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Abstract
The class of mixed normal conditional heteroskedastic (MixN-GARCH) models, which
couples a mixed normal distributional structure with GARCH-type dynamics, has been
shown to offer a plausible decomposition of the contributions to volatility, as well as excel-
lent out-of-sample forecasting performance, for financial asset returns. In this paper, we
generalize the MixN-GARCH model by relaxing the assumption of constant mixing weights.
Two different specifications with time–varying mixing weights are considered. In particular,
by relating current weights to past returns and realized (component-wise) likelihood values,
an empirically reasonable representation of Engle and Ng’s (1993) news impact curve with
an asymmetric impact of unexpected return shocks on future volatility is obtained. An
empirical out-of-sample study confirms the usefulness of the new approach and gives evi-
dence that the leverage effect in financial returns data is closely connected, in a non-linear
fashion, to the time–varying interplay of mixture components representing, for example,
various groups of market participants.
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1 Introduction
Among the many apparent empirical regularities of financial time series, one of the most re-
searched is the relationship between equity returns and volatility. Over the last two decades,
a large amount of literature reports an asymmetric volatility response between positive and
negative returns.
The initial discovery of asymmetry in the relationship between returns and volatility is usu-
ally accredited to Black (1976) and Christie (1982) with their observation that current returns
and future volatility are negatively correlated, commonly referred to in the literature as Black’s
leverage effect. The historic explanations of such market behavior are grounded in the firms’
dept–equity ratio that changes with movements in the return and, thus, alters the stock’s risk-
iness. However, an increasing number of studies challenge this fundamental reasoning. For
example, Hasanhodzic and Lo (2011) find the leverage effect also present in all–equity financed
companies and report its effect even stronger than for leveraged firms. Similarly, Hens and Steude
(2009) find the effect in the laboratory environment absent of any leverage implying that the
inverse relationship between price and volatility is not driven by financial leverage. In addition,
Figlewski and Wang (2000) present evidence that the leverage effect is largely independent of a
change in the firms’ capital structure. More evidence for the leverage effect in assets for which
the traditional explanation cannot hold is provided in Park (2011), who conjectures a herding
type of behavior to explain it.
Insight into the asymmetric volatility response has also risen from a different strand of lit-
erature. The ARCH and GARCH model classes – that in their original version are such that
negative and positive return shocks have the same impact on volatilities – have been extended
by several authors to include asymmetric effects as well, e.g., in the univariate case, models that
allow for this effect include the EGARCH model of Nelson (1991), the GJR model of Glosten
et al. (1993) and the threshold ARCH model of Zakoian (1994). All of these volatility mod-
els are asymmetric in a sense that “bad” news tend to be associated with a larger increase in
(tomorrow’s) volatility than “good” news of the same magnitude – but positive news does not
reduce volatility like the leverage effect suggests; compare Asai and McAleer (2011). Only the
EGARCH model, although not guaranteeing the leverage effect, permits the effect subject to
restrictions on the size and sign parameters.
Some elements of the structure in the return-volatility relationship are not fully understood
yet and there is still a lively debate about its dynamics. In this paper, we propose a mixture
GARCH approach that can represent a variety of different asymmetric response patterns. The
model yields a new and flexible dynamic structure for modelling the (generally) asymmetric
relationship between returns and volatility that allows feedback between different components
of variances and the overall process. The goal of this paper is to study these volatility dynamics
in detail. Our proposed model has a rich GARCH structure, so that an increase in volatility
occurs when a negative or positive shock hits the market, but its impact is enhanced for negative
shocks, while mitigated for positive shocks.
Further, the use of a mixed normal distribution for modeling the unconditional distribution
of asset returns has been considered by numerous authors, including Fama (1965), Kon (1984),
Tucker and Pond (1988), and Aparicio and Estrada (2001). More recently, Kim and White
(2004, p. 72) provide further evidence of the appropriateness of normal mixtures for financial
data, stating “[We propose that] it may be more productive to think of the S&P500 index returns
studied here as being better described as a mixture containing a predominant component that
is nearly symmetric with mild kurtosis and a relatively rare component that generates highly
extreme behavior.” Along similar lines, Neftci (2000) argues that the extreme movements in asset
prices are caused by mechanisms which are “structurally different” from the “routine functioning
of markets”.
The problem with any unconditional model for asset returns is that they cannot capture
the blatant volatility clustering inherent in virtually all return series observed at weekly or
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higher frequencies, and will suffer appropriately in terms of short–term Value–at–Risk (VaR)
forecasting ability. The effectiveness and easy implementation of GARCH models for this purpose
is undisputed, and numerous variations and extensions of Bollerslev’s (1986) original construct
have been proposed and shown to deliver superior forecasts; see, for example, Palm (1996),
Kuester et al. (2006), and Alexander (2008, Ch. 4) for surveys.
The mixed normal GARCH, or MixN-GARCH, is a relatively recent GARCH–type model
class which combines the features of normal mixture distributions and a GARCH model, and has
been independently proposed and investigated by Alexander and Lazar (2006) and Haas et al.
(2004a,b). By judiciously coupling a k–mixture of normal distributions with a GARCH–type
dynamic structure that links the k density components, several previously advocated models
are nested, and a variety of stylized facts of asset returns can be successfully modeled, such as
the usual fat tails and volatility clustering, but also time–varying skewness and kurtosis. The
model has been shown in the aforementioned papers to offer a plausible decomposition of the
contributions to market volatility, and also to deliver highly competitive out-of-sample forecasts.
For further detail and more recent extensions, see Haas and Paolella (2012).
A common property of MixN-GARCH is the constancy of mixing weights of the component
densities, which often allows for a straightforward interpretation of the impact of the individual
components. However, constancy of the distributional proportions is not necessarily a realistic
assumption, and, as we demonstrate below, leads to less accurate forecasts compared with a
more general class of models which does allow for time–varying mixture weights.
While the use of mixtures, in particular, the mixture of normals distribution, is ubiquitous
in numerous scientific applications, of which finance is only one of many examples (see, e.g.,
McLachlan and Peel, 2000; and Fru¨hwirth-Schnatter, 2010), the thorny, and very real, issue of
avoiding the singularities when maximizing the likelihood needs to be addressed. We employ
the new, easily implemented, and theoretically very attractive method introduced in Broda
et al. (2013), which is applicable to unconditional mixtures, as well as mixture-GARCH models.
This renders model estimation to be very simple to implement, as fast as standard likelihood
optimization, numerically fully unproblematic, and, under appropriate conditions on the data
generation process, the resulting maximum likelihood estimates are consistent.
Anticipating the empirical results in Section 4, the newly proposed model, denoted MixN-
GARCH-LIK, performs very well according to numerous out-of-sample criteria for the majority
of the considered data (seven major equity indices and exchange rates). Given the ease of use in
implementation and estimation, as well as the general appeal of mixture distributions in finance,
from both economic and empirical perspectives, we show that the new class of models provide a
worthy contribution for forecasting the distribution and tail risk of univariate financial returns
data.
The remainder of this paper is as follows. Section 2 briefly introduces the MixN-GARCH
model. Section 3 discusses its extension to allow for time–varying mixing weights and reviews
the implied news impact curves. Section 4 details an empirical exercise, and Section 5 concludes.
2 Mixed Normal GARCH
In the mixed normal GARCH (MixN-GARCH) model the conditional density of return rt is
assumed to be a finite normal mixture distribution with k components. That is, with ft denoting
a conditional density based on the information set at time t,
ft−1(rt;λ1t, . . . , λk,t, µ1t, . . . , µk,t, σ21t, . . . , σ
2
k,t) =
k∑
j=1
λjtφ(rt;µjt, σ
2
jt), (1)
where
φ(rt;µjt, σ
2
jt) =
1√
2piσjt
exp
{
−(rt − µjt)
2
2σ2jt
}
2
is the normal density, the strictly positive mixing weights (or probabilities) λjt satisfy
∑
j λjt =
1, and the k × 1 vector σ(2)t = (σ21t, . . . , σ2k,t)′ of conditional component variances follows a
GARCH(p, q) process of the form
σ
(2)
t = ω +
q∑
i=1
αiε
2
t−i +
p∑
i=1
βiσ
(2)
t−i, (2)
where the error term
εt = rt − Et−1[rt] = rt −
k∑
j=1
λjtµjt, (3)
and ω ∈ Rk, αi ∈ Rk, i = 1, . . . , q, and βi ∈ Rk×k, i = 1, . . . , p, are parameters matrices which
have to obey restrictions to guarantee that σ
(2)
t remains positive for all t. As with the standard
(single-component) GARCH model, p = q = 1 is typically found to be sufficient; moreover, the
diagonal GARCH specification with a diagonal β1 is typically favored in empirical applications
and admits a clear-cut interpretation of the component-specific volatility processes (see Haas
et al., 2004b; and Haas and Paolella, 2012, Section 3.2.3, for discussion). In this case, we write
the model as
σ
(2)
t = ω +αε
2
t−1 + βσ
(2)
t−1, (4)
where ω = (ω1, . . . , ωk)
′ > 0, α = (α1, . . . , αk)′ ≥ 0, and β = diag(β1, . . . , βk) ≥ 0, where the
inequalities have to hold element-wise.
The conditional mean of rt has already been introduced in (3). Its conditional variance
implied by the mixture density (1) is of great interest in the discussion that follows and is given
by
Vt−1(rt) =
k∑
j=1
λjt(σ
2
jt + µ
2
jt)−
 k∑
j=1
λjtµjt
2 . (5)
Alexander and Lazar (2006) and Haas et al. (2004b) consider the case where the mixing
weights, λjt, and the component means, µjt, are constant over time, but the generalization in
Equations (1)–(3), with these quantities being time–varying, is conceptually straightforward. In
this paper, we consider MixN-GARCH specifications with time–varying weights to capture an
asymmetric impact of negative and positive and/or small and large shocks on future volatility,
as discussed in the introduction.
3 Time-varying weights
The idea of modeling economic variables using mixtures with time–varying mixing weights (or
regime probabilities) is not new. Most notably perhaps, the Markov–switching model of Hamil-
ton (1989), which has many applications in macroeconomics and finance, can be interpreted in
this framework. In addition, in a number of applications, mixture models with mixing weights
depending on lagged process values as well as exogenous variables have been employed quite
successfully. An example is the modeling of exchange rate behavior in target zones, where a
jump component reflects the probability of realignments, and the probability of a jump depends
on interest differentials and, possibly, further explanatory variables incorporating market ex-
pectations (see, e.g., Vlaar and Palm, 1993; Bekaert and Gray, 1998; Neely, 1999; Klaster and
Knot, 2002 and Haas et al., 2006a). Cheng et al. (2009) provide an application to national stock
index returns, and Tashman and Frey (2009) successfully use such models to capture a nonlinear
relation between hedge fund returns and various market risk factors. The conditional densities
of such mixture models exhibit an enormous flexibility. For example, as illustrated by Haas et al.
(2006a) in an application to the EMS crisis of 1992, the predictive density may become bimodal
when the probability of a realignment as well as the expected jump size are sufficiently large;
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see also Wong and Li (2001) for an example of a bimodal predictive density in an hydrological
application.
In this paper, we consider two different approaches to specifying time–varying weights in
mixture GARCH models. In the first specification, to be discussed in Section 3.1, we let the
weights depend on the lagged shock in a logistic fashion. By doing so, an asymmetric response of
future volatility to negative and positive shocks is introduced, which is a robust feature of many
stock return series. In the second variant, presented in Section 3.2, we follow a different approach
and determine the conditional weights of the mixture components by their respective most recent
explanatory power, as measured by their lagged component-specific likelihood contributions.
This also induces a certain degree of asymmetry in the volatility response pattern since, for
stock returns, there is also a contemporaneous negative relation between return and volatility,
i.e., the high–volatility component is also that with the smaller expected return. In the outer
parts of the distribution, however, volatility effects dominate, and thus both models represent
different (potential) aspects of return volatility dynamics.
3.1 Time–varying mixture GARCH with logistic mixing weights
A general approach is to relate the weights of the components to past innovations via logistic
response functions. In particular, in a two–component model, to which we restrict attention in
this paper,1 the weight of the first component is given by
λt(xt) =
exp {γ ′xt}
1 + exp {γ ′xt} , (6)
with γ = (γ0, γ1, . . . , γp−1)′ being a vector of parameters and xt a vector of p predetermined
variables, typically including a constant.
A mixture GARCH model in this vein was considered by Bauwens et al. (2006), who use
xt = (1, ε
2
t−1)′, i.e.,
λt(εt−1) =
exp{γ0 + γ1ε2t−1}
1 + exp{γ0 + γ1ε2t−1}
, (7)
so that, if γ1 > 0, λt → 1 as ε2t−1 becomes large. The motivation for this specification is that
“large shocks have the effect of relieving pressure by reducing the probability of a large shock in
the next period”.2
Note that, in (7), λt is a symmetric function of εt−1, and λt(−∞) = λt(∞) = 1. In this
paper, we aim at modeling an asymmetric effect of past shocks, and thus we let xt = (1, εt−1)′
in (6), i.e., we specify the conditional mixing weight as
λt(εt−1) =
exp {γ0 + γ1εt−1}
1 + exp {γ0 + γ1εt−1} , (8)
which, when coupled with the MixN-GARCH structure described in Section 2, will be referred
to as MixN-GARCH-LOG model. The logic behind (8) is as follows. Suppose that the first
component is the high–volatility regime, and γ1 > 0. Then dλt/dεt−1 = γ1λt(1 − λt) > 0, and,
in view of (5), the conditional variance will be lower for positive shocks than for negative shocks
of the same magnitude. In the next section, the capability of the MixN-GARCH-LOG model
to reproduce various asymmetric response patterns is further elucidated via the concept of the
news impact curve, as introduced in Engle and Ng (1993).
1For possible generalizations to k components, see Haas et al. (2006b).
2This assumes that the second component represents the high–volatility regime. In an application to the
NASDAQ index, the authors find that, when using (7), the evidence for a time–varying mixing weight is weak.
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3.1.1 Special cases and relation to other models
In this section, we illustrate the flexibility of the MixN-GARCH-LOG model introduced in Sec-
tions 2 and 3.1 in capturing various asymmetric response patterns of the conditional volatility to
previous shocks. We consider various simple special cases of the general model and relate those
to some standard asymmetric GARCH models discussed in the literature.3
A convenient tool to characterize the impact of news on conditional volatility is the news
impact curve (NIC) devised by Engle and Ng (1993). The NIC describes the relation between
the conditional variance σ2t and the lagged shock εt−1, with the lagged conditional variances in
the GARCH recursion fixed at their unconditional values. As discussed by Engle and Ng (1993),
the NIC of the GARCH is a quadratic function centered at εt−1 = 0, whereas most asymmetric
GARCH models have NICs which either still have their minimum at zero but with different
slopes for positive and negative shocks or which admit asymmetries by centering the quadratic
at a nonzero (usually positive) value. By imposing certain parameter restrictions and considering
limiting cases of the MixN-GARCH-LOG model process, we can isolate these typical (and further)
shapes of the NIC and thereby get a glimpse of the flexibility of the general (unrestricted) model.
To discuss these restrictions, we reproduce the general (non-diagonal) MixN-GARCH(1,1)-LOG
process for two components, i.e.,(
σ21t
σ22t
)
=
(
ω1
ω2
)
+
(
α1
α2
)
ε2t−1 +
(
β1,1 β1,2
β2,1 β2,2
)(
σ21,t−1
σ22,t−1
)
, (9)
and the weight of the first component is described by (8). To fully concentrate on the conditional
volatility dynamics, we furthermore assume zero component means, i.e., µ1 = · · · = µk = 0.
Consider the situation where, in (9), β1,2 = β2,1 = 0 (diagonal model) and α1 = α2 ≡ α and
β1,1 = β2,2 ≡ β, i.e., the intercepts differ, whereas the GARCH dynamics are the same in both
components. To figure out the NIC for this specification, we observe that it is identical to the
one suggested by Vlaar and Palm (1993), where σ22t = σ
2
1t + a for constant a. To see this, let L
denote the lag operator and write the ARCH(∞) representation of σ22t as
σ22t =
ω2
1− β +
αε2t−1
1− βL =
ω2 − ω1
1− β +
ω1
1− β +
αε2t−1
1− βL = a+ σ
2
1t, (10)
where a = (ω2 − ω1)/(1− β). Therefore, from (5), the conditional variance is
σ2t = λtσ
2
1t + (1− λt)σ22t = λtσ21t + (1− λt)(a+ σ21t)
= (1− λt)a+ σ21t = (1− λt)a+ ω1 + αε2t−1 + βσ21,t−1. (11)
If γ1 > 0 and ω2 > ω1, λt is increasing in εt−1 and a > 0, and thus the NIC is asymmetric
in that it is higher for negative than for positive shocks of the same magnitude. As in the
AGARCH model of Engle (1990) its minimum is also located at a positive value, as can be seen
by minimizing (11) with respect to εt−1, i.e., setting to zero
∂σ2t
∂εt−1
= − ∂λt
∂εt−1
a+ 2αεt−1 = −γ1λt(1− λt)a+ 2αεt−1,
which, as long as λt ∈ (0, 1), and since a > 0 and γ1 > 0, can only be zero for a positive εt−1.
The unconditional expectation of σ21t in (11) is not known in closed form, but the NIC can still
be drawn by evaluating it via simulation and an example is shown in Panel (a) of Figure 1.
If we further put γ0 = 0 and consider the limiting case γ1 →∞ in (8), so that
λt =

1, if εt−1 > 0,
1
2 , if εt−1 = 0,
0, if εt−1 < 0,
(12)
3A recent investigation of various asymmetric GARCH specifications is Rodriguez and Ruiz (2012).
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we obtain the sign-switching GARCH model of Fornari and Mele (1997), except that the right-
hand side lagged variance in (11) is σ21,t−1 rather than the overall variance σ2t−1. The NIC of this
process has a somewhat unusual form; namely it is a “broken” parabola with the positive and
negative arms having different intercepts. To calculate the NIC explicitly for this special case
(i.e., obtain an explicit expression for E[σ21t]), we define an indicator variable 1t which is unity
or zero, depending on whether εt is drawn from the first or second component, respectively. We
can then write, with {ηt} denoting an iid sequence of standard normal variables,
σ21t = ω1 + αε
2
t−1 + βσ
2
1,t−1 (13)
= ω1 + αη
2
t−1{1t−1σ21,t−1 + (1− 1t−1)σ22,t−1}+ βσ21,t−1
= ω1 + αη
2
t−1{1t−1σ21,t−1 + (1− 1t−1)(σ21,t−1 + a)}+ βσ21,t−1
= ω1 + αη
2
t−1(1− 1t−1)a+ (αη2t−1 + β)σ21,t−1.
Thus, provided α+ β < 1, the process is covariance stationary and we have4
E[σ21t] =
ω1 + αa/2
1− α− β =
1
1− α− β
[
ω1 +
ω2 − ω1
2
α
1− β
]
.
An example of such a NIC is shown in Panel (b) of Figure 1.
The sign-switching GARCH model is not very successful empirically (Fornari and Mele, 1997)
and a more popular asymmetric process is the one of Glosten et al. (1993), i.e., the GJR-GARCH,
where the NIC has its minimum at zero but with different slopes for negative and positive shocks.
To reproduce such a shape with model (9) and (8), we may set ω1 = ω2 ≡ ω, β1,1 = β2,1 = 0,
and β1,2 = β2,2 ≡ β, i.e., we have the restricted non-diagonal MixN-GARCH(1,1) model(
σ21t
σ22t
)
=
(
ω
ω
)
+
(
α1
α2
)
ε2t−1 +
(
0 β
0 β
)(
σ21,t−1
σ22,t−1
)
. (14)
We may note that, in contrast to the example above, (14) does not admit a diagonal GARCH(1,1)
representation, as we observe when we plug the ARCH(∞) representation of σ22,t−1 = ω(1−β)−1+
α2(1− βL)−1ε2t−2 into the equation for σ21t, that is,
σ21t = ω + α1ε
2
t−1 + βσ
2
2,t−1
= ω + α1ε
2
t−1 +
βω
1− β +
βα2ε
2
t−2
1− βL ,
which through multiplication with 1−βL shows that the diagonal representation of this process
is restricted MixN-GARCH(1,2), namely(
σ21t
σ22t
)
=
(
ω
ω
)
+
(
α1
α2
)
ε2t−1 +
(
β(α2 − α1)
0
)
ε2t−2 +
(
β 0
0 β
)(
σ21,t−1
σ22,t−1
)
.
Using (5), the conditional variance for model (14) works out as
σ2t = λtσ
2
1t + (1− λt)σ22t = ω + α1ε2t−1 + (1− λt)(α2 − α1)ε2t−1 + βσ22,t−1. (15)
With α2 > α1 and γ1 > 0 as above, the NIC is centered at zero but has a larger slope for negative
shocks than for positive shocks of the same magnitude, as illustrated in Panel (c) of Figure 1.
4The unconditional process variance is
E[ε2t ] =
1
2
E[σ21t] +
1
2
E[σ22t] = E[σ21t] +
a
2
=
(ω1 + ω2)/2
1− α− β .
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The limiting case γ1 → ∞ such that (12) holds would then correspond to the GJR model,
except again that the lagged variance in (15) is σ22,t−1 rather than σ2t−1.5 Again, for the limiting
case, the unconditional expectation of σ21t and hence the NIC can be evaluated exactly. To do
so, we define the indicator variable 1t and {ηt} as in (13), so that we can write(
σ21t
σ22t
)
=
(
ω
ω
)
+
(
α1η
2
t−11t−1 α1η2t−1(1− 1t−1) + β
α2η
2
t−11t−1 α2η2t−1(1− 1t−1) + β
)(
σ21,t−1
σ22,t−1
)
.
Thus, the process is covariance stationary if the maximal eigenvalue of the matrix
C =
(
α1/2 α1/2 + β
α2/2 α2/2 + β
)
is below unity. It follows from the results of Haas et al. (2004b) that this is equivalent to the
condition β < 1 and
det(I2 −C) = 1− β − α1 + α2
2
− βα2 − α1
2
= 1− β − α− β∆
2
> 0, (16)
where α = (α1 +α2)/2, and ∆ = α2−α1.6 This condition is not identical (although very similar)
to that for the corresponding GJR model, i.e., β+ (α1 +α2)/2 < 1 (cf. Ling and McAleer, 2002).
If condition (16) holds, the unconditional expectation of the component-specific variances is
E
[
σ21t
σ22t
]
= (I2 −C)−1
(
ω
ω
)
=
1
1− β − α− β∆/2
(
ω(1−∆/2)
ω(1 + ∆/2)
)
,
which can be used to construct the NIC.
In the unrestricted diagonal MixN-GARCH model, where β1,2 = β2,1 = 0 and β1,1 ≡ β1 and
β2,2 ≡ β2 in (14), the conditional variance becomes
σ2t = σ
2
1t + (1− λt)(σ22t − σ21t) (17)
= ω1 + α1ε
2
t−1 + β1σ
2
1,t−1 +
ω2 − ω1 + (α2 − α1)ε2t−1 + β2σ22,t−1 − β1σ21,t−1
1 + exp{γ0 + γ1εt−1} . (18)
The simplest possible specification of the form (17) appears when both conditional regime-specific
variances are constant, i.e., in (19), α = β = 0, so that σ2jt = ωj , j = 1, 2.
7 With ω1 < ω2, this
leads to a NIC which decreases monotonically in a logistic fashion, as illustrated in Panel (d) of
Figure 1. The logistic shape of the NIC is not very reasonable, and a more plausible specification
with (potentially) monotonically decreasing NIC is obtained when only one of the component
variances is constant, which is termed partial MixN-GARCH in Haas et al. (2004b), i.e.,
σ21t = ω1, σ
2
2t = ω2 + αε
2
t−1 + βσ
2
2,t−1. (19)
5We decided to have σ22,t−1 rather than σ
2
1,t−1 appear in the component-specific GARCH recursions in (14)
due to our assumption that α2 > α1. It may happen that α1 = 0, i.e., positive shocks have no impact on the
conditional volatility. Then, with the roles of σ21,t−1 and σ
2
2,t−1 interchanged in (14), i.e., β1,1 = β2,1 ≡ β and
β1,2 = β2,2 = 0, σ
2
1t would rapidly converge to a constant and σ
2
2t would reduce to an ARCH(1) process.
6Note that (16) can be rewritten as α2 + β < 1 + (1− β)∆/2, which shows that the GARCH parameters in the
second component need not satisfy the condition α2 +β < 1. Conditions for stationarity for the general model are
not known. The results of Bauwens et al. (2006) cannot be applied since they assume λt → 1 as ε2t−1 → ∞. In
such situations, simulation methods as proposed in Gallant et al. (1993) could, in principle, be used to investigate
the stationarity of a given model. As far as the properties of the maximum likelihood estimator are concerned,
simulations in Cheng et al. (2009) for mixture GARCH models with time-varying weights and typical sample sizes
in finance suggest consistency with asymptotic variances being well approximated by the diagonal elements of the
inverse of the observed information matrix.
7The model is a standard Gaussian mixture with time–varying weight, a special case of the LMARX process
of Wong and Li (2001). As these authors show, such models can conveniently be estimated via a small extension
of the EM algorithm for standard iid mixture models.
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The conditional variance then becomes
σ2t = ω1 + (1− λt)(ω2 − ω1 + αε2t−1 + βσ22,t−1) = ω1 +
ω2 − ω1 + αε2t−1 + βσ22,t−1
1 + exp{γ0 + γ1εt−1} . (20)
As εt−1 increases, (20) will eventually converge to ω1, but the convergence may or may not
be monotonic. An example for monotonic convergence (i.e., a monotonically decreasing NIC)
is provided in Panel (e) of Figure 1. The unrestricted diagonal specification with conditional
variance as in (17) can capture more complex behaviors of conditional volatility. As an example,
consider a pattern emphasized by Fornari and Mele (1997), namely that “high negative shocks
increase future volatility more than high positive ones while—at the same time—small positive
shocks too often produce a stronger impact on future volatility than negative shocks of the same
size”, as illustrated in Panel (f) of Figure 1.8 This occurs when α2 > α1 as in the GJR-type
model but the NIC assumes its minimum at a negative value.
3.2 Time–varying mixture GARCH with likelihood driven mixing weights
The second model takes on lagged likelihood values as the driver of the current mixing weights.
In other words, the time conditional process of the mixing weights is driven by the explanatory
power of the (mixture) component models based on their historic performance. We consider
this a natural link between yesterday’s return and today’s volatility as the component model
that best explains past returns is rewarded with a higher weight, while the other components
proportionally receive lower weights (the vector of mixing weights must sum to one). Different
domains of expertise (a term referring to expert systems in the field of cognitive systems in
computer science) are thus defined, in a non-linear fashion via the component-wise likelihood
functions, by higher and lower mixing weights, which lead to a (possibly) asymmetric news
impact curve (NIC) regarding the overall variance of the model. This partitioning is further
emphasized by different mixture component means, µi. The model structure for the mixing
weights is given by
λjt =
Wjt∑
iWit
, Wjt = νj +
u∑
m=1
γm
`j,t−m∑
i `i,t−m
, (21)
where `jt = φ
(
rt;µjt, σ
2
jt
)
, νj > 0, j = 1, . . . , k, and γm ≥ 0, m = 1, . . . , u. As in (4), a standard
GARCH structure is considered for the k mixture components. Similar to (6), additional terms
(lagged terms of λjt or of exogenous variables) could be entertained to augment (21).
9 We focus,
however, on a sparse parametrization and stick to u = 1, i.e., Wjt = νj +γ`j,t−1/(
∑
i `i,t−1). The
limiting case for the sparse model, where only `p,t−1 is different from zero, takes the form
λjt =
νj + γ1j=p
1 + γ1j=p
, (22)
such that the deviation from λ = ν is bounded above by (22) as a function of γ. A leverage-
type effect can evolve as a special form of an asymmetric NIC, e.g., compare Asai and McAleer
(2011), if the mixture GARCH components (increasingly ordered by their component means)
form a decreasing series concerning the amplitudes of their volatility dynamics. To be precise,
by construction of the model, this leverage-type effect is limited to the center of the data, where
the NIC can be characterized by the different domains of expertise (or regimes of volatility);
whereas the GARCH component of highest volatility will dominate the outer area by the scale
of γ in (22). Hence, one may want to call the modeled effect a partial leverage effect, although
our empirical testing confirms that the effect (if present) usually affects more than 90% of the
observed data. Figure 2 shows exemplarily that the effect is indeed found in empirical returns
8In Fornari and Mele (1997) the volatility-switching GARCH model is designed to reproduce this effect.
9Spillover effects, as an integral part of the literature on multivariate (GARCH) models, e.g., see McAleer and
da Veiga (2008), may likewise be implemented as in (21) by a likelihood driven linkage.
8
data, while Section 4 confirms the usefulness of this approach in an exhaustive out-of-sample
forecast study. The leverage nature of the effect arises from the change in the mixing weights,
such that from a stylized point of view, the high volatility component dominates for (lagged)
returns between −3 and 0, while the contrary holds between 0 and 3. Similar patterns are a
robust finding in almost all estimates, if γ > 0.
3.2.1 Estimation using an embedded EM Algorithm
We distinguish between two model variants, namely MixN-GARCH-LIK and MixN-GARCH-
LIKW. In the first model, MixN-GARCH-LIK, we restrict vector ν to be estimated separately
from the other parameters, and enforce that ν maximizes the log likelihood function of the
MixN-GARCH model without time-varying mixing weight, i.e.,
ν = arg max
λ
T∑
t=1
log
 k∑
j=1
λj`jt
 .
In doing so, the accessible parameter space is being shrunk in the sense that the MixN-GARCH
model with constant mixing weights becomes the linchpin of the new model, i.e., that when
maximizing the likelihood, the new model always nests the optimal one with constant weights
for γ = 0. This restriction basically avoids the interaction of component and mixing parameters,
except for the leverage related γ, and dramatically improves the out-of-sample quality as shown in
Table 7 in comparison with the second variant, MixN-GARCH-LIKW, for which all parameters
are estimated jointly.
Practically, we estimate ν ceteris paribus using a reduced EM (REM) algorithm derived from
the standard EM for mixtures of normals, so that ν can be used in-place in a nested optimization,
eluding a two-step procedure. Let ` be the k×T matrix of the component-wise likelihood values
(given the current estimate of the component models from the outer estimation of the GARCH
parameters and γ). The REM algorithm cuts off the estimation of the component-wise density
parameters by leaving them constant and estimates the mixing weights only, i.e., it iterates over
νj,n+1 =
1
T
T∑
t=1
νj,n`jt∑
i νi,n`it
,
where νj,0 = 1/k is the initial starting value, and stops if |νj,n+1 − νj,n| ≤  with, e.g.,  = 10−4.
Most notably, REM exhibits a linear rate of convergence and has been observed to slow down
the nested estimation for k ≥ 3. It nevertheless remained feasible in all our empirical testing.
For preventing the degeneracy of mixture components in the outer estimation, we employ the
extended augmented maximum likelihood estimator (EALE) introduced in Broda et al. (2013).
3.3 Asymmetric Mixed Normal GARCH
In order to capture the leverage effect, Alexander and Lazar (2009) propose two asymmetric
extensions of the MixN-GARCH model defined by (1) and (2). As we will consider these in
our empirical applications below, we introduce them here. The first of these extensions, MixN-
GARCH-ASYM, uses the asymmetric GARCH specification of Engle (1990) i.e., the GARCH
process driving the variance of mixture component j is given by
σ2jt = ωj + αj(εt−1 − θj)2 + βjσ2j,t−1, j = 1, . . . , k, (23)
where the θj ’s are the parameters monitoring the component-specific leverage effect. In particu-
lar, if θj > 0, a negative shock will increase the next period’s σ
2
jt more than a positive shock; a
multivariate version of MixN-GARCH-ASYM has been investigated in Haas et al. (2009). The
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second variant, MixN-GARCH-GJR, employs the model of Glosten et al. (1993), widely known
as GJR–GARCH, and specifies the variance process of component j as
σ2jt = ωj + αjε
2
t−1 + θjd
−
t−1ε
2
t−1 + βjσ
2
j,t−1, j = 1, . . . , k,
where d−t−1 = 1 if εt−1 < 0 and d
−
t−1 = 0 otherwise. As in (23), a positive θj implies that σ
2
jt
reacts more intensely to negative shocks than to positive shocks.
4 Empirical Results
The empirical analysis is based on the major equity indices DAX30, S&P500, DJIA30, NIKKEI225
and NASDAQ COMPOSITE (10 years of data, dating back from July 7th, 2009) as well as
the exchange rates JPY/EUR and USD/EUR (5 years of data, dating back from July 7th,
2009). All results (in-sample and out-of-sample) are based on daily percentage log returns,
εt = 100 (logPt − logPt−1), where Pt is the daily closing level of the index at time t.
As discussed, in this paper, we propose the two new models MixN-GARCH-LIK and MixN-
GARCH-LOG, and their modeling and forecasting properties are described in this section. As a
brief summary, of the two models it is MixN-GARCH-LIK that outperforms all its competitors
by quite a huge margin. In fact, in the many out-of-sample forecasting exercises we discuss
below it is this model, MixN-GARCH-LIK, that, for most summary statistics, archives the best
scores independent of the datasets considered. For simplicity, we only entertain one and two
component models in this paper, but results are also heavily in favor for MixN-GARCH-LIK
when comparing three component models.10
4.1 In-Sample Fit
For assessing in-sample properties, we fit all models under study to the entire data range, i.e.,
in Table 1 and 2 we show the likelihood values and BIC measures of all models and data sets.
We focus on the BIC because the literature on mixture models provides some theoretical and
empirical justification for its appropriateness and good performance, in particular for selecting
the number of mixture components (see, e.g., Keribin, 2000; Francq et al., 2001; and Fru¨hwirth-
Schnatter, 2010, Ch. 4).
As expected, the pure likelihood values favor the two component models and center around the
MixN-GARCH-ASYM and MixN-GARCH-GJR (both models with 11 free parameters). What
is (perhaps) surprising is the fact that BIC, which favors less densely parameterized models, also
has an overall tendency towards the two component models. In fact, for all data sets, the BIC
signals superiority of the two–component models and, of those, the MixN-GARCH-GJR model
wins in three out of the seven cases, even though this model has the highest parametrization,
with 11 free parameters. However, the BIC of the MixN-GARCH-GJR model is not far from
the two newly proposed ones, MixN-GARCH-LIK and MixN-GARCH-LOG, and as mentioned
before, it is these models that shine above all in the more recognized out-of-sample forecasting
comparison.
4.2 Forecasting Performance
More flexible models (e.g., all types of two component models) should be expected to provide
an excellent in-sample fit to virtually any return series compared with more traditional (one
component) GARCH-type models including the ones that can model several asymmetries, but the
concern remains as to whether the additional parametrization and the nontrivial computational
aspects of the feedback between different components warrant its use. To judge this, we compare
the empirical performance of the one-step-ahead predictive cdfs across models using tests for
10The results are available from the authors on request.
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uniformity (see below) as well as a variety of tests concentrating on the left tail of the return
distribution as in Broda et al. (2013).
For all models considered, we re-estimate the model parameters every 20 trading days (about
once a month), so that each estimation contains 2% of new data. Our analysis is based on
the realized predictive cdf values obtained from evaluating the one-step-ahead cdf forecasts at
the realized returns. If the model is correct, it is well-known that these are independently and
uniformly distributed over the unit interval (Rosenblatt, 1952).
Let pˆt = Fˆt−1(εt; θˆt−h), t = 1, . . . , N , be the sequence of realized predictive cdf values, noting
that, for each t, the parameter vector is estimated using information (in this case, just the past
returns) up to and including time t−h, where h is a value in {1, 2, . . . , 20}, but the entire return
series up to time t− 1 is used in the model filter. Finally, this predictive cdf is evaluated at the
actual return at time t. Denote the collection of these N values as vector pˆ. Further let pˆ[s]
denote the sorted vector, pˆ
[s]
1 ≤ pˆ[s]2 ≤ · · · ≤ pˆ[s]N . The Anderson-Darling (AD) and Crame´r-von
Mises (CM) test statistics are given respectively by
AD = −N −
N∑
i=1
2i− 1
N
(
log(pˆ
[s]
i ) + log(1− pˆ[s]N−i+1)
)
and
CM =
1
12N
+
N∑
i=1
(
2i− 1
2N
− pˆ[s]i
)2
.
In addition, we provide test statistics for the Kolmogorov-Smirnov (KS) test for uniformity, as
well as the Jarque-Bera (JB) and Shapiro-Wilk (SW) tests for normality. It is important to note
that we are testing the prediction quality over the whole support of the distribution, and not just
the left tail (as we do below, for directly testing the quality of value at risk predictions). Table
3 shows the results. The statistics AD, CM and KS reveal the astonishing performance of model
MixN-GARCH-LIK in comparison to its competitors: in four out of seven cases for AD and in
three out of seven cases for both CM and KS, it is MixN-GARCH-LIK that scores highest. For
JB and SW there is also a clear tendency towards the two component models but no obvious
pattern towards a particular type arises.
We also consider VaR measures dedicated to the left tail, as these are of even greater interest
from a risk management perspective. Table 4 shows the empirical coverage probabilities (as
percentages) for the 1% and 5% VaR levels. The results in Table 4 confirm the superiority of
the proposed models in four out of seven cases at the 1% level and three cases at the 5% level.
For further investigations of the VaR prediction quality, we adopt a simple quality measure
based on the coverage error over the VaR levels up to 100λ%, see Kuester et al. (2006). The
measure calculates the deviation between predictive cdf and uniform cdf and, thus, captures the
excess of percentage violations over the VaR levels, where the deviation is defined as 100(FU−Fˆe)
with FU being the cdf of the standard uniform random variable and Fˆe referring to the empirical
cdf formed from pˆ. Building upon this metric we report the integrated root mean squared error
(IRMSE) over the left tail up to the maximal VaR level of interest. The IRMSE employed herein
is closely related to the CM statistic but with the sum truncated at h = dλNe, i.e.,
IRMSE =
√√√√1
h
h∑
i=1
(
100
2i− 1
2N
− 100pˆ[s]i
)2
.
The results on the IRMSE in Table 5 are also in line with our general observation that MixN-
GARCH-LIK is the overall winning model.
Finally as in Broda et al. (2013), we also investigate the hit sequence of realized predictive
VaR violations,
vt = 1εt≤qˆt , qˆt = V̂aRt|t−1(λ),
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where 1 is the indicator function. Under the null of correct conditional coverage, the vi are iid
Bernoulli(λ). From this sequence, the test statistic LRCC = LRUC + LRIND is computed, as
proposed in Christoffersen (1998), where LRUC and LRIND test for unconditional coverage and
independence, respectively. As can be seen from Table 6 for the 1% VaR level, as well as for the
5% VaR level, for all tests a clear tendency arises toward MixN-GARCH-LIK. With only one
exception MixN-GARCH-LIK is the best performing model for every test.
5 Conclusions and Further Extensions
In this paper, we relax the assumption of constant weights in the class of mixed normal GARCH
processes and introduce two different flexible time–varying weight model structures. Current
mixing weights (and hence the implied overall volatility) are either directly related to past in-
novations by logistic response functions or indirectly via their lagged component-specific likeli-
hood contributions. In particular, the second model type allows non-linear feedback between its
likelihood components, and so induces news impact curves with (partial) leverage effects. As
demonstrated, this latter model delivers clear-cut superior out-of-sample performance compared
to all entertained models; and this, over a variety of data sets. Important open issues to be
addressed in future research include establishing the stationarity conditions for the model and
the asymptotic properties of the (augmented) maximum likelihood estimator.
The model classes are quite rich, and future applications should entertain other choices of
the parameters and form structures. As mentioned above, Engle and Ng (1993) show that the
older the news, the smaller the impact on current and future volatility. Also for the leverage
effect, it is well known from Bouchaud et al. (2001) that its decay time differs across assets, with
stocks requiring about 10 days, and indices about 50 days. These authors also show that the
serial correlation function describing the magnitude of the leverage effect in terms of lags can be
fit with a (single) exponential, which can be directly related to the dynamics between current
mixing weights and past model innovations.
In addition, more flexible and more asymmetric model structures might be useful in order
to further account for the “down–market effect” or “panic effect”, i.e., a “one–sided” leverage
effect related to falling stock prices. In fact, according to Figlewski and Wang (2000), a rise in
the stock price does not affect volatility at all. They find the leverage effect is just a “down-
market effect” not being existent for positive news surprises. This can easily be incorporated in
our models by extending the constant weight assumption just for negative innovations, and/or
using non-parametric response functions. Moreover, in addition to, or instead of, relating current
mixing weights to the past innovations and likelihood contributions, it might be advantageous
to consider use of the conditional variance, skewness or kurtosis. Further improvements to
forecasting performance could also be gained by use of weighted likelihood; see Paolella and
Steude (2008).
Finally, extensions into a multivariate framework are possible. For example, a straightfor-
ward generalization of MixN-GARCH-LIK is derived, e.g., by using the multivariate mixture
GARCH model in Haas et al. (2009), given that the process of the mixture weights in (21) is
entirely likelihood driven and, hence, generally applicable to univariate as well as multivariate
models. Alternatively, it appears possible to augment the EM algorithm approach used for the
multivariate mixture-based GARCH model in Paolella and Polak (2013) to the model structure
used herein, thus rendering estimation in high dimensions feasible. Another approach which is
also feasible in high dimensions is the use of Independent Component Analysis methods. Given
the tractability of the moment generating and characteristic function of the conditional mixed
normal forecast distribution used in this paper, the methodology in Broda and Paolella (2009)
and Broda et al. (2013) is directly applicable. These ideas are currently being pursued.
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(a) (b)
(c) (d)
(e) (f)
Figure 1: Shown are various possible shapes of the news impact curve (NIC; x-axis εt−1, y-axis σ2t ) implied by the
MixN-GARCH model (9) with time–varying weights described by (8). Panel (a) shows the NIC for the model with
switching intercept (10) with γ0 = 1, γ1 = 1, ω1 = 0.01, ω2 = 0.15, α = 0.1, and β = 0.85. Panel (b) illustrates the
limiting case of this model with γ0 = 0, γ1 =∞, ω1 = 0.05, ω2 = 0.25, α = 0.1, and β = 0.85. Panel (c) shows the
NIC for model (14) and γ0 = −1, γ1 = 1, ω = 0.02, α1 = 0.03, α2 = 0.1, and β = 0.9. Panel (d) shows the NICs for
the simple Gaussian mixture (constant variances) with γ0 = 1, γ1 = 0.6, ω1 = 0.8, ω2 = 6, and α = β = 0. Panel
(e) displays the NIC for the partial model (19) with γ0 = −0.5, γ1 = 0.7, ω1 = 0.5, ω2 = 0.1, α = 0.08, and β = 0.9,
and Panel (f) pertains to the general diagonal specification (17) with γ0 = −2, γ1 = 1, ω1 = 0.35, ω2 = 0.05, α1 =
0.03, α2 = 0.15, β1 = 0.9, and β2 = 0.8.
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Figure 2: News impact curves (NIC) for selected estimates of MixN-GARCH-LIK and MixN-GARCH-LOG from
the out-of-sample forecast exercise in Section 4. Figures (y-axis σ2t , x-axis εt−1) on the left show the magnified
center of the figures on the right. Bold lines denote the NIC of the overall mixture, dashed lines denote the
component-wise NICs. For MixN-GARCH-LIK, the leverage effect is particularly present in the range −3 ≤
εt−1 ≤ 3, where for all data sets under study at least 90% of the (percentage log-) returns are located. Panel (a)
and (b) are based on MixN-GARCH-LOG, the remaining panels on MixN-GARCH-LIK. Panel (a)–(d) show NICs
for the DAX30 returns data as used in Table 3, whereas panel (e) and (f) use NASDAQ COMPOSITE data. The
estimated parameter are γ0 = −0.21, γ1 = −1.05, µ1 = −0.33, µ2 = 0.21, ω1 = 0.07, ω2 = 0.002, α1 = 0.23, α2 =
0.05, β1 = 0.85, β2 = 0.93 for panel (a/b), γ = 0.77, µ1 = 0.26, µ2 = −0.28, ω1 = 0.001, ω2 = 0.04, α1 = 0.03, α2 =
0.17, β1 = 0.94, β2 = 0.87 for (c/d), and γ = 7.02, µ1 = 0.22, µ2 = −0.16, ω1 = 0.001, ω2 = 0.03, α1 = 0.02, α2 =
0.12, β1 = 0.97, β2 = 0.9 for (e/f).
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free
model param. DAX S&P DJIA NIKKEI ¥/¿ $/¿ NASDAQ
Normal-GARCH 4 -6089.67 -5254.12 -5143.05 -6334.56 -2372.40 -2220.49 -6387.07
Normal-ASYM-GARCH 5 -6050.43 -5193.92 -5086.38 -6285.86 -2370.69 -2220.22 -6357.60
Normal-GJR-GARCH 5 -6050.10 -5180.52 -5086.28 -6298.24 -2370.20 -2220.49 -6350.38
Normal-EGARCH 5 -6043.56 -5174.52 -5076.13 -6291.27 -2366.82 -2222.25 -6351.47
MixN-GARCH 9 -6036.59 -5190.73 -5076.31 -6277.75 -2332.27 -2212.91 -6355.07
MixN-GARCH-ASYM 11 -6010.95 -5140.66 -5035.04 -6245.84 -2328.32 -2209.64 -6324.46
MixN-GARCH-GJR 11 -6003.13 -5122.94 -5028.65 -6251.15 -2329.19 -2211.10 -6309.50
MixN-GARCH-LIK 10 -6031.16 -5188.23 -5073.16 -6277.30 -2330.67 -2209.86 -6349.75
MixN-GARCH-LOG 11 -6024.64 -5181.35 -5067.54 -6274.52 -2326.73 -2210.12 -6335.01
Table 1: In-sample likelihood values for all single- and multi-component mixture GARCH models and all data sets under study. In-sample statistics are based on
complete data sets as used in Table 3. For comparison, all models include a location parameter for the density. Entries in boldface denote the best results per data
set.
free
model param. DAX S&P DJIA NIKKEI ¥/¿ $/¿ NASDAQ
Normal-GARCH 4 12212.11 10541.01 10318.87 12701.89 4775.77 4471.95 12806.90
Normal-ASYM-GARCH 5 12141.82 10428.79 10213.71 12612.68 4780.10 4479.16 12756.15
Normal-GJR-GARCH 5 12141.15 10402.00 10213.52 12637.44 4779.12 4479.69 12741.72
Normal-EGARCH 5 12128.07 10390.00 10193.21 12623.50 4772.36 4483.21 12743.89
MixN-GARCH 9 12138.71 10446.99 10218.16 12621.03 4726.48 4487.76 12775.67
MixN-GARCH-ASYM 11 12112.00 10371.41 10160.19 12581.78 4741.80 4504.44 12739.02
MixN-GARCH-GJR 11 12096.37 10335.98 10147.40 12592.41 4743.54 4507.37 12709.10
MixN-GARCH-LIK 10 12136.05 10450.18 10220.04 12628.33 4731.03 4489.40 12773.23
MixN-GARCH-LOG 11 12131.18 10444.62 10217.00 12630.95 4730.88 4497.66 12751.93
Table 2: BIC values for all single- and multi-component mixture GARCH models and all data sets under study. In-sample statistics are based on complete data sets
as used in Table 3 For comparison, all models include a location parameter for the density. Entries in boldface denote the best results per data set.
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model DAX S&P DJIA NIKKEI ¥/¿ $/¿ NASDAQ
Anderson-Darling
Normal-GARCH 4.24*** 3.70** 3.37** 3.29** 7.03*** 3.37** 2.86**
Normal-ASYM-GARCH 3.94*** 3.16** 2.75** 2.44* 6.79*** 3.14** 2.73**
Normal-GJR-GARCH 4.01*** 2.75** 2.47* 2.84** 6.86*** 3.35** 2.70**
Normal-EGARCH 4.66*** 3.17** 2.46* 2.70** 6.41*** 2.91** 2.77**
MixN-GARCH 1.01 0.91 1.23 1.16 0.65 0.62 1.53
MixN-GARCH-ASYM 1.18 1.15 1.12 1.42 0.75 1.16 1.37
MixN-GARCH-GJR 1.12 1.31 1.18 1.20 0.69 1.04 1.20
MixN-GARCH-LIK 0.84 0.57 0.95 1.11 0.66 0.61 1.26
MixN-GARCH-LOG 2.67** 2.16* 2.08* 1.25 0.83 1.07 3.08**
Crame´r-von Mises
Normal-GARCH 0.81*** 0.64** 0.61** 0.57** 1.17*** 0.69** 0.54**
Normal-ASYM-GARCH 0.73** 0.51** 0.47** 0.37* 1.14*** 0.65** 0.54**
Normal-GJR-GARCH 0.72** 0.45* 0.43* 0.47** 1.15*** 0.69** 0.51**
Normal-EGARCH 0.72** 0.37* 0.32 0.44* 1.07*** 0.61** 0.50**
MixN-GARCH 0.13 0.10 0.18 0.19 0.07 0.10 0.18
MixN-GARCH-ASYM 0.14 0.15 0.15 0.20 0.07 0.20 0.21
MixN-GARCH-GJR 0.13 0.19 0.15 0.17 0.07 0.18 0.18
MixN-GARCH-LIK 0.11 0.07 0.14 0.19 0.07 0.10 0.15
MixN-GARCH-LOG 0.32 0.25 0.30 0.14 0.07 0.19 0.38*
Kolmogorov-Smirnov (test statistics are scaled up by factor 100)
Normal-GARCH 3.93*** 3.32** 3.12** 3.01** 6.32*** 5.05*** 3.41***
Normal-ASYM-GARCH 3.60*** 2.79* 2.84* 2.53 6.39*** 4.99*** 3.32**
Normal-GJR-GARCH 3.70*** 2.96** 2.88* 2.90** 6.34*** 5.05*** 3.26**
Normal-EGARCH 3.22** 2.27 2.54 2.72* 6.04*** 4.97*** 3.09**
MixN-GARCH 1.77 1.49 2.08 1.89 1.69 2.30 1.97
MixN-GARCH-ASYM 2.07 1.45 1.92 2.18 1.94 3.07 1.82
MixN-GARCH-GJR 1.78 1.78 1.79 2.19 1.97 3.02 1.85
MixN-GARCH-LIK 1.65 1.23 1.76 1.90 1.76 2.37 1.97
MixN-GARCH-LOG 2.32 2.58 2.72* 1.56 1.91 2.96 2.43
Jarque-Bera
Normal-GARCH 243.98*** 272.92*** 316.41*** 163.89*** 310.80*** 41.75*** 89.09***
Normal-ASYM-GARCH 106.97*** 208.96*** 164.07*** 119.16*** 338.56*** 43.00*** 134.64***
Normal-GJR-GARCH 109.15*** 319.48*** 265.59*** 149.15*** 312.85*** 45.41*** 114.31***
Normal-EGARCH 102.35*** 320.04*** 256.53*** 114.18*** 274.67*** 48.70*** 155.01***
MixN-GARCH 38.35*** 38.57*** 35.79*** 4.45 15.57*** 4.54 35.31***
MixN-GARCH-ASYM 11.14*** 40.72*** 26.33*** 15.16*** 51.59*** 10.08** 48.45***
MixN-GARCH-GJR 23.04*** 64.59*** 38.78*** 12.22*** 30.67*** 8.53** 43.99***
MixN-GARCH-LIK 25.57*** 40.92*** 33.76*** 3.76 15.94*** 4.48 17.99***
MixN-GARCH-LOG 57.72*** 68.96*** 72.89*** 27.93*** 22.68*** 21.38*** 37.40***
Shapiro-Wilk (test statistic ν is transformed by 1000(1− ν))
Normal-GARCH 10.24*** 11.30*** 12.14*** 8.80*** 29.83*** 6.18*** 6.12***
Normal-ASYM-GARCH 7.55*** 9.72*** 8.70*** 7.12*** 30.37*** 6.42*** 7.56***
Normal-GJR-GARCH 7.89*** 11.55*** 10.64*** 8.18*** 29.67*** 6.51*** 6.96***
Normal-EGARCH 7.62*** 12.28*** 10.84*** 6.99*** 28.42*** 6.70*** 8.23***
MixN-GARCH 3.52*** 3.19*** 3.36*** 1.85*** 4.26*** 1.31 4.03***
MixN-GARCH-ASYM 2.16*** 3.37*** 2.73*** 2.42*** 8.27*** 2.36 4.23***
MixN-GARCH-GJR 2.70*** 4.40*** 3.23*** 2.24*** 6.38*** 2.11 4.17***
MixN-GARCH-LIK 2.93*** 3.34*** 3.31*** 1.72** 4.33*** 1.29 2.96***
MixN-GARCH-LOG 4.22*** 4.36*** 4.66*** 3.37*** 5.62*** 3.67*** 3.60***
Table 3: Anderson-Darling, Crame´r-von Mises, Kolmogorov-Smirnov, Jarque-Bera and Shapiro-Wilk test
statistics for all models and data sets under study. Entries in boldface denote the best outcomes. ***,
**, and * denote significance at the 1%, 5%, and 10% levels, respectively. All values are based on
evaluating the one-step-ahead out-of-sample distribution forecasts at the observed return data, estimated
throughout a rolling window of 1, 000 trading days, covering 10 years of equity returns and 5 years of FX
returns, dating back from July 7, 2009. For k > 2, the model parameters are updated every 20 days,
while for single-component models, we update in every step as, otherwise, EGARCH would suffer from
non-stationary issues preventing a comparison.
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model DAX S&P DJIA NIKKEI ¥/¿ $/¿ NASDAQ
1% VaR
Normal-GARCH 1.59*** 1.77*** 1.68*** 1.49** 2.48*** 1.10 1.18
Normal-ASYM-GARCH 1.71*** 1.89*** 1.83*** 1.88*** 2.38*** 1.12 1.26
Normal-GJR-GARCH 1.62*** 1.76*** 1.60*** 1.65*** 2.40*** 1.09 1.29*
Normal-EGARCH 1.81*** 1.93*** 2.06*** 1.86*** 2.71*** 1.25 1.41**
MixN-GARCH 1.09 1.24 1.21 0.87 1.64** 1.09 1.00
MixN-GARCH-ASYM 1.07 1.48** 1.60*** 1.29* 1.65** 1.03 1.11
MixN-GARCH-GJR 1.15 1.47** 1.32* 1.18 1.52** 1.05 0.91
MixN-GARCH-LIK 1.02 1.16 1.16 0.78 1.68** 1.09 0.95
MixN-GARCH-LOG 1.31* 1.50** 1.41** 1.12 1.87*** 1.14 1.03
5% VaR
Normal-GARCH 5.98** 5.62* 5.45 5.57 5.74 4.68 5.94**
Normal-ASYM-GARCH 6.44*** 5.57 5.19 5.82** 5.68 4.86 5.79**
Normal-GJR-GARCH 6.34*** 5.64* 5.19 5.64* 5.66 4.68 5.81**
Normal-EGARCH 6.93*** 6.35*** 5.61* 5.59* 5.78 5.29 6.05***
MixN-GARCH 5.75** 5.39 5.50 5.77** 5.66 5.00 5.91**
MixN-GARCH-ASYM 6.10*** 5.68* 5.45 6.01** 5.19 4.72 5.62*
MixN-GARCH-GJR 5.59* 5.91** 5.44 5.80** 5.52 5.05 5.27
MixN-GARCH-LIK 5.37 4.84 5.25 5.72* 5.66 5.03 5.48
MixN-GARCH-LOG 6.30*** 5.93** 5.76** 6.08*** 5.46 5.00 6.64***
Table 4: Predicted VaR coverage percentages (point estimates) at the 1% and 5% level for all models under
study. Entries in boldface denote the best (closest to the true value) estimate. ***, **, and * denote
significance at the 1%, 5%, and 10% levels, respectively. Results are based on the same out-of-sample
exercise as in Table 3.
model DAX S&P DJIA NIKKEI ¥/¿ $/¿ NASDAQ
1% VaR
Normal-GARCH 0.32 0.38 0.39 0.30 0.52 0.24 0.23
Normal-ASYM-GARCH 0.33 0.43 0.43 0.35 0.52 0.33 0.26
Normal-GJR-GARCH 0.39 0.35 0.41 0.38 0.52 0.25 0.23
Normal-EGARCH 0.45 0.47 0.48 0.35 0.53 0.27 0.29
MixN-GARCH 0.05 0.21 0.18 0.12 0.31 0.13 0.08
MixN-GARCH-ASYM 0.10 0.25 0.26 0.21 0.31 0.10 0.11
MixN-GARCH-GJR 0.20 0.14 0.20 0.08 0.24 0.18 0.08
MixN-GARCH-LIK 0.05 0.18 0.16 0.13 0.31 0.13 0.06
MixN-GARCH-LOG 0.21 0.29 0.28 0.19 0.34 0.22 0.12
5% VaR
Normal-GARCH 0.78 0.80 0.68 0.58 1.17 0.28 0.49
Normal-ASYM-GARCH 0.77 0.83 0.64 0.75 1.19 0.22 0.47
Normal-GJR-GARCH 0.69 0.81 0.69 0.67 1.22 0.26 0.50
Normal-EGARCH 1.02 1.08 0.82 0.70 1.35 0.22 0.68
MixN-GARCH 0.35 0.39 0.44 0.38 0.53 0.19 0.37
MixN-GARCH-ASYM 0.39 0.54 0.53 0.68 0.41 0.18 0.26
MixN-GARCH-GJR 0.29 0.47 0.43 0.53 0.41 0.16 0.10
MixN-GARCH-LIK 0.14 0.13 0.22 0.29 0.53 0.20 0.21
MixN-GARCH-LOG 0.64 0.61 0.61 0.60 0.66 0.16 0.53
Table 5: Integrated root mean squared error of the VaR prediction up to the 1% and 5% level for all models
under study. Entries in boldface denote the best estimate. Results are based on the same out-of-sample
exercise as in Table 3.
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level model DAX S&P DJIA NIKKEI ¥/¿ $/¿ NASDAQ
U
n
co
n
d
it
io
n
a
l
C
o
v
er
a
g
e,
L
R
U
C
1% Normal-GARCH 7.33*** 12.51*** 10.30*** 5.60** 19.81*** 0.07 0.88
Normal-ASYM-GARCH 11.38*** 16.15*** 14.89*** 16.15*** 18.02*** 0.28 1.71
Normal-GJR-GARCH 8.27*** 12.51*** 8.27*** 9.26*** 18.02*** 0.07 2.21
Normal-EGARCH 13.68*** 17.45*** 23.05*** 14.89*** 25.57*** 0.63 4.08**
MixN-GARCH 0.14 1.26 1.26 0.39 4.14** 0.07 3.1e-4
MixN-GARCH-ASYM 0.14 5.60** 8.27*** 2.21 5.16** 1.2e-4 0.32
MixN-GARCH-GJR 0.56 4.81** 2.21 0.88 3.23* 0.07 0.17
MixN-GARCH-LIK 0.03 0.56 0.56 1.56 5.16** 0.07 0.05
MixN-GARCH-LOG 2.21 5.60** 4.08** 0.32 7.45*** 0.28 0.03
5% Normal-GARCH 4.97** 2.13 1.05 1.65 1.48 0.29 4.60**
Normal-ASYM-GARCH 10.47*** 1.65 0.25 3.57* 1.20 0.08 3.25*
Normal-GJR-GARCH 8.92*** 2.13 0.17 2.13 1.20 0.29 3.57*
Normal-EGARCH 18.50*** 9.42*** 1.88 1.88 1.48 0.23 5.75**
MixN-GARCH 2.95* 0.88 1.44 2.95* 1.20 6.5e-4 4.24**
MixN-GARCH-ASYM 6.17** 2.39 1.05 5.36** 0.12 0.17 2.13
MixN-GARCH-GJR 1.88 4.24** 1.05 3.25* 0.72 0.01 0.34
MixN-GARCH-LIK 0.72 0.16 0.34 2.66 1.20 0.01 1.23
MixN-GARCH-LOG 8.43*** 4.60** 2.95* 6.17** 0.53 6.5e-4 13.31***
In
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1% Normal-GARCH 0.21 0.08 1.54 0.28 3.98** 0.33 0.77
Normal-ASYM-GARCH 0.10 0.04 1.84 1.91 4.29** 0.37 0.87
Normal-GJR-GARCH 0.17 0.08 1.41 1.48 4.29** 0.33 0.92
Normal-EGARCH 0.06 1.99 2.33 1.84 1.02 0.42 1.09
MixN-GARCH 1.06 0.82 0.82 0.43 0.92 0.33 0.54
MixN-GARCH-ASYM 0.63 1.21 0.17 0.92 0.79 0.28 0.67
MixN-GARCH-GJR 0.72 1.15 0.92 0.77 0.65 0.33 0.46
MixN-GARCH-LIK 1.17 0.72 0.72 0.32 0.79 0.33 0.50
MixN-GARCH-LOG 0.56 1.21 1.09 0.67 0.58 0.37 0.59
5% Normal-GARCH 4.40** 0.13 0.33 0.11 0.79 0.55 0.31
Normal-ASYM-GARCH 4.50** 2.88* 3.39* 3.81* 1.90 0.40 1.20
Normal-GJR-GARCH 2.62 0.18 0.70 1.80 1.90 0.55 0.28
Normal-EGARCH 3.46* 2.75* 0.12 3.00* 1.73 2.88* 1.84
MixN-GARCH 3.53* 0.13 1.30 0.17 1.90 0.29 0.22
MixN-GARCH-ASYM 4.87** 5.16** 2.51 4.56** 1.70 0.47 1.80
MixN-GARCH-GJR 7.39*** 6.18** 2.51 3.67* 1.13 0.24 0.34
MixN-GARCH-LIK 3.94** 0.10 0.58 0.15 1.90 0.24 0.12
MixN-GARCH-LOG 3.89** 4.25** 0.17 1.05 1.26 0.29 0.36
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1% Normal-GARCH 7.54** 12.58*** 11.84*** 5.89 23.80*** 0.40 1.65
Normal-ASYM-GARCH 11.47*** 16.19*** 16.73*** 18.06*** 22.31*** 0.66 2.58
Normal-GJR-GARCH 8.44** 12.58*** 9.68** 10.74*** 22.31*** 0.40 3.14
Normal-EGARCH 13.74*** 19.44*** 25.37*** 16.73*** 26.59*** 1.06 5.17
MixN-GARCH 1.20 2.08 2.08 0.81 5.06 0.40 0.54
MixN-GARCH-ASYM 0.77 6.82* 8.44** 3.14 5.95 0.28 0.99
MixN-GARCH-GJR 1.29 5.97 3.14 1.65 3.88 0.40 0.64
MixN-GARCH-LIK 1.20 1.29 1.29 1.89 5.95 0.40 0.55
MixN-GARCH-LOG 2.77 6.82* 5.17 0.99 8.04** 0.66 0.62
5% Normal-GARCH 9.38** 2.25 1.38 1.77 2.27 0.84 4.91
Normal-ASYM-GARCH 14.97*** 4.53 3.64 7.38** 3.10 0.48 4.45
Normal-GJR-GARCH 11.54*** 2.31 0.87 3.92 3.10 0.84 3.85
Normal-EGARCH 21.95*** 12.17*** 2.00 4.88 3.21 3.11 7.59**
MixN-GARCH 6.48* 1.01 2.73 3.12 3.10 0.29 4.46
MixN-GARCH-ASYM 11.04*** 7.55** 3.56 9.91** 1.83 0.64 3.92
MixN-GARCH-GJR 9.27** 10.42** 3.56 6.92* 1.85 0.25 0.68
MixN-GARCH-LIK 4.66 0.26 0.92 2.81 3.10 0.25 1.35
MixN-GARCH-LOG 12.32*** 8.85** 3.12 7.22* 1.78 0.29 13.67***
Table 6: Test statistics at the 1%- and 5%-VaR level, LRCC = LRUC+LRIND, as described in Christoffersen
(1998) for all models under study. Entries in boldface denote the best outcomes. ***, **, and * denote
significance at the 1%, 5%, and 10% levels, respectively. Results are based on the same out-of-sample
exercise as in Table 3.
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model DAX S&P DJIA NIKKEI ¥/¿ $/¿ NASDAQ
Likelihood
MixN-GARCH-LIK -6031.16 -5188.23 -5073.16 -6277.30 -2330.67 -2209.86 -6349.75
MixN-GARCH-LIKW -6027.02 -5180.88 -5067.12 -6276.77 -2330.67 -2210.78 -6347.09
tab:bic
MixN-GARCH-LIK 12136.05 10450.18 10220.04 12628.33 4731.03 4489.40 12773.23
MixN-GARCH-LIKW 12144.14 10451.86 10224.33 12643.65 4746.51 4506.72 12784.28
Anderson-Darling
MixN-GARCH-LIK 0.84 0.57 0.95 1.11 0.66 0.61 1.26
MixN-GARCH-LIKW 1.00 0.97 1.22 1.11 0.66 0.61 1.32
Crame´r-von Mises
MixN-GARCH-LIK 0.11 0.07 0.14 0.19 0.07 0.10 0.15
MixN-GARCH-LIKW 0.13 0.11 0.17 0.17 0.07 0.10 0.15
Kolmogorov-Smirnov (test statistics are scaled up by factor 100)
MixN-GARCH-LIK 1.65 1.23 1.76 1.90 1.76 2.37 1.97
MixN-GARCH-LIKW 1.71 1.43 1.87 1.81 1.82 2.35 1.84
Ljung-Box (m = 20 lags)
MixN-GARCH-LIK 28.26 35.72** 32.71* 17.45 18.65 18.94 32.09*
MixN-GARCH-LIKW 27.54 36.25** 33.15* 17.60 18.59 18.98 33.70*
Jarque-Bera
MixN-GARCH-LIK 25.57*** 40.92*** 33.76*** 3.76 15.94*** 4.48 17.99***
MixN-GARCH-LIKW 20.90*** 84.62*** 36.05*** 3.96 16.00*** 4.50 30.45***
Shapiro-Wilk (test statistic ν is transformed by 1000(1− ν))
MixN-GARCH-LIK 2.93*** 3.34*** 3.31*** 1.72** 4.33*** 1.29 2.96***
MixN-GARCH-LIKW 2.60*** 5.15*** 3.41*** 1.69** 4.34*** 1.29 3.93***
1% VaR
MixN-GARCH-LIK 1.02 1.16 1.16 0.78 1.68** 1.09 0.95
MixN-GARCH-LIKW 1.03 1.24 1.30* 0.92 1.64** 1.09 0.89
5% VaR
MixN-GARCH-LIK 5.37 4.84 5.25 5.72* 5.66 5.03 5.48
MixN-GARCH-LIKW 5.66* 5.25 5.31 5.88** 5.72 5.00 5.44
RMSE up to 1% VaR
MixN-GARCH-LIK 0.05 0.18 0.16 0.13 0.31 0.13 0.06
MixN-GARCH-LIKW 0.04 0.24 0.20 0.08 0.31 0.13 0.09
RMSE up to 5% VaR
MixN-GARCH-LIK 0.14 0.13 0.22 0.29 0.53 0.20 0.21
MixN-GARCH-LIKW 0.20 0.33 0.36 0.39 0.54 0.20 0.25
Unconditional Coverage, LRUC
MixN-GARCH-LIK 0.03 0.56 0.56 1.56 5.16** 0.07 0.05
MixN-GARCH-LIKW 0.03 1.26 2.21 0.17 4.14** 0.07 0.39
Independence, LRIND
MixN-GARCH-LIK 1.17 0.72 0.72 0.32 0.79 0.33 0.50
MixN-GARCH-LIKW 1.17 0.82 0.92 0.46 0.92 0.33 0.43
Conditional Coverage, LRCC
MixN-GARCH-LIK 1.20 1.29 1.29 1.89 5.95 0.40 0.55
MixN-GARCH-LIKW 1.20 2.08 3.14 0.64 5.06 0.40 0.81
Table 7: Results as in Table 1–6 but for MixN-GARCH-LIK and MixN-GARCH-LIKW. Entries in boldface
denote the best outcomes. ***, **, and * denote significance at the 1%, 5%, and 10% levels, respectively.
Results are based on the same out-of-sample exercise as in Table 3.
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