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1. Introduction. 
In group-testing one tests a batch of x units and observes one of the 
two mutually exclusive results 
i) either all x are good or 
ii) at least one is defective. (we don't know which ones and ·for-
x > 1 we don't know ·how many.) 
It may happen that we can schedule a fixed n~mber of tests for a certain 
time period (say, for the day) and we would like to maximize the number of 
units classified in this period. If.each test takes the same amount of 
time a restraint on the total time is equivalent to a restraint on the total 
number of tests. We assume (at the outset) an infinite binomial population, 
each element of which is defective with probability p and good with 
probability q = 1 - p; all these are mutually independent. For convenience, 
we assume that the uni~s-are ordered and we consider only those ·procedures 
which have the "first-come, first-served" property, i.e., if the unit u1 
is in front· of unit u2 then u1 is classified before or at the same time 
as u2 • We actually invoke a related stronger assumption that a defective 
_set, i.e •. , a set of size m > 2 known to contain one or more defectives, 
must always. be· ana.lyzed (without mixing it .. with binomial units) before 
returning to the binomial or H-situation in which m = O. The procedure 
R.r, introduced in Section 2 below, satisfies these assumptions. 
The corresponding group-testing problem for a fixed total number of 
units N, (and an unlimited number of tests available), which attempts to 
minimize the expected number of tests required to classify all N unit·s, 
was treated· in (4] ·and [5]. Previous formulations for group-testing were 
considered by Dorfman [l] and Sterrett [8]. A multinomial version of the 
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group-testing problem, in which the categories best, second b~s~., et.c., 
are ordered and the outcomes are nested, was considered in [2]. Hypergeome1:ric 
group-testing, where the total number of defectives is known in.advance, wan 
considered in [6]. References [3], [4], [5], [6] and [7] all use a coonnon 
dynamic programming approach that is also used in this paper. An informati•>n-
theoretic approach is treated in the appendix of l4], which is also appropr:Late 
for the present paper. A third procedure R2 ,i-, which is also. appropriate 
to our formulation with N = co, is considered in l5]. Some comparisons 
of the results for these procedures with the procedure ~ of this paper 
are made in Section 5. A major result of this paper is the proof. that the 
basic procedure R.r approaches the procedure R.. · as 
-2,.1 C -too. 
2. Recursion formulas· for Procedure~· 
Let U(m, c) = UD(m, clR.r) denote the expected number of units classified 
under procedure R.r if we have at most c tests r~maining and we s·tart · 
with a defective set of size m, which is known to contain·at least one 
defective. For m = 0 we have no defective set, i.e.,all the unclassified 
units are binomial, and we write U(c) = UB(clR.r} · if there are·at most c 
tests remaining. Using x as the integer numb~r of units for the next 
test we can now write the recursions that define procedure ·R.r·· 
(2.1) 
(2.2) 
For c > 1 and m > 2 
U(c) = Max {qx[x + U(c-1)] + (1-qx)U(x, c - 1)), 
x=l ,2, ••• 
U(m, c) = Max 
·1~<m 
X m X 
{(q - q )[x + U(m-x, c-1)] + (1 - q )U(x, c - 1)). 
1 - qm 1 - qm 
The boundary conditions for m = 1 and/or c = O are 
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(2.3) u{o) = o, 
{2.4) U(m, 0) = 0 for m ~ 2, and 
(2.5) U(l, c} = 1 + U(c) for c > o. 
The-probabilities that enter into (2.1) are obvious; those ·that enter into 
(2.2) were derived in [4] and [5] and need not be repeated here. 
For x = 1 and·any c, the right side of (2.1) simplifies to 1 + U(c-1) 
and for c = 1 this is 1.- Suppose, for example, c = 1. Then we have to 
compare etc., and this leads to the following result 
(wi"th the maximizing x shown on the right) 
1 for 0 <q< 3 -1/3 X = 1 
3q3 for .693 ••• <q< 3/4 X = 3 
(2.6) U(l) = 4q4 for .750 < q < 4/5 = 4 X 
5q5 for .800 < q < 5/6 X = 5 
... for .833 ••• < q X > 6 
. . . . . . . .. 
where .693 · -1/3 for C ~ 1 we never take = 2 in the binomial ... = 3 ; X 
situation. 
To obtain the value of U(2) we first need to obtain the following 
results. (with the maximizing X shown on the right) 
(2.7) U(2, 1) = 1 + 2q 1 + q 
(2.8) U(3, 1) = 1 
u(4, 1) = 1 
(2. lo) U(5, 1) = 
for all q . , 
for all q 
for ·all q ; 
for 0 
X = 1, 
X = 1, 
X = 1, 
< q < q(5,1) 
1,2 
for q(5,l) < q < 1 1,2 
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X = 1, 
X = 2, 
,0 
where (5,1) 848 ql,2 = • • •• is the root of 1 + q - q2 - q3 - q4 = o. From 
these we find that 0(2} can be written as · 
1 + U(l) = 2 for 0 < q ~ ~~2 ; X = 1 
1 + q·+ q2u(1) for ~ 2J < q < ~ 2J ; x = 2 (2.il) U(2) = ~ 4 .4 . , , 
for q~:J < q < {~) ; x = 4 1 + 3q + q U(l) 
. . . ... 
' X 2: ~ 
. (2) 2 (2) 
where q1,2 = .618 ••• is the root of 1 - q - q = 0, where q2,4 = .786 ••• 
is the root of l - 3q3 + 4q5 - 4q7 = O, and where ~:i = .• 834 ••• is the 
6 7 · 
root of 3 - 4q + 6q - 6q = O. For c = 2 the integer. x = ·3 is never 
0, 
used in the b'inomial situation. 
we now prove by induction 
Lemma 1: 
For q < q1,2 = ½<J5 - 1) and for any integer c ~ 1 we always take 
x = 1 in the binomial situation. 
Proof: 
The result holds by direct computation for c = 1. For c > 2 we 
have to compare 1 + U(c~l) and 
(2.12) 
. 
q2 (2 + u(c-1)] + (l-q2 )U{2, c-1) 
= q2 [2 + U(c-1)] + q(l-q)[l + U(.l, c-2)] + (1-q}U(l, c-2) 
= q + q2 + q2 U(c-1) + (1-q2 )[1 + u(c-2)] 
= 1 + q + q2 U(c-l) + (l-q2 )_U(c-2) • 
Hence the dividing point between x = 1 and x = 2 is at the value of q 
where 
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(2.13) U{c-1) = q + U(c-2). 
l • q2 
By Jhe induction hypothesis,for 
this shows that the root ql,2 of 
q < q1, 2 we have u(c_-1) = 1 + u(c-2) and 
1 - q - q2 = 0 or ql,2; ½en - 1) is 
the required dividing point betwen x = 1 and _x = 2. 
We can also show by induction with the help of (2.13) that in a small 
interval of the form (q1, 2 ,q1, 2+ e) the derivative of U(c) increases 
with c for c > 2. It follows that ·x = 2 is preferable to x = 1 in this 
-interval and q1, 2 ;::: .618 ••• is the dividing point ~etween one-at-a-time 
sampling and group-sampling (with x ~ 2.) in the binomial situation for 
C > 2. 
Remark 1: 
It should be noted that the above recursive scheme can also be used 
for any finite number of units N. Let n < N denote the current number of 
unclassified units and write the recursion with U(cln) and U(m, c!n); 
the only change is in (2.1) where the range of x is from 1 to n. Since 
m < n the solution of (2.2) never depends on n and the solution of (2.1) 
depends on n only when q is sufficiently large so that the required 
x-value (unde·r procedure ~ for N = co) is larger than n. 
Remark 2: 
In writi1:1g (2.2) we have assumed that whenever a (non-empty) defective 
set is present we always take the next test group solely from the defective 
set. In [5] it is shown that for m = 2 and q sufficiently close to 1 
an improvement to the procedure R1 can be found by a so-called mixing 
procedure, provided the 2 units in the defective set are identifiable. 
Moreover this mixing procedure is "first-come, first-served." The same 
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counterexample holds for procedure ~ with I m = 2 and c > 1. Take 2 
other unclassified {b~omial) units and consider these n = 4 uni~s. Label 
the 2 units in the defective set as d1 and cl2 • For the· mixing routine 
we use d1 and the 2 binomial units for the next group test. For ~ ... 1 
the expected number of units classified per test approaches 
n/2 = 2 for the mixing.procedure, while the corresponding result for 
procedure ~ approaches 3/2. Hence the mixing procedure is better than 
R.r for n > 4 and q close to· one. It follows that for specified values 
of q, all the mixing subroutines introduced in [5] and [7] ~an be used to 
improve ~ for q close to one. However it is shown in [7-] that procedure R1 
is at least 90 percent efficient for all q·whea compared to the improved procedure 
' I.I 
u 
and it is conjectured that a similar result holds for procedure. L. {cf. Section 5) •. 
---r 6-i 
Remark 3: 
The function U{c) increases approximately linearly with c and tends 
to infinity as c ... m. Hence for purposes of. comparison the limit of 
U{c)/c as c ... m will be of interest. This limit, which is the expected 
number of units classified per test, is comparable with the reciprocal of 
the limiting value studied in [5]. That limiting value, C(q; R), is the 
expected number of tests required per unit classified. Fos example, 
for two different procedures, R = ~,l and R = Ro,i the common result c( .99; R) 
= .08105 •.•• was obtained in (5]. It is shown below that the limit of 
U{c)/c as c ... m for procedure BT is equal to 1/ .08105·. ·.= -12.338 to 
5 significant figures for . q = .99. 
3. The symmetric Problem with a Fixed Total;Number of Tests. 
Another procedure RST' based on a fixed total number of tests, is for 
the problem in which each test on x units gives 3 possible results: 
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i) Eitber·all x are good or 
ii). all x · are defective or 
iii} ·at ieast 1 good~ at least 1 defective are present. 
Let u00(m, c) = u00(m, clRsT) denote the expected number of units 
classified in at most c tests under procedure RST if we start with a 
DG-set (i.e., a set containing at least 1 defective and at least 1 good 
unit) of size m > 2. Similarly, let UD(m, c) (resp., UG{m, c)) denote 
the same if we start with a set of size m > 2 containing at least 1 
defective unit (resp., at least 1 good unit). For m = 0 these all reduce 
to a binomial situati,on and we write UB(c) for the .binomial case with at 
most c tests remaining. 
Here we use the same symbol m to denote the size of a 'defective set', 
a'good set' and a'mixed set'; this does not lead to confusion since we never 
have more than one of these sets at the same time. 
(3.1) 
(3.2) 
(3.3) 
For c > 1 and m > 2 the recursion formulas for RST are given by 
UB(c) = Max · {(px+ qx}[x + UB(c-1)] + (1 - px- qx)u00(x, c-1)}, 
x=l,2, ••• 
x m . x m 
UDG{m, c) = Max { ( q - q ) [x + UD(m-x, c-1)] + ( p - p )[x+UG(m-x ,c-1) l m m m m lSx~m-1 1-p -q : 1-p -q . 
u0 (m, c) 
X X 
(1-p -q )u {x, c-1)), + m m DG 1-p -q 
X X m 
= ·Max (...l?.._[x + UB{c-1)] + (4 -q )[x + u0(m-x, c-1)] . m m l~~m 1-q 1-q 
X X 
+ (1-p ;q )UDG(x, c-1)), 
1-q 
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X X m 
(3.4) UG{m, c) = Max { qm [x + UB(c-1)] + (p -t )[x + UG(m-x, c-1)] 
l~gi 1-p 1-p 
The boundary conditions are 
(3.5) 
(3.6) 
{3.7) for c > o. 
Remark 1: 
The function U(c) is symmetric in q about q = 1/2 and hence 
Lemma 1 above does not hold for procedure RsT· 
Remark 2: 
It is easy to show that we never take x = 1 in a binomial situation, 
i.e., when m = O. We do this by showing that UB(c) + 1 + UB(c-1) and 
the inequality > must then hold since x = 1 is always an available 
strategy. Apply the scheme for UB(c-1) to the first c - 1 tests for the 
UB(c) situation. At the end of these c - 1 tests we find ourselves in 
a UB(l) situation or in a UD(m, 1) situat~on for some m, with positive 
probability for both. Since x = 2 (for c = 1) gives 2(p2 + q2 ) 2'.: 2 - 4pq 2'.: 1 
and x = 1 gives p + q = 1, we ·find that UB(l) > 1 for p + 1/2. Since 
x = 1 is always an available strategy, we also have u0(m, 1) 2'.: 1. Hence 
for p + 1/2 we end up with more than 1 + UB(c-1) for the value of UB(c} 
and this proves our result. 
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If c > 2 then it can be shown that even for p = 1/2 we would not take 
x = 1 in the·binomial situation. In fact, if x = 1 is preferable to 
x =-2, then 
(3.8) 
or 
(3.9) 
If x = 1 is pre.ferable to x = 2 for UB(c) then essentially the same 
,.~ 
argument· as above shows that x = 1 will .also be preferable for UB(c-1). 
(If not, we can get an improvement.) Hence u8(c-l) = 1 + u8 (c-2). Putting 
this in (3.9) the resulting inequality is ·false for all q and this proves 
.the result. 
Remark 3: 
Since the negation of (3.9) .holds and u8 (o) = O we obtain an 
upper bound for· UB(c) by summing, i.e., 
(3.10)- UB(c) < '"'c 
- apq 
which shows that UB ( c) remains under a linear function of the form be • 
4. Asymptotic Analysis of Procedure -~ •. 
I-n this section we consider the asymptotic structure of procedure Rx 
as c .. 00. It is shown that the procedure ·i Rx approaches the procedure ¾ 1 
defined and studied for the assembly line case {i.e., when the original 
number of units N = 00) in section 6 of_ [5]. We start with the basic 
assumption of the existence of a constant b such that for large c 
(4.1) U(c) - be, 
9 -
where b = b(q) can depend on q. This assumption is justified by the fact 
that it leads to explicit expressions for U(.m, c) in (4.14) for q large 
and for b in (4.18) which satisfy the basic recursion for1111las (2.1) 
through (2.5). A numerical comparison of the results obtained for ~ with 
those obtained by the limiting procedure R
00 
:(::s R2, 1) for q = .go, .95 and 
.99 will be made in the next section. 
To illustrate the method of getting R we first use (4. l) in (2. 5 ); 
00 
we also investigate which x yields a maximum in (2.2) for m = 2, 3, •••• 
Some results obtained (with the maximizing X s·hown on the right) are 
(4.2) U(l, c) - 1 + be for all q 
(4.3) U(2, c) - 1 + 2q + 1 + q (c-l)b for all q; X = 1 
(4.4) U(3, c) - 1 + 2q + 3q
2 + b + (c-2)b for all q; X = 1 
1 + q + q2 
· 2 3 1 + 2q + 3q ·+ 4q + (2+q)b ( ) 
· 2 3 + . c-3 b for O < q < ~,3; x = 1 l+q+q +q 
(4.5) U(4, c) -
... 
--
I 
~ 
w 
for ct... 3 < q < 1; ·x = 2 , 
""4 ~ 
where q213= .755 ••• is the(unique) root of. 1 - q
2 
- q3 = O. An exact 
expression for U(m, c) for ·q > a 1 is obtained below for all m; -m- ,m 
note that q < q = .819 so that our result below need only agree with 
the second expression in (4.5). 
Using (4.2) in the right side of (2.1) for x = 1 and (4.3) for x = 2, ~ 
we obtain the trial values u1, u2 for U 
- 10 -
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(4.6) u1 = 1 + b(c-1) 
(4.7) o2 = 1 + q + b(c-2+q2 ). 
Equating these, we obtain at the dividing point between x = 1 and x = 2 
(4.8) q b =---
1 - q2 
From (2.1) with be on the left and x = 1 on the right, we obtain 
(4.9) · b = 1. 
Hence from (4.8) and (4.9) the dividing point between x = 1 and x = 2 
is the {unique) root q1~2 of 
(4.10) 1 - q -·q2 = 0, 
and the value of b for O < q < q 1 , 2 is 1 by (4.9); this result is 
consistent with lemma 1 above·. Again with be on the left side of (2.1) 
and x = 2 on the right we obtain 
(4.11) 
The value of q_2 , 3 is· obtained by comparing u2 and o3 and is found to be 
the {unique) root of 1 - q2 - q3 = o. An explicit expression for b for 
any q-value is found below. Furthermore we show that for all x the dividing 
point between x and x + 1 in the binomial situation under piocedure R 
00 
is the (unique) root ( denoted by Q 1) of "x,x+ 
(4.12) 1 X x+l -q - q = o • 
- 11 -
For any m2: 2 we define r = r{m) and d = d{m) by writing 
(4.13) . 2~ < m < 2r+l r+l and d = 2 - m > o_. 
We wish to show by induction 
Theorem 1: 
For q close to 1 {more precisely, for q > q 1 ) m- ,m 
(4.14) 1 b(l d) m U{m, c) - {c-r•l)b + - + -q • DI 
p 1 - qm 
m-1 d 
= 
1 + 24 + ••• + mq + b{c - r - 1 + 1 - q} 
m-1 1 _ 4m 1 + q + ••• + q 
and the value of x that maximizes the right side of (2.2) is given by 
for 2r :S m < 3·.2r-l { or d > 2r-l) 
(4.15) X :s X = 
max 
Proof: 
We consider two cases according as d > 2r-l or d < 2r-l. 
r r-1 r-1 (4 ) r-1 In Case 1 we have 2 ~ m < 3 •2 and . d > 2 • By .15 x = 2 , 
d = x, r = r - 1. X X 
r-1 r-1 r Then 2 < m - x = 3•2 - d < 2 , d = d - x 
- m-x 
and r = r - 1. Hence by the induction hypothesis (4.14) for x and 
m-x 
m - x, we obtain for the right side of (2.2) for x = 2r-l 
(4.16) 
x m ( d-x) ( ) m-x (q - q )[x + (c-r-l)b + .! + b 1-q -m-x q ] 
1 m p 1 m-x 
- q - q 
1 b(l d) m 
= (c-r-l)b + - + -q - mq = U(m, c) 
p 1 - qm 
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as requir~d by (4 .14). The proof that any value of x > 2r-l always leads 
r-l to a smaller result and that any x < 2 leads to a smaller result for 
q > q 1 is postponed. ~- ,m 
r-1 . r+l r-1 (4 4 ) In Case 2 we have 3•2 < m < 2 and d < 2 • By .1 
- -
r-1 . r r r 
and = r - 1. Then r 2 <x=m-2 <2, d =2 -x r m-x=2, 
- X X 
= 2r Since r d and r = r. x = m - ;2, we also have that m - 2x = m-x m-x 
r+l 2 - m = d. From the induction hypothesis (4.14) for X and m - x, we 
obtain for the right side of (2.2) for x = m - 2r 
(4.17) 
X m (q - qm)[x + (c-r-2)b .+ ! + b(l-qm-x) - (m-x)qm-x] 
1 - q P 1 m-x 
- q 
( 
1 _ qx 1 : b ( 1 m-2x) m + m)[(c-r-l)b + - + -q - mq] 
1 - q P 1 m 
- q 
1 b(l d) m 
= (c-r-l)b + - + -q - mq - u( ) p m - m, c , 
1 - q 
as.required by (4.14). The proof that any smaller or larger value x yields 
a smaller result than (4.17) is postponed. 
The x-values used above (and the corr~sponding dividing points) are 
exactly the same as those used for the G-situation (i.e., when m 2: 2) in 
the procedure R1 in [4] and in the procedure R2 , 1 in [5]. The x-values 
for the H-situation {and their corresponding dividing points given by (4.12)) 
are shown below to be exactly the same as those used in procedure R2 in 
[4] and in procedure R2 , 1in [5]. Thus the procedure R2,l of r5] has 
all its x-values and dividing points in common with R and is therefore 
~ 
identical with R. 
~ 
Applying (4.14) for _U{x, c) in (2.1) for any x, we obtain an 
expression for b = b. The same expression holds for all q, if the appropriate 
X 
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x = x(~) under procedure R
00 
is inserted,. ~et r' = rx and d' = d X 
denote the· r and d-values for x. Then from (2.1) we obtain 
(4.18) 
X 
b = 1 - q X d • 
X p[(r'+l)(l-q) + q ] 
We now use (4.18) to prove that the root of {4.12) is the correct 
dividing point between x and x + 1 under procedure R. Let d" 
co 
and r" denote the d and r-va1ues for x· + 1. Consider two cases 
according as r" = r' or r" = r' + 1. Under Case 1, d" =d' - .1 and 
equating b and b 1 , we obtain X x+ 
(4.19) 
Under Case 2, r" = r' +·l, d' = 1 and d" = x + 1. 
b 1 , we obtain x+ 
Equating b and 
X 
(4.20) { x) ( , )( . x+l) x+l ( x+l) { ) x 0 = 1-q [ r +2 1-q + q l- 1-q [ r'+l (1-q) + q] 
{ X)( x+l) x+l( X) . ( X+l) . ( X x+l) = 1-q 1-q + q 1-q - q 1-q = p 1-q -q · • 
This completes the proof that (4.12) gives the correct dividing points in 
the H-situation under procedure R. 
co 
It is easy to show that the q-values qj,j+l (j = 1, 2, ••• ) form an 
increasing sequence which approaches one; we omit the proof. For any given 
q = q0 we now define the correct integer x = x{q) under procedure· Rco in 
the H-situation by finding the interval [ Q Q ] that includes 
-x-1,x' "X ,x+l 
q0 • With q = q0 and x = x(q) inserted, (4.18) gives the correct b = b(q) 
under procedure R for all values of q. 
co 
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As an iilustration, suppose q = .99. From Table VII of [4] we find that 
x = 69 between q = .9899 and q = .9901. Hence r' = 6, .d' = 27- 69 = 59 
and (4.18) becomes 
(4.21) b(qjx = 69) for .9899 < q <- .9901. 
In particular for q = .99 we obtain b = 12.3~8.... This value of b and 
its reciprocal .08105 were obtained by some other method in Table I of [5] 
I 
for procedures R2,l and R0,1 (cf. p. 138 of [5]). For q = .95 
and .90 we use the sane table to find that x = 14 and 7, respectively, 
and we obtain 
(4.22) for .9499 < q < .9533, 
(4.23) 1 - q7 b----~--
- p[3(1-q7) + q] 
for .8987 < q < .9116. 
The numerical values of b for q = .95 and- .90 are given in Table 1 and also 
agree with the results in [5]. 
It is of some interest to point out that b = b(q) in (4.18) is a 
continuous function of q that starts at 1 for q < .618 ••• and b ~ oo 
as q ~ 1. To show this we first note that for q close to 1 the value 
of X is approximately given by 
(4.24) X x+l X -1 O = 1 - q - q - 1 - 2q or x - [ log2y] 
where y = 1/q. Since d < x and qx - 1/2, we obtain for (4.18) for q 
close to one 
- 15 -
(4.25) 
1 
2 
b - 1 d 
p[(r+l~ + q l 
which is· easily shown to approach oo as y (or q) ~ 1 from above (below). 
It is plausible to conjecture that b{q) in (4.18) is a strictly 
increasing function of q but this has not b~en:shown. 
Appendix to Section 4 
To complete our induction proof we have to show that the trial values 
are maximized when we take x as in (4.15) •. For Case 1 suppose x = 2r-l+ f 
where O < f < 2r-2 and consider two cases (lA and lB) according as 
m > 2r + f - 1 or r m < 2 + f - 1. r-1 r For Case 1A we have 2 < m - x < 2 
so that r = r - 1 and d = 2r- m + x = d + x ·- 2r = d - x + 2f. 
m-x m-x 
--· 
I 
~ 
Also r = r - 1 and d = 2r-l_ f = x - 2f. To show that the new value is X X a..1 
smaller we have to show that 
(4.26) 
or that 
(4.27) 
This holds for all q since O < d = d - ~ + 2f and 
m-x 
f > o. 
For Case lB we have 2r-2 < m - x < 2r-l so that r 
m-x = r -
2 and 
d r-1 r 1 = 2 - m + x = d - 2x + 3£. Also r = r - 1 and d = 2 - - f = x - 2f. 
m-x X X 
We now have to show that 
(4.28) x m x d-x+3f x-2£ d q - q + q - q + 1 - q ~ 1 - q 
or that 
(4.29) x(l m-d) < 3£ 2x-2f-d 2x-d q -q - q + q - 2q • 
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Suppose m ~ 2 + g where O :5 g :5 f - 1 'f= x, so, that d . _2-r+l ·. 2r = -m= 
• 2x - ~:!"f' - _g and. (4.29)_ can be wrtt:ten as 
·.(4.30) q~-g(l-q2i) + q2f(l-qf-g) < (1-qf+g) .+ iqf+g(l-qf~g) •· 
' -
bividing by 1 • q. and noting that X > f_ > g; the i~equality tlOW follows 
from a .term-by-term comparison. 
-We now consider Case 1 with . f > 2r-2;~ the case in which. 
r-1 - . · r-2 r-1 · · 
f > 2 . - is omitted. For Case 1 with 2 < f < 2 _we have 
. -
r-2 · r · : · r-1 3 •2 < x < 2 - so that r -= r - 1 and d = 2 - f = x - 2f. Under· 
· _ X X · 
g 
-r ·. r-1 . r~2 Case _1 we· have 2 < m < · 3•2 and hence. 0 < m - x < l•2. ·• · We d·istinguish 
- . . 
two cases (ic and 1D) ac:cording as m ~- x ~ 2r-l o~ m _ ~ < 2r-1 • 
Under Case lC we have r = r - 1 
m•X· ~nd· dm-x 
r-1 ~ 3•2 · - m + f = X - g. 
We have to show that 
· (4.31) qx(l-qx-g) + 1 _qx-2f 51 _ qm-2g 
or, equivalently, that 
(4.32) q ~~g(i-q2f) < · __ 4x-2f (l-q2f) • · 
. - . 
Replacing _ g by m - _2r we find that_ (4.:32) holds ~f and only if 
r-1 
m 5 3 •2 + f; which is true for .case lC. 
r-1 · · r ( · r-1 · ) r-1 For Case 1D we use m - x <-2. to ~how that 2 + g - 2 + f_ < 2 
or g < f. Assuming: 2r-J~l < m - X < 2r-J for some j (1 -~ j ~-r • l)°~ we 
· have r = r - j - 1 . and d · = . 2r~ j _ m + · x .= d' (say) ~ We have · to 
m-x m-x 
shQW that· 
(4.33) _j(qx~ qm) + q~(l _ qd') + _1 _ qx-2-f ~ 1 _ qm~2g~ 
17 -
We first show that the number of terms on the right (after dividing by 
1 - q) in (4.33) is greater th~ that _on the left~ i.e., that 
(4.34) j(m-x) + 2r.-j_ .(m-x) + x - 2f < m - 2g 
or, equivalent-ly, after rep_~ac ing f by X - 2r-1 and g by r m - 2, that 
·.·. 
(4.35) 2r-j+ j(m-x) < 2r. ·r, 
SitlCe m - x < 2r-j t it is sufficient to show that /•~,, + l_.::; 2J, and this 
clea~ly holds .for:all integers j ~ 1. 
Since the powers of q on the left side of (4.3~) (after dividing by 
) . · m-1 1 - q go up to q , we can cancel all the powers o~ the right from x 
m - 2g if x .:5 m - 2g. We also cancel the powers from O to x - 2f on 
both sides of (4.33). Then all the remaining powers o~ the left are at 
least x and those on the right are less than x. Hence (4.33) holds a 
fortiori, in view of the extra terms on the right. 
Cases 2A and 2B with f > 0 and x = m - 2r + f a~e:similar to the 
above and are also omitted. We now consider Case 1 with ·· f < O; Case 2 
with f < 0 will also be omitted. 
r-1 Suppose x = 2 + f with -2r-2 < f < 0 r-2 r-1 SO that 2 < X < 2 • 
r r-1 We assume m = 2 + g where O < g < 2 
. ' . -
and Case 1 holds, i.e., 
to 
r r-1 r-1 2 .:5.m < 3•2 • Then m - x = 2 + g - f. We consider two cases {lE and 
lF) according as o < g _ f < 2r-1 . r-1 · - · · · r-2 . and 2 5 g - f < 3•2 , respectively • 
r-1 ·. r Under Case lE we have 2 < m - x < 2 so that r = r - 1 
m-x 
r ( ) r-1 d = 2 - m-x = 2 - g + f = x - g. Also we have r = r - 2 and 
m-x x 
and 
dx = -f. To show that this x does not yield a maximum we compare the 
result with f = 0 in the computation of (4.16). We have to show that 
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(4.36) 
Since r+l r d = 2 - m = 2 - g = 2x - 2£ - g this reduces to 
or (using. the fact that 2x = m - g + 2f) 
(4.37) 1 < m-2g+2f m-2g+f - q + q • 
1 < m-1 m For this we use the fact that for q > q 1 we have _ q + q m- ,m 
Hence it is sufficient to show that 
(4.38) m - 2g + 2f < m and m - 2g + f < m - 1. 
Both of these are immediate since -f > O. 
Under Case lF, we have 2r < m - x < 2r+ 2r-2 so that r = r, 
m-x 
d 
m-x 
r-1 
= 3•2 - g + f = 3x - 2f - g = d + x. Again r 
X = r - 2 and 
d = -f. We have to show that for q in the interval (q. q ] 
x m-1,m' m,m+l 
(4.39) X X m X d+x -f d 1 - q -( q - q· ) + q ( 1-q ) + 1 - q ~ 1 - q 
or, equivalently, since d = m - 2g and 2x = m - g + 2f 
(4.40) X qm-2g(l 1 - q + qm-g+2f) -f m ~ q - q • 
Dividing by 1 - q, we have to show that 
(4.41) x-1 m-2g 2m-3g+2f ~f m-1 1 + q + ••• + q + q + ••• + q . ~ q + ••• + q . 
For Case lF m < 3 •2r-l = m ; g ~ g -~ 1 . Also g - f ~ 2r-l = m ; g 
This implies that m + 2f < 3g < m. Hence m - 3g + 2£· can be equal to 
- 19 -
m, m-1,... or m + 2f + 1. We consider the hardest case, where 
2m - 3g + 2f = m; the others follow similarly. Then x = m ~ g + f = g 
and we can write (4.41) as 
(4.42) -f-1 g g+l . g-2f-l m 1 + q + ••• + q - q - q - ••• - q + q ~ o. 
This can be written as 
(4.43) ( g g+l m) ( g+l g+2) -f-1( g-f-1 -£) 1-q - q + q + q 1-q - q + ••• + q 1-q -q < o. 
We need only show that the first parenthesis in {4.43) is negative; the 
others are clearly negative-since r m + 1 ~ 2 > g - f. For the first 
expression in (4.43) we divide by 1 - q and have to show that 
(4.44) g-1 g+l m-1 1 + q + ••• + q - q - ••• - q ~ o. 
Since m - 1 - g ~ 2g, we can write (4.44) in the form 
(4.45) (1-qg+l_ qg+2) + q(l-qg+2_ qg+3) + ••• + qg-1(1-q2g_ q2g+l) 
3g+l m-1 
- q - ••• - q ~ o. 
Since 2g < m - 1 {this holds because g > 9 > 1 + 2£), it follows that 
every parenthesis in (4.45) is negative. This completes the proof for 
Case lF and also completes the proof of Theorem 1. 
5. Tables and Comparisons of Procedure~ with other Procedures. 
Table 1 gives the values of U{c) and U(c)/c for procedure R.r for 
c = 1(1)25, 100 and for c = ~. It also gives the values ~(c) to be takP.n 
\ I 
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in any binomial (or H) situation that arises in the course of the experiment. ._ 
For c = ~ the values of U( c) /c are taken from Table I of [ 5] and the 
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values of ~(oo) are taken from Table VII of [4]. The values of xH(c) 
are seen to converge to their limiting val_ues ~(oo) and in fact they appear 
to attain their limiting value at a value of c between ~(oo) and 3~(00). 
Thus for q = .99 the limiting value ~(~) = 69 is attained at c = 79, 
there is no change up to c = 100 and there appears to be no change there-
after. 
Tables 2A, 2B, and 2C give the xG(m, c) values for q = .90, .• 95 and 
.99, respectively, for c = 1(1)25, 100 and for c = oo. For c = oo the 
values are taken from Table IIIB of [4]. For q = .90, .95 and .99 and 
any c ~ 25, these tables (1 ·and 2) enable the investigator to carry out 
completely procedure ~, as well as procedure R
00 
= R2 , 1 • 
For each fixed q > q0 = (,/5 - 1)/2 a table of xG(m, c) values is 
conjectured to have some regularity properties for m ~ m(q), where m(q) 
is the first value of m for which the given q lies in the interval 
[q q ] One property is that the columns are monotonically m-1,m' m,m+l • 
nondecreasing in m for m~ m{q). Another is that xG(m, c) converges to 
its limiting value xG(m,oo) and appears to attain this value at some c < 3m/4 
for m ~ m(q). A third property is that ~~r _m~ m(q) the rows are mono-
tonically nondecreasing in c for c ~ 1 + [log2(m;1)]. These properties 
_have not been proved and should be treated-as conjectures •. For m > m(q) 
the limiting proper.ties established in Section 4 hold, but the approach is 
irregular. 
Our asymptotic analysis in Section 4 enables us to make meaningful 
comparisons with other procedures by computing the asymptotic {c-. oo) 
efficiency of one procedure with respect t~ another. This efficiency will 
not depend on c or on the number N of units to be classified {we assume 
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N = oo), but only on q. The efficiency of any procedure R with respect to 
R is defined by 
00 
Lim UR(c)/c Ua,(.c) Lim E{T. (N)/N} 
(5.1) ·Eff{R/R} =·c ... 00 = Lim N-t 00 = , 00 Lim U(c)/c c ... oo U(c) Lim. E.{T R (li) /N) 
C-t oo N-t co 
where TR{N) is the number of tests required to classify N units under 
procedure R and for procedure R
00 
the last numerator · ·in ( 5 .1) is the 
reciprocal of the lim U(c)/c as c ... co. 
Consider the _procedure R1 defined in [4] for N = 100. Suppose we 
* define a procedure R1 by dividing the units. to be classified into groups 
of 100 each and we use procedure R1 for each group of 100. For q = .99 
we can use an entry in Table l_of [ 5] (see remark after (4.21))· and an entry 
in Table Ve of [4] to obtain for· the asymptotic efficiency 
(5.2) * .. 08105 Eff(R1/R ; q = .99) = . _ = 97 .42 percent. 00 
.08320 
We use the same basic equations (2.1) through (2.5) to define R (c), 
00 
except that instead of taking the maximum on the right side of (2.1) and (2.2) 
we use the ~(q)-values and the xG(m)-values -from the procedure ~ = R2, 1 • 
Since R is the limit of R._ the asymptotic (c ... co) efficiency of R (c) 
00 -~ CO 
.... 
la-'. 
..., 
laai 
.... 
... 
~ 
.... 
.... 
--' 
I ) 
..., 
..., 
with respect toR.r(c) is 100 percent for all valu~s of q. The corresponding ~ 
efficienciesfo~ fixed values of c are given in Table 3 for q = .90, .95 
and .99. 
To define procedure R2(c) we again use~the same basic equations as 
above but we take the ~(q)-values and xG{m, q)-values from the information 
procedure R2 , defined in the appendix of [4]. For q = .90, .95 and .99 the 
efficiencies for R2(c) with respect toR.r(c) are given in Table 3 for 
finite c and for c = oo. 
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The limit of R2{c) as c ... m is R2 • We can obtain the asymptotic 
(c ... oo) efficiency of R2 (c) (or the efficiency of R2 ) relative to R00 
by assuming that U(c(R2 (c)) -Be and·computing the value of B = B(q) 
as was done in Section 4 for procedure I¼· _The ratio of this B to the 
b-value in (4.18) is the desired asymptotic efficiency. Thus for .8899 < q 
. \ 
< .8987 (cf. Table v1·1 of [ 4]) we take x '= 6· and for m = 6 in the G-
situati.on we take x = 3. To derive the corresponding B-value, we write 
! 
{using u2 for procedure R2 ) 
(5.3) 
(5.4) 
. 6 . 
u2(c) == q [6 + u2{c-1)] 
3 6 
u
2
(6, c-1) = 3(q - q6) 1 - q 
6i 
+ (1-q )u2(6, c-1) 
· 5 · · 3 
+ u
2
(3, c-2) = 1 + 2q + ••• + 6q +
5
B(l+q) + B{c-4)-, 
1 + q + ••• + q 
Substituting (5.4) into. (5·.3) and writing Be for u2(c) and B(c-1) for 
u2(c-1), we find that 
(5 :5) 
6 1 - q 
B = · 6 3 2 • 
p[3(1-q) + q(l+q -q )] 
Using (4.18) with x = 6, r + 1 = 3 and d = 1, we obtain X X 
6 2 
(5.6) Eff{R2/~ 1 = g(l-q) + ~ 3 for .8899 < q < .8987. J(l-q) + q(l-q +q) 
Some expressions obtained for other ranges. of. q are 
(5.7) 
(5.8) 
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where the latter holds for .9899 < q < .9901. A list of the numerical 
efficiencies thus obtained for the discrete s:et of values q = .01( .Ol) .99 
is given in Table 4. Although the results are not monotonic in q, they are 
all greater than 99 percent and it becomes plausible to conjecture that 
this lower bound (~99) holds uniformly for all values of q. 
In the class of procedures that always break down the defective set 
when it is present {without mixing in any binomial units) the procedure R.r 
is optimal; this is clear from the equations (2.1) through (2.5). If 
Eff(R2 /Rcitl ~ .99 for all q then we can regard procedure R2 as an 
e-admissible procedure in this class for e = .01. 
Lest the reader think that the asymptotic efficiency is always high, 
we now compute the asymptotic efficiency of the original Dorfman procedure 
¾ [1). For q = .99 we take 11 units and if the pooled result is negative, 
we test them one-at-a-time. Hence for q = .99 under. procedure ¾ 
(5.9) 
and the expected number 0~ units classified per test is 11/2.1513 or 
I 
5.1132. Since the corresponding value for R~ is 12.338, we have for the 
asymptotic efficiency of ¾ with respect to R~ 
(5.10) 
On the basis of this, we regard ¾ as an inefficient procedure. 
Sterrett [8] made a slight improvement to tbe Dorfman procedure by 
testing units in a defective set one-at-a-time only until a defective unit 
is found. Then the remaining units. (from the original batch of n • ·15 
for q;_, .99) ~e tested as a group -and either ..-ad in 1 test or again 
tes~ed individually. If we start with 
- 24 -
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n units then this procedure R8 leads to: an expected number of tes.ts HS (n) 
for n units given by 
(5.11) n n~l i-1 n-1 H8 {n) = q + u pq [i+l+H8{n-i)] + npq i=l 
Here inference is used (in obtaining the last term) to save one test, if 
the last unit is defective and the next-to~last is good. For any n ;::_ 1 
and an:y. q, if we add the expressions for pH8(j) (j = i, 2, ••• , n-1) to 
(5.11), we obtain 
( 5 .12) 
This exact expression (5.12) was not obtained in [8l (cf. eq. (160) of [4]). 
Contrary to the instruction in [8), we work with groups of size n = 15 to 
minimize H8{n)/n when q = .99. Using (5.12) this gives H8 (15)/15 = .15172; 
the larger value of H
8
(16)/16 ·which is .15215 is incorrectly given in [8] 
as .14. Hence the efficiency of R8 with respect to R 00 for q = .99 is 
(5.13) ff( / 9) .08105 E RS Roo; q = •9 = .15172 = 53.42 percent. 
Another improvement and extension of Dorfman's work was made by Finucan 
in [2] without being aware of other wor_k on the same topic. "He tests all 
his units in disjoint groups of equal {or approximately equal) size, say x1, 
and this constitutes his first stage. He then tests all groups showing at 
least 1 defective {with and without recombining defective sets after the 
first stage) using disjoint subgroups of equal (or approximately equal) size, 
say x2 < x1 , and this is his second stage.: If he tests individual units the 
{h time around, then it is called a j-stage procedure." If we substitute 
r = 1/p = 100 in his equation (7) for the minimum expected number of tests 
- 25 -
per unit ciassified (using the optimal number of atages), we obtain 
cmin = (.02718)(4.60517) = .12517. This is comparable with the result 
.08320 for N = 100, p = .01 in Table Ve of (4) and with .08105 for 
p = .01 under procedure R~ • R2 , 1• Hence the efficiency of his-procedure 
~ with respect to R
00 
for q = .99 is 
(5.14) .o8105 : = _12517 = 64.75 percent. 
Thus, taking 90 percent as a minimal acceptable standard, we find that the 
optimal procedure using this scheme is still inefficient. 
The reader might at this point ask whether!!! of our procedures are in 
... 
fact inefficient since we have not shown that ~ or R are optimal 
~ 
procedures or even asymptotically optimal in the class of all groop-testing 
procedures. To answer this we point out some known results on how close 
the procedures ~ and R 
00 
are to being optimal in the class of all g~oup-
testing procedures. A lower bound to the expected number of tests per unit 
classified is -[p log2p + q log2q] which is equal to .08o79 for q = .99. 
The reciprocal, 12.378, is· then an upper bound (for q = .99) to the expected 
number of units classified per test; these bounds hold for!!! group-testing 
procedures. Thus for q = .99 our measure of asymptotic efficiency always 
overestimates and can differ from the absolute measure of efficiency, i.e., 
a measure which compares each procedure with the optimal procedure, by at 
most the factor .08o79/.08105 = .9968. In other words, for q = .99 the 
absolute efficiency is less than our efficiency (relative to ~ or R
00 
= R2 , 1) 
and differs from it by a negligible amount (at most about 1/3 of 1 percent). 
Attempts to improve ¾ or R
00 
= R2 , 1 can be made corresponding to the 
attempts to imp~ove R1 in [5] and [7]. It follows from the above discussion 
- 26 -
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that any improvement will at most be slight and at the cost of complications 
in the instructions required to carry out the more efficient procedure. 
There is also a possibility that no improvement is possible for procedure 
l 
R2 , 1 with N =~;this has not yet been investigated. 
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. Table 1: Values of U{c), U(c)/c and ~{c)for Procedure ~ as a Function 
of c for q = .90, .95 and .99. 
q = .90 q = .99 II q = •95 Ii 
C .,__,_---41------.---iu.----+---+-----.i--------t---..---,--t 
~(c) II U(c) U(c)/c ~(c)II · U(c) u(c)/c xH (c) U(c) U(c)/c 
1 3.487 3.487 
2 5.932 2.966_ 
3 7.592 2.531 
4 9.620 2.405 
·5 11.896 2.379 
6 14.195 2.366 
7 16.172 2.310 
8 18.220 2.277 
9 20.379 2.264 
10 22.568 2.258 
11 24.653 2.241 
12 26.734 2.228 
13 28.858 2.220 
14 31.002 2.214 
15 33.115 2.208 
16 35.216 2.201 
17 37.330 2.196 
18 39.457 2.192 
19 41.575 2.188 
20 43.686 2.184 
21 45.Boo 2.181 
22 47 .920 2._178 
23 50.038 2.176 
24 52.152 2.173 
25 54.267 2.171 
50 107.177 2.144 
100 212.995 2.130 
~ ~ 2.116 
9 . I 7.170 7.170 20 I 36.6o3 36.6o3 99 
10 12.201 6.100 21 I 62.278 31.139 110 
8 15 .405 5 .135 23 11, 78.648 26.216. 118 
4 17.706 4.326 11 88.288 22.972 127 
6 20.89~ 4.178 8 1'1 93.717 18.743 107 
8 24.143 4.124 10 I 100.08a 16.681 16 
6 
6 
28.919 4.131 16 11110.130 15.733 32 
32.550 4.069 16 l'1' 124.476 15.559 34 
6 II 35.529 3.9li-8 15 I 142.409 15.823 64 
7 ii 38.712 3.871 11 159.690 15.969 74 
~ I 42.259 3.842 12 174.077 15.825 98 
I ~:::: !::~ ~: ii,' ~::~: ~!:~: 1~~ 6 
7 I 52 .986 3. 785 14 201. 179 14.370 43 
1 1
1
1
1 
56 .279 3. 1,2 13 I 212. 112 14 .185 45 
1 
1
,
1 
59.126 3.733 13 I 226.816 14.1eo 59 
7 63.313 3.724 13 242.443 14.261 64 
Ill 7 66.896 3.716 14 257.518 14.307 73 
7 111 
1 II 7 1 
7 
7 
7 
70.337 3.702 
73.720 3.686 
77.155 3.674 
Bo.663 3.666 
84.192 3.661 
87.670 3.653 
7 91.105 
7 177.887 
7 351.450 
1 ,I ~ 
3.644 
3.558 
3.515 
3.466 
II 
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14 270.685 14.247 87 
13 281.334 14.067 
I 
13 I 290.822 13.849 
13 I 301.364 13.698 
14 
14 
14 
14 
14 
14 
313.547 13.632 
327.255 13.636 
341.612 13.664 
650.126 13.003 
1266.423 12.664 
~ 12 .338 
93 
68 
54 
57 
64 
64 
72 
69 
69 
I 
..i 
I 
ii.. 
I 
.J 
I 
~ 
... 
.... Table 2: Values§of xG(m, c) ·to be used:with Procedure !:r for three 
Values of q. 
Table 2A: q = .90 
~ 00 100 25 24 23 22 21 20 19 1e 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 
2 1 1 I ! 
3 ·1 1 
4 2 2 2 1 
6' 2 2 
, 2 1 
...... 
7 3 3 ~ ,2 1 
8 4 4 4 I 3 4 4 3 3 3 4 4 3 3 4 4 2 1 
10 4 4 4 2 1 .. 
Table 2B: q = .95 
~, 00 100 25 24 23 22 21 20 19 lt: 17 16 15 14 13- 12 11 10 9 ts 7 6 5 4 3 2 
2 1 1 
3 1 1 
4 2 2 2 1 
' 
5 2 2 2 1 
6 2 2 2 1 
--7 3 3 I 3 2 1 
8 4 4 4 2 1 
9 4 4 4 2 1 
10 4 4 4 2 1 
11 4 4 4 2 1 
12 4 4 4 2 6 
13 5 5 5 4 5 5 5 4 2 6 
14 6 6 6 --5 4 6 6 6 ·4 2 6 
15 7 7 71 6 6 6' 7 7 6 6 5 7 7 7 4 2 7 
16 7 7 7 8 7 7 6 7 8 8 7 6 5 8 8 8 4 2 1 
21 8 8 8 7 7 8 8 8 4 2 9 
23 8 8 8 7 7 8 8 8 4 2 10 
§The bold line indicates where the entries ·"settle down" and become equal to the row 
.values for c = 00. 
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ix 
1 2 
1 ] 
·1 4 
3 6 
3 7 
4 8 
4 10 
lYm 
1 2 
1 3 
-1 4 
2 5 
3 6 
3 7 
4 8 
4 9 
5 10 
5 11 
6 12 
6 13 
6 14 
7 15 
7 16 
9 21 
10 23 
Table 2C: q = .99 
~ I .0) 100 25 24 23 22 21 20 19 18 17 10 15 1~ 13 12 11 10 9 ts 7 6 5 4 3 2 1 :Yo l ' 
2 ·1 1 1 2 
3 1 1 1 ~ ,J 
.... 
4 2 2 2 1 1 4· 
5 2 2 2 1 2 C ., ' 
6 2 2 2 1 3 ~ 
-7 3 3 3 2 1 3 7 
8 4 4 4 2 1 4 ~ 
9 4 4 4 2 1 4 9 
10 4 4 4 2 1 5 J_, 
11 4 4 4 2 1 5 -11 
12 4 4 4 2 1 6 ., 
-
.. 
13 5 5 5 4 2 1 6 13 
14 6 6 6 4 2 1 7 
15 7 7 7 4 2 1 7 t'5 
16 8 8 8 4 2 1 8 - ~ ) I I 
17 8 8 8 4 2 1 8 w 
18 8 8 8 4 2 1 9 18 
19 8 .8 8 4 2 1 9 i.J 
20 8 8 8 4 2 1 10 20 
21 8 8 8 4 2 10 10 I • 
... 
22 8 8 8 4 2 10 11 22 
23 8 8 8 4 2 11 11 : -~ 
24 8 8 8 4 2 12 12 bi 
25 9 9 9 8 4 2 12 12 r- -
-
• ,> 
26 10 10 10 8 4 2 12 13 ~ 
27 11 11 11 8 4 2 13 13 '>7 
28 12 12 12 -8 4 2 14 13 _,) 
29 13 13 13 l2 13 13 13 13 13 8 4 2 14 14 29 
30 14 14 14 13 14 14 14 14 14 8 4 2 14 14 ! ) ~ 
31 15 15 15 13 15 15 15 15 15 8 4 2 15 15 31 
32 16 16 16 13 16 16 16 16 16 8 4 2 16 16 I ;) I ,-
33 16 16 16 14 16 16 16 16 16 8 4 2 16 16 ~ 
34 16 16 16 14 16 16 16 16 16 8 4 2 16 16 -'+ 
cont. co~. 
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111111 
11111111 
laa 
~ 
la! 
lat 
law" 
...J 
t..l 
-
... 
\al 
.... 
-
-
... 
--
.. 
• 
... 
Table 2C: {cont.) 
C oofl 100 25 24 23 22 21 20 19 lH 17 10 15 14 13 12 11 10 9 ti 7 6 5 3 2 ] C m 
40 16 16 . 16 8 4 13 19 lS 
41 16 16 16 8 4 13 19 19 
42 16 16 16 8 4 14 20 20 
43 16 16 16 8 4 14 20 20 
45 16 16 
.· 
16 8 4 15 21 21 
47 16 16 16 8 4 15 22 22 
48 16 16 16 8 4 15 23 22 
50 18 18 18 17 16 18 18 18 18 18 16 8 4 16 23 23 
54 22 22 22 18 ,16 22 22 22 22 22 16 8 4 25 25 25 
55 23 23 23 ~2 23 23 23 23 23 23 19 16 23 23 23 23 23 16 8 4 33 26 26 
-57 25 25 25 23 25 25 25 25 25 24 19 16 25 25 25 25 25 25 16 8 4 27 26 26 
59 27 27 27 ~5 24 26 27 27 27 27 25 20 17 27 27 27 27 27 16 8 4 28 27 27 
61 29 29 29 29 29· 29 26 24 27 29 29 29 29 25 21 18 27 29 29 29 29 16 8 4 28 28 28 
63 31 31 31 31 31 30 27 25 28 31 31 31 31 26 21 18 28 31 31 31 31 16 8 4 29 29 29 
64 32 32 32 32 32 30 27 25 28 32 32 32 32 26 22 19 28 32 32 32 24 16 8 4 30 29 29 
68 32 32 32 32 32 32 28 27 29 32 32 32 32 28 23 20 30 32 32 32 26 16 8 4 31 31 31 
69 32 32 32 32 32 32 29 27 30 32 32 32 ~2 28 23 20 30 32 32 32 26 'l6 8 4 31 31 31 
71 32 32 32 32 32 32 29 28 30 32 32 32 32 29 23 21 31 32 32 32 27 16 8 4 33 33 32 
73 32 32 32 30 28 31 32 32 32 32 29 2~ 22 31 32 32 32 27 16 8 4 33 33 33 
74 32 32 32 30 29 31 32 32 32 32 30 24 22 32 32 32 32 28 16 8 4 34 34 33 
76 32 32 32 31 29 32 32 32 32 32 30 24 23 32 32 32 32 28 16 8 15 34 34 34 
i 
87 32 32 32 26 26 32 32 32 32 28 16 8 17 38 38 38 
93 32 32 32 26 26 32 32 32 32 29 16 8 18 41 41 41 
98 34 34 34 34 32 32 32 32 34 34 34 3~ 32 32 27 27 34 34 34 32 27 16 8 29 43 43 43 
107 u 37 42 38 34 32 32 32 ~3 43 43 39 32 32 28 29 43 43 43 32 29 16 8 31 47 46 46 
110 u 38 43 39 35 32 32 33 46 46 44 40 32 32 29 31 46 46 46 32 28 16 8 32 47 47 47 
112 u 39 43 40 36 32 32 33 48 48 45 40 32 32 29 32 48 48 48 32 28 16 8 32 48 48 47 
118 u 41 45 42 38 34 33 35 5~ 52 47 42 33 32 30 34 54 54 54 32 28 16 8 43 50 50 50 
127 u 44 48 45 41 36 35 38 54 55 50 45 34 32 36 38 63 62 59 32 29 16 8 46 54 53 52 
# For c =~,the values up to m = 100 are obtairu[lble from Page 69 of [3]. The five 
entries marked U have not been computed. According to a conjecture in Section 5 they 
should be equal to the value·at c = 100 fo~ all m < 133. Thus for m = 98 and 127 
the entries appear to settle down at c = 54 {to the-value x = 34) and at c = 66 (to 
the value x = 44), respectively. 
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m 
40 
41 
42 
43 
45 
47 
48 
50 
54 
55 
57 
59 
61 
63 
64 
68 
69~ 
71 
73 
74 
76 
87 
93 
98 
107 
110 
112 
118 
127 
Table 3: Efficiency of R~(c)and !e(c) Relative to ~(~) for Selected 
Values of c. 
II 
' 
C 
Procedure R ( c) Procedure R2{c) 00 
* I' * q = .90 q = .95 q = -99,I q = .90 4, = .95 q = .99 
1 96.0'2 95.23 94.22 96.0'2 95.23 94.22 
2 96.11 95.42 94.63 96.11 95.42 94.58 
3 96.45 95.87 95.43 96.45 96.08 95.39 
4 94.12 95.06 96.43 94.12 95.11 96.43 
5 96.92 91.52 97.35 96.92 91.39 97.36 
10 98.36 96.39 96.62 98.36 96.28 . 96.20 
25 99.27 98.73 97.81 99.27 98.6o 97.48 
50 99.6a 99.34 98.87 99.63 99.20 98.61 
100 99.82 99.67 99.39 99.82 99.52 99.14 
00 100.00 100.00 100.00 100.00 99.84 99.73 
* These two procedures are the s41Jle at q = .9() and hence these columns are 
identical. 
Table 4: Asymptotic Efficiency of R0 (c) Relative to R for 00 C - co. 
q Eff (R2IR00) in'/, ~(~) § xG(~,_ qlR2) § 
0 ~ .01~ .81 100 ~~ 1 
• 82 .01 .85 100 2 
.86 .01).88 100 5 2 
.89 99.12 "6 3 
.9() 100 7 . ·3 
.91 100 7 3. 
.92 99.47 - 8 3 
.93 99.76 10 ; 4 
.94 99.41 11 5 
.95 99.84 14 6 
.96 99.74 17 7 
.97 99.49 23 · 10 
.98 99.65 34 14 
.99 99.73 69 29 
~All these values are taken from Table VII of [3]. Column 4 is the particular 
value of xG{m, qlR2) when m =~(~);the ~atter is given in column 3. 
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