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I. INTRODUCTION
Time dispersion introduced by the channel constitutes one of the most significant performance degradation sources for wideband, high-speed digital data-communication systems, such as codedivision multiple access mobile satellite systems, or time-division multiple access terrestrial mobile systems [1, ch. 8] . When the impairment of the received signal due to the resulting intersymbol interference (ISI) is severe (as in the case of transmission channels with spectral nulls), nonlinear detection techniques are generally requested in order to mitigate noise-enhancement phenomena. Extensive research has been devoted in the past to derive analytical Manuscript received June 21, 1995; revised June 28, 1996. The authors are with the INFO-COM Department, University of Rome "La Sapienza," 00184 Rome, Italy.
Publisher Item Identifier S 0018-9448(97) 00805-5. performance bounds for the usual maximum-likelihood sequence estimators (MLSE) (see, in particular, the fundamental work of G. D. Forney [4] and, among the others, the contributions in [2] , [3, ch. 4] , [6] , [7] and, more recently, [10] ). On the other hand, to the best of our knowledge no results concerning analytical performance bounds for symbol-by-symbol (SBS) Abend-Fritchman-like detectors [1, Sec. 6.6] , [11] , [14] , [15] , minimizing the decoding symbol-errorprobability (SEP) are available. Indeed, as also explicitly pointed out in [1, p. 605] , analytical performance evaluation for the above mentioned decoders has been considered a difficult task, so that only fragmentary results obtained by means of Monte Carlo simulations have been reported until now [1, ch. 6] . The aim of this correspondence is to fill the mentioned gap, giving some analytical upper bounds for the performance evaluation of finite decision-delay SBS-ML detectors for unquantized soft-decision decoding of multi-amplitude/phase digitally modulated data sequences transmitted over time-dispersive, finite-memory, linear waveform channels impaired by AWGN. The case of data-communication systems with quantized-decision decoding has been separately analyzed in [9] .
Indeed, there are several reasons to support the theoretical and practical interest in such kind of analytical bounds. First, they supply theoretical insight about the relationships between receiver performance, channel behavior, and modulation techniques, thus allowing evaluation of the potential benefits arising from the utilization of various digital modulation formats [16] . Secondly, analytical performance bounds allow a more meaningful comparison between different types of ISI channels than can be carried out on the basis of simpler single-parameter performance indices as, for example, signal-to-noise ratio, or capacity [13] . Thirdly, the computation of analytical bounds provides a practical way for evaluating the receiver performance without resorting to time-consuming simulations. Finally, a renewed interest in the performance of SBS detectors has recently arisen in the literature with reference to the development of low-complexity iterative turbo-code decoding algorithms [5] .
The presented upper bounds for the decoding SEP are derived starting from a novel form of the Bhattacharyya bound for the case of deterministic (i.e., nonrandom) ISI channels (see Section III). The followed approach presents some analogies with that developed by Biglieri in [2] for the computation of the cutoff rate of channels with memory; however, in [2] sequence decoders are assumed instead of SBS decoders (with finite values of the decision delay), as in the present work. The proposed bounds depend on a set of suitably defined distance parameters whose values essentially dominate the limit of ultimate detector performance. The obtained analytical results are also extended to the case of random multipath slow-fading Rayleigh noisy channels, under the assumption of a perfect channelstate information (CSI) at the receiver site (see Section IV).
As far as the tightness of the presented bounds is concerned, it is well known that for SEP's of practical interest (generally, below 10 03 ) the simple Bhattacharyya-like bounds are as tight as more complex upper bounds such as the Chernoff and Gallager bounds (see [16, 
II. THE DISCRETE-TIME DATA-TRANSMISSION MODEL
We refer to the discrete-time complex baseband data-transmission systems of Fig. 1 [4] . The random sequence fy(i) 2 C C C 1 ; i 1g observed at the decoder input is assumed defined on an assigned probability space (; F; P) and is modeled as
The following basic definitions and positions are stated:
• Without loss of generality, the transmitted data stream fa(i) 2 A f1;1 11; Sg C C C 1 g is assumed to be a discrete S-ary random sequence with equally likely outcomes taking values on the generally complex S-ary alphabet A, which constitutes also the 2D employed modulation constellation (hereinafter, Random Variables (RV's) will be denoted by capital letters and their realizations by either lower case or Greek letters). The extension of the presented results to the more general case of data sequences with not equally likely outcomes is straightforward.
• The channels considered in the present work fall into the class of time-dispersive, generally time-variant, linear finite-memory, discrete-input continuous-output transmission channels. Thus the resulting equivalent discrete-time baseband channel is described by the corresponding (generally complex) input delay-spread function
The L-variate column vector g(i) in (2) collates (in an ordered way) the L samples of the input delay-spread function at the
is the N = S L -ary homogeneous first-order Markov chain generally referred as the "channel state-transition sequence" (see [12] and [15] ). Its N distinct outcomes As it will be shown in the sequel, the above transition probabilities play an important role in the presented performance bounds (see (7)- (20)). • The random sequence
represents the signal received at the output of the time-dispersive (and noise-free) portion of the equivalent transmission channel (see Fig. 1 ).
• The random sequence 
A(i 0 D).
We remark that the performance of any detector acting according to (2) is independent on the particular implementation adopted for the decision algorithm, so that the specification of this last is not strictly necessary for our purposes. However, for the sake of completeness we recall that the well-known Abend-Fritchman algorithm [1, eqs. (6.6.12)-(6.6.13)], [14, Secs. III-IV] has supplied a first recursive implementation of the decision rule of (2). More recently, some attractive and simpler recursive versions of such algorithm have been proposed in literature [5] , [11] , [15] . Now, a direct application of the "total probability theorem" allows us to relate the APP's of (2) to those pertaining to the Markov chain fx(i)g through the usual expression (see, e.g., [12, eq. (10) 
III. NOVEL PERFORMANCE UPPER BOUNDS FOR DIGITAL TRANSMISSION OVER TIME-DISPERSIVE NONRANDOM LINEAR CHANNELS
Let us consider now a nonrandom time-dispersive (generally time-variant) transmission channel, so that the corresponding input delay-spread function constitutes a deterministic sequence of known coefficients. On the basis of the standard union bound, the decoding SEP can be bounded as P (a(i 0 r) 6 =âML(i 0 rji + 1)) 1
Following the general procedure of [3, Sec. 2.3], the pairwise-errorprobabilities in the two-fold summation at the right-hand side (RHS) of (4) can be bounded as follows in (5) The conditional probabilities at the RHS of (6) can be calculated starting from well-known results for the computation of the joint probability mass function P (X 
where the coefficients f81; 1g present in (7) are the transition probabilities previously defined in Section II and an analogous formula (with the t-index replaced by the n-index) holds for the conditional probability P (y i+1 1 jX(i) = n ). The (i+1)-fold integration present at the RHS of (6) can be carried out by using known results for the computation of multivariate-Gaussian integrals (see [8, eq. (4. 118)]); so, inserting (6) into (4), the desired final upper bound can be directly computed as in (8) Equations (8)- (12) give the desired upper bound for SBS-ML detectors acting on ISI channels impaired by AWGN. The results reported in Figs. 2-5 for some typical time-invariant test channels directly allow to evaluate the tightness of the presented bound; in these examples, the bound differs from the resulting measured biterror-rate (BER), evaluated through Monte Carlo simulations, of about 1.1, 0.8, and 0.6 dB at measured BER's of about 10 02 , 10 03 , and 3 2 10 04 , respectively.
Remark 1:
The B(1; 1) coefficient defined in (9) is the (positive) square root of the product of the probabilities pertaining to the two distinct realizations fj ; 111; j ; t; j ; 111; j g f f ; 1 11; f ; n ; f ; 1 11; f g (13) of the random sequence X i+1 1 fX(1); 111; X(i+1)g. As a consequence, this coefficient can only assume the value (1=S) i+101+L
(when both the realizations in (13) are admitted for the sequence X i+1 1 ) and the zero value (in the other case). It is also observed that the allowed nonzero value vanishes when the parameter (i+1) approaches infinity.
Remark 2:
The real nonnegative parameter d 2 E (1;1) of (10) represents the squared Euclidean distance between two (i + 1)-long sequences fs(i)g generated by the realizations of the channel statetransition chain in (13) (see (1) and Fig. 1) . Obviously, when the transmission channel is time-invariant the distance parameters in (10)- (12) are independent from the i-index. In this case, the expression at the RHS of (8) generally fast approaches an i-independent asymptotical value bounding the steady-state decoding SEP (see Fig. 6 for an illustrative example).
Remark 3: The upper bound in (8) for SBS decoders exhibits a structure similar to the well-known Forney's bound in [4, eq. (82) ] (see also [7, eqs. (8) and (9) The parameter d 2 min (r; i) represents the squared minimum Euclidean distance between two signal samples received (at the ith step) at the output of the time-dispersive noise-free portion of the transmission channel and generated by two distinct realizations t and n of the RV X(i), having at least the rth component different.
As far as the tightness of the simplified bound of (15) and (16) is concerned, Figs. 2-5 show that this bound is somewhat looser than that of (8) for high noise level; however, for increasing SNR, the tightness of the bound of (16) increases too and for the tested cases the difference between the two bounds is generally less than about 0.5 dB for BER values below 10 02 . Furthermore, experience shows that the resulting bound of (16) is more tight when the frequency responses of the transmission channels do not exhibit deep nulls in the band.
Remark 4:
The bound of (16) Remark 5: The formulas reported in (8)- (12) and in (14)- (16) still hold when the data stream fa(i)g is an S-ary real-valued PAM sequence transmitted over a real time-dispersive waveform channel impaired by real AWGN with variance (N o =2).
IV. PERFORMANCE BOUND OF SYMBOL-BY-SYMBOL DECODERS FOR RANDOM SLOW-FADING MULTIPATH RAYLEIGH NOISY CHANNELS
It is assumed now that the transmission channel of Fig. 1 is randomly corrupted by an L-path Rayleigh slow-fading process independent from the transmitted data. In this case, the L-variate It is also assumed that perfect CSI is available at the receiver's side. As is well known (see, e.g., [1, ch. 7] ), the above assumptions can generally be considered satisfied, for example, for data transmissions over slowly time-variant HF radio links.
In this case, the average SEP for SBS-ML decoders with decision delay D = 1 + r can be defined as P E (i 0 rji + 1) = EfP (a(i 0 r) 6 =âML(i 0 rji + 1)jG = g)g (17) (17) is taken with respect to the probability measure of the random channel tap G). The conditional SEP in RHS of (17) can obviously be bounded as reported in (8); as a consequence, after inserting (8) into (18) Index Terms-Trellis-coded modulation, multidimensional rectangular constellation.
I. INTRODUCTION
The Wei method [1] of constructing trellis codes with multidimensional signal constellations has been adopted for use in the V.34 28.8-kbit/s modem standard [2] , [3] . It has also been used by Tretter who gave an eight-dimensional (8-D) higher coding gain alternative to a Wei's two-dimensional (2-D) trellis code adopted in V.32 ITU Recommendation [4] . Recently, Wang and Costello, Jr., using the same partition of the four-dimensional (4-D) signal constellation into 32 subsets as Wei, but applying the method of the parity-check equation, developped a class of rate 4=5, nonlinear, fully rotationally invariant trellis codes [5] .
Peculiar to the Wei method is that for transmitting b information bits per signaling interval the 2-D constituent constellation of the 2N -dimensional signal set has 2 b inner points, which is the size of the constellation used by the 2-D uncoded reference system, and 2 b =N outer points which provide the redundancy necessary for the error control. A 2N -dimensional point is a concatenation of N 2-D points, among which at most one is an outer point. There are 2 Nb 2N -dimensional points comprising only 2-D inner points and an equal number of points which include a single outer 2-D point. For each constituent 2-D constellation, the subset of the inner points is used 2N 01 times as often as the subset of the outer points. As the number of outer points is 2 b =N , clearly N must be an integer power of two. Practically, this limits the method to 4-D and 8-D cases. Since at least the 6-D case may be of practical interest, this limitation has been removed [6] , [7] .
The principle of extending Wei's method to N not being a power of two is explained in Section II. 6-D and 12-D examples are then given in Sections III and IV, respectively. Some short conclusions are presented in Section V. 
II. THE PRINCIPLE OF EXTENDING WEI'S METHOD TO

