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RESUMO
Nesta tese tratamos de problemas de planejamento da operacao de sistemas hidrotermicos 
atraves de analise de cenarios, com inclusao de aversao ao risco. O problema de planejamento 
da operacao consiste na obtencao de decisoes operativas para geracao de energia tanto pelas 
usinas hidroeletricas quanto pelas termoeletricas, de maneira a atender a demanda do sistema 
em um determinado período com o menor custo esperado de operacao. O calculo dessas de­
cisões operativas depende do cenario de afluencias ao longo do período considerado. Fixado um 
cenario a partir de um conjunto de cenarios gerados com base em 85 anos de dados historicos 
das afluencias mensais, temos um problema determinístico nao linear de grande porte. As nao 
linearidades do problema sao devidas ao calculo da altura de queda das usinas hidroeletricas 
nas restricoes de atendimento a demanda. Por outro lado, desejamos obter solucoes nao ante- 
cipativas, isto e, solucoes em que a decisao do primeiro mes independa dos L  cenarios con­
siderados e minimize o custo esperado da operacao. Esse problema e L  vezes maior que o 
problema determinístico, e pode ser resolvido por metodos que decompoem o problema em 
varios subproblemas, como o metodo Progressive Hedging. Uma vantagem dos metodos de 
decomposicao e permitir a paralelizacao de sua implementacao. Alem de considerar o pro­
blema minimizando-se o custo esperado de operacao, incluímos a medida de risco conditional 
value-at-risk (CVaR). Aplicamos esta medida no problema de planejamento hidrotermico con­
siderando três abordagens. A primeira consiste em aplicar a medida de risco CVaR  no custo 
total da operacao, a segunda apenas no custo do deficit, o qual e um evento que se deseja evitar 
e a terceira considera uma combinacao convexa entre a esperanca e a medida de risco CVaR, 
ambas do custo total. Outra contribuicao da tese e a discussao de estrategias para reducao do 
numero de cenarios de modo que a decisao obtida pela resolucao do problema avesso ao risco 
considerando o subconjunto de cenarios seja tao confiavel quanto a decisao a partir do conjunto 
completo de cenarios. Testes numericos sao apresentados para validacao das tecnicas apresen­
tadas na resolucao do problema de planejamento da operacao de dois sistemas teste extraídos 
do Sistema Interligado Nacional com dados reais disponibilizados pelo Operador Nacional do 
Sistema.
Palavras-chave: Progressive Hedging; Planejamento hidrotermico; Cenarios Irrelevantes; Aver­
sao ao risco.
ABSTRACT
In this thesis we deal with long-term operation planning problems of hydrothermal power sys­
tems by considering scenario analysis and risk aversion. The operation planning problem con­
sists in defining an operational policy, determining the generation of both hydroelectric and 
thermal plants in order to satisfy the system demand in a given period with the lowest expected 
operation cost. The definition of an operation policy depends on the scenario of inflows over 
the period considered. Once chosen a scenario from a set of scenarios generated from 85 years 
of historical data of month inflows, we have a large-scale deterministic problem that includes 
nonlinear constraints due to the head computation in hydroelectric plants. However, we wish 
to obtain non-anticipative solutions, i.e., solutions in which the decision of the first month does 
not depend on the L  scenarios considered. This problem is L  times larger than the determinis­
tic one, and can be solved by methods that decompose the problem into L  subproblems, such 
as the Progressive Hedging method. An advantage of the decomposition methods is allowing 
the parallelization of their implementation. In addition, we apply the risk measure conditional 
value-at-risk (CVaR) in the operation cost minimizing problem considering three approaches. 
The first one applies the CVaR risk measure to the total operation cost. The second approach 
uses CVaR only on the deficit cost, which is an event to be avoided. And the third one con­
siders a convex combination of the expected value and CVaR risk measure, both of the total 
cost. Another contribution of this thesis is the proposal of strategies to reduce the number of 
scenarios in such way that the decision obtained by solving the risk-averse problem considering 
the subset of effective scenarios is as reliable as the decision from the whole set of scenarios. 
Numerical experiments are presented for validation of the techniques proposed by solving the 
problem for two test systems extracted from the Brazilian interconnected system with real data 
provided by the Operador Nacional do Sistema - ONS.
Keywords: Hydrothermal planning; Risk Aversion; Effective scenarios; Progressive Hedging.
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Introdução
A energia eleítrica no Brasil eí gerada por um sistema totalmente interligado, composto predo­
minantemente, segundo [10], por usinas hidroeletricas (cerca de 65% da energia total) e ter- 
moeletricas (cerca de 14%). Embora outras fontes de energia como eolica, solar, nuclear e bi- 
omassa contribuam tambem na geracao de energia do Sistema Interligado Nacional (SIN) [22], 
o foco desta tese esta no sistema hidrotermico.
Enquanto a geracao hidroeletrica tem um baixo custo de producao, o custo de geracao 
termica e alto devido ao combustível consumido. As usinas hidroeletricas sao de dois tipos: as 
usinas fio d ’agua, nas quais toda a agua que chega a barragem deve ser liberada imediatamente, 
e as usinas com reservatórios, para as quais e preciso decidir se a agua e usada agora ou se é 
armazenada para usar mais tarde. A decisao a ser tomada em cada reservatório em um deter­
minado período e a quantidade de agua que deve ser usada para gerar energia, e obviamente 
depende das afluencias. Apesar de nao conseguirmos prever as afluencias futuras com pre- 
cisao, sabemos que o comportamento das vazoes nao e completamente aleatorio, apresentando 
padroes sazonais e uma tendencia que depende das vazoes ocorridas anteriormente. A partir de 
uma analise estatística que considera conjuntos de cenarios de afluencias, estamos interessados 
na obtencao de decisoes operativas para geracao de energia tanto pelas usinas hidroeletricas 
quanto pelas termoeletricas, de maneira a atender a demanda do sistema em um determinado 
período com o menor custo esperado de operacao.
Atualmente, no Brasil, o Operador Nacional de Sistema (ONS) utiliza uma cadeia 
de softwares desenvolvidos pelo Centro de Pesquisas de Energia Eletrica (CEPEL) para a 
realizacao do planejamento da operacao energetica do SIN. Essa cadeia de softwares e estabele­
cida de acordo com o horizonte do planejamento considerado. Para o horizonte de meídio prazo, 
que e o caso de interesse dessa tese, e empregado o algoritmo Programacao Dinamica Dual 
Estocastica (PDDE), proposto por Pereira e Pinto em [27]. No entanto, desde a implantacao 
desses softwares o Setor Eletrico Brasileiro (SEB) sofreu grandes transformacoes. Diante disso, 
e valido o desenvolvimento de outros modelos de otimizacao de planejamento hidrotermico vi­
sando atender o mercado de energia eletrica com o menor custo possível e garantindo a oferta 
futura de recursos energeticos [20].
Em nosso trabalho usamos um modelo de programacao nao linear do problema e ao 
inves de PDDE, usamos uma analise de cenarios nao antecipativa, considerando cenarios de 
afluencias sinteticos fornecidos pelos autores de [9] baseados em dados históricos de afluencias 
disponíveis ao longo de 85 anos. O modelo do problema de planejamento hidrotermico naci­
onal usado foi o proposto em [20,28], que visa a minimizacao dos custos de geracao termica, 
de deficit energetico do sistema e do custo de intercambio entre os subsistemas, considerando 
restricoes operativas das usinas, balanco hídrico, atendimento a demanda, evaporacao e de- 
fluencia mínima total nos reservatórios. O calculo da altura de queda das usinas com reser­
vatório usada nas restricoes de atendimento a demanda e responsavel pelas nao linearidades 
do problema. Por outro lado, as restricoes de balanco hídrico dependem das afluencias que 
sao as responsaveis pela estocasticidade do problema tratado nesta tese. Fixado um cenario de 
afluencia, o problema de planejamento da operacao se torna determinístico. No entanto, estamos
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interessados em, considerando-se um conjunto de L  cenários de afluências, obter uma decisão 
nao antecipativa. Na definicao de nao antecipatividade de Rockafellar e Wets [38], as decisoes 
associadas a cenarios identicos nos primeiros t  estagios devem coincidir nesses estagios. Nos 
problemas estudados nesta tese, assumimos que os cenarios sao identicos somente no primeiro 
estagio. Assim, estamos interessados em obter as decisoes para o primeiro mes de planejamento 
que independa do cenario e minimize o custo esperado da operacao.
Para a obtencao de uma política nao antecipativa associada a um cenario com um 
horizonte de simulacao fixados, resolvemos sequencialmente um problema nao antecipativo 
seguido de um problema de curto prazo. Esse processo sequencial e realizado tantas vezes 
quanto for o horizonte de simulacao. Em cada estagio do processo sequencial, a partir do 
volume inicial dos reservatórios, e resolvido um problema nao antecipativo e obtem-se uma 
decisao para o primeiro mes. A partir dessa decisao, sao fixadas as vazoes turbinadas e vertidas 
para as usinas com reservatório, e resolvido um problema determinístico, para um unico mes, 
com as afluencias do cenario de simulacao, e com o maior detalhamento possível do modelo. 
Obtem-se assim as demais decisoes para este estagio. Repete-se esse processo, tomando-se 
como volume inicial para o proximo estagio aquele dado pelo balanco hídrico levando-se em 
consideracao o volume anterior e as decisoes do estagio atual. A sequencia de decisoes obtidas 
define a política para o cenario de simulacao dado.
A modelagem do problema nao antecipativo assume que o tomador de decisao e neutro 
ao risco, no sentido de que custos elevados associados a alguns cenarios podem ser compen­
sados por custos baixos em outros cenarios. No entanto, em algumas situacoes, o tomador de 
decisao e avesso ao risco e deseja se proteger contra custos muito elevados. Neste caso, e inte­
ressante substituir a esperanca na funcao objetivo por uma medida de risco. Uma das medidas 
de risco bastante utilizada e o value-at-risk, denotado por VaR, conforme [37,41]. Apesar do 
VaR ser uma medida muito usada, ela nao possui algumas propriedades interessantes para a 
otimizacao, como por exemplo, convexidade. Outra desvantagem desta medida e que ela nao 
satisfaz a propriedade de subaditividade, ou seja, ela nao se classifica como uma medida de 
risco coerente [41]. O conditional value-at-risk, denotado por CVaR, e uma alternativa natural 
para o VaR, ja  que o CVaR tem propriedades de coerência e convexidade [25]. Aversao ao risco 
no problema de planejamento hidrotérmico no contexto de PDDE ja  foi considerada por [6,19]. 
Nesta tese discutem-se três abordagens para introduzir aversao ao risco no problema atraves de 
analise de cenarios. A primeira consiste em aplicar a medida de risco CVaR, conforme Roc­
kafellar e Uryasev em [37], no custo total da operacao. A segunda abordagem, segue as ideias 
de Costa Junior [6], e aplica CVaR apenas no custo do deficit, o qual e um evento que se de­
seja evitar. A terceira, motivada por Shapiro [40], considera uma combinacao convexa entre a 
esperanca e a medida de risco CVaR, ambas do custo total.
Considerando L  cenarios de afluencias, o problema nao antecipativo de planejamento 
da operacao e L  vezes maior que o problema determinístico, que ja  e de grande porte. Po­
demos resolver este problema atraves de metodos de decomposicao, como o algoritmo Pro­
gressive Hedging (PH) [38,43]. O algoritmo PH e uma técnica de decomposicao baseada em 
cenaírios. Essa teícnica suaviza a complexidade computacional associada a grandes problemas 
ao decompor um problema estocastico em varios subproblemas e permite a paralelizacao de 
sua implementacao. Outra estratégia para reduzir o tempo computacional e reduzir o numero 
de cenarios de modo que a decisao obtida pela resolucao do problema avesso ao risco conside­
rando esse subconjunto de cenarios seja tao confiavel quanto a decisao a partir do conjunto com­
pleto de cenarios. Discutimos algumas técnicas para realizar essa reducao, baseadas em [1,32] 
que selecionam cenarios que podem ser considerados com probabilidade nula de ocorrência na 
resolucao do problema sem alterar o valor otimo da funcao objetivo.
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C ontribuicoes d ã  tese
As principais contribuicoes da tese se referem ao tratamento do problema de planejamento da 
operacao do SIN atraves de tecnicas distintas das consideradas pelo ONS; ao uso de diferentes 
abordagens para inclusao da medida de risco CVaR no problema de planejamento da operacao; 
a particularizacao de alguns resultados relacionados ao CVaR para o caso em que as variaveis 
aleatorias sao discretas; a proposta de tecnicas de reducao do numero de cenarios considera­
dos no problema nao antecipativo com aversao ao risco; a validacao e analise das propostas 
pela resolucao computacional do problema de planejamento da operacao de dois sistemas teste 
extraídos do SIN com dados reais disponibilizados pelo ONS.
E s tru tu rã  do trãb ã lh o
Como trataremos de um problema estocastico com inclusao de uma medida de risco, faz-se 
necessario revisar algumas definicoes e alguns resultados da teoria de probabilidade. Estes 
conceitos, baseados em [8 ,15 ,37 ,41], sao apresentados no início do Capítulo 1. Em seguida, 
os conceitos de VaR e CVaR sao introduzidos e particularizados para o caso discreto. Neste 
mesmo capítulo sao abordados os problemas de interesse desta tese, trazendo definicoes e ca­
racterísticas de cada um deles. Uma dessas características e que a dimensao destes problemas 
esta diretamente relacionada ao numero de cenarios considerado para representar as incertezas. 
Baseado em [1,32], sao propostas estrategias para reducao do numero de cenarios considerados 
no problema nao antecipativo com aversao ao risco.
O Capítulo 2, que e baseado em [6 ,31 ,37 ,38 ,43], e dedicado ao Algoritmo Progres­
sive Hedging que sera aplicado ao problema de planejamento da operacao hidrotermica. A ideia 
central desse meítodo consiste em decompor o problema em subproblemas menores, de forma 
que as solucoes individuais para cada cenario sejam combinadas para calcular uma solucao 
otima nao antecipativa do problema original. Relatamos como esse problema sera de fato re­
solvido e por fim, apresentamos as abordagens para o problema de planejamento hidroteírmico 
com aversao ao risco.
No Capítulo 3, apresentamos algumas características importantes do SEB e do SIN, e 
baseado em [5 ,17 ,22 ,24] sao destacadas algumas propriedades de funcionamento das usinas 
hidroeletricas e termoeletricas. Na sequencia e apresentado o modelo determinístico como um 
problema de programacao nao linear, seguindo as ideias de [20], em que e considerado fixado 
um cenario de afluencias. Apresentamos uma representacao dos cenarios de afluencias forne­
cidos pelos autores de [9] e descrevemos como uma política nao antecipativa e determinada. 
Por fim, sao analisadas três alternativas para inclusao de aversao ao risco no caso particular do 
problema do planejamento, conforme [6,40].
No Capítulo 4 sao descritos e analisados os testes numericos com a finalidade de va­
lidar e comparar resultados obtidos da resolucao do problema de planejamento hidrotermico 
utilizando o metodo de decomposicao PH. A validacao se da pela comparacao dos resultados 
obtidos na resolucao do mesmo problema utilizando o metodo sem decomposicao proposto 
por [31]. Apresentamos resultados numericos comparando as três metodologias de inclusao de 
aversao ao risco no problema do planejamento: inclusao da medida CVaR na funcao custo, na 
parcela relacionada com o custo do deficit e a combinacao convexa entre a esperanca e o CVaR, 
ambos na funcao custo. Comparamos tambem os custos do planejamento da operacao fixando 
a decisao do primeiro mes obtida pelas diferentes estrategias relacionadas a medida de risco 
CVaR na funcao custo. Por fim, a ultima secao desse capítulo e dedicada a obtencao de uma 
política nao antecipativa atraves de simulacoes, para a resolucao do problema de planejamento 
da operacao do sistema considerando as abordagens sem risco e com aversao ao risco no custo 
total.
Finalmente sao apresentadas conclusões da tese. Os dados do SIN utilizados no traba­
lho sao descritos nos apendices. As informacoes sobre as usinas hidroeletricas e termoeletricas
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estao nos Apendices A e B, respectivamente. As tabelas referentes aos coeficientes das funcoes 




Problemas não antecipativos através de 
análise de cenarios
Este capítulo e dedicado a apresentacao dos problemas estocasticos de decisões sequenciais de 
interesse dessa tese. Esses problemas envolvem tomadas de decisoes sujeitas a incertezas, ao 
longo de varios estagios. As incertezas sao tratadas atraves de analises de cenarios e as decisoes 
devem ser tomadas sem assumir conhecimento de suas realizacoes futuras, ou seja, as decisoes 
devem ser nao antecipativas. Alem disso, a tomada de decisao pode ser neutra ou avessa ao 
risco.
Inicialmente, com base em [8,15], e apresentada uma revisao de algumas definicoes 
e resultados da teoria de probabilidade. Tendo como referencias [37, 41], sao definidas e 
discutidas duas medidas de aversao ao risco: value-at-risk (VaR) e conditional value-at-risk 
(CVaR). Para essas medidas, particularizamos alguns resultados para o caso em que as variaveis 
aleatorias sao discretas.
Na Secao 1.3 sao abordados especificamente os problemas de interesse dessa tese, 
trazendo definicoes e características de cada um deles. Uma dessas características e que a 
dimensao destes problemas esta diretamente relacionada ao numero de cenarios considerado 
para representar as incertezas. Conceitos envolvidos na reducao desse numero sao discutidos 
na Secao 1.4, em que e apresentada a definicao de cenarios irrelevantes, baseada em [1,32].
1.1 Variaveis aleatórias
Consideremos um experimento que forneca resultados imprevisíveis e mutuamente exclusivos, 
ou seja, que a cada repeticao e impossível prever, com absoluta certeza, qual resultado será 
obtido. Alem disso, a ocorrência de um deles exclui os demais. Lancamento de um dado, de 
uma moeda e se chovera amanha, sao exemplos deste tipo de experimento. Todo experimento 
desta natureza e chamado de aleatorio e seus resultados sao chamados de eventos simples. 
O conjunto de todos os eventos simples de um experimento e chamado de espaco amostral, 
denotado por G.
Definiçao 1.1 (Def. 1.1, [15]) Seja G o espaco amostral de um experimento. Todo subconjunto 
A  c  G sera chamado evento. O espaço amostral G é o evento certo e o conjunto 0 é o evento 
impossível. Se u  e  G, o evento {u} e dito elementar (ou simples).
O bservaçao 1.2 O subconjunto A c c  G denota o complementar de A, form ado pelos elemen­
tos de G que não pertencem a A.
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Definição 1.3 (Def. 1.2, [15]) Um evento A  ao qual í  atribuída uma probabilidade é chamado 
evento aleatório.
Considera-se F  a classe dos subconjuntos do espaco amostral aos quais se atribui uma 
probabilidade. Como Q representa o conjunto de todos os resultados possíveis, a probabilidade 
de Q e igual a 1. Portanto Q deve pertencer a F .
Definição 1.4 Seja Q um conjunto não vazio. Uma classe F  de subconjuntos de Q satisfazendo 
as seguintes propriedades:
1. Q e  F ;
2. Se A  e  F ,  então A c e  F ;  e
3. Se A  e F  e B  e F ,  então A  U B  e F
e chamada de a -ã lgebra .
Definição 1.5 (Def. 1.6, [15]) Um espaço de probabilidade e um trio (Q, F , P ) ,  em que:
• Q eu m  conjunto não vazio;
• F  e uma a -ã lg eb ra  de subconjuntos de Q; e
• P  e uma probabilidade em F .
Definição 1.6 (Def.1.7, [15]) Seja (Q, F  ,P )  um espaco de probabilidade. Se B  e F  e P  (B) > 
0, a probabilidade condicional de A  dado B , denotada por P (A  | B ), e definida por
P (A  I B ) =  P A B B  ’ A € F .
Definição 1.7 (Def. 2.1, [15]) Uma variavel aleatoria Z  em um espaco de probabilidade
(Q, F , P )  e uma função real definida no espaço Q tal que o evento {u  e  Q |Z ( u )  < z},
denotado por [Z < z] e evento aleatorio para todo z  e  IR, isto e, Z  : Q ^  ]R e variavel
aleatoria se [Z < z] e F  para todo z  e  IR.
Um exemplo de uma variavel aleatoria e a função indicadora 1A : IR ^ { 0 , 1 }  de um 
conjunto A  e F  definida como segue:
^  v = { 0: x  ee a  (1.1)
Definição 1.8 (Def. 2.2, [15]) A funçao  de distribuicão da variavel aleatoria Z , representada 
por FZ ou simplesmente F, é definida por
FZ (z) =  P ( Z  < z), z  e  IR.
Definição 1.9 (Def.2.3, [15]) Uma variãvel aleatoria e classificada em discreta ou (absoluta­
mente) contínua:
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1. A  variável aleatória Z  é discreta se toma um numero finito ou enumerável de valores, i.e., 
se existe um conjunto finito ou enumerável { z 1, z 2, . . . } c  IR tal que Z  (u) E { z 1, z 2, . . . }  
para todo u  E ü . A  funcao p (ze) definida por p( ze) = P  ( Z  = ze) , í  = 1, 2 , . . . ,  e 
chamada função de probabilidade de Z . Na sequencia, denotaremos p(ze) simplesmente 
por pt .
2. A  variável aleatoria Z  é (absolutamente) contínua se existe uma funcao f  :1R ^  IR + tal 
que
F( z )  = f  (t)dt,  para todo z  E R .
J —<X
Neste caso, dizemos f  í  dita funcao de densidade de probabilidade de Z  ou simplesmente 
densidade de Z.
Em outras palavras, uma funcao Z , definida no espaco amostral ü  e com valores em 
um conjunto enumerável de pontos da reta e dita uma variavel aleatoria discreta. No caso da 
variavel aleatoria contínua os valores que a funcao Z  assume estao em um intervalo de numeros 
reais.
O bservãcão 1.10 Se Z  í  discreta com Z  (u) E { z 1, . . . , z L} para todo u  E ü , então [Z > z] = 
1 J  [Z = z f .  Logo,
í:zg>z
L
p  (z  > z ) =  P  (Z  = z e ) = p(zi) = Y 1 p(zi) ■ 1zt>z,
i:z£>z í:ze>z 1=1
em que 1ze>z e a função indicadora definida em (1.1) com A  = {ze | ze > z}. Em particular, 
se os eventos sao equiprovaveis, ou seja, p ( ze) = L , entao
1 L




Y ,1 ze> z = L  ■ P ( Z  > z). (1.3)
Í=1
O bservãcão 1.11 Um função f  (z) > 0, para todo z  E IR, í  densidade de alguma variavel
f  ( z)dz  = 1.
-<X
A Figura 1.1 exibe o grafico de uma funcao densidade f . Geometricamente, F ( z ) =  
P ( Z  < z ) representa a area abaixo do grafico de f  no intervalo (—m ,z ].
Definicão 1.12 Seja Z  uma variavel aleatoria discreta com uma funcao de probabilidade 
p(ze) = P ( Z  = ze). A  esperança de Z , tambem chamada de media de Z  ou valor esperado de 
Z, eí definida por
E[Z] = ^ 2  ze p(ze) = ^ 2  z P ( Z  = ze).
e e
Este valor esta bem definido quando a soma nao depende da ordem dos termos, em particular 
quando a serie converge absolutamente, i.e., E Izel p(ze) < m .
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Figura 1.1: Representação geométrica da expressão F (z) =  P ( Z  < z).
Fonte: A autora
A Definiçao 1.12 e específica para uma variavel aleatória discreta. A seguir uma 
definiçao de esperanca mais geral, que contempla tambem os casos em que se tem variavel 
aleatoria contínua.
Definição 1.13 (Def.3,1, [15]) Seja Z  uma variável aleatória qualquer e F  sua junção de 
distribuição. A  esperança de Z  é definida por
/O zd F  (z),
■O
quando a integral imprópria de Riemann-Stieltjes esta bem definida.
O bservação 1.14 Se Z  tem densidade f  ( z ), entao
/
CO /*<O
zd F  (z ) = z f  (z)dz.
O J —O
Se a densidade f  jo r  Riemann integrável entao esta ultima integral tambem sera de Riemann. 
Definição 1.15 Seja Z  uma variavel aleatoria qualquer. A  variancia de Z  e definida por
V ( Z ) =  E [Z  — E [Z]]2.
O bservação 1.16 O valor E  [Z—E  [Z ]]k, com k  =  1, 2, 3 , . . . , e  chamado de k -é s im o  momento 
central de Z. Quando k  =  1, o momento central é nulo e quando k  =  2, chamado de segundo 
momento central, é a variância.
1.2 Medidas de aversão ão risco
Nesta secao apresentamos as definicoes de duas medidas de aversao ao risco: value-at-risk 
(VaR) e conditional value-at-risk (CVaR) abordadas em [37,41]. Uma medida de aversao ao 
risco e utilizada para aumentar a seguranca na tomada de alguma decisao, pois tende a permitir
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que o decisor faca uma melhor avaliacao da possibilidade da existencia de riscos eventuais, bem 
como evitar decisoes que podem proporcionar perdas para uma determinada situacao.
Neste trabalho concentramos nossa atencao a medida CVaR. Mas antes de defini-la, 
precisamos introduzir a medida VaR.
Definição 1.17 ([32]) O valor em risco (value-at-risk) de uma variãvel aleatoria Z  com função  
de distribuição F  e nível de risco a  e  (0,1), denotado VaRa ( Z ), e definido por
VaRa ( Z ) =  inf { z  | F ( z ) >  a }.
z€lR
Usando a definicao da funcao de distribuicao F , segue que
VaRa ( Z ) =  inf { z  | P ( Z  < z) > a }  (1.4)
z€R
ou, equivalentemente,
VaRa ( Z ) =  inf { z  | P ( Z  > z ) <  1 — a } ,
2GIR
o que significa que valores da variavel aleatória Z  maiores que VaRa ( Z ) ocorrem com proba­
bilidade que nao excede (1 — a ). Cabe ressaltar que a medida de risco VaRa e geralmente nao 
convexa e descontínua como discutido por Rockafellar e Uryasev em [37].
Antes de definir a medida de risco CVaRa, precisamos da definicao da funcao a-cauda 
associada a VaRa.
Definição 1.18 Considere Z  uma variável aleatória com função de distribuição F . Dado 
a  E (0,1), defina a funçao a-cauda, denotada por f a, como aquela associada à função de 
distribuição dada por
í  0 se z  < VaRa ( Z ),
Fz,a(z) = S F  (z) — a  (L5)
’ —:--------  se z  > VaRa ( Z ).
1 — a
A partir da funcao de distribuicao a-cauda, definimos o valor em risco condicional 
(conditional value-at-risk), CVaRa, segundo [35, Def. 3].
Definição 1.19 Considere Z  uma variavel aleatoria com funçao de distribuição F . Dado a  E 
(0,1), CVaRa da variãvel Z  é a esperança da distribuição a-cauda.
Uma vantagem do CVaRa sobre o VaRa é que goza da propriedade de continuidade e convexi­
dade, abordada por Rockafellar e Uryasev em [41]. Alem dessas propriedades, o CVaRa define 
uma medida de risco coerente pois, segundo [41], satisfaz:
• Convexidade: se Z 1 e Z2 sao variaveis aleatorias e $  E [0,1] entao
CVaRaWZ-1 +  (1 — $ )Z 2) <  $  CVaRa ( Z f  +  (1 — $ )CVoRa (Z 2).
• Monotonicidade: se Z i <  Z 2 sao variaveis aleatorias entao
CVaRa(Z  1) <  CVaRa(Z2).
• Homogeneidade positiva: Se Z  e uma variavel aleatoria e $  > 0 entao
CVaRa ( $ Z ) =  $ C V a R a (Z ).
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• Invariância de translação: Se Z  é uma variável aleatória e a E IR então
CVaRa (Z  +  a) =  CVaRa ( Z ) +  a.
A partir de VaRa para dado a  E (0 ,1), define-se CVaR- ( Z ) e CVaR+ (Z ), conforme 
[35, Def. 4].
Definição 1.20 Dado a  E (0,1), define-se:
CVaR- ( Z ) =  E [Z  | Z  > VcRa ( Z )] (1.6)
e
C V R +  (Z) =  E [Z  | Z  > VcRa (Z)]. (1.7)
Se a funçao de distribuiçao de probabilidade e contínua, os valores (1.6) e (1.7) coin­
cidem com CVaRa dado pela D efin ido  1.19. No entanto, quando a distribuicao tem saltos de 
descontinuidade, a situacao e mais delicada, conforme a proxima proposicao.
P roposição 1.21 Considere a  E (0,1) e uma variável aleatória Z  com funçao de distribuição 
F  .S e  F  é contínua em VaRa ( Z ), vale a igualdade
CVaRf ( Z )  =  CV<Ra (Z ) =  CVaR+(Z). (1.8)
Caso contrario, ha três situações:
• S e  a  =  F  (VaRa), então CVcR - (Z )  < CV<Ra (Z ) =  CVcR + (Z).
• Se F(VaRa) =  1, entao CVaR-  (Z ) =  CVaRa ( Z ) e CVaR+(Z) nao esta bem definido.
• Nos demais casos, ou sejam, em que a  < F(VaRa) < 1, valem as desigualdades:
CVaR- (Z ) < CVaRa(Z) < CVaR+(Z). (1.9)
Demonstracao. [35, Prop. 5]. □
Para uma variavel aleatoria associada a uma funcao de distribuicao contínua, a medida 
CVaRa representa o valor esperado condicionado aos valores da variavel aleatoria maiores que 
VaRa ( Z ), como ilustrado na Figura 1.2. A imagem da esquerda mostra o grafico da funcao 
densidade de probabilidade de uma variavel aleatoria contínua, enquanto a da direita ilustra 
a funcao de distribuicao correspondente. Em ambas, estao assinalados os valores de VaRa e 
CVaRa para um dado a.
A definicao do CVaRa dada em (1.19) esta condicionada ao calculo de VaRa , con­
servando assim as dificuldades de sua representacao. Para eliminar estas dificuldades, vamos 
descrever CVaRa de uma maneira independente do VaRa, como discutido por Shapiro, Dent- 
cheva e Ruszczynski em [41].
Teorem a 1.22 Seja a  E (0,1) e considere uma variavel aleatoria Z  contínua com funçao de 
distribuicâo F . Entao
C VaRa(Z ) =  inf { A +  E [max{0 ,Z  -  A}] 1 . (1.10)
agir [ 1 — a  '
A lím  disso, o conjunto dos minimizadores
A ( Z ) =  argm in 1 A +---- 1—  E  [m ax{0,Z  — A}]
agir ( 1 — a
e um intervalo nao vazio limitado e fechado (possivelmente, reduzindo-se a um único ponto), 
cujo extremo esquerdo do intervalo coincide com VaRa ( Z ).
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f \  f a
\  1 '
\ a
1 — a \
— i-------->
VaRaCVaRa VaRQCVaRa
Figura 1.2: Representação geométrica do significado de VaRa e CVaRa para uma variável 
aleatória contínua.
Fonte: A autora
Demonstração. [37, Thm 1.] □
Caso discreto
Como uma das contribuições dessa tese, particularizamos agora as definições de V R a e 
CVaRa para o caso em que a variavel aleatoria Z  e discreta, assumindo valores reais 
{ z 1, z 2, . . . , z L} com probabilidade associada pt , para t  =  1 , . . . , L ,  e que sua ordenacao seja 
conhecida, ou seja:
Zl <  Z2 <  . . .  <  ZL.
Dado um nível de confianca a  E (0 ,1), pela Definicao 1.17,
VaRa(Z) = zv ,
em que
v =  m in{ t =  1 , . . . , L  | F(z t )  > a} .
Seja a+ = F(VaRa). Considere primeiramente que a+ = a  = F(VaRa) < 1. Pela Proposicao 
1.21, temos que
L








y  p tzt . (1.11)
t=v+1
em que usamos o fato de que
y  p t = 1
t=v+1
De (1.11) e (1.12), segue que, para qualquer z >  0
a. (1.12)




Esta expressão serve de motivação para a fórmula fundamental definida por Rockafellar e Urya- 
sev em [37]:
1 Z
£ €  [0 ,zl] ^  G (z) =  z  +    y j  pg[zg -  z]+. (1.14)
1 -  a  t í
Segue-se imediatamente que
G(VaRa ) =  G (zv) =  CVaRa ,
porque zg — zv > 0 somente se £ >  v  =  min{£ =  1 , . . . , L  | FZí (z) >  a } .
O proximo resultado e analogo ao Teorema 1.22, mas para o caso em que a variavel 
aleatoria e discreta.
Teorem a 1.23 Considere a  =  F(VaRa) < 1, zv =  VaRa e a função G definida em (1.14). 
Então G é convexa e satisfaz
m in G (z) =  CVaRa e argm in G (z) =  [zv ,z v+i]. (1.15)
z>0 z>0
Demonstraçao. Para simplificar, provamos os resultados para a funçao
L
r ( z )  =  (1 — a )G (z ) =  (1 — a )z  +  pg [zg — z]+. (1.16)
i=1
A convexidade decorre do fato de que cada termo [zg — z]+ =  m ax{0 ,zg — z}  e convexa, pois 
e o maximo de duas funcoes convexas. Vamos analisar a ultima parcela de (1.16) considerando 
três casos:
(i) 0 <  z <  zv: neste caso zg — z  > 0, para i =  v ,v  + 1 , . . . , L  e entao
L L L
^ p g[zg — z]+ >  ^2 pg [zg — z]+ +  Pv (zv — z ) >  ^2 pg(zg — z).
i=1 i=v+1 i=v+1
(ii) z € [zv,z v+1]: neste caso zg > z,  ou equivalentemente [zg—z ]+ >  0, para i =  v + 1 , . . . , L ,  
e zg < z, ou equivalentemente [zg — z]+ =  0, para i =  1 , . . . , v .  Entao,
L L
^ p g [zg — z]+ =  pg(zg — z ) .
i=1 i=v+1
(iii) z >  zv+1: neste caso z >  zg, i =  1 , . . . , v  +  1, com zv+1 — z <  0 =  [zv+1 — z]+. 
Conseqüentemente,
L L
^ p g [zg — z]+ >  pg(zg — z ) .
i=1 i=v+1
Em todos os casos, temos que
L L
-  z ]+ -> > Pg(zg z)Y ,p g [zg  — z ]+ >  ^ 2  Pg(zg — z),
i=1 i=v + 1
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valendo a igualdade somente quando z e  [zv , zv+1]. Aplicando esta desigualdade em (1.16) e 
usando (1.13), temos que
L
r ( z )  >  (1 — a ) z  +  pt (zt — z) =  (1 — a ) C V R a ,
i=v+1
o que estabelece (1.15) e completa a prova. □
Agora estabelecemos o resultado para o caso em que a+ > a. Vamos apresentar um 
evento fictício decompondo o evento v  em dois eventos com índices w 1 e w 2 (ver Figura 1.3) e 
probabilidades
Pw1 = a  — F z  ( zv - 1), Pw2 = a+ — a,  com zWl = zW2 = zv .
Os termos correspondentes na funcao G  definida em (1.14) serao
pwi [zW1 z ] +  pw2 [zW2 z] (pW1 + p w2 )[zv z ] p v (zv z),
e a funcao modificada coincide com a original.
Figura 1.3: Decomposicao do evento v  em dois eventos com os índices w 1 e w2.
O Teorema 1.23 fornece uma relacao direta entre C V R a e VaRa dada por
1 L
CVoRa ( Z ) = VaRa ( Z ) +  ~ ^ ^ ) ^ pi\z i — VaRa ( Z )]+.
t=1
A Figura 1.4 ilustra o resultado do Teorema 1.23 em que uma variavel aleatoria discreta 
assume valores z 1 < z2 < . . .  < z L. A linha contínua preta representa o grafico da funcao 
identidade; a linha tracejada azul representa o grafico da funcao S  que associa a cada z a parcela
1 L
1 ------ y  p t [zt — z]+ da funcao G  dada em 1.14; enquanto a linha pontilhada vermelha indica
a  t=1
a soma desta parcela S  com a identidade, ou seja, a funcao G, para um dado a  e  (0 ,1). O
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Figura 1.4: Interpretacao geometrica do Teorema 1.23.
Fonte: A autora
menor dos minimizadores da funcao G  e o  VaRa, enquanto seu valor mínimo e CVaRa . Note 
que a funcao S  se anula para z >  z L, ja  que m ax{0 ,zf — z }  =  0 para todo t  =  1, . . . , L  e 
consequentemente a funcao G  coincide com a funcao identidade.
Apresentamos a seguir uma das contribuicoes dessa tese que serâ utilizada na Secao
3.4.
L em ã 1.24 Considere a  E (0,1), Z  e Z  duas variáveis aleatorias discretas que assumem os
valores z \ , z 2, . . . , z L e z \ , . . . , z L respectivamente, com P  (Z  =  zf ) =  P  (Z  =  zf) = para
todo t  =  1 , . . . , L .  Se CVaRa (Z ) e o conditional value-at-risk de Z  e E  [Z] a esperança da 
variavel Z  entao
C VaRa(Z ) +  E [Z] =  m in ^  ( \ ( z e  +  z) +  — - 1---- r m ax{0 ,z^ — z}^ .
^GIR L  L(1 — a)  J
Demonstração. Como os eventos sao equiprovaveis, pelo Teorema 1.23 temos que
CVaRa ( Z ) =  m in ^ z  +  l —-------) m ax{0 ,zf — z ^  . (1.17)
Somando E[Z]  em ambos os lados da igualdade (1.17), usando a defin ido  de esperanca e o 
fato de que Z  nao depende de z segue que
CVaRa ( Z ) +  E[Z]  =  m in ^ z  +  l ( —------- ) 5 2  m ax{0 ,z f — z ^  +  E[Z]
=  m in | — z +  ——----- t  V  m ax{0 ,z f — z} | +  t
^gir \  L ^  L(1 — a) ^  1 f J j\  í=\ y ' í=\ /  i=\
=  min ( L  i z <z + ' )  +  l ã —— a)  z  m ax{0z  — z}\  f=i y ' i=\
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o que completa a prova. □
Exem plo 1.25 A fim  de exemplificar, considere uma variãvel aleatória Z  que assume os valores
1 ,2 ,4  e 5 com probabilidades 0 .2 ,0 .2 ,0 .4  e 0.2, respectivamente. Assim,
F  (z)
Considere inicialmente a  =  0.4. A Figura 1.5 exibe do lado direito a distribuicão de 
F  (z), os valores de VaR0.4 e CVaR04, e do lado esquerdo o grafico dafuncao G  (1.14).
0 se z < 1
0.2 se 1 < z < 2
0.4 se 2 < z < 4
0.8 se 4 < z < 5
1 se z > 5.
4.3
C V a R a
Figura 1.5: Grafico da funcao G (esquerda) e grafico da funcao de distribuicao (direita).
Fonte: A autora
Pelo grafico da funcao G podemos ver que
argm in G (z ) =  [2, 4],
z>0
como provado no Teorema 1.23. Além disso, pela definicão 1.17, temos que VaR0.4 é o menor 
dos minimizadores, logo VaR0.4 =  2. Temos então que a  =  0.4 =  F(VaRa).
Pela definicao 1.6 e 1.7 temos que
CVaR-A(Z )  =  ° .2 X 2 +  ° .40 8 4 +  ° .2 X 5 =  3.75
CVaR+A( Z ) =  0 .4 X 40+60.2 X 5 =  4.33.
Para calcular CVaR0.4 pela definição 1.21 precisamos definir a funcao a — cauda. Para tanto 
considere sua função de distribuição
0 se z  < 4
Fo.4(z) =   ̂§ se 4 <  z <  5
1 se z  5 .
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Assim, sua função a — cauda é dada por
Í0 se z  < 43 se z  =  43 se z  =  5.
Pela Definição 1.19
2 1
CVaR0A( Z ) =  -  x 4 +  -  x 5 =  4.33.
3 3
Portanto, temos que
CVaR- 4( Z ) <  CVaRoA( Z ) =  CVaR+4(Z ),
o que esta de acordo com a primeira situaçao do Teorema 1.22.
Considere agora a  =  0.6. Pela definição 1.17, temos que VaR06 =  4, assim  
a  =  0.6 <  F (VaRo.e). A Figura 1.6 exibe do lado direito a distribuição de F(z) ,  os valo­
res de VaRa e CVaRa e do lado esquerdo o gráfico da função G  (1.14), para este caso. Vemos 
que
argm in G (z ) =  4 =  VaR0.6.
z>0
Figura 1.6: Grafico da funcao G (esquerda) e grafico da funcao de distribuicao (direita).
Fonte: A autora
Pela definição 1.6 e 1.7 temos que
CVaR-A Z )  =  1X4 X 40+6a 2 X 5 =  4.33.
C V < 6(Z) =  ^  =  5.
Para calcular CVaR0.e pela definição 1.21 precisamos definir a funcao a — cauda. Para tanto 
considere sua função de distribuição
0 se z  < 4
F 0.a(z) =   ̂ 1 se 4 <  z <  5
1 se z  5 .
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Assim, sua função a — cauda í  dada por
Pela Definicão 1.19
0 se z  < 4 
fo .4 (z) 1 se z  =  4
1 se z  =  5.
CVgR oa( Z ) =  -  x 4 +  -  x 5 =  4.5.
2 2
Portanto, temos que
CVcR - 6( Z ) <  CVcR o.6(Z ) <  CVaR+6(Z ),
o que esta de acordo com a terceira situação do Teorema 1.22.
Para este caso, podemos tambem criar um evento fictício para que F  (4) 
form e ilustrado na Figura 1.7.
0.6, con-
Figura 1.7: Grafico da funcao de distribuicao com evento fictício.
Fonte: A autora
Assim, recaímos no caso em que a  =  F  (VaR), então podemos calcular CVaR a partir 
desta situação.
Pela definição 1.6 e 1.7 temos que
CVaR-A( Z ) =  ° .2 X 4 +  ° .20 6 4 +  ° .2 X 5 =  4.33
C V < 4(Z) =  Q.2 X 40+40 .2 X 5 =  4.5.
Para calcular CVaR0.6 pela definição 1.21 precisamos definir a junção a — cauda neste caso. 
Para tanto considere sua função de distribuição
0 se z  < 4
3 se 4 <  z
1 se z  > 5.
F 0.6(z) =   ̂ § se 4   <  5
Desta forma, temos sua função a — cauda
0 se z  < 4
fo.6 ( z ) = ^  § se z  =  4
2 se z  =  5.
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CVaR0 .a(Z) =  1 x 4 +  1 x 5 =  4.5.
Portanto, temos que
CVcR - 6( Z ) <  CVaR0.6( Z ) =  CVcR+6(Z ),
o que estã de acordo com a primeira situação do Teorema 1.22.
Observe que em ambas as situações o valor do CVaR0,6 e o mesmo, mostrando que o 
evento fictício e apenas uma alternativa para os calculos.
1.3 Problemas de interesse
Nesta tese estudamos problemas estocasticos de decisões sequenciais que se caracterizam pela 
necessidade de se tomar decisoes em determinado período sem conhecimento completo quanto 
aos eventos que se realizarao em períodos futuros. Desta forma, esses problemas dependem 
de quantidades incertas, que podem ser modeladas por variaveis aleatorias. Uma das possíveis 
informacoes disponíveis sobre essas variaveis sao suas realizacoes, ou seja, os valores que elas 
podem assumir.
Considere T  estagios de decisao, em que em um determinado estagio t € { h . . . , T } .  
tendo sido revelada uma informacao £t em um conjunto S t , deve ser tomada uma decisao x t € 
IR™. A informacao £t poderia ser, por exemplo, a realizacao de uma variavel aleatoria vetorial. 
Note que estamos considerando que uma decisao x t €  IR™ deve ser tomada apos a revelacao 
de £t. Esta situacao, dita aleatoriedade-decisão, e a de interesse nesta tese e ocorre quando a 
decisao x t pode depender de (£1; . . . , £ t) mas nao depende de (£t+1, . . . , £ T). Outra situacao 
possível, conhecida como decisão-aleatoriedade, e aquela em que a decisao pode depender do 
passado, mas nao depende nem do presente nem do futuro, ou seja, a decisao x t deve ser tomada 
antes da revelacao de £t .
Suponha, por simplicidade, que existam L  cenarios £ =  (£1; . . . , £ T) equiprovaveis 
independentes das decisoes tomadas. O subconjunto finito de S 1 x . . .  x S T desses L  cenarios 
sera denotado por S. Descrevemos a seguir um problema de interesse em que e fixado um 
cenario £ €  S.
P rob lem a determ inístico
Para cada cenario £ €  S, considere r  =  r(£ )  C IR™T um conjunto fechado nao vazio, que pode 
ser descrito por restricoes. O problema determinístico consiste em obter x  que minimize uma 
funcao custo f  : IR™T ^  IR, com a restricao x  €  r .  Assim o problema determinístico e dado 
por
m in im iz a r  f (x)
d- (1.18)su je ito  a x  €  i  .
P rob lem a estocastico nao  antecipativo
A funcao x(-) que associa a cada £ €  S, um vetor de decisoes sequenciais
x (£) =  (x 1(£) ,x 2(£), . . . , x t (£)) € IR™T
e considerada uma política. Note que ao fixarmos um cenario, o problema determinístico for­
nece uma política com pleno conhecimento do passado, presente e futuro. Na pratica isto nao
Pela Definição 1.19
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ocorre. Em geral, temos informacao sobre o passado e, talvez presente da variavel aleatoria e 
apenas um estudo estatístico do futuro.
Na definicao de nao antecipatividade de Rockafellar e Wets em [38], se dois cenarios 
sao identicos nos primeiros t  estagios, entao as decisoes associadas a esses cenarios devem 
ser identicas nesses t  primeiros estagios. Nos problemas estudados nesta tese, assumimos que 
os cenarios sao identicos somente no primeiro estagio, ou seja, Ç1 =  Ç[ para todos cenarios 
Ç, Ç E 5 . Assim, devemos ter que a decisao do primeiro mes seja identica para toda política 
gerada, ou seja,
x 1(Ç) =  x 1(Ç/), para todos cenarios Ç,Ç/ E 5 , (1.19)
caracterizando a restricao de nao antecipatividade.
Considere uma funcao custo f  : IRraT ^  IR e a variavel aleatoria f x:̂ , que para cada 
escolha de x(-),  associa a cada Ç E 5 , o valor da funcao f  (x(Ç)) E IR, ou seja:
f x,£ : Ç E 5  ^  f  (x(Ç)) E R̂ .
O problema estocastico nao antecipativo considera a minimizacao da esperanca E [ f x,ç] dessa 
variavel aleatoria em relacao a variavel de decisao x, de modo que seja nao antecipativa e viavel 
para todos os cenarios considerados, ou seja,
m in im iz a r  E  [f x^  ]
su je ito  o x(Ç ) E r(Ç ), para todo Ç E 5  (1.20)
X1 (Ç) =  x1(Ç/), paratodo Ç,Ç/ E 5 .
Tendo em vista que consideramos L  cenarios equiprovaveis Ç1, . . . , Ç t , . . . , Ç L E 5 , a 
esperanca da variavel aleatoria e
1 L
E  [fx,t] =  p (Ç ) f  (x(Ç)) =  f  (xt),
çes t=1
em que x t representa x(Çt ). No que segue vamos denotar o vetor x t E IRraT por ( x 1, y t ), com
x 1 E IR™ e y t E IRra(-T-1). Assim, podemos interpretar o problema como um problema de dois
estagios, sendo x 1 a decisao do primeiro estagio e y t a decisao dos demais. Desse modo, o 
problema estocastico ou nao antecipativo pode ser escrito como
1 L
m in im iz a r  — Y f  ( x 1, y t)
L  t=1 (PNA)
su je ito  o ( x 1, y t ) E r t , t  = 1 , . . . , L ,
em que r t =  r(Ç t ). Enquanto o problema determinístico (1.18) tem n T  variaveis, o problema 
PNA tem n  +  (T  — 1)n L  variaveis.
Ao resolver o problema (PNA) estamos interessados apenas na decisao do primeiro 
estagio que e nao antecipativa. Para obter uma política que seja nao antecipativa para todos os 
T  estagios, precisaremos repetir o processo a cada estagio. Fixada a decisao tomada no estagio 
t  — 1, considera-se no estagio t, cenarios equiprovaveis nao antecipativos Çt =  Ç/ e resolve-se 
um novo problema (PNA). Esse processo, chamado de simulacao, sera explicado em detalhes 
na Secao 3.3.2 para o caso do problema pratico de interesse dessa tese.
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Prob lem a não  antecipativo com aversão ao risco
A formulação do problema (PNA) assume que o tomador de decisao é neutro ao risco, no 
sentido de que custos elevados associados a alguns cenarios podem ser compensados por custos 
baixos em outros cenarios. No entanto, em algumas situacoes, o tomador de decisao e avesso 
ao risco e deseja se proteger contra custos muito elevados. Neste caso, e interessante substituir 
a esperanca na funcao objetivo por uma medida de risco, como CVaRa, discutida na Secao 1.2. 
M inim izacão de risco
Na Secao 1.2 definimos medidas de risco para um conjunto de cenarios com custos 
dados. Agora definimos problemas de minimizacao de risco com as seguintes características:
• Um conjunto de L  cenarios £i, i =  1 , . . . , L ,  sao fixos.
• Um conjunto viavel Qi C IR™ esta associado a cada cenario.
• Uma funcao de custo x  E Qi m  Zi(x) E 1R+ esta associada a cada cenario.
• Como antes, uma probabilidade p i E [0,1] esta associada a cada cenario.




Dado x  E Q, uma distribuicao Fzi (À) esta associada a {z i ( x ) , i  =  1 , . . . , L }  e as medidas de 
risco sao definidas para a  E (0,1):
x  E Q m  VaRa (x) e x  E Q m  CVaRa (x)
onde VaRa (x) e CVaRa (x) sao as medidas de risco para os custos {z i (x ) , i  =  1 , . . . , L } .  O 
problema de minimizacao de risco e
m inim izar CVaRa (x). (1.21)
xen
Usando o Teorema 1.23, este problema e equivalente a




G(x,  z) =  z +    V p i[Z i(x )  -  z]+.
1 a i=1
Juntando essas expressões, o problema de minimizacao de risco (1.21) torna-se
1 L
m inim izar z +   -------- > pi [zi (x) — z]+. (1.22)
z>o,xen 1 — a  —/i=1
Utilizando a mesma notacao usada no problema nao antecipativo sem risco, dado a  E (0,1),  o 
problema nao antecipativo com aversao ao risco e
m in im iz a r  CVaRa [f x^  ]
su je ito  a x (£ ) E r (^) ,  para todo £ E S  (1.23)
x i (Ò  =  x1(£j , paratodo l ,£f E S .
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Considerando a notacao de (PNA), os L  cenarios equiprovaveis, e o problema de 




+  T T i i  £ m a x { 0, f (x1, ye) — z }
L <1  a )
su je ito  o ( x 1, ye) E Te, t  = 1 , . . . , L .
Denotando ge =  m a x { 0 ,f  ( x1, y í ) — z } o problema anterior e equivalente a
1 L
m inim izar < z +  —  r > qe
' L(1 — a )  t̂=1
su je ito  o ( x1, y e) E Ve, t  = 1 , . . . , L  (1.24)
ge > 0, t  = 1 , . . . , L
ge — f ( x 1 , y í ) + z  > 0 t  = 1 , . . . , L .
Este problema e praticamente L  vezes maior que o determinístico e procura minimizar a media 
dos maiores custos associados aos cenarios. Na proxima secao discutiremos uma estrategia 
para identificar quais sao os cenarios associados a esses maiores custos sem precisar resolver 
o problema todo, de modo a reduzir o conjunto de cenarios e consequentemente a dimensao 
do problema nao antecipativo com aversao ao risco. Mas antes veremos uma estrategia que 
combina a esperanca com CVaR para a inclusao de risco ao problema. Esta estrategia pode ser 
util para o tomador de decisao ponderar a inclusao de risco no problema.
P rob lem a com aversão ao risco como com binação convexa d a  esperança e de CVaR
Em [40] Shapiro apresenta, no contexto do PDDE para multiestagios, uma medida coerente de 
risco dada pela combinacao convexa da esperanca e CVaRa. Ou seja, dado 3  E [0,1], ao inves 
de minimizar a esperanca como em (1.20), considera-se o seguinte problema nao antecipativo
m inim izar (1 — 3 ) E  f  , ç] +  [3 CVaRa (fx  ç )
su je ito  o x(Ç) E r(Ç ), para todo Ç E 5  (1.25)
x i (Ç) =  x ^ 3 , paratodo Ç,Ç/ E 5 .
Note que se 3  =  0, este problema se reduz a (1.20) e se 3  = 1 ,  ele se reduz a (1.23).
Como visto na Secao 1.2, CVaRa e uma medida de risco, sendo assim satisfaz algumas 
propriedades, dentre elas a propriedade de homogeneidade positiva, ou seja,
3  CVaRa (fx,z) =  CVaRa (3 fx ,ç) .
Sabemos que esta propriedade e valida tambem para a esperanca, e assim,
(1 — 3 ) E  [fx,Ç] =  E  [(1 — 3 ) f x,ç] .
Desta forma, dado 3  E [0,1], o problema (1.25) e equivalente a
m inim izar E  [(1 — 3 ) fx ,ç] +  CVaRa (3 fx , ç)
su je ito  o x(Ç) E r(Ç ), paratodo Ç E 5  (1.26)
x i (Ç) =  Xl(Ç/), paratodo Ç,Ç/ E 5 .
Usando o Lema 1.24 com Z  =  3 f x,ç e Z  =  (1 — 3 ) f x,ç, o problema (1.26) e equivalente a
1 L 1 L 
m inim izar (1 — 3 ) f  ( x 1, ye) +  z +  L ( 1 _  ) Y 1  ge
e=1 ( a )  e=1 ( i 27)
su je ito  o ( x 1, y e) e  Te, t  = 1 , . . . , L  (1.27)
ge > 0 , t  =  1, . . . , L




Uma reducao do numero de cenarios passa pela definicao de cenarios irrelevantes [1,32], ou 
seja, daqueles que podem ser considerados com probabilidade nula de ocorrência na resolucao 
do problema (1.24) sem alterar o valor otimo da funcao objetivo.
Definicao 1.26 Seja S  um conjunto de cenarios com £1 =  £[ para todo £,£'  €  S  e a  €  (0,1). 
Considere S 1 C S  um subconjunto de cenarios, D  =  S \S ' e as probabilidades
Quando o valor otimo do problema  (1.23) e igual ao valor otimo do problema reduzido
dizemos que os cenários em D  são irrelevantes para o problema  (1.23).
Em particular, no nosso caso, em que 5  tem L  cenários equiprováveis, tomamos um 
subconjunto 5 ' c  5  com q cenarios equiprovaveis, em que q e natural no intervalo ((1 — a )L, L). 
Assim,
O bservacão 1.27 A restrição de viabilidade x(£) €  r (£ )  para todo £ €  S  em (1.28), impede a 
redução do tamanho do problema. Para contornar essa dificuldade, o que se propoe e resolver 
o problema  (1.28) com a restrição x (£ ) € r ( £ ) para todo £ € S 1 e em seguida verificar se 
a solução obtida í  viãvel para todos os demais cenarios de D  =  S \S '.  Se esta solução fo r  
viãvel para todos os cenarios, o conjunto D  fo i encontrado, caso contrírio, redefinimos D. A 
esbategia para obtenção deste conjunto irrelevante será fe ita  com detalhes na Seção 4.9.
O parâmetro a 1 é definido de modo que a quantidade de cenarios utilizados para cal­
cular CVaRa/ coincida com a quantidade utilizada para determinar CVaRa. O proximo teorema 
permite caracterizar um conjunto de cenarios irrelevantes a partir da medida VaRa .
Teorem a 1.28 Seja x* €  IR™T uma solução do problema  (1.23) e considere o conjunto
Então, os cenarios no conjunto D  são irrelevantes para o problema  (1.23).
Demonstração . S egue de [1, Thm.2]. □
Por este teorema a caracterizacao de D  requer conhecimento da solucao otima x*, e que 
obviamente nao e conhecida. A ideia e portanto obter uma aproximacao para x* a partir da qual 
possamos ter uma aproximacao para o conjunto D. Estrategias para calcular essa aproximacao, 
no nosso problema de aplicacao, serâo discutidas no Capítulo 4.
Seja
a  — E  teD P(£)
m in im iz a r  CVaRai [fx^  ] 
su je ito  a x ( í ) e  r ( £ ), para todo £ e  5  
x i (£) =  x i (£'), para todo £ ,£  e
(1.28)
e a
/ =  q — (1 — a )L
q
D  =  { í  e  5  I f  ( x*( í )) <  VaRa[fxçt]}■
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Teorem a 1.29 Seja S  um conjunto de cenários com £1 =  £1 para todo £,£'  E S  e a  =  
F(VaRa ) E (0,1). Considere S ' C S  um subconjunto de cenários, D  =  S \S ' e as proba­
bilidades
P(£) £ E S '
Defina
& ( £ ) = {  1 ^  teD P(£)
0, £ E D
' =  a  -  E teD P(£)
1 -  S teD p(£)
Seja x  E r ( £ ), para todo £ E S, uma solução do problema  (1.28). Se f  (x(£)) <  VaRa> [fx ,t ], 
para todo £ E D, entao x  é solucao do problema (1.23).
Demonstracao. Usando a hipótese e o fato que a ' < a , temos pela Definicao 1.4 que para todo
£ E D
f  (x(£)) <  VaRa[fx,t] <  VaRa [fx,t].
Usando a Proposicao 1.21 e isto temos que
CVaRa [fx ,t] =  C V R + f  t ] =  E  [f (x(£)) | f  (x(£)) > VaRa [fx ,t]]
= J 2  p (£ ) f  (x(£))
çes'
p (£)
Í 1 -  £ P ( í ) )  £  1 -  teD p(£)
f  ( m )
1 -  E  P(£4 CVcRadf ,
teD
Usando a desigualdade acima, o fato que x  e uma solucao do problema (1.28) e a ' < a , segue 
que, para x  E r ( £ ) para todo £ E S,
CVaRa[fx,t] <  CVoRa>[fx,t] <  C V R [ f x , t ] <  CVaRa[fx,t].
Usando isto e o fato que x  e uma solucao do problema (1.28), segue que x  e solucao do problema 




No capítulo anterior foram discutidos os problemas estocasticos de decisoes sequenciais de 
interesse dessa tese, em que a estocasticidade e tratada atraves de analise de cenarios. Fixado 
um cenario, recaímos num problema determinístico e assumimos que temos um algoritmo capaz 
de resolve-lo. Ao considerarmos um conjunto de L  cenarios, temos o problema (PNA) em que 
desejamos obter uma solucao nao antecipativa. Este problema e praticamente L  vezes maior que 
o determínistico. Dependendo do numero de cenarios considerados, o algoritmo que resolve o 
problema determinístico pode ser usado para resolver o problema nao antecipativo. No entanto, 
se o numero de cenarios e muito grande pode ser necessario fazer uso de um algoritmo que 
permita sua paralelizacao, como o algoritmo Progressive Hedging proposto por Wets em [43]. A 
ideia central desse metodo consiste em decompor o problema (PNA) em subproblemas menores, 
de forma que as solucoes individuais para cada cenario sejam combinadas para calcular uma 
solucao otima nao antecipativa do problema original.
Este capítulo e dedicado ao Algoritmo Progressive Hedging que sera aplicado a um 
problema de planejamento hidrotermico como veremos nos proximos capítulos. Na Secao 2.1 
apresentamos o algoritmo Progressive Hedging. Na Secao 2.2, o algoritmo e adaptado de forma 
a resolver o problema nao antecipativo com aversao ao risco.
2.1 Algoritmo
Como vimos na Secao 1.3, estamos interessados em problemas estocasticos de decisoes sequen­
ciais. Consideramos T  estagios de decisao, em que em um determinado estagio t E { 1 , . . . , T }  
deve ser tomada uma decisao x t E IR™, apos ter sido revelada uma informacao Çt E 5 t . Denota­
mos 5  =  5 1 x . . .  x 5 t . Assumimos, por simplicidade, que existem L  cenarios equiprovaveis 
Ç 1, . . . , Ç L E 5 , com Ç[ =  Ç1 para todo t  E { 2 , . . . , L } .  Estamos particularmente interessa­
dos na decisao x 1 do primeiro estagio que seja nao antecipativa, ou seja, x 1 =  x t1, para todo 
t  E { 1 , . . . , L } .  Assim, essa decisao e tomada como uma solucao do problema nao antecipativo
1 L
m in im iz a r  — £  f  ( x 1, ye)
L  t=1 (PNA)
su je ito  o ( x 1, ye) E Te, t  = 1 , . . . , L ,
em que y£ =  y(£f)  =  (x £2, . . . , x £T) € IRn(T _1) e r  =  r ( ^ )  é o conjunto viável que depende do 
cenário. Note que esse problema tem n  +  n ( T  — 1)L variáveis.
Nestá secáo discutimos o metodo Progressive Hedging (PH) proposto por Wets em [43] 
para resolver esse problemá que o decompoe em L  problemás. A condicáo de náo ántecipátivi-
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dade da decisao do primeiro estagio pode ser escrita como
x1 =  x 1, para todo t  = 2 , . . . , L .
Essas igualdades podem ser reescritas tambem considerando a media das variaveis, ou seja,
1 yL '
x{ =  para todo £ = 1 , . . . , L .  (2.1)
i=1
Desse modo, o problema (PNA) equivale a
1 \  'm in im iz a r  L  f  (x1 , y e)
í=1
su je ito  a ( x{ , y£) € r e, t  = 1 , . . . , Lyl;
1 L t   1
'i  =  T  /  j x i,x i =  £ = 1 , . . . , l .
i=1
Este problema tem agora n T L  variaveis, ou seja, n ( L  — 1) variaveis a mais que (PNA). No en­
tanto, nos permite decompor o problema em subproblemas. Para tanto, o algoritmo Progressive 
Hedging considera uma meta x  para a media dessas L  variaveis x1 e atualiza-a iterativamente. 
Dado x  €  IR™, consideramos o problema
1 L
m in im iz a r  — f  (x1 , y í )
L
í = \
su je ito  a ( x{ , y£) € t  = 1 , . . . , L  (2.2)
x \  =  x,  t  = 1 , . . . , L ,
que pode agora ser decomposto em L  problemas. Ou seja, para cada t  =  1 , . . . , L ,  consideramos 
um problema da forma:
m in im iz a r  f  ( x { , y£)
su je ito  a (x1 , y e) €  r  (2.3)
A introducao da meta X permitiu a decomposicao do problema. Essa meta e a grande res- 
ponsavel pelo acoplamento dos L  problemas, que como dissemos acima, sera atualizada itera­
tivamente pelo algoritmo.
A restricao de acoplamento, que em geral e inviavel, e tratada na funcao objetivo do 
problema (2.3), penalizando-a como nos metodos de Lagrangiano Aumentado, discutido por 
Nocedal e W right em [26]. Assim, dado um parâmetro de penalidade p > 0, considere, para 
cada cenario t  € { 1 , . . . L } ,  a funcao L  : IR™T x IR™ ^  ^  definida por
em que w £ €  e o multiplicador de Lagrange associado a restricao de acoplamento x1 =  X.
Dada uma meta inicial X0 € IR™ e uma estimativa para os multiplicadores de Lagrange 
(w£)° € IR™, o Algoritmo Progressive Hedging resolve, em cada iteracao, L  problemas de 
minimizacao da funcao Lagrangiana (2.4) associada a cada cenario t  no conjunto r^. Esses 
problemas sao independentes e podem ser resolvidos paralelamente. A meta para a proxima 
iteracao e calculada, com base em (2.1), como a media das solucoes desses problemas e os 
multiplicadores sao atualizados de acordo com os metodos de Lagrangiano Aumentado. A 
atualizacao do parâmetro de penalidade requer uma discussao a parte que sera apresentada logo 
apos o algoritmo.
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Dados: p 1 =  0, x 0 =  0 e  IR™ e (w£)0 =  0 e  IR™ para todo í  =  1, . . . , L .  
k  =  1
Algoritmo 2.1 Progressive Hedging
Repita





(x í1 , y í )k E  í f  (x{,ye) +  ( (we)k ^  x1 +  pk 
x , v  l v J 2
x1 -  Xk-1
Xk =  — ^  (x1 
i=1
Para cada í
(we)k = (we)k-1 + pk((x1)k -  (X)k)
Atualiza pk+1 > 0 
k = k +  1
Alguns passos do algoritmo merecem discussao, como veremos a seguir.
A tualizacao do p a ram etro  de penalidade
O PH e um dos metodos de decomposicao de cenarios mais populares na programacao 
estocastica de multiestagio, segundo Bastin e Zehtabian, [2]. Embora alcance uma decomposi- 
cao completa em relacao aos cenarios, sua eficiencia permanece sensível a algumas opcoes de 
implementacao. Em particular, o desempenho do algoritmo esta relacionado ao valor do para­
metro de penalidade p. Nesta secao apresentamos uma discussao sobre possibilidades para sua 
atualizacao.
Em [38], Rockafellar e Wets propoem o metodo PH e estabelecem sua convergencia 
com o parametro de penalidade constante. No entanto, varios autores propuseram diferentes es- 
trategias para atualiza-lo e observaram que, na pratica, a escolha deste parametro de penalidade 
tem grande impacto no comportamento numeírico do algoritmo.
No Algoritmo 2.1, o parametro p 1 e fixado nulo na primeira iteracao. Nas demais 
iteracoes, o parametro pode ser atualizado como veremos a seguir.
Em [12] os autores consideram uma sequencia crescente (pk), ou seja, dados p2 >  0 e 
t  > 1, a sequencia e gerada por
pk+1 =  Tpk, para todo k > 2. (2.5)
Mulvey e Vladimirou mostram em [23] que a taxa geral de convergencia do PH e 
particularmente sensível a escolha do parametro de penalidade. Eles sugerem considerar uma 
sequencia com um valor pequeno e a cada iteracao ter um aumento dinamico com uma possível 
reducao repentina, ou seja, dados p2 >  0, t  > 1 e 0 <  p  < 1, a sequencia e atualizada por
pk+1 = (Tpk)M, para todo k > 2. (2.6)
Considerando valores decrescentes para o parametro de penalidade, os autores de [33] 
sugerem que a cada iteracao o decrescimento do parametro de penalidade esteja relacionado 
com o numero de iteracao do algoritmo, ou seja, dados 0 <  a,  [3 < 1,
Pk+1 =  — , .J ,  , n, , para todo k > 1. (2.7)
a  +  [  (k +  1)
Existem outras estrategias para atualizar o parametro de penalidade [2], mas nao ha
consenso ateí o momento de qual seria mais eficiente, pois isto pode depender inclusive de
características do problema considerado.
2
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M édia dos m ultip licadores de L agrange
O proximo resultado, enunciado em [43], garante que a media dos multiplicadores de Lagrange 
em relacao aos cenarios e nula ao longo das iteracoes.
P roposicão 2.2 Considere ( (we) ] a sequência de multiplicadores de Lagrange gerada pelo
Algoritmo 2.1, associada a cada cenário í  e { 1 , - - - , L } .  Então, para todo k > 0
1 L
)k = 0 G ^
i=\
Demonstração. A prova sera feita por inducao em k. Para k  =  0 temos, pelo algoritmo que
1 L
(we)0 =  0, para todo t  =  1 , . . . , L ,  assim — ^ ( w e)fc =  0. Assuma agora, a hipotese de
í =\
inducao, que — V ( w e)fc- 1 =  0. Usando isto e a regra de atualizacao dos multiplicadores 
L e=1
(we)k — (we)k 1 =  pk((x{)h — x k), temos:
1 L
L  E  <w')'
e=i
1 L 1 L 









£  [(«>')' -  ( w ') ' - 1]
1=1
L
[Pk ( (x 1)k ( (x1 )k —
'=1
1 _ , _ L , 1
- V ( x 1)k —x * ^
L 1=1 L'=1
Pk ■ 0 =  0,
completando a demonstração. □
L
A m eta  calcu lada pode ser inviável p a ra  o p rob lem a orig inal em u m a iteração
Para cada cenário í  E { 1 , . . . , L } ,  defina o conjunto
=  {x \  E IR™ I 3 y e com (x i , y e) e  r e},
e
L
^  =  0
e=i
Dado í  E { 1 , - - - , L } ,  (x{)k e viavel para o problema (2.3), ou seja (x i1,y i )k E r e, e conse­
quentemente (x{)k E Qe. No entanto a meta, obtida como a media dessas decisoes particulares, 
pode nao ser viavel para todos os cenarios, ou seja, x k E
A medida que as iteracoes aumentam, a expectativa e de que a restricao de nao anteci- 
patividade force que as decisoes (xi )k se aproximem entre si, independente do cenario, forcando 
a viabilidade aproximada da meta x k.
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C rité rio  de p a ra d a  do algoritm o
A meta Xk e calculada iterativamente como a media das decisoes do primeiro estagio obtidas 
pela resolucao do problema de minimizar (2.4) em r 0, para cada t  € { 1 , . . . , L } .  A expectativa 
e de que ao longo das iteracoes essa meta se aproxime da decisao do primeiro estagio indepen­
dente do cenario. Assim, como considerado na literatura [39,43], dado e > 0, o algoritmo para 
com sucesso quando em uma iteracao k, o seguinte criterio e satisfeito:
||(x1)k — x k -1 \\ < e, para todo t  € { 1  . . . , L } .  (2.8)
Ha outros criterios de parada possíveis. Rockafellar e Wets, em [38], utilizam como criterio a 
norma da diferenca da variacao dos multiplicadores de Lagrange entre iteracoes consecutivas. 
Preferimos adotar o criterio de parada dado em (2.8) pois a atualizacao dos multiplicadores de 
Lagrange depende explicitamente do parâmetro de penalidade, cuja atualizacao nao e consen­
sual.
Na proxima secao discutimos adaptacoes ao algoritmo Progressive Hedging de modo 
a resolver o problema de minimizacao de CVaRa.
2.2 Inclusao de aversão ao risco
Nesta secao adaptamos o algoritmo PH visando sua aplicacao na resolucao de problemas da 
forma (1.24) de minimizacao de CVaRa. A minimizacao de medidas de risco, como o CVaRa 
apresenta um obstaculo para a aplicacao do algoritmo PH que e a falta de separabilidade. A 
introducao de variaveis adicionais ajudara a contornar este obstaculo. Assim, nesta secao, ba­
seada em [36], mostramos como o algoritmo PH pode ser aplicado para resolver problemas da 
forma (1.24) atraves da introducao de variaveis adicionais que, como as metas, discutidas na 
secao anterior, serâo atualizadas iterativamente atraves da media de solucoes obtidas para cada 
cenario.
Inicialmente, de maneira analoga a considerada para resolver o problema (PNA) com 
o metodo PH, dada uma meta X €  IR™, o acoplamento entre as solucoes para os problemas para 
cada cenario e realizado atraves das restricoes de nao antecipatividade da decisao do primeiro 
estagio como x1 =  X, para todo t  =  1 , . . . , L .  Assim, dado a  €  (0,1),  essas restricoes sao 
incorporadas ao problema (1.24) que se escreve como:
1 V 'm inim izar < z +  —  r > q0
L(1 — a )  0
su je ito  a (x{,y°) €  r 0, t  = 1 , . . . , L  (2 9 )
x1 =  X, t  = 1 , . . . , L ,
qe — f (x1, y0) +  z >  0 t  = 1 , . . . ,L,
qo > 0, t  = 1 , . . . , L .
Para aplicar o algoritmo de Progressive Hedging para resolver o problema (2.9), pre­
cisamos ter a separabilidade por cenarios. Note que temos o mesmo z para todos os cenarios, 
impedindo a separabilidade em subproblemas. A estrategia e entao criar uma variavel adici­
onal z 0 para cada cenario t  €  { 1 , . . . , L }  e obrigar que essas variaveis coincidam atraves de 
restricoes de nao antecipatividade analogas a variavel de decisao do primeiro estagio. Reescre­
vermos entao, as restricoes de nao antecipatividade considerando uma meta (X, C) € IR™+1 para 
as variaveis primais e obrigando que
(x1 ,z0) =  (X, C), para todo t  = 1 , . . . , L .
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As restricoes de desigualdade do problema (2.9), que nao sao de caixa, sao reescritas como 
igualdades com a inclusao de variaveis de folga. Assim, apos a introducao dessas variaveis 
adicionais, o problema (2.9) e reescrito nas variaveis ( ( x{ , ye) , z e) E ]RraT+1 como
f l  £
m inim izar < 2_^ I l z +
. £=1 ''
su je ito  a (x { , y £) G r £,
l
L(1 — a) 9í
xi i Xk,
z£ =  k,
9í  -  f  (Xi , y£) + z£ — s£ =  0 , 
9í  > 0 , 













De modo analogo a secao anterior, as restricoes de nao antecipatividade sao tratadas atraves 
de metodos de penalidade como o Lagrangiano aumentado. Assim, para cada í  e { 1 , . . . , l } , 
considere a funcao L a : H nT x ]R x ]R™ x ]R m  IR definida por
L a ( ( x l , y £) , z £, w £, u£) = 1 £
L  z£ +
1
g£ +  (w£)T (xl — X)
L (1 — a ) 
P+  (u£)(z£ -  z) +  p  ||x1 -  x ^2 +  2  z  -  z ) 2 ,
em que w £ E ]R™ e u£ E ]R sao os multiplicadores de Lagrange associados as restricoes de 
nao antecipatividade das variaveis x1 e z £, respectivamente. Analogamente a Secao 2.1, dados 
p >  0, x 0 =  0 E ]R™, z0 =  0 E ]R, (u£)0 =  0 E ]R e (w£)0 =  0 E ]R™ para todo í  =  1 , . . . , L ,  o 
algoritmo Progressive Hedging calcula em cada iteracao k:
• Variaveis ((x { , y £)k , (z£)k) como argumento da minimizacao do problema
m in im iz a r  L a, k((x£1, y £) , z £, (w£)k 1, (u£)k 1) 
su je ito  o (x£1, y £) E r £,
9£ -  f  (x £L, y £) +  z£ -  s£ =  0 , 
g£(z£) > 0 ,
s£ 0 .
(2 .10)
Metas atualizadas da seguinte forma
1 ^  (  x £
L ^ \ z£ £=1 v
Multiplicadores de Lagrange atualizados por
k- 1
+  p
Parametro de penalidade p pode ser atualizado de diferentes maneiras como discutido na 
Secao 2.1.




Algoritmo 2.3 Progressive Hedging para minimizacao de CVaRa
Dados: p 1 =  0, x°  =  0 e  IR™, i 0 =  0 e  IR,
(ue)0 =  0 E IR e (we)0 =  0 E IR™, para todo t  =  1 , . . . , L .
k  =  1 
Repita
Para cada t  E { 1 , . . . , L }
Encontre ((x { , y e)k , (ze)k) uma solução do problema (2.10)
obtida atraves do mesmo algoritmo usado para obter uma solucao do problema determinístico
No proximo capítulo apresentamos o problema pratico de interesse dessa tese em que 
aplicaremos os algoritmos estudados neste capítulo.
Para cada i  e  { l , . . . , L }
Atualize pk+1 > 0
k = k + l




O problema de planejamento da operaçao 
de sistemas hidrotermicos
Neste capítulo apresentamos os problemas de interesse dessa tese vistos na Seção 1.3, mas agora 
na situaçao pratica do planejamento da operaçao de sistemas hidrotermicos em que as afluencias 
sao as responsaveis pela aleatoriedade do problema. A Secao 3.1 é dedicada a contextualizacao 
do problema pratico [5,22,24]. Sao apresentadas algumas características importantes do Setor 
Eletrico Brasileiro e do Sistema Interligado Nacional, sao destacadas algumas propriedades de 
funcionamento das usinas hidroeletricas e termoeletricas abordadas por Kleina em [17], e e 
feita uma breve descricao de como o problema tem sido usualmente resolvido [4]. Na secao 
3.2, e apresentado o modelo determinístico como um problema de programacao nao linear, 
seguindo as ideias de [20], em que e considerado fixado um cenario de afluencia. Sao descritos 
os dados, as variaveis de decisao, a funcao objetivo e as restricões do problema. Na Secao 3.3, 
discutimos algumas particularidades [31] do problema nao antecipativo discutido na Secao 1.3 
para o caso do problema de planejamento da operacao. Apresentamos uma representacao dos 
cenarios de afluencias fornecidos pelos autores de [9] e para um cenario de simulacao dado 
descrevemos como uma política nao antecipativa associada a este cenario e determinada. Por 
fim, na Secao 3.4 sao analisadas três alternativas para inclusao de aversao ao risco no caso 
particular do problema do planejamento, conforme [6,40].
3.1 Contextualizaçao
O Setor Eletrico Brasileiro (SEB) e constituído por um parque hidro-termo-eolico de geracao 
cuja matriz energetica baseia-se predominantemente na geracao hidráulica. No entanto, outras 
fontes de energia como solar, nuclear e biomassa contribuem na geracao de energia do Sistema 
Interligado Nacional (SIN). A Figura 3.1 mostra a capacidade do SIN das diferentes fontes 
de geracao de energia. Cerca de 65% da geracao de energia eletrica corresponde a geracao em 
aproveitamentos hidroeletricos. Mesmo com o crescimento das novas fontes de geracao de ener­
gia, as usinas hidroeletricas e termoeletricas sao ainda responsaveis por 78,9%  da capacidade 
instalada do SIN. Embora as usinas eólicas representem cada vez mais uma fonte importante de 
energia, nesta tese iremos focar nossa atencao nas usinas hidroeletricas e termoeletricas, visto 
que no problema de interesse a energia gerada por usinas eolicas poderiam ser consideradas 
descontando-se da demanda.
As usinas hidroeletricas funcionam atraves da pressao da agua que gira a turbina, trans­
formando a energia potencial, obtida do armazenamento de agua em reservatórios, em energia 
cinetica quando esta e conduzida sob pressao atraves do conduto forcado ao conjunto das tur­
binas. As turbinas absorvem a energia cinetica do fluxo de agua, transformando-a em energia
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Figura 3.1: Capacidade Instalada do SIN- 2020/2024.
Fonte: ONS (2019)
mecanica. Finalmente, esta energia e transmitida atraves de um eixo ao gerador que por sua vez 
a transforma em energia eletrica. A agua segue entao para o rio pelo canal de fuga. A Figura 3.2 
da uma ideia do trajeto realizado pela agua a fim de gerar energia. Cada elemento deste trajeto 
influencia de alguma maneira o planejamento da operacao.
Figura 3.2: Componentes de uma usina hidroeletrica.
Fonte: Adaptado de [42]
Nas usinas termoeletricas, a energia eletrica e obtida atraves da transformacao de ener­
gia termica em energia mecanica para movimentacao de uma turbina acoplada a um gerador.
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São vários os tipos de usinas termoelétricas, a diferença entre elas está na forma com que a 
energia termica e gerada, ou seja, que tipo de combustível e utilizado e como este e queimado. 
Alguns dos combustíveis utilizados sao: carvao mineral, cóleo, gas natural e biomassa [17]. A 
forma com que o combustível e queimado resulta em outra divisao das usinas termoeletricas: 
usinas com turbinas a vapor, usinas com turbinas a gas e usinas de combustao direta. Por exem­
plo, a Figura 3.3 mostra o esquema simplificado de um a usina com turbinas a vapor, onde o 
combustível e queimado para fornecer calor a um a caldeira, e então a agua e aquecida e trans­






Figura 3.3: Esquema simplificado de um a usina termica a vapor.
Fonte: Adaptado de [5]
As usinas hidroeletricas encontram-se dispostas em cascatas, fazendo com que a opera- 
cao de um a usina afete as usinas que estejam a jusante. Isso faz com que o sistema seja inter­
dependente. A entrada em operacao de um a usina hidroeletrica fica condicionada a existencia 
de um a vazao afluente provinda de mananciais hídricos e areas de drenagem de um a respectiva 
bacia hidrográfica. A vazao afluente de um a usina e caracterizada de duas maneiras: vazoes 
naturais e incrementais. Segundo Cicogna [5], a vazao natural afluente a um a usina e a quanti­
dade de agua passando no rio sem considerar um reservatório para regularizacao, enquanto que 
a incremental e a vazao que entra na usina sem ter passado pelo reservatório a montante.
Os reservatórios das usinas hidroeletricas sao de dois tipos: de regularização, em que 
as vazoes afluentes podem ser represadas por longos períodos de tempo, resultando em grandes 
volumes de agua e areas alagadas, ou afio  dá g u a , em que a vazao afluente e acumulada apenas 
para prover regularizacao diaria ou semanal, ou e utilizada diretamente para a geracao.
A Figura 3.4 ilustra a cascata das usinas do rio Iguacu. Nesta cascata ha três usinas 
com reservatórios, Salto Santiago, Segredo e Foz do Areia, representadas por um triangulo e 
duas usinas a fio drágua, Salto Caxias e Salto Osorio, representadas por um círculo.
A Figura 3.5 destaca diferentes níveis de volume de um reservatório. A usina tem um 
volume operativo mínimo, Vmin, abaixo do qual e considerado volume morto, ja  que a agua 
nao consegue adentrar ao canal adutor da usina para gerar energia. Por outro lado, o volume 
operativo maximo, Vmax, representa a capacidade maxima de armazenamento do reservatório, 
acima do qual ainda e considerado um volume de seguranca. Em geral, o nível da agua do 
reservatório deve encontrar-se entre os volumes extremantes operativos da usina. Este volume, 
que se encontra entre Vmin e Vmax e chamado de volume litil. Nas usinas a fio drágua, a variacao 
do volume e pequena. Essa variacao e considerada no planejamento diario. No planejamento 
de medio prazo, que e o objetivo dessa tese, os volumes mínimo e maximo, para estas usinas, 
sao considerados coincidentes.
Considerando a afluencia de um a usina, existem duas possibilidades para que a agua 
volte ao seu manancial hídrico natural. A primeira possibilidade e apos o turbinamento de agua,
45
Figura 3.4: Cascata do rio Iguaçu. 
Fonte: Adaptado de ONS (2018)
Figura 3.5: Níveis de um reservatório. 
Fonte: Adaptado de [42]
que por definiçao e a vazao que passa pelas turbinas produzindo energia apos ser retirada pelo 
canal adutor do reservatório. A segunda possibilidade e o vertimento de agua, cuja vazao nao 
passa pelas turbinas. Tomando o custo como referencia, deve-se evitar o vertimento, porem há 
casos em que isso nao e possível, por exemplo, quando o volume do reservatório esta acima 
do limite maximo operativo ou para garantir a manutencao das atividades a jusante da usina. 
Assim, a adicao da vazao turbinada e vertida fornece a defluencia do reservatório, isto e, a vazao 
que sai de uma usina para outra.
O SIN e classificado em quatro regioes geoeletricas de geracao com características 
hidrologicas e operativas distintas entre si, denominadas subsistemas, a saber, Sul (S), Sudes- 
te/Centro-Oeste (SE), Nordeste (NE) e Norte (N) [10]. A Figura 3.6 ilustra as linhas de trans- 
missao do SIN, que segundo o ONS (2019) possui uma extensao de 141.388 Km de linhas de 
transmissao e tem uma projecao esperada de 185.484 Km de linhas de transmissao instalada em 
2023.
O subsistema Sudeste/Centro-Oeste e o maior do SIN em capacidade instalada. Outra 
característica desta regiao e a sua sazonalidade muito bem definida, em que o período chu­
voso vai de novembro a maio e o de seca nos meses restantes. Os registros históricos de vazao 
mostram uma sazonalidade semelhante nas regioes Nordeste e Norte. Ja o subsistema Sul e co­
nhecido por nao possuir sazonalidade bem definida. Suas vazoes possuem notavel variabilidade 
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Figura 3.6: Sistema de Transmissao - Horizonte 2024.
Fonte: ONS (2019)
meses de baixa afluencia ou exportando em meses de alta afluencia.
O problema de planejamento hidrotermico consiste em decidir quanto de energia será 
gerada pelas usinas hidroeletricas e termoeletricas ao longo de um horizonte de planejamento, 
de forma que a demanda do sistema seja atendida com um custo mínimo possível. Pode-se 
pensar que a utilizacao das usinas hidroeletricas traz maiores benefícios econômicos, ja  que a 
agua nao tem custo, porem, sua operacao exige um cuidadoso planejamento para conciliar os 
objetivos conflitantes de minimizar o desperdício de agua (vertimentos) no período de chuvas 
e minimizar o risco de desabastecimento no período de seca. Alem disso, somente a geracao 
hidroeletrica nao supre completamente a demanda brasileira, e restricoes ambientais devem ser 
respeitadas. Logo, e exigido um equilíbrio entre a geracao termoeletrica e hidroeletrica em to­
das as usinas consideradas, visando a operacao como um todo [17]. Se a decisao tomada for 
utilizar a agua no presente (despachando as usinas hidroeletricas) e no futuro as afluencias fo­
rem baixas, havera um custoso deficit de energia. Por outro lado se a decisao for economizar 
agua (despachar as usinas termicas) e as afluencias futuras forem altas, o resultado sera um ver- 
timento de agua, o que significa que nao foi aproveitado todo o potencial hidráulico do sistema 
e agua esta sendo jogada fora. Marcilio em [20], destaca algumas características do problema:
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estocãsticidãde devida à incerteza das afluencias futuras; usinas hidroeletriçás dispostas em cas­
catas, o que faz a operacao de uma usina interferir nas usinas a jusante; necessidade de tomada 
de decisões que levem em consideracao suas consequencias futuras.
De acordo com o horizonte, o plánejámentõ da operacao e classificado em medio, 
curto e curtíssimo prazo [4]. Embora na literatura haja diferentes classificacões, normalmente 
no problema de medio prazo, o horizonte e de 5 anos com discretizacao em estagios mensais; 
no curto prazo, considera-se horizonte de um ano com discretizacao semanal; e finalmente no 
curtíssimo prazo, o horizonte e de 1 ou 2 semanas com discretizacao diaria. Quanto menor o 
horizonte, maior o grau de detalhamento dos dados na modelagem do problema.
O ONS dispõe de modelos çõmputáçiõnáis, desenvolvidos pelo Centro de Pesquisa de 
Energia Eletrica - CEPEL, para a otimizacao da operacao em cada um dos casos: NEWAVE, 
DECOMP e DESSEM para mediõ, curtõ e curtíssimo prazo, respectivamente. Segundõ Nacif 
[24], átuálmente de forma oficial sao utilizados apenas os modelos NEWAVE e DECOMP. O 
NEWAVE utiliza a metodologia de programacao dinâmica dual estocásticã (PDDE). De acordo 
com [3], nos primeiros anos do período de estudo as usinas hidroeletricas sao tratadas de forma 
individualizadas e nos demais estagios, elas sao representadas por reservatórios equivalentes 
de energia (REEs). O modelo DECOMP, relativo ao planejamento de curto prazo, considera 
as usinas de forma individualizada. Em ambos, NEWAVE e DECOMP, o problema eí linear 
e s to c a s te ,  de grande porte e multiperíodo.
Nosso foco de interesse estaí no problema de planejamento de meídio prazo para o 
SIN com tratamento das usinas de forma individualizada e levando em consideracao seu tipo 
de produtividade que pode nos levar a problemas nao lineares de grande porte. O problema 
consiste na minimizacao dos custos de geracao t e r m o e ^ ^ a  e de deficit energetico do sistema, 
levando em consideracao as restricões operátivás das usinas, balanco hídrico, atendimento a 
demanda, defluencia mínima total dos reservatórios, evaporacao e limite das variaveis. Deseja- 
se, assim, obter valores õtimos de geracao hidraulica e termica, intercambios de energia entre 
subsistemas e deíficits em todo o horizonte de planejamento, com o objetivo de minimizar o 
custo total esperado da operacao. As incertezas consideradas sao devidas as afluencias que 
nesta tese sao tratadas atraves da analise de cenarios. Na Secao 3.2 apresentamos o problema 
de planejamento hidrotermico determinístico, ou seja, assumindo que um cenario de afluencias 
e fornecido. O problema nao ãntecipãtivo considerando um conjunto de cenarios e discutido na 
Secao 3.3. Finalmente, na Secao 3.4 e apresentado o problema de planejamento nao ántecipátivo 
com aversao ao risco.
3.2 Modelagem do problema determinístico
Nesta secao apresentamos a modelagem do problema de planejamento da operacao de medio 
prazo, que consiste em tomar decisões sequenciais que minimizem o valor presente da soma 
dos custos de geracao termica, de deficit e de intercambio de energia entre subsistemas.
Em meídio prazo, utilizar em grande escala as usinas hidroeleítricas implica em baixo 
custo de operacao devido a economia de combustíveis, mas pode haver um aumento no custo 
de operacao futuro, principalmente se as afluencias hidrologicas forem baixas. Ja, utilizar em 
sua maioria as usinas te r m o e ^ ^ a s  ameniza o acréscimo do custo de operacao futuro no caso 
em que as afluencias sejam baixas, mas ocásioná aumento no custo da operacao em curto prazo. 
Como a previsao das afluencias futuras em horizontes maiores de que algumas semanas e in­
certa, nao e possível definir uma boa política de operacao sem levar em consideracao a de- 
pendenciá temporal e a natureza estocásticá do problema.
O modelo considerado, que e baseado em [20,28], visa a minimizacao dos custos de 
geracao termica, de deficit energetico do sistema e do custo de intercambio entre os subsiste-
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mas, considerando restricoes operativas das usinas, balanco hídrico, atendimento a demanda, 
evaporacao e defluencia mínima total nos reservatórios.
3 .2 .1  M o d e la g e m
Consideramos o problema de planejamento de medio prazo com um horizonte de T  estagios 
para um sistema hidroeletrico com R  usinas hidroeletricas e K  usinas termoeletricas subdividi­
das em S  subsistemas com M  linhas de intercambio de energia entre eles. Assumimos, nesta 
secao, que seja dado um cenario de afluencias, ou seja, que sao conhecidas as afluencias para 
todas as usinas e para todo os estagios de planejamento. Recaímos, assim, em um problema 
determinístico de planejamento.
A fim de discutir a modelagem do problema de planejamento, apresentamos os índices 
considerados, os dados e variaveis, bem como a funcao objetivo e restricoes do problema.
índices
Consideramos os seguintes índices:
• i - índice associado a uma usina hidroeletrica (i E { 1 , . . . , R } )
• j  - índice associado a uma usina termoeletrica (j E { 1 , . . . , K } )
• s - índice associado a um subsistema (s E { 1 , . . . , S } )
• t  - índice associado a um período (t e { 1 , . . . , T } )
• m  - índice associado a uma linha de intercambio ( m E { 1 , . . . , M } )
Dados
A seguir, apresentamos a relacao dos dados necessarios das usinas e da relacao entre os subsis­
temas para a modelagem e resolucao do problema.
• R s- conjunto de índices das usinas hidroeletricas que pertencem ao subsistema s
• K s- conjunto de índices das usinas termoeletricas que pertencem ao subsistema s
• Ji- conjunto de índices de reservatórios imediatamente a montante do reservatório i
• z t - coeficiente de valor presente para o período t: \ t = j+ p jt , com f3 sendo a taxa de 
desconto
• D s,t - demanda do subsistema s no período t  - [MW]
• Vmini t - volume mínimo do reservatório i no período t  - [hm 3]
• Vmaxi>t - volume maximo do reservatório i no período t  - [frm3]
• Q C mini t - vazao mínima de turbinagem do reservatório i no período t  - [m 3/s]
• Q C maXi t - vazao maxima de turbinagem do reservatório i no período t  - [m 3/s ]
• G Tminj11 - geracao termica mínima da usina j  no período t  - [MW]
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• GTmaXj, t - geracao termica maxima da usina j  no período t  - [MW]
- conjunto de índices das linhas de intercambio que saem do subsistema s
• - conjunto de índices das linhas de intercambio que chegam no subsistema s
• I N T maXm t - intercambio maximo de potencia da linha m  no período t  - [MW]
• c o e f  , t - coeficiente de evaporacao do reservatorio i no período t
Os dados acima sao fornecidos pelo ONS [10]. As potencias sao tomadas como medias e 
consideradas constantes ao longo do período t, sendo, inclusive, comum no setor eletrico usar 
a unidade [MWmedio]. Consideramos tambem dados o numero de horas do mes associado 
ao período t, o volume inicial dos reservatórios no início do horizonte de planejamento e um 
cenario de afluencias,
• ê t - Numero de horas do mes associado ao período t.
• Vi,o - volume inicial do reservatorio i - [hm 3]
• Yi,t - afluencia natural do reservatorio i durante o período t  - [m 3/s ]
Variaveis de decisao do problem a
• G Tj, t - Geracao da usina termica j  durante o período t  - [MW]
• V ,t - Volume armazenado no reservatorio i no período t  - [hm 3]
• Q V T i:t - Vazao vertida do reservatorio i durante o período t  - [m 3/s]
• Q C i11 - Vazao turbinada do reservatorio i durante o período t  - [m 3/s ]
• I N T m,t - Intercambio de potencia na linha m  no período t  - [MW]
• D E F s,t - Deficit do submercado s durante o período t  - [MW]
As variaveis de decisao do problema sao entao: G T  (potencia termica a ser gerada), 
V  (volume armazenado), Q V T  (vazao vertida), Q C  (vazao turbinada), I N T  (intercambio en­
tre subsistemas) e D E F (deficit do subsistema). Vamos associar cada variavel de decisao ao 
período t, denotando, por exemplo,
GTt =  (GT1 , t ,G T 2, t , . . . , G T K t ) ,
o vetor das decisoes da geracao de todas as usinas termicas no período t. Assim, quando a
variavel esta representada com um unico subíndice, este índice indica o período e a variavel
e vetorial. No entanto, quando a variavel esta representada por dois subíndices, ela e esca­
lar. Consequentemente, para cada t  € { 1 , . . . , T } ,  as variaveis de decisao serâo representadas 
vetorialmente com as dimensoes descritas a seguir:
• GTt €  IRk
• V t,Q V T t,Q C t €  IRR
• I N T t €  IRm
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• D E F t E IRS,
lembrando que K  e o numero de usinas termoeletricas, R  e o numero de reservatórios das 
usinas hidroeletricas, T  é o  numero de períodos, S  é o  numero de subsistemas e M  é o  numero 
de linhas de intercambio existentes entre os submercados. Dessa forma, as variaveis de decisao 
para um período t  e { 1 , . . . , T }  podem ser concatenadas em um vetor x t ,
Funções dadas
Consideramos dadas as seguintes funções de custo:
• CTj  - custo da termica j  que depende do tipo de combustível utilizado na usina. Fixado 
j  E { 1 , . . . , K } ,  essa funcao associa a cada valor de energia ê t GTj }t E IR, com t  E
um custo [R$].
• C D s - representa o valor econômico do impacto causado nas diferentes atividades econo­
micas do país pelo nao suprimento da demanda de energia do subsistema s. Fixado 
s E { 1 , . . . , S } ,  essa funcao associa a cada deficit de energia ê t D E F s,t E IR, com 
t  e { 1 , . . . , T } ,  um custo [R$].
• C I m - representa o custo de intercambio de energia da linha m. Fixado m  E { 1 , . . . , M } ,  
essa funcao associa a cada intercambio de energia ê t I N T m }t E IR, com t  E { 1 , . . . , T } ,  
um custo [R$].
As funcoes custos descritas acima sao todas lineares. Assim, podemos escrever essas funcoes 
da seguinte maneira:
em que cTjj ,c Ds e cim representam os custos unitarios de energia gerada pela termica j , do 
deficit do sistema s e do intercambio da linha m , respectivamente. Os valores desses custos 
estao descritos nos Apendices B e C.
Combinando essas funcoes, temos a funcao objetivo a ser minimizada.
Alem das funcoes de custo, temos as funcoes envolvidas nas restricoes. Consideramos 
dada a funcao que fornece a potencia gerada em MW, ou seja,
• G H i,t - funcao da potencia gerada na usina hidroeletrica i no período t, que depende das 
vazoes Q Ci,t , Q V T i,t , e do volume medio Vmedi t , em que o volume medio do reservatório 
i no período t  e dado por:
xt =  (GTt Vt Q V T t QCt I N T t D E F t)T E IRra, (3.1)
com n  =  K  +  3R  +  M  +  S  e o  vetor de decisao relativo a todos os períodos,
(3.2)
• C Tj (tó GTj,t) = cTj x tft GTj t
• C D s(dt D E F s t) =  cDs x d t D E F s t
• C Im(dt IN T m ,t) =  cIm x  d t I N T m,t,
(3.3)
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A função G H í j , detalhada na sequência, é responsável pela não linearidade do pro­
blema.
F unção Objetivo:
A otimizaçao do planejamento hidrotermico tem como objetivo minimizar o valor pre­
sente da soma dos custos operacionais das termoeletricas, econômicos causados por deficits 
energeticos e de intercambio entre os subsistemas. Dados Xt , t  E { 1 , . . . , T }  e as funcoes custo 
C T j , C D s, C Im, para cada j  E { 1 , . . . , K } ,  s E { 1 , . . . , ^ }  e m  E { 1 , . . . , M } ,  respectiva­
mente, a funcao objetivo a ser minimizada pode ser escrita da seguinte maneira:
T /  K S M \
f  (x) — *t [ Y ,  C Tj ( t i  G Tj>t) +  C D s(tit D E F s t)  +  C Im (#t I N T md) \  . (3.4)
t=1 \  j=1 s=1 m=1 /
O coeficiente de valor presente \ t diminui a medida que t  aumenta e faz com que as termicas 
sejam acionadas, quando possível, em um período mais próximo do fim do planejamento.
O custo do intercambio C I  foi introduzido na modelagem no Relatorio Tecnico 2018 
do Projeto PD 6491 — 0307/2013, “Projeto LYNX - Otimizacao em larga escala aplicada ao 
despacho hidrotermico brasileiro: modelos hierárquicos de operacao e planejamento em medio 
e curto prazos com integracao de energia potencia” . Os custos de intercambio, mesmo que 
pequenos, devem ser considerados para evitar ciclos desnecessaírios de troca de energia entre 
subsistemas.
Restrições
• R estrições de B alanço H ídrico
A restricao de balanco hídrico relaciona o volume de um reservatório com o volume do 
período anterior, as afluencias do reservatório, a evaporacao da agua em cada reservatório 
e as perdas. Como a unidade dos volumes e h m 3 e das afluencias m 3/s ,  considere para 
estagio t, o numero de segundos seg m es(t) do mes correspondente e a constante
,  ( t ) = seg mes(t)v j 106
que uniformiza as unidades.
Considere que a area da superfície areai,t do reservatório i E { 1 , . . . , R }  no período 
t  E { 1 , . . . , T }  possa ser estimada pelo seu volume medio atraves de um polinomio 
linear 1, ou seja, que existam coeficientes ai,t e bi,t , tais que:
areai,t — ai,t X Vmedit +  bi,t ,
em que o volume medio Vmedi t esta definido em (3.3). Desse modo, a evaporacao em 
h m 3 do reservatório i no período t  pode ser aproximadamente calculada por:
Ei , t — areai, t x coefi , t
— (ai,t X Vmedi>t +  bi,t )coefi,t 
aEi,t X Vmediit +  bEi,t
em que aEi t — a i)tcoefi)t e bEi t — bidcoefi)t. Substituindo a expressao de Vmedi t , segue 
que
Ei , t— 2  aEi,t(Vi;t - i  +  Vi,t) +  bEi,t. (3.5)
1No Apendice D discutimos como obtivemos essa aproximacao linear para as usinas do SIN atraves do metodo 
de quadrados mínimos.
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Finalmente, as restrições do balanço hídrico, para todo i 
sao escritas como
em que Yi,t representa a afluencia natural ao reservatório i durante o período t  e Ji e o 
conjunto de índices de reservatórios imediatamente a montante do reservatório i.
• A tendim ento  à  dem anda
A restricao de atendimento a demanda tem por objetivo garantir o atendimento da carga 
de cada subsistema em cada período. Esta restricao envolve as variaveis relacionadas 
a geracao termica das usinas, intercambios e eventuais deficits do subsistema, alem da 
geracao hídrica que e obtida atraves de uma funcao das vazoes turbinada e vertida pelas 
usinas e do volume medio dos reservatórios do subsistema em um período.
G eraçào  h íd rica
Antes de apresentar a restricao de demanda, vamos discutir a funcao que fornece a geracao 
hídrica que pode ser expressa como:
em que ( i e a constante de produtividade específica da usina i, obtida do rendimento
cujos dados sao fornecidos pelo NEWAVE [4]; e H L iq i, t e a altura líquida do reservatório, 
dada por:
em que as funcoes &i e 9i sao polinómios de ate quarto grau e pci,t e a perda de carga 
hidráulica. Os polinomios &i e 9i representam, respectivamente, o nível de montante do 
reservatório i em funcao do seu volume medio Vmedi11, dado em (3.3), e o nível de jusante 
do canal de fuga da usina em funcao da vazao total
Os coeficientes dos polinomios &i e 6i, denotados por m i,p e n i,p (com p  =  0 , . . . ,  4), 
respectivamente, estao disponíveis em [7] e sao descritos no Apendice C. Assim, esses 
polinomios, responsaveis pelas nao linearidades do problema, sao representados por:
Substituindo a expressao (3.5) e fazendo algumas manipulacoes, temos
(3.6)
G H i,t — Zi H L iq ,;í Q C i,t ,
médio da usina ^m edi0, da aceleração da gravidade g =  9 ,8 1 m /s 2 e da massa específica 
da agua pa =  1000fcg/m3, pela expressao:
,médio
H L iq i,t — &{Vmedi,t ) 9i(Q i,t) PCiJ) (3.7)





W Q i t t) = Y l  n  Q  f  (3-10)
p=0
As perdas de carga hidráulica na usina i no período t  sao representadas por pai11. Estas 
perdas ocorrem principalmente devido ao atrito entre a agua e as canalizacoes do tubo de 
aducao e podem ser representadas de três formas:
4
aiH B r u ta ii t
pai t =  ai
a iQ C l,
em que ai e uma constante chamada de coeficiente de perdas hidráulicas da usina i e 
H B r u ta i11 e a altura bruta da usina no período t  dada por
H B r u ta it  =  0 i(Vmedit) -  Qi(Qi,t).
A primeira representacao da perda hidraulica, pai,11, indica uma porcentagem da altura 
bruta da usina; a segunda, um valor constante em metros e a terceira e a funcao turbi­
nagem da usina. Nesta tese, estamos considerando a segunda representacao em que a 
perda hidraulica e constante. Assim, a potencia hídrica de uma usina hidroeletrica i num 
período t  pode ser representada pela funcao de producao:
G H i,t =  Ci \_^i{Vmedi,t ) — Qi (Qi,t) — Pai,t] Q Ci,t. (3.11)
0  fator da altura líquida (3.7) na expressao acima e o responsavel pelas nao linearidades 
da restricao de demanda e consequentemente do problema. Nos modelos usuais de pla­
nejamento de medio prazo [4] a altura de queda H L iq  e considerada constante e a funcao 
de producao (3.11) passa a ser linear. Finalmente, podemos explicitar as restricoes de 
demanda. Para cada subsistema s, dados os conjuntos de índices: K s de suas usinas 
termoeletricas, R s de suas usinas hidroeletricas e e w-  das linhas de intercambio 
que saem e chegam, respectivamente, do subsistema s, a restricao de demanda para todo 
s e  { 1 , . . . , N }  e t  E e dada por:
GTj>t +  G H i,t + ^ 2  I N T m,t — J 2  I N T mt  +  D E F s ,t =  D s ,t. (3.12)
iER.s mEu-
Defluencia m ínim a
A restricao de defluencia mínima total para o reservatório garante condicoes mínimas 
para manutencao da vida aquatica e para uso de recursos hídricos a jusante da usina. 
Considerando (3.8) em que a defluencia total Qj,11 do reservatório i e dada pela soma da 
vazao vertida Q V T 11 com a turbinada Q C i,t , a restricao de defluencia mínima, para cada
1 E { 1 , . . . R }  e t  E { 1 , . . . , T } ,  pode ser escrita como
Q V T it  +  Q C i,t >  Q m n , t . (3.13)
No caso de um reservatório i sem turbinas, Q C maXi t =  0 para todo período t, e conse­
quentemente toda a defluencia e vertida. Neste caso, a defluencia mínima satisfaz
QVTmini , t =  Q mini , t ‘
Se tivermos Q mini , t <  Q C maxi , t obriga-se que Q C mini , t seja igual a Q mini , t , assim ga­
rantimos que nao haverá vertimento desnecessario. Caso contrario, faz-se Q C mini, t =
e
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Q C maXi11, ou seja, o reservatorio turbina toda a sua capacidade e com isto havera verti- 
mento, o qual e dado por QVTmini , t =  Qmini , t -  Q C maxi ,t ■
Desde que sejam feitas essas consideracoes, a restricao de defluencia mínima (3.13) é 
sempre satisfeita com as restricoes de caixa
Q C i,t >  QCmin,t e Q V T i ,1 > QVTmim,t , (3.14)
em que QVTmim , t =  max{0,Qmini , t -  Q C maxi,t } .
L im ites das Variáveis
-  As usinas hidroeletricas apresentam uma serie de restricoes operativas que devem 
ser consideradas no problema de otimizacao.
* Capacidade de armazenamento do reservatorio i no período t
Vmim,t — Vi,t — ^max^t.
* Capacidade de vazao turbinada do reservatorio i no período t
Q C mim,t — Q Ci,t — Q C maxi,t.
* Limites para vazao vertida do reservatorio i no período t. Em geral, a vazao ver­
tida pode ser nula. No entanto, como vimos para que a restricao de defluencia 
mínima (3.13) seja satisfeita devemos impor a restricao de caixa (3.14), ou seja,
Q V T mini — Q V T i,t .
-  Por sua vez, cada usina termoeletrica j  E { 1 , . . . , K }  tambem esta sujeita a limites 
maximo e mínimos de geracao em cada período t e { 1 , . . . , T } ,
G T m j  — G T jt — GTmax,.,.
-  Cada linha de intercambio m  E { 1 , . . . , M }  esta sujeita a limites energeticos t  E 
{ 1 , . . . , T } ,
0 — I N T mJ — INTma-xm ,t.
-  A variavel D E F s,t , que indica o deficit de energia de cada subsistema s E { 1 , . . . , 5'} 
no período t  e { 1 , . . . , T } ,  possui somente limitante inferior
0 — D E F s, t .
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O prob lem a de p lanejam ento  h idro term ico
Em suma, o modelo de programacao nao linear e nao convexo do planejamento hidrotermico, 
considerado nesta tese, eí sintetizado a seguir,
T K S M
minimizar ^  \ t í ^  C T j(tit G Tjt ) +  £  C D ,(tit D E F s t)  +  E  C Im (ti, I N T m f )
t=1 \j=1 s=1 m=1
sujeito a ^1 +— 2 ^ ^  Vi,t — ^ 1 -------2 ^ )  V .t- 1  — bEi,t+
+  v(t) í y  ' (QCr,t +  Q V T r,t) — Q Ci,t — Q V T i,t +  Yi,t 'y ] Yr,t
\reJi r£.Ji
E  GTj t  +  E  G H i,1 +  IN T m ,t — Y ,  I N T m ,t +  D E F s ,t — D s,t
j^ Ks i^Rs m£w- m£w+
^mini , t — Vi, t — ^maxi , t 
Q C mini , t — Q Ci , t — Q C maxi , t 
Q V T minit — Q V T i,t
GTminj t — G Tj, t — GTmax^
0 — IN T m ,t — INTmaxm, t 
0 — D E F s, t,
(3.15)
para todo i E { 1 , . . . , R } ,  j  E { 1 , . . . , K } ,  s E { 1 , . . . , $ } ,  m  E { 1 , . . . , M }  e t  E { 1 , . . . , T } .
3 .2 .2  F o r m a  m a t r i c i a l  d a s  r e s t r i ç o e s  l i n e a r e s
Representamos, nesta secao, as restricoes de balaco hídrico (3.6) na forma matricial A x  — b. 
Exemplificamos para o caso do planejamento para T  — 2 períodos de um sistema hipotético 
com R  — 3 reservatórios em cascata, conforme ilustrado na Figura 3.7.
Figura 3.7: Exemplo de três reservatórios em cascata. 
Fonte: A autora
Desta forma, para cada i E {1, 2, 3} e t  E {1, 2}, considere dados os volumes iniciais 
Vi,o, os coeficientes de evaporacao aEi , t , bEi , t e a constante v (t). A restricao de balanco hídrico 
(3.6) para essa cascata, pode ser escrita da seguinte maneira:
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-  i =  1 , J i  =  {2, 3}
1 +-----2̂ ^) Vi,i — v (1)(Q C M — QC2,i — Q C 3,i +  Q V T i i — Q V T (2,1) — Q V T (3,1)) =
=  ( l  — Vi ,0 — bEi ,i +  v (1) (Y i,i — Y2 ,i — Y3 ,i)
-  i =  2 J  =  0
1 +  aE2£ ^ V2,i — v(1) (QC2 ,i +  Q VT 2 ,i) — ( 1 — V2,o — bE2,i +  v (1) (Y2,i)
• Para t  =  1
-  i = 3,J3 =  0
1 +  V3,i — V(1) (QC3,i +  QVT3,i) =  ( 1 — ^  ) V3,o — bE3,i +  v (1) (Y3,i)
• Para t  =  2
-  i =  1 , J i  =  {2, 3}
1 + 2^^) Vi,2 — v (2) (QCi,2 — QC<2)2 — Q C 3 2 +  QVTi,2 — Q V T (2, 2) — Q V T (3, 2))
(1 — a^ )  Vi,i — bEi,2 +  v (2) (Yi,2 — Y2,2 — Y3 2)
-  i = 2,J2 =  0
1 + V2,2 — v(2) (QC2,2 +  Q VT2,2) — ( 1 ----- 2,2 ) V2,i — —bE2,2 +  v(2) (Y2,2)
i = 3,J3 =  0
1 +  V3,2 — v (2) (QC3 2 +  QV T 3 2) — (1  — ^  ) V3,i — —bE3,2 +  v(2) (Y3,2) .2 2
Vamos escrever as restrições de balanço hídrico matricialmente da forma A x  =  b. 
Inicialmente, escrevemos os blocos matriciais correspondentes as variaveis V, Q V T  e Q C . Em 





- i  + aE1
- i  + aE2,i
0 0 0 0
0 0 0 0
i + aE23,1 0 0 0
0 i + aE1,2 i + 2 0 0
0 0 i+  aE2,2 0
i + aE3,1 i + 2 0
aE30 i + 3 i + 2
De maneira analoga, em relacao as componentes da variavel Q C  =  (Q C i ,Q C 2) e  1R r t  que 






V (1) v (1) V (1) 0 0 0
0 — v (1) 0 0 0 0
0 0 —V(1) 0 0 0
0 0 0 —V (2) V(2) V(2)
0 0 0 0 —V(2) 0
0 0 0 0 0 —V(2)
Como a variável Q V T , que representa a vazao vertida, tem o mesmo comportamento da variável 
Q C  nas restricoes de balanco hídrico, a matriz M qVT coincide com a matriz M qC. Finalmente, 
a matriz de coeficientes que representa o sistema de restricoes de balanco hídrico tem o seguinte 
formato:
A >RTxnT[ 0RTxKT M V M q v t  M qc 0RTxMT 0RTxST ] G IR^
em que 0RTxKT representa uma matriz nula de dimensão R T  x  K T  e assim analogamente para 
matrizes nulas de outras dimensões. O vetor independente do sistema linear de restrições de 
balanço hídrico deste exemplo e dado por:








)  V2,o — bE2 ,i +  v(1) (V2,i)
)  V3,0 — bE3 ,1 +  v  (1) (Y3,1)
— bEi 2 +  v (2) (Vl,2 — Y2,2 — Y3,2)
—bE2,2 +  v (2) (Y2,2)
—bE3,2 +  v (2) (Y3,2)
Com isso, temos entao a forma matricial A x  =  b para representar as restricoes de balanco 
hídrico.
G IRRT
3 .2 .3  F o r m a t o  g e r a l
Nesta seção escrevemos o problema determinístico (3.15) no formato (1.18).
F o rm a vetorial das restrições de caixa
Inicialmente escrevemos as restrições de caixa, considerando o vetor de variãveis como definido 
em (3.2). Denotamos por G Tmint o vetor da geracao mínima das termoeietricas no período 
t  e { 1 , . . . , T ] ,  ou seja,
GTmint =  (GTmini,t ,G T min2,t , . . . ,G T minK,t ) .
De modo anaiogo definimos vetores para cada um dos limitantes das variaveis de decisao, para 
cada t. Levando em consideracao esses vetores, definimos,
lt =  (GTmint Vmint 0R Q C mint 0M )T
e
ut =  (GTmaxt Vmaxt Q V Tmaxt Q C maxt I N T maxt D E F maxt)T j
de modo que, para cada t  e { 1 , . . . , T ] ,  devemos ter:
lt < Xt < Ut.
Aiem disso concatenamos os limitantes
l =  (li I2 . . .  It ) e u  =  (ui U2 . . .  u t ) ,
de modo que l < X < U.
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Prob lem a determ inístiço
O conjunto viavel determinado por todas as restricoes vistas na Secao 3.2.1, ou seja, de balanco 
hídrico (3.6), de atendimento a demanda (3.12) e de caixa; sera denotado por
r  c  IRraT,
com n  — K  +  3R  +  M  +  S . Dessa maneira o problema de planejamento hidrotermico deter- 
minístico consiste em minimizar f  definida em (3.4) no conjunto r ,  ou seja,
m in im iz a r  f  (x) (3 16)
su je ito  a x  E r .
Trata-se de um problema nao linear e nao convexo devido ao calculo da potencia hídrica usada 
nas restricoes de atendimento a demanda. Este modelo apresenta:
• Numero de variaveis: (K  +  3R +  M  +  S) x  T
• Restricoes nao lineares de igualdade: S T
• Restricoes lineares de igualdade: K T
• Restricoes de caixa: (K  +  3R +  M  +  S ) x  T
Dependendo do numero de usinas do sistema e do numero de períodos de planejamento, pela 
quantidade de variaveis e restricoes, o problema (3.16) e considerado de grande porte. Diferen­
tes metodos de programacao linear [26,34] podem ser usados para resolve-lo, como metodos 
de Lagrangiano Aumentado [14,21] que usam funcoes penalidade ou metodos de filtro [11,16].
3.3 O problema nao anteçipativo
Na Secao 1.3 estudamos o problema nao antecipativo de forma geral. Nesta secao discutimos 
suas particularidades para o caso do problema de planejamento da operacao do SIN.
3 .3 .1  P a r t i ç u l a r i d a d e s  d o  ç o n te x to
O problema (3.16) e determinístico pois e dado um cenario de afluencia. Nesta secao consi­
deramos um conjunto de L  cenarios de afluencias e o problema nao antecipativo (PNA). Na 
definicao de nao antecipatividade de Rockafellar e Wets em [38], quando dois cenarios sao 
identicos nos primeiros t  estagios, as decisoes associadas a esses cenarios devem ser identicas 
nesses t  primeiros estagios. No entanto, nesta tese, consideramos que os cenarios sao identicos 
somente no primeiro estagio, logo estamos interessados em obter as decisoes para o primeiro 
mes de planejamento. Discutiremos a seguir os cenarios de afluencias e a definicao da variavel
x 1 .
C enarios de afluençias
Dados historicos das afluencias naturais mensais em todas as usinas hidroeletricas estao dis­
poníveis no Brasil ao longo de 85 anos entre 1931 e 2015. Neste trabalho sao considerados 81 
cenarios historicos de afluencias iniciados entre os anos de 1931 e 2012 com 48 meses a frente e 
tambem um conjunto de 200 cenarios sinteticos equiprovaveis gerados pelo modelo CARMA, 
fornecidos pelos autores de [9], a partir de uma data estipulada.
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Um cenario de afluencia, para í  e  { 1 , . . . , L } ,  sera representado por
Y 1 =  {(Yi,t )e | i = 1 , . . . , R , t  = 1 , . . . , T } ,
que pode ser visto como uma matriz R  x  T  das afluencias de todas as hidroeletricas em cada 
período. Uma coluna t  da matriz e o vetor de afluencias Y / e  IRr  daquele cenario í  para todas 
as usinas no período t, ou seja,
Yte =  ((Yi ,t)*, ( Y ^  , . . . , ( Y R,tY) .
Para o problema nao antecipativo e considerado um conjunto de L  cenarios de afluencias
{ Y  i , Y 2 , . . . , Y L} tais que
Yi  =  Y i ,  para todo í  e { 2 , . . . , L } .  (3.17)
A Figura 3.8 ilustra o conjunto de L  cenarios de afluencias como um paralelepípedo de di- 
mensao T  (períodos) por L  (cenarios) por R  (reservatórios), em que o elemento (Yiít)e e a 
afluencia da usina i, no período t  do cenario í .  A pagina Y i representa as afluencias para todos 
os reservatórios i e  { 1 , . . . , R }  em todos os períodos t  e  { 1 , . . . , T }  para o cenario 1. Por 
outro lado, a primeira coluna de cada pagina, em destaque na figura, representa { Y^  , . . . , Y- Y}  
que corresponde as afluencias do primeiro período de todas as usinas e todos os cenarios. Está 
em destaque para evidenciar que num conjunto de cenarios nao antecipativos, as afluencias do 
primeiro mes coincidem independente do cenario.
Figura 3.8: Conjunto de cenarios de afluencias.
Fonte: A autora
Um cenario de afluencia Y e, com í  e  { 1 , . . . , L } ,  afeta a restricao de balanco hídrico 
para cada i e  { 1 , . . . , R }  e t  e  { 1 , . . . , T } , o u  seja,
(1 +  ^ )  VM =  ( 1 — ^ )  V ,t-i — bEi,t+
+  v(t) í  y  Y Q Cr,t +  Q V T r,t) — Q Ci,t — Q V T i,t +  YÍJ Y  ] Yr,t J
\reJi reJi )
(3.18)
Assim, agora o conjunto viavel determinado pelas restricoes de balanco hídrico (3.18), de aten­
dimento a demanda (3.12) e de caixa depende do cenario Y 1 e sera denotado por r t .
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Deçisao do prim eiro  mes
Como vimos na Secao 1.3, no problema nao antecipativo estamos interessados na decisao do 
primeiro mes. Seguindo a notacao (3.1), temos que a decisao do primeiro mes e
x1 — (GT1 V1 Q V T 1 Q C 1 I N T 1 D E F l )T e  IRra.
No entanto, no problema de planejamento hidroteírmico, em particular, precisa-se decidir inici­
almente quanto verter e quanto turbinar em cada usina hidroeletrica com reservatório. Assim, 
consideramos J  o conjunto dos índices das usinas com reservatório, a decisao do primeiro mes,
x1 — ( Q V J  1 ,Q C j , 1). (3.19)
T
y£ — (G T1 V1 Q V T r j 1 Q C R J 11 I N T 1 D E F 1 x2 . . .  x (T)
Dessa forma, o problema nao antecipativo a ser considerado e
1 \  '
m in im iz a r  L ^ J ( x 1,y£) (3 20)
su je ito  a ( x 1, ye) E r e, í  — 1 , . . . , L .
Resolvendo esse problema nao antecipativo, temos como decisao (Q V T j  1, Q C J1) das usinas 
com reservatório no primeiro período. Para determinar as demais variaveis, basta resolver o 
problema determinístico (3.15), com horizonte de planejamento T  — 1, afluencia Y11 (usada em 
(3.17)) e a restricao adicional de que
(QVTi, 1 ,Q C h 1) — (Q V T ,  1 ,Q C h 1), para toda usina i E J. (3.21)
Como solucao desse problema, temos a decisao
x1 — (G T 1 ,V 1 ,Q V T 1 ,Q C 1 ,D E F 1 ,IN T 1)
para o primeiro mes.
e
3 .3 .2  P o l í t i ç a  n a o  a n t e ç ip a t iv a
Na Secao 1.3 definimos uma política nao antecipativa num contexto geral. Nesta secao, dados 
um cenario de simulacao e um horizonte de simulacao, discutimos a obtencao de uma política 
nao antecipativa para o caso do problema de planejamento. Para obtencao de uma política 
nao antecipativa resolvemos sequencialmente um problema nao antecipativo seguido de pro­
blema de curto prazo. Esse processo sequencial eí realizado tantas vezes quanto for o horizonte 
de simulacao. Em cada estagio do processo sequencial, a partir do volume inicial dos reser­
vatórios, e resolvido um problema nao antecipativo e obtem-se uma decisao para o primeiro 
mes. A partir dessa decisao, sao fixadas as vazoes turbinadas e vertidas para as usinas com re­
servatório, e resolvido um problema de curto prazo determinístico com o cenario de simulacao, 
e com o maior detalhamento possível do modelo. Obtem-se assim as demais decisoes para 
este estagio. Repete-se esse processo, tomando-se como volume inicial para o proximo estagio 
aquele dado pelo balanco hídrico levando-se em consideracao o volume anterior e as decisoes do 
estagio atual. A sequencia de decisoes obtidas pelos problemas de curto prazo define a política 
para aquele cenario de simulacao. Veremos a seguir algumas possibilidades para a definicao 
do horizonte dos problemas nao antecipativos resolvidos em cada estagio; a relacao entre os 
cenarios usados nos problemas nao antecipativos e o cenario de simulacao dado; e finalmente 
sintetizamos esse processo sequencial em forma de algoritmo.
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H orizonte de p lanejam ento
Considere T  o horizonte de simulacao. Para cada estagio e E { 1 , . . . , T } de simulacao, resolve- 
se um problema nao antecipativo. O horizonte de planejamento desse problema depende do 
estagio e e sera denotado por T  =  T (e). Ha pelo menos três opcoes para a escolha dessa 
funcao:
• Horizonte fixo, em que a cada novo estagio, e considerado um mes a menos no horizonte, 
ou seja,
T  =  T  (e) =  T  — e +  1. (3.22)
• Horizonte rolante, sempre “rolando” T  meses a frente do período atual. Neste caso, para 
todo p,
T  =  T  (e) =  T.
• Horizonte baseado no mes de calendario, conforme apresentado em [31],
T  =  T  (e) =  T  +  12 +  M  — mes(e),
em que M  e um mes do calendario no qual se deseja finalizar o planejamento e mes(e) é 
o mes do calendario associado ao estagio e.
C enarios de afluencias
Considere dado um cenario de simulacao
{ Y l , Y 2 , . . . , Y T  },
em que Ye E IRfí, para todo e e  { 1 , . . . , T }. Este cenario e adotado como uma simulacao do 
cenario verdadeiro.
Alem disso, para cada estagio de simulacao e e  { 1 , . . . , T }, considere o volume atual 
dos reservatórios e um conjunto de L  cenarios
{Y 1 , Y  2, . . . , Y  l }
tal que Y £ e uma matriz R  x  T (e) e
Y / =  Ye,
para todo t  E { 1 , . . . , L } .  Desse modo as afluencias no primeiro estagio dos L  cenarios sao 
coincidentes.
A lgoritm o
Resolve-se o problema (3.20), com T  =  T (e) e obtem-se (Q V T  1, Q C  1) para as usinas com 
reservatorio. Fixados esses vertimento e turbinamento em cada usina com reservatorio, obtemos 
as demais variaveis do estagio e como solucao do problema de curto prazo (3.15) com T  =  1, 
afluencia Ye e a restricao (3.21). Essa solucao, denotada por qe e dada por
qe =  x i = (G T i ,V i ,Q V T i,Q C i,D E F i , I N T i ),
e e a decisao a ser tomada no estagio de planejamento e. O volume inicial V0 para o proximo 
estagio e dado por Vi da solucao acima, ou seja, associado ao volume final do estagio e. Para 
a obtencao de uma política nao antecipativa repete-se esse processo para todos os estagios de 
simulacao, conforme sintetizado no algoritmo abaixo. Considere que sao fornecidos os dados 
das usinas como descritos na Secao 3.2.
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Algoritmo 3.1 Obtenção de uma política não antecipativa
Dados: Horizonte de simulaçao T,
Cenario de simulaçao { Y  i , Y  2, . . . Y  T }.
Repita para e = 1 até T
Defina T  =  T(e).
Considere um conjunto de cenarios equiprovaveis { Y i , Y 2, . . . , Y L}
de T  períodos a partir do estágio e com Y (  =  Ye, para todo í  e { 1 , . . . , L } .  
Obtenha (Q V T  i , Q C  i ) como soluçao do problema  (3.20).
Obtenha qe como solucao x  do problema de curto prazo  (3.15) com T  = 1 ,  
afluência Ye e a restriçao (3.21).
Faça V0 =  V
A saída do Algoritmo 3.1 e a política operativa {qi , . . . , q e, . . . , q T } para o horizonte 
T  de planejamento.
3.4 Aversão ao risco
Na Secao 2.2 apresentamos a inclusao de aversao ao risco ao problema estocastico. Nesta secao, 
discutimos o problema de planejamento da operacao do sistema hidrotermico com aversao ao 
risco de três modos. O primeiro em que a variavel aleatória esta associada a funcao custo 
total do planejamento. O segundo, como sugerido por Costa Junior em [6], e a aplicacao de 
CVaRa apenas na parcela relativa ao deficit. O terceiro, como sugerido por Shapiro em [40], é 
considerar a combinacao convexa da esperanca e do CVaRa da funcao custo.
Considere, nesta secao, um conjunto de L  cenarios de afluencias equiprovaveis coin­
cidentes no primeiro estagio e a  e  (0,1).
3 .4 .1  I n c lu s ã o  d o  r i s c o  n o  c u s to  to t a l
O problema de planejamento da operacao do sistema hidrotermico com aversao ao risco con­
siste em (1.24) com as particularidades vistas na Secao 3.3.1. Ou seja, considere a funcao 
objetivo f  dada em (3.4), decisao do primeiro mes X i e  IR2 |j1 definida em (3.19) e o conjunto 
viavel r l , para cada í  e { 1 , . . . , L } ,  determinado pelas restricoes de balanco hídrico (3.18), de 
atendimento a demanda (3.12) e de caixa. O problema de planejamento da operacao do sistema 
hidrotermico com aversao ao risco na funcao objetivo e dado por:
3 .4 .2  I n c lu s ã o  d o  r i s c o  n a  p a r c e l a  d o  D e f ic i t
A funcao custo f  definida em (3.4) e composta pela soma de três parcelas relativas ao custo: 
das térmicas, do deficit e dos intercambios. Entre estas, a parcela que oferece maior risco na 
política operativa e o custo do deficit de energia. Escolher despachar usinas hidroetétricas e ter 
afluencias baixas no futuro pode acarretar em um racionamento, causando deficits de energia.
m inim izar
(3.23)su je ito  a ( x i , y l ) e  r l ,
9i > °
9i — f ( x i , y l) +  * >  0
í  = 1 , . . . , L  
í  = 1 , . . . , L  
í  = 1 , . . . , L .
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Na pratica, deficits de energia nao ocorrem com frequencia mas quando ocorrem, causam um 
grande transtorno. Portanto, como sugerido por Costa Junior em [6], apresentamos nessa secao 
a aplicacao de CVcRa apenas nesta parcela como alternativa ao que foi visto na Secao 2.2.
A funcao objetivo (3.4) pode ser decomposta em duas parcelas:
f  (•) — C  (•) +  D e f  (•),
em que C (•) e a funcao que representa a soma dos custos das termicas e dos intercambios e 
D e f  (•) representa o custo dos deficits. Defina as variaveis aleatorias Cx,ç e D e f x,ç, que para 
cada escolha de x(-), associa a cada £ E S  o valor de C(x(£) )  E IR e D e f  (x(£)) E IR, 
respectivamente, ou seja:
Cx,ç : £ E S  ^  C (x(£)) E IR D e f x Â : £ E S  ^  D e f  (x(£)) E IR
Assim, minimizar a esperanca da variavel aleatoria f x, ç equivale a minimizar a soma das espe- 
rancas de Cx,ç e D e f x,ç. Estamos interessados em aplicar a medida de risco a parcela do deficit, 
ou seja, considerar o problema
m in im iz a r  E  [Cxç  ] +  CVaRa [D efx,ç ] 
su je ito  a x(£) E r (£ ) ,  para todo £ E S
x 1(£) — x 1(£l), para todo h  £  E S -
Assumindo que todos os cenarios sao equiprovaveis, usando o Teorema 1.23 e o Lema 1.24 
com Z  — D e f x,ç e Z  — Cx,ç, o problema anterior pode ser reescrito como
m inim izar
L í  1




su je ito  a ( x 1, y l ) E r t
9i >  0,








Este problema pode ser resolvido por metodos sem e com decomposicao. Para aplicar o metodo 
Progressive Hedging, analogamente ao que foi discutido na Secao 2.1, considerando L  copias 
das variaveis x 1 e z, fixando x  E IR2|j| e z E IR e introduzindo variaveis de folga as ultimas 
restricoes de desigualdade, o problema (3.24) e reescrito nas variaveis ((x1 , y e) , z £) E IRraT x  ^ , 
com í  e { 1 , . . . , L } ,  como
m inim izar
su je ito  a (x1 , y£) E r
f e  ( l z  +  L C(xí1, y )  +l £=1 V£ £
1
L (1 — a )
£1
z £ — z,
9í  — D e f  (x1, y£) 
g£ > ^
s£ > 0 ,













Para resolver este problema utilizamos o Algoritmo 2.3, em que, neste caso, o subproblema a 
ser resolvido, em cada iteracao k > 1, e dado por
m in im iz a r  L £a k ( ( x \ , y £) , z £, (w£)k 1, (u£)k 1) 
su je ito  a (x£1,y £) E r £,







em que, dado pk > 0, L la k : iRraT+i+2lJ |+i ^  IR e definida como
L í,k {{x 'i,y l ) , z l ,w l , v l ) =  L  C  (x ‘i , y l ) +  L  z l +  L(1 — a )  S i(zl ) +  (wl )T xi
+  (ul ) z l +  Pk H 4 — x k- iM2 1 Pk ‘ ~lk - i | | 2 | Pk ( l - k - i \ 2| +  y  (z — z
Ou seja, para cada t  E { 1 , . . . , L } ,  o vetor (y(x li ,y l )k , (zl )k) ao inves de ser obtido como solucao 
de (2.10), passa a ser obtido como solucao de (3.25), no Algoritmo 2.3.
3 .4 .3  R is c o  c o m o  c o m b in a c a o  c o n v e x a  d a  e s p e r a n c a  e  d e  C V a R a
Uma terceira alternativa para inclusao de risco e atraves da combinacao convexa da esperanca 
e de CVaRa, como sugerida por Shapiro em [40], e apresentada na Secao 1.3. No contexto do 
problema de planejamento, dados a  E (0,1) e P E [0,1], o problema (1.27) se reescreve como
1
m inim izar l  (1 — p ) f  ( x i , y l) + z  +
1




su je ito  a (;ri , y l ) E r l
9l > °







Novamente, este problema pode ser resolvido por metodos sem e com decomposicao. Para 
resolve-lo pelo metodo Progressive Hedging, analogamente a Secao 2.2 e aos outros casos 
mencionados anteriormente, consideramos copias x i e z l das variaveis x i e z, respectivamente, 
e uma meta (x,  z) e  IR2|J 1 x IR. Essas variaveis sao usadas para reescrever as restricoes de 
nao antecipatividade de forma desacoplada. Alem disso, introduzimos variaveis de folga as 
ultimas restricoes de desigualdade. Assim, o problema se reescreve nas variaveis ((xi , y l ) , z l ) E 
IRraT x IR como
m inim izar
su je ito  a ( x i , y l ) E r
Z  ( l (1 — P) f  (xi ,yl) +  L z í  +
i y ^
1
L (1 — a ) gl
l
zl =  z,
g l — p f  (xi , yl)
gl > 0 ,
sl > 0 ,














Para resolver o problema (3.26) utilizamos o Algoritmo 2.3, com a diferenca que o subproblema 
a ser resolvido, em cada iteracao k > 1, e, neste caso, dado por
m in im iz a r  L la k( ( x \ , y l ) , z l , (wl )k i , (ul )k i ) 
su je ito  a (x li ,y l ) E Tl;
gl — p f  (xi , yl) +  zl — sl =  0, 




L í k  ((x i ,y l ) , z l , w l , u l ) -f(1 — P ) f  ( x i , y l ) + g-zl +
L L L (1 — a )
gl +  (wl )T xi




Ou seja, no Algoritmo 2.3, calculamos ((xf , y l )k , (zl )k) , para cada í  e  { 1 , . . . , L } ,  como 
solucao de (3.27), ao inves de (2.10).
No Capítulo 4 apresentaremos experimentos numericos para o problema de planeja­
mento da operacao do SIN sem aversao ao risco e com as três alternativas de aversao ao risco, 




Este capítulo e dedicado aos experimentos numericos para resolucao do problema de planeja­
mento da operacao para dois sistemas teste extraídos do SIN - Sistema Interligado Nacional.
Os recursos computacionais bem como os algoritmos utilizados na resolucao dos pro­
blemas sao indicados na Secao 4.1. Os dois sistemas teste cujos dados sao reais e forneci­
dos pelo ONS sao apresentados na Secao 4.2 e serao referenciados pelo seu numero de hi- 
droeletricas: Sistema 21 e Sistema 141, indicando que possuem 21 e 141 hidroeletricas, res­
pectivamente. Os conjuntos de cenarios, históricos e sintéticos, de afluencias para cada um dos 
sistemas teste sao comentados na Secao 4.3.
O problema nao antecipativo (3.20) pode ser resolvido por metodos sem e com de- 
composicao. O PH - Progressive Hedging, que e um metodo com d e c o m p o s to , envolve 
a atualizacao de um parâmetro de penalidade. A Secao 4.4 apresenta alguns experimentos 
numericos para a escolha da estratégia para essa atualizacao. Com a regra de atualizacao 
do parâmetro de penalidade definida, validamos o metodo de d e c o m p o s to  aplicado ao pro­
blema de planejamento hidrotermico. Essa validacao, apresentada na Secao 4.5, se da pela 
comparacao dos resultados obtidos na resolucao do mesmo problema utilizando o metodo sem 
d e c o m p o s to  proposto por [28].
As nao linearidades do problema de planejamento (3.15) sao devidas ao fator corres­
pondente a altura de queda de cada usina que aparece na funcao de producao (3.11). Ao se fixar 
esse fator como constante para cada uma das usinas, o modelo se torna linear, e o tempo com­
putacional para resolucao do problema e reduzido consideravelmente. A Secao 4.6 apresenta 
resultados numericos comparativos entre os modelos linear e nao linear. Essas comparacoes 
sao feitas na resolucao do problema de planejamento da operacao nao antecipativo (3.20) sem 
e com aversao ao risco pelo metodo PH. Adotando o modelo linear, na Secao 4.7 apresentamos 
resultados numericos comparando três metodologias de inclusao de aversao ao risco no pro­
blema do planejamento: inclusao da medida CVaR na funcao custo, na parcela relacionada com 
o custo do deficit e a combinacao convexa entre a esperanca e o CVaR, ambos na funcao custo. 
A Secao 4.8 compara os custos do planejamento da operacao fixando a decisao do primeiro 
mes, que e o foco de interesse, obtida por quatro estratégias diferentes relacionadas a medida de 
risco CVaR na funcao custo. Na Secao 4.9 discutimos duas estratégias para reduzir o numero 
de cenarios considerado no problema nao antecipativo e, consequentemente, a dimensao do 
problema. Experimentos numericos sao apresentados para justificar a estratégia adotada.
Os testes mencionados nas secoes anteriores foram realizados na resolucao do pro­
blema de planejamento da operacao do Sistema 21. Com as escolhas das estratégias validadas 
por esses testes, concluímos o capítulo com experimentos numericos de maior porte com o 
Sistema 141. A Secao 4.10 e dedicada a obtencao de uma política nao antecipativa atraves de 
simulacoes, conforme Secao 3.3.2, para a resolucao do problema de planejamento da operacao
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do sistema considerando as abordagens neutra ao risco (3.20) e com aversão ao risco no custo 
total (3.23).
4.1 Recursos computacionais
Nesta secao descrevemos os recursos computacionais utilizados nos experimentos numericos 
para resolver os problemas descritos no Capítulo 3. Os testes numericos foram realizados em 
um notebook DELL Gaming G5 5590 Intel Core i7 9750H CPU@2.6GHz com 16 GB RAM, 
6 micleos, 12 processadores lógicos, 64-bit usando Matlab R2019b.
Todos os problemas nao lineares envolvidos na tese foram resolvidos pelo metodo de 
filtro. Na Secao 4.1.1 descrevemos brevemente este metodo, com a implementacao cedida pelos 
autores de [29,30]. Para maiores detalhes consultar [11,16].
Em todos os experimentos, foi permitido esvaziar os reservatórios no final do planeja­
mento. A responsavel pelas nao linearidades do problema (3.15) e a funcao de producao (3.11) 
usada nas restricoes de demanda. Para testes preliminares e analises do sistema pode-se consi­
derar um modelo linear, ou seja, altura de queda H L iq  constante. Os problemas determinísticos
(3.15) com funcao de producao linear foram resolvidos usando a rotina l i n p r o g  do Matlab.
Os problemas nao antecipativos, discutidos na Secao 3.3, foram considerados sem e 
com decomposicao. Os problemas nao antecipativos sem decomposicao foram resolvidos pelo 
meítodo de filtro.
Ja os problemas com decomposicao foram resolvidos pelo Algoritmo 2.1 com e =  0.1 
no critério de parada (2.8). O algoritmo Progressive Hedging, denotado por PH, decompõe o 
problema por cenarios, ou seja, em cada iteracao sao resolvidos L  problemas determinísticos 
independentes. Esses L  problemas foram resolvidos pelo metodo de filtro. A decomposicao 
permite paralelizar a implementacao, diminuindo o tempo computacional de uma forma ex­
pressiva, como tratado por Klimes e Popela em [18]. Utilizamos o pacote do Matlab Parallel 
Computing Toolbox que permite solucionar problemas computacionais com caílculos paralelos 
em computadores multicore, GPUs e clusters de computadores. Para utilizar este pacote usa­
mos o comando p a r f o r  em vez do comando f o r .  O mímero de atividades em paralelo que é 
executada depende do numero de ntúcleos disponíveis no computador, no nosso caso 6 múcleos.
4 .1 .1  M e to d o  d e  F i l t r o
Nesta secao, descrevemos brevemente o metodo de filtro [11,16] que foi utilizado para resolver 
todos os problemas nao lineares envolvidos nesta tese. O metodo se propoe a determinar pontos 
estacionarios, ou seja, pontos que satisfacam as condicoes de Karush-Kuhn-Tucker (KKT) [26, 
34].
O metodo de filtro foi utilizado para resolver o problema determinístico (3.16) e os 
problemas nao antecipativos: neutro ao risco (3.20), com aversao ao risco na funcao objetivo 
(3.23), com aversao ao risco no custo do deficit (3.24) e o problema que considera combinacao
convexa da esperanca e de CVaRa (3.26). Alem disso, o metodo de filtro tambem foi utilizado
para resolver os subproblemas do tipo (2.10). Todos esses problemas podem ser escritos da 
forma
minimizar f  (x)
sujeito a c(x)  =  0 ,.
A x  = b (41 )
x e  Y
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com f  : R n ^  R, c : R n ^  R m, A  E Rpxn, b E Rp, Y =  {x  E R n | l < x  < u}  e l, u  E R n , 
em que n , m  e p  sao definidos de acordo com cada problema.
A resolucao do problema (4.1) envolve o controle de dois objetivos conflitantes: m i­
nimizar a funcao objetivo e obter viabilidade. Os metodos de filtro consideram otimalidade e 
viabilidade separadamente, priorizando esta ultima, uma vez que a solucao do problema deve 
ser um ponto viavel. Considerando uma medida de inviabilidade h : R n ^  R+, dada por
h(x)  =
c (x ) 
A x  b
(4.2)
o filtro e definido como um conjunto de pares da forma ( f  (xj ) , h ( x j )), em que nenhum par e 
dominado por outro. Dizemos que o par ( f  (xj ) , h ( x j )) e dominado pelo par ( f  (xl ) , h ( x l )) se, 
e somente se,
f  (xj ) >  f  (xl ) — a h ( x l ) e h( x j ) >  (1 — a ) h ( x l )
com a  E (0,1) fixado. Em nossa implementacao, foi adotado a  =  0.1.
Com esta regra de dominacao, o filtro define uma regiao proibida associada aos pares 
( f  (xl ) , h ( x l )) escolhidos das iteracoes anteriores. Em cada iteracao, a partir do ponto corrente 
x k, calcula-se um ponto tentativo que sera aceito como proximo iterando se o par ( f ,  h) asso­
ciado a ele nao pertencer a regiao proibida. Esse ponto tentativo e calculado por programacao
quadratica sequencial (PQS) que considera em cada iteracao um modelo quadratico da forma
mk  ( xk +  d) =  f  (xk) +  V f  ( xk )T d +  2 dT Hk d, (4.3)
em que H k e a Hessiana da Lagrangeana.
Dado o raio da regiao de confianca A  >  0 e uma linearizacao do conjunto viavel
L ( x k) =  { x k +  d E R n | c(xk) +  Jc(xk)d =  0, A(xk +  d) — b =  0} ,
em que Jc e a Jacobiana de c, resolve-se o problema
minimizar m k ( xk +  d)
sujeito a x k +  d E L \ ( x k) (4 4)
x k +  d E Y (4.4)
WdW< A.
Observe que a formulacao (4.4) garante que as restricoes de caixa sao sempre satisfeitas.
Uma solucao d do problema (4.4) e obtida de forma decomposta considerando-se uma 
fase de viabilidade e uma de otimalidade que dao origem a outros dois problemas quadraticos, 
os quais sao resolvidos pela rotina q u a d p r o g  do Matlab.
O raio A  >  0 e atualizado segundo as regras classicas de regiao de confianca (maiores 
detalhes em [26]). Assim, se o ponto x k +  d nao for proibido pelo filtro ele e aceito como novo 
iterando, e um novo multiplicador de Lagrange estimado e obtido a partir da solucao de (4.4).
De acordo com [16], as condicoes de KKT, em um ponto viavel x, sao equivalentes a 
dc(x, x)  =  0, em que
dc(x, z)  =  Pc (z — V f  (x)) — z,
com PL(x) sendo a projecao ortogonal de x  no conjunto L. Com base nisso, o algoritmo para 
quando encontra um ponto viavel x  tal que
h(x) < a  e lldc(x ,x) | |  <£ .
Nesta tese, foi adotado a tolerância £ =  0.1.
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4.2 Sistemas teste
Consideramos dois sistemas teste extraídos do SIN - Sistema Interligado Nacional, cujos da­
dos, disponibilizados pelo ONS [10], foram tratados pelo grupo do Projeto LYNX [31]. O 
primeiro deles abrange praticamente todo o SIN e o segundo, usado para testes preliminares, 
contem apenas 21 usinas hidroeletricas. A Figura 4.1 apresenta um diagrama esquematico das 
usinas hidroeletricas do SIN. As afluencias nos reservatórios sao conhecidas por um registro
D k l C  O p e ra d o r N acional 0 1 3 0 ^ 1 1 1 3  E S Q U eiT lá tiC O  d  QS U S Í lIS S  H Í d  TOGI Ót V \ C 3 S  d  O S I N
do Sistem a E létrico  í  .  , .  -  -  . . . .
U s in a s  H id r o e le t r ic a s  D e s p a c h a d a s  p e lo  O N S na O t im iz a ç a o  da O p e r a ç a o  E le t r o e n e r g e t ic a  d o  S is te m a  In t e r l ig a d o  N a c io n a l
Figura 4.1: Diagrama esquematico das usinas hidroeletricas do SIN.
Fonte: ONS [10]
historico de 85 anos, e metodos estatísticos sao usados para gerar series sintéticas como vimos 
na Secao 3.3.1.
4 .2 .1  S i s t e m a  c o m  141 u s in a s  h i d r o e l e t r i c a s
O principal sistema teste consiste de R  =  141 usinas hidroeletricas, com 111 usinas nao iso­
ladas, sendo que 64 delas tem reservatório, K  =  105 usinas térmicas, distribuídas em S  =  6 
subsistemas, sendo que um deles e um no fictício.
A Tabela 4.1 apresenta o numero total de usinas hidroeletricas, numero de usinas hi- 
droeletricas isoladas e numero total termoeletricas de cada um dos cinco subsistemas denomina­
dos de: Sudeste/Centro-Oeste (SE), Sul (S), Nordeste (NE), Norte (N), Itaipu. A ultima coluna 
indica a poténcia instalada em cada subsistema em [MW].
A Figura 4.2 mostra as linhas de intercambios possíveis entre os subsistemas, em que 
o no fictício representa as ligacoes de intercambio entre Norte-Nordeste-Sudeste. Conforme
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Subsistema Hidroeletrica Termoeletrica Potencia [MW]
Total Nao isoladas
1 - SE 94 74 36 40392
2 -  S 30 24 12 14793
3 - NE 7 7 39 6551
4 - N 9 5 18 12489
5 - Itaipu 1 1 0 14000
Tabela 4.1: Distribuição das usinas por subsistemas. 
Fonte: ONS [10]
Seçao 3.2.1, u+  e u -  representam o conjunto de índices das linhas de intercambio que saem 
e chegam, respectivamente, do subsistema s. Assim, por exemplo, temos que u+  =  {10,11}, 
visto que o subsistema 5 - Itaipu pode enviar energia para os subsistemas 1 - Sudeste e 2 - Sul. 
Por outro lado, u -  =  0, visto que Itaipu nao recebe energia de nenhum subsistema. Alem disso, 
como a usina de Itaipu deve obrigatoriamente enviar energia para outros subsistemas, o custo 
de intercambio das linhas 10 e 11 e nulo para efeito de modelagem.
9 13
Figura 4.2: Grafo com as linhas de intercambio entre os subsistemas.
Fonte: A autora
A Tabela 4.2 apresenta a capacidade de transmissao de cada uma das linhas de in­
tercambio, representadas na Figura 4.2. Essas capacidades representam o intercambio maximo 
I N T maXm , t , para cada linha m  e todo período t  do horizonte de planejamento.
A topologia do sistema e representada na Figura 4.3, onde triangulos representam usi­
nas com reservatórios e cores diferentes sao usadas para distinguir os subsistemas, sendo a cor 
vermelha representando o subsistema SE, a cor azul o subsistema S, a cor amarela o subsis­
tema NE, a cor verde o subsistema N e, por fim, a cor preta indicando o subsistema Itaipu. Os 
círculos representam as usinas a fio d ’agua e pequenos círculos representam as usinas isoladas. 
Os níímeros indicam os codigos utilizados pelo ONS para identificar as usinas, conforme Figura
4.1.
Os dados das usinas hidroeletricas e termoeletricas encontram-se nos Apendices A e 
B, respectivamente. Os coeficientes de cada uma das parcelas da funcao objetivo (3.4) estao 
disponíveis em [7] e sao descritos no Apendice C. A demanda foi fornecida pelo ONS para 
cada um dos quatro subsistemas geoeletricos, lembrando que Itaipu e o no fictício nao possuem 
demanda.
As usinas isoladas, ou seja, usinas a fio d ’agua sem reservatório a montante na cascata, 
tem volume fixado, desta forma essas usinas nao fazem parte da minimizacao do problema ja 
que suas vazoes vertidas e turbinadas podem ser definidas a priori. Ou seja, para toda usina 
isolada r e todo o período t  e  { 1 , . . . , T } ,  temos que
Q Cr, t — rmin{Q Cmaxr ,Y r, t } e Q V T r, t — Yr,t Qr,t.
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Tabela 4.2: Capacidade de transmissao [M W ] das linhas de intercambio entre os subsistemas.
Fonte: ONS [10]
Figura 4.3: Sistema de 141 usinas.
Fonte: Gerado pela autora com programa cedido por Clovis Caesar Gonzaga
A afluencia incremental e, entao, adicionada a afluencia de todas as usinas que estao a jusante 
ate que uma com reservatório seja encontrada. A energia gerada pelas usinas isoladas e calcu­
lada e deduzida da demanda do respectivo subsistema.
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4 .2 .2  S i s t e m a  c o m  21 u s in a s  h i d r o e l é t r i c a s
Para testes preliminares, consideramos um segundo sistema teste, baseado em [13], com um 
subconjunto de R  =  21 usinas hidroeietricas e K  = 1 5  usinas termicas do sistema apresentado 
na secao anterior. Essas usinas estao distribuídas entre os 5 subsistemas Sudeste/Centro-Oeste 
(SE), Sul (S), Nordeste (NE), Norte (N) e Itaipu. As linhas de intercambio sao as mesmas que 
as indicadas na Figura 4.2. A topologia do sistema e representada na Figura 4.4, em que os 16 
triangulos indicam usinas com reservatórios e os 5 círculos, as usinas a fio d ’agua. Os ntimeros 
abaixo dos símbolos sao os códigos utilizados pelo ONS conforme Figura 4.1. Os subsistemas 
estao representados por cores distintas: SE em vermelho; S em azul; NE em amarelo; N em 
verde e Itaipu em preto.
o 156 [ ^ 6 9 51 75
66
f e l ^ 2 '"'93
1 > 4  C 76 -►77
Figura 4.4: Sistema de 21 usinas.
Fonte: Gerado pela autora com programa cedido por Clovis Caesar Gonzaga
A Tabela 4.3 apresenta o nUmero total de usinas hidroeietricas, o nUmero total de ter- 
moeietricas e a potencia instalada em [MW] de cada um dos cinco subsistemas. Os dados em
Subsistema Hidroelétrica Termoelétrica Potencia [MW]
1 - SE 10 7 16555
2 -  S 8 2 9490
3 - NE 1 3 1050
4 - N 1 3 8370
5 - Itaipu 1 0 14000
Tabela 4.3: Distribuicao das usinas por subsistemas - Sistema 21.
Fonte: ONS [10]
negrito nos Apendices A e B correspondem as usinas hidroeletricas e termoeletricas, respecti­
vamente, desse sistema. Os coeficientes de cada uma das parcelas da funcao objetivo (3.4) estao 
disponíveis em [7] e sao descritos no Apendice C. A demanda foi fornecida pelo ONS [10] para 
cada um dos quatro subsistemas geoeletricos, lembrando que Itaipu e o no fictício nao possuem 
demanda.
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4.3 Cenários de afluências
O ONS [10] disponibiliza dados históricos das afluências naturais mensais em todas as usinas 
hidroelétricas do SIN. Como discutimos na Secao 3.3, neste trabalho sao considerados cenarios 
históricos de afluencias do período de 1931 a 2015 e tambem um conjunto de 200 cenarios 
sinteticos gerados pelo modelo CARMA e fornecidos pelos autores de [9].
O Sistema 21, apresentado na Secao 4.2.2, foi utilizado para testes de pequeno e medio 
porte. Para este sistema selecionamos um grupo de L  =  10 cenarios e outro de L  =  100 
cenarios. Para testes maiores, consideramos o Sistema 141, apresentado na Secao 4.2.1, e neste 
caso, selecionamos L  =  100 cenarios. Discutimos a seguir os procedimentos para essa selecao 
de cenarios.
4 .3 .1  C e n á r i o s  p a r a  o  S i s t e m a  21
Foi resolvido o problema determinístico (3.15) considerando os dados do sistema 21, com um 
horizonte de planejamento de T  =  12 meses, para cada um dos 200 cenarios sinteticos dis­
poníveis. Como o interesse esta na decisao do primeiro mes, fixamos nossa atencao ao custo 
de planejamento da operacao referente a esse primeiro período, ou seja, a parcela para T  = 1  
da funcao objetivo (3.4). A Figura 4.5 exibe esses custos para cada um dos 200 cenarios. Na 
figura da esquerda, foi a mantida a ordenacao dos cenarios (abscissas), enquanto na da direita 
os custos (ou seja, as ordenadas) estao ordenados de forma crescente. As linhas pontilhadas na 
figura da direita indicam os 10 cenarios selecionados com custos mensais variados. A Tabela 
4.4 mostra os custos desses 10 cenarios, sendo que a primeira coluna mostra sua ordenacao 
relativa ao valor do custo; a segunda coluna indica o numero do cenario (conforme figura da 
esquerda); e a terceira coluna, o valor do custo do primeiro mes de planejamento da operacao.
cenários ordem dos cenários
Figura 4.5: Custo do planejamento da operacao do primeiro mes por cenario para o sistema 21.
Fonte: A autora
De forma analoga selecionamos um outro conjunto de 100 cenarios sinteticos. A se­
guir, sintetizamos o conjunto de índices dos cenarios escolhidos de cada um dos dois grupos: 
com 10 e 100 cenarios:
• L  = 1 0 :  {16 10 119 25 117 39 188 12 108 70}.
• L  =  100: {190 16 143 186 10 50 119 153 42 53 25 157 199 85 117 39 43 71 87 89 
96 105 111 124 147 149 150 169 170 177 188 63 12 19 47 84 120 172 194 108 
1 2 3 4 5 6 9 11 13 14 15 18 20 21 22 23 26 27 28 29 198 200 189 37 167
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Tabela 4.4: Relação entre cenário escolhido e sua posição. 
Fonte: A autora
151 94 67 7 8 17 24 32 36 41 52 55 59 66 70 80 102 110 112 125 131 133 135 
137 140 145 162 163 168 171 173 176 179 184 197}.
4 .3 .2  C e n á r i o s  p a r a  o  S i s t e m a  141
Analogamente ao que foi descrito na seçao anterior, foram selecionados 100 cenarios tendo 
como base uma distribuicao variada dos custos do primeiro mes. Foram resolvidos os 200 
problemas determinísticos (um problema para cada cenario sintetico) da forma (3.15) para o 
sistema de 141 hidroeletricas, com o horizonte de planejamento de T  =  12 meses. A Figura 
4.6 mostra a variacao dos custos do primeiro mes do planejamento da operacao. Na figura da 
direita os custos estao ordenados de forma crescente.
cenários ordem dos cenários
Figura 4.6: Custo do planejamento para o primeiro mes por cenario para o sistema 141.
Fonte: A autora
Listamos a seguir o conjunto dos índices dos 100 cenarios selecionados em ordem 
crescente dos custos do primeiro mes.
• L  =  100: {15 69 19 137 61 135 185 39 56 13 142 30 64 131 176 122 54 178 126 
134 120 55 84 10 60 161 50 124 24 155 37 182 197 90 53 72 7 44 23 57 67 127 
133 70 103 11 171 21 114 12 100 149 148 129 43 125 141 186 164 117 136 167 31 
41 106 152 192 144 109 99 194 46 48 166 73 151 96 128 58 76 28 47 150 154 199 
163 62 1 112 160 77 3 91 108 139 190 94 187 40 95}.
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Para validar o conjunto de cenarios sinteticos, apresentamos a seguir uma comparacao 
entre os custos do problema de planejamento da operacao do Sistema 141 considerando os dois 
conjuntos de cenarios: historico e sintetico. Foram resolvidos os problemas determinísticos
(3.15) para cada um dos cenarios, com T  =  45 meses, a partir do mes de abril, com funcao de 
producao hidráulica (3.11) linear. A Figura 4.7 exibe os custos ordenados do planejamento da 
operacao obtidos pela resolucao desses problemas determinísticos. A figura da esquerda refere- 
se aos custos considerando os 81 cenarios históricos de 45 meses, enquanto a figura da direita 







Figura 4.7: Custos ordenados do problema de planejamento da operacao do Sistema 141, com 
horizonte de 45 meses, considerando cenarios históricos (esquerda) e sinteticos (direita).
Fonte: A autora
A Figura 4.8 sintetiza a informacao dos gráficos da figura anterior, atraves do grafico 
da distribuicao desses custos, evidenciando que o conjunto de cenarios sinteticos representa 
satisfatoriamente os cenarios históricos.
Custos 10x 1 0
Figura 4.8: Comparacao da distribuicao dos custos do problema de planejamento da operacao 
do Sistema 141, com horizonte de 45 meses, considerando cenarios históricos e sinteticos.
Fonte: A autora
A Figura 4.9 exibe a distribuicao sem ordenacao dos custos do problema de pla­
nejamento da operacao do Sistema 141, com horizonte de 45 meses, considerando cenarios 
históricos iniciados entre 1931 e 2012.
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Figura 4.9: D istribu ído  dos custos do problema de planejamento da operacao do Sistema 141, 
com horizonte de 45 meses, considerando cenarios historicos.
Fonte: A autora
Os anos destacados de 1953,1957 e 1993 representam os cenarios que iniciam nes­
tes anos com duracao de 45 meses, os quais serao utilizados nos experimentos numericos por 
fornecerem o maior, o menor e o custo mediano do problema do planejamento da operacao, 
repectivamente.
4.4 Parametro de penalidade do Algoritmo PH
Nesta secao apresentamos alguns testes preliminares realizados para escolha do parametro de 
penalidade pk no Algoritmo 2.1, levando em consideracao as possibilidades discutidas na Secao
2.1.
Para esses testes foi resolvido o problema com T  =  12 meses, a partir do mes de
abril, de planejamento da operacao do sistema com 21 usinas hidroeletricas apresentado na
Secao 4.2.2, com funcao de producao hidráulica (3.11) linear e considerando o conjunto de 
L  =  10 cenarios de afluencias descrito na Secao 4.3.1. Para essa configuracao do sistema, o 
problema nao antecipativo (3.20) se torna linear com as seguintes dimensões:
• Numero de variaveis: [(14 +  3 x 21 +  14 +  6) x 12] x 10 =  11640
• Restricoes lineares de demanda: (6 x 12) x 10 =  720
• Restricoes lineares de balanco hídrico: (21 x 12) x 10 =  2520
• Restricoes de nao antecipatividade: (2 x 16) x (10 — 1) =  288
• Restricoes de caixa: [(14 +  3 x 21 +  14 +  6) x 12] x 10 =  11640.
A comparacao do desempenho do algoritmo com diferentes regras para atualizacoes 
do parametro de penalidade foi baseada no numero de iteracoes e no valor da funcao objetivo do 
problema (3.20). Testes exaustivos foram realizados para a escolha deste parametro, no entanto 
exibimos aqui apenas um deles a fim de justificar a regra de atualizacao adotada.
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Consideramos quatro variantes do Algoritmo 2.1, cuja diferença entre elas esta na forma de 
atualização do parâmetro de penalidade. As variantes consideradas, ja  discutidas na Seçao 2.1, 
sao apresentadas a seguir:
• r h o c t e : Algoritmo PH com pk+1 = p2, para k > 2.
• r h o c r e : Algoritmo PH com pk+1 = r p k, t  =  1.2 e k > 2.
• r h o v a r : Algoritmo PH com pk+1 = {rpk)A t  =  1.5, i  =  0.9 e k > 2.
• r h o d e c :  Algoritmo PH com pk+i =  a+f3(k+1), a  =  0.9,@ =  0.7 e k > 1.
com p2 =  10“ 6. A escolha dos parâmetros envolvidos nessas atualizacoes foi baseada nas 
referencias [12,23,33,38] e em alguns testes numericos preliminares.
Variantes do algoritmo
R esultados num éricos
A primeira comparação está relacionada ao número de iterações que cada uma das quatro va­
riantes do algoritmo utiliza para satisfazer o criterio de parada (2.8). A Figura 4.10 mostra a 
variaçao de
m ax {I|(x1)k — x k 1| 
r=i,...,io
(4.5)
ao longo das iteracoes para cada uma das variantes do algoritmo. A curva em vermelho com 
pentagrama exibe a variacao de (4.5) ao longo da iteracoes do algoritmo com o parâmetro de 
penalidade constante (r h o c t e ), em azul com asterisco essa variacao para o algoritmo com 
o parâmetro de penalidade atualizado conforme (2.5) (r h o c r e ), em amarelo com triangulos 
a variacao para o parâmetro de penalidade atualizado conforme (2.6) (r h o v a r ) e por fim, 
em preto com círculos a variacao para o parâmetro de penalidade atualizado conforme (2.7) 
( r h o d e c ) .
Figura 4.10: Variacao de (4.5) ao longo das iteracoes das quatro variantes do PH.
Fonte: A autora
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A variante que utilizou o menor número de iterações para satisfazer o critério de 
parada, foi a que atualiza o parâmetro de penalidade conforme (2.5) (r h o c r e ). Note que 
este numero difere pouco da variante que atualiza o parâmetro de penalidade conforme (2.6) 
(r h o v a r ). Analisamos entao, a media dos custos obtida por essas duas variantes. A Figura 
4.11 mostra a variacao da funcao objetivo do problema por iteracao. Em amarelo com triangulos 
a media obtida pelo algoritmo com o parâmetro de penalidade conforme (2.6) (r h o v a r ) e em 
azul com asterisco a media obtida pelo algoritmo com o parâmetro de penalidade atualizado 
conforme (2.5) (r h o c r e ).
Iterações PH
Figura 4.11: Custo medio obtido com as duas variantes.
Fonte: A autora
Como a media dos custos obtida pelo algoritmo com o parâmetro de penalidade atu­
alizado conforme (2.5) (r h o c r e ) foi a menor, esta atualizacao foi a escolhida. Desta forma, 
em toda a sequencia do trabalho, o parâmetro de penalidade p no Algoritmo 2.1 foi atualizado, 
para todo k > 2,
Pk+1 =  Tpk,
com p2 =  10“ 6 e t  =  1.2.
4.5 Comparação entre os métodos sem e com decomposição
Nesta secao apresentamos resultados numericos para validacao do Algoritmo 2.1, aqui de­
notado por PH - Progressive Hedging, comparando seu desempenho com um metodo sem 
decomposicao, denotado por SD, proposto em [31]. Os dois algoritmos foram utilizados com os 
mesmos dados da secao anterior, ou seja, o problema de planejamento da operacao do sistema 
com 21 usinas hidroeletricas, considerando horizonte de 12 meses, funcao de producao linear e 
os 10 cenarios de afluencias descritos na Secao 4.3.1.
Ambos os metodos utilizaram o algoritmo de filtro com a implementacao cedida pelos 
autores de [29,30]. Enquanto o metodo PH usa o algoritmo de filtro na resolucao dos proble­
mas determinísticos oriundos da decomposicao, o metodo SD o usa na resolucao do problema 
completo.
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A comparação de desempenho do PH e SD é feita tanto na resolução do problema não 
antecipativo (3.20) sem inclusao de risco, como no problema (3.23) que considera aversao ao 
risco.
4 .5 .1  P r o b l e m a  n ã o  a n t e c ip a t iv o  n e u t r o  a o  r is c o
Ao se resolver o problema nao antecipativo (3.20) estamos minimizando a media dos custos
(3.4) para todos os cenarios considerados, e obtemos, em particular, o valor do custo da operacao 
associado a cada cenario. A Figura 4.12 mostra esses custos para as duas abordagens. Na 
figura da esquerda, os círculos vermelhos e os triangulos azuis representam, respectivamente, 
os custos ordenados obtidos pelos metodos PH e SD. A figura da direita mostra o valor absoluto 
da diferenca desses custos em escala logarítmica, atingindo um maximo de 2.3 x 10_3.
Figura 4.12: Comparacao dos custos da operacao obtidos por PH e SD.
Fonte: A autora
A Figura 4.13 exibe a potencia total do sistema em [MW] composta pelas potencias 
geradas pelas usinas termicas (GT), pelas hidroeletricas (GH) e pelo deficit de potencia (DEF). 
Para cada um dos 12 estagios de planejamento estao representadas duas colunas corresponden­
tes aos dois metodos. A primeira coluna corresponde a potencia calculada pelo metodo PH e a 
segunda pelo SD.
4 .5 .2  P r o b l e m a  n a o  a n t e c ip a t iv o  c o m  a v e r s a o  a o  r is c o
Nesta secao apresentamos os resultados numericos com os mesmos dados do sistema conside­
rado na secao anterior mas para a resolucao do problema (3.23), onde fixamos a  =  0.7 para o 
calculo do CVaRa. A Figura 4.14 e a Tabela 4.5 mostram os custos de operacao corresponden­
tes a cada cenario obtidos pelas duas abordagens: PH e SD, com aversao ao risco. Na figura da 
esquerda, os círculos vermelhos e os triangulos azuis representam, respectivamente, os custos 
ordenados obtidos pelos metodos PH e SD. Note que, como tomamos a  =  0.7, ao resolvermos 
o problema (3.23), estamos minimizando a media dos custos dos 3 cenarios mais caros, sem 
qualquer preocupacao em relacao aos custos dos demais cenarios. Assim, apenas os custos da 
operacao desses 3 cenarios obtidos pelas duas metodologias devem ser próximos, que neste 
caso, sao os custos correspondentes aos cenarios de ntimeros 117, 188 e 70. A figura da direita 
mostra o valor absoluto da diferenca desses três custos em escala logarítmica, atingindo um 
maximo de 1.7 x 10_3.
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Figura 4.13: Potência pelos dois métodos. 
Fonte: A autora
Figura 4.14: Comparação dos resultados obtidos por PH e SD com aversão ao risco.
Fonte: A autora
Pela Definiçao 1.4 e Teorema 1.23, o valor de VaRa corresponde ao menor dos mi- 
nimizadores do problema (3.23). Ao resolver este problema, encontramos um minimizador, 
denotado por VaRa, nao necessariamente o menor deles. Dessa forma, VaRa > VaRa . O va­
lor mínimo do problema e CVaRa que e o foco de interesse. Note que os valores do CVaR0.7 
para os dois metodos praticamente sao os mesmos, que coincidem com a media dos custos 
correspondentes aos 3 piores cenarios, como mostra a Tabela 4.5. Ja os valores de VaR0.7 nao 
necessariamente coincidem, mas ambos estao coerentes, no sentido de que os custos dos três 
piores cenarios superam esses valores.
Com estas comparacoes, concluímos que as duas metodologias fornecem resultados 
coerentes teoricamente, no sentido de que, as definicoes de VaRa e CVaRa sao respeitadas. 
Alem disso, os custos dos piores cenarios sao praticamente coincidentes para ambas metodolo­
gias. Desta forma, consideramos que o meítodo Progressive Hedging eí aplicaível ao problema 
de planejamento da operacao de sistemas hidrotermicos neutro ou com aversao ao risco, o que
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Tabela 4.5: Custos em [10n R$]. 
Fonte: A autora
pode trazer um ganho computacional devido a possibilidade de paralelizacao. Os resultados 
computacionais apresentados nas próximas secoes foram obtidos pelo metodo PH, a menos que 
algo contrario seja mencionado.
4.6 Comparação da função de produção linear e nao linear
Vimos na Secao 3.2 que a nao linearidade do problema de planejamento da operacao (3.15) é 
devida a funcao de producao das usinas hidroeletricas dada por (3.11). A fim de testar e com­
parar metodos e fazer analises do sistema pode-se considerar um modelo linear para tal funcao, 
tomando a altura de queda H L iq  constante para cada usina em (3.7). Nesse caso, o tempo com­
putacional para resolver o problema reduz consideravelmente como veremos nessa secao, onde 
discutiremos a resolucao do problema de planejamento da operacao nao antecipativo (3.20) sem 
e com aversao ao risco pelo metodo PH.
4 .6 .1  S i s t e m a  2 1  c o m  1 0  c e n á r io s
Nesta secao resolvemos o problema de planejamento da operacao do sistema com 21 usinas 
hidroeletricas, considerando horizonte de 24 meses e os 10 cenarios de afluencias descritos na 
Secao 4.3.1.
Com estes dados, resolvemos o problema do planejamento nao antecipativo (3.20), 
considerando a funcao de producao (3.11) tanto com sua modelagem nao linear, como linear 
tomando altura de queda H L iq  das usinas como constante. As duas situacoes foram tambem 
consideradas com aversao ao risco, ou seja, resolvemos o problema de planejamento nao ante­
cipativo com aversao ao risco (3.23) com a  =  0.7.
Ao resolver o problema nao antecipativo, obtemos, em particular os custos da operacao 
associados a cada um dos cenarios considerados. A Tabela 4.6 apresenta esses custos obtidos 
em cada situacao. A primeira coluna exibe o numero que identifica os cenarios conforme Secao
4.3.1. Esses cenarios estao ordenados de acordo com os valores da segunda coluna que cor­
respondem aos valores do custo esperado da operacao sem risco com funcao de producao nao 
linear. A terceira coluna exibe os custos sem risco com funcao de producao linear; a quarta e 
quinta colunas apresentam os custos com funcao de producao nao linear e linear, respectiva­
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mente, com aversão ao risco. A média dos custos do planejamento da operação sem risco refe­
rentes aos cenarios e o valor da funcao objetivo do problema (3.20) representado na penUltima 
linha da tabela. Na Ultima linha esta indicado o valor da funcao objetivo do problema (3.23) 
que, como a  =  0.7, corresponde a media dos três maiores custos destacados em negrito na 
tabela.
Cenario
sem risco avesso ao risco
nao linear linear nao linear linear
39 1.1481 1.0105 1.4589 1.3325
119 1.1518 1.0009 1.4588 1.3325
10 1.2648 1.1111 1.4590 1.3327
25 1.3084 1.1737 1.4590 1.3327
117 1.3402 1.2329 1.4590 1.3328
12 1.4119 1.2990 1.4591 1.3329
16 1.4391 1.3102 1.4591 1.3329
108 1.4942 1.4052 1.4920 1 .4047
70 1.7460 1.6739 1.7436 1 .6733
188 1.8172 1.7603 1.8153 1 .7597
Custo Medio 1.4122 1.2978
CVaR 0.7 1.6836 1.6126
Tabela 4.6: Custos em [1012R$]. 
Fonte: A autora
Enquanto o tempo computacional do algoritmo na resolução dos problemas com função 
de produçao linear foi cerca de 3 minutos, esse tempo para o caso nao linear foi de aproxima­
damente 20 minutos. Embora o tempo reduza consideravelmente ao se considerar funcao de 
producao linear, o erro relativo no valor da funcao objetivo e da ordem de 8%, no caso sem 
risco e de 4% com aversao ao risco, em comparacao com o valor da funcao objetivo do pro­
blema considerando funcao de producao nao linear que e mais proxima da realidade.
4 .6 .2  S i s t e m a  2 1  c o m  1 0 0  c e n á r io s  e  a v e r s ã o  a o  r is c o
Nesta secao apresentamos resultados semelhantes aos da secao anterior para o problema com 
aversao ao risco mas com um horizonte maior de planejamento e um numero maior de cenarios. 
Consideramos os resultados da resolucao do problema de planejamento da operacao do sistema 
com 21 usinas hidroeletricas com horizonte de 48 meses e os 100 cenarios de afluencias descri­
tos na Secao 4.3.1. Com este dados, resolvemos o problema nao antecipativo com aversao ao 
risco (3.23), com a  =  0.7. A Figura 4.15 exibe o custo total da operacao correspondente a cada 
um dos 100 cenarios, para os dois modelos da funcao de producao hidráulica. Em linha cheia 
vermelha, estao representados esses custos ordenados considerando funcao de producao nao 
linear. Em azul e tracejado, os custos tomando funcao de producao linear. O valor do VcR0,7, 
em cada um dos casos, esta indicado por um triangulo. As linhas pontilhadas indicam o valor 
de CVcR0.7 que corresponde a media dos valores dos custos que superam o valor de VcR0.7.
Essas informacoes estao sintetizadas na Tabela 4.7 que exibe o valor de CVcR0.7, VaR0.7 
e o tempo de execucao do algoritmo para o problema com funcao de producao hidráulica (3.11) 
no seu modelo nao linear e linear. O erro relativo nos custos considerando a funcao de producao 
linear ficou na ordem de 4% quando comparados aos custos referentes a funcao de producao nao 
linear que foram obtidos com tempos computacionais bastante superiores. As aproximacoes ob­
tidas pelo caso linear podem ser uteis em algumas analises, como por exemplo na discussao de
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Cenários
Figura 4.15: Comparação entre os custos ordenados.
Fonte: A autora
estrategias para reduçao do nUmero de cenarios a serem considerados no problema nao anteci- 
pativo, como veremos na Secao 4.9.
informacao nao linear linear unidade
CVaRo.j 3.1530 3.2422 1012 R$
VaR 0.7 2.8967 3.0048 1012 R$
cpu 1200 70 min
Tabela 4.7: Resultados do problema do planejamento da operacao com inclusao ao risco com 
funcao de producao hidráulica nao linear e linear.
Fonte: A autora
4.7 Três metodologias de aversão ao risco
Na Secao 3.4 discutimos três abordagens para inclusao de aversao ao risco no problema de pla­
nejamento da operacao. A primeira consiste em considerar CVaRa no custo total, como descrito 
na Secao 3.4.1, a outra apenas na parcela do custo do deficit, como apresentado na Secao 3.4.2 
e a ultima e dada pela combinacao convexa entre a esperanca e o próprio CVaRa, ambos do 
custo total, como discutido na Secao 3.4.3. Nesta secao, discutimos resultados numericos pre­
liminares usando as três estrategias com aversao ao risco para fixar a interpretacao do CVaRa. 
Para tanto, consideramos o problema de planejamento da operacao para o sistema de 21 usinas 
hidroeletricas com horizonte de 12 meses, funcao de producao hidráulica (3.11) linear e os 10 
cenarios discutidos na Secao 4.3.1. Em todos os casos, fixamos o valor de a  =  0.7 para o 
calculo de CVaRa correspondente. Nao e comum na literatura adotar um nível de confianca tao 
baixo, mas ele foi considerado por causa do numero reduzido de cenarios. Níveis de confianca 
maiores, como a  =  0.9 ou 0.95, que sao mais comuns, serâo abordados em testes com proble­
mas maiores.
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4 .7 .1  R is c o  n o  c u s to  t o t a l
Nesta seção apresentamos os resultados numéricos para resolução do problema (3.23), que con­
sidera a medida de aversao ao risco CVaRa no custo total, como descrita na Seçao 3.4.1.
A Figura 4.16 exibe os custos da operacao correspondentes a cada cenario ao longo 
das iteracoes do metodo PH na resolucao do problema (3.23). As linhas contínuas em preto 
representam a evolucao dos custos totais da operacao correspondentes a cada cenario. O início 
destas curvas representa o custo (ótimo de cada cenario, ja  que na primeira iteracao do algoritmo 
PH resolve-se o problema determinístico (3.15) para cada um dos 10 cenarios. A curva em azul 
com asteriscos mostra o valor do CVaR0.7 e a curva com círculos em vermelho mostra o valor do 
VaR0.7 em cada iteracao. Como a  =  0.7, temos 70% de confianca de que os custos dos cenarios 
nao irao ultrapassar o valor do VaR0.7, ou seja, 7 das 10 curvas pretas tem ao final do algoritmo 
custo inferior ao valor da curva vermelha, como podemos observar na figura da direita que e 
uma visao ampliada do que ocorre nas ultimas iteracoes. Por outro lado, o valor do CVaR0.7 
corresponde a media dos custos dos outros 3 cenarios, ou seja, dos 30% piores cenarios. A 
Figura 4.17 destaca essas observacoes, mostrando os resultados na ultima iteracao do PH. Em 
preto estao representados os custos ordenados correspondentes a cada cenario; em vermelho, o 
valor do VaR07 e em azul o valor do CVaR0.7.
Iteração PH Iteração PH
Figura 4.16: Custos ao longo das iterações do PH, com nível de confiança 70%.
Fonte: A autora
O VaRa e o CVaRa trazem informaçoes importantes em relaçao ao custo da operaçao. 
Temos um limitante inferior para os çustos em um nível de çonfiança pré-estabeleçido, que e o 
VaRa e tambem uma estimativa media para os çustos mais altos da operaçao, que e o CVaRa.
4 .7 .2  R is c o  n o  d é f ic i t
Nesta seçao disçutimos resultados numeriços na resoluçao do problema (3.24) que çonsidera 
aversao ao risço na parçela do defiçit, çomo disçutida na Seçao 3.4.2. O interesse neste çaso 
e a analise da parçela referente ao defiçit, lembrando que a funçao çusto f  apresentada em
(3.4) e çomposta pela soma de três parçelas relativas ao çusto: das termiças, do defiçit e dos 
interçambios. Entre estas, a parçela que ofereçe maior risço na polítiça operativa e o çusto do 
defiçit de energia. Diante disso, e de interesse analisarmos as informaçoes que o CVaRa e o 
VaRa forneçem neste çaso.
A Figura 4.18 mostra em linhas çontínuas pretas a variaçao dos çustos de defiçit ao 
longo das iteraçoes do algoritmo PH na resoluçao do problema (3.24). A çurva em azul çom
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Cenário
Figura 4.17: Custos ordenados.
Fonte: A autora
asteriscos mostra o valor do CVaR0.7 e a curva com círculos em vermelho mostra o valor do 
VcR o.7 em cada iteracao como considerado na Secao 3.4.2.
Iteração PH
Figura 4.18: Custos dos deficits ao longo das iteracoes do PH, com nível de confianca 70%.
Fonte: A autora
Obtemos neste caso um limitante inferior para os custos do deficits em um nível de 
confianca de 70% que seria o VaR0.7 e tambem uma estimativa media para os deficits mais altos, 
que seria o CVaR0.7. Estas informacoes podem auxiliar no planejamento para evitar deficits 
elevados.
4 .7 .3  C o m b i n a ç ã o  c o n v e x a
Nesta secao discutimos resultados numericos do problema de planejamento da operacao do 
sistema hidrotermico com risco dado pela combinacao convexa da esperanca da funcao custo e 
da medida de risco CVaRa, como discutida na Secao 3.4.3.
Sao consideradas três situacoes distintas: a primeira neutra ao risco, e duas que con­
sideram a combinacao convexa como em (1.25) com valores distintos para o parâmetro f3 (0.5
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e 0.9). A Figura 4.19 mostra a evolução dos custos totais de planejamento da operação corres­
pondente a cada um dos cenarios ao longo das iterações de PH, para cada uma das situações 
conforme descritas a seguir:
• Valores dos custos ao longo das iteracoes de PH na resolucao do problema (3.20) neutro 
ao risco, indicados por losangos (♦);
• Valores ao longo das iteracoes de PH na resolucao do problema (1.25), com parâmetro 
P =  0.5 na combinacao convexa, em que:
-  Estrelas (★ ): representam os custos correspondentes aos cenarios;
-  Asteriscos (*): CVaRo.7;
-  Círculos (o): VaR0.7.
• Valores ao longo das iteracoes de PH na resolucao do problema (1.25), com parâmetro 
P =  0.9 na combinacao convexa, em que:
-  Quadrados (□): representam os custos correspondentes aos cenarios;
-  Sinais de mais (+): CVaR0.7;
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Figura 4.19: Comparacao entre os custos obtidos pela abordagem sem aversao ao risco e pela 
combinacao convexa entre a esperanca e a medida de risco CVaRa.
Fonte: A autora
A Tabela 4.8 exibe os custos totais da operacao correspondentes a cada cenario obtidos 
atraves de cada metodologia.
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Cenario [  =  0.5 [  =  0.9 sem risco
16 4.7566 4.8154 4.7566
119 5.2464 5.2622 5.2465
39 5.4857 5.4822 5.4842
25 5.7571 5.7569 5.7571
12 5.8718 5.8688 5.8703
10 6.1883 6.2263 6.1884
108 6.6987 6.6927 6.6987
117 6.9400 6.9352 6.9419
188 7.0289 7.0228 7.0291
70 8.7543 8.7490 8.7528
CVoR q.7 7.5744 7.5690 -
Tabela 4.8: Custos em [1011R$]. 
Fonte: A autora
Nossa conjectura e de que os valores dos custos da operacao, quando se considera 
uma combinacao convexa da esperanca da funcao custo e do CVaRa, assumem valores muito 
próximos aos custos sem considerar risco, independente do valor do parâmetro f3 adotado na 
combinacao. Essa conjectura e corroborada pelos testes numericos apresentados nesta secao.
4 .7 .4  S im u la ç ã o
Nas secoes anteriores discutimos uma interpretacao das três abordagens para inclusao de aversao 
ao risco no problema do planejamento, apresentadas na Secao 3.4. Nesta secao discutimos as 
solucoes obtidas na resolucao do problema do planejamento com aversao ao risco para duas 
dessas abordagens. Pelos experimentos numericos preliminares apresentados na secao anterior, 
a estrategia discutida na Secao 3.4.3 sobre a combinacao convexa da esperanca e da medida de 
risco CVaR, ambas relativas a funcao custo, nao apresentou diferencas significativas em relacao 
a abordagem neutra ao risco, desta forma esta estrategia foi desconsiderada. Sendo assim, os 
testes apresentados nesta secao sao relativos ao problema do planejamento hidrotermico com 
risco no custo total, como descrito na Secao 3.4.1 e risco apenas na parcela do custo do deficit, 
como apresentado na Secao 3.4.2.
Os testes numericos discutidos aqui sao em relacao a resolucao do problema de plane­
jamento da operacao com aversao ao risco no custo total (3.23) e no custo do deficit(3.24) do 
sistema de 21 usinas hidroeletricas descrito na Secao 4.2.2, com os 10 cenarios de afluencias 
selecionados na Secao 4.3.1, horizonte de planejamento de 33 meses a partir do mes de abril 
do ano de 1957, permitindo esvaziar os reservatórios no ultimo período e funcao de producao 
linearizada. Como a segunda estrategia considera risco apenas na parcela do deficit, estressa- 
mos o sistema, aumentando a demanda fornecida pelo ONS em 10%, de modo a aumentar a 
possibilidade de existència de deficits.
A Figura 4.20 mostra os custos mensais (esquerda) e acumulados (direita) para cada 
mes da simulacao para as duas estratégias. Em linha contínua, vermelha com círculos estao 
representados os custos obtidos pela resolucao do problema considerando risco no deficit (3.24). 
Ja os custos obtidos pela simulacao na resolucao do problema considerando aversao ao risco no 
custo total (3.23) estao representados em linha pontilhada, com estrelas azuis.
A Figura 4.21 mostra grâficos de barras das potèncias hídrica (azul), termoetétrica 
(verde) e deficit (vermelho) do sistema para o cenario iniciado em 1957. A curva preta repre­
senta a demanda. As barras da esquerda correspondem a decisao dessas potèncias obtidas pela
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Meses de simulação Meses de simulação
Figura 4.20: Custos mensais (esquerda) e custos acumulados (direita).
Fonte: A autora
resolucao do problema do planejamento da operacao do sistema (3.24) com risco no deficit, 
enquanto as barras da direita correspondem a resolucao do problema com aversao ao risco na 
funcao custo total (3.23). Neste caso, as termicas estao gerando o maximo de energia possível.
Meses
iGT I IGH I iDef
Figura 4.21: Valores mensais da potencia, com simulacao usando o cenario historico de 1957 e 
demanda aumentada em 10%. As barras da esquerda correspondem as decisoes aversas ao risco 
no deíficit e da direita aversas ao risco no custo total.
Fonte: A autora
Alem dos custos e das geracoes, comparamos tambem a decisao obtida em cada uma 
das situacoes, ou seja, analisamos o vertimento e o turbinamento de cada usina com reser­
vatório. A vazao vertida em ambas as situacoes foram nulas. A Figura 4.22 mostra a decisao do 
primeiro mes relativa a vazao turbinada para as usinas com reservatório resultante da resolucao 
do problema com risco no deficit, em linha pontilhada vermelha com círculo e do problema 
com risco na funcao custo total, em linha contínua azul com círculo.
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Usinas com reservatório
Figura 4.22: Vazoes turbinadas resultantes dos problemas com aversao ao risco.
Fonte: A autora
A partir dessas analises percebemos que os resultados obtidos para ambas as estrategias 
de inclusao de aversao ao risco no problema do planejamento sao analogas. Tendo em vista que 
a inclusao de aversao ao risco no custo do deficit so faz sentindo quando este ocorre, vamos 
considerar na sequencia do trabalho a inclusao de aversao ao risco apenas no custo total.
4.8 Influência de fixar a decisão do primeiro mês
Dado um conjunto { Y l , . . . , Y L} de cenarios de afluencias, comparamos os custos de planeja­
mento da operacao dos problemas determinísticos com o custo do problema nao antecipativo, a 
fim de analisar a influencia de fixar a decisao do primeiro mes para o custo do planejamento. Na 
Secao 4.8.1 discutimos quatro situacoes distintas, enquanto na Secao 4.8.2 apresentamos alguns 
experimentos numericos comparando resultados obtidos a partir de cada uma das situacoes.
4 .8 .1  S i tu a c o e s  a n a l i s a d a s
Nesta secao apresentamos quatro situacoes distintas de obter e fixar a decisao do primeiro mes 
no problema de planejamento da operacao de um sistema hidrotermico.
• S ituacao 1
Para cada cenario Y £ e  { Y  l , . . . , Y L} resolvemos o problema determinístico (3.15) sin­
tetizado como:
m in im iz a r  f  ( x l , y e) 
su je ito  a (x l , y e) e  Tg.
em que f  : IRnT ^  IR e a funcao custo do problema do planejamento da operacao e 
r g c  IRnT e o conjunto viavel relacionado ao cenario Y £. Obtemos assim o custo otimo 
do planejamento para cada cenaírio.
• S ituacao 2
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Fixado a  E (0 ,1), resolvemos o problema do planejamento da operacao hidrotermica nao 
antecipativo com aversao ao risco (3.23) na funcao custo. O interesse neste caso e mini­
mizar a media dos L(1 — a)  maiores custos, sem se preocupar com os custos associados 
aos demais p  cenarios. Resolvido o problema, obtemos o custo do planejamento de cada 
cenario, a decisao do primeiro mes x*x e os valores de CVaRa e VaRa.
• SituãÇáo3
Resolvemos novamente o problema determinístico (3.15) para o caso do planejamento 
hidrotermico, mas agora com uma restricao a mais, a restricao de que a decisao do pri­
meiro mes seja a decisao x*x obtida pela Situacao 2, ou seja, para cada cenario Y l e 
{ Y  l , . . . , Y L} resolve-se o seguinte problema
m in im iz a r  f  ( x \ , y l ) 
su je ito  a ( x \ , y l ) E Yl .
Feito isso, temos o custo do planejamento da operacao para cada cenario com esta nova 
restricao. Obviamente que o custo obtido aqui e maior ou igual ao custo obtido pelo pro­
blema do planejamento hidrotermico determinístico sem considerar esta nova restricao, 
ou seja, obtido na Situacao 1.
• SituãÇáo4
Da Situacao 2 obtemos o valor de VaRa e consequentemente os L(1 — a )  cenarios que 
fornecem custos acima deste valor. Para estes cenaírios resolve-se o problema do planeja­
mento hidrotermico nao antecipativo dado por
1 L(i-«)
m in im iz a r  a ) f  (x i , v l )
( a )  í=i
su je ito  a (õ;1,v e) E Yl , ^ = 1 , . . . , L .
Obtemos entao a decisao do primeiro mes x^. Com esta decisao fixada, resolve-se o 
problema determinístico (3.15) para o planejamento hidrotermico para cada um dos L  
cenaírios considerados inicialmente, ou seja, resolve-se cada um dos L  problemas da 
forma
m in im iz a r  f  ( x { , y l ) 
su je ito  a ( x \ , y l ) E Yl .
Temos entao o custo do planejamento para cada cenario com esta nova restricao. Note 
que a Situacao 4 usa uma informacao fornecida pela Situacao 2, assumindo conhecidos 
os L(1 — a )  cenarios associados aos maiores custos, e melhora os custos dos demais.
Denotando por f sitj ( x 1, y l ) o custo do planejamento da operacao associado ao cenario Y l 
obtido pela situacao n, para j  =  1 , . . . ,  4, temos as seguintes relaccões:
f siti (x i , v l ) <  f sit3( xh V l ) — f sit2 (x i ,v l ) (4.6)
f siti ( x i , Vl) < f sit4 ( x i , Vl) < f sit2 (x i ,Vl ), (4.7)
conforme verificaremos nos experimentos numeíricos a seguir.
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4 .8 .2  E x p e r i m e n t o s  n u m é r i c o s
Apresentamos experimentos numéricos para as quatro situações na resolução do problema de 
planejamento da operaçao para o Sistema 21, funçao de produçao hidráulica linear, o conjunto 
de 10 çenarios desçrito na Seçao 4.3.1, permitindo esvaziar os reservatórios no final do plane­
jamento e a  =  0.7 para çalçulo de CVaRa, çonsiderando três horizontes: de 9, 21 e 33 meses.
A Tabela 4.9 exibe o çusto do planejamento para çada um dos 10 çenarios obtido pela 
resoluçao de çada situaçao espeçifiçada açima, çom horizonte de 9 meses. Estes çustos estao 
exibidos em ordem çresçente do çusto obtido pela resoluçao do problema do planejamento 
hidrotermiço determinístiço, ou seja, da Situaçao 1. Note que as relaçoes (4.6) valem, e obvi­
amente os menores çustos oçorrem na Situaçao 1. A uniça inversao na ordenaçao dos çustos 
oçorre nas Situaçoes 3 e 4 em que os çustos referentes aos çenarios 119 e 188 se permutam de 
posiçao. Notamos ainda que os çustos assoçiados aos 3 piores çenarios sao pratiçamente iguais 
independente da situaçao analisada.
Ordem Cenarios
Custos em [1011R$]
Situaçao 1 Situaçao 2 Situaçao 3 Situaçao 4
1 12 2.8298 3.7421 2.8298 2.8298
2 39 2.9150 3.7425 2.9323 2.9323
3 16 3.0954 3.7429 3.1633 3.1633
4 25 3.2374 3.7435 3.2374 3.2374
5 119 3.3028 3.7438 3.3707 3.3707
6 188 3.3374 3.7439 3.3374 3.3374
7 108 3.4086 3.7442 3.4293 3.4293
8 10 3.7025 3.7459 3.7459 3.7459
9 117 3.9073 3.9073 3.9073 3.9073
10 70 4.4813 4.4861 4.4861 4.4861
Tabela 4.9: Custos totais assoçiados a çada çenario para as quatro situaçoes çom horizonte de 9 
meses.
Fonte: A autora
A Figura 4.23 exibe os çustos por çenarios obtidos em çada situaçao çom horizonte de 
9 meses. A linha traçejada em rosa representa os çustos em ordem çresçente do çusto obtido pela 
resoluçao do problema determinístiço, ou seja, da Situaçao 1. A linha çontínua em preto çom 
estrela representa os çustos obtidos pela Situaçao 2; a linha pontilhada em verde çom losangos 
representa os çustos obtidos pela Situaçao 3, e por fim, a linha pontilhada em azul representa os 
çustos obtidos pela Situaçao 4. Os valores de CVaR07 e VaR07, obtidos pela Situaçao 2, estao 
indiçados por linhas çontínuas çom çírçulos, em azul e vermelho, respeçtivamente. Note que 
temos 7 çenarios que forneçem çustos menores que VaR07 e o valor de CVaR07 registra a media 
dos três maiores çustos.
Cabe ressaltar que a Situaçao 2 obtem uma deçisao que minimiza o çusto dos L(1 — a ) 
piores çenarios, sem levar em çonsideraçao os çustos dos demais a L  çenarios exigindo apenas a 
viabilidade em relaçao a eles. Assim, a Situaçao 2 não forneçe bons resultados para os çenarios 
çom çustos abaixo do VaR07. Se o operador tiver interesse no çusto do planejamento para 
qualquer um dos L  çenarios, uma sugestao seria utilizar a Situaçao 3, ou seja, dada a deçisao 
obtida da minimizaçao dos L(1 — a )  piores çenarios resolve-se o determinístiço para os outros 
çenarios çom a deçisao do primeiro mes fixada. Assim, obtemos o çusto mais adequado para 
o planejamento çonsiderando os melhores çenarios para um problema nao anteçipativo. Note 
que as soluçoes obtidas pela Situaçao 3 e pela Situaçao 4 sao muito proximas, mostrando que
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ordem dos cenários
Figura 4.23: Custos associados aos cenarios para as quatro situacoes com horizonte de 9 meses.
Fonte: A autora
se tivermos a informacao de quais sao os piores cenarios, podemos resolver um problema mais 
simples, que seria o problema da Situacao 4, e mesmo assim obter uma decisao viavel para 
todos os outros cenaírios.
Resolvemos as quatro situacoes novamente mas modificando o período de planeja­
mento. A Figura 4.24 e analoga a Figura 4.23 mas para horizonte de 21 meses e 33 meses. 
Et interessante perceber que quanto maior o período de planejamento, menor a influencia que 
a decisao fixada do primeiro mes causa no custo do planejamento da operacao, visto que os 
custos obtidos pelas Situacoes 1, 3 e 4 praticamente coincidem.
x 1 1 2
ordem dos cenários ordem dos cenários
Figura 4.24: Custos associados aos cenarios para as quatro situacoes com horizonte de 21 (es­
querda) e 33 meses (direita).
Fonte: A autora
4.9 Estrategias de reducao de numero de cenarios
A partir de um conjunto de L  cenarios, desejamos encontrar um subconjunto de cenarios irrele­
vantes, como discutido na Secao 1.4, de modo que uma decisao obtida considerando o conjunto
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reduzido (complementar ao conjunto de cenarios irrelevantes) seja tao confiavel quanto uma 
decisao tomada com aversao ao risco a partir do conjunto original de cenarios.
Esta secao, uma das contribuicoes da tese, apresenta duas tecnicas para a selecao de 
cenarios a serem considerados no problema nao antecipativo. A primeira tecnica consiste em 
selecionar os cenarios a partir das solucoes dos problemas determinísticos e a segunda, inspirada 
pelo Teorema 1.28, consiste em selecionar cenarios a partir de uma solucao aproximada do 
problema nao antecipativo. Para obter essa solucao aproximada no contexto do problema de 
planejamento da operacao com a funcao de producao hidráulica nao linear (3.11), resolvemos o 
problema com uma linearizacao dessa funcao. Na Secao 4.9.1 discutimos a estrategia geral que 
considera as duas tecnicas para selecao dos cenarios. Na Secao 4.9.2 apresentamos a tecnica 
que seleciona os cenarios a partir das solucoes dos problemas determinísticos, enquanto a Secao 
4.9.3 discute a tecnica baseada na obtencao de solucoes aproximadas do problema.
4 .9 .1  A lg o r i tm o  g e r a l  p a r a  s e le c a o  d e  c e n a r io s
Nesta secao apresentamos um algoritmo geral para selecao de cenarios que invoca uma tecnica 
para efetuar tal selecao. Nas secoes seguintes discutimos duas tecnicas possíveis.
A lgoritm o 4.1 Seleção de cenários relevantes
Dados: um conjunto de L  cenários, a  e  (0,1), q =  L(1 — a)
Repita
Escolha um natural q e  (q, L).
Selecione um conjunto de q cenarios a partir de uma técnica de reducão de 
cenarios. Seja Q o conjunto dos índices dos cenarios selecionados.
r> i i / q — L(1 — a )Calcule a  = ------------------ .
q
Resolva o problema  (3.23), com a  =  a  e L  =  q, ou seja,
q(1 — a/) 2 9t ]
' )  e  rg, € e Q  (4 .8)
0, í  e Q
f ( X i , y i ) +  z >  0 í  e Q ,
e obtenha uma decisao Xl para o primeiro mes e VaRa>.
Se Xl í  viável para o problema  (4.8) com { 1 , . . . , L } \ Q  no lugar de Q e
f ( X l , y£) < VcR ai para todo í  e  { 1 , . . . , L } \ Q ,  então p a r e  com o conjunto Q de índices
dos q cenarios selecionados. Caso contrário, faça  q =  q.
Se o criterio de parada e satisfeito, significa que extraímos do conjunto original o sub­
conjunto Q associado aos índices de cenarios relevantes. Caso contrario, os cenarios correspon­
dentes aos custos acima de VaRa> nao podem ser considerados irrelevantes. Portanto, o processo 
e repetido, aumentando-se o valor de q que corresponde ao numero de cenarios relevantes.
A seguir discutimos duas tecnicas de reducao de cenarios que podem ser usadas no 
segundo passo do algoritmo.
m inim izar ^  z +




4 .9 .2  S e le ç ã o  a  p a r t i r  d a s  s o lu ç õ e s  d o s  p r o b le m a s  d e t e r m in í s t i c o s
Nesta secao discutimos a tecnica de reducao de cenarios que consiste em resolver os L  pro­
blemas determinísticos (3.15) associados a cada um dos L  cenarios e selecionar o conjunto Q 
como os índices dos q cenarios que fornecem os maiores custos de operacao.
E xperim entos com o sistem a de 21 h idroelétricas
Aplicamos essa tecnica na resolucao do problema de planejamento da operacao do sistema 
de 21 usinas hidroeletricas, com horizonte de 9 meses e o conjunto dos L  =  100 cenarios 
discutidos na Secao 4.3.1. Resolvemos, inicialmente, o problema do planejamento hidrotermico 
determinístico (3.15) com a funcao de producao hidráulica nao linear para os 100 cenarios. 
Ordenamos os custos de operacao obtidos e selecionamos os q =  30 cenarios que forneceram 
os maiores custos para formar o conjunto Q. Resolvemos entao o problema (4.8) com a funcao 
de producao hidráulica nao linear, considerando este conjunto de 30 piores cenarios.
A Tabela 4.10 apresenta os valores de CVaRa, VaRa, e o tempo computacional obti­
dos pela resolucao do problema original (3.23), com 100 cenarios e a  =  0.8; e do problema 
reduzido (4.8), com os 30 cenarios selecionados e a 1 =  1/3. Note que o tempo de execucao 
para o problema reduzido inclui o tempo de resolucao dos 100 problemas determinísticos para 
a selecao dos 30 cenarios. O valor absoluto da diferenca relativa do CVaRa e de 0.023.
Problema original Problema reduzido
L  =  100, a  =  0.8 CO o i—
1 
CO
CVaRa 5.1125 x 1011 5.2332 x 1011
VaRa 4.6774 x 1011 4.2935 x 1011
Tempo [min] 55 13
Tabela 4.10: Comparacao entre CVaRa e VaRa para os problemas (3.23) e (4.8) com funcao de 
producao nao linear.
Fonte: A autora
Analisaremos agora a decisao do primeiro mes obtida em cada problema. A Figura 
4.26 mostra a vazao turbinada e a vazao vertida para o primeiro mes para as 16 usinas com 
reservatoírio obtidas resolvendo-se o problema original (3.23) e para o problema reduzido (4.8), 
em linha azul pontilhada com losango e em linha vermelha tracejada, respectivamente. As mai­
ores diferencas ocorrem na decisao de turbinamento das usinas 10, 11, 12 e 14, com valores 
maiores para o problema original e um grande vertimento da usina 16 na decisao do problema 
reduzido. Essa estrategia de selecao de cenarios a partir das solucoes dos problemas deter­
minísticos parece nao ser muito eficaz.
4 .9 .3  S e le c a o  a  p a r t i r  d e  s o lu c o e s  a p r o x i m a d a s
Estamos particularmente interessados nas solucoes do problema nao antecipativo do planeja­
mento da operacao com funcao de producao nao linear. Vimos na Secao 4.6 que o tempo 
computacional reduz substancialmente quando e considerada a funcao de producao linear. As­
sim, motivados pelo Teorema 1.28, para reduzir o numero de cenarios a serem fixados para 
resolver o problema nao antecipativo com funcao de producao nao linear, consideramos uma 
solucao aproximada resolvendo, inicialmente, o problema com todos os cenarios mas com uma 
linearizacao da funcao de producao. Essa estrategia para reducao do numero de cenarios e sua 
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Figura 4.25: Decisões do primeiro mês obtidas pelo problema original (3.23) e reduzido (4.8) 
com selecao de cenarios a partir das solucoes dos problemas determinísticos.
Fonte: A autora
Técnica de redução  de cenários
• Considere a  e q dados no Algoritmo 4.1. Seja a  =  (L — q) /L.  Determine VaRa um 
minimizador do problema (3.23) com a  =  a  e funcao de producao hidráulica (3.11) 
linear.
• Selecione os q cenarios com custos maiores que VaRã. Os índices desses cenarios formam 
o conjunto Q.
Para validar essa tecnica, comparamos as solucoes obtidas resolvendo-se o problema 
reduzido (4.8) e o problema original (3.23), ambos com funcao de producao nao linear.
V alidação d a  es tra teg ia  p a ra  o sistem a 21.
Para validacao desta estrategia consideramos o problema de planejamento da operacao do sis­
tema de 21 usinas hidroeletricas com o conjunto de 100 cenarios apresentados na Secao 4.3.1. 
Primeiro, apresentamos um teste com horizonte de 9 meses e a  =  0.8. Como os resultados sao 
promissores, validamos a estrategia na resolucao do problema com horizonte de 33 meses para 
dois valores de a  diferentes: 0.8 e 0.9. Em todos os casos tomamos a  =  0.7, de modo que 
q =  30 cenarios.
H orizonte de 9 meses.
Considere a  =  0.8 e a  =  0.7. Resolvemos o problema (3.23) com a  =  a  com a funcao de 
producao hidráulica linear, horizonte de 9 meses. Selecionamos o conjunto Q com 30 cenarios.
Para validacao dessa escolha de cenarios, resolvemos entao o problema (3.23), com 
a  =  0.8, e o problema (4.8) com a 1 =  1/3. Em ambos os problemas, foi considerada a funcao 
de producao hidráulica nao linear e horizonte de T  =  9 meses.
A Tabela 4.11 apresenta os valores de CVaRa , VaRa, com a  e a 1 e o tempo de execucao 
do algoritmo na resolucao de cada um dos dois problemas. O tempo de execucao para o pro­
blema (4.8) inclui o tempo gasto na resolucao do problema com o modelo linear para a selecao 
dos 30 cenarios.
Observamos que o problema reduzido forneceu boas aproximacoes para o CVaRa e 
VaRa , com praticamente 1/3 do tempo computacional gasto para resolver o problema completo. 
A Figura 4.26 compara a decisao do primeiro mes obtida pelos dois problemas. A figura da 
esquerda mostra a vazao turbinada e da direita a vazao vertida das usinas com reservatório, em 
que a linha azul pontilhada com losango representa os resultados do problema original e a linha 
tracejada em vermelho representa a vazao obtida pela resolucao do problema reduzido.
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Problema original Problema reduzido
L  =  100, a  =  0.8 CO o 1—
1 
CO
CVaRa B.112B x 1011 B.0912 x 1011
VaRa 4.6TT4 x 1011 4.62B4 x 1011
Tempo [min] 55 20
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Figura 4.26: Vazoes turbinadas e vertidas do primeiro mes com horizonte de 9 meses.
Fonte: A autora
H orizonte de 33 meses.
Como os resultados anteriores para selecao de cenarios mostraram-se promissores, 
realizamos mais testes, ampliando o horizonte para 33 meses e considerando dois valores de a  
distintos: 0.8 e 0.9. Em ambos os casos, tomamos a  =  0.7, fazendo assim uma selecao de 30 
cenarios entre os 100.
A Figura 4.27 sintetiza os resultados da solucao do problema (3.23), com a . O valor 
de CVaRã esta representado pelo asterisco azul; VaRã esta indicado pelo círculo vermelho; as 
estrelas pretas indicam os valores dos custos do planejamento da operacao correspondentes a 
cada um dos cenarios. Esses custos estao representados de forma ordenada. Foi, entao, selecio­
nado o conjunto Q com os 30 cenarios que fornecem custos acima do VaRã . Esse conjunto está 
dado a seguir seguindo a ordenacao crescente de custos,
Q =  {1, 26,102, 55 ,18 ,4 ,140 , 7, 24 ,11 ,145 ,168 ,176 ,171 ,6 ,137  
163 ,184 ,70 ,67 ,179 ,198 ,36 ,20 ,151 ,29 ,15 , 41, 32,162}.
Faremos a validacao da estrategia para dois valores de a  distintos: 0.8 e 0.9. A Ta­
bela 4.12 mostra os resultados de CVaRa e VaRa obtidos pela resolucao dos problemas original 
(3.23) e reduzido (4.8) para os dois valores de a  e respectivos valores de a 1: 1 /3  e 2/3. Nos 
problemas reduzidos, o numero de cenarios acima do VaRa e a'q, ou sejam, 20 e 10, respectiva­
mente. Observamos que os resultados de CVaRa e VaRa coincidem para os problemas original 
e reduzido, para os dois valores de a  considerados.
A Figura 4.28 mostra a decisao do primeiro mes relativa a vazao turbinada para as 
usinas com reservatório resultante do problema original e do problema reduzido. A figura da 
esquerda refere-se ao resultado para a  =  0.8 e da direita para a  =  0.9. A linha azul pontilhada 
com losango representa a solucao fornecida pelo problema original e a linha tracejada em ver­
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Figura 4.27: Selecao de cenarios acima do VaR07. 
Fonte: A autora
Problema original Problema reduzido Problema original Problema reduzido
a  =  0.8 a / =  1/3 a  =  0.9 a / =  2 /3
CVaRa 2.4909 x 1012 2.4909 x 10l2 2.6199 x 1012 2.6199 x 10l2
VaRa 2.3180 x 1012 2.3180 x 10l2 2.4393 x 1012 2.4393 x 10l2
Tabela 4.12: Valores de C V R a e VaRa resultantes do problema original (3.23) e reduzido (4.8) 
















Usinas com reservatório Usinas com reservatório
14 0 0 0 1 4 0 0 0
12 0 0 0 1 2 0 0 0
10 0 0 0
8 0 0 0 8 0 0 0
6 0 0 0 6 0 0 0
4 0 0 0
2 0 0 0 2 0 0 0
0 0
Figura 4.28: Vazoes turbinadas, com a  =  0.8 (esquerda) e a  =  0.9 (direita).
Fonte: A autora
Apresentamos a seguir mais um teste realizado para validar os resultados. Fixamos a 
decisao do primeiro mes fornecida como solucao do problema reduzido e resolvemos os pro­
blemas determinísticos para cada um dos 100 cenarios com essa decisao fixada. A Figura 4.29 
mostra em linha contínua verde os custos ordenados do planejamento para cada um dos 100 
cenarios fixada a decisao do primeiro mes fornecida pelo problema reduzido (4.8). Alem destes 
custos, sao exibidos tambem os valores de CVaRa e VaRa. A figura da esquerda corresponde 
aos resultados para a  =  0.8 e da direita para a  =  0.9. Note que os valores de VaRa e CVaRa sao 
coerentes, ja  que temos a L  cenarios que fornecem custos menores que VaRa , o que pode ser no-
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tado no gráfico pela linha tracejada no cenário (a L  +  1), e o valor de CVaRa marca exatamente 
a media dos L(1 — a )  maiores custos.
cenários cenários
Figura 4.29: Custos fornecidos pelos problemas determinísticos com decisao do primeiro mes 
fixada, com a  =  0.8 (esquerda) e a  =  0.9 (direita).
Fonte: A autora
Com estas comparacoes, validamos que o conjunto Qc e de fato irrelevante para o 
problema (3.23) no contexto do planejamento hidrotermico, ja  que os problemas reduzidos 
forneceram resultados equivalentes aos problemas originais correspondentes que consideram 
todos os 100 cenarios. Note que esta reducao de cenario traz ganho computacional, ja  que a 
dimensao do problema depende do numero de cenarios considerado no problema.
A partir destes testes comprovamos que a selecao dos cenarios feita atraves da solucao 
aproximada usando o modelo linear fornece resultados mais precisos do que a selecao feita 
atraves da resolucao dos problemas determinísticos. Desta forma, utilizaremos essa estrategia 
para selecionar cenarios relevantes a fim de diminuir a dimensao do problema e o tempo com­
putacional de execucao dos algoritmos.
4.10 Resultados com o Sistema 141
Nesta secao apresentamos testes numericos de maior porte resolvendo o problema de planeja­
mento da operacao do sistema de 141 usinas hidroeletricas descrito na Secao 4.2.1, com os 100 
cenarios de afluencias descritos na Secao 4.3.2, horizonte de planejamento de 33 meses a partir 
do mes de abril, permitindo esvaziar os reservatórios no ultimo período e funcao de producao 
(3.11) nao linear.
4 .1 0 .1  R e d u c a o  d e  c e n a r io s
Nesta secao seguimos a estrategia, proposta na Secao 4.9.3, para reduzir o numero de cenarios 
a partir de solucoes aproximadas, considerando a  =  0.9 e a  =  0.7. Como o conjunto de 
cenarios de afluencias contem 100 cenarios e a  =  0.7, pela definicao do VaR07 teremos 30 
cenarios fornecendo custo do planejamento da operacao maiores que VaR07 obtido, ou seja, Q 
sera composto por 30 cenarios:
Q =  {109 1 77 46 58 112 94 99 129 28 106 163 76 91 7
152 160 62 3 41 103 187 47 95 190 128 154 125 108 40}.
Este sera o conjunto de índices de cenarios considerado nas proximas secoes.
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4 .1 0 .2  S im u la ç ã o
Nesta seção discutimos resultados para a obtenção de uma política não antecipativa, conforme 
Seção 3.3.2, para a resolucao do problema de planejamento da operacao do sistema conside­
rando aversao ao risco no custo total (3.23) e neutra ao risco (3.20). Esta política, para cada um 
dos casos, foi obtida seguindo o Algoritmo 3.1. Para discutirmos e compararmos os resultados 
consideramos duas situacoes. Na primeira, foram considerados os dados como apresentados 
no início da Secao 4.10 e simulacao com horizonte fixo (3.22) para 33 meses, adotando-se três 
cenarios históricos para simulacao, com início em abril dos anos de 1952, 1957 e 1993. Como 
visto na Secao 4.3.2 e exibida na Figura 4.9 o cenario iniciado em 1952 foi um cenario de 
afluencias baixas, 1957 um cenario de afluencias medias e 1993 um cenario de afluencias altas. 
Na segunda, fixamos o cenario iniciado em 1957 e comparamos os resultados usando a funcao 
de producao nao linear (3.11) e sua linearizacao nos problemas nao antecipativos. Em todos os 
casos, a simulacao, que resolve um problema determinístico de curto prazo, considera a funcao 
de producao nao linear.
A nalise dos d iferentes cenários de sim ulação
Foram considerados os três cenarios de simulacao e em cada caso foi resolvido o pro­
blema neutro e avesso ao risco, fornecendo assim seis situacoes distintas. A Figura 4.30 mostra 
os custos para cada mes da simulacao (esquerda) e custos acumulados (direita) para as seis 
situacoes. Em linha contínua, vermelha com círculos, azul com estrelas e verde com losangos, 
estao representados os custos obtidos pela resolucao do problema sem considerar risco (3.20) 
adotando para simulacao os cenarios historicos iniciados em 1952,1957 e 1993, respectiva­
mente. Ja os custos obtidos pela simulacao na resolucao do problema considerando aversao ao 
risco no custo total (3.23) para os cenarios de 1952,1957 e 1993, estao representados em linha 
pontilhada, com círculos rosas, estrelas em ciano e losangos em amarelo, respectivamente.
1 6 12 18 24 30
Meses de simulação
1 6  12 18 24 30
Meses de simulação
Figura 4.30: Custos mensais (esquerda) e custos acumulados (direita).
Fonte: A autora
Como o cenario iniciado em 1952 corresponde a um período de seca, notamos que 
os custos mensais sao maiores que os associados a 1957, que por sua vez sao maiores que os 
associados a 1993, ja  que 1957 foi um cenario mediano e 1993 foi considerado um cenario 
molhado. Para analisarmos o efeito da inclusao da aversao ao risco, a Figura 4.31 exibe cada 
um dos custos acumulados separadamente em relacao aos cenarios considerados.
Observa-se que inclusao da aversao ao risco no problema do planejamento e vantajoso 
em casos críticos, ja  que no problema com aversao ao risco (3.23) otimiza-se os piores casos. 
Pela Figura 4.31 notamos que o custo obtido para este caso eí menor nos cenaírios mais secos. 
Isto ocorre pois o planejamento e feito supondo o acontecimento de casos mais críticos, ou seja,
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Figura 4.31: Custos acumulados para os anos de 1952,1957 e 1993.
Fonte: A autora
com afluencias mais baixas. Note que para o cenario iniciado em 1993, a inclusao ao risco nao 
traz vantagens, ja  que as afluencias foram altas.
A Figura 4.32 mostra graficos de barras das potencias hídrica (azul), termoeletrica 
(verde) e deficit (vermelho) do sistema para o ano de 1952. As barras da esquerda correspondem 
a decisao dessas potencias obtida pela resolucao do problema do planejamento da operacao 
do sistema (3.20) neutro ao risco, enquanto as barras da direita correspondem a resolucao do 
problema com aversao ao risco (3.23). Notamos que, neste caso, a inclusao de aversao ao risco 
reduz os deficits obtidos no planejamento. Alem disso, as geracoes termicas do primeiro até 
decimo segundo mes sao sempre maiores para o planejamento com risco, ja  que neste caso 
planeja-se para casos críticos. Com estas geracoes maiores no início consegue-se reduzir o 
deficit no futuro.
Meses
I GT I IGH I I Def
Figura 4.32: Valores mensais da potencia, com simulacao usando o cenario historico de 1952. 
As barras da esquerda correspondem as decisoes neutras ao risco e da direita aversas ao risco
Fonte: A autora
A Figura 4.33 mostra gráficos de barras das potencias hídrica (azul), termoeletrica 
(verde) e deficit (vermelho) do sistema para o cenario iniciado em 1957. As barras da esquerda 
correspondem a decisao dessas potencias obtida pela resolucao do problema do planejamento 
da operacao do sistema (3.20) neutro ao risco, enquanto as barras da direita correspondem a
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resolução do problema com aversão ao risco (3.23). Notamos que a inclusão da aversão ao 
risco evita ou reduz os deficits obtidos no planejamento, isto vem do fato de que no início do 
planejamento o sistema gera mais energia termoeletrica, como pode ser observado do primeiro 
ate o decimo setimo mes.
2 - 
1 -
o ----------------1----------------1----------------1---------------- 1---------------- 1----------------
5 10 15 20 25 30
Meses
I IGT I IGH I IDef
Figura 4.33: Valores mensais da potencia, com simulacao usando o cenario histórico de 1957. 
As barras da esquerda correspondem as decisoes neutras ao risco e da direita aversas ao risco
Fonte: A autora
A Figura 4.34 mostra graficos de barras das potencias hídrica (azul), termoeletrica 
(verde) e deficit (vermelho) do sistema para o cenario de 1993. As barras da esquerda correspon­
dem a decisao dessas potencias obtida pela resolucao do problema do planejamento da operacao 
do sistema (3.20) neutro ao risco, enquanto as barras da direita correspondem a resolucao do 
problema com aversao ao risco (3.23). Notamos que para este caso a inclusao da aversao ao 
risco nao e vantajosa. No início do planejamento e gerada mais energia termica para se evitar 
deficit diante de uma seca, mas como o cenario iniciado em 1993 foi molhado, esta geracao 
inicial foi desnecessaria. Isto fez com que o custo do planejamento neste caso seja mais elevado 
do que quando nao se considera o risco. Aqui o planejamento foi feito para uma situacao ruim 
que nao ocorreu, isto eleva os custos.
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Figura 4.34: Valores mensais da potência, com simulação usando o cenário histórico de 1957. 
As barras da esquerda correspondem as decisões neutras ao risco e da direita aversas ao risco
Fonte: A autora
O problema do planejamento da operacao e resolvido com o objetivo de obter o menor 
custo operativo. O multiplicador de Lagrange associado a restricao de demanda de um sub­
sistema corresponde ao custo de cada M W  extra na demanda. As Figuras 4.35, 4.36 e 4.37 
mostram o custo de cada M W  extra na demanda por subsistema obtido pela resolucao de cada 
um dos problemas considerando como cenario de simulacao 1952, 1957 e 1993, respectiva­
mente. As figuras da esquerda correspondem aos custos neutros ao risco, enquanto as da direita 
estao associadas aos custos com aversao ao risco.
1952 sem risco 1952 com risco
Meses Meses




Figura 4.36: Precos considerando o cenario historico de 1957 para simulacao.
Fonte: A autora
1993 sem risco 1993 com risco
Meses Meses
Figura 4.37: Preços considerando o cenário histórico de 1993 para simulação.
Fonte: A autora
A nálise d a  sim ulação com linearização d a  função de produção
Aqui fixamos o cenario de 1957 e comparamos os resultados obtidos pela simulaçao 
na resolucao do problema do planejamento considerando aversao ao risco no custo total (3.23) 
com funcao de producao (3.11) linear e nao linear. Em ambos os casos o problema de curto 
prazo (3.15), considerado na simulacao, e nao linear.
A Figura 4.38 mostra os custos para cada mes da simulacao (esquerda) e custos acu­
mulados (direita) para as duas situacoes. Em linha contínua, vermelha com círculos e azul com 
estrelas, estao representados os custos obtidos pela resolucao do problema (3.23) com funcao 
de producao (3.11) linear e nao linear, respectivamente. A linearizacao da funcao de producao 
fornece uma boa aproximacao para os custos obtidos pela resolucao do problema com a funcao 
de producao original com tempo computacional menor. No entanto, ao se resolver o problema 
com funcao de producao nao linear, os resultados sao melhores.
A Figura 4.39 mostra gráficos de barras das potencias hídrica (azul), termoeletrica 
(verde) e deficit (vermelho) do sistema em cada mes obtidas da resolucao do problema do 
planejamento da operacao do sistema com aversao ao risco (3.23). As barras da esquerda cor­
respondem as potencias com o problema com funcao de producao nao linear, enquanto as da 
direita referem-se as potencias considerando a linearizacao da funcao de producao. Ao utilizar
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Meses de simulação Meses de simulação
Figura 4.38: Custos mensais (esquerda) e custos acumulados (direita).
Fonte: A autora
o modelo linear a decisao obtida fornece deficit em alguns meses, o que pela decisao tomada 
considerando o modelo mais real nao ocorre.
Meses
I GT I IGH I I Def
Figura 4.39: Valores mensais da potencia. As barras da esquerda correspondem as decisoes 
obtidas pela funcao de producao nao linear e da direita linear.
Fonte: A autora
A Figura 4.40 mostra do lado esquerdo a energia gerada pela simulacao considerando 
funcao de producao linear que esta representada no grafico pela linha contínua vermelha com 
círculos e a gerada pela simulacao considerando funcao de producao nao linear, a qual esta re­
presentada pela linha pontilhada azul com estrelas. Do lado direito temos a energia armazenada 
total, com as mesmas representacoes da energia gerada. A energia armazenada total e a soma 
das energias geradas de cada uma das usinas quando se esvazia o reservatoírio, ou seja, quando 
utiliza-se todo o volume util deste reservatório para gerar energia. Este calculo e feito a partir 
de um modelo linear de um reservatório.
A partir dessas analises concluimos que para obter decisoes deve-se utilizar o modelo 
nao linear para a funcao de producao. O modelo linear apresentou custos maiores e deficits,
105
Meses Meses
Figura 4.40: Energia gerada (esquerda) e energia armazenada (direita).
Fonte: A autora
mostrando assim que com o modelo linear o tomador de decisao pode considerar uma solucao 
que exija custos desnecessarios para o planejamento.
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Conclusão
Nesta tese propusemos metodologias relacionadas a resolucao do problema de planejamento 
de medio prazo da operacao hidrotermica do sistema brasileiro atraves da analise de cenarios, 
incluindo aversao ao risco. Essas metodologias foram aplicadas em dois sistemas teste com 
dados reais disponibilizados pelo ONS.
A principal abordagem encontrada na literatura para resolver problemas de planeja­
mento de medio prazo da operacao hidrotermica considera versoes linearizadas do problema 
que sao resolvidas por PDDE - Programacao Dinamica Dual Estocastica, um metodo proposto 
por Pereira e Pinto em [27]. Em nosso trabalho usamos um modelo de programacao nao linear 
do problema e ao inves de PDDE, usamos uma analise de cenarios nao antecipativa, consi­
derando cenarios de afluencias sinteticos fornecidos pelos autores de [9] baseados em dados 
históricos de afluencias disponíveis ao longo de 85 anos. Diferente do PDDE, a modelagem 
atraves de analise de cenarios leva em consideracao a estocasticidade e a nao linearidade do 
problema.
O modelo do problema de planejamento hidrotermico nacional considerado foi pro­
posto em [20,28] e minimiza os custos de geracao termica, de deficit energetico do sistema 
e do custo de intercambio entre os subsistemas, considerando restricoes operativas das usi­
nas, balanco hídrico, atendimento a demanda, evaporacao e defluencia mínima total nos re­
servatórios. As nao linearidades do problema sao oriundas do calculo da funcao de producao 
das usinas com reservatório que, por sua vez, e considerada nas restricoes de atendimento da 
demanda. A estocasticidade, por outro lado, e devida a incerteza relativa as afluencias que 
influenciam o balanco hídrico.
Dado um conjunto de cenarios de afluencias para o período de planejamento, que coin­
cidem no primeiro mes, sao obtidas decisoes nao antecipativas, ou sejam, decisoes que coinci­
dem no primeiro mes independentemente do cenario e que minimizam o custo total esperado. 
Com um cenario de simulacao fixado, uma política nao antecipativa e determinada resolvendo 
sequencialmente o problema do planejamento hidrotermico nao antecipativo seguido de um pro­
blema de curto prazo. Em cada estaígio do processo sequencial, a partir do volume inicial dos 
reservatorios, e resolvido um problema nao antecipativo e obtida uma decisao para o primeiro 
mes. A partir dessa decisao, sao fixadas as vazoes turbinadas e vertidas para as usinas com re­
servatório, e resolvido um problema de curto prazo determinístico com o cenario de simulacao, 
e com o maior detalhamento possível do modelo. Assim, sao obtidas as demais decisoes para 
este estagio. Esse processo e repetido, tomando-se como volume inicial para o proximo estagio 
aquele dado pelo balanco hídrico levando-se em consideracao o volume anterior e as decisoes 
do estagio atual. A sequencia de decisoes obtidas pelos problemas de curto prazo define a 
política para aquele cenario de simulacao.
Os problemas nao antecipativos podem ser resolvidos pelo algoritmo Progressive Hed­
ging [38]. Este algoritmo decompoe o problema em varios subproblemas possibilitando parale- 
lizacao em sua implementacao. Essa paralizacao foi feita utilizando o pacote do Matlab Parallel 
Computing Toolbox atraves do comando p a r f o r .
A aversao ao risco e incluída no problema atraves de CVaRa conforme Rockafellar
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e Uryasev em [37]. Uma das contribuicoes da tese foi particularizar a defin ido  de CVaRa 
para o caso de variaveis discretas. Outra contribuicao esta relacionada a inclusao de aversao 
ao risco ao problema de planejamento hidrotermico. Esta inclusao ja  havia sido considerada 
em [6,19], mas no contexto de PDDE, o qual resolve modelos lineares sem levar em conta a 
altura de queda real das usinas. Nesta tese foram discutidas três maneiras de introduzir aversao 
ao risco ao problema atraves de analise de cenarios. A primeira, motivada por Rockafellar 
e Uryasev em [37], considera CVaRa no custo total, que envolve o custo da energia gerada 
pelas termicas do sistema, o custo dos deficits de energia e o custo dos intercambios de energia 
entre os subsistemas. Deíficit eí um evento que se deseja evitar, assim, seguindo as ideias de 
Costa Junior [6], a segunda maneira considera a aversao ao risco apenas na parcela do custo 
do deíficit. Como alternativa a essas abordagens, a terceira maneira tratada por Shapiro [40] 
sugere uma medida coerente de risco dada pela combinacao convexa entre a esperanca E  [Z] e 
CVaRa ( Z ) a ser considerada na funcao objetivo. Os resultados dos testes discutidos na Secao 
4.7, para o caso do planejamento, mostraram que, no nosso problema, a combinacao convexa é 
equivalente a neutra ao risco, enquanto a alternativa de inclusao de risco no deficit e equivalente 
a aversao ao risco na funcao custo total. Desta forma, as discussões apresentadas em relacao à 
inclusao de risco no problema do planejamento foram focadas na primeira estrategia, ou seja, 
que aplica CVaR no custo total esperado. De acordo com os testes apresentados na Secao 4.10.2 
a inclusao de risco no problema do planejamento e vantajoso em casos críticos, ja  que neste caso 
otimizam-se os piores casos. Dado um nível de confianca a  pré-estabelecido, VaRa e CVaRa 
trazem informacoes importantes em relacao ao custo da operacao. Temos um limitante inferior 
para os custos, que e o VaRa e tambem uma estimativa media para os custos mais altos da 
operacao, que e o CVaRa que podem auxiliar o tomador de decisao.
Ao resolver o problema do planejamento com aversao ao risco considerando um con­
junto de L  cenarios e um nível de confianca a, obtem-se uma decisao que minimiza o custo dos 
L(1 — a)  piores cenarios, sem levar em consideracao os custos dos demais a L  cenarios exigindo 
apenas a viabilidade em relacao a eles. Assim, esta decisao nao fornece bons resultados para 
os cenarios com custos abaixo do VaRa . Desta forma, se o operador tiver interesse no custo 
do planejamento para qualquer um dos L  cenarios, sugerimos que, com a decisao obtida da 
minimizacao dos L(1 — a )  piores cenarios resolva-se o problema determinístico para os outros 
cenarios com a decisao do primeiro mes fixada, conforme Secao 4.8. Assim, e obtido o custo 
mais adequado para o planejamento considerando os melhores cenarios para um problema nao 
antecipativo.
Alem da contribuicao sobre a inclusao de aversao ao risco ao problema de plane­
jamento hidrotermico, a tese traz uma analise sobre a selecao dos cenarios envolvidos na 
resolucao do problema com aversao ao risco. Essa selecao e feita a partir de um conjunto de L  
cenaírios, em que o objetivo eí encontrar um subconjunto de cenaírios irrelevantes de modo que 
uma decisao obtida considerando o conjunto reduzido (complementar ao conjunto de cenarios 
irrelevantes) seja tao confiavel quanto uma decisao tomada com aversao ao risco a partir do 
conjunto original de cenarios. Foram apresentadas duas tecnicas para a selecao desses cenarios. 
A primeira tecnica consiste em selecionar os cenarios a partir das solucoes dos problemas de- 
terminísticos e a segunda, consiste em selecionar cenarios a partir de uma solucao aproximada, 
a partir de uma linearizacao da funcao de producao hidráulica (3.11). Utilizando o sistema 
teste reduzido de 21 usinas, a segunda tecnica que usa solucoes aproximadas mostrou-se mais 
eficiente. Esta tecnica foi aplicada para reduzir o numero de cenarios na resolucao do pro­
blema do planejamento da operacao do sistema de 141 usinas com aversao ao risco. Com esta 
reducao discutimos, na Secao 4.9, resultados para a obtencao de uma política nao antecipativa, 
conforme Secao 3.3.2, para a resolucao do problema de planejamento da operacao do sistema 
considerando aversao ao risco no custo total (3.23) e neutra ao risco (3.20). A reducao permitiu
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obter bons resultados com um tempo consideravelmente menor em comparacao a resolucao do 
problema com o conjunto original de cenarios. Com isso, pudemos obter uma política a partir 
da resolucao do problema (3.23) que visa a reducao de custo de operacao e controla o risco a 
que esta operacao esta sujeita.
Concluímos essa tese na expectativa de termos contribuído na discussao de metodolo­
gias relativas a resolucao do problema do planejamento da operacao do SIN.
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A Tabela A.1 exibe todas as usinas do sistema 141 relacionando codigo utilizado pelo ONS, 
nome da usina, potencia em M W , volume mínimo Vmin, volume maximo Vmax e volume inicial 
V0 em h m 3, vazão maxima turbinada de cada usina Q C max em m 3/ s  e por fim, traz a informacao 
de qual usina e considerada a fio d ’agua. Consideramos nula a vazao mínima turbinada de 
cada usina. As cores nos códigos sao para identificar o subsistema que esta usina pertence. 
Lembrando que a cor vermelha representa o subsistema Sudeste/Centro-Oeste, a cor azul o 
subsistema Sul, a cor amarela o subsistema Nordeste, a cor verde o subsistema Norte e, por fim, 
















1 Camargos 46 120 792 792 220
2 Itutinga 52 11 11 11 236 x
4 Funil - Grande 180 304 304 304 585 x
6 F urnas 1312 5733 22950 22950 1692
7 Mascarenhas de Moraes 478 1540 4040 4040 1328
8 L.C. Barreto 1104 1423 1423 1423 2028 x
9 Jaguara 424 450 450 450 1076 x
10 Igarapava 210 480 480 480 1480 x
11 Volta Grande 380 2244 2244 2244 1584 x
12 Porto Colombia 328 1524 1524 1524 1988 x
14 Caconde 80 51 555 555 94
15 E. da Cunha 109 14 14 14 148 x
16 A. S. Oliveira 32 25 25 25 178 x
17 M arim bondo 1488 890 6150 6150 2944
18 A gua V erm elha 1396 5856 11025 11025 2958
20 Batalha 52 430 1782 1782 154
21 Serra do Facao 213 1752 5199 5199 324
24 E m borcaçao 1192 4669 17725 17725 1048
25 Nova Ponte 510 2412 12792 12792 576
26 Miranda 408 974 1120 1120 675
27 Capim Branco 1 240 228 241 241 495
28 Capim Branco 2 210 878 879 879 537 x
29 Corumba IV 127 2937 3708 3708 208
















































Itu m b ia ra 2082 4573 17027 17027 2940
C. Dourada 658 460 460 460 2513
sa o  Simao 1710 7000 12540 12540 2670
Barra Bonita 140 569 3135 3135 756
Bariri 144 544 544 544 771
Ibitinga 131 985 985 985 702
Promissao 264 5280 7408 7408 1293
N. Avanhandava 347 2720 2720 2720 1431
34 - I lh a  Solteira 3444 25467 34432 34432 11604
43- Três Irmaos 807,5
Jupia 1551 3354 3354 3354 8344
P orto  P rim avera 1540 14400 14400 14400 8904
Jurumirim 101 3843 7008 7008 364
Piraju 80 84 84 84 362
Chavantes 414 5754 8795 8795 626
L. N. Garcez 74 45 45 45 580
Canoas III 72 151 151 151 561
Canoas I 82 212 212 212 567
Maua 352 1473 2137 2137 339
Capivara 618 4816 10540 10540 1486
Taquarucu 525 677 677 677 2550
Rosana 354 1918 1918 1918 2468
Ita ip u 14000 27695 29404 29404 13260
Sta Clara PR 120 169 431 431 162
Fundao 120 35 35 35 152
Jordao 0 85 110 110 0
Foz do A reia 1676 1974 5779 5779 1376
Segredo 1260 2562 2950 2950 1268
S. Santiago 1420 2662 6775 6775 1576
Salto O sorio 1078 1124 1124 1124 1784
Gov. Jose R icha 1240 3573 3573 3573 2100
Barra Grande 690 2712 4904 4904 516
Garibaldi 189 232 296 296 501
Campos Novos 880 1320 1477 1477 558
M achadinho 1140 2283 3340 3340 1311
ita 1450 5100 5100 5100 1590
Passo Fundo 226 185 1589 1589 102
Monjolinho 74 150 150 150 134
Quebra-Queixo 120 111 137 137 114
Castro Alves 130 87 92 92 159
Monte Claro 130 10 11 11 372
14 de Julho 100 49 55 55 340
Saojose 51 186 186 186 288
Passo S Joao 77 102 102 102 326
Foz do Chapeco 855 1427 1502 1502 1888
Ernestina 0 21 259 259 0










































Jacui 180 29 29 29 234
Itaúba 500 620 620 620 620
D. Francisca 125 330 330 330 376
C. Cahoeira 260 23 179 179 40
Guarapiranga 0 1 190 190 0
Billings 0 1 1133 1133 0
H. Borden 889 1 1 1 152
Jaguari 28 443 1236 1236 64
Paraibuna 87 2096 4732 4732 127
Sta Branca 56 131 439 439 144
Funil 222 283 888 888 387
Lajes 0 0 445 445 0
Santa Cecília 0 6 7 7 44
Sobrag 60 1 1 1 90
I dos Pombos 187 8 8 8 724
S. Grande 102 78 78 78 132
P. Estrela 112 56 89 89 248
Candonga 140 54 54 54 318
Baguari 140 31 38 38 872
Aimorés 330 157 186 186 1296
Mascarenhas 198 22 22 22 1216
Irape 399 2268 5964 5964 267
Itapebi 462 1634 1634 1634 660
Retiro baixo 82 201 242 242 262
Três m arias 396 4250 19528 19528 924
Queimado 105 95 557 557 72
Sobradinho 1050 5447 34116 34116 4278
Itaparica 1480 7234 10782 10782 3264
Comp Paf-Mox 4280 1226 1226 1226 4199
Xingo 3162 3800 3800 3800 2976
Pedra do Cavalo 160 2192 3072 3072 180
B. Esperanca 237 3173 5085 5085 624
Guilman-Amorim 140 12 12 12 136
Sa Carvalho 78 1 1 1 83
Jauru 118 16 17 17 127
Guapore 120 21 21 21 84
Corumba III 96 709 972 972 278
Cachoeira-Calderiao 219 231 231 231 1641
Salto Pilao 192 0,1 0,2 0 110
Rosal 55 11 11 11 32
Teles Pires 1820 897 897 897 3860
Salto Rio Verdinho 93 264 264 264 254
Ourinhos 44 20 20 21 486
S e rra  d a  M esa 1275 11150 54400 54400 1191
Cana Brava 450 2300 2300 2300 1155
Sao Salvador 243 952 952 952 1170
Peixe Angical 499 2213 2741 2741 2073
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261 Lajeado 902 4940 4940 4940 3400 x
262 Salto 116 826 826 826 260 x
267 Estreito Toc 1087 5400 5400 5400 6280 x
272 Curua-Una 3 0 130 530 530 186
275 T ucuruí 8370 11293 50275 50275 14626
276 Rondon II 73 192 478 478 138
277 Balbina 250 9712 20006 20006 1275
278 Manso 210 4386 7337 7337 400
279 Samuel 217 943 3493 3493 845
280 C. Nunes 78 25 139 139 399 x
281 P. Pedra 176 199 199 199 78 x
283 Sta Clara MG 60 146 146 146 132 x
284 Ferreira Gomes 252 137 137 137 1722 x
285 Jirau 3750 2747 2747 2747 26900 x
286 Sto Antonio Jari 370 105 133 133 1668 x
287 Sto Antonio 3568 2075 2075 2075 29120 x
288 Belo Monte 1833 4802 4802 4802 13950 x
290 Espora 32 71 209 209 72
304 Itiquira I 61 5 5 5 80 x
305 Itiquira II 97 1 1 1 78 x
310 Dardanelos 261 0,1 0,1 0 306 x
311 Cacu 65 196 227 227 268
312 Barra dos Coqueiros 90 300 348 348 278 x
315 Foz do Rio Claro 315 95 95 95 298 x
Tabela A.1: Informacoes das Hidroeletricas. Fonte: Dados retirados de [10]
Como visto na Secao 3.1, usinas a fio d ’agua sao aquelas em que os volumes mínimos e 
maximos coincidem ou sao muito proximos. Na ultima coluna da Tabela A.1 as usinas marcadas 
com x sao as usinas a fio d ’agua, que para o sistema completo de 141 usinas consideramos 77 
usinas a fio d ’agua, e para o sistema 21, consideramos 5 usinas a fio d ’agua. As usinas que tem 




A Tabela B.1 exibe os dados das usinas termoeletricas com seus respectivos: codigo utilizado 
pelo ONS, nome, custo unitario de energia cTj nb, potencia, geracao mínima GTmin e geracao 
maxima GTmax de cada usina. Em particular, os dados da terceira coluna que representam 
os custos unitarios cTj de energia da termica j , sao os coeficientes da parcela C Tj da funcao 
objetivo 3.4. Lembre-se que esta e uma funcao linear como foi definida na Secao 3.2. As usinas 
com nomes em negrito compoem o sistema 21.
Codigo Nome da CTj Potencia G TV-J -‘-min G Tmax
ONS Usina [ R $ / M W h  ] [M W ] [M W ] [M W ]
1 A ng ra  1 29,13 640 520 640
2 Igarape 653,43 131 0 131
4 ST. Cruz 34 310,41 436 0 436
7 Carioba 937,00 36 0 36
9 R. Silveira 500,34 25 0 25
12 Cuiaba G CC 511,70 529 0 529
13 A ng ra  2 20,12 1350 1080 1350
15 Linhares 159,28 204 0 204
19 UTE Brasilia 1047,40 10 0 10
21 Maranhao V 101,01 338 0 338
22 P. Medici A 115,90 126 11 126
23 P. Medici B 115,90 320 33 320
24 J. Lacerda C 155,85 363 3189 363
25 J. Lacerda B 186,33 262 160 262
26 J. Lacerda A1 258,42 100 25 100
27 J. Lacerda A2 195,49 132 33 132
28 Figueira 459,92 20 0 20
30 Nutepa 780,00 24 0 24
32 S. Jeronimo 248,31 20 0 20
34 W. Arjona 297,27 206 0 206
35 Uruguaiana 486,20 640 0 640
36 Maranhao IV 101,01 338 0 338
37 Argentina 1 43,02 0 0 0
38 Argentina 2A 53,10 0 0 0
39 Argentina 2B 53,10 0 0 0
40 Argentina 2C 53,10 0 0 0
































































































Term oB ahia 279,04 186 0
N. Venecia 2 203,00 178 0
Termorio 236,10 0 0
A rau caria 0 485 0
Viana 317,58 175 0
Pirat. 12G 470,34 200 0
C am pina GDE 317,59 169 0
Global I 361,87 149 0
Juiz de Fora 213,84 87 0
Global II 361,87 149 0
M aracanau I 300,93 168 0
TermoCeara 300,08 223 0
Argentina 2D 53,10 0 0
Eletrobolt 309,73 0 0
Ibiritermo 303,29 226 0
C anoas 698,14 249 0
Do Atlan CSA 0 255 234
TermoNE 32,00 171 0
Três Lagoas 195,96 0 0
TermoPB 320,68 171 0
Geramar II 317,57 166 0
Argentina 1B 53,10 0 0
Geramar I 317,57 166 0
Fafen 301,36 18 0
Vale do Acu 314,63 368 0
ST. Cruz Nova 107,86 500 0
Termomacae 533,82 929 0
Camacari D /G 943,88 347 0
Santana LM 898,56 50 0
TermoPE 70,16 533 349
CCBS 293,68 0 0
Pernambu III 260,84 201 0
ERB Candeias 60,00 0 0
Pampa Sul 50,00 0 0
Xavantes 1133,30 54 0
Altos 680,55 13 0
F. Gasparian 399,02 572 0
Aracati 680,55 11 0
Bahia I 511,84 31 0
B atu rite 680,55 11 0
Parnaiba IV 88,97 56 0
Campo M aior 680,55 13 0
Caucaia 680,55 15 0
Crato 680,55 13 0
Enguia PECEM 680,55 15 0
Iguatu 680,55 15 0
































































































Marambaia 680,55 13 0
Suzano MA 0 255 255
Nazaria 680,55 13 0
M au a  3 61,50 0 0
Maua B4 575,00 150 0
Acre 90,00 0 0
Petrolina 655,90 136 0
Costa Rica I 90,00 0 0
Sta Vitoria 90,00 0 0
Prosperidade 122,68 0 0
Sao Sepe 65,00 0 0
Potiguar 756,39 53 0
TermoCabo 314,03 50 0
Daia 795,04 44 0
Goiania II 820,86 140 0
Candiota 3 76,10 350 0
TermoManaus 838,60 143 0
Pau ferro I 838,60 94 0
Potiguar III 756,39 66 0
P. Pecem II 125,67 365 0
Muricy 597,82 147 0
Camacari PI 597,82 150 0
P. Pecem I 114,22 720 0
Cisframa 272,20 4 0
Suape II 305,43 381 0
N orteFlu-1 52,42 400 400
N orteFlu-2 60,83 100 0
N orteFlu-3 116,75 200 0
N orteFlu-4 232,56 127 0
P orto  Itaqu i 120,83 360 0
Palmeiras GO 591,76 176 0
Do Atiantico 169,54 235 201
T Norte 2 678,04 340 0
Aparecida 302,19 166 150
C. Rocha 0 85 67
Jaraqui 0 75 63
M anauara 0 67 65
Maua B3 411,92 110 100
Ponta Negra 0 66 64
Santana W 640,96 58 0
Tambaqui 0 93 63
B aixada F lu 88,08 530 0
M aran h ão  III 74,91 519 482
Ebolt L1 309,73 321 0
Ebolt L13 305,82 65 0
Termorio L1 236,10 770 75
Termorio L13 304,51 266 26
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217 T Lagoas L1 195,96 134 0 134
218 T Lagoas L13 301,94 216 0 216
219 CCBS L1 293,68 157 63 157
220 CCBS L13 300,62 59 24 59
221 SykueI 510,12 30 0 30
223 Termoirape I 125,00 0 0 0
224 P. Sergipe I 198,80 0 0 0
226 Macaiba 896,88 6 0 6
228 O. Canoas 1 264,01 0 0 0
229 Onca Pintada 89,70 0 0 0
230 Predilecta 126,77 0 0 0
310 Sao Jose 815,43 42 0 42
313 Flores LT1 788,28 40 0 20
314 Flores LT2 788,28 40 0 40
317 Iranduba 836,40 25 0 25
Tabela B.1: Informacoes das Termoe etricas.
Fonte: Dados extraídos de [10].
Temos um total de 137 usinas termoeletricas para o sistema completo e 15 para o 
sistema 21. Sao eliminadas da modelagem do sistema as termicas cuja geracao maxima e nula 
ou que nao tem custo. Desta forma, para o sistema 141 considera-se 105 termicas e para o 
sistema 21, 14 termicas.
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Apêndice C 
Coeficientes das funcoes do problema
A função objetivo do problema do planejamento 3.4, como descrita na Seção 3.2, é composta 
pelas parcelas: custo CTj  da termica j ,  polinomio linear ja  especificado no Apendice B, custo 
de deficit C D s, polinomio linear, que representa o valor econômico do impacto causado pelo 
nao suprimento da demanda de energia nas diferentes atividades economicas do país, e o custo 
do intercambio C Im, que e definido como o menor custo entre todas as termicas, exceto para as 
linhas que saem de Itaipu em que esse custo e nulo.
A Tabela C.1 exibe o custo unitario cDs do deficit para cada subsistema s e representam 







Ita ip u 0
No fictício 0
Tabela C.1: Custo unitario de deficit do subsistema s em R $ / M W h .
Fonte: ONS (2019).
A Tabela C.2 exibe o custo unitario cIm de energia para o intercambio na linha m , que 
representam os coeficientes da parcela do custo do intercambio da funcao objetivo. Esses dados 
sao fictícios criados para evitar trocas desnecessarias de energia entre os subsistemas. As linhas 
de intercambio estao representadas na Figura 4.2.
m Intercambio cIm [10“ 2R $ /M W h ]
1 SE^  S 0,2012
2 SE^  NE 0,2012
3 SE^  N 0,2012
4 SE^  No fictício 0,2012
5 S ^ SE 0,2012
6 N E^ SE 0,2012
7 N E^ N ó  fictício 0,2012
8 N ^ SE 0,2012
9 N ^ N o  fictício 0, 2012
10 I t a i p u ^ SE 0
121
11 I t a i p u ^ S 0
12 No f ic tíc io ^ SE 0,2012
13 No f ic tíc io ^ NE 0,2012
14 No f ic tíc io ^ N 0,2012
Tabela C.2: Dados fictícios dos custos unitarios de in­
tercambio cIm entre os subsistemas.
Detalharemos agora os polinómios envolvidos na restrição de atendimento a demanda, 
descritos na Seçao 3.2, os quais sao responsaveis pela nao linearidade do problema.
A Tabela C.3 exibe os coeficientes m i,° ,m i,1 ,m i,2 ,m i ,3 e m ^4 que representam respec­
tivamente os valores associados ao termo independente, ao termo de grau 1, ao termo de grau 2, 
ao termo de grau 3 e ao termo de grau 4 da funcao 4>í,t definida em (3.9) que representa o nível 
de montante do reservatório i em funcao do seu volume medio.
Usina i mi,o mi,i m i ,2 m i,3 m i,4
1 892,96997 0, 06209 - 1 ,10 x 10“ °4 1, 25 x 10“ °7 - 5 ,  55 x 10-11
2 886,00000 0 0 0 0
4 808,00000 0 0 0 0
6 735,24579 0, 00349 - 1 ,  97 x 10-°7 6, 92 x 1 0 -12 - 9 ,  77 x 10-17
7 641,77490 0, 00808 - 3 ,  70 x 10“ °7 - 7 ,1 1  x 10-11 9,12 x 10-15
8 622,50000 0 0 0 0
9 558,50000 0 0 0 0
10 512,00000 0 0 0 0
11 494,86990 0 0 0 0
12 467,20001 0 0 0 0
14 816,34692 0,19769 - 5 ,  73 x 10“ °4 9, 69 x 10- °7 - 6 ,  33 x 10-1°
15 665,00000 0 0 0 0
16 573,00000 0 0 0 0
17 417,89380 0, 01117 - 2 ,  29 x 10“ °6 2, 91 x 10-1° - 1 ,  48 x 10-14
18 352,02979 0, 00499 - 2 ,  74 x 10“ °7 7,10 x 10-12 0
20 775,04633 0, 02639 - 1 ,  06 x 10- °5 1, 99 x 10- °9 0
21 682,60382 0,04872 - 1 ,  59 x 10“ °5 2, 67 x 10- °9 - 1 ,  71 x 10-13
24 568,08978 0, 01450 - 1 ,  20 x 10“ °6 5, 83 x 10-11 - 1 ,1 2  x 10-15
25 752,14990 0, 01228 - 1 ,  26 x 10“ °6 7, 85 x 10-11 - 1 ,  98 x 10-15
26 684,70288 - 0 ,  00401 - 7 ,  94 x 10“ °7 2, 79 x 10- °8 - 1 ,  42 x 10-11
27 594,02002 0, 35164 - 2 ,1 5  x 10“ °3 7, 36 x 10- °6 - 9 ,  60 x 10- °9
28 527,35992 0,11044 - 1 ,  89 x 10“ °4 1, 93 x 10- °7 - 7 ,  45 x 10-11
29 789,33350 0, 03966 - 1 ,  50 x 10“ °5 3, 07 x 10- °9 - 2 ,  37 x 10-13
30 545,89282 0,06470 - 3 ,  24 x 10“ °5 7, 39 x 10- °9 0
31 471,16479 0, 00728 - 5 ,  61 x 10“ °7 2, 60 x 10-11 - 4 ,  85 x 10-16
32 434,11990 0 0 0 0
33 358,32889 0, 00861 - 8 ,  84 x 10“ °7 5, 29 x 10-11 - 1 ,  24 x 10-15
37 432,78391 0, 01496 - 6 ,  71 x 10“ °6 1, 76 x 10- °9 - 1 ,  70 x 10-13
38 427,50000 0 0 0 0
39 404,00000 0 0 0 0
40 369,69379 - 0 ,  00052 1, 08 x 10“ °6 - 1 ,  60 x 10-1° 7, 93 x 10-15

















































294,18091 0,00205 - 5 ,  66 x 10-°8 9, 70 x 10-13 - 6 ,  70 x 10-18
280,00000 0 0 0 0
239,17000 0,00249 - 1 ,  26 x 10-07 3, 05 x 10-12 - 2 ,  57 x 10-17
542,55487 0,00636 - 6 ,  75 x 10-07 5, 39 x 10-11 - 1 ,  90 x 10-15
531,50000 0 0 0 0
437,47189 0,00663 - 3 ,  75 x 10 -07 1, 06 x 10-11 0
384,66989 0 0 0 0
366,00000 0 0 0 0
351,00000 0 0 0 0
588,68958 0,04018 - 1 ,  41 x 10-05 3, 21 x 10-09 - 3 ,  02 x 10-13
297,87500 0,00718 - 6 ,  63 x 10-07 3, 95 x 10-11 - 9 ,  87 x 10-16
284,00000 0 0 0 0
258,00000 0 0 0 0
164,04890 0,00480 - 1 ,  89 x 10-07 4, 21 x 10-12 - 3 ,  77 x 10-17
766,12500 0,16886 - 3 ,1 2  x 10-04 3, 99 x 10-07 - 2 ,  25 x 10-10
668,90527 2,78137 - 1 ,1 2  x 10-01 2, 60 x 10-03 - 2 ,  30 x 10-05
574,79980 0,31999 0 0 0
650,87598 0,03498 - 6 ,  50 x 10-06 7, 78 x 10-10 - 3 ,  95 x 10-14
552,54492 0,02469 - 2 ,1 0  x 10-06 0 0
447,73190 0,01823 - 2 ,  87 x 10-06 3, 00 x 10-10 - 1 ,  27 x 10-14
397,00000 0 0 0 0
325,00000 0 0 0 0
539,86121 0,04456 - 8 ,1 5  x 10-06 9, 32 x 10-10 - 4 ,  39 x 10-14
693,28668 0,03963 0 0 0
242,92070 1,07415 - 1 ,1 0  x 10 -03 5, 21 x 10-07 - 9 ,  24 x 10-11
401,21680 0,05009 - 1 ,  57 x 10-05 3, 30 x 10-09 - 2 ,  88 x 10-13
370,00000 0 0 0 0
580,39093 0,02215 - 1 ,  41 x 10-05 6, 34 x 10-09 - 1 ,1 5  x 10-12
174,89999 3,58705 - 3 ,  45 x 10-02 1, 55 x 10-04 - 2 ,  62 x 10-07
503,94479 0,54132 - 1 ,  96 x 10-03 3, 09 x 10-06 0
209,60300 0,56950 - 4 ,1 0  x 10-03 2, 01 x 10-05 - 4 ,  01 x 10-08
135,77460 1,49969 - 4 ,  86 x 10-02 1, 08 x 10-03 - 1 ,  04 x 10-05
79,66700 0,98476 - 1 ,  49 x 10-02 1,18 x 10-04 - 3 ,  55 x 10-07
154,67000 0 0 0 0
118,57110 0,18615 - 1 ,  27 x 10-03 3, 84 x 10-06 0
244,78729 0,01345 - 1 ,  93 x 10-10 8, 46 x 10-14 - 1 ,  39 x 10-17
480,61081 0,10625 - 7 ,  03 x 10-04 2, 59 x 10-06 - 3 ,  67 x 10-09
293,93799 0,02397 - 9 ,  65 x 10-06 2, 30 x 10-09 - 2 ,1 2  x 10-13
279,89001 0 0 0 0
184,00000 0 0 0 0
94,50000 0 0 0 0
812,60498 0,49174 - 4 ,  01 x 10-03 1, 95 x 10-05 - 3 ,  80 x 10-08
725,88867 0,12481 - 8 ,  37 x 10-04 3, 64 x 10-06 - 5 ,  88 x 10-09
728,99640 0,04721 - 8 ,  38 x 10-05 8, 24 x 10-08 - 2 ,  92 x 10-11
728,75000 0 0 0 0
579,63599 0,07408 - 5 ,  98 x 10-05 3,14 x 10-08 - 6 ,  90 x 10-12
662,43481 0,02241 - 4 ,  40 x 10-06 5, 50 x 10-10 - 2 ,  84 x 10-14
123
122 5 9 2 ,TT5SS 0,10445 - S ,  62 x 1O“ 05 0 0
123 42 1 ,22TS1 0,10442 - 9 ,  5T x 1O“ 05 4, 00 x 1O“ 08 0
124 3ST,93S90 0 , 151T0 - 5 ,  01 x 1O“ 04 1, 05 x 1O“ 06 - S ,  62 x 1O-10
126 645 ,01392 3 ,STS09 - 3 ,  T9 x 1O-01 1, 90 x 1O“ 02 - 3 ,  61 x 1O“ 04
12V 4 a6 ,50000 0 0 0 0
130 135,60001 0 0 0 0
134 356,00000 0 0 0 0
135 230 ,S0400 0 ,2T1T3 0 0 0
139 2S4,15460 2 ,5S946 - S ,  32 x 1O“ 02 1, 44 x 1O-03 - 9 ,  41 x 1O“ 06
141 1S0,44560 0 , 1T34S - 1 ,  41 x 1O“ 03 0 0
143 T9,90399 0 , 1031T - 4 ,  S1 x 1O“ 04 1, 54 x 1O“ 06 - 1 ,  94 x 1O“ 09
144 6 0 ,T0000 0 0 0 0
148 41 4 ,T6910 0,03533 - 5 ,  SS x 1O“ 06 5, S2 x 1O-10 - 2 ,  34 x 10-14
110,00000 0 0 0 0
155 591,53522 0,16425 - 2 ,  60 x 1O“ 04 0 0
156 53 0 ,331T9 0 ,0060T - 4 ,  S4 x 1O“ 07 2, 20 x 10-11 - a ,  S5 x 10-16
162 S01,TSS51 0,11423 - 1 ,  9T x 1O“ 04 1, 44 x 1O“ 07 - 2 ,  49 x 10-17
3T4,1TS99 0,00139 - 5 ,  35 x 1O“ 08 1,16 x 10-12 - 9 ,  55 x 10-18
2T5,S1299 0 ,006T6 - S ,  ST x 1O“ 07 T, OT x 1 0 -11 - 2 ,  24 x 10-15
251,50000 0 0 0 0
13S,00000 0 0 0 0
65,90313 0,03003 -T , 56 x 1O“ 06 1 ,1T x 1O“ 09 -T , 5T x 10-14
2S2,03391 0 ,0066S - 6 ,  29 x 1O“ 07 3, 69 x 10-11 -T , SO x 10-16
192 495,00000 0 0 0 0
193 369,50000 0 0 0 0
195 349 ,T3999 0,30669 0 0 0
196 4T9,20001 0 0 0 0
203 T49,6T3S3 0,02034 4, 5T x 1O“ 05 -T , S4 x 1O“ 08 3, 52 x 10-11
204 4T,439T5 0 ,0954S - 3 ,  36 x 1O“ 04 6, S1 x 1O“ 07 - 5 ,  T4 x 1O-10
215 316,62201 15,23260 - 3 ,  T9 x 1O+01 6, 62 x 1O+01 - 4 ,  33 x 1O+01
21V 555,00000 0 0 0 0
229 196,33659 0 , 10S69 - 2 ,  46 x 1O“ 04 2, 6T x 1O“ 07 - 1 ,  05 x 1O-10
241 3T0,50000 0 0 0 0
249 39S,00000 0 0 0 0
251 391 ,404T9 0 ,002TT - 4 ,  36 x 1O“ 08 2, 90 x 10-13 0
252 333,00000 0 0 0 0
253 264,93100 0 ,06SS1 - 1 ,  01 x 1O“ 04 T, TO x 1O“ 08 - 2 ,1 9  x 10-11
25V 239 ,2S1S0 0, 02915 - 1 ,  SO x 1O“ 05 5, 66 x 1O“ 09 - 6 ,  61 x 10-13
261 212,00000 0 0 0 0
262 446,50000 0 0 0 0
26V 156,00000 0 0 0 0
2V2 5S ,61240 0 ,01T95 4, 96 x 1O-06 - 1 ,  51 x 1O-08 9, 25 x 10-12
2V5 3 1 ,TS443 0,00239 - 6 ,  T5 x 1O“ 08 1, 05 x 10-12 - 6 ,  35 x 10-18
2V6 261,10001 0,01310 T, 00 x 1O“ 06 - 9 ,  00 x 1O“ 09 0
2VV 3 6 ,9524T 0,00133 - 5 ,  46 x 1O“ 08 1, 45 x 10-12 - 1 ,  55 x 10-17
2V8 2T9,9T000 - 0 ,  01021 3, 93 x 1O“ 06 - 4 ,  TT x 1O-10 2, 03 x 10-14
2V9 TO,9S963 0 ,013S4 - 5 ,  62 x 1O“ 06 1, 23 x 1O“ 09 - 1 ,  05 x 10-13
124
280 30,55788 0,25139 - 3 ,1 5  x 10- °3 2, 25 x 10- °5 - 6 ,  08 x 10- °8
281 396,00000 0 0 0 0
283 86,00000 0 0 0 0
284 7,65071 0,18910 - 1 ,1 3  x 10- °3 4, 48 x 10- °6 - 7 ,1 9  x 10- °9
285 66,35479 0,02068 - 8 ,  28 x 10- °6 1, 92 x 10- °9 - 1 ,  84 x 10-13
286 13,92494 0,35946 - 3 ,  45 x 10- °3 1, 64 x 10- °5 - 3 ,  01 x 10- °8
287 70,50000 0 0 0 0
288 77,37574 0,00935 - 2 ,1 0  x 10- °6 2, 79 x 10-1° - 1 ,  47 x 10-14
290 559,13379 0,39964 - 2 ,  78 x 10- °3 9, 26 x 10- °6 - 1 ,1 5  x 10- °8
304 412,00000 0 0 0 0
305 320,00000 0 0 0 0
310 231,50000 0 0 0 0
311 454,07800 0,17525 - 5 ,  35 x 10- °4 1,18 x 10- °6 - 1 ,1 6  x 10- °9
312 418,48099 0,17256 - 4 ,1 8  x 10- °4 5, 91 x 10- °7 - 3 ,  20 x 10-1°
315 354,00000 0 0 0 0
Tabela C.3: Coeficientes do polinómio cota montanteFonte: Dados retirados de ONS(2009)
A Tabela C.4 exibe os coeficientes n i,° ,n i,1,n i,2,n i,3 e n i,4 que representam respecti­
vamente os valores associados ao termo independente, ao termo de grau 1, ao termo de grau 2, 
ao termo de grau 3 e ao termo de grau 4 da funcao di>t definida em (3.10) que representa o nível 
de jusante do canal de fuga da usina i em funcao da vazao total.
Usina i n i,° ni,1 ni,2 ni,3 n i,4
1 886,100 0 0 0 0
2 856,090 0,00765 - 5 ,  45 x 10- °6 2, 65 x 10- °9 - 4 ,  60 x 10-13
4 768,000 0 0 0 0
6 671,633 0,00101 - 1 ,  80 x 10- °7 2, 51 x 10-11 0
7 619,266 0,00173 - 4 ,  89 x 10- °8 0 0
8 556,718 0,00122 - 7 ,  51 x 10- °8 2,17 x 10-12 0
9 510,030 0,00177 - 7 ,  40 x 10- °8 1,12 x 10-11 - 4 ,  80 x 10-16
10 494,202 0,00078 - 1 ,  04 x 10- °7 0 0
11 466,010 0,00087 - 7 ,  38 x 10- °8 6, 34 x 10-12 - 1 ,  90 x 10-16
12 446,070 0,00018 0 0 0
14 747,211 0,10032 - 3 ,  27 x 10- °4 - 1 ,  72 x 10- °7 1, 73 x 10- °9
15 572,299 0,06461 - 2 ,  32 x 10- °4 4,39 x 10- °7 - 3 ,1 2  x 10-1°
16 545,356 0,01659 - 3 ,  64 x 10- °5 5,12 x 10- °8 - 2 ,  64 x 10-11
17 381,093 0,00140 - 2 ,  01 x 10- °8 1, 06 x 10-13 0
18 323,123 -0 ,0 0 0 4 5 3,99 x 10- °7 - 4 ,  22 x 10-11 1, 40 x 10-15
20 754,000 0,01360 - 1 ,1 8  x 10- °5 5, 98 x 10- °9 - 1 ,1 4  x 10-12
21 673,931 0,00865 - 1 ,  05 x 10- °5 7, 66 x 10- °9 - 2 ,  07 x 10-12
24 519,320 0,00394 - 3 ,  60 x 10- °7 4, 33 x 10-11 - 2 ,  60 x 10-15
25 693,296 0,01257 - 1 ,  27 x 10- °5 8, 51 x 10- °9 - 2 ,1 4  x 10-12
26 624,525 0,00178 - 5 ,  98 x 10- °7 1, 60 x 10-1° - 1 ,  99 x 10-14
27 564,637 0,00555 - 1 ,  85 x 10- °6 3, 25 x 10-1° - 2 ,  09 x 10-14
28 517,200 0,00453 - 2 ,  47 x 10- °6 1, 06 x 10- °9 - 1 ,  87 x 10-13
29 769,387 0,01473 - 1 ,  02 x 10- °5 3, 78 x 10- °9 - 5 ,  26 x 10-13



























































398 ,5T6 0,00212 - 2 ,  68 x 10-07 2, 29 x 10-11
323,460 0,00040 4,20 x 10-08 - 2 ,  00 x 10-12
42T,541 -0 ,0 0 0 8 0 3, 08 x 10-06 - 1 ,  35 x 10-09
403 ,94T 0,00048 1, 56 x 10-06 - 8 ,1 3  x 10-10
3T9,348 0,00225 1,96 x 10-07 - 3 ,  24 x 10-10
358,004 -0 ,0 0 0 2 4 5,60 x 10-07 - 1 ,  23 x 10-10
323,085 0,00431 - 2 ,1 3  x 10-06 5, 68 x 10-10
2T9,880 0,00009 1, 21 x 10-08 - 5 ,  83 x 10-13
253,441 0 ,0005T 1, 44 x 10-08 - 1 ,  42 x 10-12
234,498 0 ,000T0 - 2 ,  52 x 10-08 4, 65 x 10-13
531,390 0,00404 - 1 ,  40 x 10-06 2, T1 x 10-10
503,810 0,00641 - 5 ,  36 x 10-06 2, 69 x 10-09
39T,028 0,00439 - 1 ,  25 x 10-06 1, T9 x 10-10
365 ,50T 0,00204 - 9 ,  T9 x 10-08 0
350 ,95T 0 ,0013T - 8 ,  06 x 10-08 0
333 ,3TT 0,00199 - 5 ,  50 x 10-07 8, 25 x 10-11
510,598 0,00924 - 6 ,  TT x 10-06 3,19 x 10-09
283,463 0,00130 - 6 ,  90 x 10-08 1, 68 x 10-12
25T,429 0,00125 - 1 ,1 1  x 10-07 6,12 x 10-12
235 ,2T5 0,00159 - 9 ,  21 x 10-08 2, 00 x 10-12
89,580 0,00146 - 2 ,  22 x 10-08 2, 31 x 10-13









 1 o 00
604,918 0 ,02T80 - 4 ,  63 x 10-05 3, 36 x 10-08
602,000 0 0 0
601,886 0,00110 4,21 x 10-07 - 8 ,  31 x 10-11
490,039 0,00006 2,92 x 10-07 - 2 ,  32 x 10-11
394,416 0,00211 - T ,  92 x 10-08 2, 35 x 10-12
321 ,83T 0,00228 - 1 ,  40 x 10-07 3, 84 x 10-12
25T,920 0,00062 - 1 ,  T2 x 10-08 2, 28 x 10-13
4T9,953 0,00161 - 4 ,  52 x 10-08 0
659,923 0,00150 1, 60 x 10-08 -T , T4 x 10-11
4T0,100 0,01008 - 5 ,  59 x 10-06 1, T3 x 10-09
3T1,936 0,00193 - 8 ,  53 x 10-08 2, 38 x 10-12
261,363 0,00301 - 5 ,  64 x 10-07 6, T9 x 10-11
335,100 0,00816 - 5 ,  6T x 10-06 0
264,924 0,00226 3,02 x 10-07 - 1 ,  66 x 10-10
426,018 0,00826 - 2 ,  41 x 10-05 3, 49 x 10-08







 1 o Cn 2, 88 x 10-08
105,125 0 ,0036T - 3 ,  30 x 10-07 2, 04 x 10-11
6T,441 0,00502 - 1 ,1 2  x 10-06 1, 44 x 10-10
130,664 0,00229 - 2 ,  35 x 10-07 1, 86 x 10-11
9T,550 0,00621 - 5 ,  32 x 10-06 3, 54 x 10-09
210 ,T08 0,00154 - 1 ,  59 x 10-07 1, 22 x 10-11
45T,350 0 0 0
2TT,800 0,00554 - 1 ,  64 x 10-06 2, 81 x 10-10










































91,920 0,00544 - 1 ,  46 x 1O-06 1, 93 x 1O-10 - 9 ,  65 x 10-15
53,332 0,00481 - 2 ,  40 x 1O-06 8, 99 x 1O-10 - 1 ,  26 x 10-13
9 0 ,TOO 0 0 0 0
720,000 0 0 0 0
728,750 0 0 0 0
11,500 0 0 0 0
555,275 0,05494 - 1 ,  32 x 1O-04 3,35 x 1O-07 0
623,767 0,04346 - 3 ,  23 x 1O-04 1, 35 x 1O-06 - 2 ,1 8  x 1O-09 0
577,200 0 0 0 0
392 ,TOO 0,01031 - 5 ,  99 x 1O-06 1, 34 x 1O-09 0
90,300 0 0 0 0
525,629 0,01922 - 1 ,  57 x 1O-05 0 0
356,000 0 0 0 0
98,620 0,02287 - 6 ,1 0  x 1O-05 9, 00 x 1O-08 - 4 ,  98 x 10-11
254,286 0,00073 1,38 x 1O-05 4, 95 x 1O-07 - 1 ,  49 x 1O-09
204,000 0 0 0 0
275 ,TOO 0,01029 - 1 ,  26 x 1O-05 1, 34 x 1O-08 - 5 ,  48 x 10-12
164,995 0,00207 - 2 ,  61 x 1O-07 2,16 x 10-11 - 6 ,  73 x 10-16
58,937 0,00350 - 1 ,  33 x 1O-06 3,14 x 1O-10 - 2 ,  S3 x 10-14
36,899 0,00284 - 1 ,  92 x 1O-07 4, 92 x 10-12 0
328,220 0,02197 - 2 ,  48 x 1O-05 1, 39 x 1O-08 - 2 ,  92 x 10-12
26,899 0,00532 - 2 ,  76 x 1O-06 7, 56 x 1O-10 - 7 ,  29 x 10-14
577,000 0,00687 - 2 ,1 0  x 1O-06 3, 63 x 1O-10 - 2 ,  36 x 10-14
514,656 0,00160 - 2 ,  55 x 1O-07 2, 89 x 10-11 - 1 ,1 8  x 10-15
636,200 0,03073 - 1 ,  55 x 1O-04 5, OS x 1O-07 - 6 ,1 0  x 1O-10
359,654 0,00196 - 2 ,  97 x 1O-07 2, 51 x 10-11 - 7 ,  TO x 10-16
251,500 0 0 0 0
138,000 0 0 0 0
10,038 0,00666 - 2 ,  45 x 1O-06 4, 56 x 1O-10 - a ,  14 x lo -14
4,144 0,00554 - 5 ,1 0  x 1O-06 2, 87 x 1O-09 - 6 ,  OS x 10-13
258,343 0,00294 0 0 0
375,500 0 0 0 0
255,100 0 0 0 0
248,444 -0 ,0 0 8 9 1 1, SO x 1O-04 - 8 ,  33 x 1O-07 1, 27 x 1O-09
302,153 0,07490 - 4 ,  65 x 1O-04 1, 48 x 1O-06 - 1 ,  76 x 1O-09
727,913 0,01747 - 3 ,  48 x 1O-05 3, 96 x 1O-08 - 1 ,  64 x 10-11
42,125 0,00009 1,06 x 1O-07 - 7 ,  85 x 10-12 - 9 ,  91 x 10-16
111,890 0,00696 - 7 ,  06 x 1O-06 5, 41 x 1O-09 - 1 ,  54 x 10-12
359,000 0,10583 - 2 ,  25 x 1O-03 1, 67 x 1O-05 0
160,741 0,00112 7,13 x 1O-10 - 2 ,1 6  x 10-12 6, 56 x 10-17
326,996 0,00940 - 1 ,  35 x 1O-05 1, 20 x 1O-08 - 3 ,  94 x 10-12
1385,642 0,00372 - 1 ,  45 x 1O-06 5, 33 x 1O-10 - 7 ,  35 x 10-14
332,798 0,00134 8, 82 x 1O-08 - 1 ,  63 x 10-11 0
284,110 0,00442 - 7 ,  81 x 1O-07 6, 62 x 10-11 0
262,681 0,00003 4,33 x 1O-07 - 6 ,  41 x 10-11 2, 98 x 10-15
232,680 0,00197 - 2 ,  43 x 1O-07 1, 93 x 10-11 - 5 ,  89 x 10-16
171,366 0,00241 - 1 ,  36 x 1O-07 4, 48 x 10-12 - 5 ,  74 x 10-17
12V
262 393,754 0,00970 - 1 ,  82 x 10“ 05 2, 80 x 10“ °8 - 1 ,  86 x 10-11
267 126,710 0,00218 - 1 ,  39 x 10 -07 4, 76 x 1 0 -12 - 6 ,1 4  x 10-17
272 44,659 0,01461 - 8 ,  41 x 10“ °6 0 0
275 2 , 673 0,00074 - 2 ,  22 x 10“ °8 4, 08 x 10-13 - 2 ,  87 x 10-18
276 202,550 0,02670 - 6 ,  00 x 10“ °5 7, 00 x 10- °8 - 3 ,  00 x 10-11
277 22,577 0,00752 - 4 ,  96 x 10“ °6 2, 01 x 10- °9 - 3 ,  01 x 10-13
278 223,898 0,00457 - 4 ,  20 x 10“ °7 0 0
279 51,552 0,01299 - 5 ,  90 x 10“ °6 1, 84 x 10- °9 - 2 ,  95 x 10-13
280 21,306 -0 ,0 0 0 1 8 6, 69 x 10“ °6 - 8 ,  33 x 10- °9 5, 26 x 10-12
281 147, 350 0,02464 - 6 ,  67 x 10-°5 9, 44 x 10- °8 - 4 ,  82 x 10-11
283 31,813 0,00951 - 9 ,  87 x 10-°6 7, 39 x 10- °9 - 2 ,  07 x 10-12
284 1, 764 0,00124 - 1 ,  47 x 10“ °7 1, 30 x 10-11 - 4 ,  59 x 10-16
285 70,500 0,00001 4, 65 x 10“ °9 - 7 ,  06 x 10-14 3, 70 x 10-19
286 1, 512 0,00144 1,71 x 10“ °8 - 1 ,  06 x 10-11 5, 90 x 10-16
287 43,440 0,00084 - 2 ,  21 x 10“ °8 3, 89 x 10-13 - 2 ,  90 x 10-18
288 81,895 0,00073 - 4 ,  66 x 10“ °8 1, 80 x 10-12 - 2 ,  49 x 10-17
290 527 , 012 0,06703 - 4 ,  07 x 10“ °4 9, 41 x 10- °7 0
304 320,000 0 0 0 0
305 178,707 0,04557 - 3 ,1 7  x 10“ °4 1,19 x 10- °6 - 1 ,  72 x 10- °9
310 112,870 0,00340 1,30 x 10“ °6 - 7 ,1 6  x 10-1° 5, 03 x 10-14
311 447 , 896 0,00413 - 9 ,  00 x 10-°7 0 0
312 409,425 0,00641 - 1 ,1 2  x 10“ °5 1, 56 x 10- °8 - 8 ,  51 x 10-12
315 323,934 0,01260 - 2 ,  28 x 10“ °5 3, 08 x 10- °8 - 1 ,  73 x 10-11




A evaporacao foi linearizada utilizando o metodo dos mínimos quadrados lineares. Neste 
metodo, dado um conjunto de pontos ( x 1, y 1), ( x2, y2) , . . . ,  (x n , yn) procura-se uma funcao que 
melhor se aproxime desses pontos. No caso linear esta funcao tem a forma
y  =  ax  +  b. (D.1)
Assim, os valores dos parâmetros a e b devem ser determinados de tal forma que a reta esteja o 
mais proximo possível dos pontos dados. Denotando por ri =  yi -  (axi  +  b) o resíduo entre o 
valor observado e o valor ajustado no ponto (xi , y i), para todos os pontos dados, o problema se 
torna um sistema descrito na forma
ri =  yi — (ax 1 +  b)
r2 =  y 2 — (ax2 +  b)
rn =  yn — (axn +  b)
que pode ser escrito na forma matricial
r i y i x i 1\
r 2 = y2 —
x 2 1
rn yn x n V
ou, equivalentemente, como 
sendo
r =  y — Aft
r =
r i y i x i 1
r2 y 2
, A  =
x 2 1
, y  =
rn yn x n V
e ft =
O objetivo e que o resíduo t seja o menor possível, por isso minimiza-se o resíduo resolvendo 
o seguinte problema
minimizar 1 ||y -  A p\\‘ 
sujeito a P E IR2. (D.2)
129
Obtém-se então a solução do problema (D.2), ou seja, a solução do problema de 
mínimos quadrados, a qual e conhecida como equaçao normal e dada por
á t  á /3 — A T y (D.3)
Para o problema de linearizaçao da evaporaçao, o polinomio associado ao reservatório 
i E da sua area em funçao de seu volume no período t E foi ajustado,
por mínimos quadrados, utilizando y  =  areai>t e x  =  Vmedi t na equaçao (D.1), ou seja,
y  — ÜTGÜi,t — ai,t X Vmedi t +  bi,t)
em que
Vi,t- 1 +  Vi,t
medi 2
e o volume medio em [hm3] do reservatorio i no período t.
Para determinar os coeficientes aiyt e bitt, considerou-se um conjunto de 5 pontos na 
soluçao do problema de mínimos quadrados, equaçao (D.3).
Para ilustrar, considere a Figura D.1 que compara o polinomio (em linha pontilhada) 
e sua linearizaçao (em linha cheia) para as usinas de Foz do Areia e de Machadinho, respec­
tivamente. Observa-se que essas linearizações sao, em geral, aproximações razoaveis para os 
polinomios e a mesma conclusao se aplica para os demais reservatórios.
volume volume
Figura D.1: Polinomio da area em funçao do volume e sua linearizaçao para as usinas Foz do 
Areia (esquerda) e de Machadinho (direita).
Fonte: ONS (2019)
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