Abstract: The aim of this paper is to design regular feedback controls for the global asymptotic stabilization (gas) of systems with compact convex control value sets (cvs) U with 0 ∈ intU , in the framework of Artstein-Sontag's control Lyapunov function (clf) approach. Convex theory allows us to reveal the intrinsic geometry involved in the clf stabilization problem, and to show that it is solvable if there is an optimal control ω(x). We study the existence, uniqueness and continuity of ω(x) depending on properties of U , and how to attain higher regularity in terms of the geometry (curvature) of U . However, in view that ω(x) is singular, we consider a general form of admissible feedbacks for the gas of a system, provided a clf is known. Then, we propose an explicit formula for suboptimal admissible feedback controls. Finally, based on a method to approximate compact convex sets, we design regular feedback controls for the gas of systems with compact convex cvs U with 0 ∈ intU , at expenses of small overflows in the control values.
INTRODUCTION
Consider the multiple input continuous-time affine system
where x ∈ R n , f, g j : R n → R n , for j = 1, . . . , m, are regular vector fields, U ⊂ R m is a compact convex set with 0 ∈ intU , called the control value set (cvs), and u = (u 1 , . . . , u m ) ∈ U , with denoting transposition. Here, the word regular means continuous, Lipschitz, of class C s (R n ) for some s ≥ 1, etc. We shall assume that f (0) = 0. By an admissible feedback control we understand a regular feedback control u(x) taking values in U .
The main objective of this paper is to address the design of admissible feedback controls u(x) for the global asymptotic stabilization (gas) of the affine control system (1).
In control theory, a control Lyapunov function V (x, u) is a generalization of the concept of Lyapunov function V (x) used on the stability analysis of a system of ordinary differential equations (i.e. (1) with u ≡ 0). Indeed, a strict Lyapunov function V (x) is used to prove that a system is asymptotically stable, whereas a control Lyapunov function is used to prove that a control system is feedback stabilizable, i.e. given any state x there exists a feedback control u(x, t) such that resulting closed-loop system is asymptotically stable. The concept of control Lyapunov function (clf) was introduced in Artstein (1983) , opening the possibility of using it as a tool for solving gas problems (see also Sontag (1983) 
denote the Lie derivatives of V (x) with respect to (w.r.t.) the vector fields that define the system (1).
In order to design feedback control functions continuous at the origin, the concept of small control property (scp) was introduced in Artstein (1983) : For each > 0 there is a δ > 0 such that the inequality a(x) − b(x) · u < 0 holds for a certain u with u U < , whenever 0 < x R n < δ. Theorem 1. (Artstein's Theorem (1983)). Assume that the cvs U ⊆ R m is convex and the affine control system (1) is such that f (x) and (x, u) → m j=1 u j g j (x) are continuous. There is a continuous control u : R n → U that renders (1) gas iff there is a clf V (x, u) satisfying the scp.
Although that result made a great impact on stabilization theory, it cannot be used as a control design tool since its proof was based on a nonconstructive procedure (partitions of unity). The control design problem under prescribed conditions (e.g. regular inputs constrained to U ) in the framework of general stabilization strategies for nonlin-ear systems is a very difficult task. However, there has been a great activity in designing feedback controls by means of clf's due to an explicit formula when U = R m , obtained in Sontag (1989) : the universal formula. Motivated by Artstein and Sontag's results, increasing attention has been devoted to the construction of clf's for special classes of systems (see Sepulchre et al. (1997) , and Malisoff & Mazenc (2009)), or to obtain new explicit feedback control formulae, even to handle performance specifications, or to be constrained to more general cvs (see Lin & Sontag (1991) , Freeman & Kokotović (1996) The following open problem was stated in Sontag (1998): "Find universal formulas for clf stabilization, for general (convex) control-value sets U ", i.e. design almost smooth (of class C ∞ (R n \{0}) and continuous on R n ) or almost real analytic feedback stabilizers with values in convex cvs.
The latter problem has been addressed by Sontag and coworkers for specific compact convex cvs: In Lin & Sontag (1991) it was proposed a universal formula for feedback control functions taking values in the Euclidean open unit ball; whereas in Malisoff & Sontag (2000) that result was extended to the "Minkowski" open unit balls,
where
with p = 2r/(2r − 1) for some r = 1, 2, . .
where a(x) and b(x) are given by (4) and
Furthermore, it was proved that the feedback defined by (6)- (7) is almost smooth, whenever a(x) and b(x) are smooth. Finally, that formula was also used to approximately solve the feedback stabilization problem for cvs given by intB 
for j = 1, . . . , m, Solís-Daun et al.
(2000) applied a regularization method to obtain a family of differentiable controls for the gas of passive nonlinear systems (1). The designed feedbacks satisfy both magnitude and rate constraints, while yielding large gains. In order to obtain large gains, while satisfying the constraints, the control design is modified. The appropriate rescaling of the controls is obtained through solving parametric nonlinear programs. In Suárez et al. 
for 1 < p < ∞, each r j is a function defined by The goal is to "design regular controls for the global clf stabilization of system (1) with compact convex cvs U ". In general, the designed feedbacks are at least continuous, in accordance with Artstein's theorem, and take values in intU . The paper is organized as follows. In §2, we introduce some convexity concepts in order to address the global clf stabilization of a system from a geometric point of view. Given a convex cvs U ⊂ R m with 0 ∈ intU , we find that the clf-optimization problem (3) is solvable if there exists an optimal control ω(x) taking values in ∂U -the boundary of U . Then, we study the existence, uniqueness and continuity of ω(x) depending on properties of U , and how to attain higher regularity (excepting in a set N b ) in terms of the geometry (curvature) of U . In §3, in view that ω(x) is not admissible (singular at N b ), we consider a general form of admissible feedbacks for the gas of a system, provided a clf is known. Moreover, we propose an explicit formula for an ε-parameterized family of suboptimal regular feedback controls u ε (x). Thus, these feedbacks can take values arbitrarily close to ∂U as desired by tuning ε. Finally, in §4, we introduce a method to approximate compact convex bodies, which allows us to approximately solve the global clf stabilization problem for affine systems with compact convex cvs U with 0 ∈ intU , at expenses of small overflows in the control values. 
ON THE GLOBAL CLF STABILIZATION W.R.T. COMPACT AND STRICTLY CONVEX CVS
First of all, we need the following convexity results (for an exposition on convex theory, see e.g. Rockafellar (1972) ,
, for any real λ ≥ 0) and convex function. Hence, for some convex set ∅ = U ⊂ R m , a gauge is defined by
and vice versa if µ(u) is closed (i.e. lower semi-continuous and µ domµ =∅ is finite), then there exists a unique convex set U = ∅ such that U = {u ∈ R m : µ(u) ≤ 1} -a level set.
We have the following equivalences (Rockafellar (1972) , p. 128 et seq.): (1) µ is finite everywhere iff 0 ∈ intU and (2) µ is positive definite iff U is compact.
Then, if µ is finite everywhere and positive definite, the polar of µ and the polar of U are defined, respectively, by
Hereafter, based on these convexity results, we will assume that U is a compact convex set with 0 ∈ intU . Moreover, we will identify the dual space (R m ) * with R m using the standard inner product, and denote the dual u * by b.
Now, returning to our control problem, observe that pro-
On the other hand, for any control u(x) taking values in U , we have that
Consequently, if we can find an appropriate clf, then any control ω(x) satisfying equation (13) accomplishes the equivalence between problem (3) and the inequality
We will call a feedback ω(x) to be a best rate (optimal) control law w.r.t. a clf V (x) [for system (1) with controls taking values in U ] iff for all x = 0, it satisfies
Hence, problem (3) is solvable if there exists a feedback control ω(x). However, from (13) , it follows that ω(x) is not admissible since it is a singular function at the set
because if b(x) = 0 then ω(x) is arbitrary. Now, we proceed on the existence, uniqueness and continuity of the control ω(x). Taking into account the polar µ * defined by (12) and temporarily leaving aside the dependence on x, we have that equation (13) can be restated as the following m-parameterized optimization program 2 Gauges polar to each other have the following important property:
The previous expression is the "best" inequality in the sense that it cannot be tightened by replacing µ or µ * by lesser functions on larger domains. E.g., if µ is a p-norm, then µ * is a q-norm (1/p + 1/q = 1) and the above relation reduces to the well known Hölder's inequality.
with b ∈ R m and ∂U = {u ∈ R m : µ(u) = 1} the constraint set. Since U is compact, there is one global solution of P(b), denoted by ω(b). On the other hand, program P(b) is the support function of U , ς U (b), and it is precisely the polar gauge µ * (b). Recall that a set U ⊆ R m is strictly convex iff no line segment is contained in ∂U . It is known that µ * (b) is differentiable on R m \{0} iff U is strictly convex (and also iff U * is regular 3 ); and if this is satisfied, then µ * (b) is C 1 (R m \{0}) (Schneider (1993), p. 107). Then, from (17), the set of global solutions ω(b) is the subdifferential of ς U (b) (Schneider (1993) , p. 41). Thus, if U is strictly convex then ς U (b) is C 1 (R m \{0}), and we obtain that
so that, ω(b) is the unique solution to program (17) , continuous on R m \{0}, and homogeneous of degree 0.
Denote by K(R m ) the class of all compact convex bodies U (i.e, intU = ∅) in R m . We have that the class of regular compact and strictly convex bodies U is dense in K(R m ). Zamfirescu (1987) proved that regular and strictly convex bodies are generic in the sense that all convex bodies are regular and strictly convex except those in a σ-porous set.
We will denote by U(R m ) the (generic) class of compact and strictly convex bodies (cvs) U ⊂ R m with 0 ∈ intU .
Let us return to the dependence on the variable x ∈ R n . Hereafter, we define by β(x) := ς U (b(x)), and ω(x) := ω(b(x)) is the optimal control, with b(x) given in (4).
The continuity (on R n \N b ) of the optimal control ω(x) is inherited from the features (shape) of U . Then, assuming additional conditions on U one can derive higher regularity on it. A convex body U has a regular boundary iff ∂U is locally the graph of a regular function, i.e. a d-dimensional regular submanifold of R m . Recall that a function f defined on an open set D ⊆ R m is of class C κ,1 iff it is C κ and all its partial derivatives of order κ satisfy a Lipschitz condition. We say that K is of class
There is a very nice geometric characterization of the convex bodies of class C 1,1 in terms of freely sliding bodies. Let B r (2) be an Euclidean ball of radius r > 0, then we say that B r (2) slides freely inside of K iff through every point u ∈ ∂K there passes B r (2) contained inside of K. Proposition 2. (Hörmander (1994) , p. 97) A convex body U is C 1,1 iff some ball B r (2) slides freely inside of U .
An elegant dual of this result is the following. Proposition 3. (Hug (2002) ). The support function ς U of a body U is C 1,1 iff U slides freely inside of some B r (2).
Corollary 4. Assume that U ∈ U(R m ). Then, the feedback control ω(x) is Lipschitz continuous on R n \N b iff U slides freely inside of some ball B r (2). Remark 5. Based on the above corollary and assuming that the vector fields that define system (1) are Lipschitz continuous, then we have that existence and uniqueness of the solutions x(t) of the closed-loop system (1)- (18) w.r.t initial conditions is guaranteed if x(t) ∈ R n \N b , ∀t ≥ 0.
3 Every u ∈ ∂U lies in exactly one supporting hyperplane Hu of U and every supporting hyperplane H of U meets exactly one u ∈ ∂U .
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An interesting non-differentiable geometric interpretation of the curvature is: "The radii of curvature of a set U are bounded below iff there is a Euclidean ball B r (2) that slides freely inside of U ". Hence, thinking dually, we obtain the following stunning reinterpretation of Corollary 4: "The feedback control ω(x) is Lipschitz continuous on R n \N b iff the radii of curvature of U are bounded above." Therefore, there is a strong relationship between the regularity of the feedback control ω(x) and the curvature of U -an important concept from Differential Geometry.
Denote by S m−1 the Euclidean unit sphere in R m . Let U be regular, u ∈ ∂U , and υ be the outer unit normal vector to U at u. Then, the Gauss map σ : ∂U → S m−1 , defined by σ(u) = υ, is continuous. The tangent space of U at u is the translate H υ − u = υ ⊥ of the supporting hyperplane to U with the outer normal vector υ. Now, if U is C 2 , then the Gauss map σ is C 1 . The differential W u = dσ u of the Gauss map is a linear map from the tangent space to itself, called the Weingarten map. The eigenvalues of W u are called the principal curvatures of U at u. The principal curvatures are nonnegative (Schneider (1993) , p. 104-106). Their product is the Gauss-Kronecker curvature of U at u. Now, assume that U is regular and strictly convex, then σ is a homeomorphism (Schneider (1993), p. 78). In this case, σ has a continuous inverse σ
∀b ∈ R m \{0} (Schneider (1993), p. 106), i.e., if U is regular and strictly convex, then ω(b) is the inverse Gauss map defined in the extended domain R m \{0}. Conversely, suppose that ς U is C 2 . Since this implies 5 that U is strictly convex, then the reverse Gauss mapσ : S m−1 → ∂U , taking υ to u υ , is well defined (it is not the inverse of σ, which does not exist in general). Furthermore, its differential W υ = du υ is also defined, and it is a linear map from the tangent space υ ⊥ of S m−1 at υ to itself, called the reverse Weingarten map. The eigenvalues of W υ are called the principal radii of curvature of U at υ ∈ S m−1 . They are also the nonzero eigenvalues of the second differential of ς U at υ (Schneider (1993), p. 109).
Let κ ≥ 2, we say that U is of class C uυ , and coincide with the reciprocals of the principal curvatures of U at σ −1 (υ). It is proved in (Schneider (1993) , p. 106-111) that U is of class C 2 + iff U is C 2 and the Gauss map is a C 1 diffeomorphism iff ς U is C 2 and all the principal radii of curvature of U are everywhere finite and positive. The existence of the Gauss curvature is necessary, as well as its positiveness: There are examples where ς U is not C 2 even if ∂U is real-analytic.
Remark 6. For our purposes, the important result for control designing is: U is of class
(C ∞ ) and the Gauss map is a C κ (C ∞ ) diffeomorphism. In this case, ω(b) is the inverse Gauss map σ −1 defined in (19) and it is a C κ (smooth) function on R m \{0}.
GENERAL DESIGN OF ADMISSIBLE CONTROLS
In this section, we study the conditions that feedback controls of a general form should satisfy in order to be admissible (regular and taking values in U ) and achieve gas of system (1). We generalize the control design introduced in Suárez et al. (2002) and (2001) We propose a feedback control function of the form
where ω(x) is the optimal control given by (18) and ρ(x) is a rescaling function used to regularize ω(x). We search conditions on ρ(x) in order to guarantee the existence of an admissible feedback stabilizer (20) for system (1) .
Hypothesis H. Assume that ρ : R n → R is a regular function such that
β(x) . Remark 7. We need to impose some regularity conditions on ρ(x) to obtain certain regularity of feedback control u(x). The mild ones are continuity whenever β(x) = 0 and ρ(x) should be able to remove the singularities of ω(x), i.e., ∀x * ∈ N b , lim x→x * ρ(x) ω(x) exits. Now, since 0 ∈ N b and the scp will be assumed, a necessary condition for the continuity of u( Remark 8. The continuity of the controllers at x = 0 is achieved via the scp 6 : Given > 0 there is a δ > 0 such that if 0 < x < δ, then a(x) < b(x) · u holds for a certain u with µ(u) < . Hence, for such u, a(x) < b(x) · u(x) ≤ β(x) µ(u(x)) < β(x), so that lim x→0 a(x)/β(x) = 0. Remark 9. From condition (iii ), we have that ρ(x) can be defined as a composition of regular functions: ρ(x) := (a(x), β(x)), where : R 2 → [0, 1], satisfies that ∀α ∈ R, β = 0, (α, β) > α/β and (α, 0) = 0. Theorem 10. Assume that U ∈ U(R m ), V (x) is a clf [for system (1) with controls taking values in U ] satisfying the scp, ω(x) is the optimal control given by (18) and ρ : R n → R satisfies Hypothesis H. Then, control (20) is an admissible feedback which renders system (1) gas. Remark 11. Observe that u(x) can be redefined as
Then, ∀x ∈ R n \N b , u(x) has the same kind of regularity as ρ(x) and ω(x); whereas if
) and continuous on R n .
Remark 12. The expression (21) comprehends many of the designed control formulae satisfying input constraints. For instance, Malisoff-Sontag's formula (6) is easy to transform into the scheme (21) . Indeed, for cvs U = B m 1 (p), with p = 2r/(2r − 1) for r = 1, 2, . . ., then β(x) = b(x) * p = b(x) 2r . From formula (18) , we obtain that
Thus, the feedback control is defined by the formula
where (a, β) = λ p (a, β 2r ) β 2r−1 , with λ p (α, θ) given by (7). Then, due to the particular choice of p = 2r/(2r − 1), r = 1, 2, . . ., if a(x) and b(x) are smooth, it can be shown that ρ(x) = (a(x), β(x)) and ω(x) are smooth on R n \N b . Hence, based on Remark 11, if a(x) and b(x) are smooth, then feedback (23) is smooth, at least on R n \(∂N b ∪ {0}), and continuous on R n . In Malisoff & Sontag (2000) , it was proved the stronger result that this feedback control is almost smooth, whenever a(x) and b(x) are smooth.
In Suárez et al. (2001) , it was proposed the following oneparameterized family of feedback control functions
ε > 0 is the parameter, and h(β) is a regular function satisfying that ∀β, βh(β) ≥ 0 and h(β) = 0 iff β = 0.
Hereafter, we will denote by ρ ε (x) := ε (a(x), β(x)). Remark 13. The proposed control design generalizes previous results. In fact, in Suárez et al. (2002) , for the cvs U = B m r (p) defined in (9) (for 1 < p < ∞), the designed control formula is of the form (24) . In this case, ρ ε (x) is given by (25) 
. Thus, these controls are suboptimal. Moreover, if a(x) < 0, feedbacks become u ε (x) = ρ ε (x) ω(x), with ρ ε (x) = h(β)/(ε + h(β)). Thus, these controls prevent the cancelation of the free dynamics (given by a(x)) which in this case is beneficial in achieving the stabilization of the system. Corollary 16. Assume that U ∈ U(R m ), V (x) is a clf [for system (1) with controls taking values in U ] satisfying the scp. Let N a := {x ∈ R n : a(x) = 0}. If a(x), β(x) and h(ξ) are smooth, then ∀ε > 0, u ε (x) given by (24) - (25) is an ε-parameterized family of suboptimal admissible feedback controls, smooth on R n \(N a ∪ ∂N b ∪ {0}), and continuous on R n , which render system (1) gas.
APPROXIMATELY SOLVING THE GLOBAL CLF STABILIZATION W.R.T. COMPACT CONVEX CVS
There are many methods for the approximation of convex sets by appropriate sequences of convex sets. It is known that any compact convex body can be "sandwiched" between two polytopes which are arbitrarily close each other, implying that the class of polytopes is dense in K(R m ) (see Schneider (1993) , p. 55). Although that result is not easy to implement, recently Kamenev (2003) presented some algorithms for the polytopal approximation of compact convex bodies. It is also known that the class of regular compact convex bodies is dense in K(R m ). There are some refinements of this result. A convex body U ⊂ R m is called analytical (polynomial) iff it can be represented as
where ϕ is a real analytical (polynomial) function on R m . Minkowski proved that the analytical convex bodies are dense in K(R 3 ), and then extended to K(R m ) by Bonnesen and Fenchel. There being an error in Bonnesen-Fenchel's proof, Hammer showed that the polynomial convex bodies are dense in K(R m ). Then, Firey (1974) proved that the class of compact convex bodies with algebraic support functions is also dense in K(R m ). All these methods are realized in two stages: First, approximate a convex body by polytopes, and then approximate those polytopes by sequences of regular compact convex bodies.
By a small overflow on the control values we will understand that feedbacks take values in a scalar multiple of U , U := (1 + ) U , with 0 < 1. Let U be a compact convex body and P be a polytope as close as desired to U so that U ⊂ P ⊆ U (with equality if U is a polytope). Now, we introduce a method, based on Firey's approach, consisting on the approximation to P by a sequence of compact convex bodies with algebraic support functions:
Let P be a polytope with 0 ∈ intP and denote by v Then, we have that
} is the support function of the convex closure P of ∪ i E i + v i /2 . Thus, P ⊂ P and approximates P in the Hausdorff distance.
Next, take the q-norm, for q ∈ Z + = {1, 2, . . .}, of the support functions ς Ei+vi/2 (b) to define the function:
Clearly, ς q is the support function of a compact convex body U q , and from the description of
is an algebraic function. Moreover, lim q→∞ ς q (b) = ς(b). Then, for some q 1, the body U q approximates P in the Hausdorff distance. Henceforth, we have constructed a sequence {U q }, q ∈ Z + , of compact convex bodies with algebraic support functions which approximate a polytope P , hence to a compact convex cvs U with 0 ∈ intU , i.e. there is U q approximating P such that U ⊂ U q ⊂ U .
Let us return to our control problem. Based on formulae (18) and (28), a straightforward calculation yields that
which is an algebraic function in b. Then, for q ∈ 2 Z + , if b(x) is smooth, then β(x) = ς q (b(x)) and hence the best rate control ω(x) = ω(b(x)) are smooth, ∀x ∈ R n \N b . Theorem 17. Assume that U ∈ K(R m ) with 0 ∈ intU , V (x) is a clf [for system (1) with controls taking values in U ] satisfying the scp. If a(x), b(x) and h(ξ) are smooth, and q ∈ 2 Z + , then ∀ε > 0, u ε (x) defined by (24)- (25), with ω(x) given by (29), is a family of feedback controls, smooth on R n \(N a ∪ ∂N b ∪ {0}) and continuous on R n , and taking values in U , which render system (1) gas.
CONCLUSION
In this paper, we address the problem of the global clf stabilization of systems w.r.t. general compact convex cvs. First, we show that the clf-optimization problem (3) is solvable if there exists a feedback control ω(x) that takes values in ∂U : The best rate control law w.r.t. a clf. Then, given a convex set U ⊂ R m with 0 ∈ intU , we analyze the conditions for the existence, uniqueness and continuity of the control ω(x), depending on certain properties of U , namely compactness and strict convexity. It was observed that the class of such convex sets U is generic in a certain sense. Next, we impose additional conditions on U in order to obtain more regularity on the control ω(x) at R n \ N b . First, Lipschitz continuity was achieved. Then, we study how to derive higher regularity (excepting at N b ) of control ω(x) in terms of the geometry (curvature) of U . However, in view that control ω(x) is not admissible (it is singular at N b ), we consider admissible feedback stabilizers of the general form u(x) = ρ(x) ω(x), where ρ(x) is a rescaling function, that comprehends many of the control formulae proposed in the literature. Then, we propose a family of admissible suboptimal feedback controls u ε (x) given by (24)- (25) . Finally, we introduce a regular approximation method to compact convex sets U in order to redesign the control formula u ε (x). Thus, assuming certain regularity on the system and the clf, we obtain a family of regular feedback controls which allows us to approximately solve the global clf stabilization problem for affine systems with general compact convex cvs U with 0 ∈ intU , at expenses of small overflows in the control values.
