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ABSTRACT 
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Dept. of Mechanical Engineering 
 Mentor: Taehun Lee 
 
Abstract 
Fluid-structure interaction is very broadly seen and widely used in many industrial, engineering 
and environmental processes. The lattice Boltzmann method has been preferred for simulating 
particulate flows due to its advantages of easy implementation, micro- and mesoscopic physical 
insights and parallel algorithm. Both sharp and diffuse boundary treatments are studied to recover 
curved and moving boundaries on structured orthogonal grids for the lattice Boltzmann method. 
These methods can describe curved boundaries more accurately and more smoothly than the naive 
staircase approximation. However, to improve the order of velocity accuracy and to reduce the 
fluctuation of force, either interpolation or additional momenta have been introduced to the collision 
step of lattice Boltzmann equation. 
In this dissertation, a new boundary scheme based on diffuse geometry is proposed for lattice 
Boltzmann method. The scheme is named Diffuse Bounce Back-Lattice Boltzmann Method (DBB-
LBM) and is derived by directly incorporating the bounce back condition into the weak form of the 
propagation step of discretized Boltzmann equation. The new method does not change the collision 
operator. Therefore it can be easily combined with other fluid models that modify the collision step, 
such as multi-phase flow model, turbulence model, non-Newtonian model, etc. Although diffuse 
boundary is introduced, this scheme recovers exact bounce back condition at sharp boundary limit, 
regardless of the shapes and motions of the boundaries. Numerical tests show that the velocity 
accuracy of this method is second order. 
Under the Diffuse Bounce Back scheme, the boundary force can be simply recovered by taking 
the first moment of the boundary term. This treatment to boundary force is natural and does not 
Abstract  v 
require the calculation of momentum exchange. The new boundary force model is able to recover 
the drag coefficient of cylinder flows at different Reynolds numbers correctly. In moving boundary 
problems, the fluctuation of force can be reduced compared to traditional sharp boundary conditions 
because it does not require extrapolation to fulfill the unknown information of the newly generated 
fluid nodes around the boundaries. The validated force model can be applied to fluid-particle 
interaction problems to study the behavior of particle in various flows, including the inertial 
migration of particle in the Taylor Couette flow. 
In this dissertation, the background and applications of fluid-structure interaction are first 
introduced. Descriptions of previously published models for fluid-structure interaction are expanded 
upon afterwards. Detailed inspiration and derivation for the new DBB-LBM scheme are explained, 
and several benchmark problems are initiated to test and validate its accuracy, performance of mass 
conservation and the effect of different parameters and factors. The force model proposed within the 
framework of DBB-LBM is then introduced and applied to the cylinder flow benchmark problem 
for validation. A complete fluid-particle interaction model is built upon the Diffuse Bounce Back 
boundary scheme, the moment force model, the Velocity Verlét Integration of Newton’s Equations 
of Motion, together with the models for internal and external forces like gravity and repulsion. The 
combination is tested by a series of problems including particle in Couette flow, particle in 
Poiseuille flow, and the drafting, kissing and tumbling of two falling particles. The trajectories of 
the particles are consistent with the reported data in previous publications. The proposed boundary 
scheme is finally applied to the 3D Taylor Couette flow simulations with and without particles, in 
order to study the flow regimes at different Taylor numbers and the behaviors of inertial particle 
migration under these flow structures. 
vi
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The fluid-structure interaction is widely observed and applicable to many industrial, engineering and
environmental processes. Common sense dictates that fluid and solid structures follow different prin-
ciples of dynamics, which are often modeled with complicated partial differential equations (PDEs).
The coupling of these dynamics is normally not straightforward, therefore relevant experimental and
numerical investigations are of vital importance to understand and predict the detailed or statistical
behavior of both fluid and structures. The applications of fluid-structure interactions include (i) the
fundamental study of natural phenomena, such as raindrop formation, ocean currents and water per-
colation through the soil [1], (ii) the biomedical applications of human nasal cavity flow [2, 3] and
passive cell transport [4, 5, 6], (iii) the hydraulic engineering problem of open channel particulate flow
[7], and (iv) other particle transportation processes of various scope, e.g., particle focusing in micro
fluidic chips [8] and particle migration and sedimentation in drilling fluids [9, 10, 11] in the oil industry.
(Fig. 1.1)
Among the many applications, fluid-particle interactions, also known as particulate flows, are pop-
ular in scientific research as a simplification of the diverse natural and engineering problems. The
particles, with most assumptions, are regularly shaped rigid bodies. Such simplifications allow scien-
tists to study the real world problems with accessible computational or experimental resources.
One example of such studies is the barite sag in drilling fluids. Drilling fluid, also called drilling
mud, is used in the drilling of boreholes into the earth for petroleum wells and other purposes. (Fig.
1.2) While transporting cuttings is its main function, drilling fluid also helps to cool and lubricate the
system, control the well pressure, maintain the wellbore stability, etc. The drilling fluid used for a
particular purpose is selected to avoid formation damage and to limit corrosion. There are mainly two
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(a) Red and white blood cells and platelets
at rest. [12]
(b) Particular flow in human nasal cavity.
[13]
(c) Snapshot of two simulations of turbulent
open-channel flows laden with oblates (top)
and spherical particles (bottom). [14]
(d) Experimental and numerical results for
focusing of particles in micro-fluidic chips.
[8]
Figure 1.1: Applications of fluid-structure interactions.
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Figure 1.2: Diagrammatic sketch of drilling fluid and barite particles.
categories of drilling fluids, water based drilling fluid (WBDF) and oil based drilling fluid (OBDF).
Both fluids are typically used along with appropriate polymer and clay additives for drilling various oil
and gas formations [15]. The barite particles are also added to increase the density and the downhole
pressure and to ensure suspension of particles and transportation of cuttings by adjusting the drilling
fluid’s rheological properties. The settling of barite particles in drilling fluid, also known as barite sag
[16] (Fig. 1.3), may cause well control problems, such as inability to move the drill string, and wellbore
instabilities. Compared to the WBDF, the OBDF is more likely to fall into barite sag, and this is found
in both static and under flow situations [17].
To find out the characteristics of particle motions, drilling fluid is often simplified as Taylor Couette
flow (Circular Couette flow) in experiments and simulations. Non-Newtonian fluid is sometimes em-
ployed in related laboratory research [18]. The particle features of shape, density and size are expected
to affect the distribution of phase holdups in a liquid-solid circulating fluidized bed [19]. Although
particle sedimentation behavior is the key to predicting barite sag of drilling fluid, lateral or inertial
migrations of particles are also constantly investigated by researchers to further understand the details
of particle transportation. The research requirements can vary as drilling fluids are used for multiple
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Figure 1.3: Density profile: empirical sag model and measured lab data, Scott et al. (2014).
purposes, hence the fluid-particle interaction models employed are combined with other fluid models
(e.g., multi-phase flow [20]) accordingly.
Particle transportation is studied in other fields as well. For the focusing of passive sheathless
particles in microfluidics, the equilibrium positions of particles are typically controlled by the geom-
etry of micro channels. Although the geometry can be designed based on the distribution of flow
streamlines when particle size is negligible, it has been experimentally and numerically revealed that
particle trajectory is strongly influenced by the interaction between particle and channel wall, and that
the streamline is a decent approximation of particle trajectory only when the particle is located in the
center of the channel depthwise [8]. In the biomedical field, nonspherical and hygroscopic particles
of health hazards and pharmaceutical benefits are of developing interest to researchers, and a selection
of computational fluid-particle dynamics (CFPD) models are comprehensively discussed in literature
[3].
The applications mentioned above have triggered huge interests in understanding particle-fluid
dynamics. From the these applications, we notice that the two main ways to study fluid-particle inter-
Introduction 5
actions are numerical simulations and experiments. The experimental setup of particulate flow often
includes physical and rheological properties of fluid, the geometry and position of fluid channel or
container, the source of driving forces or mechanisms, the realistic particle properties and the facilities
for measuring and analyzing monitored data. Measuring instrumentation consists not only of physical
devices like flow meters, pressure sensors [11, 21] and tomography sensors [22], but also electronic
devices like high speed cameras [8], Confocal Laser Scanning Microscope (CLSM, [23]) and so forth.
The Particle Tracking Velocimetry (PTV) technique applied to images captured with X-rays [24] is one
of the developments in flow visualization. The X-ray prevails over light rays partly because it is less
affected by refraction and reflection. This technique can be used to trace the trajectory and measure
the velocity of particles of negligible size distributed in the fluid in order to measure the fluid velocity
field. One of the advantages of conducting an experiment is that it can produce straightforward results
without using modeling or mathematical simplifications. However, the practicality of experimental
studies can be inhibited by the high cost of modern experimental equipment. Some experiments are
environmentally demanding and difficult to reproduce, the control of fluid and particle features is also
troublesome due to the poor adjustability of intrinsic material properties.
Together with the theoretical and experimental investigations, numerical simulations provide a
strong alternative to help researchers reveal insights into particle-fluid dynamics. Numerical methods
are becoming increasingly popular and promising as high performance computers become increasingly
powerful. Parallel computation, as one aspect of this development, has been applied to speed up the
fluid-particle interaction simulations with powerful GPU or CPU devices. The advanced computing
capability also makes it possible to simulate large scale 3D problems. An apparent advantage of simu-
lations is that they can monitor and measure certain details of the fluid without affecting the evolving
system. Also, numerical simulations provide precise control over Reynolds number, particle and fluid
features, geometries and initial or boundary conditions, while in experiments, such properties and con-
ditions can only be achievedwith extremely creative constructions and combinations. For example, one
needs to mix water, glycerol and other chemicals to obtain the fluid density that supports the neutral
buoyancy of polystyrene particles that is required by the experiments [25]. In numerical simulations
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such inconvenience can be avoided. Moreover, high spatial and temporal resolution of the simulation
results makes it possible to study the detailed mechanism for particle migration.
Considering the importance of fluid-particle interactions in distinct series of applications, the study
of particle migration and developing an outstanding user-friendly Computational Fluid Dynamics
(CFD) model is highly significant.
Simulations methods for fluid-particle interaction problems
The modeling of moving boundaries for fluid-structure interactions can in principle be categorized
into twomajor groups, the sharp boundarymethod and the diffuse boundarymethod. The basic assump-
tion of the sharp boundary methods is that the boundary is strictly sharp with zero boundary thickness.
The sharp boundary in most cases does not allow for numerical penetration, and perform well in phase
mass conservation. There are two treatments proposed to capture the movement of boundaries in sharp
boundary models: one is to move the solid structure on a fixed grid, and the other is to introduce a
moving grid that is compatible to the motion of the structure. The fixed-grid approach requires the
fluid information on the newly generated fluid nodes caused by displacement of structure to be extrap-
olated or interpolated by the information from the interior of the fluid. Numerical stability of such
extrapolation or interpolation is sometimes sensitive, and therefore not considered in this research. A
typical moving-mesh approach is based on arbitrary Lagrangian-Eulerian (ALE) method. This is one
of the most accurate approaches for the simulation of fluid-particle interaction [26, 27, 28]. In ALE,
the original physical domain with moving unstructured grid, which changes with time, is projected to a
reference domain, which is fixed in time, via certain mapping operator. The governing equations with
hydrodynamic forces and torques incorporated, as well as the motion of particles, are recovered by
identical algorithms in the reference domain. Although ALE is popular in fluid-structure interaction
simulations, especially when governed by finite element method based Navier Stokes equations, it has
fundamental issues when particles are too close because the thin gap needs to be meshed.
The diffuse boundary method often describes the geometry with a field variable. Instead of formu-
lating the governing equation in the multiply connected domain formed by particles or structures, the
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diffuse boundary method recovers the boundary by introducing spreading momenta around the bound-
aries. A widely known diffuse boundary approach is called Immersed Boundary method (IBM). This
method was firstly proposed by Peskin (1977) [29] to solve the membrane flow problems. It was later
redesigned for the interaction of fluid and rigid bodies [30, 31]. The idea of IBM is that the boundary is
explicitly represented by a set of Lagrangian points, and then boundary force is estimated by a certain
model and is applied back to the fluid field to recover boundary condition with the spreading effect of
Dirac delta function [32]. To be precise, IBM still has a sharp boundary assumption, however, it ap-
plies the boundary force to the field in a way where diffuse boundary is employed. The advantages of
IBM include retention of original algorithm to the largest extent, avoidance of extrapolation and small
force fluctuation. However, fluid penetration can be detected on the boundaries in IBM. According to
what is reported in the cited publications, IBM is only first order accurate.
Level set method also has an imaginary sharp boundary. The level set method represents the bound-
aries as the zero level points of a level set function, and tracks the moving boundary by solving the
advection equation [33]. But naive implementations of the level set method for fluid simulation could
cause a volume loss. To alleviate the problem, level set is extended to the particle level set method,
which can track the boundary accurately by correcting the level set function with the information of
the particles [34]. Similar to IBM, the boundary forces in level set method are also applied to diffuse
boundaries.
The phase field method is another family of diffuse boundary schemes. The variable that describes
the geometry in these schemes is called phase field order parameter. This parameter is determined
by either the local volume of fluid or the local distance to the boundary. The boundary effect is mod-
eled with different mechanisms. Noble and Torczynski (1998) proposed a partially saturated method
(PSM), which introduced a force-like term related to the order parameter to prevent fluid from entering
the boundary of structure [35]. Others used a heuristic penalty term to reinforce the imposed boundary
velocity [36, 37, 38]. A more mathematically reasonable scheme is to incorporate the sharp boundary
condition into the weak form of the governing equations [39, 40]. In all of these phase field schemes,
the boundary algorithm is directly substituted into the governing equations, which do not require ex-
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tra Lagrangian points or level set tracking equation to describe the geometry. As a diffuse boundary
approach, the phase field method inherits most advantages of IBM or level set methods. At the same
time, it does not necessarily make the penetration problem resolved. The Diffuse Bounce Back-Lattice
Boltzmann method (DBB-LBM) in this research falls into the category of phase field method [41].
This approach is proposed with precautions of mass conservation performance to tremendously reduce
the penetration across the diffuse boundary.
The lattice Boltzmann method (LBM), which is the fundamental theory of DBB-LBM, is a meso-
scopic approach for simulation of fluid flows [42, 43, 44]. Its collision and propagation operators can
naturally guarantee mass conservation, which is especially useful for designing the DBB-LBM. The
LBM is also famous for its innate parallel scheme, which is suitable for making ambitious simulation
programs that can solve large scale problems with modern high performance computers. Incorporating
the boundary condition into LBM governing equation under the diffuse boundary setting will not un-
dermine the parallel feature of the algorithm, in addition, it can easily be combined with other lattice
Boltzmann models to simulate complex fluids.
Objective
The objective of this research is composed of two facets: first, to develop the Diffuse Bounce Back
Lattice Boltzmann method that is validated and tested by several classic bench mark problems; second,
to construct a well matched boundary force model and apply DBB-LBM to fluid-particle interaction
simulations.
In the first part of this study, the derivation of the novel DBB-LBM is meticulously explained.
Different kinds of discretization and other numerical treatments are introduced along with the original
raw DBB-LBM to allow users more freedom of choice when they are tackling assorted tasks. The
DBB-LBM as an implicit boundary method is appropriate for curved boundary and moving boundary
problems. Besides, it also tries to reduce the phase mass change as much as possible. The method
can be applied to all Dirichlet boundaries with different imposed velocity profiles, and is validated
by the classic 2D Taylor Couette flow example and other benchmark applications. Apart from being
Introduction 9
adopted in the fluid simulations, DBB-LBM can on the other hand be applied to geometry optimization
problems [45] as an alternative.
In the second part of this study, a boundary force model inspired by the boundary term in DBB-
LBM is proposed and applied in the fluid-particle interaction simulations. The force model is tested by
the identification of drag coefficient in 2D cylinder flows and compared with the traditional momentum
exchange approach. Together with particle motion integration and particle-particle interaction models,
the DBB-LBM and the attained force model can produce particle sedimentation test case results that
conform well with previous publications. The DBB-LBM is finally employed to capture the Taylor
number controlled flow regime of different 3D Taylor Couette flows and to investigate the particle
behaviors in these flows.
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CHAPTER 2
DERIVATION OF DIFFUSE BOUNCE BACK LATTICE BOLTZMANN EQUATION
Lattice Boltzmann Method
History of lattice Boltzmann method
The theory and application of the lattice Boltzmann method (LBM) have developed rapidly in the
past thirty years. Unlike the Navier Stokes equation based macroscopic computational fluid dynam-
ics (CFD) approaches, LBM is based on molecular dynamics, and has a clear physical background.
This method is macroscopically discrete and microscopically continuous, and therefore classified as
a mesoscopic method. The LBM in its early applications was introduced to the fields of micro fluid
dynamics and heat transfer, porous media, biofluidics, magnetic fluids, crystal growth and so forth,
where traditional CFD approaches were not preferred, to study the various complicated fluid mecha-
nisms. Owing to its natural parallel algorithm and convenient implementations, LBM has been further
applied to the simulations that are typically implemented with macroscopic approaches. Another ben-
efit of using LBM is that it uses simple algorithms for propagation and collision processes, which can
recover nonlinear macroscopic equations through numerical analyses with up to second order spatial
and temporal velocity accuracy (numerical accuracies hereafter all refer to velocity accuracy). More-
over, LBM avoids solving the extra Poisson equation which may require special numerical treatments
like relaxation and iteration in traditional CFD approaches.
Lattice gas cellular automata (LGCA) is where LBM originated. In the 1970s the first fully dis-
cretized LGCAmodel was developed [46, 47]. In this model, not only is the fluid discretized as a series
of particles, but time and space are also discretized in a 2D square lattice. After years of development,
the LGCA was found to have some inevitable disadvantages: (i) the macroscopic momentum equation
recovered from LGCA does not satisfy Galilean invariance; (ii) besides density and temperature, the
equation of state also relies on the fluid velocity; (iii) additional computations are required to avoid
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the numerical noise caused by Boolean operations and (iv) the exponentially complicated collision
operator demands very high computational capability and memory size.
In 1988, McNamara and Zanetti proposed to change the Boolean operations in LGCA to local par-
ticle distribution functions (PDFs), and to replace the evolution equation with the Boltzmann equation
[48]. Later Higuera and Jimenez introduced the equilibrium distribution to linearize the collision op-
erator [49]. Chen et al. (1991) and Qian et al. (1992) further proposed a single relaxation time (SRT)
model that further simplified the collision operator. The model is also named lattice BGK because it
dates to the collision theory initiated by Bhatnagar, Gross and Krook (1954) [50]. Up to this point,
LBM had completely overcome the shortcomings of LGCA, and was developed into a mature and
popular research field.
Basics of LBM model
The discrete Boltzmann equation (DBE) with the BGK collision operator is given by
∂fα
∂t
+ eα · ∇fα = −
fα − f eqα
τ
, (α = 0, 1, ...,m− 1), (2.1)
where fα is the particle distribution function in the α direction, t is time, eα is the corresponding
microscopic particle velocity (or lattice velocity), τ is the relaxation time, and m is the number of
lattice velocities. The equilibrium distribution function f eqα is given by
f eqα = tαρ
[
1 + eα · u
c2s
+ (eα · u)
2
2c4s




where tα is the weighting factor [51], ρ is the macroscopic density, u is the macroscopic velocity, and
c2s is the speed of sound.
To fully discretize Eq. (2.1) in time and space, we first integrate the equation along characteristics,
fα(x + eαδt, t+ δt) − fα(x, t) = −
∫ t+δt
t
fα − f eqα
τ
dt, (2.3)
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where x is the spatial position of lattice and δt is the time increment. The right hand side of Eq. (2.3)
can be discretized with the Crank Nicolson method
fα(x + eαδt, t+ δt) − fα(x, t) = −
(












Denoting [(2τ + δt)fα − δtf eqα ]/(2τ) by f̄α, we obtain
fα =
2τ f̄α + δtf eqα
2τ + δt
. (2.5)
Substituting Eq. (2.5) into Eq. (2.4), the discretized LBM can be expressed as








The macroscopic quantities in Eq. (2.2) can be recovered by taking the zeroth and first microscopic









The equation form of LBM (Eq. (2.6)) suggests that there are three key elements in the lattice Boltz-
mann model: discrete velocity model (DVM), equilibrium distribution model, and evolution equation
for PDFs. Qian et al. (1992) has proposed a DdQm DVM, where d represents the dimension, and
q represents the number of lattice velocities [52]. Fig. 2.1 shows the DVMs of D2Q9, D3Q19 and
D3Q27. Taking D2Q9 as an example, the configuration of DVM is
e =
−1 −1 −1 0 0 0 1 1 1


















































































Figure 2.1: 2D and 3D DVMs.
where c is the ratio of grid size and time increment, and normally appears as 1. The order of lattice
velocity directions is designed such that it is easy to find ᾱ = m−1−α, which is the opposite direction
of α. This arrangement is especially useful when bounce back boundary condition is considered. The
original equilibrium distribution of LBM is designed for weakly compressible fluid. Tomathematically
ensure incompressibility of fluid, a new distribution function f̂α






is carried out. The corresponding equilibrium of f̂α is hence obtained













+ (eα · u)
2
2c4s




Substituting f̂α into Eq. (2.6) will generate the incompressible LBM model [44, 53, 54], where ρ










For convenience, f̂α is denoted by fα hereafter if not specified otherwise. According tomulti-scale tech-
Derivation of Diffuse Bounce Back Lattice Boltzmann Equation 14
niques like Chapman-Enskog expansion [55], asymptotic analysis [56], or Taylor expansion [57], the
macroscopic Navier Stokes equation can be recovered from analyzing Eq. (2.6) at low Mach number
and the relaxation time τ is identified as ν/c2s, where ν is kinematic viscosity of fluid. The evolution of
LBM is normally implemented with two major steps, propagation and collision, in their general forms,
collision: f∗ = f − M−1SM(f − feq), (2.15)
propagation: fα(x, t) = f ∗α(x − eαδt, t− δt) in Ω for α = 0, 1, ...,m− 1, (2.16)
where f is the vector form of PDFs and f ∗α is the post-collision PDF vector. M is the matrix that
transforms the distributions to the moment space where collision is defined, and the diagonal matrix S
is the relaxation frequency matrix, and Ω is the fluid domain. The generalized LBM is also known as
multiple relaxation time model (MRT, [58]). A popular transformation matrix for D2Q9 DVM is
M =

1 1 1 1 1 1 1 1 1
2 −1 2 −1 −4 −1 2 −1 2
1 −2 1 −2 4 −2 1 −2 1
−1 −1 −1 0 0 0 1 1 1
−1 2 −1 0 0 0 1 −2 1
−1 0 1 −1 0 1 −1 0 1
−1 0 1 2 0 −2 −1 0 1
0 1 0 −1 0 −1 0 1 0
1 0 −1 0 0 0 −1 0 1

, (2.17)





m1 m2 ρux m4 ρuy m6 m7 m8
]
. (2.18)
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The corresponding relaxation frequency matrix S can be expressed by
S = diag(0, s1, s2, 0, s3, 0, s3, s4, s5), (2.19)
where the 0 frequencies indicate that mass (or pressure) and momenta are conservative moments; s1,
s2 and s3 are adjustable and related to the numerical stability; s4 and s5, which normally have a value
of 1/(τ/δt + 1/2), are bulk or shear stress related frequencies. When all non-zero frequencies share
the same value, the MRT model is reduced to the BGK model.
According to the Strang splitting [59, 60] theory, the DBE in a discrete time interval can be de-
scribed by the following equation
fn+1α = C(δt/2) ◦ S(δt) ◦ C(δt/2)fnα , (2.20)
where δt is the elapsed time between fnα and fn+1α ,C is the collision operator in Eq. (2.15), and S is the
propagation operator with boundary condition. To be more specific, S is the operator for numerically
solving the following partial differential equation
∂fα
∂t
+ ∇ · (eαfα) = 0. (2.21)
Note that for convenience fα(x, t) is denoted by fα|tx in chapters and sections hereafter.
No-slip boundary treatments
Bounce back
For motionless no-slip boundaries, a commonly used treatment in LBM is to make the particles that
hit the boundary bounce back. The bounce back schemes can be classified into the nodal bounce back
scheme and the linking bounce back scheme (Fig. 2.2). In the standard nodal bounce back, as seen in
Fig. 2.2a, the outgoing PDF f6 from fluid point (i-1,1) is bounced back on the same route right after it
hits the boundary point (i,0) without any form of collision, thus the unknown incoming distribution f2













(b) Linking bounce back scheme.
Figure 2.2: Bounce back schemes.
is recovered for the next step. Other incoming PDFs on the wall are recovered similarly. The standard
nodal bounce back is easy to apply and strictly conserves fluid mass, because whichever distribution
going out is finally coming back. However, it is only first order accurate [61] while the fluid bulk in
LBM is proved to be second order accurate [55, 62].
To improve the boundary accuracy, modified nodal bounce back [63] and linking bounce back [64]
are proposed. Both modifications show second order accuracy. In modified nodal bounce back, outgo-
ing PDFs are replicated in their opposite directions after hitting the wall. A collision operation is then
applied to the boundary nodes like in the fluid bulk. In the next propagation step the updated incoming
PDFs are streamed back to the fluid nodes. This modification slightly breaks the mass conservation of
bounce back. The linking bounce back is the same as standard nodal bounce back in form. However,
the physical wall in this situation is assumed to be located in the middle of the computational boundary
and its neighboring fluid layer. Accordingly the linking bounce back is also called half-way bounce
back, where the boundary nodes are actually ghost nodes. Since no additional operations are applied,
the linking bounce back scheme remains to conserve phase mass.
While bounce back schemes perfectly simulate flat and straight boundaries, they are also employed
in curved boundary applications. The curved boundaries in this case are approximated by staircase lines
(Fig. 2.3). This approximation may produce artificial vortices caused by small boundary structures,
particularly at high Reynolds numbers. This weakness can be improved by mesh refinement at the cost
of extra computing time and memory.
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Figure 2.3: Sketch of staircase approximation for curved boundaries.
The red lines are an approximation of the solid blue curve.
The bounce back scheme is also used in moving boundary simulations. The no-slip boundaries
with imposed velocities are reproduced by
fα = fᾱ + 2tαρ(eα · ub)/c2s, (2.22)
where fᾱ and fα are in opposite directions and ub is imposed boundary velocity. For convenience
2tαρ(eα · ub)/c2s will be denoted by ηα.
Interpolated bounce back
In many cases the physical domain of fluid does not have regular geometry. Besides taking ad-
vantage of adaptive mesh and unstructured mesh, which are not quite applicable for unmodified LBM,
wall behaviors can be formulated at off-grid points by means of interpolation in orthogonal coordinate
systems. Several interpolated bounce back schemes (IBB) were constructed by Filippova and Hänel
(1998) [65], Bouzidi et al. (2001) [66], Yu et al. (2003) [67] and so on. In this section, we take the
Bouzidi method as an example to explain the detailed mechanism of IBB.
Fig. 2.4 is a 1D sketch of the Bouzidi scheme. In Fig. 2.4, the distance from the wall to the adjacent
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F E A BD C
(a) q < 1/2.
F E A BD C
(b) q > 1/2.
Figure 2.4: 1D sketch of Bouzidi scheme.
Blue solid circular nodes are fluid nodes, blue solid square nodes are ghost nodes, dashed line represents the
wall position.
fluid node (i.e. AC in the sketch) in lattice unit is defined as q. In the Bouzidi theory, the boundary
condition is formulated differently for q < 1/2 and q > 1/2. When q is smaller than 1/2 (Fig. 2.4a),
the incoming PDF at point A comes from the outgoing PDF at point D one unit time interval earlier.
Since the boundary point C is where bounce back takes place, the length of DA can then be calculated
by (1 − 2q). The outgoing PDF of point D can be obtained by interpolation. When q is larger than 1/2
(Fig. 2.4b), the outgoing PDF of A is bounced back at wall point C and propagated to the incoming
PDF of D in one time step. The distance AD is hence (2q − 1). The information in D can then be
used to interpolate the incoming PDF of A. The whole process of the Bouzidi scheme with 0 imposed
boundary velocity can be expressed by



















xf , when q > 1/2, (2.24)
where xf is the fluid node closest to the boundary. The IBB schemes are often reported to have second
order accuracy. These schemes can avoid the artificial flow structures caused by staircases. How-
ever, the mass conservation feature of the original bounce back scheme is severely damaged by the
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(a) Before solid particle moving. (b) After solid particle moving.
Figure 2.5: Sketch of a moving particle in the fluid field with sharp boundary conditions.
The large blue particle is the moving solid particle, small circles represent fluid nodes, red dots are newly
generated fluid nodes.
interpolations.
Both bounce back and IBB are sharp boundary models, which may result in lack of nodal informa-
tion in moving boundary problems. Fig. 2.5 shows the sketch of a moving particle in the fluid field
with sharp boundary conditions. After the particle moves from the position in Fig. 2.5a to the position
in Fig. 2.5b, some fluid nodes represented by red dots are generated without any known PDF or other
LB information. Extrapolations are applied to recover the undetermined PDFs, simultaneously intro-
ducing inaccuracy and instability to the system. The enduring occurrence of newly generated fluid
nodes will also bring about boundary force fluctuation.
Immersed Boundary and Partially Saturated Methods
Inspired by Peskin [29, 30] and many others, the Immersed Boundary Method (IBM) has been
applied to LBM [68, 31, 69, 70, 71]. Although IBM was invented to solve membrane problems, it can
tackle rigid body problems if the stiffness of the boundary is increased to a large value. The original
Immersed Boundary lattice Boltzmann method (IB-LBM) [68] was based on the penalty force model
directly inherited from Navier-Stokes governed IBM. Later it was discovered that the enforcement
for boundaries can be recovered by directly taking the momentum exchange in LBM [70, 71]. This
development eliminated the need for user defined penalty parameters. Inamuro further extended the
method to two phase flow problems[72]. IB-LBM avoids interpolation in moving boundary problems
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and reduces the fluctuation of force and velocity. However, the IB-LBM approaches usually require a
set of Lagrangian boundary nodes independent of the Eulerian grid, while the order of their accuracies
remains the same as that of other diffuse boundary conditions.
Like in IBM, normal diffuse boundary conditions also describe the geometry with a smooth order
parameter. Partially Saturated Method (PSM) [35], as one kind of diffuse boundary condition, allows
for a smooth shift from pure fluid to solid obstacles by introducing a partially saturated collision oper-
ator. The nature of PSM is to add penalty force to the distributions, which comes out to be the same
idea as some porous media models. One benefit of a smooth shift is that no extrapolations are required
for the moving boundary problems. However, according to the model of Noble et al., the no-slip
condition cannot be perfectly recovered. What they recover at sharp boundary limits is actually the
Zou-He Dirichlet boundary condition [73]. Walsh et al. used a partial-bounce-back LBM to recover
the mass conservative bounce back condition at sharp boundary limits [38], however they were unable
to deal with boundaries with non-zero imposed velocities. More recently, Krause et al. proposed a ho-
mogenised scheme [36]. In Krause’s model, the penalty force is replaced with additional momentum
generated by the direct combination of local fluid velocity and the no-slip boundary condition on the
basis of a partially saturated parameter. In this way the boundary velocity converges to the imposed
condition at sharp boundary limits. The boundary force in diffuse boundary models can generally be
calculated by taking the first moment of the extra momentum. Apart from the advantages, both meth-
ods have only one order parameter that controls the behaviors of all the directions on the boundary
node. This treatment does not distinguish the distributions by the angles formed by their directions
and the local boundary normal vector. In the directions that are close to the tangent direction of the
boundary, more streaming should be allowed. The modification for the collision step should be care-
fully associated with other models when applied to complex problems. Like most diffuse methods, the
above two boundary conditions are first order accurate.
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Derivation of Discrete Diffuse Bounce Back Boltzmann Equation
It is difficult to eliminate all the listed flaws of different methods at the same time. In this research
a new diffuse boundary condition for LBM is proposed. Although penetration cannot be completely
avoided, diffuse methods can easily be applied to curved and moving boundary problems. The deriva-
tion of this method is inspired by Li et al.’s derivation [39] and Aland et al.’s work [40]. In their work
diffuse geometries are introduced and boundary conditions are incorporated into the governing equa-
tions. Unlike in [40] where the Navier-Stokes equation is combined with the no slip condition, the
associated boundary condition for LBM is modified nodal bounce back. The reason why halfway link-
ing bounce back is not selected is that boundary conditions should be applied exactly to the boundary
positions in the derivation of diffuse schemes. The newmethod is named Diffuse Bounce Back-Lattice
Boltzmann Method (DBB-LBM). At sharp boundary limits DBB-LBM recovers the bounce back con-
dition. Like other implicit schemes, DBB-LBMhas a smooth boundary and can simulate curved bound-
ary problems without employing interpolation or extrapolation. In moving boundary problems solved
with DBB-LBM, the force fluctuation caused by discontinuity can also be significantly reduced if the
scheme is applied properly. More importantly, DBB-LBM is a modification of propagation step. Dif-
ferent collision models for complex physics can be directly inserted into the solver because collision
does not affect the incorporated boundary condition.
The continuous propagation equation (Eq. (2.21)) and the bounce back boundary condition (Eq.
2.22) are important ingredients for derivingDBB-LBM. The derivation of DBB-DBE starts from taking







+ ∇ · (eαfα)
]
dx = 0, (2.25)
where λ is an arbitrary function. Applying integration by parts to Eq. (2.25), we have
∫
∂Ω
λfα (eα · n) dx −
∫
Ω























Figure 2.6: The diffuse geometry of Ω and the profile of order parameters ψ and χ.
where ∂Ω is the boundary of Ω and n is the unit normal vector. After the bounce back boundary
condition Eq. (2.22) is incorporated, the following equation should hold
∫
∂Ω
λ(fᾱ + ηα) (eα · n) dx −
∫
Ω







where ηα denotes the imposed boundary velocity term 2tαρ0(eα · ub)/c2s for convenience.
The geometry of Ω is described by a smooth phase order parameter ψ in the perspective of a larger
domain Ω′ that contains Ω (Fig. 2.6). The profile of ψ is also shown in Fig. 2.6, where it behaves
like a switch for fluid and solid domains. Ideally, ψ is 1 in the fluid phase and is 0 in the solid phase.
However, a ∇ψ related parameter χ is required for identifying the boundary of Ω and a smooth profile
for ψ should be used in practice. With ψ and χ, the integrating domain of Eq. (2.27) can be changed
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to Ω′ by multiplying activating parameters to the integrant,
∫
Ω′
χλ(fᾱ + ηα) (eα · n) dx −
∫
Ω′







The hyperbolic tangent function is a popular model for smooth boundary order parameters, because it
is smooth and its derivative is a good representation of boundaries. So ψ and χ are expressed as
ψ = 1 + tanh(2l/ϵ)
2
, χn = −∇ψ, (2.29)
where l is the distance to boundary and ϵ is the diffuse boundary thickness. Theoretically there is no
sharp transition in both ψ and χ, so the force fluctuations in the moving boundary cases can be reduced.
Other non-differentiable profiles may still have discontinuity in high order derivatives.
Since ψ goes to zero on ∂Ω′, by applying integration by parts to Eq.(2.28), the integral form of the





∇ · (ψeαfα) + ψ
∂fα
∂t
− (fᾱ + ηα) (eα · ∇ψ)
]
dx = 0. (2.30)
As defined, λ is an arbitrary function, therefore the rest of the integrant should be zero.
∂fα
∂t
+ ∇ · (eαfα) =
∇ψ · eα
ψ
(fᾱ − fα + ηα) . (2.31)
The above equation is valid in the large computational domain Ω′.
Derived from Eq. (2.29), the gradient of order parameter is expressed by
∇ψ = 4ψ (1 − ψ)
ϵ
n. (2.32)
Hence Eq. (2.31) can be rewritten as
∂fα
∂t
+ ∇ · (eαfα) =
4 (1 − ψ)
ϵ
(n · eα) (fᾱ − fα + ηα) . (2.33)
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In direction α, such as the directions of f0, f1, f2 and f3 shown in Fig. 2.6, where n · eα > 0, the
boundary conditions are applied as they should be. We assume that bounce back is applied to all
directions in the bulk of solid. In direction α where (n · eα) is smaller than 0, n should be replaced by
−n because the normal vector for those directions is opposite to that of other directions. As a result
the product (n · eα) in all directions remain non-negative. (n · eα) in Eq. (2.33) must be replaced by
the absolute value of (n · eα).
∂fα
∂t
+ ∇ · (eαfα) =
4 (1 − ψ)
ϵ
|n · eα| (fᾱ − fα + ηα) . (2.34)




+ ∇ · (eαfα) = ζα (fᾱ − fα + ηα) . (2.35)
Note that ζα varies with the distribution directions. This makes the penalty effect dependent on the
directions. The propagation of in-coming distributions in the boundary tangent line directions is de-
generated to traditional lattice Boltzmann propagation, and the extra term for recovering bounce back
condition is applied to normal directions the most.
Discretization
To discretize Eq. (2.35), both sides of the equation are integrated over time period [t − δt, t] with






ζα (fᾱ − fα + ηα) dt. (2.36)





θ ζα|tx (fᾱ − fα + ηα)|
t
x + (1 − θ) ζα|
t−δt
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The parameter θ suggests different numerical schemes. θ = 0.5 implies the Crank-Nicolson scheme
and θ = 1 implies the implicit Euler scheme.















ζα (fᾱ − fα + ηα)








x−eαδt (fᾱ − fα + ηα)|
t−δt
x−eαδt

















+ (1 + c2)c3
c0
(fᾱ − fα + ηα)|t−δtx−eαδt
−c1c4
c0
(fᾱ − fα + ηα)|t−δtx+eαδt , (2.39)
where the c0 to c4 coefficients are related to ζ
c0 = 1 + c1 + c2, c1 = δtθ ζα|tx , c2 = δtθ ζᾱ|
t
x
c3 = δt(1 − θ) ζα|t−δtx−eα , c4 = δt(1 − θ) ζᾱ|
t−δt
x+eα . (2.40)























fα = f ∗∗α +
c1
c0
(−f ∗∗α + f ∗∗ᾱ + ηα) . (2.42)
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The above equivalence indicates that the Implicit Euler scheme can conserve mass globally, while the
Crank Nicolson scheme only conserves mass at sharp boundary limits. (There is no mathematically
strict mass conservation in DBB-LBM even at sharp boundary limits. Details will be explained in the
validation of DBB-LBM in Chapter 3.)
Other special treatments
An alternative treatment for the normal vector n in Fig. 2.6 is that although the boundary conditions
are applied as they should be where n · eα > 0, bounce back is not applied to their opposite directions
in the bulk of solid. In direction α where (n · eα) is smaller than 0, ζα should not function. Therefore
the product (n · eα) in this direction is set to 0. n · eα in Eq. (2.33) must be replaced by the maximum
of n · eα and 0.
∂fα
∂t
+ ∇ · (eαfα) =
4 (1 − ψ)
ϵ
max (n · eα, 0) (fᾱ − fα + ηα) , (2.43)
And 4 (1 − ψ)max (n · eα, 0) /ϵ is denoted by ζα.
Users also have the freedom of how the coefficient ζα in Eq. (2.35) is chosen. Three ways are rec-
ommended in this research: analytical solution, biased difference and central difference. The detailed
expressions are as follows:
Analytical solution: ζα|x =
4 (1 − ψ|x)
ϵ
max (n · eα, 0) ,
or ζα|x =
4 (1 − ψ|x)
ϵ
|n · eα| , (2.44)
Biased difference: ζα|x =
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Central difference: ζα|x =






The analytical form is only available for regular geometries. In more general cases, taking the
difference needs to be considered. Note that the pre-factor ∇ψ · eα/ψ in Eq. (2.31) can also be written
as ∇lnψ · eα. The above difference forms of ζα can consequently be expressed logarithmically:



















According to the numerical tests in Chapter 3, the biased difference form prevails over other forms in
numerical accuracy. This could be a coincidence, but an argument regarding this issue is that LBM
propagation indicates an upwind numerical approach, which is compatible with biased difference form.
Unit conversions
In the numerical simulations of real-world physics, there are twoways to deal with the units of quan-
tities during implementations. One way is to directly use actual physical units in the program, and the
other way is to nondimensionalize the physical parameters before simulation. In LBM, the dimension-
less lattice units are often adopted, making the conversion between physical units and dimensionless
lattice units important [74].
In the International System of Units (SI base units), mass, time and length are three basic physical
quantities, from which many other units are derived. The lattice unit system, on the other hand, regards
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where [L] and (L) are the characteristic lengths in lattice units and physical units respectively, [ν]
and (ν) are the kinematic viscosities in lattice units and physical units respectively, and Re is the
Reynolds number. Similarly, the dimensionless velocity unit {u} and dimensionless force unit {F}






{F} = [ρ][V ]{u}
(ρ)(V ){t}
, (2.51)
where [ρ] and (ρ) are the densities in lattice units and physical units respectively ([ρ] = 1), and [V ] and
(V ) are the volumes in lattice units and physical units respectively. The relationship between volume









VALIDATIONS AND TESTS FOR DIFFUSE BOUNCE BACK LATTICE BOLTZMANN
METHOD
In this chapter, several bench mark problems are launched to test and validate DBB-LBM from
different angles. The lid driven cavity is first considered to show the success of the new scheme in
recovering the no-slip Dirichlet boundarywith imposed velocity. The 2D cylinder flow is then visited to
confirmDBB-LBM’s validity in curved boundaries through the achievement of Kármán vortex street at
high Reynolds numbers. The flow field of amoving cylinder in a stationary frame is comparedwith that
of a fixed cylinder in amoving frame; their agreement can demonstrate theGalilean invariance behavior
of DBB-LBM. The Taylor Couette flow, which will also be discussed in the following chapters, is
first picked up here to test the order of accuracy for DBB-LBM. The test also includes the influence
of boundary thickness and the numerical form of boundary term pre-factor ζα in Eq. (2.35). The
mass conservation performance is given by this application as well. Finally a pressure gradient driven
straight channel flow is simulated to show the congeniality of DBB-LBM working with force models.
Lid driven cavity
The lid driven cavity flow is a classic computational fluid dynamics problem (see Fig. 3.1), as well
as a famous incompressible flow benchmark. The lid-driven cavity consists of a square cavity filled
with fluid. At the top boundary, a tangential velocity is applied to drive the fluid flow in the cavity.
The remaining three walls are defined as no-slip conditions, i.e., the boundary velocity is 0. The major
feature of the lid driven cavity flow is that a primary vortex around the center of cavity appears as
flow steadies, and that secondary vortices appear at upstream or downstream bottom corners. As the
Reynolds number increases, another secondary vortex appears at the upstream top corner. The center
positions of these vortices are functions of Reynolds number, which is defined as Re = LU/ν, where











Figure 3.1: Sketch of lid driven cavity flow setup.
L is the side length of the cavity, U is the magnitude of top boundary velocity, and ν is the kinematic
viscosity.
In this application, the blue region above the cavity in Fig. 3.1 is also part of the computational
domain. The order parameterψ determines that the blue region is solid and the cavity is filled with fluid.
We apply DBB-LBM with imposed boundary velocity to recover the cavity’s top boundary condition.






[ux(i, j, t+ δt) − ux(i, j, t)]2 + [uy(i, j, t+ δt) − uy(i, j, t)]2
}
√∑
i,j [ux(i, j, t+ δt)2 + uy(i, j, t+ δt)2]
< ε, (3.1)
where ux and uy are components of fluid velocity, (i, j) is the position coordinate in lattice units, and
ε is the tolerance for error. The program is terminated when the evaluated error is smaller than the
tolerance.
In this simulation, the domain size is 256 × 300 in lattice units; cases with Re of 400, 1000, 2000
and 5000 are investigated. TheMRT collision model is used to avoid potential failure in high Reynolds
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number situations. Different relaxation parameters and tolerances are chosen as the Reynolds number
changes. Table 3.1 shows the values of relaxation parameters in this example.
Table 3.1: Relaxation parameters and tolerances for lid driven cavity simulation at different Reynolds numbers.
Re Relaxation Frequencies Tolerance ε
s1 s2 s3 s4 = s5
400 1.1 1.2 8(2−s5)8−s5 1.2 1e − 10
1000 1.1 1.2 8(2−s5)8−s5 1.5 1e − 9
2000 1.4 1.5 8(2−s5)8−s5 1.7 1e − 8
5000 1.9 1.95 8(2−s5)8−s5 1.9 1e − 7
Fig. 3.2 shows the profiles of x-component velocity along vertical central line and y-component
velocity along horizontal central line for lid driven cavity flow at different Reynolds numbers.
Fig. 3.3 shows more intuitive results of streamlines. We can clearly see the influence of Reynolds
number on the flow patterns. When the Reynolds number is small (Re 6 1000), only three vortices are
detectable in the cavity: they are one primary vortex around the center of the cavity and two secondary
vortices at the upstream and downstream bottom corners. As the Reynolds number is increased to
Re = 2000, a third secondary vortex emerges at the upstream top corner. When the Reynolds number
is further increased toRe = 5000, a tertiary vortex is found at the downstream bottom corner. We also
notice from the figure that as the Reynolds number increases, the center position of the primary vortex
moves towards the geometric center of the cavity.
To quantify the above results, the positions of the primary vortex and the upstream and downstream
secondary bottom vortices are abstracted and compared with the reported data in previous publications
(Table 3.2). The reference data in the table are from Vanka (1986) [75], Ghia et al. (1982) [76] and Hou
et al. (1995) [77]. We can see from the table that the results obtained with DBB-LBM agree decently
with data from other publications.
The lid driven cavity benchmark ismeaningful for the success of DBB-LBM in recoveringDirichlet
boundaries with imposed velocities, which is essential in the up-coming study of moving particles in
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(a) X-component of velocity along vertical center line.
















(b) Y-component of velocity along horizontal center line.
Figure 3.2: Center line velocity profiles of steady lid driven cavity flow at different Reynolds numbers.
Red solid line, Re=400; blue dashed line, Re=100; magenta dash-dot line, Re=2000; green dotted line,
Re=5000. All cases simulated with DBB-LBM.
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(a) Re=400. (b) Re=1000.
(c) Re=2000. (d) Re=5000.
Figure 3.3: Lid driven cavity results by DBB-LBM.
Streamlines of lid driven cavity at different Reynolds numbers.
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x y x y x y
400
Vanka (1986) [75] 0.5563 0.6000 0.0500 0.0500 0.8875 0.1188
Ghia et al. (1982) [76] 0.5547 0.6055 0.0508 0.0469 0.8906 0.1250
Hou et al. (1995) [77] 0.5608 0.6078 0.0549 0.0510 0.8902 0.1255
DBB-LBM 0.5507 0.6053 0.0516 0.0500 0.8823 0.1235
1000
Vanka (1986) [75] 0.5438 0.5625 0.0750 0.0813 0.8625 0.1063
Ghia et al. (1982) [76] 0.5313 0.5625 0.0859 0.0781 0.8594 0.1094
Hou et al. (1995) [77] 0.5333 0.5647 0.0902 0.0784 0.8667 0.1137
DBB-LBM 0.5284 0.5646 0.0837 0.0810 0.8616 0.1119
2000
Vanka (1986) [75] 0.5250 0.5500 0.0875 0.1063 0.8375 0.0938
Hou et al. (1995) [77] 0.5255 0.5490 0.0902 0.1059 0.8471 0.0980
DBB-LBM 0.5190 0.5490 0.0851 0.1078 0.8374 0.0944
5000
Vanka (1986) [75] 0.5125 0.5313 0.0625 0.1563 0.8500 0.0813
Ghia et al. (1982) [76] 0.5117 0.5352 0.0703 0.1367 0.8086 0.0742
Hou et al. (1995) [77] 0.5176 0.5373 0.0784 0.1373 0.8078 0.0745
DBB-LBM 0.5096 0.5350 0.0664 0.1470 0.7955 0.0685
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the fluid. Moreover, the numerical tests show that DBB-LBM works with different collision models
and is able to tackle flows across a wide range of Reynolds numbers.
Cylinder flow and performance of code
The 2D cylinder flow is another well-known benchmark problem in CFD. The name represents a
collection of fluid flows around a circular cylinder. The fluid is usually incompressible, and the far field
incoming flow has a uniform velocity profile. Ideally, the domain should be infinitely large. However,
due to the limitation that normal LBM can only be executed on structured grid, the computational
domain is set as a square (Fig. 3.4). The ratio of cylinder diameter D to side length L is 0.04, while
L is 512 in lattice units. Symmetric conditions are applied to the top and bottom boundaries: the left
side is an open boundary with uniform incoming velocity and the pressure of the outlet on the right
side is set to 0. The open boundaries are modeled with MacCormack method [78, 79] (also named Lax-
Wendroff [80] for linear processes.) along characteristics. The Reynolds number is set as Re = 100
for the demonstration in this section and the relaxation parameters s4 and s5 are set to 1.5.
To study the cylinder flow problem, different flow features are investigated, such as the drag coef-
ficient, the streamlines, the wake length, and the separation point. The streamlines will be discussed
with different setup in the next section, and force related features for cylinder flow will be revisited in
Chapter 4. In this section, the result of vorticity field is presented in Fig. 3.5. The local vorticity is
evaluated by
o = ∇ × u, (3.2)
where o is vorticity pointing in the perpendicular direction to the 2D domain. The initial condition is
defined as the steady potential flow (inviscid and incompressible) around a circular cylinder, which in




Figure 3.4: Sketch for the setup of cylinder flow.









Figure 3.5: Vorticity field of cylinder flow at T = 20 and Re = 100 simulated with DBB-LBM.

















(U2 − u2) + p∞, (3.5)
where ur and uφ are velocity components in the radial and tangential direction with the cylinder center
being the pole, r is the local distance measured from the pole, φ is the local angular coordinate, R is
the cylinder radius, U is the magnitude of incoming velocity, and p∞ is the far field reference pressure.
At Reynolds numbers larger than 40, the famous Kármán vortex street is supposed to be observed
in the wake of the cylinder. The vorticity field result at T = 20 in Fig. 3.5, where time T is nondimen-
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sionalized by L2/ν, confirms this vortex street. The reproduction of Kármán vortex street is a positive
sign of the success of DBB-LBM in dealing with curved boundaries.
Flow past an impulsively started cylinder in a channel
This simulation is inspired by applications by Lallemand and Luo [81] and Lee and Lin [82]. The
purpose of this simulation is to show the Galilean Invariance feature of DBB-LBM. An unsteady cylin-
der flow is employed to test this feature. This simulation is implemented in two ways, moving frame
and stationary frame. Ideally, the results of the two cases should be identical. The setup is similar to
the 2D cylinder flow. The Reynolds number here is 550 and the Mach number U/cs is 0.1. Time is
normalized by ∆T = D/(2U). The resolution is 4096 by 4096 and the characteristic length (cylinder
diameterD) remains 64, so that force fluctuations caused by wall effects would not appear in the early
stages of simulation. In this application we consider both moving frame and stationary frame cases.
The left and right boundaries are periodic in both cases. In the moving frame case, upper and lower
walls move to the right with a speed of U , and the cylinder is fixed at the center of the domain (Fig.
3.6a). In the stationary frame case, the walls are stationary, and starting from the center of the domain
the cylinder moves to the left with a speed of U (Fig. 3.6b).
In this application we consider the transient solution for a relatively high Reynolds number fluid.
Since the distance from the cylinder to the inlet is changing for the stationary frame case, it is not
mathematically perfectly identical to the moving frame case. Therefore we only consider the period
T = [0, 5] so that the inlet does not bring in too many boundary effects. Below are the streamlines
when T is 1, 3 and 5. The upper halves are the moving frame solutions and the lower halves are the
stationary frame solutions. (Fig. 3.7.) As Lallemand and Luo indicated in [81], the moving frame
case and the stationary frame case should be identical. Fig. 3.7 shows such agreement for different
stages of the evolution. The agreement is not perfect mainly because the streamlines are calculated by
numerical integrations which may introduce additional error.
The Galilean Invariance feature is also reflected by the drag coefficient. This will be discussed in
Chapter 4 with different DBB and force models.









(b) Setup of stationary frame flow.
Figure 3.6: Setup of moving frame and stationary frame cylinder flows.
Taylor Couette flow and convergence test
In this section, test cases are solved with DBB-LBM. The Taylor Couette flow example is a val-
idation for the accuracy of velocity. The accuracy not only depends on the resolution, but also the
boundary thickness and how the DBE is discretized. The results can suggest how to choose the scheme
and parameters.
The setup for Taylor Couette flow is depicted in Fig. 3.8. The computational domain is a square
with side length a, and the fluid domain is between the two concentric circles. The diameters of the
circles areD1 = 25a/64 andD2 = 2D1. The characteristic length is the difference between the radii
of outer and inner circles. The outer circle rotates with an angular velocity ω2 while the inner wall
remains stationary. The Reynolds number is 45. At this Reynolds number, the SRT collision model
works well. Hence the relaxation frequencies in matrix S are set to the same value. The kinematic
viscosity ν is 0.032, and the initial angular velocity for the outer circle is ω2 = 4νRe/(D2 −D1)/D2.
The boundary thickness ϵ is 1 in the lattice unit.
Since the outer circle rotates with a constant angular velocity, the direction of the imposed velocity




Figure 3.7: Time evolutions of streamlines at Re = 550 for moving frame and stationary frame cases using
biased difference ζα and boundary thickness ϵ = 1.
(a) T = 1, moving frame (upper half), stationary frame (lower half); (b) T = 3, moving frame (upper half),
stationary frame (lower half); (c) T = 5, moving frame (upper half), stationary frame (lower half).















Figure 3.8: Setup of Taylor Couette flow.
varies along the boundary. In this case the exact value of the imposed velocity at the nodes off the
ψ = 0.5 contour line cannot be determined without a reasonable definition. One way to define imposed
velocity for the off boundary nodes is to copy the imposed wall velocity in or opposite to the normal
direction of the current node. This treatment assumes that the gradient of the imposed velocity in the
normal direction is 0. The gradient has a significant impact on the boundary vicinity solutions. Unless
the expected solution for velocity is also gradient-free on the boundary, the preceding definition should
generate a non-negligible boundary error. What’s more, an inconsistency of this definition is that it does
not satisfy the continuum equation. Although the imposed velocities on off boundary nodes contribute
more to the boundary velocity than the bulk velocity, such inconsistency is better avoided. Fortunately
there is a simpler definition that can fix the defects. Since the effect of local imposed velocity to
the boundary condition is weakened as the inspected node gets farther away from the boundary, non-
zero boundary velocities are only required in a relatively narrow band around the outer circle. Inside
this band the local imposed velocity can be expressed by ub = (x − xc, y − yc)ω2, where (x, y) is
the position of the node and (xc, yc) is the center of circle, meaning that a fixed angular velocity is
imposed around the boundary. The magnitude of the imposed velocity varies in the radial direction,
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but the difference can be neglected since the boundary band is narrow. This definition appears to treat
the boundary band as a rigid body, yet this is not true because the imposed velocities inside the band
contribute more to the real boundary than its neighborhood.
In this test case, the propagation step is discretized with both the Crank-Nicolson scheme and
the Implicit Euler scheme. In the Implicit Euler scheme, the coefficient ζα can be obtained in three
ways, analytical solution, biased difference and central difference. The detailed expressions are shown
in Section 2. The performance of these schemes are shown in Fig. 3.9. The transient solutions for
the magnitude of velocity along the radial direction are plotted. The characteristic length is L =
(D2 − D1)/2 = 50. The transient solutions for T = 0.01, T = 0.1 and T = 1 are plotted on the
graph, while T = νt/L2 is the normalized time. At T = 1, the solutions are close to the steady state
solution. From Fig. 3.9, we see that the Implicit Euler DBB-LBM scheme works better than the Crank
Nicolson scheme. The Implicit Euler scheme imitates the fact that the bounce back condition is usually
applied after the streaming step. Among the Implicit Euler schemes, ζα evaluated by taking the biased
difference generates more accurate solutions, because in this case both the evaluation of ζα and the
application of bounce back take place halfway along the characteristics.
The steady state angular velocity is further analyzed in Fig. 3.10 and 3.11. It is confirmed again
from these results that the numerical solution converges to the analytical solution as boundary thickness
ϵ decreases, and that both the Implicit Euler scheme (Fig. 3.10a, 3.10b) and the Crank Nicolson scheme
(Fig. 3.11a, 3.11b) succeeded in accurately reproducing the angular velocity. The other information
hidden in Fig. 3.10 and 3.11 is the isotropy of DBB-LBM. Fig. 3.10a and Fig. 3.11a are results ab-
stracted at the horizontal section line in Fig. 3.8, while Fig. 3.10b and Fig. 3.11b are results abstracted
at the diagonal section line in Fig. 3.8. The isotropy feature is supported, although not quantitatively,
by the comparison of angular velocity solutions in different directions. As mentioned in Chapter 2, the
isotropy performance of DBB-LBM can be related to the direction dependent penalty effect, which is
always strengthened in the normal direction of the boundary and weakened in the tangential direction.
In Fig. 3.9, DBB-LBM is further compared with the Bouzidi method [66]. As Bouzidi is a sharp
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DBBLBM - IE1 - T=0.01
DBBLBM - IE1 - T=0.1
DBBLBM - IE1 - T=1
DBBLBM - IE2 - T=0.01
DBBLBM - IE2 - T=0.1
DBBLBM - IE2 - T=1
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DBBLBM - CN - T=0.01
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Figure 3.9: Transient solutions for Taylor Couette flow velocity.
IE1, IE2 and IE3 are Implicit Euler schemes, and CN is Crank Nicolson scheme. IE1, IE2 and IE3 correspond
to analytical ζ , biased difference ζ and central difference ζ respectively. The dashed lines are analytical
solutions. The red, blue and magenta colors represent solutions at T = 0.01, T = 0.1 and T = 1. r is the
distance to the circle center.
boundary condition, the numerical solutions generated by this method are fairly consistent with the
analytical solution. On the other hand, in DBB-LBM, as explained previously, the errors in the neigh-
borhood of the boundary are dependent on the gradient of the imposed velocity. For T = 0.01, the
expected gradient of velocity near the outer circle is larger than the gradient of imposed velocity; for
T = 1, the expected gradient near the inner circle is also larger than the imposed gradient, which is 0.
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(a) Implicit Euler scheme, horizontal direction.
(b) Implicit Euler scheme, diagonal direction.
Figure 3.10: Angular velocity solution for Taylor Couette flow under the Implicit Euler scheme.
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(a) Crank Nicolson scheme, horizontal direction.
(b) Crank Nicolson scheme, diagonal direction.
Figure 3.11: Angular velocity solution for Taylor Couette flow under the Crank Nicolson scheme.
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Such errors are commonly seen in diffuse boundary methods and can be mostly avoided by adjusting
the imposed boundary velocity distribution or refining the mesh.
The influence of boundary thickness ϵ on the solution is important for diffuse boundary methods.
For DBB-LBM we study this influence with the Taylor Couette flow application on a 512 by 512 grid,
i.e. the characteristic length L is 100 in lattice units. The steady state numerical solutions are assessed
by taking the L-2 relative error eL2 defined in the following way,
eL2 =
√∑




where (i, j) is the grid point,N is the number of grid points in the fluid bulk, un is the numerical solu-
tion for normalised velocity magnitude and ut is the true value for the normalized velocity magnitude.





where ut is expressed as a function of radius r and D1/2 6 r 6 D2/2. The effects of boundary
thickness for different schemes are shown in Fig. 3.12a. The orders of convergence for most DBB-
LBM schemes lie in between first order and second order. The behavior of the Implicit Euler scheme
with central difference ζ becomes worse as the boundary thickness decreases. This can be caused by
the failure to recover the gradient of ψ when the thickness ϵ is comparable or smaller than the grid size.
The quantified error analysis is further extended to its dependence on the resolution. The boundary
thickness is fixed to 1, and the velocity errors under different resolutions (L = 50, 100, 200, 400)
are plotted in Fig. 3.12b. The convergence rates for all DBB-LBM schemes in the inspected range
are second order. The Implicit Euler scheme with biased difference ζ produces the smallest absolute
error. A possible explanation is that the upwind numerical scheme indicated by LBM propagation is
compatible with the biased difference form of ζ . The schemes are also compared with the Bouzidi
method. Although the Bouzidi method as a sharp boundary method is more accurate, the convergence
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(a) Influence of boundary thickness ϵ on different
DBB-LBM schemes. IE1, IE2, IE3 and CN are
the same meaning as in Fig. 3.9.
(b) Convergence of different DBB-LBM schemes
as mesh is refined. IE1, IE2, IE3 and CN are the
same meaning as in Fig. 3.9.
Figure 3.12: Convergence tests for DBB-LBM schemes.
rate can be reduced to first order as the mesh is refined to L = 400.
The Taylor Couette flow is not only meaningful in testing the performance of DBB-LBM, but the
success of solving two dimensional Taylor Couette flow is also a solid foundation for the study of flow
regimes in three dimensional Taylor Couette flow and the relevant fluid-particle interaction problems
in Chapter 5.
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Mass conservation
Although as a diffuse boundary approach, DBB-LBM does not recover sharp boundaries perfectly,
it still inherits the features of bounce back boundary conditions, and conserves the total PDFs in the
fluid bulk much better than the Interpolated Bounce Back method like the Bouzidi condition (Fig.
3.13). To be precise, the modified nodal bounce back, which is incorporated in the DBB-LBM, does
not conserve mass in a way that all the outgoing mass eventually comes back, because the collision
operation on the boundary nodes can redistribute the mass. The nonconservative mass could also be a
result of the introduction of imposed boundary velocity. However, the influence of these two factors
can be very slight and almost negligible because the non-equilibrium PDF around the boundary region
is usually very weak if adjustable parameters are given properly.
In Fig. 3.13, the change rates of total fluid bulk PDF for DBB-LBM schemes are smaller than that
for the Bouzidi method. Analytical ζ performs the best in conserving the total fluid bulk PDF. Although
Crank Nicolson scheme may introduce additional PDFs to the system, results indicate slightly better
conservation feature.
Application of force and pressure gradient driven Poiseuille flow
As discussed in Chapter 2 from a theoretical point of view, the DBB-LBM can be combined with
other lattice Boltzmann models to solve complex fluid problems. These models often contain modifi-
cations of the collision operator, where many of the modifications can be regarded as external force in
a special form. One benefit of using DBB-LBM to describe diffuse geometry is that in most cases it
does not contradict the various modified collision operators, because the diffuse geometry is implied in
the propagation step. In this section, a straight channel Poiseuille flow driven by an artificial pressure
gradient is implemented to prove this statement. Fig. 3.14 shows the geometry setup of this example.
L and a are the length and height of the computational domain, and their values are 160 and 512 in
lattice units respectively. The characteristic length, i.e. the height of the straight channel H , is 128 in
lattice units. All four computational boundaries are periodic, and the flow is driven by the artificial
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Figure 3.13: Total fluid bulk PDF conservation.
IE1, IE2, IE3 and CN are the same meaning as in Fig. 3.9
pressure gradient applied as an external force field in the channel.
Since an incompressible model (Eq. (2.12)) requires additional treatment for external forces, the
traditional weakly compressible model (Eq. (2.2)) is employed here. The force term Fα is added to the
integrant of the right hand side of Eq. (2.3),











where Fα is defined by
Fα =
(eα − u) · G
ρc2s
f eqα , (3.9)
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L H
a
Figure 3.14: Geometry setup of pressure gradient driven straight channel flow.







Denoting [(2τ + δt)fα − δtf eqα ]/(2τ) − Fαδt/2 by
¯̄fα, we can obtain the modified equilibrium PDF




The collision operator becomes
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Figure 3.15: The transient x-component velocity solution of pressure gradient driven Poiseuille flow.




y(H − y), (3.14)
where ux is the x-component of velocity and y is the y-coordinate with origin being on the physical
wall. The numerical results can be compared with this solution.
We first set the Reynolds number to 100, and solve the problem with the single relaxation model,
where relaxation frequency is 1.8. The transient results are shown in Fig. 3.15. The time in the figure is
normalized byH2/ν. We can see from the figure that in the fluid region whereψ is 1, the x-component
velocity has a parabolic profile and the peak value normalized by H2G8ρν approaches 1 as time goes on.
To show the generality of DBB-LBM’s success when working with external forces, this application
is also implemented with the relaxation time being 1.5 or the Reynolds number being 10. The steady
state numerical results are shown in Fig. 3.16. We see from the figure that the effect of the Reynolds
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Figure 3.16: Results of pressure gradient driven Poiseuille flow at different Reynolds numbers and solved with
different relaxation parameters.
number and relaxation frequency is minimal and all numerical results are consistent with the analytical
solution.
Summary
In this chapter, several benchmarks or test cases were simulated with DBB-LBM to test and val-
idate the novel lattice Boltzmann scheme. The lid driven cavity application proved that DBB-LBM
can recover boundaries with imposed velocity by reproducing vortices of different levels at the right
positions. The 2D cylinder flow was launched to test DBB-LBM with curved boundaries. Kármán
vortex street was successfully generated in the numerical result of a vorticity field. Next the flow past
an impulsively started cylinder in a channel was simulated to show the Galilean invariance feature of
DBB-LBM. The transient streamlines show that moving cylinders and moving frames produce almost
identical results.
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The most important application in this chapter was the 2D Taylor Couette flow problem. By using
different discretizations and employing different parameters, the convergence rate, isotropy feature,
mass conservation feature, influence of integration scheme and numerical form of ζα, as well as the
effect of boundary thickness were investigated. DBB-LBM is confirmed to have second order accuracy.
Ultimately, the pressure gradient driven Poiseuille flow was solved to test the ability of DBB-LBM to




In this chapter, the details of constructing the complete fluid-structure interaction model are ex-
panded. We start by introducing the boundary force models. Besides momentum exchange, a new
force model is proposed because it is more compatible with DBB-LBM. The two boundary force mod-
els are validated by revisiting the cylinder flow problems in Chapter 3. The forces and torques applied
to structures, not only arise from fluid flow, but also artificial effects that prevent structures and walls
from overlapping with each other. Two commonly used repulsive force models are introduced in Sec-
tion 4. All the obtained internal forces and torques are inserted into the Velocity Verlét Integration of
Newton’s Second Law of Motion. The structure in the fluid can then move according to the updated ge-
ometry field. Since DBB-LBM is a diffuse boundary method, no additional extrapolations are required
to recover the information on newly generated fluid nodes.
The test cases of particle in Couette flow and particle in Poiseuille flow are examined to confirm the
validity of this DBB-LBM based fluid-structure interaction model. This approach is then applied to the
benchmark problem of two falling particles. The positions of the particles are tracked and compared
with previously reported data.
Force Model
The total force applied to a solid object from the fluid can be achieved by evaluating the spatial








ψζαeα(fα + fᾱ), (4.2)
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where g is the force density, n is the boundary normal vector, efα and efᾱ are the local incoming and
outgoing momenta respectively.
According to numerical tests, diffuse bounce back schemes may lead to spatial fluctuations of the
tangential component of the boundary force field in the solid bulk under this assumption, and this can be
the main source of error for momentum exchange force model. To avoid this phenomenon, a modified












where τ = ν/c2s is the original relaxation time, τs is 0.5 and is applied to the solid material, τ ′ is the
mixed relaxation time, and the applied relaxation frequency is s = 1/(τ ′+0.5). With this modification
the physical features of fluid are not changed, however, the collision step in the solid parts is reduced
to equilibrium distributions, and this helps to weaken the spatial fluctuation effect in the solid.
Momentum exchange is a widely used boundary force model [83, 84, 36]. However, in DBB-LBM,
it can cause oscillations of boundary force, possibly due to the integration error arising from discretely
distributed impulses. Even though modifications like Eq. (4.3) can help to improve the model, they
may also cause additional artifacts. Thus, the uncertainty of momentum exchange in DBB-LBMmakes
this method less preferable.
A new boundary force model, which comes from DBB-LBM, is proposed in this work. Looking at
the original idea of momentum exchange, the main goal is to capture the extra momenta applied to the
fluid evoked by the boundary effect. In DBB-LBM, Eq. (2.35) shows that the extra momenta is just
the right hand side of the modified propagation of discrete Boltzmann equation. The boundary force




ζα (fᾱ − fα + ηα) e. (4.4)
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(x − X) × gδ3x, (4.5)
where x is within the active range for boundary effect andX is the centroid of the structure. The specific
strategy for selecting the active range is varies by case, and will be discussed in Section 4.
Validation of Force Model
To validate the boundary force models, we shall revisit the cylinder flow examples in Chapter 3.
Flow past an impulsively started cylinder in a channel
In the problem of flow past an impulsively started cylinder in a channel, we further analyze the






where FD is the horizontal component of total force F.
The momentum exchange model is tested first. Following the experience in Section 3 that ζα
calculated by biased difference has the best convergence performance and that the analytical ζα has the
best conservation feature, here we take these two cases and only consider the Implicit Euler scheme.
When ζα is a result of biased difference (Eq. (2.45)), the corresponding coefficient in Eq. (4.2) should






(ψ(x + eαδt) − ψ(x)) eα(fα + fᾱ)
]
δ3x. (4.7)
Fig. 4.1a tracks the history of drag force in both stationary frame and moving frame cases with
analytical ζα. For each boundary thickness, the evolutions of moving frame and stationary frame
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cases in general agree with each other. Obvious fluctuations can be detected in the stationary frame
cases when boundary thickness is 1. This is a typical sharp boundary effect and can be reduced by
increasing the boundary thickness. At sharp boundary limit when real bounce back is recovered, the
force fluctuation becomes prominent. An explanation for the fluctuation is that the physical properties
of newly generated fluid nodes caused by particle motion are not correctly recovered. Although force
fluctuations of the stationary frame case are not completely removed for narrow boundary cases, they
are almost negligible compared with force behaviors in [81]. Fig. 4.1b shows drag force histories
obtained by biased difference ζα. It is interesting to note that biased difference ζα not only produces
more accurate physical properties, but also significantly lessens the noise when the boundary is close
to sharp limit.
Although momentum exchange force model produces a seemingly reasonable drag coefficient his-
tory, it shows apparent differences from the results of Koumoutsakos and Leonard (1995) [85] at the
beginning of the simulation, where the convergence behavior is also inconsistent as time marches on.
As suggested above, the newly proposed boundary force model should eliminate defects associated
with momentum exchange. An advantage of the moment form of boundary force is that it doesn’t usu-
ally require non-physical modifications. The attempt of this new model to evaluate the drag coefficient
of the impulsively started cylinder is shown in Fig. 4.2, where the boundary thickness is 1. Note that
the mesh is refined based on the 4096 by 4096 setup. The reason for this refinement is that although the
new boundary force model shows better convergence performance and is able to precisely reproduce
the reported results, its accuracy in coarse meshes is relatively poor. This is also found in the example
of 2D Couette flow when the order of accuracy is tested for DBB-LBM. Supplemental discussions
around this topic will be disclosed in the ensuing applications of this chapter. The results in Fig. 4.2
show that moment boundary force model successfully recovers the early stage drag coefficient history
of Koumoutsakos and Leonard’s simulation. The slight fluctuation according to numerical tests is re-
lated to the relaxation parameter and the resolution. Generating smoother curves would require more
computational resources.
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Koumoutsakos and Leonard (1995)
(a) CD history of moving frame (filled markers) and stationary frame (unfilled markers) cases with analytical
ζα under different boundary thicknesses (ϵ = 1, 2, 3).















Koumoutsakos and Leonard (1995)
(b) CD history of moving frame (filled markers) and stationary frame (unfilled markers) cases with biased
difference ζα under different boundary thicknesses (ϵ = 1, 2, 3).
Figure 4.1: Force history of an impulsively started cylinder in a channel with momentum exchange model.
The solid black lines are results obtained by Koumoutsakos and Leonard in 1995 [85].
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Koumoutsakos and Leonard (1995)
Figure 4.2: Force history of an impulsively started cylinder in a channel with moment form boundary force.
Drag coefficient of 2D cylinder flow at low Reynolds numbers
To make measurable analysis, drag coefficients of cylinder flow at low Reynolds numbers are
investigated. The geometry setup chosen is the same as the one used in 2D cylinder flow in Chapter 3.
Cases at low Reynolds numbers are studied because unsteady flow can be avoided. The obtained drag
coefficients of cylinder flow under different resolutions are shown in Table 4.1 and are compared with
published data. The diameter of the cylinder in lattice units under different resolutions is 16, 32 and
64 respectively.
We first take a look at the behavior of momentum exchange model. In this case the Mach number
is fixed to 0.1, the Reynolds number is 20, and the boundary thicknesses are chosen as 1, 2, 3 and 4.
The results show that in most cases DBB-LBM can recover reasonable drag coefficients. From the
results we also see that the drag coefficient at steady sate generally converges to around 2 when the
mesh is refined. However, when boundary thickness is 1, CD deviates from the expected values. This
can be caused by the lack of boundary nodes for integration. Biased difference ζα as expected produces
results closer to reported literature data.
The moment boundary force model, on the other hand, can successfully present consistent and
converging drag coefficients that agree well with the reported data (Table 4.1). In the moment force






D Boundary Thickness ϵ





16 2.5109 2.0455 1.8520 1.7260
32 2.5315 2.0880 1.8987 1.7840
64 2.5526 2.1059 1.9171 1.8044
Biased
Difference
16 2.2367 1.9562 1.7998 1.6932
32 2.3045 2.0038 1.8465 1.7476














Nieuwstadt and Keller[89] 2.053
He and Doolen[90] 2.152
Lee and Lin[82] 2.086
Table 4.1: Drag coefficient CD of cylinder flow obtained with different force evaluations.
D is the diameter of the cylinder in lattice units.
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Fig. 4.3 shows the CD history of cylinder flow at Reynolds numbers 20 and 40 with the moment force
model. Time is normalized by a2/ν. Relaxation frequency s4 and s5 are 1.2 for coarse meshes and 1.5
when cylinder diameter is 64 in lattice units. The final drag coefficient at steady state for a Reynolds
number of 20 is 2.053 and the coefficient for a Reynolds number of 40 is 1.534. The results support the
suggestion that the moment form of boundary force model should be used in fluid-structure interactions.
Although open boundaries are employed to reduce force fluctuations, inlet and outlet boundary effects
can still be detected in the CD histories.
Fluid-particle interaction model
Repulsive force
When multiple particles flow in a confined volume, collisions between particles can become un-
avoidable [68]. In this case it is important to employ a numerical technique to deal with particle colli-
sions in order to keep them from overlapping with each other and with the walls of container, because
limited resolution and time increment are not able to capture the internal forces when particles are about
to collide. Without a particle collision model, the overlapping of particles may violate their physical
behaviors. There are several particle collision methods that are commonly used in fluid-particle inter-
action problems. One popular approach is to introduce a repulsive force for particle pairs when their
distances meet a given threshold. The repulsive force is usually a spring force [91], which allows
negligible penetration between two particles and generates a strong repulsive force that pushes the two
particles apart. In this research, we use particle collision models that apply short-range repulsive forces
if the gap between the two particles is less than a given value.
Glowinski et al. stipulated a repulsive force model of standard spring [92]
FRij =







(xi − xj), ∥xi − xj∥ 6 ri + rj + δ
, (4.8)
where FRij is the repulsive force applied to particle i from particle j, δ is the given threshold, also known
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(a) Re = 20.














(b) Re = 40.
Figure 4.3: CD history of cylinder flow with moment force model.
Dotted lines represent 512 by 512 resolution, dashed lines represent 1024 by 1024 resolution, and solid lines
represent 2048 by 2048 resolution.
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as the safe range, xi and xj are the center positions of particle i and j, ri and rj are their radii, and R is
a factor that determines the force scale and stiffness. The particle-wall collision model also follows the
above function with the hypothesis that the wall is composed of an infinite number of still imaginary
particles.

















(ri+rj)2 , ∥xi − xj∥ 6 ri + rj + δ
. (4.9)
The model given by Niu et al. is rather complicated, therefore the spring model is adopted in this
















(xi − xj), ∥xi − xj∥ 6 ri + rj
. (4.10)
Besides the repulsive force, the fake lubrication force is sometimes introduced as well to fix the
dynamics of particle collisions [97]. The lubrication force within the scope of this research is not essen-
tial for the whole fluid-structure interaction model, and therefore is not considered in the applications
hereafter.
Velocity Verlét Integration
Verlét integration is a numerical method used to integrate Newton’s equations of motion [98]. The
algorithm was first used in 1791 by Delambre and has most recently been rediscovered by Loup Verlét
in the 1960s for use in molecular dynamics. The Verlét integrator provides good numerical stability, as
well as other properties that are important in physical systems such as time reversibility, at no obvious
additional computational cost over the explicit Euler method. A more commonly used Verlét integra-
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tion based algorithm is the velocity Verlét algorithm [99]. It is similar to the leapfrog method, except
that the velocity and position are evaluated at the same time.
In the velocity Verlét algorithm, the first step is completed with basic Verlét integration




up(t+ δt) = up(t) +
ap(t) + ap(t+ δt)
2
δt, (4.12)
where subscript p is a denotation of particle variables and a is acceleration. From the second step on,
velocity Verlét algorithm can be expressed as follows




(ii) Derive ap(t+ δt) from the interaction potential using xp(t+ δt), (4.14)
(iii) up(t+ δt) = up(t) +
δt
2
(ap(t) + ap(t+ δt)) . (4.15)
Note that both the velocity Verlét algorithm and Verlét integration are second order accuracy in time
and space. The rotation of particle is integrated with similar equations




(ii) Derive αp(t+ δt) from the interaction potential using ϕp(t+ δt), (4.17)
(iii) ωp(t+ δt) = ωp(t) +
δt
2
(αp(t) + αp(t+ δt)) , (4.18)
where ϕ is the vector of rotated angle around the base axes of the coordinate system, ω is the vector
of angular velocity and α is the vector of angular acceleration. The relationship between accelerations
and total force or torque is
∑
F = ma, (4.19)∑
(r × F) = Iα, (4.20)
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where m is particle mass and I is particle inertia. For spherical particles, updating rotated angle ϕ is
not required.
Numerical results
As the whole fluid-particle interaction model is constructed, several test cases are carried out to
corroborate the effectiveness of DBB-LBM. A particle at the center of Couette flow is studied to show
the preservation of symmetry. The lateral migration of a particle in 2D Poiseuille flow is measured and
compared with theoretical and numerical results from previous publications. In the end, the trajectories
of two falling particles are investigated to manifest the convergence behavior. For the sake of simplicity
and accuracy, the Implicit Euler DBB-LBM scheme and biased difference form of ζα are employed in
all fluid-particle interaction applications.
Particle at the center of Couette flow
In this test case, a free particle is placed at the center of Couette flow as depicted by Fig. 4.5 to test
the performance of the DBB-LBM approach in preserving symmetry. The length L and height H of
the domain are 256 and 128 in lattice units respectively. The top and bottom plates moves in opposite
directions with a speed of U , and the Reynolds number Re = UH/ν is set to 10. The ratio of the
particle diameterD to the characteristic lengthH is 10. The relaxation parameter is chosen as 1.5.
The fluid-particle interaction is simulated for 1474561 time steps (dimensionless time T is from 0
to 5) with a linear initial velocity profile in the vertical direction, and the history of particle kinetics
is shown in Fig. 4.5. We can see from the figure that velocity and acceleration of the particle are
oscillating around 0; the angular acceleration has an initial impulse and soon falls off to 0, with the
result that the angular velocity remains constant in steady state. The center position trajectory of the
particle is shown in Fig. 4.6. We notice from the trajectory that the displacement of the particle is less
than 0.1 in lattice units, the tiny migration comes from accumulated error and is of little consequence
in terms of particle dynamics. The streamlines of the steady state flow are shown in Fig. 4.7, which







Figure 4.4: Geometry setup of particle a the center of Couette flow.






















(a) Particle velocity history.
























(b) Particle angular velocity history.


























(c) Particle acceleration history.


























(d) Particle angular acceleration history.
Figure 4.5: History of kinetics for particle at Couette flow center.
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Figure 4.6: Position trajectory of particle at the center of Couette flow.
Figure 4.7: Streamlines of Couette flow with a particle at the center.
Fluid-structure interactions 68
Lateral migration of particle in 2D straight channel flow
In contrast to particle in the Couette flow, the particle migration in Poiseuille flow is strongly
affected by the shear stress of the fluid. In this section we consider the geometry depicted by Fig. 4.8.
The top and bottom walls of the domain are no-slip boundaries. The incoming velocity has a parabolic
profile with a maximum value of U , and the outlet is open boundary with constant pressure. The
channel heightH , also defined as characteristic length, is 100 in lattice units, and the length L is more
than 50 times of H in order to capture the whole process of particle migration. The particle diameter




Figure 4.8: Setup of particle in Poiseuille flow.
Instead of starting from the central line of the channel, the initial position of the particle is given as
(0, 0.15), (0, 0.2), (0, 0.25) and (0, 0.4) in the unit of characteristic length. Trajectories of the particle
center in all four cases are shown in Fig. 4.9. It is found that the particles from different positions
eventually migrate to the same lateral position. The particle trajectories calculated with DBB-LBM
are compared to those calculated with the stress-integration method by Li et al. (2004) [100]. The
equilibrium position in DBB-LBM simulations is 0.289, while the corresponding value that Li et al.
reported is 0.287. The momentum exchange method is also tested by Li et al. with sharp boundary
LBM, however it fails to reproduce the theoretical equilibrium lateral position. Other relevant data
from previous publications are shown in Table 4.2. It is interesting to note that Feng et al. (1994) [101]
and Inamuro et al. (2000) [102] report similar results, while they both use periodic boundary condition
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DBB-LBM, Initial coordinate (0,0.15)
DBB-LBM, Initial coordinate (0,0.2)
DBB-LBM, Initial coordinate (0,0.25)
DBB-LBM, Initial coordinate (0,0.4)
Li et al. Stress-integration, Trajectory 1
Li et al. Stress-integration, Trajectory 2
Li et al. Stress-integration, Trajectory 3
Figure 4.9: Trajectory of particle center in Poiseuille flow with different initial positions.
Results are compared with data reported by Li et al. (2004) [100].
Author or method DBB-LBM Li et al. Inamuro et al. Feng et al.
LBM boundary force model Moment Form Stress Integration Momentum Exchange Stress Integration N/A
Equilibrium lateral position 0.289 0.287 0.5 0.273 0.272
Table 4.2: Equilibrium lateral position of particle in Poiseuille flow calculated by different methods.
for inlet and outlet to simulate a line of cylinders. On the other hand, the results in this dissertation and
in Li et al.’s work are obtained with open boundaries for inlet and outlet.
The detected particle behavior is known as Segré-Silberberg effect, which is a fluid dynamic sep-
aration effect where the suspension of dilute neutrally buoyant particles in laminar Poiseuille flow
equilibrates at a distance of 0.3H from the channel’s central line. This effect was first observed by
Segré and Silberberg [103, 104, 105]. Both viscous drag forces and inertial lift forces are applied to
the solid particles. The drag forces can drive particles along streamlines, whereas the inertial forces
can trigger the lateral migration of particles. The velocity profile in laminar Poiseuille flow, which has
a parabolic nature, produces a shear-induced inertial lift force that drives particles towards the channel
walls until it is balanced by the increasing pressure caused by lateral migration. This mechanism also






Figure 4.10: Geometry setup for two falling particles in a closed box.
radial direction. Simulations of particles in Taylor Couette flow will be discussed in Chapter 5. Segré-
Silberberg effect is also studied with non-Newtonian fluids [106, 107]. This topic is not included in
the current research, but DBB-LBM is certainly a qualified candidate for solving this problem.
Sedimentation of two particles
This test problem is the sedimentation of two particles in a closed container filled with single-
phase fluid (Fig. 4.10). It has been extensively studied, and the current setup is the same as what is
presented by Jafari et al. (2011) [108] for convenience of comparison. The computation domain is
W × H = 2cm × 8cm; The density and kinematic viscosity of the fluid are ρf = 1.0g/cm3 and
ν = 0.01cm2/s, respectively. The particle diameter is 10% of the domain width, and its density is
slightly greater than the fluid density, i.e. ρp = 1.01g/cm3, so that the motions of two particles are
initiated and driven by the external gravitational acceleration of 981 cm/s2. In the beginning, particle
1 and particle 2 are located at the vertical center line of the channel with heights of 7.2 cm and 6.8 cm
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respectively.
Corresponding lattice values to the above parameters are chosen according to experience. The
lattice fluid density is 1 and relaxation parameter s4 and s5 are 1.5. The boundary force generated by
fluid-particle interaction is supposed to be integral over closed curve, however, the diffuse boundary
effect makes it a field variable that is concentrated near the particle boundary. The correlation of
multiple particles does not allow integration over the whole domain for one particle, thus an effective
range should be defined for the boundary force. In this study, the range is set as a circle or sphere
that is concentric to the particle, and has a radius 3 lattices larger than that of the particle. Overlap
of the effective range should not be about a concern because the interaction force in particle bulk is
very weak. On the other hand, the particle velocity obtained from velocity Verlét integration is applied
to governing equations as imposed velocity at every time step. According to DBB-LBM theory, this
imposed velocity should be applied to the whole domain. However, the existence of multiple particles
makes this operation self-contradictive. A positive finding is that the far field imposed velocity does
not affect the boundary behavior in a noticeable way. The effective range for the imposed boundary
velocity is similar to that for the boundary force, and its radius is 5 lattices larger than the particle’s
radius. One should be careful with the imposed velocity when two particles collide with each other. If
the lattice of interest is inside the effective ranges of both particles, the fixed imposed velocity applied
there should be a combination of the two original imposed velocities weighted by the distances to the






where ubf is the fixed imposed velocity, ub1 and ub2 are the original imposed velocities obtained from
particle 1 and particle 2, and d1 and d2 are the corresponding distances to the two particles.
The problem is simulated three times with different resolutions. The convergence of particle posi-
tion history is shown in Fig. 4.11, and the position history under a fine mesh is compared with reported
data by Jafari et al. (2011) [108], Feng and Michaelides (2004) [68], Niu et al. (2006) [70] and Wang
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et al. (2014) [109] in Fig. 4.12. The result produced by DBB-LBM with an 800 by 3200 mesh are
consistent with data from Jafari et al. and Wang et al. Note that a coarse mesh fails to recover cor-
rect position histories and therefore a fine mesh is always recommended for fluid-particle interaction
simulations based on DBB-LBM. The consumption of computational resources is sometimes huge and
additional techniques like unstructured or multi-block meshing can be applied if needed.
The vorticity field history in Fig. 4.13 describes the behaviors of two particles in a more straight-
forward manner. In the first period of this process (0s to 1.4s), the released particles are driven by
gravity and start to fall in the vertical direction. Particle 2 which is leading, soon generates a wake that
changes the environment of particle 1 which is trailing. The redistributed force applied to the trailing
particle increases its acceleration until at one stage the two particles kiss each other. This period of the
process is called drafting. From 1.4s to 2.6s, after the trailing particle is caught, the two particles are
in contact and behave like a single body. This body is unstable and eventually begins to rotate. This
period is called kissing. At 2.6s, the rotation of the two particles makes them separate from each other.
Thereafter the two particles travel along different routes. The leading particle hits the wall and then
bounces back. In the end, it falls behind and the trailing particle hits the ground first. This process
is called tumbling. Drafting, kissing and tumbling are three keywords that describes the whole pro-
cess, and are frequently used in analyzing a successfully simulated benchmark problem of two falling
particles.
Summary
In this chapter, we first introduced the boundary force models of momentum exchange and bound-
ary term moment form. The two models were tested with cylinder flow problems. The moment form
force was proven to be more accurate in terms of numerical convergence. Repulsive force between par-
ticles and velocity Verlét integration were introduced to complete the fluid-structure interaction model.
In the test case of a particle at the center of Couette flow, DBB-LBM based model successfully pre-
served the symmetry of the flow. The simulation for migration of particles in Poiseuille flow produced
an equilibrium lateral position that agrees well with previous numerical and theoretical predictions.
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Figure 4.11: Convergence of position history for two falling particles.
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Particle 1, Feng and Michaelides
Particle 1, Jafari et al.
Particle 1, Niu et al.
Particle 1, Wang et al.
Particle 1, DBB-LBM
Particle 2, Feng and Michaelides
Particle 2, Jafari et al.
Particle 2, Niu et al.
Particle 2, Wang et al.
Particle 2, DBB-LBM
(a) X-coordinate history.

















Particle 1, Feng and Michaelides
Particle 1, Jafari et al.
Particle 1, Niu et al.
Particle 1, Wang et al.
Particle 1, DBB-LBM
Particle 2, Feng and Michaelides
Particle 2, Jafari et al.
Particle 2, Niu et al.
Particle 2, Wang et al.
Particle 2, DBB-LBM
(b) Y-coordinate history.
Figure 4.12: Position history for two falling particles compared with previous publications.
Solid lines and filled marks represent particle 1, and dashed lines and unfilled marks represent particle 2.
Fluid-structure interactions 75
(a) 0.2 s. (b) 0.8 s. (c) 1.4 s. (d) 2.2 s. (e) 2.6 s. (f) 3.0 s. (g) 3.4 s. (h) 4.2 s. (i) 5.0 s.
Figure 4.13: Vorticity field history of two falling particles.
Finally, the drafting, kissing and tumbling of two falling particles were captured with DBB-LBM ap-
proach, and convergence of particle trajectories was identified. In the next chapter, the DBB-LBM




INERTIAL MIGRATION OF PARTICLE IN TAYLOR COUETTE FLOW
Background
Flow structures of a 3D Taylor Couette cell
There have been many experimental and numerical investigations for flow between concentric
rotating cylinders, which is normally known as Taylor Couette flow [110]. A single phase Taylor
Couette flow can be characterized by several control factors: (i) the radius ratio η = ri/ro, where
ri and ro are the inner- and outer-cylinder radii; (ii) the aspect ratio Γ = L/(ro − ri), where L is
the height of the Taylor Couette cell; (iii) the inner- and outer-cylinder Reynolds numbers Rei =
(ro − ri)riωi/ν and Reo = (ro − ri)roωo/ν, where ωi and ωo are the angular velocities of inner-
and outer-cylinder respectively; (iv) and other auxiliary conditions. A variety of flow regimes can be
generated by adjusting these factors [111, 112]. Andereck et al. (1986) experimentally studied the
different flow regimes of Taylor Couette flow and presented a diagram of observed regimes for radius
ratio η = 0.883 [113] (Fig. 5.1). This study shows that the Taylor Couette flow regime can vary from
simple Couette flow to featureless turbulence flows as Rei and Reo changes. In this dissertation, the
outer cylinder doesn’t rotate in order to simplify the problem and connect with future comparisons to
experiments based on drilling fluid. We see from Fig. 5.1 that the flow regime at low inner Reynolds
number is circular Couette flow (CCF). If Reo is fixed to 0, Taylor vortices appear as Rei increases
(TVF). The vortices can become wavy (WTVF) or even turbulent (TTVF) if Rei further grows.
To prepare for the study of particle behaviors, we simulate the 3D Taylor Couette flow at different
Rei and examine the transition of flow regimes. A time savingway for this simulation is to represent the
3D geometry with a slice in the radial direction assuming that flow is axisymmetric [114, 115, 116, 117].
However, this approach cannot be applied to particulate Taylor Couette flows due to its axisymmetric
nature. In this study, we place the Taylor Couette cell in a half-cube computational domain (Fig. 5.2).
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Figure 5.1: Flow regimes of Taylor Couette flows with radius ratio 0.833.
This diagram was provided by Andereck et al. (1986) [113].
Long edges of the domain are 256 in lattice unit, and short edges are in vertical directions. The radius
ratio is 15/22 and the aspect ratio is 7/25. A periodic boundary condition is applied to all surfaces of
the cube and the infinite-cylinder approximation is assumed. The transition to wavy Taylor vortices
under different radius ratios is discussed by Jones (1985) [118]. According to Jones’ report, when the
radius ratio is around 0.68, the Taylor vortices can be detected when the Taylor number Ta is higher
than 2000, and wavy vortices should be generated when Ta is above 55000. Here the Taylor number
is defined as





Therefore the Reynolds numbers 50, 200 and 1000 are chosen for the simulation. All cases are sim-
ulated with D3Q19 BGK model, and the corresponding relaxation parameters are 1.8, 1.8 and 1.98
respectively.





Figure 5.2: Geometry setup of 3D Taylor Couette cell.
Fig. 5.3a shows the simulation result of Taylor Couette flow at Reynolds number 50. The green
translucent surfaces are physical boundaries of the Taylor Couette cell. The x-z plain slice in the picture
is a field of vorticity magnitude. The calculated Taylor number is 946, much smaller than the critical
value of 2000. Therefore, it is no surprise that the flow ends up in steady Couette flow with constant
vorticity. When Rei is increased to 200, the corresponding Ta becomes 15135, and TVF should be
detected. The vorticity magnitude field at this Reynolds number also goes to steady state and is shown
in Fig. 5.3b. Three pairs of Taylor vortices are found in the picked period of the Taylor Couette cell.
The transient vorticity solutions at Rei = 1000 are shown in Fig. 5.4, and wavy Taylor vortices are
successfully simulated.
Inertial migration of particle in Taylor Couette flow
The inertial migration of particles in Taylor Couette flow is of significant interest because of its
application in controlling the distribution of particles in the fluid. This phenomenon was first discussed
in Poiseuille flows [104, 105], andwas identified byDBB-LBM inChapter 4. Similar to themechanism
in Poiseuille flow, particles in Taylor Couette flow can migrate across the streamlines because of the
shear rate gradient along the radial direction. The experimental study of this problemwas done byMajji
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(a) Rei = 50. (b) Rei = 200.
Figure 5.3: Vorticity magnitude of Taylor Couette flow at Rei = 50 and Rei = 200.
andMorris (2018) [25]. In their apparatus, the radius ratio is 0.877, the aspect ratio is 20.5 and the ratio
of particle diameter to the annular gap α is around 20. Several fluid components are mixed to match
the particle density so that neutral buoyancy can be guaranteed. Majji and Morris observed that the
particles moved away from the walls toward the center of the annular region as time progressed in CCF
mode (Rei = 83) (Fig. 5.5). The reported dimensionless equilibrium radial position (r−ri)/(ro −ri)
is around 0.4, where r is the distance from the particle center to the Taylor Couette cell center. Particles
in TVF and WTVF are also studied in their research.
Particle released in 2D Taylor Couette flow
In this section, the particles in 2D Taylor Couette flows are simulated with the DBB-LBM based
fluid-particle interaction approach. The geometry setup is a 2D version similar to Majji and Morris’s
experiment, except that particle diameter is one fifth of the annular gap. The avoidance of small par-
ticles is necessary because meshing techniques have not yet been developed for DBB-LBM, and a
reasonable resolution would require unrealistic computing capabilities. The migration mechanism for
large particles should be the same as that for small particles, however, greater shear difference along
radial directions could cause a mismatched equilibrium position.
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The computational domain of this simulation is 2048 by 2048, and the outer cylinder diameter is
1950.72 in lattice units. The annular gap and particle diameter have resolutions of 119.47 and 23.89
respectively. Relaxation parameter s4 and s5 are 1.1. Two situations with different initial positions
are considered. In the first case, the particle is initially located at the center of the annular. In the
second case, the normalized initial radial position of the particle is (r − ri)/(ro − ri) = 0.2. The
particle position trajectories are shown in Fig. 5.6 and are compared with experimental results. The
vertical axis represents the normalized radial position (r − ri)/(ro − ri), while the horizontal axis
represents the rotated angle Θ for simulation results (blue and green curves), and time normalized
by the rotation period of inner cylinder for experimental results (red curves). Particles starting from
different positions share the same normalized equilibrium radial position. One flaw of the simulations
is that the obtained trajectories oscillate around the equilibrium position when the fluid is supposed
to be at steady state. From Fig. we see that this oscillation is a periodic function of the rotated angle
of the particle, and that when Θ goes from 2π to 4π (one cycle), there are four oscillation periods.
This corresponds to the four corners of the square computational domain, and particles starting from
different radial positions have the same oscillation behavior. Periodic conditions are applied to the
computational domain boundaries, therefore the oscillation is very likely related to the thickness of
solid bulk in radial direction and the boundary condition at the far field of computational domain. This
can be fixed by introducing unstructured meshes and applying an interpolated bounce back scheme
to the outer cylinder. These treatments are not considered here because they either require model
improvement or render DBB-LBM impure. Mesh refinement or enlarging the computational domain
is another solution, but the requirements for computational resources can grow exponentially at the
same time.
The steady state dimensionless radial positions (r−ri)/(ro−ri) in the simulations are around 0.68.
This value is different from the experimental result, which should be below 0.4. One factor for this
difference could be the particle size, but further investigations show that the contribution of particle
size to equilibrium radial position is small in certain 2D Taylor Couette flows. The other reason for
this phenomenon is that the experiments are 3D results and 2D particles in the simulations are actually
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cylinders of infinite length from 3D point of view. While geometry differences are considered a major
reason, other factors like resolution and the choice of relaxation parameter could also influence the
equilibrium position.
To better understand how different factors affect the equilibrium position of particle, a standard
problem is defined and simulated here. In the standard problem, the radius ratio is 0.5 in order to
increase the annular gap resolution. It is then possible to introduce small particles with diameters of
5% of the gap length. The inner Reynolds number is 80 and the initial position of particle is on the
middle circle of the annular. The particle position history of this simulation is shown by the solid thin
blue curve in Fig. 5.7.The equilibrium radial position of the standard problem is around 0.77. By
changing the initial position to (r − ri)/(ro − ri) = 0.2, the thin purple curve can be obtained. It is
confirmed again that the two particles from different starting points migrate to the same equilibrium
position. The thick red curve is a result of doubling the size of the particle. In this case the particle
returns to steady equilibrium position earlier than the standard problem, and the equilibrium position
is slightly closer to the inner cylinder. The dashed curve is a result of decreasing the inner Reynolds
number to 50, and it indicates that small Reynolds number may shorten the distance from equilibrium
position to cylinder center. In the last case, the inner cylinder is fixed and the outer one rotates at an
outer Reynolds number of 80. The particle position history of this case is represented by the dotted
curve in Fig. 5.7. The numerical results show that particle can migrate to the outer wall if the outer
cylinder is driving the Taylor Couette cell.
Summary
In this chapter, the DBB-LBM based fluid-particle interaction model was employed to study the
migration of particles in Taylor Couette flows. In the beginning, several kinds of Taylor Couette flow
regimes were introduced. Among the regimes, DBB-LBM was able to capture the circular Couette
flow, the Taylor vortex flow, and the wavy Taylor vortex flow with 3D setup. Next a 2D simulation
of particle in Taylor Couette flow was launched as a comparison to the experimental results by Majji
and Morris (2018) [25]. It was identified that particles starting from different radial positions share
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the same equilibrium path. The equilibrium position was not consistent with the experiments. The
differences between 2D and 3D particles were considered as one of the main reasons. A standard
problem was proposed to analyze the effects of various factors on the equilibrium position. Larger
particle and smaller Reynolds numbers were found to pull the equilibrium position towards the inner
cylinder of Taylor Couette flow. The simulation of particle migration in Taylor Couette flow is typically
challenging mainly because the boundary force around the particle cannot be accurately recovered by
numerical methods with limited resolutions. In some numerical schemes the boundary force was less
accurate than the velocity field. For example, the momentum exchange method introduced additional
first order integration error, and Li et al. (2004) [100] showed that it doesn’t reproduce the Segré-
Silberberg effect in Poiseuille flow. Force models like stress integration can produce more accurate
results but they are complicated and time-inefficient. The DBB-LBM together with simple moment-
form force can successfully find the correct equilibrium lateral position for particle in Poiseuille flow.
However, particle oscillation and disagreement of simulations and experiments were found in particle
migration in Taylor Couette flow. It is clear that Segré-Silberberg effect is caused by velocity gradients.
Compared to Poiseuille flow, the variation of velocity gradients in the radial direction of Taylor Couette
flow may not be as sensitive for the numerical methods to capture the right equilibrium. That said, it
is not easy to draw a conclusion that DBB-LBM with moment force fails to solve such problems,
because the geometry difference between the simulations in this chapter and the experiments by Majji
and Morris (2018) is apparent, and treatments that help to avoid particle oscillation have not yet been
introduced.
Inertial migration of particle in Taylor Couette flow 83
(a) T = 0.1. (b) T = 0.2. (c) T = 0.3. (d) T = 0.4.
(e) T = 0.5. (f) T = 0.6. (g) T = 0.7. (h) T = 0.8.
(i) T = 0.9. (j) T = 1.0. (k) T = 1.1. (l) T = 1.2.
(m) T = 1.3. (n) T = 1.4. (o) T = 1.5. (p) T = 1.6.
(q) T = 1.7. (r) T = 1.8. (s) T = 1.9. (t) T = 2.0.
(u) T = 2.1. (v) T = 2.2. (w) T = 2.3. (x) T = 2.4.
Figure 5.4: Transient vorticity contours of Taylor Couette flow at Rei = 1000.
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Figure 5.5: Experimental results for inertial migration of particles in CCF at Re = 83.
This picture provided by Majji and Morris (2018) [25] is a section of the Taylor Couette cell in the radial
direction, and δ = ro − ri.
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DBB-LBM, Initial radial position 0.5
DBB-LBM, Initial radial position 0.2
Figure 5.6: Trajectories of particles in Taylor Couette flow starting from different radial positions.
Numerical results are compared with experimental results by Majji and Morris (2018) [25]. The vertical axis
represents the normalized radial position (r − ri)/(ro − ri), while the horizontal axis represents the rotated
angle Θ for simulation results (blue and green curves), and time normalized by the rotation period of the inner
cylinder for experimental results (red curves).
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Figure 5.7: Position history of particles in different Taylor Couette flows.
The relaxation parameter in all cases is 1.1. The thin solid blue curve represents the standard problem. The thin
purple curve is obtained when initial position of particle is changed to (r − ri)/(ro − ri) = 0.2. The thick
solid curve is obtained with particle twice as large as the standard problem. The dashed line is obtained by
changing the Reynolds number to 50. And the dotted line is obtained when the outer cylinder rotates and the





In this research, the diffuse bounce back lattice Boltzmann method is proposed to solve curved
and moving boundary problems. This novel numerical scheme is derived by directly incorporating the
modified nodal bounce back condition to the propagation part of the discrete Boltzmann equation. The
advantages of DBB-LBM towards sharp boundary method include small boundary force fluctuation
and avoidance of extrapolation in moving boundary problems. Compared to other implicit boundary
schemes, DBB-LBM is second order accurate, and can recover the classic bounce back condition at
sharp boundary limit. Therefore it has excellent performance in conserving phase mass. Since DBB-
LBM is a modification of the propagation step of lattice Boltzmann method, it can be combined with
many other LB models, which inherit the propagation but use different collision operators, to solve
complicated problem. These features of LBM are confirmed by several benchmark applications.
A boundary force model other than momentum exchange is proposed within the scope of DBB-
LBM. In this model, the boundary force is calculated by simply taking the first moment of the additional
boundary term of DBB-LBM. Cylinder flows are simulated to compare the two force models. It is
found that the momentum exchange model in DBB-LBM has poor convergence behavior, and cannot
to recover correct drag coefficient when boundary thickness is 1. The moment form model, on the
other hand, is able to produce drag coefficients that agree well with reported data.
With the repulsive force model and velocity Verlét integration, DBB-LBM is compatible with fluid-
particle interaction problems. The symmetry preservation feature of this approach is validated by the
example of a particle in planar Couette flow. DBB-LBM is also used to track the particle position
in Poiseuille flow and Segré-Silberberg effect is identified. The equilibrium position obtained in this
simulation conforms with published theoretical and numerical investigations. The drafting, kissing and
Conclusion 87
tumbling of two falling particles in a straight channel is simulated by DBB-LBM as well. The x- and
y-component of particle position histories are plotted and appear to converge as resolution increases.
The converged path agrees with several reported results obtained from different numerical methods.
The fluid-particle interaction model based on DBB-LBM is finally used to simulate the particle
migration in Taylor Couette flow, which is important for understanding and controlling particle behav-
iors in engineering problems. Three kinds of Taylor Couette flow regimes are recovered by DBB-LBM
based 3D simulations. The particle migration is studied with a 2D simulation at low Reynolds numbers
which ensure Circular Couette flow regime. A standard problem for particles in Taylor Couette flow is
proposed to study the influence of particle size, Reynolds number, starting position, and other factors.
Future work
The future work of this study is twofold. The first aspect is the improvement of numerical model.
DBB-LBM appears to have many advantages; however, a lot of simulations in this research show
that the accuracy of DBB-LBM is poor with low resolutions. Unstructured and multi-block meshes
are supposed to improve this performance. With these supporting techniques, large scale problems
can be solved more efficiently. The second aspect is the applications in solving a diverse number of
engineering problems. The DBB-LBM can work with multi-phase models, non-Newtonian models,
and other practical models to simulate real-life fluids. 3D fluid-particle interaction problems can be
solved to better understand the influence of 3D factors that can not be recovered by 2D simulations,
such as irregular particle shape, 3D flow regimes and so forth.
Besides the numerical techniques mentioned, creating an efficient program is also a key to solve
large scale problems. The applications in this dissertation are programmed in Fortran 90 and paral-
lelized with Message Passing Interface (MPI). Preliminary work has been done to test the performance
of an improved 3D DBB-LBM program. The 3D version of cylinder flow is used as an example. The
D3Q27model is selected for the 3D applications. The code is tested with three sets of grids, 1283, 2563
and 5123. The performance is tested with up to 64 by 64 cores on Bebop at Argonne National Lab (64
nodes and 64 cores on each node). The scaling of the code can be found in Fig. 6.1. The horizontal
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axis is the total number of cores used, and the vertical axis represents Mega Lattice Unit Update per
Processor Second (MLUUpPS). Both axes are in logarithmic scales. From the figure, we can see that
for small problems (1283), the single core efficiency decreases as the number of cores grows. This is
because the communication of processors becomes a bottleneck when the fluid domain is divided into
too many pieces. However, for more computationally intensive problems (2563 and 5123), the com-
munication’s domination of efficiency can appear at a later stage when the number of cores is beyond
the inspected range. Looking forward to the future, the introduction of GPU acceleration will further
speed up the code and on top of that produce more results in limited running time.
Conclusion 89
Figure 6.1: The scaling of MPI Fortran 90 program for DBB-LBM with D3Q27 model.
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