In this paper, we introduce implicit composite three-step Mann iterations for finding a common solution of a general system of variational inequalities, a fixed point problem of a countable family of pseudocontractive mappings and a zero problem of an accretive operator in Banach spaces. Strong convergence of the suggested iterations are given.
Introduction
Let E be a smooth Banach space and C be a nonempty closed convex subset of E. Let B 1 , B 2 : C → E be two nonlinear mappings. Recall that the general system of variational inequalities (GSVI) is to find (x * , y * ) ∈ C × C such that        ρB 1 y * + x * − y * , j(x − x * ) ≥ 0, ∀x ∈ C, ηB 2 x * + y * − x * , j(x − y * ) ≥ 0, ∀x ∈ C,
where ρ and η are two positive constants. The variational inequality was first discussed by Lions and Stampacchia [15] and now is well-known. Variational inequality theory has emerged as an important tool in the study of a wide class of obstacle, unilateral, free, moving, equilibrium problems arising in several branches of pure and applied sciences in a unified and general framework. Some efficient methods have received great attention given by many authors, see e.g., [4-7, 11, 12, 21-28] and the references therein.
On the other hand, a great deal of effort has gone into the existence of zeros of accretive mappings or fixed points of pseudocontractive mappings (including nonexpansive mappings) and iterative construction of zeros of accretive mappings, and of fixed points of pseudocontractive mappings (including nonexpansive mappings); see, e.g., [1-5, 9-11, 17, 20] .
Motivated and inspired by the research going on in this area, the main purpose of the paper is to introduce and analyze implicit composite three-step Mann iterations for finding a common solution of GSVI (1) and a fixed point problem (FPP) of a countable family of uniformly Lipschitzian pseudocontractive self-mappings on C and a zero problem (ZP) of an accretive operator in E. Under quite suitable assumptions, we derive some strong convergence results, which improve, extend, supplement and develop the corresponding ones announced in the earlier and very recent literature; see, e.g., [5] .
Preliminaries
Let E be a real Banach space with the dual E * . Let C be a nonempty closed convex subset of E. A mapping f : C → C is said to be k-Lipschitz if k ∈ [0, +∞) and f (x) − f (y) ≤ k x − y for all x, y ∈ C. If k < 1, then f is called a k-contraction mapping. If k = 1, f is said to be nonexpansive. We use F( f ) to denote the set of fixed points of f .
Recall that a mapping T with domain D(T) and range R(T) in E is said to be (i) ( [13] ) pseudocontractive if Recall that a mapping T : C → E is said to be (i) accretive if, for each x, y ∈ C, there exists j(x − y) ∈ J(x − y) such that
where J is the normalized duality mapping;
(ii) α-strongly accretive if, for each x, y ∈ C, there exists j(x − y) ∈ J(x − y) such that Tx − Ty, j(x − y) ≥ α x − y 2 , for some α ∈ (0, 1).
Let {T n } ∞ n=1 be a sequence of continuous pseudocontractive self-mappings on C. Then {T n } ∞ n=1 is said to be a countable family of -uniformly Lipschitzian pseudocontractive self-mappings on C if there exists a constant > 0 such that each T n is -Lipschitz continuous.
Let q be a real number with 1 < q ≤ 2 and let E be a Banach space. Then E is q-uniformly smooth if and only if there exists a constant c > 0 such that
Then for each y ∈ C, {T n y} converges strongly to some point of C. Moreover, let T be a mapping of C into itself defined by Ty = lim n→∞ T n y for all y ∈ C. Then lim n→∞ sup{ Tx − T n x : x ∈ C} = 0. Proposition 2.2. [10] Let C be a nonempty closed convex subset of a Banach space E and T : C → C be a continuous and strong pseudocontraction mapping. Then, T has a unique fixed point in C.
Let D be a subset of C and let Π be a mapping of C into D. Then Π is said to be sunny if
is the range of Π. A subset D of C is called a sunny nonexpansive retract of C if there exists a sunny nonexpansive retraction from C onto D. Proposition 2.3. [2, 14] Let C be a nonempty closed convex subset of a smooth Banach space E, D be a nonempty subset of C and Π be a retraction of C onto D. Then the following are equivalent:
(i) Π is sunny and nonexpansive;
If A is an accretive operator which satisfies the range condition, then we can define, for each r > 0 a mapping J r : R(I + rA) → D(A) by J r = (I + rA) −1 , which is called the resolvent of A. It is well known that J r is nonexpansive and F(J r ) = A −1 0 for all r > 0. If A −1 0 ∅, then the inclusion 0 ∈ Ax is solvable. Proposition 2.4. [10, 16] For λ, µ > 0 and x ∈ E, 
for all λ ∈ [0, 1] and x, y ∈ E such that x ≤ r and y ≤ r.
Proposition 2.6. [12] Let E be a smooth and uniformly convex Banach space, and let r > 0. Then there exists a strictly increasing, continuous, and convex function :
Lemma 2.7. [19] Let E be a real Banach space and J be the normalized duality mapping on E. Then for any given x, y ∈ E, the following inequality holds:
x + y 2 ≤ x 2 + 2 y, j(x + y) , ∀j(x + y) ∈ J(x + y).
Lemma 2.8. [4] Let C be a nonempty closed convex subset of a smooth Banach space E and B 1 , B 2 : C → E be two nonlinear mappings. Let Π C be a sunny nonexpansive retraction from E onto C. For given x * , y * ∈ C, (x * , y * ) is a solution of the GSVI (1) if and only if x * ∈ GSVI(C, B 1 , B 2 ) where GSVI(C, B 1 , B 2 ) is the set of fixed points of the mapping G := Π C (I − ρB 1 )Π C (I − ηB 2 ) and y * = Π C (I − ηB 2 )x * . Lemma 2.9. [4] Let C be a nonempty closed convex subset of a smooth Banach space E, and let the mapping B i : C → E be λ i -strictly pseudocontractive and ζ i -strongly accretive with λ i + ζ i ≥ 1 for i = 1, 2. Then, for ρ, η ∈ (0, 1] we have
, then I − ρB 1 and I − ηB 2 are nonexpansive mappings. Lemma 2.10. [4] Let C be a nonempty closed convex subset of a smooth Banach space E. Let Π C be a sunny nonexpansive retraction from E onto C, and let the mapping B i : C → E be λ i -strictly pseudocontractive and ζ istrongly accretive with λ i +ζ i ≥ 1 for i = 1, 2. Let G : C → C be the mapping defined by G := Π C (I −ρB 1 )Π C (I −ηB 2 ).
Lemma 2.11. [2] Let C be a nonempty closed convex subset of a strictly convex Banach space E. Let {T n } ∞ n=0 be a sequence of nonexpansive mappings on C. Suppose that ∞ n=0 F(T n ) is nonempty. Let {λ n } be a sequence of positive numbers with ∞ n=0 λ n = 1. Then a mapping S on C defined by Sx = ∞ n=0 λ n T n x for x ∈ C is defined well, nonexpansive and F(S) = ∞ n=0 F(T n ) holds.
Lemma 2.12. [20] Let E be a uniformly smooth Banach space, C be a nonempty closed convex subset of E, T : C → C be a nonexpansive mapping with F(T) ∅, and f ∈ Ξ C . Then the net {x t } defined by x t = t f (x t )+(1−t)Tx t , ∀t ∈ (0, 1), converges strongly to a point in F(T). If we define a mapping Q :
then Q( f ) solves the VI:
In particular, if f = u ∈ C is a constant, then the map u → Q(u) is reduced to the sunny nonexpansive retraction of Reich type from C onto F(T), i.e.,
Lemma 2.13. [8] Assume that E has a weakly continuous duality map j ϕ with gauge ϕ.
(i) For all x, y ∈ E, the following inequality holds:
(ii) Assume that a sequence {x n } in E is weakly convergent to a point x. Then the following identity holds: 
In particular, if f = u ∈ C is a constant, then the map u → Q(u) is reduced to the sunny nonexpansive retraction of Reich type from C onto F(T), i.e., Q(u) − u, j ϕ (Q(u) − x) ≤ 0, ∀x ∈ F(T).
Lemma 2.15. [20] Let {a n } ∞ n=0 be a sequence of nonnegative real numbers satisfying
where {ε n } ∞ n=0 and {ξ n } ∞ n=0 are real sequences satisfying
Then lim n→∞ a n = 0.
Lemma 2.16. [18] Let {x n } and {z n } be bounded sequences in a Banach space E, and let {β n } be a sequence of nonnegative numbers in [0, 1] with 0 < lim inf n→∞ β n ≤ lim sup n→∞ β n < 1. Suppose that x n+1 = β n x n + (1 − β n )z n for all integers n ≥ 0 and lim sup n→∞ ( z n+1 − z n − x n+1 − x n ) ≤ 0. Then lim n→∞ x n − z n = 0.
Main results
Theorem 3.1. Let C be a nonempty closed convex subset of a uniformly convex Banach space E which either is uniformly smooth or has a weakly continuous duality map j ϕ with gauge ϕ. Let Π C be a sunny nonexpansive retraction
For an arbitrary x 0 ∈ C, let the sequence {x n } be generated by
where {α n }, {β n } and {σ n } are the sequences in [0, 1] and {r n } is a sequence in (0, ∞). Suppose that the following conditions hold:
(C5): lim n→∞ |r n+1 − r n | = 0 and r n ≥ ε > 0, ∀n ≥ 0.
Assume that ∞ n=0 sup x∈D T n+1 x − T n x < ∞ for any bounded subset D of C, and let T be a mapping of C into itself defined by Tx = lim n→∞ T n x for all x ∈ C, and suppose that F(T) = ∞ n=0 F(T n ). Then x n → x * ∈ Ω ⇔ β n ( f (x n ) − x n ) + Gx n − x n → 0. In this case, (x * , y * ) is a solution of GSVI (1) with y * = Π C (I − ηB 2 )x * , and we have (i) if E is uniformly smooth, then x * ∈ Ω solves the VI:
(ii) if E has a weakly continuous duality mapping j ϕ with gauge ϕ then x * ∈ Ω solves the VI:
Proof. Without loss of generality, assume that {σ n } ⊂ [c, d] ⊂ (0, 1) for some c, d ∈ (0, 1). Note that the
So, by Lemma 2.10, we obtain that G is nonexpansive. It is easy to see that for each n ≥ 0 there exists a unique element z n ∈ C such that
As a matter of fact, consider the mapping F n x = σ n x n + (1 − σ n )T n x, ∀x ∈ C. Since T n : C → C is a continuous pseudocontractive mapping, we deduce that all x, y ∈ C,
Also, from {σ n } ⊂ [c, d] ⊂ (0, 1) we get 0 < 1 − σ n < 1 for all n ≥ 0. Thus, F n is a continuous and strong pseudocontraction mapping of C into itself. By Proposition 2.3, we know that for each n ≥ 0 there exists a unique element z n ∈ C, satisfying (3). Now, let us show that {x n }, {y n } and {z n } are bounded. Indeed, take an element p ∈ Ω = ∞ n=0 F(T n ) ∩ GSVI(C, B 1 , B 2 ) ∩ A −1 0 arbitrarily. Then we have Gp = p, J r n p = p and T n p = p for all n ≥ 0. Since T n : C → C is a continuous pseudocontractive mapping, it follows that
which hence yields
Since G, J r n : C → C are nonexpansive mappings, from (2) and (5) we have
and hence
By induction, we have
Hence {x n } is bounded, and so are the sequences {y n }, {z n }, {Gz n }, {J r n Gz n } and { f (x n )} (due to (5) , (6) and the nonexpansivity of J r n , G and f ). In addition, since lim sup n→∞ σ n < 1, we have lim inf n→∞ (1 − σ n ) > 0, which implies that there exist˜ > 0 andñ ≥ 1 such that 1 − σ n ≥˜ for all n ≥ñ. So it follows that for all n ≥ñ,
This means that {T n z n } is bounded.
Suppose that x n → x * ∈ Ω as n → ∞. Then x * = Gx * , x * = J r n x * and x * = T n x * for all n ≥ 0. From (2) it follows that
that is, y n → x * . Again from (2) we obtain
In the meantime, from the nonexpansivity of G, it is easy to see that
Consequently, we get β n ( f (x n ) − x n ) + Gx n − x n → 0 (n → ∞).
Conversely, suppose that β n ( f (x n ) − x n ) + Gx n − x n → 0 (n → ∞). Put γ n = (1 − β n )α n for each n ≥ 0. Then it follows from conditions (C1) and (C3) that
Defineẑ n by
Observe that
It follows that
On the other hand, if r n ≤ r n+1 , using the resolvent identity in Proposition 2.6, J r n+1 Gz n+1 = J r n ( r n r n+1
Gz n+1 + (1 − r n r n+1 )J r n+1 Gz n+1 ), we get
If r n+1 ≤ r n , we derive in the similar way J r n+1 Gz n+1 − J r n Gz n ≤ z n − z n+1 + 1 ε |r n − r n+1 | J r n Gz n − Gz n+1 .
Thus, combining the above cases, we obtain J r n+1 Gz n+1 − J r n Gz n ≤ z n − z n+1 + M 0 |r n − r n+1 |,
where sup n≥0 { 1 ε ( J r n+1 Gz n+1 − Gz n + J r n Gz n − Gz n+1 } ≤ M 0 for some M 0 > 0. Substituting (10) into (9), we have
Note that
Putting D = {z n : n ≥ 0}, we know that D is a bounded subset of C. Then by the assumption we have ∞ n=0 sup x∈D T n+1 x − T n x < ∞, which hence implies T n+1 z n+1 − T n z n+1 ≤ sup x∈D T n+1 x − T n x → 0 (n → ∞). That is,
Substituting (12) into (11), we get
where sup n≥0 { f (x n ) + J r n Gz n + 1 c + x n −T n z n c + M 0 } ≤ M for some M > 0. Then it immediately follows that
From (13) and conditions (C2), (C5), we deduce lim sup
Thus by Lemma 2.16 we have lim n→∞ ẑ n − x n = 0.
It follows from (7) and (8) that
From (2), we have
Since x n+1 − x n → 0 and β n ( f (x n ) − x n ) → 0, we get lim n→∞ y n − x n = 0.
Observe that y n − x n = (1 − α n )(J r n Gz n − x n ).
It follows from condition (C3), (15) and (16) that lim n→∞ x n − J r n Gz n = 0.
Also, according to (3) and Proposition 2.6, we have
This immediately implies that z n − p 2 ≤ x n − p 2 − ( x n − z n ) which together with (6), leads to
So it follows from (15) that
≤ ( x n − p + y n − p ) x n − y n → 0 (n → ∞).
Again from condition (C3) we get lim n→∞ ( x n − z n ) = 0.
In terms of the properties of , we have lim n→∞ x n − z n = 0,
which together with (3), implies that
That is, lim n→∞ T n z n − z n = 0.
Further, since {T n } ∞ n=0 is -uniformly Lipschitzian on C, we deduce from (18) and (19) that T n x n − x n ≤ T n x n − T n z n + T n z n − z n + z n − x n ≤ x n − z n + T n z n − z n + z n − x n = ( + 1) x n − z n + T n z n − z n → 0 (n → ∞).
Next, let us show that T : C → C is pseudocontractive and -Lipschitzian such that lim n→∞ Tx n − x n = 0 where Tx = lim n→∞ T n x, ∀x ∈ C. Observe that for all x, y ∈ C, lim n→∞ T n x−Tx = 0 and lim n→∞ T n y−Ty = 0. Since each T n is pseudocontractive, we get
This means that T is pseudocontractive. Noting that {T n } ∞ n=0 is -uniformly Lipschitzian on C, we have
This means that T is -Lipschitzian. Taking into account the boundedness of {x n } and putting D = conv{x n : n ≥ 0} (the closed convex hull of the set {x n : n ≥ 0}), by the assumption we have ∞ n=1 sup x∈D T n+1 x − T n x < ∞. Hence, by Proposition 2.1 we get lim n→∞ sup x∈D T n x − Tx = 0, which immediately yields lim n→∞ T n x n − Tx n = 0.
Thus, combining (20) with (21) we have
x n − Tx n ≤ x n − T n x n + T n x n − Tx n → 0 as n → ∞.
We claim that if we define T := (2I − T) −1 , then T : C → C is nonexpansive, F(T) = F(T) = ∞ n=1 F(T n ) and lim n→∞ x n − Tx n = 0. Indeed, put T := (2I − T) −1 , where I is the identity mapping of E. Then it is known that T is nonexpansive and the fixed point set F(T) = F(T) = ∞ n=0 F(T n ) as a consequence of Theorem 6 of [22] . From (22) it follows that
x n − x n = (2I − T)x n − x n = x n − Tx n → 0 (n → ∞).
(23)
In addition, let us show that lim n→∞ J r x n − x n = 0 for any given r ∈ (0, ε). As a matter of fact, since G, J r n : C → C are nonexpansive mappings, from (17), (18) and x n − Gx n → 0 we conclude that J r n x n − x n ≤ J r n x n − J r n Gz n + J r n Gz n − x n ≤ x n − Gz n + J r n Gz n − x n ≤ x n − Gx n + Gx n − Gz n + J r n Gz n − x n ≤ x n − Gx n + x n − z n + J r n Gz n − x n → 0 (n → ∞).
Also, taking into account the resolvent identity in Proposition 2.6, we have J r n x n − J r x n = J r ( r r n x n + (1 − r r n )J r n x n ) − J r x n ≤ (1 − r r n ) J r n x n − x n ≤ x n − J r n x n , which together with (24) implies that
x n − J r x n ≤ x n − J r n x n + J r n x n − J r x n ≤ x n − J r n x n + x n − J r n x n = 2 x n − J r n x n → 0 (n → ∞).
In the following, we claim that {x n } converges strongly to x * ∈ Ω. Indeed, it is sufficient for us to discuss two cases below. (i) Firstly, suppose that E is uniformly smooth. Let us show that lim sup
where z t is the fixed point of the mapping
Indeed, we define a mapping Wx := θ 1 Tx + θ 2 Gx + (1 − θ 1 − θ 2 )J r x ∀x ∈ C, where θ 1 , θ 2 ∈ (0, 1) are two constants with θ 1 + θ 2 < 1. Then from Lemma 2.11 it is easy to see that W is nonexpansive and
From (23), (25) and Gx n − x n → 0, we obtain lim n→∞ x n − Wx n = 0.
It is clear that the mapping z → t f (z) + (1 − t)Wz is a contraction of C into itself for each t ∈ (0, 1). So, z t solves the fixed point equation z t = t f (z t ) + (1 − t)Wz t . Then we have
Thus, from Lemma 2.7 and (28), we obtain
that is,
Letting n → ∞ in (3.27) and noticing Wx n − x n → 0 (n → ∞), we have lim sup
where M 1 is a constant such that z t − x n 2 ≤ M 1 for all n ≥ 0 and t ∈ (0, 1). Utilizing Lemma 2.12 we deduce that {z t } converges strongly to a fixed point x * ∈ F(W) = F(T) ∩ F(G) ∩ F(J r ) = Ω, which solves the variational inequality:
Since the duality mapping j(·) is norm-to-norm uniformly continuous on bounded subsets of E, by letting t → 0 + in (30), we know that (26) holds. Now, let us show that x n → x * as n → ∞. Utilizing Lemma 2.7, we have
Therefore, applying Lemma 2.15 to (31), we conclude from (26) and condition (C1) that x n → x * as n → ∞.
(ii) Secondly, suppose that E has a weakly continuous duality mapping j ϕ with gauge ϕ. Let z t be the unique fixed point of the contraction mapping T t given by
where W := θ 1 T + θ 2 G + (1 − θ 1 − θ 2 )J r with θ 1 , θ 2 ∈ (0, 1) being two constants satisfying θ 1 + θ 2 < 1. By Lemma 2.14, we can define x * := s-lim t→0 + z t , and x * ∈ F(W) = Ω solves the VI:
Let us show that lim sup
We take a subsequence {x n k } of {x n } such that lim sup
Since E is reflexive and {x n } is bounded, we may further assume that x n k x for somex ∈ C. Since j ϕ is weakly continuous, utilizing Lemma 2.13, we have lim sup
Furthermore, observe that
Combining (35) with (36), we obtain Φ( Wx −x ) ≤ 0. Hence Wx =x andx ∈ F(W) = Ω. Thus, from (32) and (34), it is easy to see that
Therefore, we conclude that (33) holds. Next, let us show that x n → x * as n → ∞. Utilizing Lemma 2.13, we obtain
Applying Lemma 2.15 to (37), we conclude from (33) and condition (C1) that Φ( x n − x * ) → 0 (n → ∞) which implies that x n − x * → 0 (n → ∞), i.e., x n → x * (n → ∞). This completes the proof.
Theorem 3.2. Let C be a nonempty closed convex subset of a uniformly convex Banach space E. Assume, in addition, that E either is uniformly smooth or has a weakly continuous duality map j ϕ with gauge ϕ. Let Π C be a sunny nonexpansive retraction from E onto C. Let B i : C → E be λ i -strictly pseudocontractive and ζ istrongly accretive with λ i + ζ i ≥ 1 for i = 1, 2. Let f : C → C be a fixed contraction mapping with coefficient k ∈ (0, 1), and {T n } ∞ n=0 be a countable family of -uniformly Lipschitzian pseudocontractive self-mappings on C such that Ω := ∞ n=0 F(T n ) ∩ GSVI(C, B 1 , B 2 ) ∅, where GSVI(C, B 1 , B 2 ) is the fixed point set of the mapping
For an arbitrary x 0 ∈ C, let {x n } be generated by
where {α n }, {β n } and {σ n } are the sequences in [0, 1] such that the following conditions hold:
(C1): 0 ≤ β n ≤ 1 − k, ∀n ≥ n 0 for some n 0 ≥ 0, and ∞ n=0 β n = ∞;
(C3): 0 < lim inf n→∞ α n ≤ lim sup n→∞ α n < 1;
(C4): 0 < lim inf n→∞ σ n ≤ lim sup n→∞ σ n < 1.
Assume that ∞ n=0 sup x∈D T n+1 x − T n x < ∞ for any bounded subset D of C, and let T be a mapping of C into itself defined by Tx = lim n→∞ T n x for all x ∈ C, and suppose that F(T) = ∞ n=0 F(T n ). Then x n → x * ∈ Ω ⇔ β n ( f (x n ) − x n ) → 0. In this case, (x * , y * ) is a solution of GSVI (1) with y * = Π C (I − ηB 2 )x * , and we have (a) if E is uniformly smooth, then x * ∈ Ω solves the VI: x * − f (x * ), j(x * − x) ≤ 0, ∀x ∈ Ω;
(b) if E has a weakly continuous duality mapping j ϕ with gauge ϕ then x * ∈ Ω solves the VI:
Proof. In Theorem 3.1, we put Ax = 0 for all x ∈ E. Then for any positive sequence {r n }, we have J r n = I the identity mapping of E. Hence the iterative scheme (2) reduces to (38). Repeating the same arguments as those of (17) and (18) we derive lim n→∞ x n − Gz n = lim n→∞ x n − J r n Gz n = 0, and lim n→∞ x n − z n = 0.
Combining two limit equalities, we get
x n − Gx n ≤ x n − Gz n + Gz n − Gx n ≤ x n − Gz n + z n − x n → 0 (n → ∞).
That is, lim n→∞ x n − Gx n = 0.
So it follows that
Therefore, utilizing Theorem 3.1, we obtain the desired result. 
z n = σ n x n + (1 − σ n )T n z n , y n = α n x n + (1 − α n )J r n Gz n ,
(C4): 0 < lim inf n→∞ σ n ≤ lim sup n→∞ σ n < 1;
(C5): lim n→∞ |r n+1 − r n | = 0 and r n ≥ ε > 0 ∀n ≥ 0.
Assume that ∞ n=0 sup x∈D T n+1 x − T n x < ∞ for any bounded subset D of C, and let T be a mapping of C into itself defined by Tx = lim n→∞ T n x for all x ∈ C, and suppose that F(T) = ∞ n=0 F(T n ). Then x n → x * ∈ Ω ⇔ β n ( f (x n ) − x n ) + Gx n − x n → 0. In this case, (x * , y * ) is a solution of SVI with y * = Π C (I − ηB)x * , and we have (a) if E is uniformly smooth, then x * ∈ Ω solves the VI: x * − f (x * ), j(x * − x) ≤ 0, ∀x ∈ Ω;
(b) if E has a weakly continuous duality mapping j ϕ with gauge ϕ then x * ∈ Ω solves the VI: x * − f (x * ), j ϕ (x * −x) ≤ 0, ∀x ∈ Ω. Corollary 3.4. Let C be a nonempty closed convex subset of a uniformly convex Banach space E. Assume, in addition, that E either is uniformly smooth or has a weakly continuous duality map j ϕ with gauge ϕ. Let Π C be a sunny nonexpansive retraction from E onto C. Let A ⊂ E × E be an accretive operator in E such that D(A) ⊂ C ⊂ r>0 R(I + rA), and let B : C → E be λ-strictly pseudocontractive and ζ-strongly accretive with λ + ζ ≥ 1. Let f : C → C be a fixed contraction mapping with coefficient k ∈ (0, 1), and {T n } ∞ n=0 be a countable family of -uniformly Lipschitzian pseudocontractive self-mappings on C such that Ω := ∞ n=0 F(T n ) ∩ VI(C, B) ∩ A −1 0 ∅. For an arbitrary x 0 ∈ C, let {x n } be generated by
z n = σ n x n + (1 − σ n )T n z n , y n = α n x n + (1 − α n )J r n Gz n , x n+1 = β n f (x n ) + (1 − β n )y n , ∀n ≥ 0, where G := Π C (I − ρB) with 1 − λ 1+λ (1 − 1−ζ λ ) ≤ ρ ≤ 1, {α n }, {β n } and {σ n } are the sequences in [0, 1] and {r n } is a sequence in (0, ∞). Suppose that the following conditions hold:
(C2): lim n→∞ | β n+1 1−(1−β n+1 )α n+1 − β n 1−(1−β n )α n | = 0 and lim n→∞ |σ n+1 − σ n | = 0;
Assume that ∞ n=0 sup x∈D T n+1 x − T n x < ∞ for any bounded subset D of C, and let T be a mapping of C into itself defined by Tx = lim n→∞ T n x for all x ∈ C, and suppose that F(T) = ∞ n=0 F(T n ). Then x n → x * ∈ Ω ⇔ β n ( f (x n ) − x n ) + Gx n − x n → 0. In this case, x * is a solution of VI with x * = Π C (I − ρB)x * , and we have (a) if E is uniformly smooth, then x * ∈ Ω solves the VI: x * − f (x * ), j(x * − x) ≤ 0, ∀x ∈ Ω; (b) if E has a weakly continuous duality mapping j ϕ with gauge ϕ then x * ∈ Ω solves the VI: x * − f (x * ), j ϕ (x * −x) ≤ 0, ∀x ∈ Ω.
Conclusions
In this paper, we introduce and analyze implicit composite three-step Mann iterations for finding a common solution of GSVI (1) and a fixed point problem (FPP) of a countable family of uniformly Lipschitzian pseudocontractive self-mappings and a zero problem (ZP) of an accretive operator in a uniformly convex Banach space E which either is uniformly smooth or has a weakly continuous duality mapping. Here, implicit composite three-step Mann iterations are based on, the Mann iteration method, the viscosity approximation method and the Korpelevich extragradient method. Under quite suitable assumptions, we derive some strong convergence results. Noting that in our suggested iterative sequence (Equation (2)), the involved operators A, B i (i = 1, 2) and {T n } ∞ n=0 require some additional assumptions. A natural question arises, i.e., how to weaken these assumptions?
