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Abstract
Natural hazards, such as hurricanes, wildfires, floods, and droughts impact human
systems that rely on predictable patterns in the natural elements with which they interact.
These events threaten communities everywhere, and humanity continually seeks to adapt.
Skillful prediction of the impacts of climate change on linked, human-natural systems,
like surface water resources, can help ensure physical risks within vulnerable
communities are mitigated, resource sustainability is maximized, and intersectoral
markets continue to contribute to socio-economic stability. Due to water resources being
a primary conduit through which climate uncertainty impacts people, economies, and
ecosystems, its study is worthy of investigation; particularly, where those resources are
uncertain and demanded by a variety of competitive users. This work evaluates a seasonahead statistical prediction model of growing season streamflow (September –
December) in Andes, Antioquia, Colombia, against a suite of global and local predictor
variables: precipitation, soil moisture, Niño 3.4 sea-surface temperature anomaly, and
Southern Oscillation Index anomaly. Skillful results, which are defined as streamflow
forecasts that outperform a specified climatological baseline, are produced for the models
when analyzing extreme streamflow events (r2 = 0.77, mean absolute percentage error =
21.87, ranked probability skill score = 0.21). Even a lean model, consisting of just Niño
3.4 as a predictor, produces skillful results (r2 = 0.37, mean absolute percentage error =
21.98, ranked probability skill score = 0.087). Viewed cumulatively, these results suggest
streamflow predictions and forecasts can identify the role of global and local climate on
communities, inform how and when changes should be implemented, and justify
stakeholder decisions.
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THE IMPACTS OF CLIMATE UNCERTAINTY ON STREAMFLOW IN ANDES,
ANTIOQUIA, COLOMBIA.
I. Introduction

Background
Hydrology is one of a few natural processes through which climate directly
impacts people, ecosystems, and economies (Sadoff and Muller, 2009). In fact, it was
speculated that in 2012 over 780 million people globally, lack access to a dependable
source of clean and safe water (Salaam-Blyther, 2012). Supply uncertainty is influenced
by climate uncertainty, and communities due to their dependency on water resources, and
water is likely to be increasingly less available as climate changes. Even under supply
stress, demand continues to increase. Water is frequently demanded for use in many
different sectors such as: municipal, agriculture, recreation, energy production, industry,
etc.
Generally, the impacts of a changing climate are nonlinear, but have been
observed across the globe, as illustrated by the intensification and increasing frequency of
extreme hydrologic events such as hurricanes and other high-intensity rainfall events.
Previous studies have sought to identify the indicators of a changing climate, recognize
important climate thresholds, and apply adaptation strategies through intensive modeling
simulations; however, few have had long-term success with the direct mitigation of
climate uncertainty impacts within small communities (Smith et al., 2001; Fischer, 2002;
Hitz, 2004; Johansen, 2017; Didier 2018; Cutter, 2020). Accurately predicting water
1

availability at the community scale is one of the first steps toward adaptation planning as
it pertains to preparing communities for the added stresses of long-term changes in
weather patterns, and hydrologic regime shifts brought about by climate change. Water
scarcity and increased demand will continue to threaten communities everywhere unless
humanity adapts (Hellmuth, 2007).
Motivation
Since the turn of the century, there have been numerous instances where
considerable tension existed between industry and residents over the quantity and quality
of available water resources, particularly in underdeveloped countries (Hellmuth, 2007;
Sadoff and Muller, 2009). Numerous studies have sought to remedy these issues through
the application of adaption strategies that utilize intensive modeling simulations
(Olmstead, 2014; Rod et al., 2020). However, few have had long-term success with the
direct mitigation of climate uncertainty impacts within small communities. Despite
complicated intersectoral demands, communities need tailored forecasts to provide
decision-makers with suitable lead times to enact water supply, demand, and adaptation
policies. The lead-time, which is embedded in forecasts, compliments proper decisionmaking time, and will only increase in value as climate-induced water resources
uncertainty intensifies. A case study is developed to explore this problem, and further
illustrate the value of information held in forecast leads. The community of Andes,
Antioquia, Colombia is selected as there is an opportunity to test the applicability of
statistically based forecasting modeling methods, and the development of water
2

allocation policies across many competing agricultural, aquacultural, industrial, and
municipal uses. A forecast-informed water policy, which does not exist in this current
community, may reduce tensions between water users and ensure that the major
economic uses of water, such as coffee farming and gold mining, remain successful
through the changes brought forth by climate uncertainty. While this case study
considers a small area, the community, water conflicts, and climate uncertainty are
analogous to many locations, and as such, the forecast model constructed here could be
easily adapted to any location.
Case Study: Andes, Antioquia, Colombia
The Andes community is a rural municipality of approximately 42,000 residents,
located in the southwestern part of Antioquia, Colombia, South America (Información
del Municipio, 2018) (Fig. 1). Even though the community itself is relatively small, water
quality and quantity issues have the potential to impact nearly 4-million inhabitants
downstream. Andes is located in the Aburrá Valley, which is one of the most populous in
Colombia; this valley exists amongst the western part of the Andes Mountain range in
rugged terrain (Bedoya, 2009). Due to its location in the high rainforests on the west end
of the Amazon Basin, the human and natural communities of Andes are very sensitive to
changes in climate. These changes in climate can include increased storm intensification,
which can lead to a higher probability of landslide occurrence; or, decreased water
availability during prolonged periods of drought.

3

Figure 1: Geographical location of Andes, Antioquia, Colombia, South America
The main economic drivers in Andes: coffee farming, artisanal small-scale gold
mining (ASGM), and fisheries are all affected by surface water availability, and could
face additional risk as the climate continues to shift (Schwartz, 2021; Zapata Restrepo
and Mejia Aramburo 2019; Salazar A. 2014; Información del Municipio, 2018). In
Andes, coffee farmers make up approximately 90 percent of local economic activity and
serve as the main source of dependable income for many families. ASGM makes up
approximately 10 percent of the economy but has the perception of being responsible for
4

most of the environmental pollution present in surface waters (O’Brien 2020). Return
flows from ASGM are laden with heavy metals, the most concerning of which is
mercury. The instream aquaculture (captive fish production) community is sparse, with
only one local fishery being noted near the Andes municipality. Both coffee growers and
aquaculturists view contaminated return flows from ASGM as destructive to their
activities.
Coffee Production
Coffee is the second-most globally traded product, after oil (Davis et al. 2012).
Growers contribute significantly to the socio-economic development of 120 million
people in over 60 countries, in mostly equatorial regions (TCI 2016; Jayakumar et al.
2017). Generally, there are two distinct ways coffee is processed: wet or dry (Goto, 1956;
Bosselmann et al., 2009). Depending on which of these methods is used to process the
coffee, the characteristics of coffee waste such as biochemical oxygen demand, acidity,
and nutrient content vary significantly. Unfortunately, coffee waste is not generally
viewed as toxic by producers and is therefore commonly disposed of in nearby rivers or
streams without regulation or regard for potential consequences (Beyene et al., 2012).
Several studies suggest that untreated waste from coffee processing productions threatens
surface waters around the world, and is the most severe in developing countries during
harvesting seasons (Joshi and Sukumaran 1991; Beyene et al. 2012). Left untreated, these
water quality indicators commonly lead to poor water conditions and depletion of aquatic
life.
5

There are currently two distinct seasons of interest for coffee bean production in
Antioquia, Colombia: March through April, and again between September and December
(Fig 2). Locally, coffee wet-processing methods are used, which borrow from surface
water. Coffee trees are predominantly rainfed and supplemented with stored irrigation
when precipitation is insufficient to ensure suitable production.

Figure 2: Identifying Seasons of Interest for Coffee Farming
During the growing seasons (February and June-September) and the harvesting
seasons (March – April and September – December) farmers are very dependent on ideal
temperature and precipitation conditions. Coffee farmers have expressed concern with
6

noticeable changes in precipitation and temperature, citing longer seasons of high heat
and drought, accompanied by high-intensity storm events (Frank, 2010). For this
analysis, forecasts were created for the main growing season (September- December) due
to its extreme importance on the local economy and the prolonged use of water from the
San Juan River for wet-processing techniques.
Successful coffee production is highly sensitive to both local and global climate
patterns, especially during the vegetative and reproductive phases of the plant (DaMatta
and Ramalho 2006; Pham et al., 2019; Tavares et al., 2018). Shifts in temperature and
precipitation surplus or shortages reduce the production of coffee by over 34% in many
regions (Gay et al., 2006). Several other negative impacts, including loss of coffeeoptimal areas throughout major global coffee-producing countries, growth in pest and
disease, and the reduction of flowering, fruiting, and bean quality have been found (Lin,
2007). Clearly, irrigation could be used to meet crop-water demand, but only if sufficient
surface water supply and quality are provided.
Artisanal Gold Mining
Although Andes is well-known for its production of coffee, it also has a long
history of gold mining, which has remained largely artisanal since 1852 (Schwartz,
2021). As mentioned above, ASGM makes up approximately ten percent of local
economic activity, but is widely regarded as the largest contributor to water pollution in
the area, and has gained international attention as the largest human-caused source of
mercury pollution in the world, credited with releasing nearly 1,220 metric tons of
7

mercury to both water and land in 2015 alone (UN Environment, 2019). ASGM is also
responsible for the release of arsenic, copper, lead, cadmium, and a wide array of
additional inorganic contaminants into water, soil, sediment, and air (Schwartz, 2021;
Gottesfeld et al., 2019; Rajaee et al., 2015; Tirima et al., 2016). The release of these
contaminants into both soil and waterways makes ASGM a significant source of
environmental contamination and is known to contribute to major health risks for locals
and downstream communities. ASGM in Andes is conducted by individual miners or
small enterprises with limited production capability. In the past, local miners commonly
used mercury to extract gold from the ore and disposed of used mercury in local
waterways; however, miners have actively worked to remove mercury from their current
gold-extraction practices since Colombia’s 2018 law which banned mercury use in
mining activities (O’Brien, 2021). Throughout the Andes region, there are both active
and abandoned mines scattered throughout the mountains.
Fisheries
Fisheries make up a very small portion of the economy in Andes, with only one
local fishery noted upstream of the city center. Even as a minor use of water from the San
Juan River, due to the off-river tanks’ water levels being maintained with river water, it is
an area of concern. Climate uncertainty has been predicted to negatively impact freshwater fisheries due to changes in temperature, water availability, and streamflow
variability (Ficke et al., 2007; Allison and Edward, 2009). If climate change leads to
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changes in freshwater habitats, low-income populations especially in Latin America can
be regionally impacted by loss of food security (Harrod et al., 2019).
Municipal Water Use of San Juan River
The municipality of Andes uses centralized running water drawn from the San
Juan River, while rural Andes populations tend to use rainwater collection systems as a
source of drinking water. The municipality’s supply system is reportedly treated,
however the water quality in the San Juan River is known to be very poor and is avoided
by concerned members of the community whenever possible (O’Brien, 2021). The
municipal uses of water in Andes include cleaning, cooking, bathing, and watering
vegetation around the home.
Interconnectedness of Water Use
The aforementioned water uses are largely in conflict, and there are anecdotal
examples of residents interacting in multiple sectoral uses (O’Brien, 2021). Each of these
communities are interconnected and depend upon appropriate water availability and
quality to survive. Not only are all communities dependent upon appropriate water
resources, but they all impact each other’s use of water in some sense and are responsible
for its quality (Fig. 3).

9

Figure 3: Visual of Community Interconnectedness in Andes (Adapted from O'Brien
2021, used with permission). Due to River networks in the area being a common topic of
discussion and a central mechanism for mercury contamination, it is highlighted in red
along with old tailings piles. The diversity of stakeholder groups is represented by
varying shades of blue, except for two groups: processing plant workers and covert
processors, shown in red due to their direct contact with mercury.

10

Clearly, the two uses that hold the potential impact water quality most are coffee
and gold mining industries. Without proper pretreatment, gold mining waste pollutes
waterways and has caused coffee farmers to avoid it as a source of potential supplemental
irrigation for their agriculture operations, which is particularly important during times of
low flows tied to drought. Gold mining operations also affect local fisheries and
community members by contributing to the bioaccumulation of mercury in both fish and
humans. Coffee farming operations impact the environment by depleting oxygen with
polluted return flows. This has potential impact on both the gold mining industry, local
fishery, and community members. Improper disposal of coffee waste can change essential
water quality characteristics, which could have an impact on the quality of gold able to be
collected by miners, reduce the amount of healthy fish populations at the local fishery,
and make consumers sick. Without intervention, these water quality issues will cause
environmental and health risks to the global community (Esdaile and Chalker, 2018).
To reduce long-term water availability risk, the Andes community should prepare
a water policy to ensure risk is properly mitigated. There is not currently any type of
water rights policy implemented within the community, but the policy should consider
coffee farming, gold mining, aquaculture, and individual community member operations
in its development. To properly govern and manage water in a developing economy, it is
important that policy is founded upon proper modeling and data collection. Seasonal
forecasts answer this call and have the potential to be very useful for agricultural
activities and serve as a good starting point for early warning and response planning
11

within a community (Johansen et al., 2017; Hellmuth, 2007). Statistical and probabilistic
forecast methods have been used to provide deterministic and categorical forecast
information that can be calibrated to suit decision-maker needs. The challenge is to
incorporate such forecast information, with its explicit uncertainties, into decisionmaking (Hellmuth, 2007). And even skillful forecasts must be tailored such that their
delivery suits decision-makers. Very often, forecasts are translated from a raw value, e.g.,
streamflow, to an economic output using sectoral models.
The Andes community presents an excellent opportunity to test the development
of a forecast that could promote the long-term sustainability of water resources through
climate change. Each of the communities within Andes has unique requirements with
respect to water availability and quality. The sources of pollution pose a great threat in
developing countries and should be remediated efficiently and quickly. According to
local sources, there is a notable conflict between gold miners, coffee farmers, local
fisheries, and community members when it comes to water use and allocation. Coffee
growers are highly concerned about water quality issues and face growing concerns with
respect to how changing climate could affect water availability.
Water availability could be impacted in two distinct ways due to climate
uncertainty: scarcity or surplus. The discussion up to this point has focused on water
scarcity conflicts in the area of study. However, in cases of extreme water surplus, this
research could be used to develop a forecast with appropriate leads to aid in landslide
mitigation planning for local stakeholders.
12

Research Question
The aforementioned literature and local context illustrate the need for seasonal
management of water resources, where water availability and quality, and competition
have the potential to stress supply, and therefore economic activity. This research focuses
on one research questions as a means of understanding the unique climate uncertainty
conditions in Andes, Antioquia, Colombia, which may be applied more broadly—
geographically—to water resource availability and competitive use problems:
1. Can an accurate statistical forecast model be built to aid in local water
sustainability discussions?
Methodology Overview
The methodology of this research consists of two major efforts: the preliminary
analysis of data, and the prediction of streamflow in Andes, Antioquia, Colombia using a
statistical forecasting modeling approach. The model component uses multiple linear
regression (MLR) and principal component regression (PCR) methodologies to create
suites forecasts. The skill of deterministic and ensemble forecasts are assessed using a
variety of standard forecast metrics including coefficient of variation, ranked probability
skill score (RPSS), and mean absolute percent error (MAPE).
Thesis Organization
The organization of this research is broken into five major efforts: literature
review, the gathering and analysis of data, formation and methodology of forecasting
13

models, results, and discussion. Chapter 2 is the literature review section which covers
the topics of climate uncertainty, water scarcity, statistical forecast modeling, and the
common drivers of hydrology in Colombia. Chapter 3 consists of an overview of the data
gathered. Chapter 4 discusses how the forecast model was set up and executed. Chapter 5
highlights the overall results from the four different model variations evaluated, and then
focuses on the more detailed results for the best-determined model. Chapter 6 focuses on
the discussion of how the completed forecast model can help members of the Andes
community mitigate their risk when it comes to water availability, whether that be due to
extreme drought and water allocation issues or during high flood periods where landslide
risk increases dramatically. Chapter 7 summarizes the main findings, the significance of
the research, and future research to be completed.

14

II. Literature Review
Chapter Overview
To determine the appropriate data and model for predicting seasonal streamflow it
is necessary to investigate the topics and methods that reveal the best approaches. As
such, climate uncertainty, water scarcity, forecast modeling, and other research being
completed within the area of study are reviewed. This section of the thesis is essential to
consolidate what is already known, address any knowledge gaps, and determine how this
research can contribute to the further understanding of forecast modeling. The
conversation on climate uncertainty, water scarcity, and other research completed in the
case study location is brief but essential in gaining required background knowledge. The
focus of this section is statistical forecast modeling with an emphasis on the moisture
transport process in South America.
Climate Uncertainty and Water Scarcity in Colombia
Studies have found that climate uncertainty will spur an increase in global
extreme climate events, which have the potential to impact both water demand and
supply (Jimenez Cisneros et al., 2014; Allan and Soden, 2008). These impacts, such as
persistent droughts and/or flooding events, have presented considerable challenges to
decision-makers involved in regional water planning and management. These challenges
include the execution of water reduction measures for agriculture, manufacturing, and
residential sectors while simultaneously maintaining fiscal stability and public relations
throughout regions (Zimmerman et al., 2016).
15

Colombia has previously been considered a nation with high water wealth;
however, climate uncertainty is expected to bring new water scarcity conflicts throughout
the entire region over the next 50 years (Vargas-Pineda, 2020). Many studies throughout
this region focus on the water footprint of important crops, water supply available,
perceptions of water scarcity, and planning and water management practices (VargasPineda, 2020; Naranjo-Merino, 2018; Murtinho et al., 2013). Changes in water variability
and scarcity will greatly impact the coffee industry, the primary crop throughout
Colombia, due to its high sensitivity to climatic extremes such as droughts, torrential
rains, and landslides (Frank et al., 2011). In Colombia, both water quantity and quality
are strongly influenced by climate variability and potential long-term seasonal changes
are very likely to develop (Felipe et al., 2013). The perception of water scarcity
throughout the region has a significant impact on the implementation of adaption
strategies amongst communities and government organizations; with limited community
knowledge of the approaching water scarcity being of great concern (Murtinho et al.,
2013).
Research has shown that it is very possible for the climate to be affected in both
the long-term availability and the short-term variability of water resources throughout
many regions (Olmstead 2010). These potential regional impacts could include increased
frequency and magnitude of droughts, heatwaves, and floods. Climate uncertainty may
also impact essential water resources by influencing long-term changes in precipitation,
temperature, humidity, wind intensity, duration of accumulated snowpack, vegetation,
16

soil moisture, and runoff (Olmstead 2010, Solomon et al. 2007, Keating 2021, Delorit et
al. 2017). The Bolivian High, eastern and northern winds that carry moisture towards the
Andes Mountains from the Amazon, has also been shown to impact precipitation in South
America (Vizy and Cook, 2007).
Until recently, there were no set of actions, policies, or management measures
unique to the problem of adapting water resource management to global warming
(Stakhiv, 1998). In 2019, a book was published that outlines potential modeling
frameworks for considering uncertainty in decision making processes (Marchau et al.,
2019). These approaches have made it possible for deep uncertainty to be included in
practical decision-making processes. Other studies have promoted the principles of water
resources planning and river basin management using skillful season-ahead streamflow
forecasts (Delorit et al., 2017; Block, 2009). These studies suggest, with a reasonable
degree of confidence, that vulnerability within communities due to climate change and
water scarcity can be minimized or stabilized in most cases with proper planning and
community involvement.
Forecast Modeling
Forecast modeling predominately falls into two categories: dynamical or
statistical; however, it can also be used in a hybrid sense (Block et al., 2009; Sabzi,
2017). The dynamical approach is a physically-based model that seeks to simulate
physical processes such as runoff or infiltration to produce streamflow predictions (Souza
Filho and Lall, 2003; Keating, 2021). The second technique, statistical modeling, utilizes
17

predictor variables to directly estimate the dependent variable through numerical
techniques such as multiple linear regression. The hybrid approach is becoming more
popular in practical applications, but recent studies have found there are numerous
instances where the results have been greatly distorted during implementation (Zhu et al.,
2018). Overall, these three forecasting techniques have been widely used in the literature
to estimate diverse objectives such as streamflow quantity, earthquake probability, global
solar radiation, fish population rates, and even lake-level fluctuations (Block &
Rajagopalan, 2009; Sabzi, 2017).
Statistical forecast modeling only provides value if the forecast lead allows time
for informed decision-making to occur. Due to the ability to investigate lagged
relationships between variables of interest, statistical prediction models have been found
to generally outperform dynamical models when it comes to predicting streamflow in
many regions, particularly where teleconnective strength between global variables, e.g.,
El Niño Southern Oscillation (ENSO), and streamflow is greatest (Zimmerman et al.,
2016, Delorit et al., 2017, Keating, 2021). Statistical prediction models typically
capitalize on identifying patterns and pattern changes from climate-related anomalies at
large spatial and temporal scales. They also rely entirely on the relevance and availability
of historical data (Chambers et al., 1971). Due to this, there are unique instances where
statistical prediction models may not be fully capable of incorporating a complete
physical understanding of the climate uncertainty in an area with limited data supply
(Block, 2009). However, most models are still able to facilitate in decision-making
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processes and assist in the development of local policy (Johansen, 2017; Rod et al.,
2020). In short, the simplicity of statistical models, and the ease with which outputs are
translation to decision-ready outputs, make them attractive to both modelers and decision
makers.
There have been a handful of studies which have properly leveraged appropriate
lead times to ensure skillful streamflow forecasts, at the seasonal scale. These studies are
subsequently applied to sectoral models aid in the development of water allocation
policy, energy management, irrigation plans, municipality water management strategy,
and environmental services (Cai, 2008; Delorit et al., 2017; Alexander et al., 2021).
There are many potential early actions that can be taken when forecast lead times are
properly aligned to a decision maker’s decision points, and are sufficiently skillful.
Though, it is generally accepted that forecast lead and skill are inversely related. Longer
lead times allow for a greater range of early actions to be taken but must be balanced to
ensure forecast uncertainty remains within acceptable ranges (Bazo et al., 2019).
Although the improvements in seasonal climate forecast skill and advocacy for
integration into risk reduction strategies may be well documented, demonstrated forecast
use in localized water allocation and policy strategies is extremely limited. There is also a
scarcity of literature on how forecast modeling can be used to predict the quality of water
for a community’s local stream or watershed. One recently published study details water
quality forecasts for the purposes of maintaining the proper quality of life in the Great
Barrier Reef, Queensland, Australia (Khan et al., 2020). This research used the Short19

term Water Information and Forecasting Tools (SWIFT), a statistical-based forecasting
tool, designed for operational streamflow forecasting and scientific research in Australia
(Hapuarachchi et al., 2017; Kabir et al., 2018).
The techniques used to create the water quality model for this study could be
reproduced to develop water quality models at other locations; however, since the method
presented in this study is computationally intense a supercomputing platform is an
essential requirement (Khan et al., 2020). A previous study, which was completed in
2005, shows that simpler techniques can be used to develop a forecast for streamflow
quality but might give up some accuracy in the prediction of pH and some other essential
water quality indicators (Kurunc et al., 2005). This research focuses on evaluating
different forecasting techniques such as the autoregressive integrated moving average
(ARIMA) statistical forecasting technique to determine river water quality. Even though
these studies generally apply forecasting techniques to address the growing concern of
potable water available to communities, neither of these studies address the importance of
community involvement in successful water policy implementation or evaluate how
changes in forecasted water availability impact overall community stability due to their
dependence on proper water quality and quantity.
Other Relevant Research within Andes, Antioquia, Colombia.
Researchers have taken a keen interest in Andes, Antioquia, Colombia due to a
slew of potential areas of environmental concern, water conflict, and economic activities
that occur in the area. Most of these matters deal with extreme land and water pollution
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from ASGM practices, but there have also been a few areas of study that focus on
understanding how local agriculture has impacted the region (Schwartz, 2021; O’Brien,
2020). Building resilient communities through the implementation of sociotechnical
solutions, focused-working groups, the formation of diverse research teams, and
community involvement has also been evaluated by many academics (Smits et al., 2020;
Schwartz, 2021; O’Brien, 2020; O’Brien, 2021).
Even though this research has been crucial in the development of safe ASGM
practices and ASGM climate impact understanding, there has been little to no progress
made to address the growing concern of climate uncertainty. In interviews conducted
during physical immersion within the Andes community, numerous members expressed
concern for how climate uncertainty could impact their essential economic operations and
water availability in the future (Schwartz, 2021). Andes’ localized conditions and
community interconnectedness make this an ideal location for continued research on the
implementation of forecasting modeling, and how technical solutions can be successfully
implemented at the community level.
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III. Data
Chapter Overview
In this section, the processes for gathering required data and performing
preliminary analysis on these data are discussed. The data gathered for this study were
obtained from a combination of both global and localized databases. While stakeholders
might prefer the use of locally collected data, continuous data that accounts for regional
and global forcings should be prioritized when creating a statistical forecasting model.
This is particularly true given the known teleconnective strength between the region of
interest and global circulations. The gathering and preliminary analyses performed on the
streamflow data will be discussed first, followed by each predictor variable used in the
modeling. Each of these variables will be listed, explained, and justified; with any
transformations or modifications to the data discussed.
Gathering Required Streamflow Data
Andes, Antioquia, Colombia is a rural, largely underdeveloped area, and as such,
obtaining consistent data is difficult. A streamflow gauge (Station Code: 26197010) was
discovered for the San Juan River approximately 3-km downstream of Andes, Antioquia,
Colombia. This streamflow gauge started recording daily mean values in January 1972
until it stopped capturing readings at the end of 2015. There are not currently any other
streamflow gauges in the area that have been reported by the Colombian government.
This gauge is considered to be reflective of flows near Andes given consumptive
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extractions from the San Juan River are minimal; most uses are either run-of-river or
provide return flows.
The streamflow data gathered were obtained as mean daily values from January
1st, 1972, to December 31st, 2015, from Colombia’s national hydrology database known
as de Datos de Hidrología y Meteorología (DHIME) (Fig. 4). These data were then
aggregated to the monthly time scale, in order to match other input data resolution. After
completing the aggregation to the monthly scale, it was discovered that 21 of the 528
months of data were missing. These missing months were from the years 1999, 2000,
2011, and 2015. To fill in these missing data, synthetic data were created in accordance
with the standard practice of using each month’s respective mean from the remaining
years. The streamflow data for the years 1972-1981 were not included in the development
of the forecasting model due to ENSO data only being available from 1982-present.

Figure 4: Time-series of the Streamflow in the San Juan River.
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Preliminary Analyses on Streamflow Data
The preliminary analyses performed on the streamflow data include time-series
analysis, descriptive statistics, Student’s t-test, and the Mann-Kendall test. Each of these
tests and analyses performed helps identify the basic nature of the data gathered and
highlights any potential discontinuities. Here the aforementioned tests are performed both
on the monthly data (n = 408) and for the season of interest (September-December, n =
34).
When analyzing the entire dataset (n = 408), the Mann-Kendall test reveals a
slight positive increase in monthly flows for the period 1982-2015, with 95% confidence
(Fig. 4). Using the Student’s t-statistic and the Mann-Kendall’s test revealed that the
median, minimum, and maximum flows for the first ten years of data (1982-1992) and
the last ten years of data (2005-2015) are different at the 95% confidence interval (Table
1); with minimum and maximum values becoming more extreme over time.
Table 1: Minimum, Median, and Maximum for Streamflow Dataset (𝜶 = 𝟎. 𝟗𝟓)
Value

First Ten Years (1982-1992) Last Ten Years (2005-2015)

Minimum 8.77 m3 s-1
Median
22.99 m3 s-1
Maximum 61.1 m3 s-1

7.92 m3 s-1
29.24 m3 s-1
64.8 m3 s-1

Next, descriptive analysis on the streamflow dataset was completed to gain a
sense of how the data are distributed, to determine the appropriate modeling techniques
(i.e., linear transformations of nonlinear data enable linear modeling approaches). By
performing a goodness of fit test on the streamflow data, it was determined that these data
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are not normal or log-normal but are best fit with a gamma distribution, which is a
distribution type capable of mimicking most nonlinear distributions (Fig. 5).

Figure 5: Descriptive Statistics on Streamflow Data (1982-2015)
To aid in the basic understanding of the dependent variable, the tests ran on the
entire streamflow dataset were re-accomplished for the September-December (SOND)
season of interest. The data for streamflow SOND exhibits the same slight positive
increase over the 1982-2015 period and varies significantly on an interannual basis (Fig.
6). Instances of extreme drought are extremely rare during September – December, while
high flow events will become more likely due to increased precipitation during this time.
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Figure 6: Time-Series for SOND Streamflow
The mean of the first half of data (1982-1997) and the last half of the data (19982015) are different upon comparison with 95% confidence. This was conducted using
Student’s t-test on each of the time periods, which was found to be significant at the 95%
confidence level. To highlight the difference in values between these two periods, the
specific values for the minimum, median, and maximum are presented in Table 2.
Table 2: Minimum, Median, and Maximum for SOND Dataset (𝜶 = 𝟎. 𝟗𝟓)
Value

First Half (1982-1997) Second Half (1998-2015)

Minimum 17.20 m3 s-1
Median
27.08 m3 s-1
Maximum 51.33 m3 s-1

19.84 m3 s-1
29.56 m3 s-1
47.37 m3 s-1
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To test if the peaks and troughs in streamflow are becoming more extreme over
time, the Mann-Kendall’s test was performed on the 75th and 25th percentiles of the
SOND time series. No trend was found, which suggests that peak and low flow years are
not increasingly variable.
Lastly, a descriptive analysis of the data was completed to gain a sense of how it
is distributed. By performing a goodness of fit test on the streamflow data, it was
determined that these data are not normal but are best fit with the log-normal distribution
(Fig. 7).

Figure 7: Descriptive Statistics on SOND Streamflow (1982-2015)
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Variables of Interest: Local and Global Predictors
A mixture of global and local predictor variables that have historically been
shown to have an influence on the streamflow are evaluated in this section. Global
predictors, e.g., sea surface temperature (SSTs) and sea level pressure (SLP), are
generally tied to general circulations like El Niño Southern Oscillation (ENSO). The
SSTs evaluated here consist of the 3.4 region of the ENSO anomaly (120W-180W, 5S5N). The SLP evaluated in this research emanated from the Southern Oscillation Index
(SOI), which is a pressure differential between Darwin, Australia, and Tahiti. The local
predictors include precipitation, soil moisture, and temperature. The following sections
list, explain, and justify any transformations or modifications made to the collected
predictor variable datasets.
Precipitation
Reliable, station-based precipitation data were not available at the local level or
from any of the Colombian databases. To remedy this, globally gridded precipitation
(mm) data were obtained from the NOAA Physical Sciences Division database at the 1.0
x 1.0˚ grid resolution. These data were collected at the hourly time step for the period
1979 – present. These data were obtained from the latitude range 283.7˚E – 284.2˚E and
longitude 5.5˚N – 6.3˚N, which is the coordinate range closest to Andes, for which data
are available. There were no missing values in this dataset. These data were aggregated to
the monthly scale for the period 1982-2015.
Soil Moisture
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Soil moisture (mm) data were obtained at the 0.5 x 0.5˚ grid resolution from the
NOAA Physical Sciences Division database. These data were collected at the daily time
step for the period 1948 – present, from the latitude range 248˚E – 284.5˚E and longitude
5.5˚N – 6˚N. There were no missing values in this dataset. These data were aggregated to
the monthly scale for the appropriate 1982-2015 period. No other modifications were
made to this dataset.
The El Niño–Southern Oscillation (ENSO)
ENSO involves changes in sea surface temperatures in the Pacific, and is related
atmospheric circulation patterns that largely drive global climate. The ENSO index is
characterized by a 3-month running mean anomaly of Sea Surface Temperatures (SST).
When SSTs are higher than the long-term mean, it is referred to as El Niño, and when
they are below the long-term mean, it is referred to as a La Niña. The two phases of
ENSO are marked by different ‘strengths’ measured as the magnitude of the departure
from the long-term mean. The ability to monitor and forecast ENSO events has improved
significantly since the 1990s (Balmaseda et al., 1995; Trenberth, 2002; Block et al., 2009;
Delorit et al., 2017; Chen, 2020).
ENSO displays a spatial pattern in the Equatorial Pacific, typically extending
from 160˚E, east to the coast of South America, and between 5˚N and 5˚S. Because the
intensity and behavior of ENSO vary across this wide area, researchers have proposed
regions for which indices are calculated: Niño 1 + 2, Niño 3, Niño 3.4, and Niño 4 (Fig.
8).
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Figure 8: Niño Regions
Research has commonly shown the El Niño and La Niña phases have a
periodicity of 2-8 years (Neelin et al., 1998; Bombardi et al., 2014; Delorit et al., 2017).
The ENSO data used in this research were gathered from the National Oceanic and
Atmospheric Administration’s website in anomaly values. ENSO is available from 1982
– the present. In this research, the 3.4 index was chosen because it displays the highest
correlation with streamflow values for the SOND season of interest (Fig. 11. A). This
finding is consistent with other South American-based studies (Delorit et al., 2017).
The Niño 3.4 region is related to local streamflow and precipitation data (Fig 9).
Visually, it is apparent that the highest streamflow and precipitation values occur during a
negative SST (La Niña) phase. During the La Niña phases, both precipitation and
streamflow appear elevated, e.g., 1988, 1996, 2008, and 2011. The opposite is also true; a
strong El Niño most often results in severe low flows and precipitation, e.g., 1982, 1997,
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and 2010. Extreme high and low streamflow values also seem to be related to the strength
of the Niño 3.4 phase.

Figure 9: Total annual precipitation (black dashed), streamflow (blue solid), and Niño
3.4 sea surface temperature anomalies (orange bars).
Southern Oscillation Index (SOI)
The Southern Oscillation Index (SOI) is a standardized index, based on the
observed sea level pressure (SLP) differences between Tahiti and Darwin, Australia. The
SOI is one measure of the large-scale fluctuations in air pressure occurring between the
western and eastern tropical Pacific (i.e., the state of the Southern Oscillation) during El
Niño and La Niña episodes. In general, the three-month moving mean time series of the
SOI correspond very well with changes in ocean temperatures across the eastern tropical
Pacific (Yan et al., 2011). The negative phase of the SOI represents below-normal air
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pressure at Tahiti, while above-normal air pressure at Darwin. Prolonged periods of
negative SOI values coincide with abnormally warm ocean waters across the eastern
tropical Pacific typical of El Niño episodes. The methodology used to calculate SOI is
available below.
𝑆𝑂𝐼 =

(𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝑖𝑧𝑒𝑑 𝑇𝑎ℎ𝑖𝑡𝑖−𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝑖𝑧𝑒𝑑 𝐷𝑎𝑟𝑤𝑖𝑛)
𝑀𝑜𝑛𝑡ℎ𝑙𝑦 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛

(Eqn. 1)

The SOI data were gathered from NOAA’s website in their standardized anomaly values.
SOI is available from January 1951 – present in both their anomaly and standardized
forms. The only modification to the data was curtailing it to the proper time frame 19822015. ENSO and SOI have a strong negative correlation (Fig 10).

Figure 10: Relationship between ENSO and SOI
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Correlation Plots Between DV and Predictor Variables: ENSO, SOI, and Precipitation
NOAA’s Linear Correlations in Atmospheric Seasonal/Monthly Averages
mapping tool was used to evaluate which region of SST, precipitation, and SLP were
most highly correlated with SOND streamflow (Fig. 11). Plot A shows streamflow has a
strong negative correlation with SSTs in the equatorial pacific, which matches previous
findings (Fig. 9). Plots B and C show streamflow has high positive correlations with both
precipitation and SOI.

Figure 11: (A) Correlation of MJJA SST with SOND streamflow (1982-2015). Note box
represents Niño 3.4; (B) Correlation of Precipitation with SOND streamflow (19822015); (C) Correlation of MJJA SLP with SOND streamflow (1982-2015).
33

This section provided the necessary information on the variables used in the
development of the forecast models (i.e., streamflow, precipitation, Niño 3.4 anomaly,
SOI, and soil moisture). These variables were assembled using both local and globalized
datasets for the 1982-2015 period, with the smallest possible number of modifications
made to the datasets. To gain a better understanding of streamflow in the San Juan River,
basic statistical tests such as time-series analysis, the Mann-Kendall test, the goodness of
fit test, and Student’s t-test were used to provide insight into the data’s behavior and
authenticity. These tests resulted in the identification of basic trends and relationships,
such as increasing variability in extreme streamflow values or positive or negative
correlations between the dependent and independent variables. Streamflow has both
positive and negative correlations with the predictor variables. To start, all Niño regions
Niño 1 + 2, Niño 3, Niño 3.4, and Niño 4 were evaluated using both statistical tests and
correlation mapping tools to determine which region was most highly related with
streamflow in Andes. These tests resulted in the use of Niño 3.4 region as a predictor
variable, while the other regions were not analyzed further. Streamflow is positively
correlated with precipitation, soil moisture, and the southern oscillation index, while it is
negatively correlated with Niño 3.4 anomaly.
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IV. Forecasting Model Methodology
Chapter Overview
Here, the statistical forecast model configuration and modes are discussed. This
includes the initial model setup utilizing techniques including simple multiple linear
regression (MLR), principal component regression (PCR), and PCR with cross-validation
(PCA+CV). Four independent variable configurations are tested for each modeling
technique and will be referred to as predictor modes. The section concludes with a
presentation of validation and performance metrics used to evaluate statistical and
probabilistic skill.
Forecasting Model Framework and Steps
The model used to evaluate these data is based primarily on techniques developed
by a student conducting research in South America, though never before for locations to
the east of the cordillera of the Andes Mountains (Delorit et al. 2017; Zimmerman et al.,
2016; Keating, 2021). The modeling processes are divided into three different steps:
modeling, post-analysis/performance metric production, and evaluation. The modeling
portion of the methodology is focused on the creation of MLR, PCA, and PCA+CV
forecasts. The post-analysis portion focuses on the production of forecast skill metrics
that are used to determine which, if any, models possess skill and enables a discussion of
the tradeoffs of differently parametrized models, i.e., independent variable combinations.
The evaluation process allows the four created predictor modes to be ran through the
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models, and various lead times to be tested in order to explore tradeoffs between forecast
issue date and skill, which ultimately targets stakeholder’s value of information.
Forecast Modeling Techniques: Multiple Linear Regression, Principal Component
Analysis, and Cross-validated Principal Component Regression Models
Three different forecasting models were created to analyze the predictability of
streamflow in Andes: multiple linear regression, principal component regression-based
forecasting model, and a principal component model with cross-validation. Multiple
linear regression forecast modeling is a statistical technique that uses several explanatory
variables (precipitation, temperature, ENSO anomaly, SOI anomaly, etc.) to predict the
outcome of a response variable, i.e., streamflow. This technique is commonly used to
create models in many different fields and has become very popular due to its simplicity
(Equation 2),
𝑦𝑖 = 𝛽0 + 𝛽1 𝑥𝑖1 + 𝛽2 𝑥𝑖2 + ⋯ + 𝛽𝑛 𝑥𝑖𝑛 + 𝜖

(Eqn. 2)

Where, i is the number of observations, 𝑦𝑖 = dependent variable, 𝛽0 = y-intercept, 𝑥𝑖 =
predictor variables, 𝛽𝑛 = slope coefficient for each predictor variable, and 𝜖 = model
error.
This type of deterministic model is simple and can be improved by using principal
components in place of independent variables. This process results in a set of principal
components representing the variance in the predictors. It is important to clarify that
principal component analysis (PCA) is not a regression; it is a technique used to create
new independent variables from the original set. PCA is commonly applied in forecasting
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and hindcasting to ensure a fair forecast is made by reducing both model dimensionality,
when principal component retention rulesets are applied, and multicollinearity (Delorit et
al., 2017).
Reduction of model dimensionality is possible when then number of input
variables is reduced. PCA naturally produces an independent variable set that is ordered
by variance in the underlying input dataset. That is, the first PC explains the most
variability, the second explains less variability than the first PC, but more than the third
PC, and so on. Because of this, rulesets are typically used to determine the number of
PCs to retain. By retaining fewer PCs in the PCR, than the total number produced by
PCA, dimensionality—complexity—of the underlying model is reduced, without
significant loss of skill. One such rule is Joffille’s rule, which is used as a PC retention
and dimensionality reduction technique in this research. This method commonly retains
any principal component whose Eigenvalue was greater or equal to 0.7.
The last model created, PCA+CV, was a leave-one-out crossvalidated hindcast
model across the dataset. This technique produces a bias-reduced, deterministic
prediction; however, since this form of cross-validation removes the streamflow value for
the time-step being predicted, the deterministic skill of the model, e.g., 𝑟 2 can be
significantly lower than non-crossvalidated alternatives. Utilizing Jofille’s rule in the
crossvalidated model results in the PCA+CV model being an unbiased and conservative
estimate of streamflow.
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Variable Combinations to Allow Adequate Lead Time and Evaluate Scenarios
To evaluate how streamflow is influenced during the season of interest (SOND),
up to 35 independent variables are made available from the underlying predictor set:
Niño 3.4, SOI, precipitation, soil moisture, and the difference of ENSO and SOI, by
adjusting temporal combinations. These 35 variables were created using the one-month
aggregated mean values across May, June, July, and August in different combinations,
e.g., May, June, July, August, MJJA, MJJ, and MJ, for the years 1982-2015. The purpose
of the combinations is to test the time-skill tradeoffs for different forecast leads against
the predictability of streamflow. Using these combinations allows the forecasting leadtime to be extended or adjusted up to three months if required. For example, if
information up to June 30th is included in the forecast being issued for SOND, this
forecast has an issue date equal to the day after the last day of information is collected
(July 1st) and has a lead equivalent to the number of days or months between the issue
date and the first day of the season of interest (2 months).
Next, these 35 input variables are iteratively used as inputs to the multiple linear
regression (MLR) and principal component regression (PCR) and cross-validated
principal component regression (PCR+CV) models for both normal and log-normal
streamflow. Due to the distribution of streamflow typically being log-normal, a
transformation of the dependent variable may be necessary to improve model skill.
However, sometimes this transformation is not always necessary or particularly
beneficial from a forecast skill perspective. Each forecasting model, e.g., MLR, PCR, and
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PCR+CV was run in four modes: basic predictors, expanded predictors, top predictors
from each category, and ENSO Only for both normal and log-normal streamflow. In total
24 unique model runs were completed, with the goal of balancing input complexity and
deterministic skill. Each mode is explained below.
1.

Basic Predictors is comprised of twenty-eight independent variables. These
twenty-eight variables consist of seven ENSO 3.4 variables, seven SOI index
variables, seven precipitation variables, and seven soil moisture variables (Table
3). This model is the baseline model that was used to test the forecasting model
code and determine if ENSO, SOI, precipitation, and soil moisture were good
predictors of streamflow in Andes.

2. Expanded Predictors (Appendix, Table 10) consists of twenty-nine independent
variables. These twenty-nine variables consist of seven ENSO 3.4 variables,
seven SOI index variables, seven precipitation variables, the most highly
correlated soil moisture variable, and seven new variables that represent the
difference between ENSO and SOI. This new variable, known as the Difference,
was inserted into the model due to ENSO and SOI being highly correlated with
streamflow, but in the opposite directions (Fig 10).
3. Top Predictors (Appendix, Table 11) includes the top predictors from each of the
variable categories: MJJ Niño 3.4, August SOI, August Precipitation, and May
Soil Moisture. The newly created Difference variable was not included in this
model because it was discovered to not be a significant contributor to streamflow
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prediction. The variables used in this model were determined by viewing which
singular variable from each category (precipitation, soil moisture, ENSO, and
SOI) had the highest correlation with streamflow in the basic mode (Fig. 14).
This combination was evaluated to see how forecasts would perform with limited
input information.
4. ENSO Only consists of the seven ENSO 3.4 combinations i.e., May ENSO, June
ENSO, July ENSO, August ENSO, MJJA ENSO, MJJ ENSO, and MJ ENSO
(Table 9, Chapter 6). This fourth model was created to evaluate how easily
streamflow could be predicted if community members only knew information
about the current ENSO cycle.

When creating the above variable combinations, it was mathematically necessary to
have at least two more observations (years of streamflow) than independent variables.
This was due to linear modeling constraints outlined in previous research (Chambers et
al. 1972). Due to this finding, independent variable combinations were kept below thirtytwo variables for the MLR, PCA, and PCA+CV models. The input variables for the basic
predictor mode are shown in Table 3, while the other three variable combinations are
showcased in the Appendix. This table showcases how each variable for the basic
predictor mode was combined and gives a basic description of each created variable.
Each of the variables were made using either local or globally gridded data mean values
for the time-period 1982-2015 as shown in the variable description. Lead-times are
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described for each variable to illustrate the relationship between each variable
combination and the associated forecast lead.
Table 3: Basic Predictor Mode Variable Combinations
Variable
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

Variable
Type

ENSO

SOI

Precipitation

Soil
Moisture

Variable Title
Niño 3.4_May
Niño 3.4 _Jun
Niño 3.4 _Jul
Niño 3.4 _Aug
Niño 3.4 _MJJA
Niño 3.4 _MJJ
Niño 3.4 _MJ
SOI_May
SOI _Jun
SOI _Jul
SOI _Aug
SOI _MJJA
SOI _MJJ
SOI _MJ
Precip_May
Precip _Jun
Precip _Jul
Precip _Aug
Precip _MJJA
Precip _MJJ
Precip _MJ
SM_May
SM_Jun
SM _Jul
SM _Aug
SM _MJJA
SM _MJJ
SM _MJ
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Lead Time
3-Month Lead
2-Month Lead
1-Month Lead
0-Month Lead
0-Month Lead
1-Month Lead
2-Month Lead
3-Month Lead
2-Month Lead
1-Month Lead
0-Month Lead
0-Month Lead
1-Month Lead
2-Month Lead
3-Month Lead
2-Month Lead
1-Month Lead
0-Month Lead
0-Month Lead
1-Month Lead
2-Month Lead
3-Month Lead
2-Month Lead
1-Month Lead
0-Month Lead
0-Month Lead
1-Month Lead
2-Month Lead

Variable
Description

Mean value, 19822015

Globally gridded,
Mean value, 19822015

Validation Metrics
To evaluate the skill of each model run, and to provide a basis for exploration of
model-to-model tradeoffs, the mean absolute percent error (MAPE), and ranked
probability skill score (RPSS) are calculated. MAPE is the most widely used forecasting
uncertainty statistic and has been used in multiple instances to analyze forecast skill
(Delorit et al., 2017; Keating, 2021; Zimmerman et al., 2013). When utilizing MAPE, a
score above 50 percent signifies inaccurate forecasting, a score between 20 and 50
percent signifies a prediction model of “reasonable” quality, a score between 10 and 20
percent represents a good forecasting model, and a score that falls below 10, the forecast
model is said to be of “excellent” quality,

𝑀𝐴𝑃𝐸 =

1
𝑛

∑𝑛𝑖=1 |

𝑦𝑡−𝑦̂𝑡
𝑦𝑡

| × 100

(Eqn. 3)

where 𝑛 is the number of observations; 𝑦𝑡 is mean streamflow observation at time t; and
𝑦̂𝑡 = predicted streamflow value at t.
RPSS is a metric used to account for probabilistic skill in the model outputs.
Ensembles are generated by drawing, with replacement, from a normal distribution of the
errors between the observations and the deterministic model values. The number of
random errors generated is equal to the product of the number of ensembles desired and
the number of predicted values in the deterministic model output. For example, if 100
ensembles are desired for a 50-year forecast, the total number of errors is 5,000. The
random errors are added to the replicated deterministic model outputs. Following the
example above, the 50-year deterministic forecast output is replicated 100 times, such
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that the 5,000 random error terms may be added to each forecast value. These ensembles
are then used to calculate ranked probability skill score (RPSS).

𝑅𝑃𝑆𝑆 =

̅̅̅̅̅̅
̅̅̅̅̅̅𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
𝑅𝑃𝑆−𝑅𝑃𝑆
̅̅̅̅̅̅𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
0−𝑅𝑃𝑆

= 1 − ̅̅̅̅̅̅

̅̅̅̅̅̅
𝑅𝑃𝑆

𝑅𝑃𝑆𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒

(Eqn. 4)

Where: ̅̅̅̅̅̅
𝑅𝑃𝑆 = ranked probability score
For RPSS, a score greater than zero constitutes a forecast outperforming the
climatological odds. In this calculation, a reference to climatology is first established by
separating the distribution of observed data into categories based on the characteristics of
the distribution. This becomes the standard against which the prediction ensembles are
tested. Climatology and the prediction model are scored based on the number of
ensemble predictions that fall in the same category as the observed data, for the
predefined categories.
Any time the forecast and the observed value occur in the same bin the RPSS
increases. In cases where the forecast is not in agreement with observations, the RPSS
falls proportional to the degree of inaccuracy. For example, if the forecast is for abovenormal streamflow, and the observation is below normal, the RPSS score is reduced more
than if the forecast were for near-normal. If both forecasts are wrong; the first scenario
misses by two categories, and is penalized accordingly.
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The following figure shows an example of what 1000 random ensemble
generations using the PCA+CV method looks like in comparison to the observed
streamflow data.

Figure 12: 1000 Generated Ensembles for Basic Predictor Mode, PCA+CV Model
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V. Results
Chapter Overview
In this section the results are organized to ensure a certain straightforwardness.
First, all four combinations of independent variables discussed in the variable setup
section (i.e., predictor modes) were analyzed to determine which combination of
variables best forecasts streamflow in Andes. After the best configuration was
determined, the forecasting results for that configuration are discussed in depth. These
results showcase the independent variable correlations with streamflow, a correlation heat
map against the other independent variables, comparisons of MLR, PCR, and PCR+CV,
and deterministic and probabilistic skill metrics of the best-performing model.
Competitive Model Comparison and Best Model Results
Each of the four variable combinations were analyzed using both normal and lognormal streamflow. However, due to the similarity in skill metrics for normal and lognormal flow inputs, the log-normal translation is not discussed, because the assumption
of normality removes transformations. The four combinations of model modes yielded
similar results, though the basic predictors mode produced the best skill scores (Table 4).
The extended predictors mode produces a lower adjusted R2 than the simplified basic
predictors, which suggests that additional information, in the form of increasing the
number of independent variables, adds false skill. The top predictors mode, which retains
just those variables that correlate highest with streamflow has the lowest ratio between R2
and adjusted R2, which is to be expected, though overall, it is not as deterministically, or
45

probabilistically skillful as the basic predictors. Finally, the ENSO only mode produced
skillful results, and is valuable as a limited-data model, i.e., SSTs explain roughly 60% of
SOND streamflow variability. Still, the most skillful mode remains basic predictors, and
as such, the remainder of the results focus on its performance.
Table 4: Model Comparison between Multiple Variable Combinations

Deterministic Skill
Metrics

Probabilistic Skill
Metrics

Linear
Prediction: R2
Linear
Prediction:
adjusted R2
Linear
Prediction: pvalue
All PC: R2
CrossValidation: R2
CrossValidation –
Joffille’s: R2
MAPE (50th
percentile
forecast)
RPSS [5,24,5]

Basic
Predictors
0.959

Extended
Predictors
0.803

Top
Predictors
0.446

ENSO
Only
0.367

0.772

0.276

0.370

0.197

0.0243

0.261

0.0014

0.0732

0.959
0.240

0.961
0.003

0.446
0.289

0.367
0.083

0.228

0.120

0.222

0.135

21.87%

23.24%

21.98%

24.52%

21.14%

7.55%

8.67%

14.38%

The results of the PCA suggest that there are two major modes of variability in
the underlying independent variable set, which is observed in the Scree plot (Fig. 13).
For the basic predictors mode, 5 PCs were retained using Joffille’s rule, which represents
91% of variability explained and an 82% reduction in dimensionality. Back-correlating
the independent variables with the PCs revealed that May, June, and August Niño 3.4
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variable combinations were identified as the predictors that explains the most variability
in streamflow through the PCA. That is PCs 1, 2, and 3 are most correlated with the
aforementioned variables.

Figure 13: Scree plot to show the variability explained by principal components
To better understand the basic predictor mode, a cross-correlation map of its 28
independent variable combinations (Table 3) against streamflow, reveals that Niño 3.4
and soil moisture are negatively related to streamflow, while SOI and precipitation are
positively correlated (Fig. 14). These correlations range between -0.5 to 0.5, with Niño
3.4 and SOI having the strongest correlations. This suggests that global forcings are more
highly linked to seasonal trends in streamflow than local variables.
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Figure 14: Cross-Correlation Heatmap between DV and IVs
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Deterministic, temporal comparisons of the MLR, PCR, and PCR+CV models to
observed streamflow for the basic and top predictor modes illustrate the tradeoff in
model skill and model fairness (Figs. 15-17).
A.

B.

Figure 15: Model Performance between All PC’s for (A) Basic Predictors and (B) Top
Predictor Modes
A.

B.

Figure 16: All directly as Predictors, drop-one-year Cross-Validation Model
Performance between (A) Basic Predictors and (B) Top Predictors Modes
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Even though the top predictor variable does not perform as well in MLR and PCA, it still
performs extremely well in the PCA+CV modeling without a ruleset (Table 4, Fig. 16).
A.

B.

Figure 17: Joffille’s Rule, drop-one-year Cross Validation Model Performance between
Modes. (A) Basic Predictors, Rule-based n= 5 PC(S) as Predictors (B) Top Predictors,
Rule-based n= 3 PC(S) as Predictors
The basic predictors mode does a better job of predicting the observed
streamflow extremes during cross-validation, and with the Joffille’s PC-retention ruleset,
than any of the other variable combinations analyzed. This metric also performs the best
when utilizing, the MAPE and RPSS model validation metrics. To establish forecast skill
using MAPE at various forecast percentiles and RPSS, 1000 ensembles were created to
be able to establish errors as discussed in the forecasting methodology (Fig. 12).
MAPEs for all modes are of “reasonable” quality and are relatively similar (Table
5). Forecast percentile scores are derived from the ensembles and presented as a measure
of forecast pessimism (25th percentile) and optimism (75th percentile). Generally,
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optimistic forecast ensembles perform better than pessimistic ensembles, which is a
reflection of the fact that low-flow conditions in Andes are not synonymous with drought
conditions, which are extremely rare in Andes.
Table 5: MAPE Results for All Variable Combinations

Description
Deterministic
25th percentile
forecast
th
50 percentile
forecast
th
75 percentile
forecast

Basic
Predictors
21.87

Expanded
Predictors
23.24

Top
Predictors
21.98

ENSO
Only
24.52

30.78

34.56

31.68

31.16

21.63

22.91

21.54

24.61

23.34

24.29

22.68

24.92

The accuracy of this created ensemble forecast is shown in a boxplot format to
establish how well the PCR+CV values compare to the original observed streamflow
values. The PCR+CV model using basic predictor mode performs well as shown in the
boxplot (Fig. 18). Nineteen of the thirty-four years of predictions are within the
interquartile range. None of the predictions fall outside the 5th and 95th percentile, i.e.,
not considered outliers in the forecast, though 15 predictions do exist outside of the
interquartile range.
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Figure 18: Cross-validated September forecast of Streamflow (m3s-1)
The same information, as presented in a boxplot can be presented probabilistically
(Fig. 19) and as a function of the deterministic forecast according to categorical binning
of observed streamflow data (Table 6). Using flow-regime breakpoints to establish
categories (i.e., above normal, 6; near normal, 18; or below normal, 10), forecast
certainty can be evaluated for the ensemble predictions. Given these ‘breaks’ a flow
below 24 𝑚3 𝑠 −1 constitutes a below normal flow, while a normal flow exceeds this value
but is below 38 𝑚3 𝑠 −1, and any flow above 38 𝑚3 𝑠 −1, is considered above normal.
When the observation falls within the strongest prediction category, a “hit” occurs. For
the PCR+CV forecast, the number of years where the probabilistic ensemble majority
correctly corresponds with the observed category is 20 of 34 predicted years (59%).
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While this outcome is not impressive, changing the metric just slightly, to a case
where a forecast is only issued when the total ensemble proportion in the largest category
is greater than 50%, i.e., more than half of the ensembles occur in a single category, the
forecast accuracy improves to 70%. The model issues a forecast in just 10 of 34 years
and declines to forecast in the remaining 24 years, which are mostly years with normally
observed flows.

Figure 19: Categorical Forecast Strength for PCA+CV Basic Predictors Mode
Table 6: Contingency Table for Above Normal, Near Normal, or Below Normal

Observed

Forecast
Below

Normal

Above

Below

1

6

0

Normal

3

17

1

Above

0

4

2
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In Andes during the September-December season of interest, above and below
normal streamflow values, i.e., floods are of primary concern to stakeholders, as are
droughts, however rare. To gain an understanding of how the forecast model compares to
climatology when predicting extremes, the high and low thresholds are set, such that the
forecast ensembles can be tested for extreme flow prediction skill. Thresholds, create
categories of flow conditions, that are commonly referred to as “bins”. Several bin
constructs were explored, across two (above- and below-normal flow) and three bin
methods (above-, near-, and below-normal flow) (Table 7 and Table 8).
Table 7: RPSS - Two Bin (n = 34)

Climatology
Uniform
2-bin (high
flow focus)
2-bin (low
flow focus)

Below Above
Normal Normal
17
17

RPSS
Basic
33.25%

RPSS
Extended
22.91%

RPSS
Top
14.42%

RPSS
Enso Only
15.91%

29

5

84.28%

66.55%

73.27%

74.24%

5

29

18.24%

1.97%

10.26%

21.33%

Table 8: RPSS – Three Bin (n = 34)

Climatology
15 %
25%
Even
3-bin
histogram

5
9
11

24
16
12

5
9
11

21.14%
-4.53%
-1.82%

7.55%
-19.32%
-13.03

8.67%
-5.50%
-0.77%

RPSS
Enso
Only
14.38%
-13.56%
-9.58%

10

18

6

15.23%

5.50%

12.99%

10.99%

Below
Normal
Normal

Above
Normal

RPSS
Basic

RPSS
Extended

RPSS
Top
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When predicting above or below streamflow values the cross-validated models
are better than climatology in all instances (Table 7). The basic predictor mode greatly
outperforms all the other variable combinations and predicts above or below normal
streamflow values better than climatology. This forecasting model has the capability to
predict below above-normal streamflow values better than below-normal. This is
advantageous considering low flow events during this season are rare, and again not
drought-like.
The 3-bin combinations do not provide positive results in all instances; however,
this analysis shows that this model is still helpful for predicting extremes (Table 8).
Understanding how the model performs when predicting extreme streamflow events,
such as droughts and flooding, is vital to creating a water allocation policy that mitigates
climate uncertainty for the appropriate stakeholders. For example, in a 15% tail scenario
(5 below, 24 near, 5 above), the cross-validated forecasting model performs better than
climatology across all four predictor modes. This model does not perform better than
climatology when looking at even bins or 25% of the tails, which is attributable to the
fact that the streamflow observations are not uniformly distributed. Lastly, using the
probability density function of the observed streamflow to categorize flow regimes (10
below, 18 near, 6 above), which is likely the most statistically accurate of the three-bin
scenarios, all modes are skillful. This suggests that if streamflow observations follow the
same general trend, i.e., more above-normal flows than below-normal, the model holds
the potential to provide value, at least categorically.
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There is a trade-off between model skill and forecast lead time (Fig. 20). This
concept is very important to remember when providing stakeholders forecasts with
adequate lead times. Shorter lead times will provide forecast models of higher skill, while
longer lead times will produce forecasts of less skill. Until mitigation policy is made,
longer lead times are preferred for the Andes community, especially since the results for
the 15% tail scenario (5 below, 24 near, 5 above) perform better than climatology in all
instances. As stakeholders feel comfortable with reducing the forecast lead time, models
of higher skill can be created.

Figure 20: Model Skill vs. Lead Time for 15% tail scenario (5 below, 24 near, 5 above).
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VI. Discussion
Chapter Overview
This chapter discusses the implications of the results in the context of Andes, analyzes
the importance of implementing forecasting techniques to help the community address
the vulnerabilities highlighted in the background, and reviews the research question
initially proposed at the beginning of this work.
Review of Research Questions Initially Proposed
The research question analyzed in this work was written to address water resource
availability and competitive use problems.
1. Can an accurate forecast model be built to aid in local water sustainability
discussions?
Accurate statistical forecast models can be built to aid in the local water
sustainability discussion for communities like Andes. The model built for the Andes
community resulted in a model of reasonable quality according to the MAPE score. This
may be able to be improved if localized soil moisture and precipitation data were made
available in the area. However, this research shows that for small communities like
Andes where reliable data is not available forecasts that perform better than climatology
can still be produced using globally gridded data to aid in sustainability discussions.
Climate Uncertainty and Water Resources in Andes
The Andes community is susceptible to hydrologic extremes. In the case of
drought, water availability for coffee farming, gold mining operations, fisheries, and
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population consumption would become extremely controversial and limited due to the
number of intersectoral demands; and, in the more likely case of high flows certain
sectors could be negatively impacted by landslides; rapid, river geomorphology, or
inundations. Independent of extremes, the relationships between intersectoral water users
will become increasingly important as climate shifts. Coffee farmers and the ASGM
community serve as good examples since these are the two most practiced economic
drivers in the area. Ideally, both communities desire enough water to continue their
current operations and provide for their families. However, changing flow regimes will
likely require collaboration.

Figure 21: Relationship Between Water Availability and Quality
When water becomes scarce, its quality will also plummet as ASGM and coffee
farming operations remain constant. These water quality issues do not only impact local
members of the community but also millions of people downstream (Bedoya, 2009). For
the ASGM community, it is vital for them to understand how their current operations
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impact water quality in the area and how they can help ensure the quality of their local
water resources does not plummet due to the future intensification of drought.
Coffee farmers are at the highest risk when it comes to climate uncertainty and
any slight changes in local weather patterns. This should be very concerning to
stakeholders and researchers in the area since this industry currently makes up over 90
percent of the local economy. As previously discussed, coffee farmers are very dependent
on ideal temperature and precipitation conditions to produce good quality crops; with any
changes in local weather phenomena greatly reducing their crop yield. There are
documented instances where local coffee farmers have expressed concern with noticeable
changes in local weather patterns, mentioning longer periods of drought and intensified
storm events. These changes might explain the decreased quality and yield coffee farmers
in the local area are currently experiencing. As periods of drought intensify, irrigation
could be used to meet crop-water demand, but only if sufficient surface water supply and
quality are provided.
Supplemental irrigation from the San Juan River is not currently an option for
coffee farmers due to rumored ASGM gold extraction and disposal techniques
concerning the use of heavy metals such as mercury and cyanide. Coffee farming
disposal techniques also threaten the quality of water in the San Juan, but further research
needs to be done in this area to truly understand these impacts. If made available, using
the San Juan River as a reliable source of irrigation for coffee farms during periods of
extreme drought would greatly reduce the risk coffee farmers face from climate
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uncertainty. Focusing efforts on this singular industry and ensuring coffee farming
remains stable through all the changes brought forth by a changing climate is one way to
ensure the entire community of Andes continues to thrive into the future. Increased
periods of drought are not the only concern for community members, but so is the
increased frequency and intensity of storm events.
Instances of increased precipitation could cause decreased coffee yield and make
the community susceptible to a higher rate of landslides. When analyzing the
precipitation dataset using statistical analysis, the mean of the first ten years of
precipitation data and the last ten years differ significantly. These results showcase there
has been an increase in precipitation throughout Andes since 1979. If proper water
management practices are not developed to allow adequate water runoff, this increased
precipitation could greatly impact the coffee farming industry through overwatering
coffee fields. Developing water retention systems during periods of high-intensity
precipitation events could also lead to a safe alternative for a potential source of crop
irrigation during periods of extreme drought.
Current literature has noted that the intensification of storms has been shown to
increase the probability of landslide occurrence throughout mountainous zones,
especially in communities with poor water management practices (Guidicini, 1977;
Haque, 2019; Kirschbaum, 2020; Ward, 2020). Landslides are a serious concern for
people of the Andes community and have the potential to impact all members of the
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community in a tremendous way. Further research can be done on the relationship
between climate uncertainty and landslide mitigation in this area.
The Importance of Implementing Forecasting Techniques to Help Address Climate
Uncertainty in Small Communities.
The skillful forecasts produced here hold the potential to inform actions of the
Andes community, as they look to adapt to changing climate. Appropriately balancing
lead time with forecast uncertainty can be a very difficult task for decision makers and
modelers. As a forecast’s lead is increased, i.e., the expanding gap between the forecast
issue date and the forecast period, the skill of the forecast generally falls. Balancing lead
and skill is a key consideration; longer lead times enable decision time, while on the other
hand better information allows for more accurate preparations to be made.
If forecasting techniques, such as the one applied throughout this work, are to
support the management of essential resources (i.e., water management) in a community,
public involvement is crucial. There is a need for researchers to engage multiple levels of
stakeholders in the area to facilitate awareness and education on water availability issues
brought forth by climate uncertainty. Stakeholder dialog and participation can help ensure
members are receiving the information they desire and shape the services provided to the
community. However, discussing these types of climate issues presents a unique
challenge, especially when trying to communicate forecasts and statistical predictions to
community members in different countries.
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There is an opportunity to link this type of forecasting modeling with
ethnographic data from members of the Andes community. This linkage is essential to
see if/why people of the area need this type of modeling, and how it could be integrated
for community use. In October 2021, research colleagues conducted 31 interviews with
over 40 local stakeholders including academics, geologists, engineers, ASG miners,
farmers people participating in both farming and ASGM, workers at ore processing
plants, aquaculture producers, apiarists, aqueduct managers, leaders of community
organizations, employees of coffee cooperatives, environmental NGOs, historians,
librarians, panela producers, and more. The information gained through these interviews
will be vital to the successful implementation of forecast modeling into a community to
directly aid in landslide mitigation and/or water allocation policy.
Models that are less complex have a better chance of being accepted by
community members. For this reason, an ENSO Only model was developed for
streamflow prediction in Andes. This simplified model mode explains nearly 60% of
seasonal streamflow and outperforms climatology according to the RPSS metric. As
such, a forecast of this type could be used to provide a simple categorical forecast. While
the same forecast might not possess a sufficient deterministic skill to evoke uptake, the
categorical accuracy could spur preparations, e.g., a forecast for above-normal
streamflow could drive community preparations for flooding or landslide mitigation
actions.
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ENSO Only Forecasting Model
Having an understanding the current ENSO 3.4 phase and strength can reduce
fear of climate uncertainty in community members throughout Andes. Based on PCA,
water availability in Andes is mostly influenced by the ENSO 3.4 global phenomena. To
build the MLR, PCA, and PCA+CV the seven unique variable combinations were used
(Table 9). If all of these variables are kept in the model, there would be a zero-month lead
due to the use of August data as a predictor. However, of these seven variables, Niño
3.4_May explained over 85% of the variability in streamflow for the SOND season of
interest. This means that if any member of the community is concerned with the amount
of water available during SOND, understanding the May ENSO cycle and intensity of
that cycle can give decision-makers a strong indication of water availability in SOND.
Table 9: ENSO Only Predictor Variable Combinations

Variable
1
2
3
4
5
6
7

Variable
Type

ENSO

Variable
Description
Niño 3.4_May
Niño 3.4 _Jun
Niño 3.4 _Jul
Niño 3.4 _Aug
Niño 3.4
_MJJA
Niño 3.4 _MJJ
Niño 3.4 _MJ

Lead Time
3-Month Lead
2-Month Lead
1-Month Lead
0-Month Lead
0-Month Lead

This is Random
Section Now

Mean value, 19822015

1-Month Lead
2-Month Lead

Using only ENSO 3.4 information, the PCA+CV model created is better at
predicting above or below normal streamflow conditions in comparison to climatology.
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The model can also explain streamflow during SOND with reasonable quality, i.e.,
MAPE = 24.52 (Table 5). Streamflow and precipitation amounts experienced in the
Andes community are related to the current ESNO cycle and strength (Fig. 9); with
extremes being associated with increased ENSO phase intensity.
Due to this relationship with streamflow in Andes, it is important to understand
how the ENSO 3.4 variable could be impacted by climate change. Positive ENSO
anomaly is negatively related to precipitation and streamflow, meaning, during a positive
phase of ENSO 3.4 (El Niño) there is less precipitation and streamflow available
throughout the community in Andes. Research has recently been completed to analyze
how climate change will impact the variability of sea surface temperature in the Niño 3.4
region (Fig. 22). This research has shown that sea surface temperatures are expected to
increase in variability throughout the Niño 3.4 region through the year 2100. For Andes,
this projection is not positive, especially since this increase in Niño 3.4 variability will
directly impact the strength of extremes in the Andes region (Fig. 9). During positive
Niño 3.4 events, precipitation and water supply in the area are going to decrease, while
the opposite is true of negative events. This finding makes advocacy for landslide
mitigation and water policies including distribution, storage, and quality of water of
extreme importance for future community readiness in Andes.
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Figure 22: Niño 3.4 and Precipitation Predictions. Adopted from: NOAA Climate.gov.
Even though water distribution policy and instances of extreme drought may be a
concern in the late twentieth century, landslide risk poses a high threat right now. The
statistical analysis, and MLR, PCA, and PCA+CV models suggest intensification is likely
to make high flows, i.e., landslides, more of a current issue in Andes. While higher flows
might alleviate supply and some quality concerns, it will require different collaborations
to ensure economic and social productivity.
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VII. Conclusion
Chapter Overview
This chapter reviews the findings, discusses the significance, and provides insight
into areas of future research.
Review of Findings
Forecasting can be a very helpful tool to facilitate conversations about local water
policy and conservation efforts. Data have shown that the magnitude and frequency of
extreme events have a direct impact on the amount of water available in the local
community of Andes. To deconflict areas of future conflict when it comes to water
resources, hindcast forecast modeling can be accurately used to grasp an understanding of
how local water availability has been impacted in the past. Based on these models,
forward-looking forecasts can be created to aid in water resource management adjusted
for climate change. Understanding the current phase and strength of the Niño 3.4 cycle
can greatly reduce uncertainty in local precipitation and streamflow patterns.
The biggest challenge when using forecasts to understand climate uncertainty is
engaging local stakeholders. Coffee farmers make up the largest percentage of the local
economy and are the most climate-vulnerable group. So far, much of the local discourse
and research has been focused on the ASGM community, its environmental impacts, and
potential remediation techniques. These issues are important; however, due to the
economic risk coffee farming destabilization brings to the community, these concerns of
climate uncertainty and water policy need to be addressed promptly. The best solution
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going forward is to engage all stakeholders, facilitate awareness and education on water
resource management, and to support open dialog across many levels throughout the
community such that all members can help shape local water management and sustain
their ways of life into the future.
Significance of Research
This study was a win in both the testing of forecasting techniques and in
providing modeling tools to aid the Andes community in reducing their current
vulnerability to climate uncertainty when it comes to water resources. This research helps
the individual community members and other researchers working in Andes by locating
viable data. Before this research was completed, other researchers working in the area
were unaware of any reliable streamflow, precipitation, or soil moisture data. This
analysis shows that the use of globally gridded data is a reliable option of use for other
researchers working in this area. This research can also give members of the Andes who
are concerned with how climate change is going to impact their current operations a little
more security if they know the current ENSO cycle phase and strength. This information
alone is a strong predictor of how streamflow and precipitation in the area will be
influenced.
Future Research
This research is an advancement for researchers working in Andes, Antioquia,
Colombia on environmental pollution and remediation projects. Without data or a basic
understanding of how water will be impacted due to climate uncertainty, remediation of
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pollutants in the San Juan River or water allocation policies amongst intersectoral
communities are near impossible. Even though this research provides a good starting
point, it can still be improved. This model is built on hindcast data, but this process could
be improved by making forward-looking forecasts to see how streamflow will be
impacted in the future due to a changing climate. Also, if the community works to set up
more reliable methods of data collection, the forecasting models completed in this
analysis could be re-accomplished to see if using localized precipitation and soil moisture
data makes a difference in the forecasting quality and prediction capability. Another
option for future research in relation to the forecast modeling completed in this research
is linking the outputs with sectoral models for the area. Lastly, research on how to
communicate this information and important findings to members of the community in
the right way can be completed.
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Appendix
Table 10: Variable Description for Expanded Predictor Mode
Variable
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29

Variable Type

ENSO

SOI

Precipitation

Soil Moisture

Difference:
ENSO - SOI

Variable Title
Niño 3.4_May
Niño 3.4 _Jun
Niño 3.4 _Jul
Niño 3.4 _Aug
Niño 3.4 _MJJA
Niño 3.4 _MJJ
Niño 3.4 _MJ
SOI_May
SOI _Jun
SOI _Jul
SOI _Aug
SOI _MJJA
SOI _MJJ
SOI _MJ
Precip_May
Precip _Jun
Precip _Jul
Precip _Aug
Precip _MJJA
Precip _MJJ
Precip _MJ
SM_May
Dif_May
Dif_Jun
Dif_Jul
Dif_Aug
Dif_MJJA
Dif_MJJ
Dif_MJ
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Variable Description

Mean value, 1982-2015

Globally gridded, Mean value, 1982-2015

Difference of Mean Values

Table 11: Variable Description for Top Predictor Mode
Variable

Variable Type

Variable Title

Variable Description

1

ENSO

Niño_MJJ

Mean value, 1982-2015

2

SOI

SOI_Aug

Mean value, 1982-2015

3

Precipitation

PRCP_Aug

Globally gridded, Mean value, 1982-2015

4

Soil Moisture

SM_May

Globally gridded, Mean value, 1982-2015
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Figure 23: Heatmap Showing Correlation Between Variables for Basic Predictor Mode
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