We generalize a classical result of Sabidussi that was improved by Hemminger, to the case of directed color graphs. The original results give a necessary and sufficient condition on two graphs, C and D, for the automorphsim group of the wreath product of the graphs, Aut(C D) to be the wreath product of the automorphism groups Aut(C) Aut(D). Their characterization generalizes directly to the case of color graphs, but we show that there are additional exceptional cases in which either C or D is an infinite directed graph. Also 
Introduction
The main purpose of this paper is to revisit a well-known and important result of Sabidussi [10] giving a necessary and sufficient condition for the wreath product C D (defined below) of two graphs C and D to have automorphism group Aut(C) Aut(D), the wreath product of the automorphism group of C and the automorphism group of D (defined below). Sabidussi originally considered only almost locally finite graphs X and finite graphs Y . (A graph is almost locally finite if the set of vertices of infinite degree is finite.) The condition that X be almost locally finite is needed for Sabidussi's proof, but is clearly not needed in general. Indeed, note that (X Y ) c , the complement of X Y , has the same automorphism group as X Y , (X Y ) c = X c Y c , but X c is not almost locally finite if X is infinite and almost locally finite. Sabidussi improved his own result by weakening the conditions, in a later paper [11] . Then Hemminger [6, 7, 8] fully generalized Sabidussi's result, reaching a complete characterization of wreath product graphs with no "unnatural" automorphisms (to use his terminology).
Since Sabidussi and Hemminger published their papers, the wreath products of digraphs and color digraphs have also been considered in various contexts. It is therefore of interest to explore how their results do or do not generalize to such structures.
We will show that Hemminger's characterization can be directly generalized to any color graphs, and that all of the results in [6, 7, 8, 10] and [11] hold for finite digraphs, although their proofs do not suffice to show this. Furthermore, in the case where either C or D is an infinite digraph (with or without colors), we will show that additional conditions are necessary to ensure that there are no unnatural automorphisms. We will explore some of the exceptional digraphs, and prove a theorem that provides conditions under which Hemminger's characterization extends to color digraphs. We will also give several corollaries, covering special cases that are of interest, in which some of the terminology required in the complete characterization can be simplified or omitted.
One such corollary consists of the case where C and D are both finite, vertex-transitive graphs (a common context in which Sabidussi's result is applied). Here we will further show that if C and D are not both complete or both edgeless, then there exist vertextransitive graphs C and D such that C D = C D and Aut(C D) = Aut(C ) Aut(D ).
Finally, the wreath product of Cayley graphs arises naturally in the study of the Cayley Isomorphism problem (definitions are provided in the final section, where this work appears). We show that if C and D are CI-graphs of abelian groups G 1 and G 2 , respectively, then C D need not be a CI-graph of G 1 × G 2 , and then give a necessary condition on G 1 and G 2 that will ensure that C D is a CI-graph of G 1 × G 2 .
In order to simplify awkward terminology, throughout this paper we will refer to substructures of color digraphs simply as "subdigraphs" rather than "color subdigraphs." The reader should understand that the color structure is carried through into the substructure, even though we do not explicitly include the word.
Although most of our definitions and terminology will be included in the next section, we distinguish the definitions of wreath products, both of (color) (di)graphs and of permutation groups.
We begin by defining a more general structure than the wreath product. It was actually the automorphism group of this structure, the C-join of a set of graphs, that Hemminger analyzed in the paper [8] , although he confined his analysis to graphs rather than color digraphs. Definition 1.1 Let C be a color digraph, and let {D c : c ∈ V (C)} be a collection of Another way of describing this structure is that each vertex c of C is replaced by a copy of D c , and we include all possible arcs of color k from D c to D c , if and only if there is an arc of color k from c to c in C. Now we can define the wreath product.
Definition 1.2
The wreath product of two color digraphs C and D is the C-join of {D c : c ∈ V (C)}, where D c ∼ = D for every c ∈ V (C). We denote the wreath product of C and D by C D.
It is important to note that we are following the French tradition of denoting the wreath product of both graphs and groups in this paper, consistent with work of Sabidussi, Alspach, and others. There is another school of work, according to whose notation the order of the graphs making up the wreath product is reversed; that is, the graph that we have denoted C D, is denoted by D C. They also reverse the notation we use for the wreath product of permutation groups (defined below). This is true in work by Praeger, Li and others, and is an unfortunate potential source of confusion. The name wreath product was chosen because of the close connection (mentioned earlier) to the wreath product of automorphism groups. In Sabidussi's original paper [10] , this product is called the "composition" of graphs. Definition 1.3 Let Γ and Γ be permutation groups acting on the sets Ω and Ω , respectively. The wreath product of Γ with Γ , denoted Γ Γ , is defined as follows. It is the group of all permutations δ acting on Ω × Ω for which there exist γ ∈ Γ and an element γ x of Γ for each x ∈ Ω, such that δ(x, y) = (γ(x), γ x (y)) for every (x, y) ∈ Ω × Ω .
Wreath products can be defined in general for abstract groups, but we will only be considering the special case of permutation groups, so we confine ourselves to this simpler definition.
It is always the case that Aut(C) Aut(D) ≤ Aut(C D), for color digraphs C and D. This is mentioned as an observation in [10] , for example, in the case of graphs, and color digraphs are equally straightforward.
In fact, it is very often the case that Aut(C) Aut(D) = Aut(C D). Harary claimed that this was always the case in [5] , but this was corrected by Sabidussi in [10] , who provided a characterization for precisely when Aut(C) Aut(D) = Aut(C D), where C is an almost locally finite graph and D is a finite graph. Hemminger was able to remove all conditions on C and D [6, 7, 8] . Section 2 of this paper will provide background definitions and notation. Section 3 will state Hemminger's result, as well as stating and proving our generalization. Section 4 will provide some useful corollaries and elaborate on one of the conditions required in our result. Section 5 will use results from the third section to consider the question of what the structure of Aut(C D) can be, if it is not Aut(C) Aut(D), and will give the result mentioned previously, on vertex-transitive graphs.
The final section will produce the results that relate to the Cayley Isomorphism problem for graphs that are wreath products of Cayley graphs on abelian groups.
Definitions and terminology
Before we can state Hemminger's characterisation of when Aut(C D) = Aut(C) Aut(D), or state and prove our generalization, we need to introduce some additional notation and terminology.
In what follows, everything is stated in terms of color digraphs; color graphs can be modelled as color digraphs by replacing each edge of color k by a digon (arcs in both directions) of color k, for every color k, so all of the definitions and results also hold for color graphs.
Suppose that a color digraph X has arcs of r colors, 1 through r. Whenever we consider color digraphs in this paper, we assume that all non-arcs have been replaced by arcs of a new color, color 0. This serves to simplify our notation and some aspects of the proofs. Thus, for any pair of distinct vertices x and y in a color digraph, there will be an arc of color k from x to y for some 0 ≤ k ≤ r. Definition 2.1 In any color digraph X, we say that the induced subdigraph on the set S of vertices of X is externally related in X, if whenever x, y ∈ S and v ∈ V (X) \ S, the arc from v to x has the same color as the arc from v to y, and the arc from x to v has the same color as the arc from y to v.
That is, an externally related subdigraph in X is an induced subdigraph whose vertices have exactly the same in-neighbours and out-neighbours of every color, within the set
The above definition is given in the context of graphs, in Hemminger's paper [8] . We now define a related concept.
Definition 2.2
In any color digraph X, we say that the vertices x and y are k-twins, if x = y and the following two conditions hold:
1. there are arcs of color k from x to y, and from y to x; and 2. the subdigraph induced on {x, y} is externally related in X. That is, k-twins are a pair of vertices that are mutually adjacent via two arcs of color k, and that, with the exception of this mutual adjacency, have exactly the same in-neighbours and out-neighbours of every color. It is straightforward to verify that dropping the requirement that k-twins be distinct yields an equivalence relation that partitions the vertices of any digraph into equivalence classes. We call these equivalence classes externally related k-classes of vertices. Notice that the induced digraph on any subset of such a class is itself externally related; we call such subdigraphs externally related k-cliques. Definition 2.3 For any color k, we say that the k-complement of X is disconnected if, upon removing all arcs of color k, the underlying graph is disconnected.
That is, the k-complement of X is disconnected if X has a pair of vertices x and y, for which every path between x and y in the underlying graph of X must use an edge of color k.
Notice that saying that the 0-complement of X is disconnected is equivalent to saying that X is disconnected. To simplify things somewhat, it will be convenient to have a term for automorphisms that fail to behave as we would wish. We therefore adopt the following definition from Hemminger's paper [8] .
Definition 2.5 Let C D be a wreath product of color digraphs C and D, and let µ be an automorphism of C D. We say that µ is natural if for any vertex x of C, there is a vertex y of C (not necessarily distinct) such that µ(D x ) = D y . If this is not the case, then µ is unnatural.
We need some further terminology from Hemminger's work before we can state his result. Definition 2.6 Let M be a partition of the vertices of C, such that for every A ∈ M , the induced subdigraph on A is externally related in C. We define the color digraph C M to be the color digraph whose vertices are elements of M , with an arc of color k from A to B if and only if there is an arc of color k in C, from some vertex x ∈ A to some vertex y ∈ B (where A, B ∈ M ).
Note that due to the subdigraphs on A and B being externally related, we could equivalently have required an arc of color k from every vertex in A to every vertex in B.
Definition 2.7 Let C and C be color digraphs and σ a map from V (C) to V (C ). Then σ is a smorphism if whenever x, y ∈ V (C) with σ(x) = σ(y), there is an arc of color k from σ(x) to σ(y) in C if and only if there is an arc of color k from x to y in C.
In other words, σ preserves the colors of arcs between any vertices that have distinct images.
the electronic journal of combinatorics 16 (2009), #R17 Definition 2.8 Suppose that X = C D, where both C and D have more than one vertex, and there is some vertex x ∈ V (C) for which the induced subdigraph on V (C) \ {x} is externally related, and D is isomorphic to the C-join of {D y : y ∈ V (C)}, where D y ∼ = D for every y = x, and D x is arbitrary. Then we call x an inverting C-point of X.
Although this definition comes from Hemminger's work, it is a sufficiently odd structure to warrant some further discussion. Clearly, since D y is a proper subgraph of D, yet is isomorphic to D, we are considering only infinite structures here. Perhaps the simplest example of a graph that has this structure can be given as follows. Let C be any color digraph that has a vertex x for which the induced subdigraph on V (C) \ {x} is externally related, and let D be the countably infinite wreath product C C C . . .. Then X = C D = C C C . . . ∼ = D, and x is an inverting C-point of X. The reason this structure is important (and the reason for its name), is that there is a natural automorphism of X that does something quite unusual. Since X = C D, we have copies D x and {D y : y ∈ V (C) \ {x}} of D. Now, D x is isomorphic to the C-join of {D y : y ∈ V (C)}, so there is a natural automorphism of X that fixes this D x pointwise, while swapping this D y with D y for every vertex y of C with y = x. The fact that V (C) \ {x} is externally related guarantees that this is an automorphism. Essentially, this automorphism turns things inside-out (or inverts), by swapping the copies of D that are inside of D x with those that are outside, leaving only D x fixed.
The above definitions and notation are sufficient to allow us to state Hemminger's result. To be able to give our generalization, we need to describe and name a family of digraphs.
Definition 2.9 Let S be any set, with |S| > 1 and a total order < defined on its elements. Let the color digraph G be the digraph whose vertices are the elements of S, with an arc of color k from s i to s j , and an arc of color k from s j to s i , if and only if s i < s j , where k = k . Then a (k, k ) total order digraph is any color digraph that can be formed as the G-join of any collection of color digraphs.
We distinguish some special cases of this definition. Notation 2.10 If S = Z under the usual total order, we denote the corresponding graph G itself (from Definition 2.9) by Z.
Similarly, if S = {1, 2, . . . , i} under the usual total order, we denote the corresponding graph G by Z i .
Notice that these are (k, k ) total order digraphs, since each is the trivial join of itself with a collection of single vertices. Definition 2.11 A (k, k ) total order digraph G is separable if there is some digraph G, such that G G has an unnatural automorphism.
The above definition is somewhat unsatisfying, as will be discussed in greater detail later. As we frequently pass back and forth between referring to a set of vertices in a color digraph, and the subdigraph that they induce, we also need notation for this. This concludes our background material.
Generalizing Sabidussi and Hemminger's Results
We are using some of the generalized terminology that applies to color digraphs to state Hemminger's theorem, but in the situation of graphs (the context in which he proved his result), the colors available are 0 and 1, corresponding to non-edges and edges (respectively). 1. if C has a pair of k-twins, then the k-complement of D is connected, where k ∈ {0, 1};
if
• M is a proper partition of V (C);
• the subgraphs induced by the elements of M are externally related in C; and
then all such isomorphisms are natural ones; 3. if A is an externally related subgraph of C then A D does not have an inverting A-point.
Our theorem requires some additional conditions on C and D since arcs are permitted.
Theorem 3.2 Suppose that C and D are color digraphs, with the conditions that i. if C has an externally related subdigraph that is isomorphic to the Z-join of a collection of color digraphs Y z , where 
• the subdigraphs induced by the elements of M are externally related in C; and
then all such isomorphisms are natural ones; 3. if A is an externally related subdigraph of C then A D does not have an inverting A-point.
Some additional notation will be useful throughout this section. 
Thus U x,y = ∅ if and only if y ∈ V (B x ). If |V (B x )| = 1 for every x ∈ V (C) holds for every automorphism, then there is no unnatural automorphism. Although it will not be stated explicitly, wherever we assume the existence of an unnatural automorphism, µ, in the results that follow, we will choose µ so that there is some x for which |V (B x )| > 1.
We begin with a useful lemma.
Lemma 3.5 Let X = C D be a color digraph with a fixed automorphism, µ. Let v, w, x and y be vertices of C such that:
. Then in C, the arc from x to v has the same color as the arc from y to v, and the arc from v to x has the same color as the arc from v to y.
, there is some vertex u of C such that U u,v = ∅. Since X is a wreath product, all arcs from D w to D u have the same color (the color of the arc from w to u in C), so all arcs from µ(D w ) to µ(D u ) have this same color. In particular, the arcs from vertices in U w,x to vertices in U u,v all have this same color, as do the arcs from vertices in U w,y to vertices in U u,v . Again since X is a wreath product, this must be the color of both the arc in C from x to v and the arc in C from y to v, which are therefore the same. Considering the reverse arcs instead of those we have examined, completes the argument.
The following is an immediate consequence: Corollary 3.6 Let C D be a color digraph with a fixed automorphism, µ. Then for any vertex w ∈ V (C), the subdigraph B w is externally related in C. The next lemma will also be required. As it will be used in a slightly different context in a later section of the paper, we state it in greater generality than is needed for the current context. 
• there is some color k for which every arc from any vertex of
• Similarly, there is some color k for which every arc to any vertex of
, the result is vacuously true. So we may assume that there is some vertex y of C such that y = w and
, we must have some vertex x of C for which x = v and
we must have that all arcs from D y to D w have color k. But this is true for any y for which
Reversing the direction of each arc and replacing k with k in the argument above, completes the proof of the lemma.
For simplicity of use in this section, we re-write the lemma above in terms of an automorphism, µ. Simply replace each D a in the statement and proof of the lemma, by µ(D a ) to achieve the following result.
Corollary 3.8 Suppose that C and D are color digraphs, with a fixed automorphism µ of C D. For every vertex v of C, every vertex w of C for which U w,v = V (µ(D w )), and every vertex x = v of C for which x ∈ B w , we conclude that
• there is some color k for which every arc from any vertex of V (D v ) \ U w,v to any vertex of U w,v has color k. Furthermore, this color k is the color of the arcs from
from any vertex of U w,v has color k . Furthermore, k is the color of the arcs from
Our next lemma explores the circumstances under which the configuration forbidden by condition (i) of Theorem 3.2 can arise. Lemma 3.9 Suppose that C and D are color digraphs and conditions (ii) and (1) of Theorem 3.2 hold, but C D has an unnatural automorphism, µ. Given this µ, T = {x ∈ V (C) : |V (B x )| > 1}. Then either
• for any w ∈ T , there is at most one
• whenever there is some w 0 ∈ T , with x 0 , x 1 ∈ V (B w 0 ) and x 0 = x 1 , and the arcs between x 0 and x 1 in C have two distinct colors, k and k , we can choose {w i : i ∈ Z} so that the induced subdigraph of C on the vertices of i∈Z V (B w i ) is an externally related (k, k ) total order digraph that is isomorphic to the Z-join of a collection of color digraphs Y z , where
Proof. We assume that the first of the conclusions given in the lemma does not hold, and deduce the second. First we show that without loss of generality we can choose w 0 , x 0 and
. Because we are assuming that the first conclusion does not hold, the only other possibility is that whenever w ∈ T with
, then the arcs between x and y both have the same color, k (say). By Corollary 3.6, B w is externally related. Furthermore, two applications of Lemma 3.5 to the vertices of B w , with first x and then y taking the role of v, yield the conclusion that B w is an externally related k-clique. In particular, x and y are k-twins. Furthermore, calling on Corollary 3.8, since x, y ∈ V (B w ) and the arcs between them in both directions have color k, we conclude that the k-complement of D y (and therefore of D) is disconnected. But this contradicts condition (1) of Theorem 3.2.
There are five significant steps in the remainder of this proof:
showing that there is a set {w i : i ∈ Z} such that for every i,
showing that if i < j and x i = x j , then the arc from x i to x j has color k and the arc from x j to x i has color k , where
showing that if i = j then w i = w j and x i = x j ; 4. showing that the induced subdigraph of C on i∈Z V (B w i ) is externally related; and 5. showing that the induced subdigraph of C on the vertices of i∈Z V (B w i ) is a (k, k ) total order digraph that is isomorphic to the Z-join of a collection of color digraphs Y z , where
As some of these steps require lengthy arguments, separating the proof into these five steps will make it easier to read.
Step 1: showing that there is a set {w i : i ∈ Z} such that for every i,
We begin to form a chain forwards and backwards from µ(D w 0 ) for as long as possible, such that for each x i and x i+1 in the chain (where i is an integer),
, and w i = w i+1 . Notice that the given w 0 , x 0 and x 1 satisfy these conditions.
For as long as this chain continues, we will certainly have V (
In order to complete this first section of our proof, we need to show that the chain is infinite (in both directions). Suppose to the contrary that it comes to an end. Going forward, it can only end if it can only end if
In any of these events, we have that D is isomorphic to a proper subdigraph of itself. We know that B w 0 is externally related (by Corollary 3.6). We claim that B w 0 is isomorphic to the Z 3 -join of the induced subdigraphs of C on x 0 , {v ∈ V (B w 0 ) : v = x 0 , x 1 }, x 1 (in that order). To prove this, we need only show that for any vertex y ∈ V (B w 0 ) with y = x 0 , x 1 , we have arcs of color k from x 0 to y and from y to x 1 , and arcs of color k from x 1 to y and from y to x 0 . But letting w 0 take the role of w and x 0 take the role of v in Corollary 3.8, and recognising that the colors k and k are uniquely determined by arcs between U w 0 ,x 0 and V (D x 0 ) \ U w 0 ,x 0 (recall that we have chosen w 0 and x 0 so that both of these sets are nonempty), we see that the lemma tells us that the arcs from D So we have such a collection.
Step 2: showing that if i < j and x i = x j , then the arc from x i to x j has color k and the arc from x j to x i has color k , where
Inductively, assume that all arcs from D x i to D x i+1 have color k (the base case of this, with i = 0, has been established in Step 1, and this makes sense, since
, and x i+2 ∈ V (B w i+1 ), all arcs from D x i+1 to D x i+2 must have color k. This establishes that all arcs from D x i to D x i+1 have color k for any i ≥ 0. Similarly, working backwards from our base case of i = 0, since x i ∈ V (B w i−1 ) and x i+1 ∈ V (B w i ), all arcs from µ(D w i−1 ) to µ(D w i ) must have color k, and since x i−1 ∈ V (B w i−1 ) and x i ∈ V (B w i ), all arcs from D x i−1 to D x i must have color k. This establishes that all arcs from D x i to D x i+1 have color k for any integer i, which will form the base case for our next induction.
Fix i, let j ≥ i, and inductively suppose that either all arcs from
, so since all arcs from D x j to D x j+1 have color k (by our last inductive argument), so must all arcs from µ(D w i ) to µ(D w j+1 ). Since x i ∈ V (B w i ) also, all arcs from D x i to D x j+1 must also have color k. This completes the proof that all arcs from D x i to D x j have color k whenever j > i, if x j = x i . Reversing the direction of the arcs and replacing k by k throughout the two inductive arguments that we have just concluded, will prove that all arcs from
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Step 3: showing that if i = j, then w i = w j and x i = x j . Suppose that there is some x i such that x i = x j for some j = i. Without loss of generality, assume j > i. Then since x i = x i+1 , we must have j ≥ i + 2 > i + 1. Now by
Step 2 of this proof, since i + 1 > i and x i = x i+1 , all arcs from D x i to D x i+1 must have color k. However, since j > i + 1 and x i = x j = x i+1 , all arcs from D x j to D x i+1 must have color k . But x i = x j , so we can only conclude that k = k, contradicting an assumption. Now, if w i = w j but j > i, then we could have chosen x j+1 = x i+1 (before the choice of w j+1 is made), but we have just seen that this is not possible.
Step 4: showing that the induced subdigraph of C on the vertices of i∈Z V (B w i ) is externally related.
Let y be any vertex of C for which y ∈ V (B w i ) for any integer i. For some fixed i, suppose the arc from y to x i has color , and let v ∈ V (C) be such that y ∈ V (B v ). Since
, we must have all arcs from µ(D v ) to both µ(D w i ) and µ(D w i−1 ) have color . Hence the arcs from y to both x i−1 and x i+1 have color . Proceeding inductively, we see that all arcs from any vertex of µ(D v ) to any vertex of µ(D w j ) has color , for any j, and therefore all arcs from y to any vertex of B w i has color , for any i. Reversing the arcs in this argument, we can also prove that the arcs to y from any vertex of i∈Z V (B w i ) all have the same color, completing this section of our proof.
Step 5: showing that the induced subdigraph of C on the vertices of i∈Z V (B w i ) is a (k, k ) total order digraph that is isomorphic to the Z-join of a collection of color digraphs Y z , where
All of the vertices x i (where i is an integer) are distinct, and k = k. We claim that if x ∈ V (B w i ) for some i, then the arcs from x i to x and from x to x i+1 in C have color k, and the reverse arcs have color k . This is a direct consequence of applying Corollary 3.8, recognising that the colors k and k are uniquely determined by the arcs between U w i ,x i and V (D x i ) \ U w i ,x i . Let G be the induced subdigraph of C on the vertices of i∈Z V (B w i ). It is now straightforward to see that G can be formed as the Z-join of a collection of color digraphs Y z , where each Y z is either a single vertex (corresponding to each x i ), or the induced subdigraph of C on the vertices of V (B w i ) \ {x i , x i+1 }. This produces the additional structure that if Y z ∼ = K 1 , then Y z−1 and Y z+1 must come from some x i and x i+1 , and are therefore single vertices.
The main focus in our proof of Theorem 3.2, will be to come up with a contradiction to condition (2) of that theorem, if the other conditions are assumed to hold. The partition of V (C) that we construct will be based on the sets V (B w ) where w ∈ V (C). It will therefore be critical to know that if v, w ∈ T , there is no x ∈ V (C) for which x ∈ V (B v ) and x ∈ V (B w ). The following lemma together with its corollary provide this assurance.
Lemma 3.10 Suppose that C and D are color digraphs and conditions (i), (ii), and (1) of Theorem 3.2 hold, but C D has an unnatural automorphism, µ. Given this µ, T = {x ∈ V (C) : |V (B x )| > 1}. Then for any w ∈ T , there is at most one Proof. Let w ∈ T . Towards a contradiction, suppose that v, x ∈ V (B w ) with v = x, U w,v = V (D v ), and U w,x = V (D x ). We know that all arcs from D v to D x must have the same color, k (say), and likewise, all arcs from D x to D v have the same color, k (say). Corollary 3.6 tells us that B w is externally related. Suppose that k = k. Then for any vertex y with y = v, x and y ∈ V (B w ), two applications of Lemma 3.5, first using the same labels as in that lemma, and then reversing the roles of x and v, yield the conclusion that B w is an externally related k-clique, so in particular, v and x are k-twins. Furthermore, calling on Corollary 3.8, since x, v ∈ V (B w ) and the arcs between them in both directions have color k, we conclude that the k-complement of D v (and therefore of D) is disconnected. But this contradicts condition (1) of Theorem 3.2.
We must therefore have k = k. Again calling on Corollary 3.8, we see that D v (and therefore D) must be a (k, k ) total order digraph. Furthermore, since both U w,v , U w,x = ∅, µ is unnatural, so D must be a separable (k, k ) total order digraph. But now Lemma 3.9 either provides a contradiction to condition (i) of Theorem 3.2, or yields the desired conclusion.
Corollary 3.11 Suppose that C and D are color digraphs and conditions (i), (ii), and (1) of Theorem 3.2 hold, but C D has an unnatural automorphism, µ.
Proof. This is just Lemma 3.10 relative to µ −1 instead of to µ.
With these results in hand, we are ready to prove our main theorem. Proof.
Necessity.
1.
Suppose that x and y are a pair of k-twins in C, and the k-complement of D is disconnected, so that D is a component of the k-complement of D. Then define µ by µ(D x ) = D y , µ(D y ) = D x , and µ acts as the identity on all other vertices. It is easy to see that this is an automorphism of C D, and it is clearly unnatural. 2. Suppose M is a partition of V (C), the subdigraphs induced by the elements of M are externally related in C, and σ : C → C M is an onto smorphism such that for each A ∈ M , there is an isomorphism
It is straightforward to check that σ is an automorphism, and since σ B is unnatural, so is σ . 3. Suppose that x is an inverting A-point. Define µ to be the identity on all vertices of C D that are not in A D, and on all vertices of D x (as defined in the definition of an inverting A-point), while µ exchanges D a with D a for all vertices a ∈ V (A) \ {x}.
Then it is straightforward to verify that µ is an automorphism, and µ is clearly unnatural.
Sufficiency. Suppose that (1), (2) and (3) hold, while µ is an unnatural automorphism of C D. We aim to construct a contradiction to condition (2). We will therefore proceed as follows: 
(2) For every element A ∈ M ,Ā = B w for some w ∈ V (C), so this is a direct consequence of Corollary 3.6.
(3) Now we show that M is a proper partition of V (C). If not, then there is some vertex w of C such that V (B w ) = V (C).
We cannot have D w = µ(D w ). There must exist x = w for which x ∈ V (B w ), and 
, and Y 2 , the induced subgraph of C on the vertices {v ∈ V (C) : v = w, x}. Additionally, Corollary 3.8 implies that D is a (k, k ) total order digraph, and since V (D w ) ⊂ V (µ(D w )), D is isomorphic to a proper subdigraph of itself. But this contradicts condition (ii). We conclude that M must indeed be a proper partition of V (C). (4) Now, µ induces a mapping µ :
It is clear from the definition of M and the fact that M is a partition, that such an A exists and is unique, so µ is well-defined. Also, since µ is onto, so is µ. Note that V (B w ) ⊆ V (µ(w)) and
, for all w ∈ V (C). We claim that µ is a smorphism. To see this, let x, y ∈ V (C) with µ(x) = µ(y). The following statements are equivalent, using the fact (see part (2) above) that every element A of M induces an externally related subdigraph:
• the arc from µ(x) to µ(y) in C M has color k;
• all arcs from µ(x) to µ(y) in C have color k;
Since µ is an unnatural automorphism of C D, there must be some B x on which the restriction of µ to µ −1 (B x ) is unnatural. But this contradicts condition (2), completing the proof of our theorem.
Corollaries and Elucidation
The conditions included in the full statements of Theorems 3.1 and 3.2 require so much terminology as to make them difficult to read, much less to apply. We therefore provide some corollaries in which the terminology and conditions are significantly simpler.
Corollary 4.1 Suppose that C is a finite color digraph, and D is not isomorphic to a proper subdigraph of itself. Then we have
Proof. Condition (i) of Theorem 3.2 cannot occur since Z is an infinite color digraph. Condition (ii) is not possible because D is not a proper subdigraph of itself. As to condition (3), the definition of an inverting A-point again requires that D be a proper subdigraph of itself.
The omission of condition (2) is less obvious. However, observe that the conclusion of Lemma 3.10 can only occur if D is isomorphic to a proper subdigraph of itself, since µ is an unnatural automorphism. Since condition (2) is not required in this lemma, it can be omitted in our theorem as long as D is not isomorphic to a proper subdigraph of itself.
In fact, without changing the proof, we can generalize this somewhat; we have included the less general version because the statement is simpler and applies more directly to common situations such as when C D is finite.
Corollary 4.2 Let C be a color digraph that has no induced subdigraph G for which
• G is an externally related (k, k ) total order digraph; and • G has an induced subdigraph isomorphic to Z. Let D be a color digraph that is not isomorphic to a proper subdigraph of itself. Then we have
⇔ for every k ∈ {0, 1, . . . , r}, if C has a pair of k-twins, then the k-complement of D is connected.
Notice that taking the case when C and D are color graphs (with edges rather than arcs), gives the following result, which is also a corollary of Theorem 3.1. Although the original proof in [8] did not include colors, their inclusion does not affect the proof. Before proceeding with other matters, we return to the point made earlier, that the definition of a "separable" (k, k ) total order digraph is not very satisfying. In fact, its use in condition (i) of Theorem 3.2 verges on the circular, saying that we will not allow D to be a (k, k ) total order digraph for which it is possible to construct the situation we wish to avoid: an unnatural automorphism in C D. We have provided no insight into which (k, k ) total order digraphs have this undesirable characteristic.
While it may be possible to weaken condition (i), we will now provide some examples of separable (k, k ) total order digraphs, that serve to demonstrate some of the variety that exists within this class. G G . . .. Then D is a separable (k, k ) total order digraph. That D is a (k, k ) total order digraph is clear; to see that it is separable, we show that G D has an unnatural isomorphism. Label the vertices of G that correspond to H 1 and H 3 by 1 and 3, respectively, and the vertices that correspond to H 2 by their labels in H 2 . Similarly, within D i , label the vertices of the outermost G that correspond to H 1 and H 3 by D i,1 and D i,3 , respectively, and for any vertex α of H 2 , label the vertices of the outermost G that correspond , 1) , under the usual total order, and let D be the (k, k ) total order digraph formed on this set (where no join has been performed). Then D is a separable (k, k ) total order digraph. To see this, we show that Z D has an unnatural automorphism. There is an isomorphism σ that maps S onto two copies of itself, since S is countably infinite. Let µ be the map that takes D i to itself for all i < 0, takes D 0 to D 0 ∪ D 1 using σ, and takes D i to D i+1 for all i > 0. This is an unnatural automorphism of Z D.
However, in the finite case, it is possible to come up with a characterization of separable (k, k ) total order digraphs. 
, there is a k-arc from v to w and a k -arc from w to v. Define i to be the number of these subdigraphs (i.e., one greater than the largest subscript used). Notice that this choice of D 0 , . . . , D i−1 is uniquely determined by the structure of D. Notice also that since D is a total order digraph, by definition we must have i ≥ 2.
Let µ be an unnatural automorphism of G D. Then there exist vertices w, x, y of G for which x = y, and x, y ∈ V (B w ). Since i ≥ 2, we can in fact choose x and y to ensure that V (D x ) ∩ V (µ(D each of x, y and v taking on the role of v once. This allows us to conclude (among other things) that
• the arcs from x to v and from y to v have the same color;
• the arcs from x to y and from x to v have the same color; and • the arcs from y to x and from y to v have the same color. Combining these statements yields the conclusion that the arcs from x to y and from y to x have the same color, which forces k = k . But this is a contradiction. We therefore conclude that for any vertex w of G, there are at most two distinct vertices x and y of G for which x, y ∈ V (B w ). A similar argument shows that for any vertex x of G, there are at most two distinct vertices v and w of G for which x ∈ V (B v ) and x ∈ V (B w ).
We have shown that
Since the arc from x to y has color k and the reverse arc has color k , there must be some 0 ≤ i < i such that
Because of the uniqueness of the decomposition of D, we must have
Rewriting the first of these statements as D It is not hard to show that µ is an automorphism, and µ is clearly unnatural. Before doing so, however, we will provide a result that gives the form of Aut(C D) in some generality. We will assume that D is finite, and that C has no induced subdigraph G for which
• G is an externally related (k, k ) total order digraph; and • G has an induced subdigraph isomorphic to Z. Thus, Corollary 4.2 will apply.
We require a few more pieces of notation in this section.
Notation 5.1 In the next few results, it will prove convenient to have a special notation for the colour digraph on n vertices that has an arc of color k from every vertex to every other vertex (that is, the complete digraph on n vertices, all of whose arcs have color k). We denote this by K k n . The following two pieces of notation will be used in both this section and the next. Notation 5.2 Let Γ be a permutation group acting on the set Ω. Then for any partition P of the elements of Ω, we let fix Γ (P) denote the subgroup of Γ that fixes every set P ∈ P setwise. (D) , then the color k for which C has a pair of k-twins and the k-complement of D is disconnected, is unique. Henceforth, k will be used exclusively to denote this color.
With this fixed k, we consider the externally related k-classes of C. These form a partition of the vertices of C. We denote this partition by P.
Let B be the set of connected components of the k-complement of D; we partition B into subsets B 1 , . . . , B m where all of the components in B i are isomorphic for every 1 ≤ i ≤ m, and m is the number of nonisomorphic components of the k-complement of D. For each 1 ≤ i ≤ m, let B i ∈ B i be any one copy of the component in this set of isomorphic components. Then it is straightforward to see that
a direct product of wreath products.
We are now ready to give the form of Aut(C D). • G is an externally related (k 1 , k 2 ) total order digraph; and • G has an induced subdigraph isomorphic to Z (where the colors of the total order in Z are k 1 and k 2 . We must have
where 1 Aut(D) denotes the identity element of Aut(D).
Before proving this theorem, some comments are appropriate.
There is redundancy in the group Aut(C) 1 Aut(D)
To see this, we clarify how the group Aut(C) 1 Aut(D) We could therefore write Aut(C D) as
where Aut 0 (C) is a permutation group for which Aut(C) = Aut 0 (C) fix Aut(C) (P). This notation has the advantage that it can be written as a semi-direct product: this group is in fact and the redundancy has been eliminated. However, difficulties in choosing the precise action of Aut 0 (C) make this method of eliminating redundancy seem somewhat artificial, so we have left in the redundancy. With these comments in mind, we proceed with the proof of the theorem. Proof. Let Q be a partition of the vertices of D into sets of vertices, each of which induces a connected component of the k-complement of D. Then we let Q be a partition of the vertices of C D, where for each Q ∈ Q, and for each v ∈ V (C), there is a set Q v ∈ Q , namely Q v = {(v, w) : w ∈ Q}. We claim that the partition Q is preserved by every element of Aut(C D), by which we mean that if g ∈ Aut(C D), (v, w) ∈ Q v , and
Towards a contradiction, suppose that there were some g ∈ Aut(C D) that did not preserve the partition Q . Then there must be some Q v ∈ Q for which there exist Q , Q ∈ Q with Q = Q , such that g(Q v ) ∩ Q = ∅, and g(Q v ) ∩ Q = ∅. Recall that each element of Q is a set of vertices of C D in some copy of D that corresponds to the vertices of a connected component of the k-complement of D. Therefore, there exists some vertex v of C for which 
Since both of these sets are nonempty, this again leads to the contradiction that g(Q v ) induces a disconnected subgraph of the k-complement of D. So the arcs between v and v in C have two distinct colors. In the proof of Lemma 3.9, condition (1) of Theorem 3.2 is only used to show that we can choose w 0 , x 0 and x 1 so that U w 0 ,x 0 = V (D x 0 ) and
. But here D is finite, so the fact that v , v ∈ V (B v ) is enough to show that this holds for v taking the role of w 0 , and v , v taking the roles of x 0 and x 1 , and these vertices satisfy the premise of the second conclusion of Lemma 3.9. Notice that the first conclusion of Lemma 3.9 does not hold. Condition (ii) of Theorem 3.2 holds since D is finite, and the second conclusion of Lemma 3.9 cannot hold because of the restrictions on C. All of this together with the fact that g is an unnatural automorphism of C D, produce a contradiction from Lemma 3.9. We conclude that the partition Q is indeed preserved by every element of Aut(C D).
With this fact in hand, it is straightforward to verify that
Since fix Aut(C D) (P) is the kernel of the projection of Aut(C D) onto the partition P, this group is in fact normal in Aut(C D), as we claimed in the observations that preceded this proof. Since fix Aut(C D) (P) Aut(C D), every automorphism in Aut(C D) can be formed by combining an automorphism in fix Aut(C D) (P) with an automorphism that permutes sets of the partition P according to some automorphism of C; as mentioned in our observations, Aut 0 (C) 1 Aut(D) would provide a semi-direct product since redundancy would be eliminated, but we certainly have
.
Since both of the groups that make up the product on the right have been shown to be subgroups of Aut(C D), we have the desired equality.
Although it is of interest to have determined this exact form of the automorphism group of any wreath product color digraph, the expression at which we have arrived is not always as enlightening as it could be. For many wreath products of color digraphs C D, it turns out that if Aut(C D) = S n for some n then it is possible to find nontrivial color digraphs C and D for which C D ∼ = C D, and Aut(C D) = Aut(C D ) = Aut(C ) Aut(D ). That is to say, that in these cases, if Aut(C D) = Aut(C) Aut(D), it merely means that we have made the wrong choices for C and D, the factors of our wreath product.
We will require a lemma. Whenever there is some color k, 0 ≤ k ≤ r, for which the k-complement of D is disconnected, then C has k-twins, and the k-complement of D is disconnected.
have color k also. Notice that this means that the k -complement of D is connected for every k = k. Thus, if there is some some color k for which the k -complement of D is disconnected, we must have k = k, and if the color of the arcs from Finally, we establish that w and w are k-twins. We have already shown that the arcs between w and w in C have color k. Let w ∈ V (C ), and suppose that the arc from w to w has color k . Let v be any vertex of C for which V (D v ) ∩ V (D w ) = ∅. Then all arcs from D w to D w have color k , and the various nonempty intersections establish that this is equivalent to all arcs from D v to D v having color k , which in turn is equivalent to all arcs from D w to D w having color k ; that is, the arc from w to w has color k . We can reverse the direction of the arcs in this argument to complete the proof that w and w are k-twins, as claimed. Proposition 5.6 Let C and D be finite color digraphs, C having n 1 vertices, and D having n 2 vertices, with n 1 n 2 = n, and X = C D. The conditions on C and D that follow are both necessary and sufficient to ensure that
The conditions are: For any color k for which C has k-twins and the k-complement of D is not connected, at least one of the following must hold:
• Proof. Sufficiency. Suppose that the conditions hold, and that Aut(X) = Aut(C) Aut(D). Then by Corollary 4.1, there is some k for which C has k-twins and the kcomplement of D is not connected. We break the proof down into cases, according to which of the three conditions holds. We claim that Aut(X) = Aut(C D ) Aut(D ). Since D and D are nontrivial, so is C where C = C D , and (since wreath products are associative) clearly X = C D , so establishing our claim will be sufficient to complete the proof in this case. Again, we will use the conditions in Corollary 4.1 to establish our claim.
Suppose that for some color k , C has k -twins, which we will call v 0 and v We have shown that C having k -twins forces the k -complement of D to be connected, so by Corollary 4.1, Aut(X) = Aut(C ) Aut(D ) and we are done.
Case 3. C ∼ = C C for some nontrivial C and C , and Aut(C) = Aut(C ) Aut(C ). We claim that Aut(X) = Aut(C ) Aut(C D). Since C and C are nontrivial, so is D where D = C D, and (since wreath products are associative) clearly X = C D , so establishing our claim will be sufficient to complete the proof in this case. Again, we will use the conditions in Corollary 4.1 to establish our claim.
Since Aut(C) = Aut(C ) Aut(C ), we have that for any color k , C having k -twins implies that the k -complement of C is connected. But if the k -complement of C is connected, then the k -complement of C D, which is the same as the k -complement of D , will also certainly be connected, so Corollary 4.1 again tells us that Aut(X) = Aut(C ) Aut(D ) and we are done.
Necessity. We consider all of the ways in which the assumption
can be satisfied, and show that for each, the conditions must hold.
First, if Aut(X) = Aut(C) Aut(D), then by Corollary 4.1, for every color k, C having k-twins implies that the k-complement of D is connected, so the premise of the conditions never occurs, and therefore the conditions are vacuously satisfied.
If Aut(X) = S n , then there must be some color k for which X ∼ = K k n . Hence we must
. Notice that C has no k -twins for any k = k, so the premise of our conditions can only be satisfied by the color k. We have shown that in this case, condition (1) is satisfied whenever the premise holds. Suppose that there is some k for which C has k -twins and some vertex v of D that has arcs of color k to and from every other vertex of D . Then in C , take the copies of v in two copies of D corresponding to vertices in C that are k -twins; these two vertices will be k -twins in C . So C has k -twins, and again the k -complement of D must be connected. This is precisely what remained to be shown of condition (2) .
Finally, we suppose that every copy of D is contained within a copy of D , so every copy of D is a union of copies of D, and again since Aut(X) = Aut(C ) Aut(D ) = Aut(C) Aut(D), the union must be nontrivial. Then since C D = C D , we must in fact have D = C D for some nontrivial C , and C = C C (we already have C nontrivial, by assumption). Now, using Corollary 4.1, Aut(X) = Aut(C ) Aut(D ) means that for any k , if C has k -twins then the k -complement of D is connected. Notice that the k -complement of D being connected forces the k -complement of C to be connected, since D ∼ = C D . But this has shown (using Corollary 4.1) that Aut(C) = Aut(C ) Aut(C ), and so condition (3) holds.
It may not be easy to see precisely which color digraphs satisfy the condition given in Proposition 5.6. In fact, although it is possible to show that vertex-transitive color digraphs satisfy this condition, a direct proof of a stronger result turns out to be shorter. Since X (and therefore C) is vertex-transitive and finite, every externally related kclass of C has the same size, r (say), and since C has k-twins, we have r > 1. Therefore, every externally related k-class of C induces a subdigraph of C that is isomorphic to K k r for some r > 1. Since each class is externally related, we have C ∼ = C K 
Isomorphisms of Wreath Products of Cayley Digraphs of Abelian Groups
In recent years, a great deal of work has been directed towards solving the Cayley isomorphism problem. That is, given any two isomorphic Cayley (di)graphs Γ and Γ of a group G, is it true that there exists α ∈ Aut(G) such that α(Γ) = Γ ? If the answer to the preceding question is yes for every Γ isomorphic to Γ, then we say that Γ is a CI-(di)graph of G. If any two isomorphic Cayley (di)graphs of G are isomorphic by a group automorphism of G, we say that G is a CI-group with respect to (di)graphs. This problem was first proposed in 1967 byÁdám [1] in a less general form when he conjectured that Z n was a CI-group with respect to graphs. The problem was generalized by Babai in [3] . The reader is referred to [9] for a recent survey of this problem. Here, we will be concerned with the isomorphism problem for Cayley digraphs that can be written as a wreath product. Intuitively, if Γ 1 is a CI-(di)graph of G 1 , and Γ 2 is a CI-(di)graph of G 2 , then surely Γ 1 Γ 2 is a CI-(di)graph G 1 × G 2 . This, however, is not true as the following example shows. Before turning to this example, we will need Babai's well-known characterization of the CI property [3] (we remark that Alspach and Parsons [2] also obtained this criterion, although in a less general form).
We require a few pieces of notation.
Notation 6.2 We use N G (H) to denote the subgroup of G that normalizes H, where H is a subgroup of G.
Lemma 6.3 For a Cayley (di)graph Γ of G the following are equivalent: 
Proof. We first claim that Z p (Z p Z p ) contains regular subgroups R 1 and p) ) admits a unique complete block system B consisting of p blocks of size p 2 formed by the orbits of 1 Sp (AGL(1, p) AGL(1, p) ). Furthermore, fix R 1 (B) = τ p 1 , ρ 1 and fix R 2 (B) = ρ 2 . Let δ ∈ AGL(1, p) (AGL(1, p) AGL (1, p) ). Then δ(B) = B so that fix δ −1 R 2 δ (B) is cyclic while fix R 1 (B) is not cyclic. Hence R 1 and R 2 are not conjugate in AGL(1, p) (AGL(1, p) AGL(1, p)) as claimed.
It thus only remains to show that there exists Cayley (di)graphs of Z p × Z p 2 whose automorphism groups contain Z p (Z p Z p ) and are contained in AGL(1, p) (AGL(1, p) AGL (1, p) ). This though, is easy to accomplish using the literature. First, Alspach and Parsons [2] have determined necessary and sufficient conditions for a Cayley (di)graph of Z p 2 to be a CI-digraph of Z p 2 (including when the full automorphism groups contains Z p Z p ), and Gu and Li [4] have determined for which values of m all Cayley graphs of Z p 2 that are regular of degree m are CI-graphs.
Lemma 6.5 Let G and H be groups and J ≤ S G , K ≤ S H contain G L and H L respectively. Suppose that any two regular subgroups of J isomorphic to G are conjugate in J and any two regular subgroups of K isomorphic to H are conjugate in K. Let ϕ ∈ S G S H such that ϕ
L ϕ andḠ L are also conjugate in J K. Proof. It is straightforward to verify that (G × H) L =Ḡ L ×H L so that (G × H) L ≤ J K. As ϕ ∈ S G S H , ϕ(g, h) = (σ(g), ω g (h)), where σ ∈ S G , ω g ∈ S H . Let B be the complete block system of J K formed by the orbits of 1 S G K. As any two regular subgroups of J isomorphic to G are conjugate in J, there exists δ ∈ J K such that
Replacing ϕδ by ϕ, we assume without loss of generality that ϕ −1 (G × H) L ϕ/B = G L . Hence ϕ(g, h) = (g L α(g), ω g (h)) for some g ∈ G and α ∈ Aut(G). Define ψ : G × H → G × H by ψ(g, h) = (α −1 (g), h). Then ψ ∈ Aut(G×H)∩(S G S H ). Furthermore, ϕ −1 (G×H) L ϕ is conjugate to (G×H) L in J K if and only if ψ −1 ϕ −1 (G × H) L ϕψ is conjugate to (G × H) L in ψ −1 J Kψ = αJα −1 K. Replacing αJα −1 by J and ϕψ by ϕ, we assume without loss of generality that α = 1. AsḠ L ≤ J K, we may also assume that g = 1. Hence ϕ(g, h) = (g, ω g (h)).
As any two regular subgroups of K isomorphic to H are conjugate in H, by standard arguments there exists δ ∈ 1 S G K such that
L ϕδ| B ≤H L | B for every B ∈ B. By replacing ϕ with ϕδ, we assume that ϕ
−1H
L ϕ| B ≤H L | B for every B ∈ B, so that ϕ(g, h) = (g, (h g ) L α g (h)), where h g ∈ H, α g ∈ Aut(H). As H L | B ∈ J K for every B ∈ B, we assume that h g = 1 H for every g ∈ G, so that ϕ(g, h) = (g, α g (h)). Let ∈ G, so that the map ( , 1 H ) L ∈ (G × H) L . Then
Setting k to be the map defined by k ( , h) = ( , α −1 α 1 G ) and k (i, h) = (i, h) if i = , we have that each k ∈ J K as ϕ −1 (
. Setting k = Π ∈G k , we see that ϕk(g, h) = (g, α 1 G (h)). It is then easy to see that k
L ϕk =Ḡ L . The result then follows.
Theorem 6.6 Let Γ 1 be a CI-digraph of H and Γ 2 be a CI-digraph of K, where H and K are abelian groups such that gcd(|H|, |K|) = r. If every Sylow p-subgroup of both H and K is elementary abelian for every prime divisor p of r, then Γ 1 Γ 2 is a CI-digraph of G = H × K.
Proof. It is straightforward to verify that (H
. We first show that there exists δ ∈ Aut(Γ 1 Γ 2 ) such that G L , δ
. If Aut(Γ) = Aut(Γ 1 ) Aut(Γ 2 ), we may take δ = 1. We thus assume that Aut(Γ) = Aut(Γ 1 ) Aut(Γ 2 ). By Theorem 5.7 we have that Aut(Γ) = Aut(Γ 1 ) (S rs Aut(Γ 2 )) for some r, s > 1, where Γ 1 and Γ 2 are appropriate wreath products. It is not then difficult to see that there exists δ ∈ Aut(Γ) such that G L , δ −1 ϕ −1 G L ϕδ ≤ (Aut(Γ 1 ) S r ) (S s Aut(Γ 2 ). We thus assume without loss of generality (replacing δϕ by ϕ) that ϕ −1 G L ϕ ≤ Aut(Γ 1 ) Aut(Γ 2 ). Note that Aut(Γ 1 ) Aut(Γ 2 ) admits a unique complete block system B of |G| blocks of size |H| formed by the orbits ofK L . The following result is now immediate. Corollary 6.7 Let H and K be abelian groups such that every Sylow subgroup of H and K is elementary abelian. If Γ 1 is a CI-(di)graph of H and Γ 2 is a CI-(di)graph of K, then Γ 1 Γ 2 is a CI-(di)graph of H × K. Corollary 6.8 Let H and K be abelian groups such that gcd(|H|, |K|) = r. Then the following are equivalent:
1. whenever Γ 1 is a CI-digraph of H and Γ 2 is a CI-digraph of K, then Γ 1 Γ 2 is a CI-digraph of H × K, 2. if p divides r is prime, then every Sylow p-subgroup of H and K is elementary abelian.
Proof. That (2) implies (1) follows directly from Theorem 6.6. To show that (1) implies (2), suppose that a Sylow p-subgroup of H or K is not elementary abelian for some prime p|r. Then G must contain a subgroup isomorphic to Z p × Z p 2 . By Example 6.4, there a Cayley (di)graph Γ of Z p × Z p 2 which can be written as a wreath product of a Cayley (di)graph of Z p and a Cayley (di)graph of Z p 2 and can also be written as a wreath product of a Cayley (di)graph of Z p 2 × Z p . It is then not difficult to see that |H| · |K|/p 3 disjoint copies of Γ is a Cayley (di)graph of H × K that is not a CI-(di)graph of H × K (as Γ is not a CI-digraph of Z p × Z p 2 ), a contradiction.
It is possible that a stronger result is true. We would like to propose the following conjecture. Conjecture 6.9 Let H and K be abelian groups, Γ 1 a Cayley (di)graph of H, and Γ 2 a Cayley (di)graph of K. If Γ 1 is not a Cayley (di)graph of an abelian group with more elementary divisors than H and Γ 2 is not a Cayley (di)graph of an abelian group with more elementary divisors than K, then Γ 1 Γ 2 is a CI-(di)graph of H × K. 
