Abstract. Retake detection is useful for many applications of video summarization. It is a challenging task since different takes of the same scene are usually of different lengths; or have been recorded under different environment conditions. A general approach to solve this problem is to decompose the input video sequence into sub-sequences and then group these sub-sequences into clusters. By combining with temporal information, the clustering result is used to find take and scene boundaries. One of the most difficult steps in this approach is to cluster sub-sequences. Most of previous approaches only use one keyframe for representing one sub-sequence and extract features such as color and texture from this keyframe for clustering. We propose another approach to improve the performance by combining the motion feature extracted from each sub-sequence and the features extracted from each representing keyframe. Experiments evaluated on the standard benchmark dataset of TRECVID BBC Rushes 2007 show the effectiveness of the proposed method.
Introduction
In film and video production, people usually have to deal with large amount of un-edited or rushes video content since one scene in rushes of video might have been recorded many times for different reasons. Each recording of the scene involves different takes, and only the best take is selected to make the final edited content while the others are removed. The takes that are removed are called redundant takes or retakes of the selected take, and finding the takes that are belong to one scene to group them into one cluster is the problem of retake detection. One motivation of retake detection is it can help editors by automatically finding the best takes to be used. Another motivation is in problem of video summarization, where editors have to make a shorter version of original video.
There are several challenges when solving the problem of retake detection:
-Different takes of the same scene usually have different lengths of time. For example, some shots are disrupted by miscues, bloopers, or various unexpected mistakes.
-Even if two takes whose duration are very similar are still slightly different due to differences in environmental conditions or various differences in the actions of actors. If only several keyframes are used for segment representation, it will be sensitive to the acquiring conditions such as changing light, and changing positions of objects or actors. -The boundary of retakes and scene formed by these takes is usually unknown.
Bailer et al. [1] proposed a distance measure based on Longest Common Subsequence (LCSS) to determine the similarity of segments in the video. These similar segments were then grouped into one cluster if they belong to one scene. Dumont and Merialdo [2] divided the input video into one-second segments and then used Smith-Waterman algorithm to find all similarity segments in the video. Feng Wang and Chong-Wah Ngo [3] tried to find takes directly by using shot boundary detection combined with speech recognition.
Most of these approaches only focus on matching video sequences in some feature space. In this paper, we focus on another aspect that is how to represent video sequences (i.e. feature representation of video sequences) to improve the matching performance. We propose to use motion feature that was not considered in related work to encode spatio-temporal relation between consecutive frames. By adding the motion feature to existing features such as color and texture, the representation has more discriminative power, resulting better matching performance.
Framework Overview
We adopt the general framework proposed in [2] for the problem of retake detection in video (c.f Figure 1) . First, the input video is divided in segments by using shot boundary detector [1, 3] or sampling every 1-second length [2] . Next, keyframe images are extracted from the segments and then features are extracted from these keyframe images. A clustering method such as k-means or hierarchical clustering is used to group similar segments into clusters. After the clustering step, by using the cluster labels, the input video is represented as a list of labels.
Since one retake might contain several segments, Smith-Waterman algorithm is then applied to find all repeated sub-sequences [2] . This step is considered as a further grouping of segments to form retakes. Finally, scenes that are sets of retakes are formed. We use rand index metric proposed by W. M. Rand [4] to evaluate the results against the groundtruth.
Feature Extraction Color Moments (CM)
Color moments have been successfully used in retrieval systems [5] and proved to be efficient and effective in representing color distributions of images [6] . The first order (mean), the second order (variance) and the third order (skewness) color moments are defined as:
where f ij is the value of the i-th color component of the image pixel j, and N is the number of pixels in the image.
Local Binary Patterns (LBP)
The LBP operator proposed by Ojala et al. [7] is a powerful method for texture description. It is invariant with respect to monotonic grey-scale changes, hence no grey-scale normalization needs to be done prior to applying the LBP operator. This operator labels the pixels of an image by thresholding the neighborhoods of each pixel with the center value and considering the result as a binary number.
Motion Feature
Since optical flow is an approximation of image motion based on local derivatives of sequence images. It specifies how much each pixel moves between adjacent frames in the video. If I(x, y, t) is the center in (m × m) neighbourhood and moves by δx, δy in time δt to I(x + δx, y + δy, t + δt). Since I(x, y, t) and I(x + δx, y + δy, t + δt) are intensity of the same pixel, we have:
Assuming the movement to be small, we can perform a 1 st Taylor series expansion about I(x, y, t) as follows: 
Where V x and V y are the x and y components of the velocity or optical flow of I(x, y, t) and (2) can be rewritten as
We cannot compute V x and V y directly since (3) is an equation in two unknowns. This is known as the aperture problem of the optical flow algorithms, so we applied Lucas and Kanade method [8] to solve this problem. After the optical flow of two consecutive keyframe images was computed, an orientation histogram of optical flow is built and used as the motion feature. To discriminate two different keyframe images more accurately, the keyframe images are divided into regions by using a 5 × 5 grid. The features are extracted for each region and concatenated to form the final feature vector. Then, all features including color moments, local binary patterns, and motion features are concatenated and normalized to a zero mean and unit standard deviation.
Finding All Repeated Sub-Sequences
We use k-means clustering for grouping segments. After that, the input video is presented as a list of strings S = s 1 s 2 . . . s n where s i is the cluster label of the segment represented by keyframe image f i in the video and n is the number of keyframes extracted from the video. Since the video contains several scenes and each scene is recorded several times (each time is called a take), several sub-sequences of S should be repeated at different positions in the video sequence. Our work is to find these repeated sub-sequences. To do so, we adopt the method described in [2] that uses Smith-Waterman algorithm [9] . This algorithm is based on dynamic programming and is designed to not only compare the global alignment of two sequences of characters (two strings) but also their local alignment. To find all aligned sub-sequence of two sequences, a scoring matrix of (m + 1) × (n + 1) is located with each column for each character in the first sequence and each row for each character in the second sequence. Cells of scoring matrices indicate the cost of changing a sub-sequence of the first sequence to a sub-sequence of the second sequence.
Build Scoring Matrix. Given two sequences of characters:
scoring matrix H is built as:
is the score of similarity between two sequences that end at a i , b j respectively. The m is the length of sequence A and the n is the length of sequence B. Figure 2 below shows an example of the scoring matrix when two sequences S 1 = ACACACT A and S 2 = AGCACACA are compared. In this example, w(match) = +2; w(mismatch) = w(a,-) = w(-,b) = -1.
Trace Back to Find Optimum Local Alignment. To obtain the optimum local alignment of two sequences, we start at the highest value in scoring matrix (i, j) and then trace it back from this position to one of three previous positions (i − 1, j − 1), (i − 1; j), and (i, j − 1) that depend on which position has a maximum value. This trace back is repeated until we meet a matrix cell with a zero value. In the example above, the optimum local alignment starts at position (8, 8) and the trace back sequence is (7,7), (7, 6) , (6, 5) , (5, 4) , (4, 3) , (3, 2) , (2,1), Smith-Waterman Algorithm. We use Smith-Waterman algorithm to find all repeated sub-sequences as follows:
. . s n -Build scoring matrix H of two sequences: S and itself -Loop :
• Find the position (i, j) in which H(i, j) is maximum • If H(i, j) < threshold break; * Trace back to find optimum aligned sub-sequence and store it (two sub-sequences are aligned together if they are belong to trace back trajectory) * Update scoring matrix to find next aligned sub-sequence -Output: a rank list of aligned sub-sequences (after this, it is called a list of take candidates)
Forming Takes and Scenes
We have a list of take candidates in this step. Our work now is grouping all takes of the same scene into one group and each group will be a scene. We do the following steps to form a scene and a take.
-Remove all take candidates whose length is too short (< 4 seconds) 
Experiments
We have tested our proposed method on five videos selected randomly from TRECVID BBC Rushes 2007. The groundtruth is provided by NIST that was used for evaluation of the summarization task in TRECVID benchmark 2007. Rand index [4] is used to evaluate the performance of the two methods without and with using motion feature. Since the performance of the methods depends on choosing the best k in k-means clustering, we tried different values k = 180, 190, 200, 210, 220, 230, 250 and only the best performance is reported in the comparison table.
As shown in table 1, adding motion feature boosts the detection performance both in scenes and takes. We also found that motion feature does not help improve performance in all situations. The MRS157475 video is an example. The reason is this video was recorded outdoors in high wind conditions. In this case, the motion feature is not useful since it has a lot of noises and current motion feature could not handle. 
Conclusions
Retake detection is a important but challenging task for applications of video summarization. Existing work [2, 1] only focuses on how to group sub-sequences into takes and scenes. In order to improve further the performance, we propose to add motion feature in current features such as color and texture used in these existing frameworks. Experimental results on BBC Rushes dataset of TRECVID 2007 show effectiveness of the proposed method.
