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We show that a linear transformation on a vector space is a sum
of two commuting square-zero transformations if and only if it is
a nilpotent transformation with index of nilpotency at most 3 and
the codimension of im T ∩ ker T in ker T is greater than or equal to
the dimension of the space im T2. We also characterize products of
two commuting unipotent transformations with index 2.
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1. Introduction
Let T be a linear transformation on a vector space V . If Tn = 0 for some integer n and Tn−1 /= 0,
we say that T is a nilpotent with index of nilpotency n. If T2 = 0, we say that T is a square-zero
transformation.
Considering the question which linear transformations can be written as a sum of two nilpotents,
Wu [8] showed that a square matrix is a sum of two nilpotent matrices if and only if its trace equals
zero. In [7] Wang and Wu showed that a matrix T is a sum of two square-zero matrices if and only if
T is similar to −T . They also showed that a normal (bounded) operator T on an inﬁnite-dimensional
Hilbert space is a sum of two square-zero operators if and only if T is unitarily equivalent to −T .
In this paper, we shall characterize linear transformations that can be written as a sum of two
commuting square-zero transformations on ﬁnite-dimensional and on inﬁnite-dimensional vector
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spaces. Because of commutativity, a sum of two square-zero transformations is a nilpotent with index
of nilpotency at most 3 and its square can be written as a product of two commuting square-zero
transformations. It turns out that not every such nilpotent is a sum of two commuting square-zero
transformations.
In Section 2, we show that a linear transformation can be written as a sum of two commuting
square-zero transformations if and only if it is a nilpotent with index of nilpotency at most 3 and the
codimension of im T ∩ ker T in ker T is greater than or equal to the dimension of the space im T2. In
addition, we also state the characterizations of such sums among n × n matrices over algebraically
closed ﬁelds and operators on inﬁnite-dimensional, separable, complex Hilbert spaces. Finally, in
Section 3 we characterize products of two commuting unipotent transformations with index 2.
2. Main results
Let T be a linear transformation on a vector space V . If T can be written as a sum of two commuting
square-zero transformations, then T is a nilpotent transformation with index of nilpotency at most 3
and T2 is a product of two commuting square-zero transformations.
Products of commuting square-zero operators were characterized by Kokol Bukovšek et al. in [2].
They showed that an n × nmatrix over an algebraically closed ﬁeld can be written as a product of two
commuting square-zero matrices if and only if it is a square-zero matrix and its rank is less than or
equal to n
4
. They also showed that a bounded operator T on an inﬁnite-dimensional, separable, complex
Hilbert space is a product of two commuting square-zero operators if and only if T is a square-zero
operator and the dimension of ker T ∩ ker T∗ equals inﬁnity.
Linear transformations on an inﬁnite-dimensional vector space V that can be written as a prod-
uct of two square-zero transformations were characterized by Sullivan [5]. He showed that a linear
transformation T is a product of two square-zero transformations if and only if the codimension of
im T ∩ ker T in ker T equals dim V . Similarly as in [2]we can show that T is a product of two commuting
square-zero transformations if and only if it is a square-zero transformation and the codimension of
im T in ker T equals dim V .
Note that every square-zero transformation can bewritten as a sumof two commuting square-zero
transformations (T = T + 0 or T = 1
2
T + 1
2
T).
It can easily be seen that not every nilpotent transformation of nilpotency 3 can be written as a
sum of two commuting square-zero transformations. For example, let Jk denote the Jordan canonical
block of the size k. Since the square of J3 cannot bewritten as a product of two commuting square-zero
matrices, J3 is not a sum of two commuting square-zero matrices.
On the other hand, the square of J3 ⊕ 0 can be written as a product of two commuting square-zero
matrices and we can ﬁnd that⎛⎜⎜⎝
0 1 0 0
0 0 1 0
0 0 0 0
0 0 0 0
⎞⎟⎟⎠ = 1
2
⎛⎜⎜⎝
0 1 0 −1
0 0 1 0
0 0 0 0
0 0 1 0
⎞⎟⎟⎠+ 1
2
⎛⎜⎜⎝
0 1 0 1
0 0 1 0
0 0 0 0
0 0 −1 0
⎞⎟⎟⎠ .
It turns out that a matrix can be written as a sum of two commuting square-zero matrices if and
only if its Jordan canonical form is a direct sum of blocks J2, J3 ⊕ 0 and a zero block.
In the inﬁnite-dimensional case the square of each nilpotent with index of nilpotency 3 can be
written as a product of two commuting square-zero transformations. But can it be also written as a
sum of two commuting square-zero transformations? The following example shows that the answer
is negative.
Example 2.1. Let V be an inﬁnite-dimensional vector space and let T be a linear transformation on a
direct sum of three copies of V of the form⎛⎝0 I 00 0 I
0 0 0
⎞⎠ .
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Hence T3 = 0. Since T2 =
(
0 0 I
0 0 0
0 0 0
)
, the codimension of im T2 in ker T2 equals to dim V . So, T2
can be written as a product of two commuting square-zero transformations. Assume that T = M + N,
whereM andN are commuting square-zero transformations. SinceM commuteswith T it is of the form
M =
(
A B C
0 A B
0 0 A
)
and N =
(−A I − B −C
0 −A I − B
0 0 −A
)
. SinceM and N are square-zero transformations, we
get A = 0 and B2 = (I − B)2 = 0, which is impossible.
The following Lemma and Theorem hold in the ﬁnite as well as in the inﬁnite dimensional case.
Lemma 2.2. If T is a nilpotent transformation on a vector space V with index of nilpotency 3, then there
exists a decomposition V1 ⊕ V2 ⊕ V3 of the space V , so that T is of the form⎛⎝0 ∗ ∗0 0 ∗
0 0 0
⎞⎠
and V1 = im T2.
Proof. Choose the decomposition of the space V = V1 ⊕ V2 ⊕ V3, such that V1 = im T2 and V1 ⊕
V2 = ker T2. Since im T ⊆ ker T2 and im T2 ⊆ ker T , T is of the form⎛⎝0 A B0 C D
0 0 0
⎞⎠ .
FromV1 = im T2, it follows thatC2 = 0andCD = 0.WecanwriteV2 = V21 ⊕ V22,whereV21 = ker C.
According to this decomposition C and D are of the form C =
(
0 C˜
0 0
)
and D =
(
D1
D2
)
, where C˜ is
injective. From CD = 0 we see that D2 = 0 since C˜ is injective. Hence, the linear transformation T
relative to the decomposition V = V1 ⊕ V21 ⊕ (V22 ⊕ V3) is of the form⎛⎝0 ∗ ∗0 0 ∗
0 0 0
⎞⎠ . 
We can now state the following characterization of sums of two commuting square-zero transfor-
mations.
Theorem 2.3. A linear transformationT is a sumof two commuting square-zero transformations if andonly
if T is a nilpotent transformation with index of nilpotency at most 3 and the codimension of im T ∩ ker T
in ker T is greater than or equal to the dimension of the space im T2.
Proof. Suppose ﬁrst that T3 = 0 and the codimension of im T ∩ ker T in ker T is greater than or equal
to the dimension of the space im T2. Choose decomposition of the space V = V1 ⊕ V2, such that V2 ⊆
ker T , V2 ∩ im T = {0} and dim V2 = dim(im T2). Then the transformation T is of the form
(
T˜ 0
0 0
)
.
It is obvious that also T˜3 = 0. By Lemma 2.2, we can ﬁnd a decomposition of the space V = V11 ⊕
V12 ⊕ V13 ⊕ V2, such that T is of the form
T =
⎛⎜⎜⎝
0 A B 0
0 0 D 0
0 0 0 0
0 0 0 0
⎞⎟⎟⎠
and dim V11 = dim V2. Deﬁne transformationsM and N by
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M = 1
2
⎛⎜⎜⎝
0 A B I
0 0 D 0
0 0 0 0
0 0 −AD 0
⎞⎟⎟⎠ and N = 1
2
⎛⎜⎜⎝
0 A B −I
0 0 D 0
0 0 0 0
0 0 AD 0
⎞⎟⎟⎠ ,
where we identify V11 and V2. It is easy to check that M and N are square-zero transformations, they
commute and T = M + N.
To prove the converse, suppose now that T = M + N, where M and N are commuting square-
zero transformations. From equalities T2 = 2MT = 2NT it follows that the transformations M and N
restricted to the space im T are equal to 1
2
T . Choose a decomposition of the space V = im T ⊕W ,
whereW is some complement of im T . We can assume that T is represented as
(
2A B
0 0
)
. According to
the above remark, we have
M =
(
A X
0 Y
)
and N =
(
A B − X
0 −Y
)
for some transformations X and Y . SinceM and N are square-zero transformations that commute, we
can easily compute that A2 = 0, Y2 = 0, AX + XY = 0 and AB = BY + 2AX .
Since A2 = 0, we can write im T = V1 ⊕ V2, where V1 = ker A. Then A is of the form
(
0 A˜
0 0
)
,
where A˜ is injective. Similarly, since Y2 = 0, we can writeW = V3 ⊕ V4, where V3 = im Y . So Y is of
the form
(
0 Y˜
0 0
)
, where Y˜ is surjective.
According to this decompositions we have B =
(
B1 B2
B3 B4
)
and X =
(
X1 X2
X3 X4
)
. From the other two
equations and the fact that A˜ is injectivewe see thatB3 andX3 are zero transformations, A˜X4 + X1Y˜ = 0
and A˜(B4 − 2X4) = B1Y˜ or equivalently A˜B4 = (B1 − 2X1)Y˜ .
The linear transformation T relative to the decomposition of the space V = V1 ⊕ V2 ⊕ V3 ⊕ V4 is
of the form⎛⎜⎜⎝
0 2A˜ B1 B2
0 0 0 B4
0 0 0 0
0 0 0 0
⎞⎟⎟⎠ .
Hence im T2 = im 2A˜B4 ⊕ 0 ⊕ 0 ⊕ 0 and so
dim(im T2) = dim(im A˜B4) = dim(im (B1 − 2X1)Y˜) dim(im Y˜) = dim V3.
On the other hand, since Y˜ is surjective and B1Y˜ = A˜(B4 − 2X4), there exists a linear transformation
S : V3 → V2 such that B1 = 2A˜S. Let {ei}i∈J be a basis for V3. Deﬁne vectors fi = ei − Sei. It is easy
to check that {fi}i∈J are linearly independent and fi /∈ im T . From Tfi = B1ei − 2A˜Sei = 0, we see
that fi ∈ ker T . Deﬁne V˜3 to be a space with a basis {fi}i∈J . Then V˜3 ⊆ ker T , V˜3 ∩ im T = {0} and
dim V˜3 = dim V3. So the codimension of im T ∩ ker T in ker T is greater than or equal to dim V˜3 =
dim V3  dim(im T2), which completes the proof. 
Observe that if T is a linear transformation on a ﬁnite-dimensional vector space, then the codi-
mension of im T ∩ ker T in ker T is equal to dim(ker T) − dim(ker T ∩ im T) and the dimension of the
space im T2 is equal to dim(im T) − dim(ker T ∩ im T). Sowe can state the following characterization.
Corollary 2.4. An n × n matrix T can be written as a sum of two commuting square-zero matrices if
and only if T3 = 0 and rank (T) n
2
. (Note that the condition rank (T) n
2
is equivalent to dim(ker T)
rank (T).)
What can be said about bounded linear operators on an inﬁnite-dimensional, separable, complex
Hilbert space?With just a smallmodiﬁcationof theproof abovewecan showthe followingproposition.
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Proposition 2.5. Suppose that T is a bounded linear operator on an inﬁnite-dimensional, separable, com-
plex Hilbert space such that ker T + im T is closed. Then the following assertions are equivalent:
(a) The operator T can be written as a sum of two commuting square-zero operators;
(b) The operator T is a nilpotent with index of nilpotency at most 3 and dim(ker T  (ker T ∩ im T))
dim(im T2);
(c) The operator T is a nilpotent with index of nilpotency at most 3 and is similar to an operator S with
dim(ker S ∩ ker S∗) dim(im S2).
Proof. First suppose that T canbewrittenas a sumof twocommuting square-zerooperators. Following
the proof of Theorem 2.3 we can show that dim(im T2) dim V3, where V3 is now a closed linear
subspace equal to im Y . Let P denote the orthogonal projection onto (im T)⊥ = V3 ⊕ V4. Fromequality
A˜(B4 − 2X4) = B1Y˜ it follows that im Y˜ ⊆ P(ker T). Since ker T + im T is a closed space, the subspace
P(ker T) is also closed by [4, Theorem 2.1.]. Hence im Y˜ ⊆ P(ker T). So we have
dim(ker T  (ker T ∩ im T)) dim(P(ker T)) dim(im Y˜),
which shows the implication from (a) to (b).
The implication from (b) to (c) follows from [3, Proposition 3.6].
Suppose now that T is similar to an operator Swith dim(ker S ∩ ker S∗) dim(im S2). As in the ﬁrst
part of the previous proof we can write S as a sum of two commuting square-zero operators, which
completes the proof. 
3. Products of commuting unipotent transformations with index 2
A linear transformation T is called a unipotent with index n if (T − I)n = 0 and (T − I)n−1 /= 0.
Products of unipotent matrices were studied by Fong and Sourour in [1]. They showed that a matrix is
a product of two unipotents if and only if it is the identity matrix or it is nonscalar with determinant
1. Wang and Wu [6] characterized products of two unipotent matrices of index 2.
If a linear transformation is a product of two commuting unipotent linear transformations of index
2, then it is a unipotent of index at most 3. The following corollary characterizes products of two com-
muting unipotent transformations of index 2 on ﬁnite-dimensional as well as on inﬁnite-dimensional
vector spaces.
Corollary 3.1. A linear transformation T is a product of two commuting unipotent transformations with
index 2 if and only if T − I can be written as a sum of two commuting square-zero transformations.
Proof. Let T be a product of two commuting unipotent transformations with index 2, U and V . Then
U = I + M and V = I + N for some square-zero transformations M and N. Since U and V commute,
also M and N commute. Deﬁne a transformation P = M(I + N). It is easy to check that P is a square-
zero transformation and that P commuteswithN. Since T − I = M + N + MN = P + N, we canwrite
T − I as a sum of two commuting square-zero transformations.
To show the converse we use the exponential function. Let S = T − I. By assumption, S = M + N
for some commuting square-zero transformations M and N. Note that eM = I + M is a unipotent
transformationwith index 2. SinceM andN commute, eS = eMeN = eNeM . We only need to show that
T = I + S is similar to eS = I + S + 1
2
S2. Since S3 = 0, S is of the form
(
0 A B
0 0 C
0 0 0
)
by Lemma 2.2.
Deﬁne P =
(
I 12A 0
0 I 0
0 0 I
)
. Hence PSP−1 = S + 1
2
S2. Since T is similar to a transformation that can be
written as a product of two commuting unipotent transformations of index 2, the proof is complete.

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