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The purpose of this paper is to investigate a class of time-dependent neutron 
transport equations in which the total and differential scattering cross sections 
are nonlinear functions of neutron density function. Sufficient conditions on 
the nonlinear cross sections are given to insure the existence, uniqueness and 
asymptotic stability of a solution in one, two, or three-dimensional space 
domains under various boundary and initial conditions. The approach to the 
problem is based on abstract analysis on nonlinear evolution equations which 
are closely related to nonlinear semigroup theory. 
1. INTRODUCTION 
The time dependent neutron transport equation has been given con- 
siderable attention in recent years. In an earlier paper [l], Lehner and Wing 
use linear semigroup theory to show the existence apd uniqueness of a 
solution. The same approach has also been used by Wing [2] and more 
recently by Suhadolc [3], Morante [4], Hejtmanek [5], Vidar [6, 71 and 
Marti [8] in the treatment of existence and uniqueness problem. In most 
cases, however, only linear transport equations are considered. The purpose 
of this paper is to study the existence, uniqueness, and stability of a solution 
for the case where the Boltzmann operator is not necessarily linear. Specific- 
ally, we consider the following nonlinear integro-differential equation: 
aN 
where N(t, X, w) is the neutron density function, x is the position, w is the 
velocity, Qr and Sz, are open subsets of the Euclidean space P (m = 1,2 or 3), 
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u and u, are total and differential scattering cross sections which are, in 
general, nonlinear functions of N, and 4(x, n) is the source function. In 
addition, we have a given linear boundary condition 
L%[N] = 0 (on the boundary 82, of Sz,) (1.2) 
and an initial condition 
Our aim is to establish conditions on a and a, to insure the existence, uni- 
queness, and asymptotic stability of a solution to the system (l.l)-(1.3) 
under various boundary conditions. These results include the linear transport 
equation under the same boundary conditions as special cases. The domain 
Q1, Qa may be either one, two, or three dimensional open subsets of Rm. 
Our approach to the problem is based on some results in [9] by Pao and 
Vogt on abstract evolution equations which are closely related to the non- 
linear semigroup theory developed in recent years (e.g. see [lO-131). In 
order to formulate the system (1. I)-( 1.3) into an abstract evolution equation, 
we choose the Hilbert space L2(Q) of all (Lebesgue) square integrable (com- 
plex or real) functions as the underlying space, where Q = Qi x 52, is 
the Cartesian product of Q, and 52, . Recall that for any f, g in L2(Q) their 
inner product is defined by 
(fs g> = s, f 6,~) & v> dx dv 
and the norm off is I/f [I = (f, f)W. Set 
AN = - v * grad, N, 
(WV) 6% v> = - 0(x, v, N) + q(x, o), 
(F&Y) (x> 4 = /,4x, v, v’, N(x, 21’)) dv’, 
(F(W) (x, 4 = (WV) (x, 4 + (F,(N)) (x, v). 
If we specify the domain of A, denoted by D(A), as a linear subspace, (for 
example, D(A) is the set of functions N sL2(SZ) such that v . grad, N ELM 
and g[N] = 0 on as2,) then A is a linear operator with domain D(A) and 
range R(A) both inL2(Q). On the other hand, if - u(x, v, N(x, v)) + p(x, v) 
and Jn, U.&T v, v’, N(x, v’)) d v’ are in La(Q) whenever N(x, w) is in L2(Q), 
we may consider F,(N) and F,(N) as operators defined on La(Q) into itself 
so that F is a (nonlinear) operator with domain D(F) =La(Q) and with 
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range in L2(Q). With these assumptions, Eq. (1.1) together with the boundary 
condition (1.2) are formulated as an evolution equation 
;; = AN +F(N) (1.6) 
in the Hilbert space L2(Q), and the initial condition (1.3) becomes 
N(O) = Iv,. (1.7) 
Thus the study of the existence, uniqueness and stability of a solution to the 
system (l.l)-(1.3) is reduced to the study of the same for the Cauchy problem 
(1.6) and (1.7). In S ec ion 2, we give some results on abstract evolution t 
equations in a general (complex) Hilbert space H. These results are applied 
in Section 3 for the system (1 . l)-( 1.3) under the boundary conditions that no 
neutrons enter 0, through the boundary surface 8Q, . Section 4 is concerned 
with a slab under perfect reflection boundary conditions which may be 
considered as a multiplying medium composed of many adjacent identical 
slabs. 
2. EVOLUTION EQUATIONS 
In this section we shall establish some conditions on A and F to insure 
the existence, uniqueness and stability of a solution to (1.6) and (1.7). The 
underlying purpose is that these conditions are to be directly applicable to 
the system (l.l)-(1.3). 
By a solution (1.6) and (1.7) in a complex (or real) Hilbert space H is 
meant a vector-valued function N(t) which satisfies the following conditions: 
(i) N(t) E D(A) f or all t 2 0 and N(t) is Lipschitz continuous with 
N(O) = No 7 
(ii) the strong derivative &V(t)/& exists and is equal to AN(t) + F(N(t)) 
for almost all values of t. The definition of stability and asymptotic stability 
is in the sense of Lyapunov (cf. [9]). 
A linear operator A with domain and range both in H is called dissipative 
if there exists a constant fi >, 0 such that 
WAN N) < - B II N /I2 (N E W)), (2.1) 
where (., .) is the inner product of H. The number /3 is called a dissipative 
constant of A. In case 18 > 0, A is called strictly dissipative. 
For the sake of convenience we state the following theorem (Theorem 3.2) 
from [9]. 
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THEOREM 2.1. Let A be the injinitesimal generator of a linear negative 
contraction semigroup (of class C,) in H with a contraction coastant /I. Assume that 
(i) F is defined on all of H into H such that it is continuous from H in the strong 
topology to the weak topology and is bounded on every bounded subset of H, 
(ii) there exists a constant k < fl such that 
Re<F(NJ - F(N2), 4 - N2) G k II NI - N2 /I2 0’4 > 4 E 4 (2.2) 
Then for any N, E D(A) there exists a unique solution N(t) to (1.6) with 
N(0) = N0 . Moreover, any equilibrium solution (OY any unperturbed solution), 
if it exists, is exponentially asymptotically stable. 
It is known that a linear operator A in H generates a contraction (resp., 
negative contraction with a contraction constant /I) semigroup of class C, if 
and only if A is dissipative (resp., strictly dissipative with a dissipative con- 
stant /3) and Ii(I - A) = H (cf. [14], p. 250, [13]). Note that the dissipative 
property of A together with R(I - A) imply that D(A) is dense in H. To see 
this we assume that D(A) # H, where D(A) denotes the closure of D(A). 
Then there would exist a nonzero w E D(A)l, the orthogonal complement of 
D(A), so that (AN, w> = 0 for all NE D(A). But by R(I - A) -= H there 
exists N,, E D(A) such that N,, - AN, = w which would imply that 
(AN,, , N, - AN,,) = 0 and thus Re(AN, , AN,,) = Re(AN, , N,) < 0. 
This shows that AN,, = 0 and w = No E D(A) which is a contradiction. It 
is also known that if A is dissipative and R(cul - A) = H for some (II > 0 
then R(& - A) = H for all (Y > 0 (cf. [lo] [ll]). 
Moreover, for the existence and uniqueness problem of (1.6)-(1.7), the 
requirement k < /3 can be removed. To see this, we assume that F satisfies 
the conditions (i) and (2.2) in Theorem 2.1 for some real constant k. Choose 
A > k - j? and set U(t) = e-AtN(t). Then the transformation N(t) -+ eAtU(t) 
transforms (1.6) into 
+ = A,U +F,(U), (2.3) 
where A,U = AU - XU and FI( U) = e-AtF(e”t U). It is easily seen that A, 
is dissipative with a dissipative constant (A + /3) > 0 and FI( U) satisfies the 
condition (i) in Theorem 2.1. In addition, for any U, , U, E H 
Re(FO4) --Fl(u& UI - u2> 
= e-aAt Re(F(eAtU1) - F(eAtU,), eAtUI - e”“U,> 
< ke-2At // eAtUI - ehtU2 /I2 < k /I U, - U, 112 
and by the definition of A, k < (A + /3). It follows from Theorem 2.1 that for 
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each N, E D(A,) = D(A) th ere exists a unique solution U(t) to (2.3) with 
U(0) = N,, . Hence N(t) = eAtU(t) is the unique solution to (1.6) with 
N(0) = N, . To summarize, we obtain the following theorem. 
THEOREM 2.2. Assume that A satisfies (2.1) for some /3 > 0 and that 
R(d - A) = H for some (y. > 0. If F satisfies the conditions (i) and (ii) in 
Theorem 2.1 with any constant k (not necessarily less than j3) then given any 
N, E D(A) there exists a unique solution N(t) to (1.6) with N(0) = N,, . If, in 
addition, k < @ then any equilibrium solution (or any unperturbed solution), if it 
exists, is exponentially asymptotically stable. 
Remark 2.1. If A satisfies the condition (2.1) with any real number /3 
(not necessarily nonnegative) and if R(aI - A) = H for some LY. > p, then 
under the same conditions on F the conclusions in Theorem 2.2 remain 
true. This can easily be seen from the transformation N(t) --t eAtU(t) by 
suitable choice of A. 
In case F satisfies a Lipschitz condition on H, that is, if 
II WW - FWII G k II 4 - N, II (Nl, Nz E W, (2.4) 
then F is strongly continuous and is bounded on bounded subsets of H. In 
addition, 
WFW -F(N,), K - N2) < IIWd -FWJII II N - N2 II 
< k II Nl - 4 l12. 
This observation and Remark 2.1 lead to the following 
COROLLARY 1. Let A satisfy (2.1) for some real constant fi (not necessarily 
non-negative) and let R(oJ - A) = Hfor some 01 > p. If F satisjes (2.4) then 
given any N, E D(A) there exists a unique solution N(t) to (1.6) with N(0) = No . 
If, in addition, p > 0 and k < /3 then any equilibrium solution, if it exists, is 
exponentially asymptotically stable. 
In case F(N) = BN where B is a bounded linear operator then it is Lip- 
schitz continuous with Lipschitz constant 11 B 11 . Thus Corollary 1 is an 
extension to the linear case. On the other hand, if F(N) = BN + F,(N) 
where F,, is Lipschitz continuous then so is F(N). This fact leads to the 
following result on the evolution equation 
$ = AN + BN + F,(N), N(0) = No (2.5) 
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COROLLARY 2. If B is a bounded linear operator and A, F, satisfy the con- 
ditions in Corollary 1 then given any N,, E D(A) there exists a unique solution 
N(t) to (2.5) with N(0) = N,, . 
If F,, satisfies only a local Lipschitz condition in a neighborhood of the 
origin, we have the following theorem which is useful in the study of small 
nonlinear perturbations. 
THEOREM 2.3. Let A satisfy (2.1) for some real constant ,8 and let 
R(d-A)=Hf or some 01 > 8. Assume that F,(O) = 0 and that for some 
real constant y 
WBN W < Y II N 11’ (NE H). (2.6) 
If there exist a constant k, and a closed sphere S, with center as the origin and 
radius r > 0 such that 
II F,,(W - FdWI d 4, II 4 - N, II (4 > N, E S,) (2.7) 
then given any No E D(A) IT ST where & is the interior of S, there exists a 
unique (local) solution N(t) to (2.5) which can be continued so bmg as it remains 
in S, . If, in addition, k, < j3 - y then N(t) exists for all t > 0, and in this 
case the zero solution is stable when k, = /3 - y and is exponentially asymp- 
totically stable when k, < /I - y. 
Proof. Define a mapping G on H to H by 
G(N) = l;p,,l N I,), II N II < r IIWI Zr. (2.8) 
Then G is an extension of F,, from S, to the whole space H. It is known [15] 
that the radial retraction mapping R of H on S, defined by 
R(N) = I:,,,, N 1) , II WI < 7; II NII 3 r; (2.9) 
satisfies /I RN, - RN, II < /I Nl - N, /I f or all Ni , N, in H. Therefore G 
satisfies a Lipschitz condition with the same Lipschitz constant R, . This is 
due to the fact that 11 G(Nr) - G(N,)II < k, 11 RN, - RN, II for all N1, N, 
in H. In particular, II GN I/ < k, II N I/ f or all NE H since G(0) = F,,(O) = 0. 
It follows from Corollary 2 to Theorem 2.2 that for each N,, E D(A) there 
exists a unique solution N(t) to the equation 
(2.10) 
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with N(0) = N, . Since for each t E (0, co), 
$11 N(t)lj2 = 2Re (T- 9 N(t) ) 
= 2RWW) + BN(t) + WV(t)), N(t)) 
(2.11) 
(cf. [13]) we see from (2.1) (2.6) and the Lipschitz condition on G that 
$ II N(t)/12 d - 2(P - Y - 4,) II N(t)l12. (2.12) 
Multiplying by exp(2(/3 - y - k,) t), transposing the right-side of (2.12) 
to the left, and integrating on both sides from 0 to t leads to 
expCW - Y - kJ t) II WI2 - II W)l12 d 0. 
The above inequality is equivalent to 
II N(t)11 G exp(- (6 - Y - 4) t) II No II (t 2 0). (2.13) 
Now if N, E D(A) n $r then 11 N,, j/ < Y. Hence if k,, > g - y then there 
exists to > 0 such that 11 N(t)[l < r for 0 < t < t, . Since G(N(t)) = F,(N(t)) 
whenever N(t) lies in S, we see that N(t) is a solution to (2.5) for 0 < t < t, . 
On the other hand, if K, < p - y then ]j N(t)11 < II N,, II < r for all t > 0 so 
that N(t) satisfies (2.5) f or all t. This proves the existence problem. To show 
the uniqueness, we observe from (2.11) that if N,(t) and N2(t) are two 
solutions of (2.5) with N,(O) = N,(O) = No, then 
f II N,(t) - N,(W < - 38 - Y - &I II N,(t) - N&>l12 
so that (2.13) holds with N(t) = N,(t) - N,(t) and N,, = 0. Therefore 
N,(t) = N,(t) whenever they exist. Finally the stability and asymptotic 
stability of the zero solution follows directly from (2.13) and the hypothesis 
k,, < fl- y. This completes the proof of the theorem. 
It is seen from Theorem 2.3 that the interval of existence for N(t) depends 
not only on N,, but also on the Lipschitz constant k, . It is sometimes possible 
to make k,, < p - y by choosing smaller value of Y. Notice that y may be 
negative. (This is the case if, for example, o(x, v, N) is linear in N.) 
3. NEUTRON TRANSPORT EQUATIONS 
In this section, we shall give some sufficient conditions on CJ and a, to 
insure the existence, uniqueness and stability problem of the system (l.l)- 
(1.3) under the following boundary condition: 
N(x, v) = 0 for x E aQ, and incoming velocity v, (3-l) 
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where we assume that Q1 is a bounded convex body whose boundary surface 
&Q, is smooth. The above boundary condition means that no neutrons come 
from outside of the medium where the diffusion process occurs. In the follow- 
ing discussion, we consider the general case of complex-valued functions. 
The case of real-valued functions follows directly as a special case. 
Let F(Q) be the set of all complex (or real) functions that are continuous 
in Q together with all their nth derivatives, and let Con(Q) be the subset of 
those functions of P(Q) with compact support in Q. Set 
D N eL2(Q); (i) N(x, v) satisfies (3.1); (ii) v * grad, N eL2(Q) 
0 
= 
t (iii) N(x, v) E Cl(&) for each v E Q, . I 
Then Do is a linear subspace which is dense in L2(Q) since it contains Corn(Q). 
Define an operator A, on Do by 
A,N=-v*grad,N for NE D(A,) = Do . 
Then A, is a linear operator with domain D(A,) and range R(A,) both in 
P(sZ). Moreover we have 
LEMMA 3.1. A, is dissipative and for each 01 > 0, (oil - A,)-l exists and 
@I - A,)-l /I < 01-l. 
Proof. Let NE D(A,) and write v = (vi ,..,, v,). By integration and using 
the divergence theorem we have 
Re(A,N, N) = - Re [ lo,jQ, (v,N, + ..a + v,N,,) N dx dv] 
=-I (.I 
4 v * grad,(Nm) dx dv 
02 Ql ) 
where v is the outward unit normal vector on the surface aQ1 . Since on the 
surface aQ1 , 1 N I2 = 0 if v is incoming; n * v > 0 if v is outgoing; and 
(v * v) = 0 if v is tangent to the surface, we see that 
s an, (v - n) I N I2 ds b 0 for all v E Q2 . 
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This shows that Re(A,N, N) < 0, that is, A, is dissipative. By the dissi- 
pative property of A, , 
It follows that (011 - A,)-1 exists and jl(cJ - A&l /I < 01-l. 
It is easily shown that A, is a closable operator. In fact, we have the follow- 
ing lemma. 
LEMMA 3.2. Let A be the closure of A,. Then A is dissipative 
R(cJ - A) = La(Q) for each 01> 0. 
Proof. Let NE D(A). Then by definition there exists a sequence 
(N,J C D(A,) with N, -+ N and A,,N, -+ AN as k --f CO. Thus 
Re(AN, N) = lim Re(ANk , N& < 0 
as k -+ co which shows that A is dissipative with a dissipative constant p = 0. 
To show R(& - A) = L%(B) we first show that for each g E D(A,) there 
exists NE D(A,) such that cJV - A,,N = g. Specifically, we shall seek a 
function NE D(A,) satisfying the equation 
cuN+v.grad,N=g. (3.2) 
To accomplish this we solve the following ordinary differential equation 
(cf. [51, [61) 
$N(x + SW, v) + aN(x + SW, v) = g(x + SW, v), (3.3) 
where x E Q, and v E Q, are fixed. Now if N(y, v) = N(x + sw, v) is continu- 
ously differentiable in y and satisfies (3.3) then N(x + SW, zl)j,+ satisfies (3.2). 
A particular solution to (3.3) is given by 
I 
* 
N(x + sv, v) = e-+ e%x + &, v) df, (3.4) 
31 
where s, = sr(x, a), s = s(x, v) are any points on the straight line connecting 
the point x and x + &. We choose s, < 0 such that x + s,v is the unique 
point on the boundary 852, . This is possible since 0, is convex. Then by 
taking s = 0, we obtain 
N(x, v) = so e”+ + &, v) d5 (x E Ql , x E L2.J. (3.5) 
31 
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Since asZ, is smooth so that, sr(x, w) and s(x, V) vary smoothly on %, and 
since g E D(A,) we see that N(x, V) is continuously differentiable in x and 
thus ‘it satisfies (3.2). We next show that N(x, s) ED(&). Define 
g(x + &, w) = 0 when x + & $ Sz, . Then if x E a.Qr and a is incoming 
then x + & $ Q, for all [ E (sr , 0) and thus g(x + &I, V) = 0. This shows 
that N(x, V) satisfies the boundary condition (3.1). Moreover by letting d be 
the diameter of Qr we obtain 
Thus N ELM and by (3.2) et * grad, N cL2(Q). Therefore, NE D(A,). 
Now let g eL2(Q) be arbitrary. Then there exists a sequence (gkJ in D(A,) 
such that g, -+ g as K -+ co since D(A,) is dense in L2(Q). Then by the con- 
clusion established above there exists a sequence {Nk) in D(A,) such that 
(aI- A,) Nk = gk (k = 1, 2,...). 
Since Nk = (OJ - A,)-rg, and by Lemma 3.1, (OJ - 4,)-l is bounded we 
see that Nk + N (say) and thus 4&V, -+ aN - g as k -+ co. It follows by defi- 
nition that N E B(A) and AN = OWN - g which shows that (OJ - A) N = g. 
This proves the lemma. 
Concerning the nonlinear functions a and ug in (1.1) we assume: 
(H,). u(x, V, N) is defined for x E Q, , z, E 52, , N ELM with values 
in Ls(Q), and there exists a real function p(x, V) satisfying 
such that 
p1 = ess sup p(x, n) < co, 
(X,VW 
(3.6) 
I 4x, WI,&) - +, 0, N2)I < P(X, 4 I 4 - N2 I . (3.7) 
(H,). u,(x, w, n’, N) is defined for x E 9, , V, w’ E Q, , N EU(Q) with 
values in L2(Qr x 9, x Q2) and there exists a real function ps(x, v, n’) 
satisfying 
such that 
I 4x, v, v’, NJ - 4x, v, v’, N2)l < ps(x, v, 0’) I 4 - N2 I . (3.9) 
Note that if p(x, v) and ps(x, v, w’) are bounded functions in Q and 
Sz, x Q, x Q2 respectively then (3.6) and (3.8) are satisfied since physically 
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Sza is also a bounded subset of Rm. In particular, if (T and (T$ are linear in N 
and whose coefficients are bounded then (H,) (H,) are fulfilled. 
THEOREM 3.1. Assume that (Hi) (Ha) hold and that q(x, v) is in L2(Q). 
Then given any NO(x, v) in D, there exists a unique solution N(t, x, v) to the 
system (l.l), (3.1) with N(0, x, v) = N,(x, v). 
Proof. By Lemma 3.2, A satisfies the requirements in Corollary 1 to 
Theorem 2.2 (with p = 0). Thus it suffices to show that the operator F 
defined in (1.5) satisfies (2.4). By the definition of Fi (i = 1,2) and the 
hypothesis (H,) we have for any Ni , Na ELM, 
II FdW - W%N2 = s, I u ( x, v, Nl(x, v)) - u(x, v, N2(x, v))I” dx dv 
< s I P(X, 4” I Ndx, 4 - N2b 41” dx dv Jz 
< ~1~ II .K - N2 112- 
Similarly, by (H,), Schwartz inequality and Fubini theorem we obtain 
II F,(K) - F&W2 
s IS 2 = [u&x, v, v’, Nl(x, v’)) - us(x, v, v’, N2(x, v’))] dv’ dx dv R Qz 
ps(x, v, v’) 1 Nl(x, v’) - N2(x, v’)l d,‘lz dx dv 
I P&, 0, v’)12 dv’) ( ja, I N&, v’) - Nz(x, v’)12 dv’) dx dv 
(jaz /is@, v, 412 dv') * II4 - WI’] dv 
< P22 II Nl - N2 l12. (3.10) 
It follows that F satisfies (2.4) with k = (pl + p2) which proves the theorem 
by an application of Corollary 1 to Theorem 2.2. 
It is seen from the above proof that by using Theorem 2.2 the conditions 
on 0, a, in (Hi) (H,) can be weakened to some extent. However we shall not 
pursue this further. 
In the special case of the linear system 
$ + a * grad, N + a(x, v) N = so, a,(~, v, v’) N(x, v’) dv’ + q(x, v) 
(3.11) 
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under the boundary condition (3.1), where Q, is also a bounded subset of Rm, 
we have the following corollary which includes the results in [5, 61 on the 
part of existence and uniqueness of a solution. 
COROLLARY 1. If u(x, v) and a,(~, v, v’) are essentially bounded in Sz 
and Ql x Sz, x Q, , respectively, and if q(x, v) is square integrable in Q then 
given any N,(x, v) ED, there exists a unique solution N(t, x, v) to (3.11) (3.1) 
with N(0, x, v) = N,,(x, v). 
In case u contains a linear part, that is, 
where u,,(x, v) is essentially bounded in Q and ur(x, v, N) satisfies (H,) then 
the existence and uniqueness of a solution stated in Theorem 3.1 remain 
true since u,,(x, v) N is also Lipschitz continuous. However, if a1 and U, 
satisfy a Lipschitz condition only in a neighborhood of the origin, “global 
solutions” may not exist. In this case it is possible to show the existence of a 
solution with the initial function NO , close to the origin. We assume that 
for some sphere 
where p(x, v) and pS(x, v, v’) satisfy (3.6) and (3.8) respectively. Define 
ha = ess inf Re[u,(x, v)]. 
(X,V)EQ 
(3.14) 
Then we have the following existence theorem for the equation 
$f + v . grad, N + +, v> N + q(x, v, N) 
-1 
- u.s(x, v, v’, N(t, x, v’)) dv’. 
4 
THEOREM 3.2. Let (3.12) and (3.13) hold and let 
q(x, v, 0) = u,(x, v, v’, 0) = 0. 
(3.15) 
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Assume that u,,(x, v) is essentially bounded in 52 and that X, > 0. Then given any 
N,,(x, v) E S, there exist t, > 0 and a function N(t, x, v) with 
such that N(t, x, v) satisjes (3.15) and (3.1) in L2(Q) for 0 < t < t,. If, in 
addition, pI + pz < X, , where p1 and pz are de$ned by (3.6) and (3.8) respectively 
then the solution N(t, x, v) exists and satisfies (3.15) and (3.1) for all t 3 0. 
Moreover the zero solution of the system is stable if p1 + pz = &, , and is 
exponentially assymptotically stable if p1 + p2 < h, . 
Proof. By Lemma 3.2, A satisfies the conditions in Theorem 2.3 with 
j3 = 0. Define 
W) (x, v) = - %(X, v) N (NE D(B) = qi?)) (3.16) 
Then for all NELL, 
Re(BN, N) = - Re 1 q,(x, v) 1 N(x, v)]” dx dv < - h, 11 N 112. 
R 
Moreover from the conditions (3.12) and (3.13) and the proof of Theorem 
3.1 we have 
Therefore all the conclusions in the theorem follow by an application of 
Theorem 2.3. 
Theorem 3.2 can be used for the study of the collision free linear transport 
equation 
g + v . grad, N + u,,(x, v) N = 0 
under the nonlinear perturbations (3.15). From Theorem 3.2, the zero 
solution of (3.17) is exponentially asymptotically stable. Now if I/ a 1) and 
11 so, a, dv’ II are of order o(lj N 11) in L2(Q) norm then given any E > 0 there 
exists r > 0 such that 11 u 11 < E II N/j and II j’o, uQ dv’ I( < l 11 N/I for all 
NE S,. . It follows from (2.13) that /I N(t)]] < exp(- (4 - 2~)t) [) Ns II pro- 
vided that the solution N(t) exists. By choosing E < &,/2, we see that 
II Wll < II No II and WI -+ 0 as t --+ co. This shows that the zero solution 
of the nonlinear system (3.15) is also exponentially asymptotically stable 
which implies that the linear system (3.17) remains asymptotically stable 
under simultaneously initial and “small collision” perturbations. A stability 
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domain is S, which depends on A, and the nonlinear perturbations. The 
“Lipschitz conditions” imposed on u and a, in Theorem 3.2 are used only to 
insure the existence of a solution with initial conditions in S, . 
4. THE CASE OF A SLAB WITH PERFECT REFLECTION BOUNDARY 
The one-dimensional linear transport equation of an isotropic slab under 
perfect boundary conditions has been discussed by Morante [4]. In this 
section we consider the case of a nonlinear transport equation of the form 
under the boundary and initial conditions 
N(4 - 4 p) = NC 4 P) (I P I < 1, t2 o>, (4.2) 
w, x, PL) = &(x, P) (I P I < 1, I x I d 4 (4.3) 
The boundary condition (4.2) implies that each neutron suffers perfect 
reflection at the slab boundary. 
Let Q1 = (- a, a), Q, = (- 1, 1). Then Q = ((x, p); 1 x 1 < a, 1 TV / < l} 
and L2(52) is the Hilbert space of all square (Lebesgue) integrable complex 
functions with inner product 
Define a linear operator A from L2(sZ) into itself by 
D(A) = {NgL2(SZ); N, ELM and N(- a, p) = N(a, p) for I p 1 < l), 
AN = - vpN, (N E WN- 
Then we have the following lemma. 
LEMMA 4.1. A is dissipative with a dissipative constant B = 0. Moreover 
R(I - A) = L2(Q). 
409/W/3-7 
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Proof. Let N E D(A). Then integration by parts and using the boundary 
condition (4.2) lead to , 
la 
2Re(AN, N) = - 2Re ss vpN$ dx dp -1 --a 
la 
=- ss vp(N@, dx dp -1 --a 
I 
1 
=--- vp[I ~(a, ~u>l” - I UC- a, /-WI dp = 0. 
-1 
Thus A is dissipative. To prove R(I - A) = P(Q), we show that for any 
g eL2(S2) there exists NE D(A) such that 
N+vpNa=g. (4.4) 
It is easily seen that the function 
N(x, p) = [ 1 - exp (- -$-)]-I 1-1 exp (- 2) 9 df 
(4.5) 
-[l -exp($-)]-l/z’exp(-G)vdE 
satisfies (4.4) and the boundary condition (4.2) with ]I N II < 2 II g II (cf. [l], 
[4]). Hence NE D(A) which completes the proof of the lemma. 
If we define the operators Fr , F2 , for u + q, uQ , respectively, as given 
in (1.5) and the operator B for a,, as in (3.16) then by an application of 
Corollary 2 to Theorem 2.2, we have the following result whose proof is the 
same as for Theorem 3.1. 
THEOREM 4.1. Assume that u and us in (4.1) satisfy the hypotheses (H,) 
(H,) and that a, is essentially bounded in Q. Assume also that q E L2(Q). Then 
given any N,, E D(A) there exists a unique solution N(t, x, p) to the system 
(4.1)-(4.3). 
Following the same proof as for Theorem 3.2 we have 
THEOREM 4.2. Under the same conditions as in Theorem 3.2 for a,, , u, a, 
in (4.1) and if q = 0 then all the conclusions in Theorem 3.2 hold for the system 
(4.1)-(4.3). 
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