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Abstract
Robust manipulation capture and retargeting has been a longstanding goal in both the
fields of animation and robotics. In this thesis I describe a new approach to capture
both the geometry and motion of interactions with objects, dealing with the problems
of occlusion by the use of magnetic systems, and performing the reconstruction of the
geometry by an RGB-D sensor alongside visual markers. This ‘interaction capture’
allows the scene to be described in terms of the spatial relationships between the char-
acter and the object using novel topological representations such as the Electric Param-
eters, which parametrise the outer space of an object using properties of the surface of
the object. I describe the properties of these representations for motion generalisation
and discuss how they can be applied to the problems of human-like motion genera-
tion and programming by demonstration. These generalised interactions are shown
to be valid by demonstration of retargeting grasping and manipulation to robots with
dissimilar kinematics and morphology using only local, gradient-based planning.
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The main topic of this thesis is:
“How can we intuitively instruct robots and synthetic humanoids to perform dy-
namic interactions with arbitrary objects, such that these interactions can be repro-
duced on similar objects in novel situations and environments?”
which touches on considerations of a human-computer interface for interactions
(i.e. interaction capture), techniques for processing these captured interactions to gen-
eralise them and then application of these generalised interactions for reproduction of
the interaction (motion transfer). This is a broad topic, and so the thesis is limited in
scope to the investigation of reach and grasp transfer on arbitrary objects and between
varying manipulators. This is explored by preservation of the spatial relationship be-
tween manipulator and object.
1.1 Motivation
The manipulation of objects is a well-studied area in the fields of animation and robotics,
as well as psychology and neuroscience. Despite this, there is not yet a global genera-
tive model of the manipulation of objects for arbitrary tasks and situations. Humans are
able to generalise over multiple situations with few demonstrations. When manipulat-
ing an object, a change in its shape or location would not pose a difficulty to the person
in carrying out the task. Previous experience provides an insight in how to tackle novel
situations. However, generation of these grasps and manipulations by algorithm proves
to be difficult, therefore this thesis focuses on addressing this challenge. Even by limit-
ing the objects considered to the class of non-deformable objects, their properties may
vary in shape, surface texture, colour, dimensions, utility, mass and moment of inertia,
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to name only a few of the most salient. For a system to have human-like capabilities
it must have the ability to classify the object whilst each of these properties vary; find
correspondence between a known model and the novel one; and then adapt the motion
accordingly. This means that generation of motions of interaction, such as grasping,
or of manipulation of objects can be challenging when considering not only simple
shapes but real-world functional classes of objects that can have significantly different
properties. This challenge in robotics and animation is one that this thesis will explore:
the ability to generalise interactions with objects to novel situations.
However, the generalisation of interaction with objects is difficult from a motion
generation perspective, as the dimensionality of control is large for manipulators which
have human-like degrees of freedom, and the constraints of collision and application
of forces are complex and uncertain. Therefore this thesis looks at simplifying the
task by capturing human motions of grasping and manipulation, and retargeting the
interactions to both new objects and new manipulators, such as might be found in
robotics, in a natural manner suitable for animatronics or teleoperation. I take a data-
driven approach to this problem, first capturing data of interactions with an actor and
objects, secondly finding an abstraction that captures the intention of the actor’s hand
well relative to the object, and thirdly adapting this motion to new objects or new
manipulators by retargeting in this abstraction space and mapping to the configuration
space of the manipulator.
I am interested in this problem as the task is particularly challenging, as it com-
bines high degrees of freedom, natural human motion, and a large amount of contact
between the hand and objects in a scene. It also requires adapting motion to novel sit-
uations. This generalisation of motion appears to be a promising direction for robotic
interaction in new scenes, in that instead of planning motion from scratch, example
interactions can be applied dependant on the task. There are two clear benefits to
the reuse of previous successful examples: the simplified programming of a task (one
can perform the task to demonstrate it to the robot), and also reduction of the search
space when achieving a goal in a novel environment, as previous example motions are
adapted to the new scene.
There are some difficulties with using existing techniques for this task. One such
problem is that global path planning techniques for grasp transfer such as Rapidly-
exploring Random Trees by LaValle [1998] and Probabilistic Roadmaps by Kavraki
et al. [1996] are ubiquitous, and these have drawbacks. Although these are mature
techniques they tend to generate ‘robotic’ looking motions, and can be slow when both
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the degrees of freedom are high and the computational cost to validate a sample is large.
Providing the correct constraints to give human-like motion in complex situations has
proved difficult, and when adding these to already high degree of freedom tasks slows
the solver down even more. Another aspect is the representation used during planning:
often the representation is defined by what is simple for control of the system rather
than what may be useful in the task. For grasping, this is often a representation which
defines the configuration of the manipulator, and a more complex cost function is then
sampled to find final grasp poses, which then requires path planning from the current
pose by search in the configuration space. A more complex representation such as the
spatial relationship between the hand and the object, or the envelopment of the object
by the hand may lead to simpler planning requirements, as the planning then occurs
in the relationship description, which has fewer boundaries and simpler paths to goals.
I would postulate that humans do not reason purely in terms of joint angles when
performing a manipulation of an object, rather they look at relationships and patterns
in situations. This should be reflected in the approach taken when natural solutions are
required.
Inspiration in finding solutions to generating motion of interactions could come
directly from examples from actors. The capture of accurate close interaction with ob-
jects is important for observation of human solutions to tasks, but can be problematic.
Many motion capture techniques work on the concept of optical data being captured
by cameras, for instance reflected light from markers, or visual data which can be seg-
mented and analysed. These have the intrinsic problem of requiring line-of-sight, and
when close interaction occurs there are many occlusions. Due to this, often capture of
close interactions with object requires a large amount of manual work to clean up the
data, and also to recreate the object geometry.
Driven by these challenges and motivated by the transferral of natural human mo-
tion, this thesis looks to present a method for motion capture of close interactions, a
representation that considers the spatial relationship of points and surfaces surrounding
an object (and that encodes the concept of envelopment), and a system for dexterous
reaching, grasp transfer and planning that is suitable for teleoperation and animatronics
in novel environments.
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1.2 Thesis Goals
This thesis looks to advance the field of motion transfer by considering novel repre-
sentations of motion with relation to objects, by which the motion may be transferred
to new situations whilst preserving its semantic style and ‘naturalness’. It specifically
looks at rigid and articulated-body object grasp and manipulation, and the transfer to
not only new objects but to dissimilar manipulators. Throughout this thesis we de-
fine contact as a finite set of discrete point contacts using a linearised version of the
Coulomb friction model for static contact. This model allows for static contact when
the force that is normal to the object surface is less than µ ·N, where µ is the coefficient
of static friction between the finger and the object, and N is the normal component of
the force enacted on the object by the contact caused by the hand. This can be consid-
ered as the normal force remaining within the friction cone generated from the contact
between the two surfaces.
As control of more complex manipulators can have high degrees of freedom, this
thesis investigates representations that allow for this motion such that paths in this
representation can be planned without the use of global planners. Due to this, it needs
to be a representation that ensures collision does not occur through linear interpolation,
is valid in the entire configuration space of the manipulator, and represents aspects of
the approach and grasp that are important in transfer. Furthermore, it must be robust to
novel configurations: we do not wish to replan if the object moves. Therefore a novel
spatial relationship representation based on the object surface must be defined which
describes the motion of the manipulator relative to the object.
In order to achieve this, accurate motion capture with objects must be performed.
As close interactions with objects can cause problems for current techniques, new
techniques that preserve accurate relative motion between the character and object
must be developed.
Finally the captured motion must be encoded in the relationship description and
applied to new objects in the same class, whilst adapting the grasp on the object to
ensure physical feasibility. This requires a technique for motion transfer and planning




This thesis makes the following main contributions to the capture and control of char-
acters and robots for close interaction with objects:
• Interaction Capture A method and system for capturing close interactions with
objects including object geometry, allowing for full reconstruction of the inter-
action for rigid bodies or articulated objects. A generated database of over 200
close interactions associated with this work is also contributed.
• Electric Parameters A novel representation of motion relative to an object that
varies in a continuous matter (it both does not require discretization and provides
a smooth mapping on object surface to outer space), forming an object-centric
coordinate system as well as a geometric invariant for hand envelopment of an
object.
• Novel Applications of Electric Parameters in Graphics A technique that pro-
duces an object with topology homeomorphic to a ball from an object of arbitrary
topology whilst preserving the shape as closely as possible, and a technique that
utilises the Electric Parameters to define a dense correspondence between objects
that have topological holes or even disconnected components.
• System for Reaching, Grasp Transfer and Planning A method for motion
transfer of human hands to robot hands of different morphology, via the repre-
sentation defined in this thesis. Mapping motion to novel objects in a seman-
tically and physically valid manner is also shown by utilising the object corre-
spondence technique defined in this thesis. This gives a unified generalization of
grasping and approach motion between objects of dissimilar geometry but of the
same functional class, which allows for transfer of grasps to objects which may
be grasped in the same manner for the same task. This system is limited to rigid,
non-deformable objects.
1.4 Structure of the Thesis
Chapter 1 gives an overview of the problem, why it should be addressed and what the
general contributions of the thesis are. Chapter 2 then follows with a review of the
related work in the applicable fields. This thesis is then split into three main sections:
Observation, Representation, and Motion Generation.
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In Chapter 3 (Observation) the problem of capture of close interactions with objects
is described, and a method to overcome this to obtain motion sequences that contain
both the geometry of the model and the motion of the actor and model is presented.
In Chapter 4 (Representation) an investigation of how the problem of motion abstrac-
tion and generation can be simplified by choosing an appropriate representation for
the spatial relationship between the hand and the object is presented. Application of
this representation to problems in the field of computer graphics is shown. Finally,
in Chapter 5 (Motion Generation) it is shown how one can adapt the generalised ma-
nipulation motion to robotic manipulators and to novel objects using gradient-based
planning techniques. These techniques allow for fast and robust grasp and manipula-
tion transfer.
Chapter 6 then concludes the thesis and outlines promising directions for future
work on this topic.
Chapter 2
Related Work
This chapter provides an analysis of existing work within the field of capturing motion
of interaction with objects, relationship-based approaches to motion generation in ani-
mation and robotics, and grasp or manipulation planning and transfer. Work from the
field of human anatomy is also considered.
This chapter has been structured to focus on three areas of the literature relevant to
the thesis topic:
1. Motion Capture of Interaction - Focusing on the capture of human motion when
the actor interacts with objects, and on capture techniques that specifically at-
tempt to capture natural hand motion. The literature in this area relates most
significantly to the work found in Chapter 3 (Observation).
2. Spatial Relationship Encoding using Alternate Representations - The various
means by which alternative representations for motion and relationships between
characters or objects in a scene have been encoded. Work in this field is most
strongly applicable to Chapter 4 (Representation).
3. Grasping and Manipulation in Animation and Robotics - Previous techniques
that have been utilised to generate motion of grasping and manipulation of ob-
jects. It is mainly related to Chapter 5 (Motion Generation).
2.1 Motion Capture of Interaction
The task of capturing the motion of close interaction with objects has recently attracted
a number of research papers[for example Kry and Pai, 2006; Ye and Liu, 2012; Hamer
et al., 2011; Mordatch and Todorov, 2012]. As close interactions often necessitate
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manipulation or grasping of objects, animation of hands is necessary to progress this
goal. Hand animation has been important since the early years of computer graphics
[Catmull, 1972], and has increasingly attracted much more attention in recent years, as
witnessed by the ever growing literature [ElKoura and Singh, 2003; Pollard and Zor-
dan, 2005; Ho et al., 2010; Huang et al., 2011]. However, there is a lack of attention on
capturing both the full object geometry and the hand motion whilst complex manipu-
lations occur, which could assist in the understanding and reproduction of human-like
manipulation. This thesis, therefore, seeks to develop novel techniques to capture these
close interactions.
It is important to capture the full, dexterous motion of the hand as the interpretation
of the scene can change even if subtle differences exist between the true motion and
the captured motion [Jörg et al., 2010]. Because of the importance of this task, many
methods for capturing examples of interaction have been created, with a variety of dif-
ferent goals such as accurate capture of the kinematic motion of the actor [Aristidou
and Lasenby, 2010], capture of the partial object surface and fitting of a pre-generated
model of the human hand [Hamer et al., 2011], capture of the contact forces between
the hand and the object [Kry and Pai, 2006] or accurate capture of the human kine-
matics when close interactions occur without object data [Mitobe et al., 2006; Rahman
et al., 2011]. However, despite the increased research activity in this field, and although
multiple techniques have been proposed to capture scenes of human-object interaction,
there is still room for improvement. Most have significant drawbacks in terms of es-
timation of the motion of the points in contact as they use marker-based systems that
can become occluded (for example optical systems) or use mechanical systems such
as the Cyberglove [Kessler et al., 1995] that attempt to capture joint orientations and
not the locations of parts of the body, and do not capture free-body motions such as the
motion of the object being manipulated.
My work combines the goals of many of these previous papers in the task of cap-
turing the close interaction of the full body including the hand, ensuring no miss-
ing marker data whilst also capturing the full object geometry and motion in the
scene [Sandilands et al., 2012, 2013a].
The following sections explore in greater detail the work relating to capturing hands
or scenes of object manipulation in the following order: visual capture of the hands
during interaction, marker- and mechanical-based capture of the hands, and, finally,
magnetic motion capture systems.
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2.1.1 Visual Capture of Hands and Interaction
A significant proportion of the work on capturing hand motion is focused on visual
techniques, or a hybrid of vision and markers, in order to capture the fine detail of
finger motion. These systems often analyse the visual input to find hand segments such
that they can fit an internal model of the hand to the observation. A few techniques have
recently attempted to capture the motion of objects in the scene, but require pre-known
objects whose pose can easily be estimated using visual information (often using a
pattern on the surface). The problem of identifying the hand’s configuration is difficult
and costly, so many techniques have attempted to alleviate this with control of the
scene.
Control of the environment can simplify the problem of visual capture of the hand
motion. Wang and Popovic [2009] describes a system that uses a coloured glove and a
single RGB camera to reconstruct the pose of the hand for use in virtual reality appli-
cations. The only required hardware is a standard video camera alongside a glove with
a custom pattern, making their system is easy to set up and low-cost. This patterned
glove simplifies the pose estimation of individual sections of the hand, ensuring that
interactive rates can be attained which they show with an experiment that allows the
user to manipulate virtual blocks with their hand.
Wang and Popovic argues that marked-based motion capture is costly, intrusive and
requires expertise to use, and that base-hand tracking (tracking without using markers
or coloured gloves) is too computationally expensive to be used in real-time, so the
only suitable method when needing a real-time, non-intrusive hand capture is to sim-
plify the visual tracking problem by using coloured gloves or segments on the hand.
Although this technique achieves adequate results for their intended purpose of being
a low-cost and simple system for end-users to be able to easily capture hand motion,
there are limitations to this approach: accuracy and the ability to capture interactions
suffer from using cameras that can be occluded by objects. Wang and Popovic’s solu-
tion only considers self-occlusion and so cannot be used when interacting with objects
that may partially or fully cover the hand from the point-of-view of the single camera.
This thesis, in contrast, prioritises accuracy and increasing the range of close interac-
tions that can be captured accurately.
Nevertheless, the knowledge that can be gained from this contribution is that the
coloured regions on the hand simplifies the task of pose inference to such an extent
that the unique pose of the hand can be recovered from a single frame. This is done
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by comparing the current image to a database of 18,000 generated (synthetic) images
for known poses. As the glove has twenty patches of colour distributed evenly across
the material, different poses appear significantly different (as opposed to attempting
to determine the pose of the bare hand, where the variation in colour information is
more subtle). When comparing the image to the database, the hand is segmented and
resampled in a 40× 40 pixel image. A Hausdorff-like distance1 is used to compare
each pixel in the query image to the database, and the identified pose is selected by
blending the k-nearest neighbours given that distance metric. The system is shown to
be accurate enough to be suitable for a user interface when performing coarse tasks,
but results are not shown that provide the accuracy required when interacting with
objects in a dexterous manner. Although interaction is shown in a virtual environment,
capturing the geometry or motion of objects in the real world is not possible using this
technique.
Using a glove is not always possible or desirable as it may affect naturalness in
some motions. Cui and Sun [2004] describe another visual system that is used for
hand tracking, this time tracking the bare hand, in which the objective is to use the
motion in human-robot interactions. An experiment is shown with a user picking up
a tennis ball with minor occlusions, which is then transferred into simulation. Images
of the results look plausible in terms of accurate transfer, but no claims or experiments
for evaluation are made regarding the success of the transfer, and only three fingers are
shown in the example. The paper takes a ‘Genetic Algorithm’ approach to the problem,
attempting to find a pose for the virtual 3D model that matches both the silhouette and
edges that were detected from the input image by generating a large number of poses
and combining these using selection, crossover and mutation operators. Experimental
results qualitatively show superior performance over particle filter methods, which they
explain by the failure of particle filter methods to scale well when the dimensionality
of the problem is greater than 10 (pose estimation for the human hand being, in this
case, a 26 dimensional problem). The accuracy of the method still appears to be lower
than marker-based methods and as such, too low for the capture of close interactions.
As with all purely visual techniques, occlusion requires estimation of the pose of the
hand and so results in poor accuracy. Additionally, the object geometry is not captured
nor is the motion of the object.
Learning from the more general field of hand animation also provides useful in-
1Informally: the furthest distance between an element in either of two sets to its closest element in
the other set.
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sights, with some research citing electro-mechanical or magnetic sensing devices as
the most effective tools for capturing hand motion [Erol et al., 2007]. Despite this
assertion, however, Erol et al. acknowledge that both systems have limitations: these
systems are more expensive than visual systems, can affect the motion of the hand due
to markers or gloves that must be worn, and often require calibration which requires
additional time and expertise. Despite this, it is still the case that there are a number of
challenges to using visual systems as the dominant form of capture. These challenges
can be broadly encapsulated in the following three categories:
1. Degrees of Freedom - There are a large number of degrees of freedom in the
human hand. Often the virtual model of the hand has between 24 and 30 DoF,
not including the wrist translation, which means there are a large number of pa-
rameters to be estimated. Even with synergies between some of these DoF, for
dexterous manipulation over a wide variety of tasks, at least six DoF are needed
to perform complex manual operations [Santello et al., 1998]. To simplify this
problem, researchers have looked at limiting the DOF of the hand when perform-
ing gestures (such as keeping the palm flat-on to the camera) with the justifica-
tion that the user is attempting to communicate easily with the ‘computer’ [Quek,
1996]. However, in general this is too much of a constraint for natural interaction
and manipulation of objects.
2. Occlusions - Occlusions between the camera and the hand can cause pose es-
timation errors as there is little information to go on when large sections of the
hand are not in view. These occlusions can be self-occlusions due to the hand’s
pose, or object occlusions when interactions occur with items in the environ-
ment. This problem is a fundamental problem with vision techniques when in-
teraction with objects is the goal: Although plausible motion can be generated
by modelling the physical interaction with objects (such as shown by Wang et al.
[2013b] and Oikonomidis et al. [2011b]), the pose is now estimated given some
heuristics rather than captured.
3. Complexity of Processing - The algorithmic complexity is high with visual cap-
ture as often one or more images needs to be processed for each frame to extract
features, and often a model needs to be fit to these features. Although algorithms
on images can usually be parallelised, this is more complex and time-consuming
for authors and requires careful design of the process.
Addressing the problem of occlusion, Erol et al. state that
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“If more flexible, non-posed, interaction is required (e.g., for object ma-
nipulation tasks), employing multiple cameras would be necessary.” [Erol
et al., 2007]
noting that object manipulation requires a more robust system that can deal with minor
occlusions than the work up to that point had been capable of.
Wang et al. [2013b] mitigate the occlusion problem in this way. They address
the need to improve motion-capture of close, dexterous interaction with objects by
designing a novel method with multiple cameras. Several cameras are used to record
a short sequence of motion of an actor manipulating an object, and then sampling-
based optimization is used to fit a physically-based model of the hand and object to
each of the temporally aligned videos. In this way, it is possible to reconstruct an
approximation of the full physically-accurate motion of the hand and the object in the
scene. Distinguishing this approach from previous work, the reconstructed motion
includes the object, and so the input model of the object is supplied by the user as
well as the physical properties (i.e. friction coefficient, mass). The main drawback to
this approach, however, is the computation time: for a single frame the approximate
kinematic tracking of the hand and object takes around 2.5 minutes, and to recover
the parameters for the physical model a further 1.5 minutes are required per frame on
current hardware. A secondary drawback is the restriction on the scene: many of the
motions demonstrated were moderate in speed, and the environment was uncluttered.
Further to this, because of the post-processing of the visually captured motion, there
are differences between the interaction in the captured scene and the interaction that
occurred. Despite this, this markerless capture method is impressive and appealing to
users that wish to work unhindered by markers or gloves.
This two-step approach to motion reconstruction proceeds as follows. Firstly the
kinematic pose is estimated per frame, considering the smoothness of the motion by
penalising deviation from the configuration of the previous two frames (thus damping
sudden changes in velocities). Secondly, given the target poses from the first stage, a
proportional-derivative (PD) controller is used to calculate the internal joint torques to
drive the hand’s configuration to the target pose of the current frame. The object is not
considered as actuated and so any motion of the object must come from contact with
the hand, or from gravity which must be counteracted by the hand during the grasp.
To ensure accurate contacts between the hand and the object (and so accurate motion
of the object), a quadratic programming problem is created that tries to minimise the
force at each measured contact point whilst ensuring the resulting force and torque
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on the object is similar to the kinematically implied force and torque from the first
stage. In some frames the contacts that are obtained via the PD controller following the
kinematic targets are not suitable for the motion of the object (no matter how ‘strong’
the contact force is, the object may not move in the correct way). Because of this,
the contacts are sampled around a set of poses that could possibly contain contact (ı.e.
if a finger is close to the object but not in contact, the state in which it is in contact
must be considered as well as the state at which it is not). This accounts for some
of the noise in the original kinematic pose estimation, as well as inaccuracy in the
model as compared to the real-world, allowing valid contacts to be found so that the
motion of the object closely matches the original motion, although of course increases
the number of contact states per frame from 1 to 2k, where k is the number of fingers
that may be in contact. Wang et al.’s evaluation shows this second stage is essential
for realistic motion as the vision system is unable to deal with occlusions and can pose
the hand in a physically unrealistic manner if only collision detection is considered.
Although the final motion appears physically plausible, the processing of the captured
data takes significant time. It should be also noted that the object models are manually
created and their physical properties have to be estimated correctly in order to ensure
hand and object trajectories similar to the input motion.
Other techniques have used colour and depth (RGB-D) cameras for hand motion
capture. Zhao et al. [2012] introduces a hybrid technique which combines optical
marker-based motion capture and an RGB-D camera to improve the quality of hand
motion capture compared to using only a single sensor type. This allows for the spa-
tial accuracy of the visual system when self-occlusions are not severe, and the non-
ambiguity and temporal accuracy of the optical system even when occlusion from the
visual system occurs. The authors show that with 21 optical markers there are a large
amount of occlusions in the optical system, and that on average only 15 are in view at
any one time, noting that this is tedious manual work to label and fill in the gaps for
the missing markers. This system uses both the visual and optical data by creating a
cost function that represents the need to match the virtual marker positions on the hand
model with the observed positions, ensuring that the virtual silhouette, depth and edges
match with the RGB-D data. This cost function is combined with the hand kinematics
and solved via particle swarm optimization (PSO). Results are shown using hand-only
capture in a variety of poses from American Sign Language, grasping poses (although
without the object present) and gestures. The results demonstrate that in certain situa-
tions combining the two sensor data ensures a superior result, although the algorithm
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takes 1 second per frame and so is not suitable for real-time human-computer inter-
action. Furthermore, no examples are shown with objects and no object geometry or
motion is captured.
Methods to use depth sensors together with vision sensors have also been utilised in
capturing close interactions with devices, such as manipulating a mobile phone [Hamer
et al., 2009, 2011]. This system uses structured light to obtain dense depth data, and
fits each hand segment independently by considering samples in a local region around
the previous state of the segment. The technique intentionally deals with the segments
separately rather than as a single model to deal with occlusion in the scene. To ensure
anatomical constraints are obeyed and the true hand structure is enforced, the proba-
bility of sampled independent segment transformations being true is multiplied by the
probability of the segment transformation being consistent to the rest of the segments.
There is manual intervention in the first frame when the complete pose is specified
(96 DoF as each segment has a seperate 6 DoF transformation) and in some cases
where the hand is occluded by the object, in which they manually label the position
of finger tips in a key-frame fashion. As such, this technique can only be classified as
partially-automated capture of interaction.
Another approach to deal with occlusions is to use the object shape to determine
some constraints on the occluded hand. Oikonomidis et al. [2011a] investigated track-
ing the hand whilst interacting with objects by modelling occlusions and physical con-
straints, producing impressive results even when the hand is mostly occluded. The au-
thors consider the manipulated object as a source of additional information regarding
the hand pose, rather than a gap in truthful data about the hand, and so consider the ob-
ject and hand in unison and seek the optimal parameters that best explains the observed
and occluded data, penalizing intersection. They perform experiments on simple geo-
metric primitives such as cuboids and cylinders in their work, but argue that arbitrary
triangle meshes could be used “provided that this does not increase the dimensionality
of the problem prohibitively”[Oikonomidis et al., 2011a]. They define the problem as
a multidimensional optimisation problem in that they try to minimise the cost defined
as O(m,M) = ∑I∈M D(I,m)+λkW (m) where m is the joint hand-object model, M are
the multiple images recorded for a single frame from each of the cameras in the scene,
D(I,m) is the distance of m given a single image I ∈ M and W (m) is the cost of the
penetration between the hand and the object. λk is a weighting factor. They define
D(I,m) as the discrepancy between the pixels of a rendered version of the model of
the hand m and the pixels detected as the hand in the image I, similar to the previously
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discussed technique of Wang et al. [2013b]. By penalising the intersection of the hand
and the object, Oikonomidis et al. enhance the physical realism of the scene, whilst
requiring the object to appear in the correct place in the scene as it must occlude the
hand in a similar way to keep the cost of D(I,m) low. Similarly to Zhao et al. [2012]
they use PSO2 to minimise the objective function. Results are shown that appear to
be fairly accurate and natural, but are only shown on simple objects: no item is more
complicated than a cuboid. It should be noted that there are noticeable discrepancies
between the visual image in real world sequences and the model, making the method
suitable for HCI but perhaps not as useful for motion capture where the true, dexterous
motion must be captured.
Section Summary Overall, existing research using visual information for hand cap-
ture has shown to result in high-quality data when the hand is not occluded. However,
when required to manipulate and interact with objects in a close, dexterous manner
(which results in significant occlusions) the capture results are less successful. This
thesis seeks to address this issue. Some motions of manipulation and grasping are
not feasible due to the inherent limitations in using a system which requires line of
sight, such as reaching into a bag to pull out an object, putting objects into containers,
dressing motions or even more complicated grasps that result in fingers or the object
being occluded from any point outside the capture area. Although more ‘open’ inter-
actions have been successfully captured with good results by Wang et al. [2013b], the
processing time for even short motions is excessive: assuming 30 frames per second a
single second of video takes 120 minutes to process, and a minute of recording takes
120 hours. For capturing any longer sequence of motion a user would likely be frus-
trated by this wait. Marker-based techniques look to provide solutions which are less
computationally complex whilst retaining high quality motion. These techniques are
reviewed in the following section.
2.1.2 Marker and Glove-based Capture for Hands and Close Inter-
action
This section looks at techniques which are mainly focused on markers, either optical,
inertial or otherwise, for interaction capture. Mechanical systems (such as gloves) are
also used for capture, but often need to be paired with a marker-based system to obtain
2Particle swarm optimisation
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the wrist transformation, and so are also discussed here.
A common problem with marker-based motions is that the size of the markers
affords only one marker on each of the finger tips. This can lead to problems when es-
timating the orientation of each section of the hand. Aristidou and Lasenby [2010] dis-
cusses motion capture with constrained inverse kinematics for real-time hand tracking
and describe how they reconstruct full 3-dimensional hand poses using low-dimensional
optical motion capture and inverse kinematics (IK) in real-time. They capture the hand
using 6 markers: 5 on the finger tips and 1 placed on the back of the wrist. Because
the markers are placed only on the finger tips and wrist, the joint configuration for the
whole hand, including the intermediate segments of the hand whose position aren’t
directly captured, needs to be estimated. They do this using the FABRIK (Forward
And Backward Reaching Inverse Kinematics) method [Aristidou and Lasenby, 2011]
to iteratively solve the IK problem from this low-dimensional representation given by
the points from the optical motion-capture. FABRIK first starts at the outermost joints
(the end effectors, in this case the finger tips), and works up the kinematic chain to the
root (in this case the wrist) adjusting each joint by attempting to find the joint locations
that ensure the bone length constraints are respected whilst the end effector and root
positions are closest to their targets. It then sets the root to the identified marker posi-
tion and traverses the kinematic chain in the opposite direction, towards the outermost
joints, adjusting the locations of the joints by solving the same problem. It iteratively
does this until the distance between the end effectors and the target location is within
some tolerance. Experimental results in the paper show that the method produces vi-
sually natural, biomechanincally correct motion and also prevents oscillations even at
low frame rates (∼ 10Hz). As their method uses only point constraints and a single
marker at the wrist, the orientation of the entire hand is ambiguous in certain config-
urations of the palm. This limitation is not addressed in the work. Another, perhaps
greater problem, is the assumption that all markers are visible at all times. This is
not the case for optical markers when interacting with objects, and so this technique
as a whole is not suitable for interaction capture (although the IK technique they use,
FABRIK, could be adapted to other systems).
For movies and films the accurate capture of the hand geometry can be useful.
Instead of capturing the skeleton and using a traditional method for skinning, Huang
et al. [2011] reconstruct the geometry of the hand and its complex deformation under
different configurations using dense laser scans and low-dimensional ‘control points’.
Experimentally the control points are either manually defined in a keyframe sense or
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obtained via an optical motion-capture system using 18 markers for a single hand.
The fine wrinkles and creases that occur due to hand postures are difficult to model
either by an artist or by heuristic, so approaching the solution as a data-driven one
is appropriate. The hand is automatically split up into more than a thousand patches
on the surface which the authors call ‘abstract bones’, and the transformation of each
of these bones is learnt per-pose given the input of the control points. Although the
produced geometry at each pose appears natural, the authors show that the pose of
the hand will not necessarily follow the marker positions exactly. These errors are a
significant problem for interaction with objects, as accurate motion from the hand is
required to obtain the correct relationship and contact points with the object. Although
this was not the primary focus of Huang et al.’s work, it does mean this technique is not
suitable for interaction capture, even ignoring the other problems of optical capture.
Kry and Pai were aware of the importance of interaction with objects and proposed
a method for capturing the contact force between a hand and an object [Kry and Pai,
2006]. Their system captures the joint positions using optical motion capture, and
the joint compliance3 via linear force sensors and finger tip pressure sensors. Using
this, they are able to physically simulate the captured motions on objects with different
physical properties, such as friction coefficient and mass. This technique has the draw-
back of having to wear devices on the finger tips and so naturally affects the motion
the actor produces. However it gives direct data regarding the physical forces in the
interaction. A beneficial result of this is that the exact moment of contact can be eas-
ily determined from the force sensors. Humans take around 100ms to change muscle
force due to reflexive actions (e.g. when they experience an unexpected perturbation)
and longer when the change is intentional [Johansson, 1996], so by capturing these
motions at 500Hz they are able to observe at least 50 frames of the compliance of the
joint when it is perturbed, before the muscles activate to resist or adapt to the force.
The compliance can then be found by dividing the derivative of the joint angle dif-
ference (obtained by optical motion capture) by the derivative of the torque (obtained
by contact force measurement). As they use optical motion capture the technique has
similar occlusion-based drawbacks as the visual systems when the interaction becomes
more complex. The objects must have embedded force sensors as well, which may not
always be possible. The approach presented in this thesis does not capture the forces
of interaction, but instead focuses on capturing the geometry and motion of the inter-
action. From this, contact points can be estimated and overall force on the object can
3The inverse of joint stiffness.
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be computed. Unlike Kry and Pai [2006], the technique does not limit the interaction
to finger tip contacts, nor does it require wearing of devices on the underside of the
hand where interaction takes place.
As capturing of high quality motions is time-consuming and requires experience,
researchers have previously attempted to create open databases of everyday events
using marker-based techniques. The CMU motion database4 includes motions such
as cooking, locomotion and playing basketball. These are close interactions with the
environment, but do not contain the required detail for full reconstruction, such as
finger movement as those markers are omitted, nor do they include the geometry or
motion of objects in the scene. The supplied data is only of the raw markers rather
than the whole body motion and so is not aligned to any object correctly. Also the
interaction with ‘obstacles’ is restricted to full body obstacles such as uneven terrain
and large items blocking a walking trajectory. Although for some takes video and audio
data is provided, much manual work is required to create an accurate representation
of the scene. Whilst this is a superb resource, it is not directly useful for detailed
dexterous manipulation of objects.
Alternatives to Optical Systems Many of the optical methods have occlusion prob-
lems, but as Zordan and Hodgins [2002] discusses, there are alternatives to optical
motion capture such as magnetic or inertial systems. To constrain the pose of the hand
further given the captured information, markers which capture orientation as well as
position can be used, giving a 6 DoF constraint rather than 3 DoF. Zordan and Hodgins
[2002] investigate motion capture that can be applied to physically simulated charac-
ters using such markers. Their technique utilises wired magnetic motion capture for
the upper body of the character, but does not capture the dexterous motion of the hand,
choosing instead to capture only the wrist. This allows them to create a motion con-
troller to simulate playing table tennis and other sports assuming a fixed relationship
between the wrist and any object in the hand. The paper does not focus on the motion
capture technique, however the motion is shown to be smooth and continuous: no oc-
clusions occur as the magnetic markers do not rely on line-of-sight. The interaction
with the object must be explicitly modelled by their system and is not captured (for
example, the table tennis bat appears to be parented to the wrist at a fixed offset, simi-
lar to another bone in the kinematic model of the character), nor is the geometry of the
object captured. Although not suitable for dexterous interaction capture, it shows the
4http://mocap.cs.cmu.edu/
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promise of magnetic systems.
The Xsens system [Roetenberg et al., 2013] is an example of a commercial motion-
capture system that uses both inertial and magnetic sensors to compute joint angles for
the body. The system is limited to capturing humanoids as the process relies on com-
puting the orientation of joints in the biomechanical model, and is not able to counter
the drift from inertial sensors reliably enough to use to track objects’ transforms in-
dependently. In tracking a character the estimation of the location of the root joint is
aided by intelligent constraints added to the biomechanical human model in the Xsens
software. For example, there is an assumption that if there is foot contact with the
floor, the feet will be static in the vertical axis and there will be no drift of the root
joint [Roetenberg et al., 2013]. Because of the biomechanical model they use and
the combination of sensors of different types, the system can be used in magnetically
noisy environments for short periods (up to 40 seconds) without loss of accuracy. The
magnetic component of the system relies on the earth’s magnetic field. Although this
system contains a magnetic component it is unable to be used to generate independent
position and orientation for free-floating objects, making it unsuitable for capturing
of character-object interaction. The magnetic component of the XSens system is used
to correct for the drift of the inertial sensors but can be disabled, leaving the inertial
sensors alone to estimate joint orientation and position without correction. Inertial sys-
tems directly measure the linear acceleration and angular velocity using accelerometers
and gyroscopes respectively. Obtaining the position and orientation of a marker can
be done by double integration of the accelerometer data and integration of the gyro-
scope data over time, although this is only accurate for a few seconds due to numerical
inaccuracy and integration drift [O’Donovan et al., 2007; Giansanti et al., 2005].
Practically it is often difficult to capture high-quality motion in everyday environ-
ments. Vlasic et al. [2007] discuss this and presents a system that uses ultrasonic and
inertial sensors worn by an actor. They are unable to reconstruct the global transfor-
mation of the actor, but the resulting joint configurations are visually similar to the true
motion. They also show that drift from the inertial system can reliably be reduced by
combination with the acoustic sensors. Limitations to the system are that high-impulse
motions such as kicking and jumping cannot be recorded, and interaction between mul-
tiple characters. Vlasic et al. also do not show finger motion in their captures. Because
of these reasons alongside the lack of root position, their system appears unsuitable for
reliable interaction capture.
Mechanical systems have been used to capture motions that have been difficult to
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capture traditionally due to occlusion. Mechanical systems such as the 5DT Dataglove
[Fifth Dimension Technologies, 2014] and the Cyberglove [Kessler et al., 1995] do
not have any problems from occlusion, but instead suffer from the problem of encoding
approximations of local rotations of joints rather than positions of end effectors. This
leads to an accumulation of error along the kinematic chain, as well as a reliance on
accurate calibration in order to obtain motion that is similar to the captured motion.
This error, along with the common problem that not all joints on the hand will be
captured5, means that although the capture may preserve the style of the motion and
be useful for human-computer interaction, the location of the finger tips are likely to
be incorrect. This causes severe problems when dealing with interaction with objects
as the finger tips are often used.
A mechanical system called the SPIDAR-8 Walairacht et al. [2004] avoids the
problem of end effector accuracy by measuring the location of the finger tips using
wires attached to each finger. This allows for the hand pose to be reconstructed us-
ing Inverse Kinematics, so a user can interact with objects in a virtual environment.
It also allows for force-feedback as the wires attached to the fingers are actuated by
motors. Manipulation of a virtual Rubik’s cube is shown to be possible by this system.
However, capturing interaction with objects in the physical world is not possible, as
the wires prevent most motion in the open space around the hands, and may not be
disturbed by external forces in order to ensure the accuracy of the reconstructed hand
pose is maintained. This limits the use of this system and prevents capturing accurate
interactions with objects.
In general, magnetic motion capture systems have the advantage over visual and
optical techniques in capturing close interactions as they do not suffer from the oc-
clusion problem, and they are superior to mechanical systems as they are accurate at
the marker locations without occluding the workspace with many wires. Molet et al.
[1999b] showed that a wide range of full-body motion can be captured using these
systems, and that the ability to capture orientation with magnetic markers can be used
to reconstruct a character’s pose accurately. However, magnetic motion capture sys-
tems suffer from their own problems. Previous alternating current (AC) magnetic field
systems [Burdea, 1993; Krieg, 1993] suffered from eddy currents which are induced
by the surrounding metals. These currents produce their own smaller magnetic fields
and thus the sensors receive a distorted magnetic field and the accuracy degrades. A
5The Cyberglove is one of the most popular mechanical glove captures systems, and captures only 15
joint readings, whereas the hand has over 22 degrees of freedom [Hashimoto et al., 2011] as discussed
in Section 2.3.1.
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common approach to magnetic sensor construction nowadays is to use a DC field. In
the DC field approach [Blood, 1989; Ascension, 1998], a gap is produced between the
timing that the transmitter produces the field and the sensors detect the field such that
the eddy currents disappear. Fields are produced in three directions sequentially to
obtain the 3D location of the sensors as well as their orientation in the environment.
However, these DC sensors are less accurate and are negatively affected by the earth’s
magnetic field, power outlets and electric motors, which modern AC systems are re-
silient to. DC sensors also tend to be slightly larger and less accurate, meaning that
mounting them on the finger tips is not comfortable for the actor and affects the natu-
ralness of the motion. Furthermore, it has been shown that AC systems are suitable for
capturing dexterous finger motions [Mitobe et al., 2006]. Mitobe et al. [2006] present
a system that utilises a magnetic motion capture system for capturing a pianist’s hand
motion. The hardware6 is physically modified for the wires to be more flexible so as to
capture the subtle motions associated with playing the piano, attaching these sensors
to the fingers. Although the hand motion can be captured using this technique, the ob-
ject geometry and the interaction between the hand and the object cannot be captured.
Nevertheless, magnetic capture systems appear promising, and one of the aims of this
thesis is to produce a framework that does not suffer from occlusions. For these rea-
sons this thesis utilises a magnetic (AC) system: the LIBERTY system by Polhemus
Inc [Krieg, 1993].
Section Summary Each of the optical techniques share a drawback with visual tech-
niques: occlusion. If a marker is occluded, the location must be estimated, and an
accurate estimation relies on an accurate model of the motion. As there is no accurate
generative model for dexterous motion, capturing these motions without occlusion is-
sues for acquisition of high-quality motion continues to be an area demanding further
research. The inertial systems described do not have the occlusion issue, but instead
suffer from the problem of drift, meaning that the positional accuracy reduces as time
goes by due to integration error of the inertial readings. It is notable that even a well-
established system, the Xsens, does not give an interface to the estimate of position
of free-floating objects in the scene (given by the passive magnetic sensors combined
with the inertial sensors), such is the problem of drift. The occlusion problem can in-
stead be mitigated by using an active magnetic motion capture system, which can still
be considered a marker system as they record the location and often also orientation
6The Polhemus LIBERTY system, which is used in this thesis.
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of markers attached to the body. Previous work has shown that high-frequency dex-
terous motion can be accurately captured by these techniques in certain situations. In
Chapter 3 it will be demonstrated that by combining the magnetic sensors with cap-
tured geometry data of the object it is possible to perform true interaction capture that
allows an analysis and understanding of the spatial relationships in the scene.
2.2 Spatial Relationship Encoding Using Alternate Rep-
resentations
This section investigates recent methods that seek to describe or preserve the spatial re-
lationship of a scene in order to cope with motion generation, mainly with re-targeting
to new characters. Rather than focusing purely on the joint angles of characters or
position of the joints, these methods look at some relationship between the character
and the scene to store the motion. This section provides an overview of the techniques
that have been used to try to represent motion as a series of spatial relationships and
how the spatial relationships change as the animation progresses. This is especially
pertinent to the work undertaken in this thesis as the intention is to encode the motion
in an object-centric coordinate system and also describe the envelopment of the object
by the hand.
There are many examples of work using fixed positional constraints when generat-
ing motions with contacts [Michelman and Allen, 1994; Kry and Pai, 2006; Liu, 2009;
Mordatch and Todorov, 2012]. This contact representation is common as it allows for
static grasping and physical interactions with the environment, with a simple point-
based representation. For example, Yamane et al. [2004] explores an approach to ani-
mate characters manipulating objects using constraint based inverse kinematics, where
the constraints are the position of the feet, position of the object, and position of the
hands relative to the object. Some of these constraints (the positions of the feet on the
ground and the position of the hands on the box) can be seen as spatial relationships be-
tween the character and the environment, with the constraint that the distance between
these points must be zero. The authors use a motion capture database with similar con-
straints to bias the resulting poses towards previously observed poses, and explore the
constrained pose space by Rapidly-exploring Random Trees (RRT) [LaValle, 1998].
RRT-style exploration is known to give unnatural transitions in motion and so Yamane
et al. perform a postprocessing step of smoothing the resulting trajectories. However,
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Figure 2.1: Examples of Gauss Linking Integrals between two curves, image
from [Ho and Komura, 2009].
even after this step the motion does not appear fully natural [Yamane et al., 2004].
Their technique is not a fully automatic system as a user has to specify the constraints
manually, however it does reduce the time taken to generate these motions from an
hour for keyframed motion to less than 10 minutes in this system. Yamane et al. also
notes that methods based on RRT do not scale well as the dimensionality increases as
they are based on random sampling in the space. For motions of dexterous manipula-
tion the degrees of freedom of the task are often too high.
Only slightly more complex than fixed positional constraints, simple distance and
orientation relationships between the centroids of objects have been regularly used
with some success in the generation, classification and retrieval of scenes [Ogawara
et al., 2003; Merrell et al., 2011; Xie et al., 2013]. However, these relationships do not
consider the surface of the object, and so can be problematic when close interactions
occur.
Concepts of winding have also been used in representing relationships. Ho and
Komura [2009] discusses the difficulty of planning a sequence of motion when the
character must move between different intertwined configurations. For instance, if a
character’s arms are crossed in the first keyframe and a second keyframe is given such
that the hands are then behind the back, a naive interpolation of joint states or posi-
tions of the joints causes self penetration. In these cases using RRT or other global
planners can achieve a successful but unnatural sequence. However this results in a
lot of random sampling of poses and ‘wasted’ computation as most samples will be
useless. The authors instead propose a topology based approach that maps the gener-
alised coordinates of the character to the tangle space represented by Gauss Linking
Integrals (Fig. 2.1). This is termed by Ho and Komura as ‘Topology Coordinates’.
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By linearly interpolating in the topology coordinates, a successful knotting trajectory
can be computed without collision, and this trajectory can then be mapped back to the
configuration space of the character. Ho et al. [2010] applies this to two simulated
Nao robots [Aldebaran Robotics, 2014] in order to transfer between different tangling
poses. These ideas have been later used in the robotics literature as ‘writhe’ in order to
encode the amount a kinematic chain wraps around a sequence of line segments [Zaru-
bin et al., 2012]. Although these techniques are able to preserve the ideas of wrapping
between curves, they do not investigate direct relationships between surfaces as will
be explored in this thesis.
Instead of looking at curves a point-based approach is presented in 2010 by Ho
et al. [2010], who defined the ‘Interaction Mesh’: a volumetric representation of the
relationship between the joint positions of a character, two characters, or a character
and an object skeleton. They use the Laplacian coordinates to define the location of the
character’s joints relative to other sample points in the space. When a single point is
moved, the rest of the points in space must move to preserve the displacement energy7
of the scene. To ensure a sparse set of relationships between nodes (joints and markers)
in the scene, the Delaunay tetrahedralisation is used and only connected components
have constraints. This means that only nodes that are nearby affect the relationship of
each other directly, whereas further away nodes have a less predictable effect as they
must act via their neighbours. This technique is later used in the robotics literature
to retarget motion capture of dancing to robots whilst maintaining balance [Nakaoka
and Komura, 2012], and to automatically adjust the configuration of a robotic arm at
runtime using relationships to obstacle markers in the space [Ivan et al., 2013]. Sim-
ilar ideas regarding relative vectors have been used for retargeting animation based
on the surrounding environment. Relationship Descriptors [Al-Asqhar et al., 2013]
were defined using the distance field around objects in order to retarget motion for
character animation. They represent the character as a set of joint locations with bone
length constraints and attempt to minimise the difference between the relative loca-
tion and orientation of the joints given a set of sample locations on the surface of the
environment when the environment is deformed. These are only suitable for motion
retargeting and not for planning novel motions as sample points are fixed given the
initial playback of the data.
Spatial relationships given character pose have also been investigated by Wang and
Komura [2011]. They showed how local control can be used to solve interpolation
7The difference in the Laplacian coordinates summed over all the joints.
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problems between sparse keyframes when the character must achieve complex poses.
The overall concept is that of repulsive energy: a character whose body segments
are near to each other has a high repulsive energy whereas a character whose body
segments are far has a low repulsive energy. The authors noted that it is easier to
interpolate linearly between poses when the body segments are far apart than it is when
the segments are close to each other, and so proposed that in difficult keyframes the
character can be controlled to minimise the repulsive energy in both keyframes until a
linear interpolation is feasible.
Following on from this work, Wang and Komura [2012] use topological repre-
sentations to control a cloth in the task of wrapping and knotting. As cloth has a large
number of degrees of freedom in its particle representation, global path planning meth-
ods are not suitable for control. The cloth is instead controlled by moving a ‘control
line’ on the surface of the cloth to a ‘target line’ on the object surface, passively moving
the rest of the cloth particles using a cloth simulation. This reduces the dimensionality
of the problem as the task becomes moving the ‘next’ particle in the control line to the
correct position on the target line until it is within some threshold, repeating this until
all particles are moved to their correct places. This technique lowers the active degrees
of freedom by simplifying the task, only having to actively control a single particle at
a time.
Zarubin et al. [2013] looked at a grasp metric defined by the approximate surface
of a hand and the object by computing the integral of discrete Gaussian curvature
over geodesic balls centred around vertices on a target object. This approximately
encoded the idea of a perfect manipulator of a certain size being able to cage8 an
object, and searched for areas in which this caging value was large in order to grasp
those locations. This metric was not valid for the outer space of the object, is not a
continuously varying measure, and requires exhaustive search over the vertices of the
object, unlike the coverage measure which will be defined in this thesis (discussed in
Chapter 4).
Further consideration is given to surfaces covering a mesh by Igarashi and Suzuki
[2011]. Their system creates customized dust covers for three-dimensional closed
meshes by computing multiple convex hulls of a small number of subsets of the object
vertices, and then takes the union to create a cover which envelops the entire object.
They measure the approximate coverage of the dust cover during a test for the ability
8Wrap around an object such that the object cannot move arbitrarily far from the manipulator without
penetration.
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to remove the cover from the object, given an opening in the cover (the ‘uncovering
test’). This is performed using the object’s convex hull, and only gives a binary ‘cov-
ered’ or ‘uncovered’ result, as it uses the difference of the normal vectors of the dust
cover moving along the convex hull, and denotes the object uncovered when the dif-
ferences are smaller than 90 degrees. Unlike the envelopment measure defined in this
thesis, Igarashi and Suzuki [2011]’s technique is not continuous and is conservative in
its estimation of coverage.
Section Summary All of the techniques previously employed in the field either do
not handle relationships with general, concave objects, or do so by setting specific
samples on the object surface from which then distance-based relationships can be
drawn, meaning they rely on a discrete, sampled representation of the relationship and
must select locations to place samples. Accurate dexterous grasping and manipula-
tion often require exact contact locations and so require samples specifically at contact
points: the required contact points may not be known when transferring these grasps
to novel objects. Further to that, these motion generation techniques are all for retar-
geting based on examples, and do not deal with generation of novel motion when the
examples are too different. Retargeting a grasp from an object to a new object that
differs significantly may require replanning based on physical feasibility which none
of these techniques consider. Because of this, existing techniques are not suitable to
represent general grasping motions. Gauss Linking Integral and skeleton-to-skeleton
relationships are interesting for representing continuous topological relationships; this
thesis looks at extending these line-line relationships to surfaces (Chapter 4).
2.3 Grasping and Manipulation in Animation and Robotics
This thesis looks at transfer and generation of grasp and manipulation motion. It
is therefore important to consider the literature on grasp analysis and generation in
robotics and animation, hand animation, and programming by demonstration.
2.3.1 Grasp Analysis
Since the early 1900s, researchers have been interested in understanding human grasp-
ing and manipulation of objects [MacKenzie and Iberall, 1994]. Initially this was from
a medical perspective, as after World War One interest in prosthetic hands was high
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Figure 2.2: Cutkosky and Howe [1990]’s hierarchical decomposition of classes of
grasp.
due to the number of injuries sustained [Slocum and Pratt, 1946; Taylor and Schwarz,
1955].
In early work on grasp classification, a small number of main grasps were identi-
fied, later being expanded to a wide variety dependent on task: spherical, lateral, finger
tip, hook, palmar and cylindrical are all common examples, and more can be seen in
Fig. 2.2. Many of these reoccur through the literature although there has been much
disagreement about how fundamental each is. Napier [1956] proposed a popular de-
scription of grasp styles still used today, segmenting the space of grasps into power
and precision dominated by properties of the task and hand configuration. He showed
that movements of the hand consist of two basic patterns of grasps:
• Power Grasps are grasps which make maximum contact with the object, in order
to keep the object stable, and allow the user to exert their full strength for ma-
nipulation of the object. The object remains clamped between the flexed fingers
and the palm, with opposing force being provided by the thumb.
• Precision Grasps are grasps usually made by the finger tips for finer control over
the object’s motion, often between the thumb, index, and middle finger. Having
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fewer contacts allows for in-hand manipulation.
Prior to Napier other medical researchers defined three fundamental units of func-
tion in the hand: grasp (which in this paper meant a power-grasp style grip), pinch,
and hook [Slocum and Pratt, 1946]. Further investigators produced subdivisions in the
main grasp styles, creating terms such as prismatic, circular, and tripod grasps [El-
liott and Connolly, 1984; Lederman and Klatzky, 1987; Cutkosky and Howe, 1990].
Later on, the concept of “virtual fingers” were introduced, in that a group of fingers
can be combined into a single virtual finger when they work together in a task [Arbib
et al., 1985]. This abstracts the actual configuration of the hand from the manipulation
and instead looks at the functional components of the forces applied on the object to
the grasp, reducing the degrees of freedom in the analysis. These were then used to
investigate grasp quality; notably the authors of [Iberall et al., 1986] define the term
“opposition space” to mean “the area within the coordinates of the hand where oppos-
ing forces can be exerted between virtual finger surfaces in effecting a stable grasp.”,
describing the intuitive understanding that opposing forces on an object assists stabil-
ity of a grasp. Each of these grasps and concepts have been shown to be important for
description of grasp style, and a full grasp generalisation and transfer should be able to
achieve all of these grasps in order to simulate the natural motion of the human hand
as closely as possible.
Work has also been performed on reducing the dimensionality of grasping for en-
coding the natural synergies in human motion (by finding the latent variables) but also
but simplifying the representation of the human hand pose. In 1998, Santello et al.
produced a paper investigating synergies between the degrees of freedom of the hand
when using tools [Santello et al., 1998]. The technique employed here used the Cy-
berglove to measure the joint angles of the fingers directly (which has the assumption
that the Cyberglove does this both accurately and fully, which may not be the case)
and use discriminant analysis to maximise the ratio of the inter-group variance to the
intra-group variance of a linear combination of the joint angles when grasping 57 dif-
ferent objects. This paper famously argued that > 80% of the variance in pose comes
from the first two principal components of motion of the hand, but many that discuss
this paper omit that this variance is in the readings of the Cyberglove which has only
15 DoF (whereas the hand has at least 22 degrees of freedom [Hashimoto et al., 2011]
and can be modelled to have up to 27 [ElKoura and Singh, 2003], or more when con-
sidering the deformation of the palm [Yasumuro and Chihara, 1997]). However, it can
be clearly seen that there are indeed synergies between the individual muscle groups in
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the hand, and in fact there are dependencies on certain joint configurations given other
joints [Weiss and Flanders, 2004; Latash et al., 2007]. This is partly due to mechanical
coupling and interference by the muscles and tendons in the upper arm [Taylor and
Schwarz, 1955]. It is likely that for natural motion of the hand, a means by which
these synergies can be emulated is vital.
Kang and Ikeuchi [1992] proposed an idea for a simplified representation of grasps
and contact relationships between the hand and an object called the contact web. Here
the hand is represented as a grasp connecting the five fingers to the palm via the distal,
medial and proximal phalanges9.Contact is defined between single points on a finger
segment and the object, augmented by the object normal and 3D location of the contact.
This is used in later work to attempt to recognise grasp types automatically by using the
concept of virtual fingers along with a grasp hierarchy to determine the grasp based on
relative locations of fingers on the object, the relationship of the fingers to each other,
and their normals[Kang and Ikeuchi, 1994].
Inspiration taken from methods for the study of grasp quality from the field of
robotics have also been used in the study and reproduction of human hand motion in
animation. For example, the authors of [Ciocarlie et al., 2009] investigate finger tip
contact point locations on objects during grasping and manipulation using the ‘Grasp
Wrench Space’10. They discover that only some people change grasp locations (and
so affect the Grasp Wrench Space) when they know a disturbance will occur, showing
that behaviour during object manipulation is dependent on the style of the character.
Low dimensional representations of manipulation have also been proposed. [Steffen
et al., 2008] captured human motion whilst removing a bottle cap and discovered latent
parameters by using a unsupervised kernel regression on the captured 26 DoF hand
pose to create a manifold of valid postures.
Section Summary The hand is capable of a wide range of motion with high degrees
of freedom. There are complex relationships between the motion of the joints, with
joint limits being dependent on the current pose. That being said, a limited set of mo-
tion can approximate the hand pose for a variety of tasks. Dimensionality reduction
in this way has proved to be useful to simplify the problem of motion generation, as
will be discussed in the following sections regarding animation and robotics. Many pa-
pers seek to classify the relationship between segments of the hand and objects during
9Finger segments.
10This will be described in Robotic Grasp Planning (Section 2.3.3).
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manipulation, with a focus on finger tips as much of the fine manipulation of objects
occurs there.
2.3.2 Generation of Grasping and Manipulation Animation
This section looks at the most relevant work in the fields of computer animation and
graphics for generation of grasping and manipulation of objects. In these fields, the
drive is often for the appearance of natural motion, so as that the viewer believes the
world the characters exist in, but also for artistic control over this motion. These con-
siderations manifest themselves often in requirements for parameters to tune the mo-
tion, and (in interactive situations) the ability to adapt to novel situations. Natural
motion can be captured from an actor in the original environment: we make the as-
sumption that a natural motion for a task is a solution to the task that would not be
uncommon for a biological actor to take. If a motion is captured of a biological actor
performing some task, it is natural as they are performing the task. These motions
are only guaranteed to be natural in the original environment however, by placing the
digitised version of this motion into new scenarios it is required to adapt the motion to
different objects, terrain and other characters in the scene.
Papers in grasping and manipulation in the field of computer animation can broadly
be categorised into the following main groups:
• Geometry-based, Model-driven Systems of this type are based on the geome-
try of the object and an internal model of the hand grasp style, with kinematic
control (e.g. [Sanso and Thalmann, 1994]).
• Geometry-based, Data-driven These systems also rely on the kinematics of the
hand and shape of the object, computing grasps via properties of the geometry
of the model rather than the forces at contact locations. They are data-driven,
directing the search for these grasps based on examples (e.g. [Aydin, 1999]).
• Physics-based, Model-driven These systems use physical simulation to deter-
mine the grasp, either by computing the overall forces required by an example or
by measuring how well the hand is able to grasp the object. They have a heuristic
model which they use to generate the grasps (e.g. [Liu, 2009]).
• Physics-based, Data-driven These systems are similarly physics-based, using
forces and torques to control the hand for interaction with objects in the scene,
but instead of using a generative model only they use motion capture or example
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data in order to direct the search for a good grasp (e.g. [Pollard and Zordan,
2005]).
Recently, hybrid approaches which combine an initial geometry or model-based
motion with physics-based processing are becoming more popular in an attempt to
mitigate the drawbacks of the above approaches whilst bringing the strengths of both,
usually at the cost of additional implementation complexity. For example, [Wang et al.,
2013b] uses data in capturing a motion, a kinematic phase to fit the hand and object
trajectory approximately, then a physics-based refinement stage in which they sample
contacts between the fingers and the object. As was noted by Wei et al.,
“Physical validity is not a sufficient condition of natural motion”[Wei et al.,
2011b]
and these approaches seek to allow for both kinematic capture and dynamic refinement
given physical laws. This section considers these hybrid techniques to be a natural
progression of physics-based approaches, and so groups them together.
Geometry-based, Model-driven Approaches Earlier work focused on final grasp
poses and using IK to reach target locations. [Bekey et al., 1993] explains the devel-
opment of a kinematic grasp planner, considering robot hands with multiple fingers.
[Sanso and Thalmann, 1994] created a model-based system for grasping sphere, cylin-
der, and block primitives based on simple rules and IK. [Huang et al., 1995] describes
a heuristic method that decides approach and grasping strategy, for example pinch or
lateral grasp, based on the object geometry and ‘multi-sensors’ attached to the hand
for collision detection11. Similarly, Rezzonico et al. [1995] focuses on wrapping the
fingers around an object using a finite-state machine (FSM) approach, ensuring that a
grasp directed by a gloved actor does not penetrate objects in a virtual scene. They
do this by fast collision detection with the virtual object, adapting the directed motion
to the object’s geometry. The free hand, grasping, and grasped states are detected, al-
lowing the object motion to be directed by the hand once grasped. Boulic et al. [1996]
proposes a technique that allows for a grasp on a virtual object to be modified such
that the fingers may move and manipulate the object by the fingers during the grasp
(known in robotics as in-hand manipulation). It seeks to overcome the limitation that
the object is rigidly parented to the wrist post-grasp, which occurs in many model-
based techniques. It does this by taking into account the finger motion and considering
11A sensor is an object attached to the hand, usually spheres, often used for fast collision detection
and as triggers to change grasp state.
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the Coloumb friction model for contact with the object. The motion of the object can
then be generated by the user in the hand, although the motion isn’t necessarily physi-
cally accurate. Each of these rule-based systems are comparatively easy to implement
and fast, but tend to work only for a limited set of objects such as geometric primi-
tives, may not work in situations with physical interaction as physically-based grasp
metric aren’t used, and are unlikely to produce natural movement in a wide variety of
situations.
Koga et al. [1994] take a motion planning approach via discrete optimisation to
generate animations of manipulation of a single object between two configurations.
They only require that the initial pose and constraints on the object are specified in
order to plan the multi-arm motion that moves the object kinematically to the target
location. The planner works over a discrete selection of target locations in the effective
work space of the character, with the joint angles of the arms discretised in 0.05 radian
intervals. They do not consider the dynamics of the motion, nor do they consider the
continuous space of motion, resulting in the planned motion being neither dexterous
nor physically plausible. However, the ability to set general tasks of manipulation by
merely specifying a few constraints using this technique is useful.
Other techniques that instead focus on specific tasks have been presented in the
field of hand animation, with the idea that creating heuristics or models for a small
class of interaction is simpler than a general model, and can produce higher-quality
results. For example, the task of playing a guitar has been considered[ElKoura and
Singh, 2003]. Guitar fretboard fingering is a complex task that takes humans years
to master. ElKoura and Singh [2003] present a method for automatically animating
a human hand to select the correct configuration for playing the guitar given input
‘tablature’ (fretboard locations for each finger). The postures can be unusual but still
physically valid, which presents challenges when attempting to realistically replicate
this in animation. The authors note that assumptions such as θDIP = 23θPIP (the distal
interphalangeal joint rotation is two-thirds of the proximal interphalangeal joint rota-
tion) is inadequate for these extreme postures. They mention joint re-targeting, though
it is limited to using the joint angles and so does not take into account any spatial
relationships. The conclusions of ElKoura and Singh supports the assertion in this
thesis that creating complex hand motion is time-consuming and difficult to do man-
ually, and that even domain-specific solutions such as the ‘Handrix’ system presented
by them have problems with naturalness because the subtle motion the hand exhibits
when performing complex actions is hard to encode in a heuristic algorithm, and may
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be much easier to capture from data.
Geometry-based, Data-driven Approaches Gleicher and Litwinowicz [1998] uses
data to alleviate the problem of unnatural motion due to unrealistic heuristics. Their
paper describes a method for retargeting motions from motion capture to new charac-
ters, including picking up an object and moving it. The captured motion is not dexter-
ous, and so deals only with wrist locations. The technique works only for characters
with identical skeleton hierarchy but is able to preserve contact location on the object
when the character’s size changes. [Aydin, 1999] also addresses the issue of animating
grasping of arbitrary objects using a data-driven approach. However, they segment the
reachable space into subvolumes, and capture or precompute primitive grasps for each
of these. Upon being directed to grasp a novel object, it is first classified as one of the
primitives, then the hand pose is given by the nearest subvolume. A version of IK is
then used to perform the grasp. None of the approaches described so far can be con-
sidered dexterous, as they either perform a simple autoclosure computation in which
the fingers close around the object, or they only work on a small number of primitives
using unnatural heuristics.
Further planning approaches have been used to generate manipulation motions be-
tween characters in a continuous manner, combining data-driven motion with constraint-
based IK [Yamane et al., 2004]. Using a library of captured motions they are able to
direct the search to realistic sequences whilst respecting the non-collision constraints
with the environment and posture constraints set by the user. To fill in minor gaps in
the motion library, IK and a model of human motion is used. Only simple grasps were
demonstrated in the examples, and they cannot be considered dexterous.
A database of grasps has been used to generate novel grasps on objects [Li et al.,
2007]. Li’s paper takes the final grasp poses given to the system and produces similar
poses ranked by quality on new objects. It considers a pre-made ‘Hand Pose Database’
that gives information about the hand joint configuration and also the contact points
on some original object that was grasped. These contact points can be matched to new
object geometries, giving a ranking of different hand poses for a certain object. They
finally randomly sample triangles (made up of three contact points from the hand pose)
and align each of these to the vertices on the object surface. A grasp quality metric can
be computed from this information, determining how well the inner surface of a hand
fits new geometry. However, Li et al. does not consider the approach to the object and
leaves the natural grasping motion problem to a separate motion synthesis stage that
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they do not address. Interestingly they consider some of the relationship between the
hand and the object in terms of the surface normals at points on contact, allowing for
some generalisation of the grasp by matching some attributes of the contact surface to
new objects. This aspect lends support to the idea that the relationship between the
hand and the object is important in grasping.
The authors of [Hamer et al., 2010a],[Hamer et al., 2010b], and [Hamer et al.,
2011], describe a system to estimate an interaction with an object using visual systems
(as discussed in Section 2.1.1), and then to generate new interactions on objects by
preserving the relationship in the coordinate system of the object. This means that
objects have to be closely aligned and similar to the original object model, but if they
are they can warp the pose of a grasp to novel objects. The technique proposed in
this thesis has similar goals, but approaches the problem by considering the spatial
relationship with the surface of the object, rather than by only considering the object’s
centroid and rotation. This allows the object-centric coordinate system put forward in
this thesis to adapt to the object deformation and does not require the object to be as
similarly oriented and shaped. Hamer et al.’s technique also focuses on the tracking
of motion, whereas this thesis takes a different approach to motion capture and can
retarget to manipulators with novel kinematics.
Physically-based, Model-driven Approaches Automatic synthesis of object ma-
nipulations such as hammering a nail and pouring a glass of wine are demonstrated in
[Liu, 2008]. The authors use physical simulation and simple kinematic goals to gener-
ate hand-object interactions that respond to disturbances effected by the user. The user
supplies a grip style, object description, and task description in terms of what object
should end up in which location or functions of the hand position and its derivatives.
For the approach to the object, they use the approximation that often the hand imitates
the shape of the surface of the object, and so they calculate the final grasp pose for
a larger, closer version of the object and shrink these contacts until the surface of the
object is grasped. This is an interesting approximation, but as they note it does not
necessarily work for a wide range of objects, such as objects with handles for hook
grasps, or objects with triggers and similar protrusions that may require a finger to
grasp behind them.
The authors propose further methods of synthesis of close interaction based on op-
timization and contact constraints. Liu synthesizes motions such as opening the top of
a bottle by specifying the initial grasp pose and contact points between the finger tips
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and the bottle top [Liu, 2009]. The range of movements that can be synthesized by
such a method is limited to those mainly involving the finger tips. This work takes an
optimisation-based approach to generating motions of manipulation of objects. Start-
ing from a given grasp pose, their method automatically computes the torques in the
fingers to perform a task which is given by the motion of the object being grasped. The
system can also locally change the fingers in contact with the object to withstand per-
turbations and provide a greater range of possible forces on the object. Their method
doesn’t require any predefined movement of the hand: this is both a benefit in terms
of simplicity, but also a drawback as the resulting motions can be unnatural. As men-
tioned in Section 2.3.1, it can be difficult to programmatically encode the strategies
that humans use in manipulating objects due to their high DoF and the muscleoskeletal
system that humans posses. Although Liu’s system is physically based it has to make
some concessions in order to make the problem tractable, and these concessions can
cause unnatural motion such as resisting a perturbation by solely increasing the joint
torque without changing the pose. Unlike the system proposed by Liu, the data-driven
methodology proposed in this thesis is able to generate human-like approaches and
grasps due to the use of motion capture for the wrist and fingers.
The range of movements that can be synthesized are extended to those involving
the palm in [Ye and Liu, 2012], in which the wrist position and orientation, alongside
the object transformation are captured from an actor and then the finger movements
are synthesized. This technique relies on optical capture and so does not work in sit-
uations where occlusions of the wrist or body may occur. Whilst impressive results
are obtained, comparisons with captured finger motion in open manipulation examples
show discrepancies and penetrations if other objects are in the scene, and the authors
note that the fingers sometimes move unnaturally. Furthermore, the computation time
is non-negligible as expected from spacetime optimisation, with examples shown tak-
ing over 10 minutes to produce 120 captured frames.
Other systems have looked at generating motion which allow contacts with any part
of the virtual body. Contact-Invariant Optimisation [Mordatch and Todorov, 2012] has
been used to generate grasping and manipulation motion from high-level goals on the
object specified by the user. They generate a cost function based on the idea that
contacts can occur at distance, but with a penalty. They perform the optimisation in
two stages that update the trajectories ‘key states’12 with increasing cost for the contact
distance and physical violations at the second stage. The objects they deal with are all
12Samples at every 0.5 seconds.
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capsules, meaning that projection onto the surface using the distance field does not
lead to problems as it is harmonic in this case (i.e. it has no local extrema). Concave
meshes may lead to the optimisation failing, however these cases are not discussed.
This work is interesting due to the limited input required in defining tasks, but as of
yet has not been shown to produce true physically-valid or natural motion.
Natural hand models based on physical realism or biomechanical models have been
proposed for improvement of the visual quality of generated hand motion. A realistic
hand model lends plausibility to an animation, making investigation of natural hand
models relevant to the subject. Albrecht et al. [2003] did not consider grasping, but
instead the complexity of the human hand and generating a realistic model of both the
motion and the appearance, based on modelling the anatomical detail. Animation of
the model is controlled by virtual muscles, which affect the deformation of the skin
using a mass-spring system. Visually the appearance is natural, but interaction with
objects isn’t possible using this technique, and accurate collision detection with the
non-convex mesh would be slow and possibly unstable using current techniques. Be-
cause of this, many models use approximate convex or primitive geometry for collision
detection, and finer geometry for rendering.
Yasumuro and Chihara [1997] consider a virtual spring model of hand actuation
in which the skeleton of the hand has varying stiffness at each joint dependent on the
virtual springs attached to them. These virtual springs bring the hand back to a neutral
pose when some torque is applied to the joints, with the resisting torque termed the
inner energy. Manipulation and grasping isn’t directly considered. The target neutral
pose is set manually, which may be difficult to do due to the expert biomechanical
knowledge required of the relationship between different joint rotations.
Biologically inspired models of the human hand have also been proposed in order
to improve naturalness in pose and reduce the motion space that is plausible given the
degrees of freedom in most joint-based models[van Nierop et al., 2007]. Work in ani-
mation has also gone into improving the hand model for natural motion and rendering.
Musculotendon simulation for hand animation [Sueda et al., 2008] looks to simulate
the biological structure of the hand in order to get natural bulging and shrinking of the
skin under certain poses. These techniques help in the visual appearance of the hand
but do not deal with object manipulation.
Physically-based, Data-driven Approaches Pollard and Zordan [2005] presented
an early example of both a data-driven and physics-based system for hand animation.
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Physics-based systems can appear natural as they are physically correct (within the
assumptions that are used in terms of hand geometry and abilities), and so the interac-
tions in the world appear plausible. The effort of the animator then is redirected from
preserving the plausibility of the scene into creating the controller of the hand, which
is usually complex and unintuitive to define, and makes it difficult to predict how the
hand will act in new situations. This paper demonstrates that, whilst creating the con-
troller for a task is possible and that physical parameters can be estimated by simple
techniques such as the ‘drop test’13, results appear unnatural in the case of grasping
more complex objects and for more complex tasks.
Another technique that deals with both capture and motion generation, and was
described previously in the related work (Visual Capture of Hands and Interaction,
Section 2.1), is presented in the paper by Wang et al. [2013b] that explores capture
of hand interaction with objects, as well as retargeting to novel objects. The results
shown are of high quality and physically realistic, however there are limitations to
the technique: the hand must be mostly visible to the six cameras, and the motion is
post-processed from what is observed to make it approximately physically accurate.
This post-processing removes some of the qualities of the original motion in favour
of motions that are easy for the algorithm to generate, losing some of the benefits of
motion capture over novel motion generation. It is also important that the environment
is fairly easy to segment out during capture in this technique, limiting the environments
that capture may take place in. For adaptation of the motion to new objects, a Particle
Swarm Optimisation approach is taken to sampling contact points which provide the
required forces to the object. As mentioned earlier, this approach is slow: a single
second of motion at 30 frames per second takes around 120 minutes to generate.
Zhao et al. [2013] uses a pre-recorded motion database and an RGB-D sensor
to allow a user to generate grasp and manipulation of objects by acting them out
in open space. It uses physical-based simulation to generate these motions from a
large, manually-labelled dataset of captured grasps in realtime. They show examples
of grasps on convex objects, which suit this method as their grasp quality measures
restrict the grasps to ones that centre around the centroid of the object. The objects
are able to be manipulated after the grasp completes by the motion of the wrist. A
limitation in this work is that precomputed grasps are stored relative to an object’s lo-
cal coordinate system, which means they do not directly adapt to the surface geometry
13Where a user manually tunes stiffness and related parameters whilst an object is dropped on an
outstretched hand: in making it appear natural, realistic physical values are set for the hand.
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when performing the approach and grasp but rely on scaling the objects and collision
detection. Despite this, the results are impressive.
Section Summary Data-driven motion retargeting tends to produce higher-quality
motions than model-based systems, as they capture subtle movement details that are
difficult to define in a constrained model or controller. Successful physically-based
manipulation of objects has been achieved via motion planning but tends to take a
significant amount of time to generate the motion and the results are often unnatural,
especially in the approach to the object. Recent approaches have increasingly looked
at realistic retargeting of captured motion, but none have tried to describe the envel-
opment or coverage of a grasp in an abstract way, nor have they looked at more com-
plex spatial relationships with the scene than point-based relationships. Furthermore,
transfer to characters with different morphology or kinematics is rarely discussed. Ro-
bustness to novel objects is often a problem too, as many previous techniques require
the novel objects to be similar to the original object and manually aligned. Many ap-
proaches use space-time optimisation and sampling, which is slow for these problems
with high degrees of freedom. The limitations in existing research discussed here are
addressed in this thesis, through development of a techniques that allows motion trans-
fer to novel objects without manual mapping or alignment, and to novel manipulators
that differ morphologically.
2.3.3 Grasping and Manipulation Planning in Robotics
For a robot to interact with its environment, the robot needs to be equipped with a suit-
able internal representation, enabling it to plan the actions required. The problem of
reaching and grasping, in particular, is a crucial component of many interactions. Dif-
ferently to animation, the motion generated does not necessarily have appear ‘correct’
to a viewer, but must be able to robustly produce the required change in the environ-
ment required by the task. Robots for entertainment may also have the constraints of
Section 2.3.2, making this a challenging task. There is utility in generating motion that
a viewer would expect to non-entertainment robots as well: humans that are required
to interact with these robots would be able to intuitively understand the tasks the robots
are attempting, making collaboration easier. It is also reasonable to assume that robots
attempting to achieve a goal when interacting with objects used by humans can use
human-like motions to create a suitable solution for the task, which may be taken as a
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starting point for refinement into an optimal solution.
Several approaches and representations have been proposed for the purpose of gen-
erating manipulation and grasping motions. These are reviewed below.
2.3.3.1 Grasp Planning
In robotics, the field of Grasp Planning looks at automatically selecting poses and
joint torques that grasp objects. Of particular interest is dexterous grasping, which
in robotics traditionally means something slightly different to its use in everyday lan-
guage: the ability of a hand to change the position and orientation of a manipulated
object arbitrarily in the workspace14. To understand the field, the quality measures
that have been proposed for ranking of grasps are important to consider. Two impor-
tant concepts surrounding grasp quality in robotic manipulation are force closure and
caging.
Force Closure The notion of force closure [Murray et al., 2006] is a classical physics
based modelling approach to the grasping problem, where a grasp is formalized as a
collection of point contacts between an object and the robot’s manipulator. A grasp
is force closed if wrenches15 in arbitrary direction can be counteracted by the robot.
To evaluate the force closure condition, the robot needs to be able to estimate contact
points and normal directions at each contact point.
The L1 grasp quality Q metric proposed by Ferrari and Canny [1992] is a popular
approach to evaluating the force closure criterion under the assumption that forces can
be independently controlled at each contact point. Miller and Allen [1999] extends the
original 2-dimensional idea of force closure to 3-dimensional space by considering the
contact location and normals between the manipulator and the object with the assump-
tion that a force at the contact location can be produced as long as it remains in its
friction cone. The Minkowski sum16 of the wrenches produced by concatenating the
force and torque vectors at the contacts is the 6-dimensional construct known as the
Grasp Wrench Space (GWS). This conceptually describes all the possible wrenches on
the object that the grasp can resist (remembering the assumption that the manipulator
is able to actuate all forces in the friction cone of the contacts). A metric can then be
produced for the magnitude of the minimum wrench the grasp cannot resist, by con-
14The area in which a robot can act.
15A wrench is the concatenation of force and torque at a point.
16⊕ : A⊕B =
{
~a+~b|~a ∈ A,~b ∈ B
}
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sidering the hyperplane closest to the origin. This is dubbed the ε quality measure.
A large variety of such grasp scoring functions have been developed in recent years
[Suárez et al., 2006], some of which are purely heuristic, while others take a more
physics-based approach. To determine a stable grasp, random sampling and a ranking
by such a quality measure are typically used in state of the art simulation environ-
ments such as GraspIT [Miller and Allen, 2004], OpenGRASP [León et al., 2010] and
SIMOX [Vahrenkamp et al., 2012] which then allows the highest scoring grasps to be
executed on a real robot with confidence. A change in object geometry then requires
the robot to reinitialize its grasp synthesis. In my work, the focus is instead on trans-
ferring stable grasps under variations of configuration of the scene and parameters of
the character and object.
Alternatively, the search for an optimal grasp has been formulated as an optimiza-
tion problem [El-Khoury et al., 2012]. Since scoring functions such as Q typically
depend only on local information about the object at the points of contact, their optima
are highly dependent on a good reconstruction of the object. Since force closure in par-
ticular is a concept which depends only on the local geometry of an object around the
contact points, it is sensitive to local noise. This dependence has recently been made
precise in terms of the Lipschitz continuity of Q17 [Pokorny and Kragic, 2013] which
allows one to bound how much Q changes if error bounds on contact point, normal, and
centre of mass estimates are known. Attempts to alleviate this have looked at comput-
ing minimum grasp quality over regions of the object. Reachable Independent Contact
Regions (rICR) [Roa et al., 2011] is a technique for measuring the quality and robust-
ness of a grasp in a real-time fashion, suitable for assisting a user in choosing grasps on
an object by clearly displaying the robustness to perturbations and noise in the form of
multiple contact points on the object that allow for a grasp of at least some minimum
quality. This technique addresses the concern with point-based grasp quality metrics
that the grasp quality can change significantly when the contact points change slightly,
and in real-world robotics it is unreasonable to expect the planned contact points to be
the exact contact points between a robot and an object in the real world. It does this
by using Independent Contact Regions (ICR) [Roa and Suarez, 2009] which takes in
an initial grasp of quality Q and a threshold value α where 0 < α ≤ 1 that defines the
minimal quality of the grasp relative to an initial grasp, and returns a series of labelled
points on the object such that any contact can move between points in its own region
whilst maintaining a grasp quality of at least αQ. rICR extends the technique to only
17Which states that a function is limited in how fast it can change.
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consider grasps which are possible for the manipulator in question, and so computes
the valid workspaces for the finger tips offline, then uses these workspaces to limit the
search space for ICR online. Approaches related to force closure constitute a mature
approach to robotic manipulation which has been well developed over the last three
decades [Bicchi and Kumar, 2000].
Caging The caging of an object, on the other hand, is an alternative approach de-
pending on the global geometry of an object and hand configuration. Rather than
determine grasp stability by contact points and friction, it considers the object as a
rigid body and determines whether a grasp is successful by ensuring that, as defined
by [Kuperberg, 1990], an object X in the plane is caged by a finite set of points in the
plane if it cannot be moved arbitrarily far away from those points without collisions.
While this definition can be extended to 3D and to caging by arbitrary shapes in place
of points, most work on caging to date has focussed on the 2D case and on analytically
provable cages. The notion of stretching and squeezing cages in 2D, in particular, was
studied by Rodriguez et al. [2011] and caging configurations are considered as a step
towards a fixating grasp.
Considering caging in 3D is a relatively recent addition to the existing work in this
field, and early work in this area has informed the development of this thesis. The work
of Diankov et al. [2008] proposes a planning approach for using caging grasps for tasks
such as opening doors and drawers and argues that caging grasps allow for a larger
degree of robustness since a caging grasp does not enforce brittle rigid constraints and
allows for a larger range of motions compared to a force closed grasp. For objects
with holes, Pokorny et al. [2013] have proposed an approach which synthesizes caging
grasps by controlling a hand via a gradient based approach involving winding numbers
and by planning grasps using a basis of shortest homology generators. This work was
extended by Stork et al. [2013] using a notion of virtual linking quantifying the amount
of interlinking between loops on an object with holes and the robot hand’s fingers and
includes a task-space RRT to plan the motion of a robot arm.
In the work of Zarubin et al. [2013], a scoring function for the synthesis of likely
caging grasp points based on geodesic balls is introduced. Since no analytic solution
to the caging problem is currently known for general configurations of objects and ma-
nipulators in 3D, this grasp heuristic can be used to select appropriate grasp locations
when force-closure grasps either aren’t appropriate or necessary. For example, univer-
sal grippers[Brown et al., 2010] do not have fingers and so classical grasp planning
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using force closure is not suitable. Instead, caging can be used successfully.
For practical grasping that simply considers the stability of the object grasp, pre-
grasp poses can be used based on the shape of the object. Huebner and Kragic [2008]
uses box-based decomposition of objects and applies a box pre-grasp shape to the hand,
attempting to approach the object from the unenclosed sides of each decomposed box.
These simplifications are limited in terms of knowledge of the object’s utility, and
the grasps may not afford all the abilities that grasping the object can entail and only
consider the geometric information. These grasps also do not consider the task: for
example, a grasp on a cup in which the fingers are inside the cup may have a good
grasp quality measure but is non-optimal if we wish to pour water into the cup.
Bicchi and Kumar [2000] reviewed robotic hand design and make the case for
dexterous manipulators. As has been often stated[Gaiser et al., 2008; Roa et al., 2012;
Belter and Dollar, 2011], they argue that the case for anthropomorphic hands is great
if a robot is to exist in the world humans have created for themselves: tools are created
for humans to use and our environment is modified by humans to make it easy for
us to live in, so in order to use them easily and robustly a robot must have human-
like capabilities. Planning and programming actions on a kinematically complex hand
is made easier when you can directly demonstrate the task as a human and assume
some mapping to the robot hand. Although the cost is greater to create a hand with
the required degrees of freedom to match the human hand, the need for flexibility in
a robot tends to outweigh this consideration. However, high degrees of freedom can
be a problem in dynamic environments using traditional methods: if the environment
changes, the motion is replanned. Work has been done to alleviate this in simple,
point-mass views of robots [Masehian and Katebi, 2007], but this work isn’t suitable
for robots with complicated kinematics.
Most of the grasping work considers simple manipulation, as in translation and ro-
tation of objects, which is all that is needed in many cases. Other work looks at more
complicated manipulations, such as the work performed by Saha and Isto [2007] that
deals with the knotting of ropes. They use two simple one degree-of-freedom manip-
ulators and manual intervention to tie knots in ropes automatically, by considering the
path the end of the rope must take in winding around itself. Wakamatsu et al. [2005]
also considers the problem of planning knotting and unknotting motion. They devise a
notation for knots that also describes the sequence of crossings that the rope makes in
performing the knot, and a set of basic operations in order to transition between states.
They make a simple assumption that a grasp on a location on the rope parents that lo-
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cation to the manipulator translation and rotation. A simple gripper can then produce
knots on a plane. Further to this, they investigate tightening of the knot, and note that
not all knots can be pulled by the ends to tighten: it depends on the topology. These
complicated motions end up being generated by simple grasps and do not use in-hand
manipulation.
Section Summary Grasps may be planned on arbitrary objects using concepts such
as force closure and caging, but often are not dexterous, are suitable only for the final
grasp pose, and require replanning when the situation changes. Most grasp metrics
make the assumption that the object is rigid, any deformations in the object would
require replanning the grasp. Force closure methods have been demonstrated to be a
successful measure of the grasp quality. The use of force closure and caging concepts
will both be considered during grasp transfer and evaluation in Chapter 5.
2.3.3.2 Grasp Transfer via Programming by Demonstration and Teleoperation
This section deals with the concept of grasp transfer in robotics, and investigates the
areas of teleoperation and programming by demonstration (PbD)18[Billard et al., 2008]
in order to do so.
PbD is a concept that has become increasingly popular in robotics literature, after
having being introduced about 35 years ago [Billard et al., 2008]. Traditionally, to
program a robot to perform a task a human operator would have to create an algorithm
that would perform both the task in a general sense and respond to any perturbations
or disturbances during the task to ensure it completes successfully. This may result in
manual decomposition of the task into small subtasks, and generating code for each of
them. PbD allows the user to instead demonstrate the task (often multiple times) to the
robot in some manner, either by controlling the robot’s degrees of freedom directly or
in a more abstract way, and allows the robot to abstract this task by generalising from
the demonstrations. It is inspired by the technique humans employ when being taught
a task by experts. Attempting to imitating these solutions to tasks allows robots to
limit the search space or direct their search towards successful results. An assumption
is made that these results will be successful again (if demonstrated on the same robot)
or can be adapted to the novel situation in a faster or cheaper way by adapting to the
new scenario (if demonstrated in a different situation or by an actor with different
18Also referred to as Learning from Demonstration or Imitation Learning.
44 Chapter 2. Related Work
morphology). This section looks specifically at PbD for grasp and manipulation
transfer.
One major consideration when approaching a PbD problem is determining which
concepts in the demonstration should be imitated. For example, in a manipulation
task: is the hand relationship with the object important, is it only the final location of
the object, or is it the overall trajectory of motion that is necessary? In a walking task,
is it the joint angles (that can be directly measured) that are important, or the centre
of mass staying within the support polygon, or the final location of the body? These
questions can usually only be answered by the specifier of the task, and can be difficult
to infer given only input data of the task.
Prior work on guiding robots through tasks physically by a demonstrator (kinaes-
thetic teaching) have shown promise, as they have no correspondence problem or cali-
bration errors. Sauser et al. [2012] attempts to train the robot to resist external pertur-
bation through initial demonstration using a dataglove, and then refinement via kinaes-
thetic teaching. This is limited to only grasping the trained object. Kim et al. [2014]
has shown generation of robot motions for catching objects in flight. They do this by
demonstration of multiple grasps on known objects by passively driving the robot’s
hand joints to close on the object, using the object coordinate system to store the rel-
ative configuration. A probability density representation of this grasp is created from
the distribution of these relative positions and orientations. These can then be reapplied
given the object configuration. However this requires many grasps to be demonstrated
on known objects, and so is not suitable for transfer to novel objects or manipulators.
Although these kinaesthetic teaching approaches can result in direct training of the
robot, the degrees of freedom the human uses is large compared to the demonstrated
degrees of freedom, and often the interaction with the object is unnatural as the human
attempts to translate their own understanding of the problem into a form that allows
them to move the robot as a tool in order to achieve the task. This approach is also
cumbersome for the human, as directing a robot can be much more challenging that
actually performing the task using their own body.
Work on offline human grasp transfer has also been investigated. Offline grasp
transfer can be considered as a specialised instance of trajectory level programming
by demonstration, however the field is older than the term. Kang and Ikeuchi [1997]
propose a general description of grasps that generalise to arbitrary manipulators. They
classify grasps in a hierarchical way, splitting up grasps into two main classes: volar19
19Also known as ‘power’ grasps.
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and non-volar20 (finger tip) grasps. They use a mechanical glove along with video
to capture interaction at a low frame rate of 5 frames/s. They use collision detec-
tion to adjust the hand pose as they state there are errors “...due to the both imperfect
glove calibration and hand model” which they show causes incorrect information in
the capture. Mapping the grasp to a robotic manipulator is performed by mapping the
identified grasp style assuming the manipulator is in the same location as the human
hand. They then tune the grasp by local sampling using a custom task-related criterion.
This method does not consider the case that the object differs from the captured object,
nor is it able to precisely place the fingers on the object, opting instead for ‘pre-grasp’
shapes. Pre-grasps cannot be solely used when grasping more complex objects that
have special relevance to the placement of the fingers, such as a spray bottle with a
trigger or a bowling ball with finger holes.
Teleoperation has been used instead to control robots in manipulation tasks with
simple objects[Hertkorn et al., 2013; Grollman and Jenkins, 2007]. In these systems
a joystick, motion capture glove, haptic interface or other input mechanism is used to
control the actuation of the robot, whilst the human experiences the manipulation often
by visual and/or haptic feedback. In contrast to PbD, this happens with direct feedback
to the user, in order to achieve some task occuring at this moment, rather than for
generalisation of the task for future problems. In the work of Hertkorn et al. [2013], the
authors use two Kuka LWR robotic arms to provide the haptic feedback, a Cyberglove
to capture the joint angles of the human hand and a virtual reality headset that allows
the human to look around the environment. Visual feedback in terms of the reachable
Independent Contact Regions [Roa et al., 2011] is given to aid the user in selecting a
grasp. A major advantage of teleoperation is that the user can have immediate feedback
as to the task and can adjust their input when the robot is failing. This utilisation of
human adaptability is also a disadvantage though, as the user requires training to use
the input device because the mapping to the robot is often unnatural, especially when
the user is controlling a large number of degrees of freedom.
The areas of teleoperation and programming from demonstration often address the
issue of grasping from the point of view of mapping the demonstrated grasp onto a
robotic system with dissimilar kinematics. There are three distinct approaches in the
literature:
1. Joint-to-joint mapping is a method that takes advantage of similarity of hu-
man grasp poses to a robotic manipulator and aims to produce grasps of similar
20Also known as ‘precision’ grasps.
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quality directly from demonstrated joint angles. Dimensionality reduction meth-
ods have been used to effectively map human demonstrated poses onto different
robotic manipulators [Ciocarlie et al., 2007; Do et al., 2008]. This technique has
also been demonstrated on virtual humanoids with success, as there is a more
direct mapping. Molet et al. [1999a] uses magnetic sensors in combination with
the Cyberglove to capture the full body pose of an actor performing a task in
order to transfer it to a virtual environment. They utilise the work of Boulic et al.
[1996], discussed in Section 2.3.2, in order to ensure the hand does not penetrate
the virtual object when closing around them, in essence power grasping when
the actor closes the hand around an object. The mapping to the virtual character
is joint-based, where each joint has a correspondence to the virtual character’s
skeleton system.
2. Cartesian space mapping has been used to map finger tip positions from a
human to the Barrett hand [Peer et al., 2008]. These methods focus on preserv-
ing geometric relations between the two spaces and allow to transfer precision
grasps. The mapping between hands with different numbers of fingers is, how-
ever, not generally well defined, and these methods do not generalise well over
different object shapes. A recent extension of this approach that maps contact po-
sitions of a grasp to similar objects is presented in [Hillenbrand and Roa, 2012].
This technique warps the surface geometry of a source object to a target object
along with the contact points of a grasp, but does not deal with the non-contact
relationships between the hand and the object, nor does it consider the approach
for the grasp. Full-body motion has been transferred using IK and optical mo-
tion capture [Ude et al., 2004] but this only transfers the broad motion, not the
specifics required for interaction with the world.
3. Pose mapping is an indirect joint space mapping technique. In [Pao and Speeter,
1989], the authors propose a method based on functional analysis of the human
hand and which results in an algebraic transformation of the human hand config-
uration into target domain configurations. The work presented in [Gioioso et al.,
2013] shows how the pose mapping problem can be solved using a proxy object
by representing the grasp by a minimal ellipsoid containing the finger tips. The
inverse kinematics is then computed with respect to the shape of the ellipsoid
defined by the demonstrated hand pose. Unlike the method which will be ex-
plored in this thesis in Chapter 5, this ellipsoid representation limits the motions
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that can be generated via this approach.
A hybrid technique that combines these approaches has been presented by Kang
and Ikeuchi [1994]. Here the authors automatically assign manipulator and observed
fingers to either a primary or secondary group, and use this to determine the trans-
fer, combining pose mapping and joint-to-joint mapping. The approach has problems
with non-convex objects and dexterous interaction. Tegin et al. [2009] also used im-
itation learning from human demonstration to extract different grasp types, utilising
pose-mapping and Cartesian space mapping. However, they do not model the whole
reach-and-grasp movement and circumvent the high-dimensionality problem by using
simpler manipulators. No Programming by Demonstration method has yet shown gen-
eralisation for complex, dexterous grasping and manipulation between different objects
and different hand configurations.
Section Summary Grasp transfer is important in both teleoperation and program-
ming by demonstration. Utilising human examples provides a means of performing
high-quality grasps with intrinsic knowledge about objects, without having to create
complex metrics directly. A difficulty is selecting a good representation such that the
examples can be abstracted. Joint mapping has been demonstrated but is unintuitive
for online transfer and will fail during interaction with objects for offline transfer. Ab-
stractions of the hand, such as considering the finger tips to exist on an ellipsoid, have
been used previously to transfer motion successfully in simulation but are only suit-
able for a subset of grasps. Chapter 4 in this thesis sets out how this limitation can be
avoided and looks for an appropriate representation for a grasp and manipulation task
by considering envelopment and the position of hand segments relative to the object
surface. Chapter 5 then describes the method for applying demonstrations represented
in this way to novel situations.
2.3.3.3 Potential-Field Guided Path Planning
Chapter 5 in this thesis sets out a method for motion transfer which uses a potential
field, and for this reason the field of potential-field guided path planning demands
attention.
Potential-field guided path planning constitutes a classical approach to motion
planning in general. Khatib [1986] proposed to compute a virtual potential field using
local areas of attraction and repulsion to guide a robot towards a goal location while
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avoiding obstacles. Haex and Gambardella [1992] applied this idea to perform grid
search within a robot’s configuration space with a potential field to find stable grasps.
They use attractive potentials to position the root of the manipulator close to the pre-
selected ‘focus’ points or to the centre of mass of the object. Collision detection is
still required as the field does not represent the surface of the object accurately. In
the work of Bierbaum et al. [2009], dynamic harmonic potential fields have been used
to selectively explore regions of interest when planning grasping of unknown objects.
The technique sets repulsive point samples in regions that are already explored and at-
tractive point samples elsewhere in the space, causing the robot to move to unexplored
areas by following the gradient of the potential field. This allows a robot to acquire
the 3-dimensional object representation from tactile data. Song and Kumar [2002]
use potential fields in controlling decentralised point-based robots in the transport of
simple convex objects. They use repulsive potentials generated from the point-based
robots to avoid collision and an attractive potential field generated by the centroid of
an object to move the robots towards the object. This combination of repulsion and
attraction causes the robots to space themselves around the object whilst avoiding their
neighbours.
Section Summary Each of these techniques follow the gradient of the field in or-
der to achieve some task, be it exploration of novel space, avoidance of objects, or
approach to target locations. They use discrete point charges or decomposition of the
space to generate the fields. Some of the fields are harmonic, in that no local extrema
occur, but non-harmonic fields have also been investigated. As sampling is used, inter-
section of the field with objects may occur and so this has to be considered when using
them for path planning.
The work advanced in this thesis also falls into the category of potential-field
guided methods, but is significantly different from previous methods. Previous tech-
niques discussed here use potential fields with source and sink, or repulsors and at-
tractors, to guide point-mass robots around objects and to explore novel areas in the
workspace by following the gradient. This thesis is distinctive as it proposes com-
puting an electric field surrounding the object using charge simulation, which can be
utilised as an object-centric coordinate system in a manner analogous to spherical co-
ordinates in order to guide the hand and fingers both toward and around the object, and
also can be used to define a measure of coverage directly from the object surface in
order to describe the envelopment of the object by the hand. A key advantage of this
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approach over previous potential based methods is that these constructed field lines are
non-intersecting with the object and each other, even when constructed for complex
non-convex 3D objects21. This harmonic electric field is produced via a Boundary
Element Method rather than decomposition into grid cells or tetrahedralisation of the
outer space which saves significant space. This allows the entire free space surrounding
the object to be parametrized, rather than a finite area. Furthermore, the field may be
used not only for path planning but also for generalization of the grasping behaviour by
defining the novel metric of envelopment, which is useful for transferring the grasping
motion to manipulators that have dissimilar morphology.
2.4 Discussion
There has been much work done in both capture and generalisation of close interac-
tions with objects, but no methods are able to capture motion from an actor and transfer
it to novel manipulators interacting with new objects without extensive planning or hu-
man adaptation. Aesthetic considerations are rare in the robotics literature, and so
for animatronics22 little work has been done when interacting with objects. Although
grasp style transfer has been studied, often the approach to the object is ignored. This
changes the perception of intent of the scene, and so it is important to investigate this
aspect. Further to this, sometimes non-contact relationships are important in a grasp:
for example, in grasping of a spray bottle it is important for a finger to be close to the
trigger in order to use the tool. With teleoperation, IK or mapping joint angles have
been used, relying on the operator’s adaptability to interact with the world. Investiga-
tion of alternative, object-centric relationships that encode envelopment has not been
explored in great detail in either animation or robotics. Relative position and orien-
tation between actors in scenes are usually given by skeletal relationships or centre
of mass, meaning that object surface information is lost. Recently surface sampling
methods have been used to define spatial relationships, but suffer from problems of
sample selection when the motion has to be planned on an object. It is for these rea-
sons that it is necessary to investigate new motion capture techniques specifically for
dealing with objects, new representations of motion relative to the object, and ways of
applying these to novel situations.
21As we do not use point samples and instead use the triangulated mesh itself.
22Robots used in place of actors or animated characters, often in theme parks or movies. Originally
considered as a puppet animated by electronics in some manner, complex behaviour can now been seen






This chapter presents a novel method for motion capture whilst interacting with objects
closely, with a focus on dexterous interaction. Results from previously published work
are drawn upon throughout [Sandilands et al., 2012, 2013a].
Scenes of manipulating objects involving detailed hand motions are well suited to
video games, but rarely used. When they are included they often have to be metic-
ulously created by animators by hand. In films these interaction motions are more
common, but still require a great deal of manual work to create. Such scenes may
include characters simply carrying complex objects, using everyday objects such as
pencils, screwdrivers and hammers and using kitchenware such as knives and bowls.
Automatically synthesizing such movements of the human body as well as the objects
is a daunting task due to the complex coordination between the objects and the actor.
The fingers can slide over the surface of the object, stay rigidly with it, or avoid col-
lisions with the object while conducting complex interactions such as wrapping and
winding movements. Although previous techniques to automatically synthesize such
movements have been described [ElKoura and Singh, 2003; Pollard and Zordan, 2005;
Liu, 2009], they are still in the early stage of research and are not mature enough to be
used in the production pipeline.
Another option, aside from automatic synthesis of this type of animation, is capture
of the raw human motion via motion capture techniques. In fact, in many computer
animated productions an optical motion capture system is used to capture such human
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and object movements to reduce the burden on the artists. In this approach reflectors
are attached to the fingers as well as the objects and the 3D movements are tracked by
high resolution infra-red cameras. However, when characters have to interact closely
with objects in the scene or each other, these capturing processes require a laborious
post-processing stage due to the significant amount of occlusions that happen between
the body and the object, as well as self-occlusions that can occur especially for the
hand markers.
When synthesizing a realistic animation of close interactions, not only must the
movements of the actor and objects be accurate but also the object geometry and the
morphology of the actor must be represented precisely. Consider a captured motion of
picking up a cup transferred to a new character: with differing bone lengths than the
original motion the fingers would likely penetrate into each other and the cup as the
joint angles remain the same, the distance to contact in the original motion is small,
but the end-effector locations specified by these angles are different. The positions of
contact are also important. An incorrectly specified object could cause significant pen-
etrations and unnatural motion. Humans are good at estimating the physical properties
of an object by sight, and unexpected motions such as these could cause a viewer to
disbelieve the virtual world. For example, Burns et al. [2006] investigated propriop-
erception disparity versus visual penetration discomfort when a users control a virtual
characters, and found that visual penetration of the character and the object was very
noticeable when the hand penetrated objects: the mean distance of penetration into
the object in which the users noted detection was between one and five centimetres
depending on the task and viewpoint.
In order to synthesize animations of close interactions between the body and the
manipulated object, this thesis takes a different approach than previous work in the
field. The technique proposed uses magnetic markers and an RGB-D camera1 to cap-
ture an actor’s performance, seeking to improve the capture of close interactions by
capture of both the geometry and motion; this chapter describes this and provides
comparison data between character animation captured solely using an optical capture
system for evaluation of the system.
There are a number of advantages to using magnetic systems for motion capture,
primarily that they do not suffer from occlusion problems. A secondary advantage is
that these sensors record both translation and orientation, giving six recorded degrees-
1This class of sensors have separate channels for colour information (red, green, blue) and depth or
distance from the sensor.
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of-freedom in a single magnetic marker. This allows for fewer markers than would be
required for an optical system to obtain the same level of information about an actor’s
pose. A further advantage is that although there can be deformation of the space glob-
ally in a magnetic system, locally the relationships between points are accurate, which
is most important when dealing with close interactions. Although a large amount of
distortion affects the bone length constraints of the character, this can be mitigated by
considering modifications to the capture environment, which is shown in Section 3.4.
Practical capture results and a comparison to an optical system are presented at the
end of this chapter, showing that although the global positions of joints differ between
optical and magnetic captures it does not affect the intent of the motion. Also shown
are example captures of various interactions including opening a jar, drawing on a pa-
per, removing pen caps, picking up and carrying objects, and sitting on a chair. The
captured data is currently published as a publicly available database 2.
Contribution The main contribution over previous work is an interaction capture
technique for the hands that is devoid of occlusion issues, whilst capturing the geom-
etry of the object and motion for rigid-body objects using an automatically computed
marker-geometry offset. A publicly available database of over 200 sequences of in-
teraction motion was created during the development of this system and is presented
here as a secondary contribution (see Appendix B for a description of the captured
motion). Utilising the technique and the database is necessary to reduce the need for
manual creation of motions for the manipulation transfer work presented in this thesis,
where interaction motions are represented in terms of the relationship with the object
geometry of the actor. By making the interaction motion database publicly available,
it is anticipated that the data can inspire the research community to explore close in-
teractions with objects further, as utilising this data eases the practical considerations
of acquisition of close interactions.
Disambiguation from Kry et al.’s Interaction Capture The term ‘Interaction Cap-
ture’ has been previously used by Kry and Pai [2006] to describe the capture of the
contact forces and compliance of the hand when performing simple interactions with
objects. This is different to how the term is used in this thesis: here it means the cap-
ture of the geometry and the motion of the object and the actor, without occlusion for
a wide range of close interactions. This is performed in order to compute the spatial
2Available at http://www.ipab.inf.ed.ac.uk/cgvu/
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relationships between the actor and the object. Throughout the thesis, unless specified
otherwise, ‘Interaction Capture’ refers to the method described in this chapter.
3.2 Background
This section first provide a brief background of object capture and surface reconstruc-
tion techniques as this class of techniques are used in this chapter. It then explains why
the magnetic system is used for motion capture in this chapter.
3.2.1 Geometry Acquisition
Geometry acquisition is the technique of digitising the geometry of an object in the
world. Laser scanning, stereo-vision, time-of-flight and structured light techniques are
all able to capture a 3-dimensional representation of an object. However each have
drawbacks. Laser scanning is expensive and not portable. Stereo-vision systems rely
on features based on colour or pattern in the scene3 to match two images taken in
different locations in order to triangulate depth. Everyday objects (and many of the
captured objects in this chapter) may not have a patterned surface or enough of these
features, and so these techniques cannot be used. Time-of-flight cameras measure the
time taken for a pulse of (usually infra-red) light to be transmitted from the sensor,
bounce off an object and return to the sensor to estimate depth. The Kinect 2, as
shipping with the Xbox One uses this technology but as of June 2014 is unavailable
for general purchase. Other sensors based on this technology are expensive. Finally,
structured light sensors project a known pattern of light into the scene, and match this to
the reference pattern to estimate the depth. This can result in noisy depth readings, but
can acquire registered RGB and depth information and are both low-cost and portable.
They also tend to be able to capture at high frame rates. The original Kinect sensor uses
the structured light approach, and because of these reasons, this is the sensor utilised in
this chapter, although the technique would work with any RGB-D sensor with a high
capture rate that is capable of being moved by hand.
3.2.2 Surface Reconstruction
The goal of surface reconstruction is to take a set of samples acquired from a surface,
and reconstruct the original surface. These samples can be points in space, may have
3For example, SIFT features [Lowe, 1999].
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normals approximated from the sensor or by analytical techniques, and may have ad-
ditional information such as colour per sample depending on the acquisition method.
There are multiple methods of reconstructing geometry from pointclouds, such as is
required in this chapter, which can be broadly separated into two categories[Berger
et al., 2013]:
• Direct Triangulation of Points - Multiple methods that take unoriented point
clouds and attempt to create interpolated surfaces by triangulation of (a subset
of) the points have been proposed[Amenta and Bern, 1999; Amenta et al., 2001;
Dey, 2007]. These connect the actual samples by triangles, but often have prob-
lems with noisy or missing data, as they do not extrapolate and without correct
samples the correct triangles are not produced[Berger et al., 2013; Dey, 2007].
• Implicit Surface Techniques - A second approach is to consider the samples
as a noisy approximation of the surface. These techniques create implicit func-
tions from the input samples and triangulate an isosurface of these to reconstruct
the object surface. This class of technique is generally better at dealing with
missing or non-uniform data. Often distance fields are used by estimation of
the plane at each point[Bittar et al., 1995] or radial basis functions created with
additional virtual samples either side of the scanned points, with value based on
the direction of the normal Carr et al. [2003].
A current widely used method for geometry reconstruction from noisy pointcloud
data is Poisson Surface Reconstruction, which is an implicit-surfacing technique [Kazh-
dan et al., 2006]. This chapter makes use of this as captured RGB-D data can be noisy,
but able to give approximations of the surface normal for each sample point. Because
Poisson Surface Reconstruction constructs their function based on the normals of the
data, and the normals are often more accurate than the locations of the points estimated
by the Kinect, this technique is appropriate to use.
3.2.3 Alternative Motion Capture Methods
Visual and optical systems suffer from self-occlusion by the hand in many cases and
occlusion when interacting with objects leading to manual post-processing to achieve
useful data. When this occurs the result is no longer true capture of the motion but an
artist’s interpretation of it, and is very time consuming for the artist to fix. Systems
that rely on inertial sensors such as XSens [Roetenberg et al., 2013] suffer from drift
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in the sensor locations due to integration of acceleration and angular velocity measure-
ments, meaning that disconnected components do not maintain their true relationship
in capture. In close interaction with objects, this is very important and can lead to
penetrations and objects ‘floating away’ from their true location. Mechanical systems
such as datagloves have problems with calibration, must be combined with another
technique to acquire the root and object location, and the end effectors accumulate
any error across samples on the kinematic chain meaning that the finger tips are in
the least accurate location relative to the rest of the hand [Kessler et al., 1995]. As
much interaction with objects occur with the finger tips, this is a problem. Further
to that, the gloves cover the palm side of the hand, which is where most interaction
takes place. This can affect the captured motion. Previous work has captured full body
motion using magnetic sensors (for example the work of Zordan and Hodgins [2002]),
but none have captured interactions with objects and finger motion. A fuller review of
the related work on motion capture for interaction is located in Chapter 2, Section 2.1.
The aim in this chapter is to introduce a framework that does not suffer from occlu-
sions, drift or accumulated positional error by combining the magnetic sensors with the
geometry data of the object captured by depth-based sensors. This framework is then
used to create an ‘Interaction Database’ that contains a variety of everyday motions,
suitable for analysis and transfer to new characters.
3.3 Method
3.3.1 Overview
A visual overview of the technique is given in Fig. 3.1. This capturing technique is
composed of the following processes.
1. Visual markers are placed in the scene. The magnetic markers are placed in
the scene at known ‘landmark’ positions relative to these visual markers and
their location and orientation are recorded. This allows for computation of the
transformation between the pointcloud scene (scanned visually by an RGB-D
sensor) and the magnetic marker space to align the magnetic marker system to
the visual coordinate system.
2. The pointcloud of the geometry of the object is then obtained via the RGB-D
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Figure 3.1: An overview of the system.
rigid section of the object and the offset of the geometry to the marker is calcu-
lated.
3. The magnetic markers are placed on the actor and the interaction is performed.
The sequence of transformations of the object and actor markers is recorded.
4. The relative transform of the geometry to the object is recalculated at the start of
each take in case of magnetic marker slip4 or manual change of marker location.
To prevent having to reconstruct the geometry in each take, alignment of the
previously reconstructed geometry to the current take is performed. This allows
starting configurations that obscure some of the important geometry or would
make the geometry hard to reconstruct (such as having a bottle lying down on its
side), whilst retaining an acceptable quality reconstruction of the object.
5. For motion playback, the virtual actor and the object are fitted to the magnetic
markers: The objects are fitted using the precomputed transformation computed
in step 4, whilst the actor is fitted using the traditional T-Pose technique and bone
transforms that are not captured by the markers are calculated using joint-based
4The markers are wired and this can cause them to move between takes.
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IK.
The description of each of the processes is expanded on in the following subsec-
tions.
(a) (b)
Figure 3.2: (a) An example visual marker (b) The table with visual landmarks.
3.3.2 Aligning Magnetic Markers to the RGB-D Scene
Capture of the scene is performed using two sensor systems: the RGB-D system (in this
case the Microsoft Kinect), which outputs a pointcloud representation of the geometry
of the object, and the magnetic marker system, which outputs the movement of the
markers (oriented points) in the scene. The main issue is that these two systems are
unaligned and have different scaling, so are difficult to use together. In order to align
the two sensor spaces a transformation from the magnetic marker system to the scene
scanned using the RGB-D system is computed. This transformation stays consistent
across takes as long as the magnetic transmitter stays static, the visual environment
markers do not move and no new metal is brought into the environment.
To compute this transformation it is first necessary to define a world coordinate sys-
tem that is defined by the RGB-D scan. A number of ArUco visual markers [Munoz-
Salinas, 2012](see Fig. 3.2(a)) are placed in the environment in known locations. ArUco
markers are detected by thresholding the image such that the boundaries are easily de-
tectable, finding rectangles in the scene and computing the ID of each of the detected
markers by considering the marker as a 6×6 binary grid. A hamming code is used on
this grid to get the marker identity. Only three markers are required to obtain the loca-













Figure 3.3: The alignment of the coordinate systems requires computing Mw←m.
object is large and may obscure some of the visual markers, and a higher number of
detected markers allows for finer estimation of the Kinect camera’s relative location.
During the experiments in this chapter the placement of the markers is performed as
shown in Figure 3.2(b).
By detecting multiple oriented visual markers in the scene an estimate of the Kinect’s
camera transformation can be computed and thus aligned to the world coordinate sys-
tem. The magnetic markers are placed at known positions in the world coordinate
system (such as the corners of the visual markers). Using the positions of the visual
markers in the world coordinate system and the magnetic motion capture space, the
transformation matrix to align the two environments can be obtained:
Xw = Mw←mXm (3.1)
where Xm is an oriented point defined in the magnetic motion capture space, Xw is the
corresponding oriented point in the global coordinates defined by the Kinect scan, and
Mw←m is the conversion matrix between the magnetic motion capture space and the
global coordinate system (illustrated in Fig. 3.3).
Computation of the conversion matrix Mw←m is performed by combining the trans-
lation, rotation and scaling components of the magnetic marker coordinate system to
the scanned RGB-D data.
The scaling vector s applied to the magnetic data is computed by the average differ-
ence in magnitude of the vectors joining each marker location in the world coordinate
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N · ||Xmi −Xmj ||
,where j > i (3.2)
where N is the number of markers, and Xwi is the location in world coordinates of the
i-th marker.
The rotation correction r is given by the 3× 3 rotation matrix computed by the
average rotation around the axis orthogonal to the direction indicated by each magnetic
marker and the desired direction of that marker in the world coordinate system. The
orthogonal axis is obtained via the cross product of the two vectors. The angle of
rotation around this axis is the angle between the two vectors computed using the dot
product.
After the rotation and scaling is applied, the translation t is given by the average







Figure 3.4: Reconstructing the geometry of an object. (a) shows the RGB data of
a single frame taken from the scan. (b) shows the depth correspond-
ing to each pixel in the RGB data. (c) shows this data combined with
the camera intrinsic information to produce a coloured pointcloud for a
single frame.
3.3.3 RGB-D Object Reconstruction
In order to acquire the geometry of the object, the RGB-D sensor is used to capture
surface information about the object. The object is placed into the environment that
contains visual markers that were processed when aligning the magnetic markers to the
scene (see Figure 3.2). The sensor is slowly moved around the object at a distance of 1
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Figure 3.5: Examples of reconstructed 3D objects captured by the Kinect sensor,
shown next to the objects. It should be noted that there is a loss of high-
frequency detail in these models, caused by noise in the original data
obtained from the Kinect as well as a limited octree depth when per-
forming Poisson Surface Reconstruction. These models can be used
by an artist to design final models for display, or directly to analyse the
interaction.
metre, keeping the object centred and as many visual markers in view as possible. This
is performed at multiple heights around the object in the attempt to view the maximal
amount of geometry without occlusion. During experiments performed in this thesis
it was found that rotating around twice, first at a low elevation (approx. 30◦ from
horizontal) and then a high elevation (approx. 70◦ from horizontal) worked well for
most objects. By scanning the object using the sensor from multiple directions, a 3D
coloured point-map of the scene is built as follows5. As the sensor moves around the
table, the visual markers allow the sensor’s transformation relative to the table to be
computed. Each pixel is projected to a 3D point with colour and normal information
using the depth data and the computed transformation of the Kinect for each captured
frame (see Figure 3.4). Removal of points belonging to the floor plane can be done by a
conditional pass filter where z> 0, as the visual markers are all on the z= 0 plane. This
leaves only points belonging to the object. From this point representation of the object,
recovery of the surface information is performed as follows. First, as many samples are
located near to each other, downsampling the data using a high resolution voxel grid
allows us to be able to process the data in significantly less time without much loss of
detail as the data is not useful for high-frequency detail in any case due to noise from
the sensor. This downsampling approximates the pointcloud by replacing each voxel
that contains at least one point with a single point at their centroid. Performing Poisson
Surface Reconstruction [Kazhdan et al., 2006] gives a triangulated mesh that closely
5A technique adapted from RGBDemo [Burrus, 2012]: http://labs.manctl.com/rgbdemo/
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matches the original geometry, despite losing some high-frequency detail. Images of
some of the reconstructed 3D surfaces using this method are shown in Fig. 3.5.
After the object is reconstructed, a magnetic marker is attached. The initial off-
set of the marker is then computed by the difference between the object and marker
transformations.
Optionally, a further scan of the scene can be performed using the visual markers
but without the interaction object in order to capture the static objects that give con-
text to the motion. Considering that some motions may have implicit interaction with
objects that do not move, such as sitting at a table, and that these static objects may
be important semantically, including them in the final take is important. This scan can
be performed in the same way as the capture of the object above. Due to the visual
markers being on the ground surface in our system, the viewpoint on the Kinect is
constrained as there needs to be multiple markers in view to calculate the Kinect’s lo-
cation. Because of this, reconstructing the entire geometry of the scene is not possible.
However, the environment close to the markers is able to be reconstructed, and is the
most important in terms of the actor’s interaction.
3.3.4 Marker-Object Transform Calculation
To compute the relationship between the magnetic marker attached to the object and
the object model geometry, the model and marker must be aligned. The assumption
here is that the marker does not change relative position significantly during a single
take. However, over a number of takes and due to interaction with the object, the
marker can move relative to the object. It is also possible that the marker may have to
be moved between takes in order to best capture different interactions. This renders the
initial transformation between object and marker invalid, and so must be recomputed.
This is done by recomputing the transformation at the beginning of each take, using the
marker reading and an RGB-D scan of the scene at the first frame. In order to not have
to reconstruct the full geometry of the object for each take, a single model is created for
each object and aligned to the initial scan of each take. This gives a consistent model
geometry across takes, but also allows for the change in relative marker position in
each take.
To assist the user in aligning the object, automatic object template alignment meth-
ods of the pointcloud representation of the original object and scanned scene is used.
Alignment of the object template to the new scan can be performed automatically by
3.3. Method 63
(a) (b) (c)
Figure 3.6: An visual demonstration of SAC-IA alignment between the object (a)
and a new scene partial scan (b) with ground plane for illustration. (a)
shows the partial scan of the object to be aligned: an upright bottle. (b)
shows the target scan: a bottle lying on a table. (c) shows the whole
scan in (a) transformed by the computed alignment transformation ma-
trix. The alignment is computed without regard to the ground plane.
Sample Consensus Initial Alignment (SAC-IA) [Rusu et al., 2009]. This technique
takes two pointclouds and aligns them based on the local features of the pointclouds.
In a preprocessing phase, the ‘Fast Point Feature Histograms’ are computed for both
the object and the scene, which encode the relative normal and positional data locally
across each point in each pointcloud. For the alignment phase, a subset of these fea-
tures of the object template are selected randomly and are matched to the features in
the scanned scene. The rigid transform defined by these correspondences is then ap-
plied to bring the object and scene into alignment, and a distance-based error metric is
applied. After a set number of steps, the best alignment is returned as a transformation
from the object to the scene, as shown in Fig. 3.6.
As the object scan does not capture the fine detail in the model, the automatic
fitting does not perform well in all circumstances, especially when the object has a
near-symmetric shape. In the case that the automatic fitting does not converge well,
manual completion of the fitting process is performed, with the scanned data as a visual
guide. Although the marker is captured during this processing, it is small compared to
the object and does not tend to affect the estimation of the transformation.
Once the alignment between the pointclouds is computed the inverse of this trans-
formation can be used to transform the object geometry to the starting configuration
for the motion capture session. This gives us the transformation of the object and the
object magnetic marker in the first frame of the motion take, and so computation of the
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magnetic marker offset can be performed by taking the difference of these transforma-
tions.
Figure 3.7: Sensors attached to the hands (left) and body (right). Their locations
are marked with red squares.
Property Value
Number of Sensors 16
Degrees of Freedom 6
Update Rate 240 Hz
Optimal Positional Accuracy 0.71 mm
Optimal Orientation Accuracy 0.15◦ RMS
Latency 3.5 ms
Table 3.1: Polhemus Liberty Properties
3.3.5 Capturing Motion Via Magnetic Sensors
In order to capture the human motion, magnetic markers can be used due to their
accuracy and the desire for continuous data. The finger tips are often occluded by
objects and the hand itself when grasping or manipulating, which reinforces the need
to use a sensor that can not be occluded.
In this chapter two separate marker sets are demonstrated for capturing the human
motion: one for intricate motions that require two hands, and a second set for capturing
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full-body motion where only one hand requires finger capture. In the capture of intri-
cate, two-hand interactions, a sensor is placed on the nail of each distal finger section
such that positive Y is pointing from the inside to outside of the hand and positive Z
is pointing in the direction of the finger, and a further sensor on the back of the hand
oriented such that positive Y is facing away from the palm and positive Z is pointing
in the direction of the finger base as shown in Figure 3.7, left. Further markers are
placed on the left and right forearms, with positive Y pointing upwards and positive
Z is facing forward of the actor when the arms are held in front of the body. When
capturing full-body motion, the same number of sensors are distributed over a larger
number of bones. In this case, the sensors for the right hand are placed as for the two-
hand interaction configuration, but instead of the detailed left hand a single sensor on
the head, chest, waist, left forearm, right forearm, left hand, left foot and right foot
are placed as shown in Figure 3.7, right. For attaching of the markers, medical tape is
used directly on the skin of the actor, or if that is not possible to a tight band around
the actor. There is the risk of marker slip, so they are taped strongly, winding at least
three times covering the marker. The cables are anchored with enough slack to allow
full range of motion, but with no more than this minimum so that the cables stay close
to the body and do not snag on the environment. This enables the accurate capture a
single hand interaction with many objects using a limited number of sensors (see Table
3.1 for sensor details).
Both of these marker sets require a total of fourteen sensors, which allows two
sensors for objects in the scene and for marking known locations. This is a hardware
limitation, although in principle it is possible to use multiple transmitters and sensors
as Mitobe et al. [2006] showed. This is not necessary for the majority of interaction
motions though: although the number of markers for the objects are low, this is miti-
gated by each marker reporting both the position and orientation, allowing us to use a
single marker per rigid section of the object to capture the full transformation of that
section. Motion data from the magnetic system is exported as an ASCII encoded se-
quence of positions and orientations, tagged by sensor ID. This is then parsed by the
animation system and or imported directly into Autodesk Motionbuilder by a custom
plugin. As previously mentioned in the overview, some joints require IK to compute
their orientation as there are fewer markers than bones. To ensure the orientation of
these segments is similar to the performed motion the orientation data obtained from
the magnetic sensors for the finger tips is used in addition to the positional data to fur-
ther limit the solutions of the IK for the fingers, giving more accurate results than if the
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positional data were to be used in isolation. In order for manipulation interactions to
be accurately represented, the wrists are strongly parented to their respective markers
and so can cause the forearm length to change, the exact amount of which being de-
termined by the magnetic noise in the environment. In the worst case in the following
experiments according to the data collected, this could be up to a 7cm difference (see
Section 3.4.2, illustrated in Fig. 3.16), however as the direction and magnitude of error
is similar for markers that are nearby, in practice it is much lower.. Although this isn’t
physically realistic, it ensures the areas of contact with the object are close to their true
locations. This can be thought of as a hard constraint on the relative transformation
between the wrist and the marker, with all other relative transformations being soft
constraints.
The object motion is reconstructed by parenting the relevant marker’s position and
orientation using the offset previously calculated in Section 3.3.4. In this way, the
object follows the change in position and orientation of the marker. In the case of
articulated objects, the model is separated into rigid components and each component
parented to a marker as is performed for an individual object.
(a) Hook (b) Cylinder (c) Two-finger Pinch (d) Light Tool
(e)Four-finger Prismatic (f) Two-hand Prismatic (g) Four-finger Pinch (h) Lateral Pinch
Figure 3.8: A few examples of grasp styles captured.
3.3.6 Selection of Captured Interactions
Considering which motions to capture for the database is important. In order to en-
hance the utility of the database, the decision was made to capture both everyday in-
teractions with objects (e.g. drinking from a bottle, eating from a bowl, using tools),







Figure 3.9: This figure shows the experimental set-up for the magnetic marker
pole and basestation. The sensors are attached to a wooden pole in
the same orientation with even spacing. Each sensor is 14cm below
the previous one, with Sensor 5 being 1cm above the floor plane.
and motions commonly found in computer games (e.g. picking up a rifle, firing a pis-
tol). These specific sequences were selected to ensure that a variety of different grasp
styles and manipulations for both hands occurred at least once in the database as well
as full body motion, such as moving a large box that requires resting it on the chest.
Some of the different grasps of objects are displayed in Fig. 3.8 with their identifiers
from [Cutkosky and Howe, 1990]. However, the database not only contains grasps but
a range of interactions including full body motion and manipulation of objects. This
means that whole sequences of motion (not simple grasp poses) are able to be analysed
using this database.
3.4 Experimental Results
3.4.1 Deformation in the Magnetic Field
The capture-session is held in an open space to ensure less interference from conduc-
tive material. When informally testing the magnetic system in an office environment,
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it was found that magnetic interference in the environment caused the accuracy of the
sensor to be too low to be usable. As mentioned in the related work (Section 2.1.2),
metallic objects cause eddy currents in the field, producing errors in the readings. One
possible cause of error can be conductive materials in the floor affecting the magnetic
field. To quantify this, an experiment was performed in a common workplace envi-
ronment measuring the positional error of the markers. A ‘marker pole’ was set up
containing five markers, each spaced at 14cm intervals in the vertical direction. This
was placed at known distances from the magnetic basestation (see Fig. 3.9) and the
positional error was taken. Figure 3.10 shows a comparison between the positional er-
ror in an office environment both near to the ground and on a wooden platform raised
45cm. This experiment shows that the error values in a real-world environment are
somewhat larger than the theoretical optimal values stated in Table 3.1. It is also clear
that the accuracy improves when a raised platform is used.
3.4.2 Distance Comparison with an Optical System
In order to compute the accuracy of the magnetic system of capture presented in this
chapter, a comparison to the traditional optical approach of motion capture was per-
formed by simultaneous capture of a set of character motions using both an optical
system (the Naturalpoint Optitrack (V100:R2) 8 camera optical motion capture sys-
tem[Naturalpoint Inc., 2014]) and the magnetic system. This allows for comparison
of the motions of the same character captured by both the magnetic system and the
optical system, by fitting a consistent human skeletal model to each marker set and
comparing the joint location differences between the two systems (see Figure 3.17 for
a visual comparison). Eight motion clips were captured which utilize the full range
of the joints (including warm-up exercises, running and crouching) with the full-body
marker set. Manual removal of segments of motion which contained occlusions or
mis-labelling of markers in the optical capture was performed, along with alignment
of the magnetic and optical motions temporally. The resulting total number of frames
for comparison is 3206.
Optical systems are the current industry standard method of capturing individual
actor motions, due to this the captured optical motion is considered as the ground truth
and so alignment of the magnetic character’s hips to the optical character’s hips is per-
formed. With these characters aligned it is possible to compare the relative position of
each joint between the two systems by computation of the Euclidean distances between
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Figure 3.10: A comparison of the error in the magnetic sensor readings without
and with a platform. It can be seen that a higher base (platform) for
both magnetic transmitter and sensors entailed less interference and
so a more precise capture environment. This data also shows the
optimum distance for capture in an office-style environment is around
60cm.
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Figure 3.11: The environment for capture. The usable space is limited to the grey
area in the centre (3 meters by 1.5 meters). In this image, the space
is being set up for capture with both magnetic and optical sensors.
them. These results are shown in Figure 3.16.
(a) (b) (c) (d)
Figure 3.12: An example motion (bottle cap removal)
The results show that the difference in absolute joint locations between a character
captured using an optical system and a magnetic system is noticeable. Some of the
error can be attributed to the differences in the fitting and IK solutions when no markers
were attached to sections of the body, however some of the error likely comes from the
deformation in the magnetic space. As the optical system is considered to be a good
estimate of the actual positions, this leads to the conclusions that this magnetic system
to be less accurate in terms of absolute positions for character animation. However,
the accuracy of the relative (local) positions of markers is good due to the smooth
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Figure 3.13: Close-up of example motion. These types of close interaction must
be accurately captured to prevent serious penetration issues.
deformation of the magnetic space (illustrated in Fig. 3.10, where neighbouring sensors
have similar levels and direction of error), and this is more important when capturing
close interactions with objects and the environment. Visually the captured motion is
semantically similar. Another outcome to note is that in general the further down the
kinematic chain from the root the joint is, the greater the absolute error. This is likely
due to fitting differences of the model to the original marker locations, and the greater
distance from the aligned hips.
(a) (b) (c) (d)
Figure 3.14: Captured motion of putting a ball into a box.
3.4.3 Capture of the Database
Taking into account these findings related to the accuracy of the sensors in the envi-
ronment, the capture region for the creation of the database is set-up above the ground
using wooden platforms (see Fig. 3.11) in a magnetically quiet environment. In order
to compensate for magnetic field distortion in the environment a calibration is con-
ducted in the capture space. This is done by modifying the previously constructed
marker pole to space the markers at 40cm intervals (giving a maximum calibrated cap-
ture height of 2 meters) positioned at points on a 5×5 floor grid in the capture space,
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and sample the magnetic position and orientation deviation from the true values. The
corrective transformation is the inverse of this deviation. These are then linearly inter-
polated to give a continuous correction space for the markers to exist in. It is likely
that the true deformation of the space is not linear, but this approach gives a useful
approximation. It is notable that although the absolute position isn’t always accurate,
the relative location of the markers is the most important aspect for interaction with
objects, and this relationship is preserved using these sensors.
Over 200 takes of different close interaction motions have been captured using this
technique, with 18 different objects. These motions include using a screwdriver, pick-
ing up and putting on a hat, drawing using a pen, sweeping using a broom, drinking
from different types of cup, and drinking from a bottle after unscrewing the cap. The
actor body geometry is estimated using Motionbuilder, and the object and character
is then fit to the markers, using the built-in IK for the character for bone segments
without markers. These takes are available to download from the online database in
FBX format. The FBX format was selected as the most appropriate format for mul-
tiple reasons. Firstly, this format supports both geometry information and multiple
motion sequences in a single file, allowing the object, actor and optionally the environ-
ment geometry and motion to be stored in a single file along with multiple takes using
each object. Secondly, the format is widely used, and can be easily imported to many
graphical modelling programs, such as Autodesk Maya or 3DSMax. Thirdly, there is
an SDK freely available for this format [Autodesk, Inc., 2012]. Snapshots of some of
the example motions are shown in Figure 3.12-3.15. For example videos, please see
the attached digital appendix and project website6.
(a) (b) (c) (d)
Figure 3.15: Reconstructed motion of using a screwdriver.
6http://www.ipab.inf.ed.ac.uk/cgvu/InteractionDatabase/interactiondb.html

















Figure 3.16: The mean distance between a character’s joints calculated between
optical and magnetic marker reconstructions across all 3206 frames.
The error bars show the standard deviation. Although the absolute
error for some joints is large, this is due to smooth deformation in the
magnetic space and slight errors in the optical reconstruction, pre-
serving the relationship between markers and limiting visual errors.
3.5 Chapter Discussion
This chapter presented a framework that can capture the human movements of ma-
nipulating objects by jointly using a magnetic motion capture system and an RGB-D
sensor. It demonstrated successfully capturing interactions of manipulating a variety
of everyday objects. The data is publicly available from the Edinburgh CGVU website.
Comparison with glove-based frameworks: Glove-based methods were tested as
an alternative to the magnetic capture system, but these were found to have drawbacks
as expected. The two glove-based motion capture systems tested [Kessler et al., 1995;
Fifth Dimension Technologies, 2014] were resistance-based, in that the movement of
the hand affected electrically conductive sections of the glove, changing the resistance
which was then measured. This measurement infers some information about the joint
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Figure 3.17: An example sequence captured using both the optical and magnetic
sensors. In this sequence a character spins around clockwise to face
backwards. A separate skeleton is fitted to the markers for each sen-
sor set. The green skeleton has been fitted to the optical markers, the
yellow skeleton has been fitted to the magnetic markers.
Figure 3.18: When using a glove-based system, only joint angles are recorded, so
sometimes penetrations such as this one may occur due to imprecise
bone lengths or error in the captured joint rotation values.
state of the hand. This requires calibration on each use, as the location and size of the
hand in the glove greatly affects how the sensors are affected. This glove-based method
stands in contrast to optical or magnetic sensors, as it provides the local rotation of the
hand joints, greatly relying on an accurate morphology and calibration to ensure the
finger tips are in the correct place rather than the absolute position and rotation which
can be read from the magnetic sensors. Interaction with the environment often relies
on the finger tips and incorrect positioning of them can cause penetrations, so this is
a serious problem for capturing close interactions (see Figure 3.18). Futhermore, an
additional motion capture system would be required for the capture of the object’s
motion, and for computing the wrist’s global transformation. The magnetic capture
system was therefore deemed superior in this case, as the markers give the absolute
position and orientation of each end effector and the objects, allowing the scene to be
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reconstructed.
Figure 3.19: Using optical systems, occlusions may occur, even for simple manip-
ulation motions. Here the occluded markers are shown in dark blue
(circled in red), whilst the detected markers are displayed in light blue.
Comparison with optical-based frameworks: The magnetic system also appeared
to be superior to an optical marker approach when dealing with close interactions.
Some simple grasping motions were captured with optical markers: grabbing a cylin-
der from the side in an open environment. Even in this simple case occlusions occurred
(Fig. 3.19). When the optical markers passed close to each other there was also the
possibility of marker confusion as the finger tips are too small to place a unique set of
markers to define a rigid body. These two problems meant that many takes of captured
data required interpolation between optical markers and manual cleanup of the data. It
also should be noted that although the precision of the magnetic system is lower than
the optical system in general, the relative position and orientation of markers is accu-
rate, and this is what makes this system suitable for capturing close interactions. The
advantage the optical system has, however, is that the markers are small and wireless,
meaning motions that require entirely uninhibited motion, such as throwing a ball, may
be captured successfully if occlusions can be prevented.
Drawbacks: Although there are benefits to using the magnetic system, there are also
problems to overcome. As the markers attached to the actor are also the sensors, they
require a method to transmit the data to the base station. This means using a system
that has a power supply for each marker and a wireless transmitter (increasing the size
of each marker and decreasing the accuracy) or using wired markers as the system used
in this chapter. In these experiments the wires constrain the capture volume to around 3
76 Chapter 3. Observation
metres × 2 metres × 2 metres, and have the possibility of affecting the actor’s motion
in some capture situations. When motion over a large area needs to be captured, this
system would not be appropriate. As metallic items significantly affect the magnetic
field, it should also be noted that interaction with metal objects cannot be captured
using this technique.
The geometry capture technique also has drawbacks. The depth noise in the Kinect
sensor can be on the order of centimetres [Khoshelham and Elberink, 2012] and this
produces inaccurate pointclouds, meaning that the geometry with lose detail in a sim-
ilar range of error. As technology progresses, the error due to hardware will decrease
and this technique shall yield improved results. Even with these low-frequency detail
reconstructions of objects, the interaction is visually clear and can be analysed using
this data.
Taking the work further: The system described in this chapter is limited to capturing
objects that can be treated as rigid or articulated bodies. This limitation means that in-
teraction with truly deformable objects such as ropes and clothing cannot be captured
in this way. Future work may be able to combine the magnetic sensors with the Kinect
to capture the changing geometry during the take, which may then be able to be regis-
tered to each other in a deformable manner (rather than rigid registration) to produce
the motion of the deformable object as well as its geometry. Such an approach may
also allow greater precision in reconstructing the object’s motion during takes.
Chapter 4
Representation: Envelopment and an
Object-centric Coordinate System
4.1 Introduction
This chapter discusses the parametrisation of the space around an object to simplify
the description of motion relative to the object (specifically considering the approach,
grasping and simple manipulation motions of objects). In doing so it introduces a
novel metric for envelopment of a triangulated object by an arbitrary triangle mesh, as
well as introducing a novel object-centric coordinate system based on concepts from
electrostatics. It draws upon my previously published work, in particular [Sandilands
et al., 2013b] and [Wang et al., 2013a]1.
Spatial relationships are important in interactions, as they determine the artistic
style and type of interaction in many cases[Nakaoka and Komura, 2012]. Wrapping
and envelopment motions are particularly important in certain types of motion; they
are particularly pertinent in grasping as the hand often envelops the object. Existing
research in the animation and robotics literature has not identified relationship invari-
ants that capture the continuous concept of envelopment in three dimensions (although
non-continuous measures of coverage have been proposed such as Igarashi and Suzuki
[2011]’s interactive cover design system). The concept of envelopment is useful in
grasping and therefore there is a need to compute this property. Two techniques for
this concept of measuring envelopment have been developed over the course of this
1The initial work on defining the Electric Parameters in this section was performed in collaboration
with Kirill Sidorov and He Wang, where I took the primary role in defining the electric coordinate
system. As clarification, the implementation, experiments, extensions, and analysis in this chapter are
my own work.
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work: Winding Numbers and Electric Flux. Each have their own benefits and draw-
backs which will be examined in this chapter.
The relative location and orientation of points is also useful in defining interac-
tion. Accordingly, attention has been paid to developing a technique that avoids the
limitations of the Interaction Mesh and similar point-based approaches to spatial rela-
tionship description whilst retaining the benefits of motion represented by the spatial
relationship.
Chapter Outline Winding numbers are the basic measure of the amount a curve in
two dimensions envelops a point. This chapter starts by describing an extension to
the winding numbers that quickly computes surface ‘envelopment’ of a triangulated
object in three dimensions. Experiments are shown using this envelopment metric for
power grasping, and an explanation about why this has problems for arbitrary shapes
follows. An extension to the Interaction Mesh which defines the relationship between
a character or robot’s skeleton and the geometry of an object is then described and
discussed. However, using the concepts relating to the Interaction Mesh with objects
has drawbacks under certain circumstances, for example in generation of novel mo-
tion or with sharp changes in object geometry. It is, therefore, necessary to consider
other relationship representations and so the Electric Parameters (which combines the
two concepts of envelopment and relative configuration in a single representation with
greater computational complexity but more general application) are presented here
with a particular regard to object interaction. Discussion of other applications of this
representation in the field of animation and graphics is presented as well in order to
show the general utility of a representation such as this one.
The Electric Parameters are shown to create an object-centric coordinate system
and surface parametrisation that is capable of representation of motion based on the
object geometry directly. Further to this, a general envelopment metric of arbitrary
objects can be created from this representation. Although the Electric Parametrisation
represents both the envelopment and relative configuration of a character or agent to
an object, it is more computationally complex to compute than the winding number
or Interaction Mesh extensions. However the Electric Parameters are applicable to
arbitrary three-dimensional objects and are more descriptive in terms of spatial rela-
tionship, as they describe a continuous envelopment representation for arbitrary objects
that hasn’t been discussed in the fields of animation and robotics previously, so the in-
crease in computation time is understandable. That being said, this chapter looks to
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both parallelization and intelligent refinement of objects in order to reduce computa-
tion time.
The chapter finally proposes a dense correspondence technique that works between
objects of arbitrary genus, which is necessary for transfer of motion to novel objects,
utilising previous methods and proxy correspondences generated via the electric field.
A method for detection of singularities in the field, which may allow for path planning
that passes through topological tunnels in objects, is also outlined.
Contributions
• Experiments using an extension to the Winding Numbers for computing cover-
age of a sphere in three dimensions to power grasp convex objects.
• A set of techniques to accurately and quickly compute the electric parameters
for triangulated objects.
• Definition of an object-centric coordinate system and envelopment metric that is
computed directly from the object surface rather than sampled, and is valid in
the entire outer space.
• Introduction of a dense correspondence technique that works between objects of
arbitrary genus.
4.2 Winding Numbers and the Concept of Envelopment
In mathematics the winding number2 is the metric for the amount a point is surrounded
by an oriented closed curve in the anti-clockwise direction in two dimensions. This can
be calculated by discretising the curve into linear segments and computing the sum of







arccos [(Si−P) · (Ti−P)]
|Si−P||Ti−P|
(4.1)
where w is the winding number, N is the total number of line segments, and Si
and Ti are the start and end points (respectively) for the i-th line segment (Fig. 4.1
shows this for a single segment). Importantly this considers the direction of winding,
with anti-clockwise being represented by a positive winding value, and a clockwise
winding being represented as negative winding.




Figure 4.1: Computation of the winding number in two dimensions for a single line

















(c) Winding Value: ∼−0.8
Figure 4.2: Examples of how the winding number varies in different configurations
in 2D. Note in (c) the reversed direction of the line sequence.
This computation allows for describing the wrapping or envelopment of a curve
around a point in two dimensions even when the curve is open. Examples can be seen
in Fig. 4.2.
This can be extended into three dimensions by considering the projection of trian-
gulated surfaces onto a sphere. A single triangle can be projected onto a unit sphere by
normalising the vector between the vertices of the triangle and the centre of the sphere
(see Fig. 4.3). This creates a spherical triangle whose surface area can be computed
using its angles α, β, and γ:
A = α+β+ γ−π (4.2)
By taking the ratio of the projected triangles’ areas to the overall area of the unit







To preserve the directionality of the envelopment measure, the dot product of the
triangle normal and the vector between the sphere centroid and the triangle centroid
2Also known as the contour winding number.
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Figure 4.3: The spherical triangle has angles α,β,γ which define the area on a unit
sphere by subtracting the total sum of them from π.
is considered. When they are facing in opposite directions (i.e. the dot product is
negative) the triangle can be considered to be facing the sphere and the resulting area is
positive. When this is not the case and the dot product is zero or positive, the resulting
area value is negated. This allows for a smooth change in C as the triangle rotates from
positive, to zero, to negative coverage based on the relative orientation of the triangle
to the sphere.
This is somewhat similar to the concept of the solid angle, which measures the area
of an arbitrary object onto a unit sphere. The solid angle does not take into account
orientation however, and so is not useful as an envelopment measure for a surface that
has an ‘inside’ and an ‘outside’, such as the hand’s surface. This is why the three-
dimensional winding number is used instead of the solid angle in this thesis.
Although this property allows a representation of the envelopment of a point or
sphere by a triangle mesh, it does not directly define coverage over an arbitrary mesh.
Direct projection onto an arbitrary mesh is possible by projecting toward the centroid
of the mesh, however this can have unusual results when the object is long and thin,
or unusually shaped. Consider a horseshoe where the centroid is outside the object:
projecting onto this centroid may give a zero coverage value for many configurations,
yet this is not what is intuitively understood as envelopment. Instead, manual interven-
tion can be used to select a point inside the object with which the coverage should be
computed. However this requires manual selection per object and so is not ideal.
Experiments using this technique for control of a hand during power grasps shows
that plausible approach and grasping motions can be quickly computed for simple ob-
jects. Fig. 4.5 shows entirely automatic grasping from arbitrary poses by local gradient
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Figure 4.4: Left: The triangles used to compute the C value for a hand model.
Right: The rotational degrees of freedom for each joint. The wrist also
has 3 degrees of freedom for translation.
ascent of the value C computed over a triangular mesh that covers the inside of the
hand. This is performed by representing the hand as a skeleton with the triangulated
surface representing the enveloping surface of the hand constructed from the skeleton
nodes and points with fixed offsets from them (Fig. 4.4). The triangles are oriented
such that the C value with reference to a point when the hand is open and the palm
of the hand is facing it is positive (the normals point outwards from the the the palm).
The Jacobian of C with respect to the variation of each of the degrees of freedom of the
hand skeleton is created via the finite difference method and inverted using a weighted
pseudoinverse [Klein and Huang, 1983]. As the coverage is increased both by moving
the hand toward the object, and by spreading the fingers around the object, the hand
approaches and envelops the object from arbitrary initial configurations. Collision is
prevented with the object by contact constraints added to the Jacobian. This repre-
sentation has the aforementioned problems regarding objects that significantly deviate
from spheres and so is not suitable for all types of grasping, but is useful in the limited
domain where real-time computation is needed for simple objects. These successful
examples also show that grasping by envelopment maximisation is plausible in certain
circumstances. The topic of envelopment is therefore returned to in Section 4.4 with
the creation of a metric for envelopment of arbitrary object geometry given a surface.
4.3 Interaction Mesh Concept Extension to Objects
Techniques that aim to preserve the spatial relationship between characters and sim-
ple objects have been developed by considering the weighted relative vectors between
skeleton nodes in the scene. The Interaction Mesh as defined by Ho et al. [2010] con-
nects the ‘nearby’ skeleton nodes of two characters using Delaunay Triangulation in
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Figure 4.5: Examples of power grasping simple objects from different starting pos-
tures solely using the coverage measure C.
a graph-like structure and attempts to preserve the Laplacian coordinates of the con-
nections when the character configuration or bone length changes. These Laplacian






where L(~p) is the Laplacian coordinate of point ~p, N are the number of neigh-
bours of ~p, ~pl are the neighbouring points and w are the normalized weights of the
neighbours, which are set as inversely proportional to the distance between ~p and the
neighbour ~pl . This weighting prioritises relationships that are nearby. Note that this is
just the relative vector from ~p to the weighted average of the neighbouring vertices.
This has previously been used for defining interactions between characters by min-





||δ(~p j)−L(~p j)||2 (4.5)
where E is the deformation energy, V is the location of the skeleton nodes, and
δ(~p j) is the original recorded Laplacian coordinate before deformation for bone node
~p j.
This technique has been used not only for character-to-character interaction but
also for interaction with simple objects, although it requires manual creation of skele-
tons for these objects. These skeletons do not consider the surface of the object, and
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AB
Figure 4.6: When using target positions A and B alongside Euclidean distance as
the interpolation metric, collisions occur. Collision detection and re-
sponse can push the interpolated point out of the object, but this often
results in unnatural motion.
so when the dimensions of the surface change or contacts occur further from skele-
ton nodes, penetrations and unnatural movement can occur. With the types of close
manipulation motion considered in this thesis, penetrations are indeed likely to occur.
An extension to deal with this problem is to consider samples on the triangulated
object surface generated from proximity to joints in the human skeleton. By uniformly
sampling across the surface there are a set of potential contact locations. As the human
interacts with the object, the closest N surface sample points in a radius r from each
skeleton node are recorded and their relative vectors are stored, alongside triangle ID
and barycentric coordinates. If the object surface of model is transformed, the defor-
mation energy E can then be preserved in the same way as before, by attempting to
minimise the deviation of the relative vectors. However, these samples are not a good
general representation for interaction motions as they cannot be used in a generative
fashion; they can only play back the pre-recorded motion.
A further drawback to the relative vectors technique is that they do not consider the
rotation of the object. In the way they are defined using the Laplacian coordinates, even
if the rest of the scene rotates, the relative vectors do not: this is not helpful in most
scenes. Recently Al-Asqhar et al. [2013] have developed this idea further, extending
the concept of spatial relationship encoding using relative vectors with the use of the
relative orientation step, given by the normal, tangent and co-tangent on the object
surface and the frame of reference of the human skeleton. However, this approach is
sample-based and still has problems in the generation of new motion or the transfer
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A
B
Figure 4.7: The desired interpolation path between the two locations A and B.
to novel manipulators when the correspondences between joints is not obvious. As a
Euclidean distance metric is used for distance between poses, when the target posture
is obscured by an intermediate invalid posture (e.g. when a bone must pass through
the object to get to the target posture) there is no direct way to locally interpolate the
poses that do not result in penetration (Fig. 4.6). This can be alleviated somewhat by
additional sampling, but there is then a further problem of choosing the number and
location of the additional samples. Furthermore, adapting the motion to new situations
can be difficult as the sample locations are fixed on the surface. Physical properties
such as grasp quality cannot be optimised as relationship to the true surface of the
object is not encoded. It is not clear how to produce novel contacts in new locations
using this representation, and as such, is only suitable for motion playback.
With the intention of addressing these identified problems Section 4.4 defines a
relative coordinate system based on object surfaces that can handle object affine trans-
formation and transfer to new objects seamlessly. This relative coordinate system also
allows planning new contacts on the surface as the contact space is continuous rather
than sampled, thus enabling local linear interpolation in the novel coordinate system
such that penetrations do not occur with the object, such as in Fig. 4.7. This parametri-
sation of the outer space does not require choosing samples or choosing how much to
sample the object, removing some aspects of parameter tweaking that may otherwise
be required using alternative techniques.
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4.4 Electrostatics for Envelopment and Relative Con-
figuration Encoding
Generating and adapting spatial relationships of interactions with objects requires more
than a surface-sample based method or dealing only with simple classes of object. In-
stead, this chapter introduces an object-centric coordinate system, which allows the
spatial relationship between the joints and the object to be extracted. This, therefore,
allows for motion generation relative to all areas on the object rather than only relative
to sampled locations. This relationship with the overall shape, rather than just with
discrete samples upon it, ensures the ability to plan motion without collision using lo-
cal techniques, and measure the envelopment of the object as well as relative locations
and orientation of points. This object-centric coordinate system also allows for inter-
polation of relationship in a way that does not cause interpenetration of the character
or penetration into the object.
In this thesis, concepts from electrostatics are the tools used to parametrise the open
space around an object in order to define the relationship between a manipulator (such
as the human hand or robot) and the object to be manipulated. This parametrisation
is created by simulating the object as a virtually charged electrical conductor in order
to define an object-centric curvilinear coordinate system surrounding it. The relative
position and orientation of points being controlled with regard to the object (such as a
hand or manipulator) are defined using this coordinate system, describing the spatial
relationship of an approach and grasp to an object. A measure of envelopment of
a surface around an object can also be defined in the same representation using the
electric flux: controlling a hand using this parameter allows the user to automatically
approach and wrap the fingers of the manipulator around an object. A deformation in
the object shape smoothly deforms the coordinate system, allowing for motion transfer
to novel objects.
This section defines the terms used in describing the electric field (Section 4.4.1)
and the properties that these fields have that makes them suitable for spatial relationship
representation (Section 4.4.2). It then proceeds to define the parametrisation used that
describes the relationship (Section 4.4.3), and finally discusses a technique for accu-
rately defining the surface charge distribution required for this method (Section 4.4.4).
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(a) Electric Field (b) Distance Field
Figure 4.8: A comparison of the isosurfaces and field lines of the electric field (left)
as compared to the distance field (right). The red lines in the distance
field example show example regions in space that project to multiple
points on the object using the distance measure. The model colour
shows the surface charge densities using the Jet colour scheme, with
red being high and blue, low.
4.4.1 Electric Field Definitions
In physics, an electric field is a field generated by a set of electrically charged particles
which describes the force on a second (positively charged) particle due to the first set
of particles3. An electrically charged particle in the field has a scalar value defining
the magnitude of the electric field called electrical potential, which is measured in the
units of volts.
The rate of flow of the electric field passing through an area is defined as the electric
flux. It is computed as the surface integral of the normal component of the electric field
passing through a surface.
When considering a charged object, the charge density is defined as the measure
of charge per unit area on the object’s surface. With knowledge of the object’s surface
and its charge density, the potential and field in the outer space of the object can be
computed[Tipler and Mosca, 2007].
3An electric field also describes electrical forces generated by a time-varying magnetic field, the
discussion in this thesis will be confined to the first definition as the source of our field is a virtually
charged object.
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Figure 4.9: Interpolation between point A and B can be performed directly in the
electric coordinates without penetration with the object.
4.4.2 Why Use The Electric Field for Motion Planning?
The electric field around a statically charged object has several interesting properties
that make it suitable for use in control of particles and surfaces in the outer space of
an object. Unlike the distance field (Fig. 4.8b), the electric potential around a charged
object is a harmonic function, meaning that there are no local extrema in the outer
space of the object regardless of the object geometry. At the surface of the object the
potential is maximal, and the potential smoothly drops off to zero as the distance from
the object’s surface approaches infinity. At the object’s surface the negative gradient
of the potential is in the direction of the surface normal, as can be seen in Fig. 4.8a.
As the field is harmonic the electric field lines (paths following the negative gradient
of the potential) do not intersect, guaranteeing a path to the surface for any outer point
by locally following the positive field gradient. This also means that the field diverges
to points at infinite distance from the object.
As a result of these properties, the electric field lines can be used to define a con-
tinuous mapping from an object to a sphere at infinity without flipping of triangles.
It is therefore possible to define a two-dimensional parametrisation over the surface
by computing the elevation and azimuth of each point traced to a near-zero poten-
tial(Fig. 4.10). When there are topological tunnels4 there are seams in the mapping,
but these exist only in the concave areas of the tunnel (Fig. 4.11). Dealing with the lo-
cation of a point passing ‘through’ a seam requires special handling of distance across
the surface as explained in the next chapter (Section 5.3.1), but in many cases there are
no seams and spherical geodesics can be used. The outer space can then be defined in
4In this thesis the term ‘topological tunnels’ is used as used by Dey et al. [2013].
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(a) Field lines traced from the model. (b) Parametrisation shown on sphere.
(c) Further examples.
Figure 4.10: The two dimensional parametrisation of the surface is computed by
tracing the field lines and taking the spherical coordinates at the end-
points.
Figure 4.11: Left: The field lines traced to a fixed potential from a torus (grey with
green endpoints). Right: An illustration of the seam (red) in an object
with genus. The torus has a seam running around its inside. The field
lines traced near this seam diverge.
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an object-centric curvilinear coordinate system analogous to spherical coordinates, in
that the potential at a point defines the distance measure along a field line from the ob-
ject and the projected elevation and azimuth values can be used in the same way as in
the spherical coordinate system. This coordinate system can be used to linearly inter-
polate between points in the outer space of the object without collision using spherical
linear interpolation (SLERP), as shown by the example in Fig. 4.9. Deformation of
the object also deforms the coordinate system, allowing relative location to be defined
between objects in the electric coordinates.
The electric flux of the field also holds an interesting property: according to Gauss’
law, a closed surface surrounding a charged object will always have a constant flux






~E ·~̂ndA = Q
ε0
= const, (4.6)
where ~E is the electric field being integrated over the surface S surrounding the charged
object (with charge Q). d~A is a small region of S (a vector with magnitude dA pointing
in the normal direction ~̂n), and ε0 is the electric constant. This means that the total
electric flux through a surface depends only on the charge enclosed by that surface,
and not on the shape of the object. For a non-closed surface, the flux varies with
envelopment of the object as the integral does not account for the whole field. This only
holds for electrostatic-style fields whose strength drops off at 1/r2 for 3-dimensional
space5. This feature makes the flux suitable for representing the coverage of the hand
or manipulator around an object.
Advantages of the Electric Field representation over other Fields Other potential
fields can be generated that have non-intersecting field lines aside from the electric
field. However, the electric field is superior for use in this thesis for the following
reasons:
• Flux: The envelopment of a surface around an object can be directly computed
from the object’s surface using the electric flux.
5In two-dimensions the length of a line two times as far from the object surface is twice as long,
so the strength must drop off at 1/r. For three-dimensional space, the area at twice the distance is r2
where r is the distance moved, so the field must drop off at 1/r2. The general requirement for Gauss’
law to hold for a field is that the potential falls-off at exactly 1/rD−1 where D is the dimensionality of
the space[Tipler and Mosca, 2007].
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(a) Electric Coordinates (b) Electric Flux
Figure 4.12: The two components of the electric parametrisation. (a) A two-
dimensional slice of the field lines (black) and isosurfaces (blue) of the
virtual electric field on a scanned spray bottle. (b) A positive electric
charge surrounded by a surface. The surface has a constant electri-
cal flux no matter its deformation or geometry as long as it remains
surrounding the charge.
• Non-discretised object and space: The electric field can be computed for a trian-
gulated object directly using a Boundary-Element Method (BEM), meaning it is
not necessary to discretise either the outer space of the object or the object itself.
• Defined over the entire external space: As a consequence of the BEM one can
define the field everywhere external to the object without large storage require-
ments, and compute the exact potential given the object surface for any point
rather than interpolation of samples.
4.4.3 Electric Parametrisation
Now it is clear that the electric field could be useful for object-centric control, the
parametrisation must be defined. This thesis defines Electric Parametrisation as the
abstract and intuitive parametrisation of the open space that describes the spatial re-
lationship between a virtually charged object and a set of points and/or meshes. It
specifically encodes the relative location of points in space by the object-centric curvi-
linear coordinate system which is called the Electric Coordinates, and the coverage
or envelopment of a mesh by the electric flux. The Electric Coordinates are uniquely
defined by three values: potential V , projected azimuth ψ, and projected elevation θ,
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similar to the spherical coordinate system. V can be computed directly from the object
surface, whilst ψ and θ are computed through tracing the field lines. The combina-
tion of ψ and θ for each vertex gives a two-dimensional parametrisation of the mesh
itself that we call UV coordinates in reference to the two-dimensional parametrisations
used in computer graphics for texture mapping and other operations (with ψ as the U
coordinate, and θ as the V coordinate).
A two-dimensional illustration of the Electric Coordinates is shown in Fig. 4.12a
where the electric field lines are shown in black and the isolines (isosurfaces in three-
dimensions) are shown in blue6. A comparison with the distance field is shown in
Fig. 4.8, showing that the Electric Coordinates have the advantage of continuous pro-
jection to the surface (the projected point does not jump to new areas as the source
point moves in space) and a non-ambiguous projection. The motion of a point per-
pendicular to the potential field lines can be described by the projected azimuth and
elevation, whilst keeping the potential constant. Conversely, motion toward and away
from the object can be defined by varying the potential whilst keeping the projected
azimuth and elevation constant. This allows for decomposition of motion towards the
object and around the object.
flux = 0.05 flux = 0.5 flux = 0.85
Figure 4.13: A 2 dimensional illustration of different configurations of a deformable
object and a charged reference object labelled with the corresponding
flux value of the deformable object.
The second component of the Electric Parametrisation of the space outside the
object is the electric flux, which computes the envelopment of a surface around the
object (Fig. 4.12b). This can be used to describe how a surface can move towards an
object and wrap it, as shown in the two-dimensional example in Fig. 4.13. In contrast
6The isolines and isosurfaces of the electric field are the regions for a certain potential which have
constant electric potential and vary only in ψ and θ.









Figure 4.14: An illustration of a point P, charged triangle ∆Q (in grey) and the geo-
metric concepts used for electric potential calculation.
to the extension to the winding number outlined in Section 4.2, this envelopment metric
is valid for any arbitrary object topology and shape, rather than only being suitable for
convex, genus zero objects.
4.4.3.1 Computation of the Electric Field and Flux
In order to compute the electric field we consider a virtually charged object whose
surface is represented by a closed triangular mesh Tobj of L triangles with per-triangle
charge densities Qobj ∈ RL, a point P or set of points in the outer space of the object
(that are attached to the manipulator) and a flux measurement surface Tm that is a mesh
of Nm triangles (also attached to the manipulator).
Electric Potential In this thesis, computing electric potential analytically requires a
uniformly charged triangle ∆Q with charge Q and a test point P for which the potential
V is calculated. S is defined as the uniformly charged surface of the triangle ∆Q and
r = |~PS| as the distance from point P to the triangle surface.







As in the work of Goto et al. [1992], this is computed by the sum of integrals over
three sub-triangles, which can be defined as a function V (P,∆ABC). Full details of this
function are covered in Appendix A.
For multiple triangles, the potential is simply the sum of individually computed po-
tentials multiplied by the per-triangle charge density Q (as defined by the superposition









Electric Field The electric field for a single triangle is defined as the negative gradi-
ent of the electric potential. This can be analytically computed for multiple triangles
as the differentiated form of (4.8), as shown in Appendix Section A.
Electric Flux The flux is the measurement of the electric field through a surface. In
this thesis the charged surface is defined by a closed mesh of triangles representing
an object’s surface, and the surface through which the flux is measured (henceforth
called the flux measurement surface) is an arbitrary mesh of triangles that may be
unconnected, partially connected, open or closed and consists of one or more triangles.
Due to the superposition principle, overall flux ΦFlux is computed via a computa-
tion that occurs between each individual triangle representing the object (∆obj ∈ Tobj)
and each individual triangle in the flux measurement surface (∆m ∈ Tm), along with the













where fflux is approximated by four point Gaussian quadrature of the object triangle
as follows:
fflux(∆ABC,∆DEF) =



















To compute the flux through a triangle ∆ABC given point charge P an analytical
solution has been defined by Van Oosterom and Strackee [1983]. Let a = ~AP, b = ~BP,
c = ~CP. Finally, the flux φ(∆ABC,P) is computed via
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Figure 4.15: Surface charge density display on the surface of a variety of models.






|a||b||c|+(a ·b)|c|+(a · c)|b|+(b · c)|a|
(4.11)
Time Complexity The time complexity of computing the potential is O(nm) where n
is the number of sample points for which to compute and m is the number of triangles
in the mesh. Similarly, the flux computation time complexity is O(lm) where l is
the number of triangles in the flux measurement surface. These computations can be
practically sped-up by computing the potential and flux in parallel for each triangle-
point pair, which is shown in Section 4.5.
4.4.3.2 Surface Charge Simulation
The potential field is computed using a Boundary Element Method approach as de-
scribed above, which requires the object surface to have the correct charge density
Qobj for each triangle, which must be first computed. The distribution of charge on the
object is such that the surface is at equilibrium (the gradient of the field in the tangent
direction to the object’s surface is zero). If this were not the case, the field would cause
the charge distribution to change as the discrete charges would move in the tangent
direction of the field across the surface (in the physical interpretation of the electric
field). After this computation the object is considered electrostatically charged. Two
techniques to perform surface charge simulation are shown in this section. Example
charge distributions on a variety of models are shown in Fig. 4.15.
This section first discusses the concept with the simpler case of matrix pseudoin-
verse to compute the charges. This has O(L2) space complexity, and so can be a prob-
lem for solving for meshes with a high number of triangles. To address this, the Robin
Hood technique of charge simulation, as first described by Formaggio et al. [2011], is
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considered.
Matrix Pseudoinverse In order to compute the surface charges by matrix pseudoin-
verse, a dense linear system of L equations is constructed, each representing the notion
that the potential must be 1 volt at a set of probe points on the surface of the object,
with L number of variables denoting the unknown total charges Qobj for each of the
triangles: 
V (~x1,T1,Q1)+V (~x1,T2,Q2)+ · · ·+V (~x1,TL,QL) = 1
...
V (~xL,T1,Q1)+V (~xL,T2,Q2)+ · · ·+V (~xL,TL,QL) = 1,
(4.12)
where V (~xm,Tl,Ql) denotes the potential V at point~xm due to the l-th triangle car-
rying charge Ql in the analytical form as defined in Equation 4.8. For the probe points
~xm the barycentres of the mesh triangles are selected (although any L non-coincident
points on the surface of the object would be suitable). Equation 4.12 defines a dense
linear system that can be written down in matrix notation as PQ = 1 by noting that
V (~xm,Tl,Ql) can be written as V (~xm,Tl,1)Ql . This system is typically ill-conditioned,
and therefore it is solved using the pseudo-inverse of P in the least squares sense.
This technique has some drawbacks: it requires constructing a L× L matrix that
stores the effect of each triangle on the potentials at the barycentres at each triangle.
As the space complexity is O(L2), this prevents solving for meshes with large numbers
of triangles. The time complexity is O(L2) for creation of the dense linear system and
O(L3) for solving it. Although in order to compute the field this charge simulation
is only required to be performed once for each model, this is slow for larger models.
It is notable that although the matrix is dense, each row is dominated by only a few
terms which are the potential values of the triangles nearby to itself. The Robin Hood
method addresses these drawbacks by numerically solving by iteratively updating the
charges until the potential at the surface is close to one for all triangles.
The Robin Hood Method The Robin Hood method is an approach to charge simula-
tion that uses only O(L) space whilst remaining fast (O(Lα) where α < 2 [Formaggio
et al., 2011]). The concept is simply to iteratively move charge from areas where the
potential is high to areas where the potential is low. By swapping the required amount
of charge, the lower and higher potential areas are brought into electrical equilibrium
(their potentials become equal). Formaggio et al. [2011] showed that there is no effect
4.4. Electrostatics for Envelopment and Relative Configuration Encoding 97
of critical slowing down of this method, even at very high precisions for a variety of
randomly generated surfaces, meaning that although there is no formal proof of con-
vergence the practical evidence points to convergence happening in all cases. Their
experiments involve remeshing surfaces into right-angled triangles to speed-up com-
putation, but non-right angled meshes also do not experience critical slowing down.
This is backed by the experiments performed for this thesis, in which every model
tried converged to a solution, including animated models.
The following algorithm (Algorithm 1) describes how this computation can be per-
formed practically.
Input: Object mesh Tobj, convergence threshold ε
Output: Charge density per triangle Qobj across the mesh such that the surface
has constant potential.
Initialise P,C,Qh,Ql;
forall the q ∈Qobj do
q = rand(0,1);
end
forall the ∆ ∈ Tobj do




Compute the current potential for all triangles given our charges by Pi ·Qiobj
and store in Ci;
Find highest and lowest potential in Ci and store in Qh and Ql respectively;
if Qh ‖ Ql are outside one volt ±ε then
Transfer the charge from Qh to Ql such that the potential of each triangle
is one volt, updating Qobj in the process;
end
until Highest potential Qh and lowest potential Ql are both within one volt ±ε;
Algorithm 1: Robin Hood iterative method of charge simulation.
This algorithm increases linearly in time taken as related to the number of triangles
in the mesh as shown in Fig. 4.16. Although charge simulation is a comparatively
time-consuming process, it only has to be performed once per static object.
For animated meshes however, this iterative method is additionally beneficial be-
cause although the charges must be redistributed when the mesh deforms, it can be
assumed that the spatial differences in the mesh are small as the time between frames















Figure 4.16: The time taken to compute the charge densities across the surface of
a variety of meshes in the database from scratch. These 21 meshes
vary from consisting of 20 triangles up to 30,000. The relation be-
tween time to compute the charge density and number of triangles is
approximately linear, as displayed by the red trend line.
Figure 4.17: Examples frames from the run cycle of a human displaying the sur-
face charge densities by colour as in previous figures. High charge
densities (red) can be seen in very concave areas such as the bent
elbow and the inside of bent knee joints.













Figure 4.18: The time taken to compute the charge densities across the surface of
a mesh deforming under skeletal animation. The motion sequence is
a humanoid run cycle lasting 28 frames. Note that the time axis (Y) is
a logarithmic scale.
is small. By using the previous frame’s charge densities as the initial charge distri-
bution it is possible to reduce the amount of computation significantly and therefore
the time. For example, in a 28 frame human run cycle (Fig. 4.17) with an triangu-
lated mesh of 3206 triangles, the time taken for charge computation is 21,381.5ms in
the first frame, but by using the previous charge densities as initialisation the mean
computation time after the first frame is only 941.9ms (Fig. 4.18).
4.4.4 Accurately Defining the Electric Charge Density: Adaptive
Subdivision of the Mesh
In some cases the isosurface at one volt does not accurately represent the mesh surface
(see Fig. 4.19, top). This is due to the assumption of uniform charge across each trian-
gle, and generally causes too low potentials in the extrema of the model and areas with
sharp edges. A naive solution to this is to iteratively subdivide the model until the size
of each triangle is small relative to the overall mesh, thus ensuring the uniform charge
assumption for each triangle is nearly true. However this can cause problems with
the matrix pseudoinversion charge simulation method when the number of triangles is
very large, as it is required to invert a matrix of size N×N where N is the number of
triangles in the mesh (Equation 4.12). Even with the Robin Hood technique additional
triangles in the mesh reduces efficiency by unnecessary computation. To alleviate this
problem, an adaptive subdivision method is proposed that only subdivides triangles
close to the areas where there is a large deviation from the surface potential of one
100 Chapter 4. Representation
(a) Original Mesh
(b) Isosurface: 1V (c) Subdiv. Mesh Isosurface: 1V
Figure 4.19: Before (top) and after (bottom) adaptive subdivision is performed on
the armadillo man toy. Adaptive subdivision ensures the isosurface at
surface potential more accurately represents the true surface of the
object. (a) shows the original mesh without subdivision, (b) shows
its isosurface at 1V. Note that the extrema are not represented ac-
curately, especially the ears and arms. (c) shows the isosurface of
the subdivided mesh at 1V. The isosurface at 1 volt after subdivision
represents the object’s surface more accurately, especially in extrema
(see ears, feet and hands).
volt. The method is given is pseudocode in Algorithm 2. This algorithm iterates until
the standard deviation of the potential of samples across the surface is within ε, which
was set to 0.05V in these experiments.
The utility of this technique is demonstrated on a non-convex model, the ‘Armadillo
Man’ (Fig. 4.19). The difference between uniform subdivision and the adaptive sub-
division method used in this thesis is visible even at low levels of subdivision. With
no subdivision the model has 296 triangles. After 6 adaptive subdivision iterations
the total number of triangles is 808. With uniform subdivision, the model has 888 tri-
angles after one step of subdivision. By uniformly sampling the potential across the
surface, the standard deviation, mean and median of the potential can be computed. As
Table 4.1 shows, the adaptively subdivided model more accurately determines the cor-
rect potential at the surface with fewer triangles than the uniformly subdivided model.
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Input: Object mesh Tobj, threshold ε
Output: Subdivided model that allows for accurate representation of the
isosurface at 1 volt.
repeat
Compute the charge distribution over the model;
forall the ∆ ∈ Tobj do
Randomly sample across the surface of ∆;
If any sample has a potential deviation greater than ε, mark ∆ for
subdivision;
end
Subdivide the previously marked triangles;
until No samples have a potential deviation greater than ε;
Algorithm 2: Adaptive subdivision of a triangulated mesh.
The sum-squared-error is over 6% lower with adaptive subdivision as compared to
uniform subdivision, with fewer triangles. This translates to a much improved visual
isosurface. An accurate isosurface at the surface potential is essential in order to detect
proximity to the surface directly from the potential, and is useful in projection to the
polygon surface from the outer space of the object. However, it should be noted that
the resulting potential everywhere in the outer space of the object is still harmonic even
when the isosurface is not exactly coincident with the true object surface.
Original Model Uniformly Subdivided Adaptively Subdivided
Surface Potential (296∆) (888∆) (808∆)
Mean (V) 0.99511 0.99733 0.99789
Median (V) 0.99821 0.99971 0.99992
Standard Deviation (V) 0.01362 0.00926 0.00898
Sum Squared Error (V) 64.00 14.32 13.45
Table 4.1: Adaptive Subdivision Comparison - Analysing the surface potential of
160,000 samples taken across the surface of each model.
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4.5 Evaluation of the Electric Parameters
4.5.1 Benchmarking the GPU Implementation of Potential Compu-
tation and Flux
In order to lessen the processing time for the electric potential and flux, a parallel im-
plementation for the GPU is presented here, suitable for use with technologies such as
NVidia CUDA. The superposition principle allows independent, simultaneous compu-
tation of both the potential for each triangle in the object mesh and also for multiple
probe points in the outer space of the object. As a result, the computation can be split
into L× L separate equations that can be executed simultaneously via the GPU that
each compute the potential between a single probe point and a single triangle. The
concept of superposition is then used by taking the sum of the results per triangle to
obtain the overall L potentials at the probe points.
To measure the practical difference in the computation time in the GPU implemen-
tation as compared to the sequential single-threaded CPU implementation, a regular
three-dimensional grid of potentials around the object is calculated for various sizes of
grid and the time for completion is recorded. A NVidia Geforce GTX Titan graphics
card7 is used in these experiments, alongside one of the meshes from the database8
which has 2000 triangles. Results are shown in Table 4.2, and show that as the number
of points in the grid increases, the decrease in the runtime by using the GPU imple-
mentation over the CPU implementation is approximately 95%.
Computing the electric flux using the GPU gives a similar speedup as shown in
Table 4.3. This speedup is realised in a similar way: by splitting the computation into
n×L equations, where n are the number of triangles in the flux measurement surface.
Each equation computes the flux between one triangle on the object mesh and one
triangle in the flux measurement surface. These can then be summed to produce the
overall flux through the measurement surface given the object.
4.5.2 Using the Electric Field In Graphics and Animation
The relationship description given by the Electric Parameters is useful for general de-
sign and control of systems relative to objects. To demonstrate that, this section ex-
plores two applications of this technique in the fields of graphics and animation: The
7This card has 2688 CUDA cores and a base clock rate of 837 Mhz.
8Model 164: the teddy in the rest pose is used here.
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Num. Samples CPU Time GPU Time CPU Time/sample GPU Time/sample
(ms) (ms) (ms) (ms)
125 456.166 30.8812 3.64 0.247
1000 3525.19 172.729 3.52 0.172
8000 27543.2 1523.80 3.44 0.190
35937 123780 6653.63 3.44 0.185
125000 433901 22809.0 3.47 0.182
1000000 3434800 180882 3.43 0.180
Table 4.2: Timing comparison of the potential computation of a number of sample
points around a mesh of 2000 triangles on the GPU as compared to the
CPU.
coordinate system can be used for 2.5D control, such as the creation of hair and grass
systems without collision, and the potential field can be used for dense correspondence
between objects. The electric flux has also been used in the control of cloth [Wang
et al., 2013a].
4.5.2.1 2.5D Control
The electric field representation is useful in many graphics applications, due to its
ability to define the relative location in the outer space in three-dimensional coordinates
to an object’s surface. This object-centric coordinate system allows a user to create
paths relative to the object for animation quickly and easily. This is briefly described
here. For example, particle systems that orbit an object or character can easily be
created by ensuring that the potential of each particle stays constant (between 0 and 1)
whilst moving in the projected θ and ψ coordinates (termed the UV space).
Systems such as grass, hair and fur can be initialised using this coordinate system
also. First, samples can be distributed across the model surface. By decreasing the
potential from the surface and keeping the UV values constant, paths that trace the
electric field out of the object from the samples can be created. These are guaranteed
to be non-intersecting, which makes the initial paths suitable for physical simulation.
These can also be controlled in the tangent space to the potential, allowing hair or grass
to curl or spiral as it grows. Examples of grass and fur grown using this technique is
shown in Fig. 4.20. The grass successfully avoids the virtually charged objects in the
scene. The fur on the model is sparsely shown in Fig. 4.20b in order to enable the curl
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(a) Grass avoiding obstacles.
(b) Fur samples grown using the electric field.
Figure 4.20: An example of the coordinate system of the Electric Field used (a)
with multiple objects to grow grass, and (b) to avoid self-penetrations
whilst maintaining artistic control during fur creation.
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Num. Tri in Tobj CPU Time GPU Time CPU Time/tri GPU Time/tri
(ms) (ms) (ms) (ms)
20 0.28 1.58 0.0141 0.0792
536 7.03 2.33 0.0131 0.00436
800 10.47 2.58 0.0130 0.00322
1024 13.09 2.49 0.0127 0.00243
2000 25.70 3.39 0.0128 0.00169
4356 57.29 4.29 0.0131 0.000985
7964 103.61 5.19 0.0130 0.000652
Table 4.3: Timing comparison of the flux computation on the GPU as opposed
to the CPU-only version. We use a mesh of 20 triangles for the flux
measurement surface and vary the number of triangles in the charged
model. The GPU implementation is around 20× faster than the CPU
when the charged model has around 8,000 triangles.
of the individual hairs, caused by a tangential term, to be seen.
4.5.2.2 Filling Holes for Object Correspondence between Objects of Arbitrary
Topology
There are additional uses to the electric field aside from describing the spatial rela-
tionship. Topological changes occur in the isosurface as the potential varies, which
allows versions of the shape with different genus to be created. The isosurfaces have
dense correspondence to the original object surface, allowing the isosurface to be used
as a proxy mesh for certain correspondence techniques. As topological complexity of
the model often causes current global correspondence techniques to fail [Kim et al.,
2011; Kaick et al., 2011], this proxy mapping can be useful for dense correspondence
generation between arbitrary objects.
All objects have an isosurface in their electric potential field that is genus zero:
as the potential decreases the topological holes eventually disappear. Decreasing the
potential of the isosurface fills in holes quickly as compared to deformation of the
shape further from the holes as the potential varies quickly inside topological tunnels.
The isosurface at which point the shape topology changes whilst the shape remains
similar to the original object can be found using binary search on the potential. This
provides a version of the shape which closely approximates the original object but is
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Figure 4.21: Blended Intrinsic Mapping errors: here the mapping is shown via
colour transfer from the right object in each example to the left object,
generated by their code using their original colour scheme. Errors oc-
cur near and around mapped holes when Blended Intrinsic Mapping
is used directly with objects that are not genus zero.
Figure 4.22: Automatic correspondence using electric isosurfaces as proxy
meshes.
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Figure 4.23: Models with holes and their corresponding closed surfaces.
Figure 4.24: Automatic correspondence of a split model (left) to a connected model
(centre) using the genus zero isosurface (right).
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Figure 4.25: Automatic correspondence of a model without holes (left) to a similar
model with multiple large holes (centre) using the genus zero isosur-
face (right). Note the lack of error around the holes.
genus zero.
Filling in holes is useful as it is easy to make topologically complex models either
manually or by reconstruction from scan data due to occlusions, and has been studied
extensively. Other techniques have been proposed to automatically fill in holes in
models: voxelisation and Radial-Basis Functions (RBFs) have been used successfully
in repair of models acquired from range data[Davis et al., 2002; Carr et al., 2001].
However, these replace the original geometry of the model, with the assumption that
the newly created model is more accurate. This assumption is not necessarily the
case when the object truly is topologically complex (as it may be if created by an
artist). Furthermore, in these cases of hole filling there is no clear correspondence
between the original mesh and the mesh with its holes filled. However, although the
technique presented here also fills in topological holes, it has a separate objective to
most hole repairing work as this thesis considers object correspondence: specifically
the production of a dense correspondence between arbitrary objects by filling in both
holes and tunnels in the mesh, as well as connecting disconnected components, to
create a genus zero proxy object. Practically there are a variety of applications for
dense correspondence between objects of arbitrary genus that have a limited number
of seams including (but not limited to): transfer of textures, morphing of shape, and
creation of a parametric shape space between different models. This thesis primarily
uses the correspondence to transfer the electric coordinates between different objects,
thus preserving the spatial relationship.
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Input: Object mesh Tobj, per-triangle charge densities Qobj, surface
parametrisation S (generated from the Electric Coordinates), ε target
precision










// Computes the isosurface at Imid given the original mesh
and charges
T ′obj = Isosurface(Imid , Tobj, Qobj);
// Computes the first three Betti numbers for a mesh.
β = Betti(T ′obj);
if β == (1,0,1) then
// Homeomorphic to a sphere
Il = Imid;
else




T ′obj = Isosurface(Il , Tobj, Qobj);
// Computes the charges for a mesh. This could be (for
example) the Robin Hood method as described in Algorithm 1.
Q′ = ComputeCharges(T ′obj);
// Computes the Electric Coordinates at the surface of the
mesh, as described in Section 4.4.3 and in further detail in
Section 5.3.1
S′ = SphericalMap(T ′obj,Q
′);
Algorithm 3: Hole-filling with correspondence to the original mesh.
110 Chapter 4. Representation
Approach In order to compute the dense correspondence between objects, a genus
zero representation of the object must be found with correspondence to the original
object. This is outlined in Algorithm 3. In practice, an isosurface of the electric field
can be taken close to the object as both an approximate representation of the original
shape of the object and also closed with genus zero (has no topological tunnels or
disconnected components). However the potential of this isosurface varies between
object models. Finding the isosurface with greatest potential that is genus zero gives
the closest representation to the original object without topological holes. In order to
do this, a valid assumption is that the function is smooth and so binary search can be
used. As the surface potential is 1 and the potential drops to 0 at infinite distance, the
bounds of the potential of the isosurface are (0,1], and a boundary exists in the range
that separates genus zero isosurfaces from isosurfaces with topological holes. Finding
this boundary is possible by computing the genus of the isosurface for the midpoint
of the lower and upper limits using the Betti numbers [Barile and Weisstein, 2014],
where specifically β1 must be zero, and β0 and β2 must be one for the isosurface to be
homomorphic to a sphere9. The search range is then reduced to the greater half if the
genus is zero, otherwise it is reduced to the lesser half. This process is iterated until the
required precision is achieved, and the final genus zero isosurface closely representing
the original shape can be produced.
This isosurface has a correspondence to the original object at any point on its sur-
face by following the harmonic field in the positive gradient towards the original object
surface, but equivalently can be computed by tracing points from the isosurface in the
negative gradient (away from the object), and taking the surface parametrisation for
the isosurface (as the object surface was above) by the endpoints of these traced lines.
Either of these techniques gives a correspondence between the electric coordinates of
the object surfaces.
To compute a correspondence between objects, the genus zero isosurface is used as
a proxy object to compute the Blended Intrinsic Map (BIM) [Kim et al., 2011] between
the original object and the target. As the mapping between the proxy, genus zero object
and the original object is known, the BIM can be computed between the proxy and the
target, giving the correspondence between the original object and the target.
9Informally, the Betti numbers are topological invariants: β0 describes the number of connected
components, β1 describes the number of one-dimensional holes (cuts), and β2 describes the number of
cavities (enclosed regions) in the mesh. Marching Cubes [Lorensen and Cline, 1987] is used to create the
triangulation of the mesh from which the Betti numbers can be computed [Delfinado and Edelsbrunner,
1993].
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Experiments In order to validate this technique, a set of five models with holes and
topological irregularities are created using Constructive Solid Geometry (CSG) tech-
niques alongside the TOSCA [Bronstein et al., 2008] and Watertight [Giorgi et al.,
2007] 3D model datasets (Fig. 4.23). These models are unable to be processed by
BIM in the case of disconnected components, or cause major errors near to the holes
(Fig. 4.21). This is a known limitation which is pointed out in the original publication.
These experiments look to map these difficult examples to novel objects and evaluate
the semantic quality by the similarity to the true mapping on genus zero objects given
by BIM.
By computing the electric field, the two-dimensional parametrisation of the surface
known as the UV coordinates is created, which can be used for texture mapping and
to define the surface correspondence. The genus zero shape representation is created
from this field, with inherent correspondence to the original model given by the field
lines connecting the two.
A selection of the models and their correspondences are shown in Fig. 4.22. These
do not have the obvious visual correspondence errors as if the topologically com-
plex models were used directly and still have correct correspondence to the rest of
the model.
In Fig. 4.24, the teddy object has been split across the centre. A correspondence to
another object is not possible to be automatically computed using Heat Kernel [Ovs-
janikov et al., 2010], Möbius Voting [Lipman and Funkhouser, 2009] or other similar
techniques directly. However, by creating the genus zero isosurface of the split object,
the isosurface can be used as a proxy for these techniques. The results are shown in
this images as corresponding colour, with the correspondence between the isosurface
and original model given by the electric field, and the correspondence between the iso-
surface and the target model given by the technique of Kim et al. [2011]. Similarly, it
is shown that this technique works well even when there are multiple, larger holes in
the mesh (Fig. 4.25).
To quantitatively evaluate the correspondence, a comparison between the Blended
Intrinsic Map on the original, genus zero model prior to the CSG operations (as the
ground truth) and the mapping proposed here for the object with topological holes is
computed. There is a natural mapping from the genus zero model and the modified
CSG model by vertex correspondence (all vertices will directly correspond except in
areas with holes, which do not have correspondence). Evaluating the difference in
the mapping between these two and the target model gives the deviation of the new
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E(c1,c2)/10−2
bird (hole) 2.95 3.55 4.25 3.99 4.18 4.25
plane (holes) 3.43 2.31 4.21 3.81 3.15 3.42
teddy-1 (holes) 4.25 3.50 3.95 2.57 3.01 3.89
teddy-1 (split) 3.81 3.17 2.81 3.42 2.90 3.08
man-1 (hole) 3.47 3.86 3.32 3.97 3.48 3.50
M1M2 bird plane teddy-2 teddy-3 man-2 man-3
Table 4.4: Deviation between the ground truth and our mapping. Note that these
values are not similarity values, rather deviation from Blended Intrinsic
Mapping when using the electric field isosurface.
mapping from the original BIM. As in the evaluation by Kim et al. [2011], the measure
of similarity is computed as the normalised geodesic distance across the mapped object
surface for each vertex with direct correspondence in the genus zero and non-genus





where M1 is the initial object and M2 is the target object, E(c1,c2) is the error
between mapping c1 :M1→M2 and mapping c2 :M1→M2, and the function g(a,b)
is the geodesic distance between points a and b onM2.
Numerical results of the comparison between the technique outlined in this chapter
and BIM on the original, genus zero model are shown in Table 4.4. They show that the
mapping using the new technique varies only slightly from the true original mapping
(which here is considered as the Blended Intrinsic Map) whilst enabling mapping of
objects of arbitrary topology. The variation is likely due to the smooth stretching of
the correspondence near holes. In comparison, BIM had a E value of around 0.05 from
the ground truth mapping in their experiments in the best cases [Kim et al., 2011].
4.5.2.3 Finding Singular Points in the Field
The singularities of the electric field are located in areas of the mesh that either con-
tain topological tunnels, are in-between multiple disconnected charged objects in the
scene, or in cases where there are severe concavities. By identifying the location of
these singularities, these locations can be used, for example, in path planning prob-
lems such as winding the fingers of a hand around handles, or in connecting objects
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using implicit surfaces similar to metaballs [Blinn, 1982] by determining the potential
at these stationary points, giving the minimum isovalue required for connection.
(a) Model
(b) 1 volt (c) 0.96 volts (d) 0.95 volts (e) 0.91 volts
Figure 4.26: Singular points example: As the isosurface decreases from 1 volt (b)
to 0.95 volts (d), the topology changes. Note that this is a three-
dimensional example, and there is no local minimal point but rather
a stationary point in the centre of the object. Eventually the object
becomes genus zero again at 0.91 volts (e).
Singularities in the electric field Singularities in the field are where the magnitude
of the field is zero, and so the instantaneous direction of the field is undefined. As the
field is harmonic, there are no local minima or maxima in the field, or the field would be
a constant value everywhere [Berenstein and Gay, 1997]. Stationary points can occur
however, and most notably do when the generating mesh has topological tunnels or
multiple disconnected components. However, stationary points can also appear when
a genus zero mesh is heavily concave, as shown in Fig. 4.26. This figure shows that as
the potential decreases, the isosurface changes topology. At the point where the genus
zero isosurface becomes genus one (the two surfaces ‘touch’ creating a topological
tunnel), there is a singular point that has partial derivatives of zero. This can be seen
when considering the field at the isosurface. By definition, the gradient of the field
must be in the direction of the expansion of the isosurface (the normal direction on
the surface). As the two surfaces approach, this vector becomes zero as the distance
approaches zero.
In practice, these points do not directly affect the projection to the surface of the
object, as they are individual points and have a Lebesgue measure of 0 in the set of
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points in the external space10. Accordingly a field line for a randomly chosen point
in space will not trace its electric field line through these points. However they are a
useful descriptor for the topology of the electric field, and the aim is to make use of
them by detecting their location.
Locating the singularities In order to find the approximate location of these singu-
larities, the outer space of the object can be sampled in a similar manner to the detection
of ‘pits’ (local minima), ‘passes’ (stationary points) and ‘peaks’ (local maxima) in ge-
ographical data by Takahashi et al. [1995], extended to 3 dimensions. Takahashi et al.’s
technique uses a sampled regular two-dimensional heightmap and proceeds as follows.
For any sample, the 8 neighbouring points can be split into two groups: +ve that are
points higher or at the same height than the sample point, and−ve that are points lower
in height than the sample point. The boundaries between these classes of neighbouring
points can be computed. If there are two boundaries, the point is a ‘normal’ point, not
a singular point (the field flows in some direction through this point). If there are four
boundaries, then the sampled point must be singular. In the case of no boundaries (i.e.
either all neighbouring points are greater or all neighbouring points are less than the
sample point) then the sampled point is a local extrema. By classifying the samples
in this way, the singularities can be found by solely checking neighbouring potentials.
Algorithm 4 shows this in pseudocode form.
The insight in extending this to support a three-dimensional real-valued function
is that there must be only three disconnected regions neighbouring a singular point to
determine it as a stationary point, as the additional dimension allows for further con-
nectivity between regions. In this case, the 26 neighbouring points (Fig. 4.27) can be
checked and clustered into the two groups based on the grid connectivity. By checking
the number of neighbour clusters, we can define each point as either a stationary point
(has 3 discrete neighbour clusters), a local extrema (has 1 neighbour cluster of either
lower or higher value than the considered value), or neither (any other result). Local
extrema do not exist in the electric field, so we are left with discriminating between
stationary points or not. Examples of detected stationary points are shown in Fig. 4.28.
These singularity locations are not currently utilised in the manipulation transfer
system discussed in Chapter 5, but could be useful for generation of novel grasps that
pass through handles, without required input trajectories.
10This can be thought of as the probability of selecting a random point in the outer space of the object
and it being a singular point is zero.
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Input: Object mesh Tobj, per-triangle charge densities Qobj
Output: The locations L and classes C of each singular point
Initialise L,C;
forall the points p in grid surrounding the object do
n = Neighbours of p;
if ∀n,V (n,Tobj,Qobj)<V (p,Tobj,Qobj) then
C.push(p is a local maxima);
L.push(Location(p));
continue to next p;
end
if ∀n,V (n,Tobj,Qobj)>V (p,Tobj,Qobj) then
C.push(p is a local minima);
L.push(Location(p));
continue to next p;
end
n+ = [n : V (n,Tobj,Qobj)>V (p,Tobj,Qobj)];
n− = [n : V (n,Tobj,Qobj)≤V (p,Tobj,Qobj)];
forall the points x ∈ n+ do
forall the neighbours x′ of x ∈ n+ do
Add the neighbours of x′ to the neighbour list of x;
Delete x′ from n+;
end
end
forall the points x ∈ n− do
forall the neighbours x′ of x ∈ n− do
Add the neighbours of x′ to the neighbour list of x;
Delete x′ from n−;
end
end
if Count n+ + Count n− == 3 then




Algorithm 4: Singular point detection algorithm.
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Figure 4.27: The connectivity of the 26 neighbours around the sample point (not
shown).
Figure 4.28: Examples of detected stationary points for the electric field, shown in
purple.
4.6 Chapter Discussion
In this chapter the merits of a representation that can encode both relative transforma-
tion of points and envelopment of a target by a surface have been presented; an exten-
sion to the Interaction Mesh to deal with objects and an envelopment metric for a point
in three-dimensions has been shown; and the proposed system of Electric Parameters
has been described and evaluated in terms of its description of spatial relationship.
The envelopment of a point by the winding number in three dimensions (as de-
scribed in Section 4.2) is computationally efficient, but limited in terms of the problem
of grasping, only being valid for simpler (convex) objects.
The extension of the Interaction Mesh to objects does not take into account the
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surface of the object directly and so does not allow for adaptation of the motion (such
as novel contacts or new contact locations) when the motion is applied to a new object.
Moreover, the use of the Euclidean distance metric between target poses is problematic
when the previous location of the hand cannot be directly interpolated to the new loca-
tion. Further collision detection and smoothness terms can be added to alleviate these
problems, along with additional samples in the space, but this then leads to a complex
cost function.
The Electric Parameters defined in this chapter are computationally more complex,
but define both the envelopment for arbitrary objects and the spatial relationship in a
coordinate system that naturally avoids collision with the object and is defined for the
entire outer space of the object. Projection of a point in the outer space to the object
surface is defined by the UV coordinates, and a measure of distance from the object
along the field line is given by the electric potential. This representation is shown to
be useful in the field of computer graphics by examples of 2.5D control and by dense
correspondence generation, as the electric field alongside correspondence techniques
such as Blended Intrinsic Mapping can be used to intuitively map between objects of
arbitrary topology, meaning that transfer of the spatial relationship to novel objects is
possible. This is utilised in the next chapter, which considers generation and transfer
of grasps by robotic manipulators.

Chapter 5
Generation and Reproduction of
Interaction: Controlling Robots for
Transfer of Interaction using the
Electric Field
5.1 Introduction
This chapter discusses the generation of grasping motion given the interaction capture
technique presented in Chapter 3 and the representation of interaction described in
Chapter 4. Some of the results in this chapter have appeared in print previously [Sandi-
lands et al., 2013b].
Some of the most complex motions of interaction a human can perform are ma-
nipulations of objects. Movements that involve reaching and grasping are difficult
to synthesize, due to collisions between the hand model and its environment, self-
collisions, and the complex shape of the open space, especially when concave objects
are involved. Synthesis of such movements is expensive because collision detection
and global path-planning are required. Furthermore, the movement is no longer valid
once the geometry of the hand or the shape of the object to be grasped changes, or if
the situation changes.
A similar problem is evident in applications such as teleoperation [Hu et al., 2005]
or learning from demonstration [Kang and Ikeuchi, 1994], where the aim is to com-
pute the mapping between the human hand and the robotic hand that have different
geometrical or even topological structures. This mapping is usually non-linear and
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(a) Motion capture. (b) Object correspondence.
(c) Electric parameter
preservation.
(d) Grasp transfer to new object
and/or hand.
Figure 5.1: Synthesizing a grasping motion from motion capture. (a) An interaction
is captured of an actor grasping the object. (b) A dense mapping to
a new object is produced using the electric field. (c) The interaction
points on the hand projected to the object’s surface by following the
electric field gradient. The solid line is the path on the surface that the
projection must match for the rest of the sequence. (d) The re-targeted
motion.
is computed manually by exploiting the task definition using a proxy object [Gioioso
et al., 2013], by finger tip position correspondence [Peer et al., 2008] or by using ma-
chine learning techniques with example pose correspondences [Ciocarlie et al., 2007].
These ways of mapping the motion either restrict the mapping in terms of complexity
of the motion or dissimilarity of the kinematics of the two systems (in the former case),
or they require a large amount of sample data (in the latter case).
In this thesis these problems are addressed by using the novel representation of
Electric Parameters (defined in the previous chapter) to specify the spatial relation-
ship between the hand and the object, including the envelopment of the hand around
the object. Firstly, by virtually charging the object, the object-centric coordinate sys-
tem termed the electric coordinates is computed, as described in Section 4.4.3. The
electric coordinates can canonically parametrise the open space around objects. The
movements of the hand model defined in the electric coordinates can be parametrised
even when they involve extensive close interaction between the hand model and the
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object. This is because the relationship is defined between the hand and object geom-
etry itself rather than samples in the space. Also, due to the harmonic nature of the
electric coordinates, the hand model can be easily guided towards the target location
on the object without suffering from local minima. Secondly, the electric flux is used
along with Gauss’ law to quantify how much the object is surrounded by the hand
model. This allows for abstraction of the envelopment of the hand around the object,
and successful grasping by use of the electric flux as a control parameter.
Using this representation, the complexity of motion planning and transfer can be
significantly reduced by offloading the computational effort onto the mapping between
spaces, which can be easily achieved using the mapping techniques introduced in Sec-
tion 4.5.2.2. The complexity of the space for motion planning is lowered by abstracting
the movements from those in the joint angle space to those in the electrostatic param-
eters. This mapping enables the user to apply optimisation methods with local motion
planning, where exploratory methods such as RRT1 or PRM2 would be necessary oth-
erwise. The optimal trajectory is computed within the Approximate Inference Control
framework (AICO)[Toussaint, 2009] that allows the combining of the electrostatic rep-
resentation with other representations such as the control effort in joint space. Together
these contributions create a technique that transfers not only the grasp but the natural
approach to the object between different manipulators that is both physically realistic
and preserves the intent of the original motion. This preservation of intent is useful for
programming by demonstration with few examples required, and in animatronics to
create artistic motion relative to objects or to preserve a style of motion. Experimental
results provide validation that the proposed representations are simple enough that lo-
cal optimisation methods such as AICO can be used. Further experiments demonstrate
direct grasp transfer/teleoperation with different biases and styles.
Contributions:
• A novel technique for transfer of motion relative to an object, suitable for teleop-
eration and programming by demonstration, using local optimisation alongside
the Electric Parameters.
• Experiments showing grasp transfer with different biases, multiple manipulators,
and objects from the interaction database.
1Rapidly-exploring Random Trees[LaValle, 1998]
2Probabilistic Roadmap Method[Kavraki et al., 1996]
122 Chapter 5. Generation and Reproduction of Interaction
5.2 Overview
This chapter will cover topics including grasp synthesis, grasp transfer, and potential-
field guided path planning3. The work explored in this chapter has simularities to
potential-field guided methods, as the electric field and potential are created using
charge simulation, which is then applied for guiding the hand model around the object.
However, in contrast to other potential-field methods, this work makes use of the field
as a coordinate system, not to follow the gradient to reach a goal but for generalisation
of the grasping behaviour, which is useful for transferring the grasping motion to novel
situations (such as in teleoperation situations).
This chapter considers the task of interaction transfer as the problem of transferring
the relative configuration of the manipulator and the object. Grasping and dexterous
manipulation4 is important in close interaction and so this chapter focuses on this as-
pect of the task. The combined hand and arm model is defined as a kinematic system
with N number of controllable joints in configuration q where the positions of M num-
ber of points ~pi(q) attached to a link connected to the system by joint j is defined by
the forward kinematics function f j(q):
~pi(q) = f j(q),q ∈ RN . (5.1)
The points ~pi(q) are used to both approximate the desired contact surface of the hand
(via W number of triangles, see Fig. 5.4), and to represent the positions of joints in
the hand (see Fig. 5.1c). Triangulation is used to approximate the shape of the object
using K number of points ~pk and L number of triangles ∆ ∈ Tobj(see Section 4.4.3.1 for
related details of the mesh representation). The goal is to generalise the relationship
between points ~pi(q) and ~pk so that the joint configurations q produce consistent, stable
and semantically similar reaching and grasping motion when the geometry of the hand
model changes (changing the forward kinematics function f j(q)) or when the shape of
the object changes (changing ~pk and Tobj).
The hand-object interaction is generalised using properties of a virtual electrostatic
field defined using the vertices ~pk and triangles Tobj of the object mesh. Once the
motion is defined in the abstract representation, it can be easily transferred to different
hand models and objects. The semantic similarity is encoded within the representation
through joint position in the electrostatic coordinates and through hand envelopment of
the object using the electric flux. The trajectory for new hand model is computed using
3Related work for these areas is explored in Section 2.3.3
4The ability to translate and rotate the object arbitrarily.
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the stochastic optimization framework AICO, such that the hand model follows the
desired trajectories of the electrostatic parameters as much as possible, while avoiding
collisions with other objects in the scene, minimising the control effort, and satisfying
physical constraints.
Section 5.3 describes how the relative state of the hand is encoded using the Electric
Parameters, and the technique for computing force closure for projected points onto
the object surface is given. The difference in these states from the target states is
used as an objective function. Specific implementation details are given in Section 5.5.
Section 5.4 outlines the cost function that we use in combination with AICO to produce
the robot trajectory. Finally, the results of a variety of motion transfer experiments
between the human hand and various robots, as well as between different objects, are
shown in Section 5.6.
5.3 Hand Representation using the Electric Parameters
This section describes the representation of the interaction using the Electric Param-
eters. The parameters are useful for defining the reaching and grasping motion with
respect to the object as it gives a relative spatial relationship between points or surfaces
and a charged object. This section assumes that the Electric Parameters for the object
have been computed as described in Chapter 4, giving L charges Qobj, where L are
the number of triangles belonging to the object, and Qobj are the charge densities per
triangle.
In Section 5.3.1 the description of the relative configuration of the hand is defined
in the electric coordinates. In Section 5.3.2, the cost function that computes the grasp
quality for the expected grasp is discussed. Finally in Section 5.3.3, the hand envelop-
ment is encoded using electric flux.
5.3.1 The Relative Configuration of the Hand
In order to preserve the spatial relationship between the hand and the object, it is nec-
essary to establish the relative configuration of the hand, which is done by the electric
coordinates. The system developed for this process is agnostic to human hands or
robotic manipulators: as long as the points ~pi(q) can be defined, the interaction can be
encoded.
The relative configuration of the hand is recorded using the electric coordinates for
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Figure 5.2: A two-dimensional example of control in the electric coordinates for
~x1. Varying the target UV moves ~x1 in the direction of the red arrows,
whilst varying the target potential moves ~x1 in the direction of the green
arrows.
Figure 5.3: An illustration of the projection of points~xi onto the surface of an object
directly using the electric coordinates. Vx is the isosurface (surface at
equal potential, dashed line) of the electric field that ~xi lies on, ~si is
the point on the surface of the object corresponding to ~xi obtained my
increasing the potential along the electric field line that intersects ~xi
(shown as a solid red line).
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each selected joint, at each frame of the animation. The orientation of the selected
joints is also encoded in this manner, by attaching points at small offsets in the local X,
Y, and Z components of each joint’s coordinate system. In order to increase the user-
controllability of the system, the coordinate state over the hand joints are split into two
components: φuv, which are the two-dimensional projected point on the surface of the
object, and φp, the potential of the point relative to the object (giving a measure of
control of the distance from the surface, as seen in Fig. 5.2).








The function V that computes the potential of a single point given an object and its
charges is defined in Section 4.4.3.1. This gives the unique location along each electric
field line generated from the object that the points ~pi(q) lie on.
To find the corresponding point on the object’s surface given a point in the outer
space of the object, the field line (gradient of the potential) of the electric field can be
traced. The object surface has a two-dimensional parametrisation given by the electric
field called the UV coordinates, as discussed in Section 4.4.2. This is the normalized
elevation and azimuth values of the end points of the field line that originates from
each point on the object surface, relative to the object transformation. In practice the
projected sphere that created the object surface UV coordinates is not truly infinite,
as it is impossible to trace the field lines in that way. Instead, to compute these co-
ordinates in the outer space the electric field lines are traced to a low potential (0.5V
in our experiments)) giving endpoints~x, which ensures the endpoints are far from the
object so that the local object geometry does not affect the sphere significantly. The
UV coordinates at the object surface are pre-computed from ~x as (arccos zr ,arctan
y
x),
where x,y,z are the Cartesian coordinates of the projection of~x by the electric field to
the sphere, and r is the radius of the sphere, which is the distance from the object’s
centroid.
φuv, the projection onto the surface of the object for each point attached to the hand
~pi(q), may then be computed by integration along the field line toward the surface. φuv
is computed numerically by evaluating the path integral of the electrostatic field along
the field line C that passes through a point ~x via Runge-Kutta (RK4) integration (see













The projected azimuth u and elevation v (from the endpoints of projection fuv(~x))
relative to the object are used as the first two parameters in our parametrisation as φuv,
and the electric potential φp is used as a measure of distance along the field line and the
third parameter. This provides a projection onto the surface of the object for any point
in the outer space of the object, defined by the UV coordinates. The correspondence
between different objects is then defined as in Section 4.5.2.2 through correspondence
between isosurfaces of the field. This is a bijective mapping defined for all points on
the surface of the object where there are no saddle points5. A mapping exists even
for objects of dissimilar shapes and arbitrary topology6 due to the non-intersection
property of the field lines, but there are seams that are not bijective when there are
topological tunnels.
Computing the difference between UV states Computing the distance between UV
states φuv can be more complicated that simple spherical distance when the objects have
topological holes. In fact, in order for the distance to correctly take into account the
tunnels of the object, the topology of the UV space becomes the object’s topology it-
self. Because of this, when dealing with objects that have holes the UV coordinates are
used to define the projection to the surface, and then the geodesic distance over the ob-
ject’s surface between the current and target UV can be used as the UV space distance
metric. Although this is necessary to reproduce motions that pass through topological
holes, many objects are genus zero (and some that aren’t are treated as such), and in
5When there are saddle points, for example due to the electric field generated by objects with holes
such as a torus, these points cause seams to exist in the mapping. Consider the torus example: around
the central point of the hole the field diverges and so maps to a seam on the object. These saddle points,
however, do not form a volume due to the maximum principle[Berenstein and Gay, 1997]. This states
that a volume in the exterior of the object that has zero field would have constant potential, and if this
occurs the potential in the whole domain must also be constant. Therefore, either the entire field is
constant, or volumes of saddle points (regions of zero field) do not exist in the electric field.
6Without self intersections.
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(a) The flux surface
Figure 5.4: The flux measurement surface as specified on the human hand model
and the Schunk robotic hand model. The envelopment of the object by
these hands is reported using this surface.
those cases can be instead approximated by a sphere for efficiency reasons. This allows
the UV space distance metric to be simply the spherical distance in these cases.
5.3.2 Force Closure
The projection onto the surface of the object also makes it possible to compute force
closure directly from surface points projected using electric coordinates
φ f c(q) = 1− f f c(~s1..M(q)) (5.5)
Function f f c is the force closure measure defined by Miller and Allen [1999]. This
measure uses the Coulomb friction model to compute the Grasp Wrench Space using
the Minkowski sum of each of the wrenches caused by the possible contacts, weighted
by the potential. This value is subtracted from one so as to maximise the force closure
by minimising this function. φ f c(q) assumes that the projected points will become
contact points when distance to surface of the object decreases, which is valid when
close to the object. AICO allows for dynamic weighting of the costs across time, and
so the weighting for φ f c is set to increase from zero to the target weight as the hand
approaches the object. This allows the cost function to increasingly consider the local
geometry and final finger tip placement in regards to grasp quality as the hand performs
the final grasp.
5.3.3 Hand Envelopment Measurement using Electric Flux
As described earlier in Section 4.4, flux can be used to specify the envelopment of a
surface around an object in a manner similar to the coverage of a surface around a
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point computed by the winding number. By attaching a flux measurement surface to
the inside of the hand which deforms as q changes, a metric for the hand’s envelop-
ment around the object is created. The measurement surface Tm is defined by using
points p j as vertices. Since the aim when power-grasping an object is to maximise
the area that envelops the object, the surface is defined such that it spans the whole
hand and connects the areas between fingers in the human hand model. This leads to
the spreading of the fingers across the surface of the object when maximised, such as
during power grasping motions, which leads to more stable grasps. The state term for
flux in a certain configuration is given as:
φ f (q) = ΦFlux(Tm,Tobj,Qobj) (5.6)
The dimensionality of electric flux space can be chosen arbitrarily anywhere be-
tween 1 and D dimensional space, where D is the number of triangles comprising the
flux measurement surface, by grouping triangles. Lower dimensional space allows for
simple control while higher dimensional flux spaces allows us to deform parts of flux
measurement surface independently. This is crucial when controlling style of grasp-
ing where each finger moves differently based on the style. Control over the style is
possible by weighting each triangle separately. These weights can either be defined
manually by an expert or they can be learnt from demonstration.
5.4 Motion planning
Given the abstract representations introduced in Section 5.3, the user would wish to
compute the trajectory in the joint space q0:T and the controls u0:T to execute this tra-
jectory to perform a reaching and grasping motion using a robotic manipulator, where
T is the number of frames to look ahead in the motion. This is called motion planning.
Due to the simplicity of the space of the Electric Parameters, a complex planning algo-
rithm is not required. A valid choice for planning in the above defined abstract spaces
is instead the Approximate Inference Control framework (AICO)[Toussaint, 2009] for
stochastic optimal control. It seeks to find the trajectory of the robot controls u0:T
where the task cost in minimised despite the presence of noise in the readings of the
robot configuration or in the systems underlying the cost definition. AICO has recently
been used in robotics by Zarubin et al. [2012] to successfully plan in topological spaces
(such as the writhe space), which have similarities to the Electric Parameters, and also


















Figure 5.5: A block diagram showing the relationship between the input, AICO, and
output. The custom cost function is shown in Equation 5.7.
in time-varying reaching tasks by Rawlik et al. [2013], demonstrating its suitability for
this work.
5.4.1 Computing Novel Trajectories using the Electric Parameters
and AICO
AICO is used for this chapter’s purpose as shown by the flowchart in Fig. 5.5, in which
the robot motion is made to match the original electric parameters captured from the
human as closely as possible whilst the motion remains physically achievable by the
robot, and given constraints such as force closure and control cost which is added
by the cost function and inference process. AICO essentially aims to minimize the
squared distance between the desired state yt (e.g. in the electric coordinate space)
and the current state computed from the joint configuration qt (as defined in Equa-
tion 5.2 for electric potential and Equation 5.4 for projected UV), given specified soft
constraints and weighted by a precision constant ρ. Note that using a local linearisa-
tion of φ (having the Jacobian of the Electric Parameters and other costs) is sufficient7.
Here the assumption is made that trajectories in these task spaces can be effectively
represented using multivariate Gaussian distributions, which is justified by the fact the
electric field is homogeneous and it contains no local minima. The task cost for state x
7This can be computed either analytically or numerically using the GPU.
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at time t is defined as
cx(xt)=ρp||φp(qt)−yp||2+ρuv||φuv(qt)−yuv||2
+ρ f ||φ f (qt)−y f ||2 +ρ f c||φ f c(qt)||2
+ρc||φc(qt)||2 (5.7)
where φp(qt), φuv(qt), φ f c(qt) and φ f (qt) are defined in equations 5.2, 5.4, 5.5 and
5.6 respectively, and φc(qt) is the collision cost computed as reciprocal distance to the
closest obstacle. The various ρ factors are weightings per element which are set by
the user. By default they are set to the values in Table 5.1, which were determined by
informal tuning from initial relative importance values. We consider ρuv to be more
important than ρp as the location on the object surface is of greater impact than the
distance to the object surface, especially during the approach, and at the final stage the
fingers are closed into contact with the object. Force closure and flux are weighted
lower as to subtly direct the hand when target positions are given and adjust to new
situations. Finally, the reciprocal distance to contact is also weighted lower as to pre-
vent penalising close interaction when it is requested by the electric coordinates.. The
Jacobian of electric flux and the collision measure are computed via the chain rule (see
Section A.4 in the appendix for the electric flux Jacobian), and the finite differences
method is used to approximate the Jacobian of the electric coordinates and force clo-
sure. The control cost is implicitly added through the inference process. This is then





ρ f c 10−3
ρflux 10−2
ρc 10−3
Table 5.1: Weights used in the cost function during the experiments, unless other-
wise specified.
Manipulation of the Object The representation of motion shown here only provides
the relative motion of the hand to the object. This means that using this representation
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Figure 5.6: Slices of the precomputed electric coordinates for a torus. The poten-
tial component is displayed here in colour, where red is high potential
and blue is low.
directly it is not possible to move the object accurately. In the case of manipulation,
once the object is grasped by the hand, the object can be considered an extension of
the wrist instead. The path the object must travel is known from the original motion
data.
This allows for the target location at each frame for the wrist to be computed by
the inverse transform of the wrist to the object. Inverse Kinematics can then be used
to move the wrist to the target location for each frame using traditional methods on the
configuration q of the robot.
5.5 Implementation
This section describes the precomputation and adaptation of the field so the electric
coordinates can be looked up at runtime and is can be used in the internal space of the
object, as well as the external space.
5.5.1 Precomputation
Although the computation of the potential and UV for hand points ~pi(q) can occur
at run-time, the electric coordinates at the vertices of a 3D grid structure surrounding
the object are pre-computed to decrease run-time computation and therefore speed-up
the grasp generation (Fig. 5.6). The potential and UV for any point in space can be
computed by trilinear interpolation of the neighbouring vertices when inside the grid,
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and extrapolation outside the grid. The grid’s location is then transformed based on the
object transform during runtime, allowing for look-up of the electric coordinates (φuv
and φp) for points ~pi(q) in the grid at each frame.
For the hand the electric potential computational complexity is O(L) for a single
sample8 (where L is the number of triangles comprising the object), and O(LM) con-
sidering all the attached points, where M is the number of points attached to the hand
as defined in Section 5.2. This lookup grid reduces the computational complexity of
the potential calculation for a single point from O(L) to an O(1) lookup and trilin-
ear interpolation. It also reduces the time taken to compute the corresponding point
on the surface of the object given a point in space, as this is performed by using nu-
merical methods of integration along the field line until the surface is reached during
precomputation. This means that using the lookup grid φuv and φp are calculated dur-
ing runtime in O(M) time, eliminating the reliance on the complexity of the object
mesh.
The desired density of the grid depends on the surface of the object: for one that
has high-frequency variation and denser grid must be used. In the experiments in this
chapter, a grid of 100 points per axis were used, which spans the bounding cube of the
model.
5.5.2 Combining The Electric Field with the Interior Distance Field
The calculations presented as an approximation of the electric field thus far are only
valid for the outer space of the object. Although theoretically the field is a consistent
1 volt both on and inside the surface of the object in the physical interpretation of the
field, sampling our approximation of this field inside the object leads to values less
than the surface value of 1 volt. This not only causes a local maxima at the surface of
the object but means that the local potential value cannot be used to define whether a
point is ‘inside’ the object or not, meaning a separate collision detection phase has to
occur for what may be a complex object.
To alleviate this problem the computed voxel grid is post-processed to store the
values of a distance field as the potential for interior points, which computes
1+ ||~x−~b|| (5.8)
where ~x is the sample point in question and~b is the closest surface point. In this way
8This is defined by the superposition principle and discussed in the representation chapter (Chap-
ter 4).
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the field increases in the direction of the medial axis of the object and decreases in the
direction of the nearest surface. A point that finds itself inside the object is able to
escape the object by moving along this field towards a potential value of 1, bringing it
to the closest point on the surface of the object.
In practice this is computed by using the Bullet physics engine9 to emit a ray in
an arbitrary direction from the sample point, which returns the first point on the object
that is hit. If no object is hit, the point can be safely ignored as it is outside of the object
(with the assumption that the object geometry is closed). If the object is hit, the dot
product between the ray and the normal vector for the triangle that was hit is computed.
If it is positive (the ray has hit on the inside of the triangle), then the potential of this
point is recalculated using Equation 5.8.
5.6 Experiments
To validate the proposed technique experiments were carried out for motion transferral
and planning using the Electric Parameters, specifically focusing on object approach
and grasping. The KUKA LWR4 robotic arm was used in combination with the Schunk
Dexterous Hand (SDH servo-electric 3-Finger Gripping Hand) [SCHUNK GmbH and
Co, 2012], the Shadow Dexterous Hand [Reichel and The Shadow Robot Company,
2004] and the KCL Metamorphic Hand [Wei et al., 2011a] in experiments to show
transferral of human motion to robotic hands with different capabilities. These ma-
nipulation platforms have 14, 31, and 23 DoF respectively, including the arm. These
hands were chosen as they cover a range of situations, respectively: a common dexter-
ous industrial robotic hand with a differing number of fingers from the human, a hand
designed to be as anthropomorphic as possible, and a hand which has significantly
different morphology.
This section begins by showing experiments of motion transfer from a human ex-
ample of interaction to the three robots in simulation. These simulations are vali-
dated by successful execution on the physical hardware of the Schunk hand. Then,
in Section 5.6.1.1, experiments are performed which demonstrate transferral of grasps
between objects in various locations using the same manipulator. These show that pre-
serving the spatial relationship also preserves the natural approach and stability of a
grasp when the objects are of the same class, even when the topology differs. Finally,
novel motion planning is demonstrated for the avoidance of obstacles in an environ-
9https://github.com/bulletphysics/bullet3
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(a) (b) (c)
Figure 5.7: The final frame of a captured example motion of grasping a spray bot-
tle. (a) Performing the motion with the markers attached. (b) The cap-
tured geometry of the object using the Kinect. (c) The grasp in simula-
tion.
(a) KCL Hand (b) Schunk Hand
(c) Shadow Hand
Figure 5.8: Spray grasp transfer from the human (Fig. 5.7) to three dexterous
robotic manipulators: the KCL Metamorphic Hand, the Schunk Dex-
terous Hand, and the Shadow Dexterous Hand. Transferred motion is
applicable to different robot hand morphologies.
ment whilst preserving grasp style. Evaluation of each of the generated motions is
performed by computation of the force closure metric on the grasp pose (to evaluate
grasp stability) and visual evaluation of their semantic similarity.
5.6.1 Motion Transfer
The following experiments deal with the cases of motion transfer from human to
robotic manipulator, and motion transfer between different objects by a single ma-
nipulator.
5.6.1.1 Transferral from Human to Robot
This section demonstrates a series of grasp transfers between a human hand and a





Figure 5.9: The final grasp poses of a grasp transfer from the human (Fig. 5.7) to
the robots with a novel spray bottle.
Figure 5.10: Sequence of motion transfer to a novel spray bottle grasp, initially
captured from a human, to the KCL Metamorphic Hand. The hand
interpolates in the electric coordinates to achieve the start configura-
tion, then approaches as the human does.
drinks bottle, a teddy, and a bowl. These are transferred to novel objects and to other
manipulators.
An important part of the transferral of motion is capturing the original scene accu-
rately, as the transferral process relies heavily on the initial motion. Interactions from
the database captured using the technique described in Chapter 3 are utilised here. The
technique presented in Chapter 3 enables the capture of the close interaction of the
actor and the environment. This capture results in an digitized scene with both object
geometry and motion data for the actor and object (see Fig. 5.7 for an example).
Setup Firstly, hand joint positions are selected and their electric coordinates are
recorded during playback of the motion as described in Section 5.3.1. During the ex-
periments, it was established that selecting the finger tips, interphalangeal joints, and
the wrist gives a good representation of the whole hand motion. This gives a per-frame
136 Chapter 5. Generation and Reproduction of Interaction
Grasp Type Schunk FC KCL FC Shadow FC
Spray Trigger 0.0579 0.0676 0.160
Spray Base 0.0523 0.0428 0.0571
Table 5.2: The force closure values for different grasps on the novel spray bottle
using multiple manipulators. As is usual, the Q value for force closure is
normalised and so does not require units.
sequence of points in the space of electric coordinates. In addition to this, the total flux
passing through the flux measurement surface defined over the inside of the hand is
also computed, thus providing a measure of coverage and overall orientation towards
the object.
Secondly, a mapping between the fingers and the robot hand is given by the user,
stating which robot finger corresponds to which human finger. The electric coordinate
representation of the motion previously captured can then be used to direct the robotic
arm using the AICO framework. Task variables are set to: electrostatic flux difference
||φ f (qt)−y f ||2 (the flux passing through the triangles shown in Fig. 5.4), electrostatic
potential difference ||φp(qt)−yp||2 and electrostatic UV projection difference ||φuv(qt)−
yuv||2 with the weighting as shown in Table 5.1. The three robots have rubber-like pads
on the inside of the finger tips, and so a friction coefficient of 0.5 was chosen to reflect
this. This is a low estimate for the majority of objects that humans interact with in
everyday situations, but an underestimate helps to ensure that the grasp is stable in
real-world applications as well as in simulation. As the robot pose cannot be assumed
to match the human’s initial pose in the examples, a small number of frames are added
as interpolated electric coordinate targets for the initial pose of the robot to the initial
coordinates in the example motion.
Optimisation over the cost function is then performed using AICO, which min-
imises the difference in the electric coordinates between the original motion given by
the human hand and the newly generated motion for the robot hand and arm. For the
final frame, if the fingers that were close to the object were not in contact (had high po-
tential but were not at 1 volt) we increased the flexion of each until there was contact,
or until a joint limit was reached. By transferring the interaction to Shadow Dexterous
Hand, KCL Metamorphic Hand and Schunk Robot Arm, the method developed in this
thesis is shown to be generally applicable over robots of dissimilar kinematics.
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Grasping a Spray Bottle The first transfer is of a spray bottle, which is a tool with a
standard grasp for use as shown in Fig. 5.7(a): the fingers wrap around the bottle neck
and one or more fingers placed on the trigger. This was chose as it is a complex grasp
which cannot be inferred using geometric properties alone: knowledge of the tool must
be used to choose the correct grasp for use. This is denoted as the “Trigger” grasp. A
second capture in which the actor grasps the lower half of the spray bottle is also used,
which is denoted the “Base” grasp. This is a grasp that may be used for transporting
the object.
The initial transfer used the original scanned spray bottle model for transfer. All
grasps were semantically similar and successful, as seen in Fig. 5.8. The grasp can
also be transferred to novel objects, and so a second spray bottle model was targeted.
In order to transfer the same grasp style between objects, the input motion is
mapped to the electric coordinates, which is then mapped between objects by cre-
ation of the smooth surface correspondence between the two using Blended Intrinsic
Maps and the isosurface of the electric potential field as described in Section 4.5.2.2.
The grasp may then be applied to a new object using the task variables specified above,
similarly to the transfer between manipulators.
The transfer of these two spray grasps was successful on all three hand models in
simulation (see Fig. 5.9 for the final trigger poses and Fig. 5.10 for the full sequence for
a single manipulator). There were no self-collisions and, as is evident from Table 5.2,
positive force closure was achieved (reported as Spray Trigger and Spray Base), which
indicates that the grasp can withstand some magnitude of wrench in any component
direction. The results were visually similar and preserved the style of grasp. As the
resulting motion is semantically similar in terms of relative final grasp locations and
approach to the object, kinematic tasks can be demonstrated using a natural interface
such as our own body even when the target manipulator is significantly different. Ap-
plying this technique to the hardware validated this evaluation, showing success for
both grasp types, as seen in Fig. 5.11.
Transferral to Multiple Robots and Objects To show generality of the technique
to other objects, further captured motions were transferred from a human actor to the
three robotic hands, and to novel object shapes in the same class of object. Four cap-
tured grasp-and-pick motions using a 500ml ‘Ribena’ drinks bottle were transferred to
a second small drinks bottle and a much larger 1 litre bottle. These motions ranged
from grasping at the cap to reaching around the side of the object, to picking the object
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Figure 5.11: Transferred grasps of the spray bottle from the human to the Schunk
hand on the hardware. The location and style of grasp is spatially
similar although the kinematics are significantly different.
Figure 5.12: A transferred grasp on the edge of a bowl from the human to the
Schunk robot.
up from a flat starting location. Results are shown in Table 5.3. When using this tech-
nique the fingers adapt to the new geometry and no self-collisions occur. The grasps
were robust to placement of the object including orientation. When executed on the
simulator, the grasps were validated as stable in all cases aside from when grasping the
Ribena bottle at the top with the Schunk hand, as the bottle was too small in compar-
ison to the Schunk hand. This was reinforced when applied to the Schunk hardware
as shown in Fig. 5.13, where the grasps shown to have force closure in the simulator
were successful. A further capture example of grasping on the side of a bowl yielded
interesting results, as the interaction produced a very different pose on the Schunk
robot as compared to the human, but the semantic similarity of the grasp is preserved
(Fig. 5.12).
In simulation a variety of further objects were used to demonstrate grasp transfer
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Grasp Type Schunk FC KCL FC Shadow FC
Ribena Side 0.0104 0.0277 0.0480
Ribena Front 0.0185 0.0254 0.0342
Ribena Top 0 (failed) 0.00142 0.00158
Ribena Flat 0.00169 0.0735 0.178
Lucozade (500ml) Side 0.110 0.0107 0.00754
Lucozade (500ml) Front 0.00527 0.0125 0.0854
Lucozade (500ml) Top 0.0389 0.00254 0.00189
Lucozade (500ml) Flat 0.00736 0.000521 0.0182
Lucozade (1L) Side 0.173 0.0474 0.00499
Lucozade (1L) Front 0.0784 0.0322 0.0854
Lucozade (1L) Top 0.0234 0.0288 0 0.00497
Lucozade (1L) Flat 0.00580 0.0496 0.00579
Table 5.3: A quantitative analysis of the force closure values of grasp transfer be-
tween the differing bottles, grasp styles and robot hands.
between objects: a soda can, four teddy bears in different poses, a bowl, and a bin
with multiple holes, as well as a selection of items from the capture database from
Chapter 3. As before, each of these objects are simulated as rigid-body objects.
A transfer experiment performed in simulation between the Ribena drinking bot-
tle and a soda can shows preservation of grasp style between object class. The final
grasp pose of the Schunk hand with a drinking bottle is set by the user and captured
in the electric parameters. The object is then replaced with a soda can and the previ-
ous coordinates are set as targets for local optimisation using AICO. The object was
successfully grasped in a semantically similar way without collision, and had a force
closure value greater than zero, denoting the grasp is stable (Fig. 5.14 and Fig. 5.15).





Table 5.4: The force closure values for a transferred grasp on the arm of teddy-163
to the other teddy models.
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Figure 5.13: Example grasps by the Schunk hand on various bottles in different
configurations, transferred from a single human grasp. Note that as
well as variation in object geometry the technique is robust to the
location and rotation of the object as we define the target relationship
between the manipulator and the object.
Figure 5.14: Sequence of motion transfer of grasping a 500ml bottle to a drinks
can. The motion was defined solely by the electric parameters of the
final pose. Note the finger passing over the top of the bottle.
Transfer experiments that demonstrate the preservation of the grasp style have also
been performed on an object in different poses. These experiments were performed
between the different teddy bear models in our shape database, and show the success-
ful mapping and grasp transfer of an articulated object. An initial grasp is defined on
the arm of the teddy in the first pose. Three more poses are defined, and the corre-
spondence is computed. The UV coordinates are mapped using this correspondence to
the differently posed models and these are combined with the original potentials and
set as final electric coordinate targets. All transferred grasps are stable and applied on
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(a) Initial bottle grasp (front and top view)
(b) Transferred grasp to soda can (front and top
view)
Figure 5.15: The final grasp from the sequence shown in Fig. 5.14. These two ob-




Figure 5.16: We transfer projected points between objects by using a correspon-
dence between the object surface (a). Using Blended Intrinsic Maps
creates a non-rigid correspondence suitable for transfer when objects
are similar topologically but differ in subpart pose. (b) shows a grasp
on the arm of the bear transferred to three bears in different poses.
the arm of the teddy, as shown in Fig. 5.16 and Table 5.4. In certain situations, our
correspondence function mirrors the true correspondence, which is a known limitation
of Blended Intrinsic Maps[Kim et al., 2011]. This can be seen in Fig. 5.16(b), final
image, in that the teddy’s left arm has been mapped to the right. Alternative mapping
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(a) Two finger grasp
(b) Three finger grasp
Figure 5.17: Grasping objects using electric flux. A two finger grasp (a) and three
finger grasp (b) achieved through a weighting which is measured from
an example grasp. An illustration of the weightings are shown on the
flux surfaces here. Blue striped surfaces have lower weights. The
motion is semantically similar and adapts gracefully to new relative
positioning of the hand and the object.
functions may be used in place of this to overcome this limitation.
Transfer to Objects of Different Topology It is also possible to demonstrate grasp
transfer when the objects are topologically different. An initial grasp on the lip of
the bowl (Fig. 5.12) was transferred to the bin with topological holes, as shown in
Fig. 5.18. Although the bin is significantly different, the mapping is successfully com-
puted using the correspondence technique described in Chapter 4. The stable grasp is
then transferred to the edge of the bin by transfer of the electric coordinates.
5.6.2 Novel Motion Planning
The previous section shows motion transfer when the object or manipulator changes.
This section focuses on the introduction of an obstacle into the environment. Offline
motion planning is performed in the electric parameter space for purpose of grasping
the spray bottle with this obstacle present (see Fig. 5.19). The system is set up with
the following task variables in addition to the electric coordinates and flux: collision




Figure 5.18: The bowl grasp from Fig. 5.12 transferred to a topologically different
model. This bin has many holes, so we use the isosurface at 0.99
volts (left) to generate a genus zero mesh that closely resembles the
original model (right). We can find the correspondence between this
genus zero isosurface and the original bowl using Blended Intrinsic
Maps and transfer the target UVs in this way (a). (b) shows the result-
ing grasp on the original model.
positions ||φ f c(qt)||2 (for a stable grasp). The original transferred trajectory is used
for initialisation. Since all of the task variables are well defined everywhere in the
workspace, we are able to iterate AICO until convergence. Fig. 5.19 shows the result of
planning a reaching and grasping interaction for a scenario where naive motion transfer
fails, as there is an obstacle in the way. The planner computes a stable generic grasp for
the spray bottle when using flux maximisation alone(see Fig. 5.19a). By adding target
task variable using the UV coordinates similar to the transfer experiments, the grasp
can be directed to certain locations on the object. In this case, however, a target in UV
coordinates is specified only at the final time step of the trajectory. It is then possible to
to encode a bias (or a style) while the remainder of the trajectory relies predominantly
on flux and force closure priors. Fig. 5.19b shows the resulting precision grasp around
the neck of the spray bottle and Fig. 5.19c shows the robot executing this plan and
subsequently picking up the spray bottle.
Electric Flux Weighting Electric flux alone can also be used alone in guiding the
hand to grasp, without an explicit trajectory to follow but with a certain style. In
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(a) Force closure grasp (φ f c: 0.0456) (b) Precision grasp (φ f c: 0.0322)
(c) Precision grasp and pick up
Figure 5.19: Planning successful grasps while reaching around an obstacle. (a)
Force-closure grasp maximising stability. (b) Precision grasp with
style defined using electric coordinates. (c) Precision grasp imple-
mented on hardware and picking up the spray bottle.
(a) 0.5×. (b) 2×.
Figure 5.20: The trigger grasp transferred to a 0.5× size spray bottle, and a 2×
size spray bottle.
order to demonstrate transfer of different grasp styles using electric flux without the
electric coordinates, simplified experiments are performed on a sphere. By setting the
task variables to only consider flux per finger, two finger and three finger grasp styles
are able to be produced by demonstration. Flux is suitable to be used solely when
the specific location to grasp on the object is not important. Results are shown in
Fig. 5.17a and Fig. 5.17b. These grasps are stable in simulation and when applied to
the hardware.
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Figure 5.21: The trigger approach and grasp transferred to a 5× size spray bottle.
This is not a successful grasp as it is not force closed, and does not
preserve the use of the tool.
5.6.3 Limitations
There are some limitations to the technique. As the method relies on preserving the
spatial relationship, when the hand is much larger or smaller relative to the object in
the demonstrated grasp, as compared to the target situation, the semantic similarity of
the grasp cannot be preserved. In figure Fig. 5.20, the trigger grasp is transferred to
a very large and a very small bottle. Although the grasps are both stable, no finger is
able to reach the trigger, thus rendering the tool unusable. In the extreme case of a
5× size spray bottle shown in Fig. 5.21, the approach requires the hand to move far
backwards to preserve the original approach, and the grasp is not stable. In these cases,
the example grasp can be considered poor, but it means that the user must provide
examples on objects that do not differ too greatly to ensure that the system can produce
the required grasp with high quality.
The technique also relies on global correspondence generation between the source
and target object. Although this can always be generated, it may be unintuitive from a
human perspective. For instance, in Fig. 5.16(b) the teddy in its initial pose is grasped
by its right hand, but when mapped to a differently posed teddy the mapping flips the
right and left arms due to near-symmetry in the geometry. As our technique is agnostic
to the specific mapping, requiring only a dense conformal mapping to be given, this
can be mitigated by future improvements in dense correspondence techniques.
Finally, planning for grasps that pass through handles is slow (in comparison to
treating the object as genus zero) as the UV distance metric is then required to take the
object’s topology into account. This is done by using the geodesic distance from the
current UV and the target UV on the object’s surface, but is expensive to compute. This
means that only grasps that do not pass through handles can be transferred in an online
fashion. In future work this may be able to be mitigated by considering the topological
graph of the open space of the object (for example by using the singularities detected
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in Section 4.5.2.3 or the Reeb graph [Hilaga et al., 2001]), and computing the UV
distance using this simplified representation, but this requires more investigation.
5.7 Conclusion
This chapter exploited a novel representation for grasp transfer based on electrostatics
to parametrise the salient aspects of the demonstrated grasp in terms of spatial rela-
tionship by using the flux as an envelopment measure and the electric coordinates of
multiple points per link as the relative position and orientation.
The framework presented in this chapter aims to reduce the influence of small scale
variations in local object geometry, and allows for the consideration of both the caging
and force closure of the grasp by means of appropriate scoring functions. The first
scoring function uses electric flux to define the envelopment of the object by the hand,
and the second is based on the electric coordinate system that models the projection
of a robot hand onto an object. The first function is defined in terms of the integral of
a locally varying function over a surface defined in terms of a robot hand and hence
exhibits a larger degree of stability under variations than scoring functions defined only
for point-wise geometric quantities.
The advantages of this electrostatic representation for grasping are multiple: a con-
tinuous mapping from the object’s surface to the outer space, non-intersecting field
lines, a definition of a coverage measure for the entire outer space of the object, and
a mapping between arbitrary objects using the isosurface alongside global correspon-
dence techniques. By working in this alternate space that focuses on the relational
aspects of the grasp rather than absolute kinematics, and utilising Approximate Infer-
ence Control (a local optimisation technique) it is possible to couple the motion in
these abstract spaces with trajectories in the configuration space of the robot.
As flux measures the envelopment of the object, maximisation of flux leads to the
hand maximally enveloping the object. As previous techniques have noted [Zarubin
et al., 2013], there is a correlation between grasp quality and envelopment. The work
outlined in this chapter demonstrates an envelopment measure for grasping that can be
locally optimised no matter the relative location of the hand and the object.
The experiments conducted show that force closure values tend to be greater on
the robot models with five fingers as there are a greater number of contacts, and the
similarity to the human hand meant the style of approach and grasp is better preserved,
but these manipulations are also able to be transferred to morphologically dissimilar
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manipulators such as the KCL hand, which has a dependency loop in its kinematics,
and the Schunk dexterous hand which has only three fingers.
This chapter demonstrated that the method computes successful grasps that gen-
eralise over objects of different shapes and robots of dissimilar kinematics while vi-
sually retaining the qualitative grasp type. The grasps were stable, thus allowing the
object to be manipulated. Although the pre-processing stage takes a significant amount
of time to generate the field, this chapter also presented optimisations that, after pre-






This thesis has shown contributions in three main areas that together make up a novel
technique for capture and generalisation of close interaction with objects for transfer
of close interactions. A specific emphasis is put on the naturalness of the approach as
well as the final grasp configuration. The technique allows for programming robotic
interactions with objects by human demonstration on dissimilar objects.
Firstly I proposed a novel capture technique that captured interactions with objects
without occlusion, and also captured the geometry for use in computation of interaction
representations that require geometry. An RGB-D sensor combined with visual mark-
ers is able to capture the object geometry, and the alignment with magnetic markers
placed at landmarks in the scene allows for the marker offset to be automatically com-
puted. A technique for reducing error caused by eddy currents in the magnetic field is
shown, making the system practical for capture of close interactions. These magnetic
markers are shown to be accurate in respect to relative positioning using this technique.
A publicly-available database of interactions was created using this technique.
Secondly, a parametrisation of motion called the Electric Parameters is presented,
allowing a representation of interaction independent of specific geometry and topology.
It combines the electric coordinates with electric flux. Electrostatic flux is a measure
of envelopment created using a virtual electric field, shown in this thesis to be useful
in caging grasps and envelopment motions. This harmonic field can be used to define
a parametrisation across the whole space with respect to the object surface called the
electric coordinates. Relative position and orientation can be encoded by them. Grasps
can be demonstrated by a user on an object and transferred to novel objects and novel
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manipulators in a physically valid way using this technique. This is achieved via an
extension to Blended Intrinsic Maps to create a semantically valid dense conformal
map between objects with holes or disconnected components utilising the genus zero
isosurface of the electric field.
Finally the thesis demonstrates robotic manipulation transfer and generation by
the combination of the interaction capture technique and electrostatic representation
defined earlier, along with local optimal control methods. These local methods allow
for teleoperation, and programming by demonstration given an example interaction, to
enable the robot to imitate an object manipulation on dissimilar objects.
6.2 The Bigger Picture
This thesis deals with a number of different techniques in different fields, but mainly
considers the problem of representation of spatial relationships. In motion capture,
this was considered in the true capture of these relationships, avoiding pitfalls caused
by estimation and occlusion. For animation and robotics a novel envelopment metric
was defined that can be used for any enveloping relationship in the outer space of the
object. The general relationship of points in space relative to arbitrary objects was also
defined, allowing for an alternative to relative vector sampling on the surface and object
centroid relationships. Additionally, transferral of these relationships was investigated
by a novel technique for dense correspondence between arbitrary objects. The spatial
relationship was then preserved in order to transfer the motion to new manipulators
and objects.
The ability to capture the close interaction with objects is something that the state-
of-the-art techniques for capture struggle with. Wang et al. [2013b] uses multiple
cameras to attempt to avoid occlusion and both Hamer et al. [2011] and Oikonomidis
et al. [2011a] use inference based on the previous frame and partially occluded hand to
estimate the pose of the hand when the data isn’t directly available. Optical techniques
such as that of Huang et al. [2011] also have problems of occlusion. The technique
in this thesis avoids the issue of missing data by using sensors that are not possible
to occlude optically. Previous alternatives to visual or optical capture such as that of
Roetenberg et al. [2013] or Vlasic et al. [2007] also attempt to prevent missing data but
in doing so lose the ability to obtain the global transformation of a free-floating marker,
such as one that may be attached to an independent object. This is not the case with
magnetic systems, and this thesis combines this with capture of the object’s surface as
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they have not been used before with automatically captured object geometry, but have
been for capturing dexterous motion [Mitobe et al., 2006].
Much of the previous research relating to transfer of motion with objects focuses
only on the grasp, and does not consider the naturalness of the approach. Other mo-
tions relative to the object but not in contact can be important, such as the placement
of the finger near a trigger, but these were also often ignored. By using the representa-
tion presented in this thesis, these motions can be encoded clearly and easily. Recent
representations of relative motion in robotics and animation, such as [Al-Asqhar et al.,
2013] and [Ivan et al., 2013], either do not handle relationships with concave objects
or sample individual points from which relationships are defined, limiting the repre-
sentation of the relationship to be discrete and meaning parameters have to be tuned
regarding the amount of sampling to be performed. Similarly to the goal of Zarubin
et al. [2013], the relationship presented here can be used to define a topological in-
variant: envelopment. However, the work of Zarubin et al. [2013] can not be used
away from the object surface, and relies on global search to find good grasp points.
Conversely the representation here is useful in the entire outer space of the object and
can be used locally for envelopment of an object, which may prove useful for universal
grippers [Brown et al., 2010] which do not have fingers. Further to this, the object-
centric coordinate system defined by the electric coordinates is a good replacement for
techniques that use the distance field to map points in space to an object, as a smooth
change in position in the outer space of the object relates to a smooth change on the
object’s surface. This could improve sampling-based motion generation techniques
such as Contact-Invariant Optimisation [Mordatch and Todorov, 2012] and Wang et al.
[2013b]’s retargeting approach, as samples would be able to smoothly move across the
surface of the object rather than jumping between convex areas.
Representing motion using the Electric Coordinates has another benefit: the ability
to transfer the target locations to other objects via surface mapping. Unlike the work
of Tegin et al. [2009] or Hillenbrand and Roa [2012], this allows for imitation learning
of the entire reach and grasp, and the mapping allows for differences in topology.
Limitations of finger pose such as that of Gioioso et al. [2013] are avoided also.
Techniques which use only the traditional object local coordinate system (often de-
fined as a single transformation matrix for a point at the centroid of an object) may
also benefit from this novel coordinate system, as there is the ability to transfer di-
rectly an initial guess of the spatial relationship to new objects. Relationships based
on the local coordinate system are common in the field of PbD [Billard et al., 2008],
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so improvements may be made there when considering objects. The initial guess given
by preserving the spatial relationship means that only local optimisation techniques
are required to refine the relationship, and that exploration/global search can be saved
for truly novel situations. As exploration is expensive for high-dimensional systems,
transferral of previous planned motions using this technique may lead to a decrease in
computational cost.
6.3 Limitations
Although there are a number of advantages to using the techniques this thesis has
presented, there are limitations to these techniques.
Regarding motion capture, the technique presented in Chapter 3 has the drawback
of losing some precision when wireless sensors are used. For the experiments in that
chapter, wired sensors were used instead, limiting the space for capture as compared
to optical systems. The magnetic system is also very sensitive to the environment, and
so requires care in ensuring no magnetically conductive items enter the capture area.
This means that additional work must be performed to set the environment up using
this system than when using optical systems, and that the results are often worse when
capturing the joint angles of the actor only. However, these limitations are tolerated
as it is currently the only system capable of capturing the free motion of objects in
without occlusion, which is essential when dealing with close interaction.
There are also limitations to the representation of motion in this thesis. The Electric
Parameters are computationally expensive, requiring parallelism and precomputation
in order to be feasible to use in near real-time applications. Although the parameters
are more descriptive in terms of the spatial relationship than other techniques, this
additional cost of computation and complexity of implementation may render them
little used outside of the research community.
Another limitation of this thesis is the investigation of transfer is limited to that of
individual motions rather than multiple examples of the same task. This prevents gen-
eralisation of the task from shared features between the examples, and instead relies
on the representation of the task to make assumptions about what we wish to preserve
about the source motion, and what is possible to discard. An implicit assumption is
that the absolute joint angles of the manipulator are not relevant when performing an
interaction. This could be rendered false when considering some artistic movements
(e.g. dancing) where the relationship between joint angles may be important. There
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are many examples of generalisation from multiple tasks in the field of PbD which
are currently applied on a joint-angle representation of motion (for example [Ogawara
et al., 2003; Hamer et al., 2010a; Sauser et al., 2012; Kim et al., 2014] ) whose princi-
ples could be transferred to this work, using the electric coordinates as their parameters
and learning the relationship between the object and the manipulator in terms of spatial
relationships with the surface of the object.
6.4 Future Work
There are multiple directions for future work stemming from this thesis.
Capture Capture of interaction using the technique presented here (and many other
techniques) is currently limited by only allowing rigid or articulated objects. Many
objects are instead deformable in the real world, even segments of the human body it-
self are best represented as deformable, and this leads to penetration when they are not
represented as such. By using portable geometry acquisition devices in combination
with the accurate capture of the motion of points on deformable objects using markers,
the motion of the deformable object can be reproduced in simulation by using the con-
straints given by the markers along with the noisily estimated state of the deformable
object given by the geometry acquisition device. This is interesting as it is currently
hard to investigate interaction between humans and deformable objects as there is little
digital data, and what data there is often contains significant occlusion.
A further interesting idea is to extend the capture technique described here and
use the RGB-D camera during the whole interaction. As the mapping between the
visual space and the magnetic marker space is computed, fusion of the sensor readings
can be used in order to increase the accuracy of the capture. In this way an initial
guess on the object and character configuration could be computed as before using the
magnetic sensors, but then refined using visual techniques to estimate the configuration
when not occluded. This would give the advantage of non-occluding sensors with the
accuracy of visual estimation of the scene. With cheaper and superior RGB-D cameras
emerging, this class of technique could lead to highly accurate interaction capture.
Representation One direction for extending the technique for computing the repre-
sentation proposed here, rather than storing additional information about the scene, is
simply to reduce the computation time for the current representation as current pre-
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computation is required for interactive applications when using the electric coordi-
nates. Using the GPU and Robin Hood method for computing the charge distribution
over the surface of the object has been beneficial (as shown in this thesis), but it is
possible more can be done by considering simplified versions of objects initially, and
then propagating the charges to the original, more complex versions of the objects for
refinement. For example, by grouping the triangles on an object surface, we can con-
sider them to have equal charge and use the techniques described in Section 4.4.3.2 to
compute the estimate of the overall charge of the object. This may then be refined by
redistributing charge within these groups in parallel in order to compute the true charge
distribution over the original object. It may even be possible to have a precomputed
database of objects and to choose the one most similar to a novel object to initialise
the charges, however it remains to be seen whether this would be faster and would
certainly increase storage requirements.
For applications which are not time limited, it may be worth considering an ap-
proach which does not consider each triangle as uniformly charged, and rather the
charge varies across the triangle surface, for which analytical solutions are known [Tatem-
atsu et al., 2002]. This would lead to high computation requirements (so was ruled out
for the purposes of this thesis) but would be more accurate in terms of the isosurfaces
of the field.
Manipulation Generation Although manipulation of objects is possible to do us-
ing this framework, it is limited to translations and rotations using the full hand. In-
stead, in-hand manipulation would be an interesting topic to tackle using the tech-
niques shown here. Configuration sampling methods may be required, but generation
of motion could possibly be computed quickly by using sampling in the Electric Pa-
rameter space rather than the configuration space directly. The representation allows
for smooth traversal over the surface of concave objects as well as convex, and so by
combining with methods such as Contact-Invariant Optimisation goal-directed motion
can be generated by simple target locations for objects in scene on arbitrary objects.
6.5 Concluding Remark
It is clear that there is still much work to be done in the areas of spatial relationship en-
coding and learning manipulation from demonstration. However this thesis has made
progress in these fields and demonstrated transfer of grasping and static manipulation
6.5. Concluding Remark 155
based on preservation of the spatial relationships in novel situations. It is my hope that
this work will inspire others to investigate utilising representations of relative motion,




Computation of the Electric Potential
and Field
For completeness the full equations for computation of the electric potential, field and
flux are collated here.
In order to compute the electric field we consider a virtually charged object whose
surface is represented by a closed triangular mesh Tobj of L triangles with per-triangle
charge densities Qobj, a point P or set of points in the outer space of the object (that
are attached to the manipulator) and a flux measurement surface Tm that is a mesh of









Figure A.1: An illustration of a point P, charged triangle ∆Q (in grey) and the geo-
metric concepts used for electric potential calculation.
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A.1 Electric Potential
Computing electric potential requires a uniformly charged triangle ∆Q with charge Q
and a test point P for which the potential V is calculated. S is defined as the uniformly
charged surface of the triangle ∆Q and r = |~PS| as the distance from point P to the
triangle surface (Fig. A.1);







As in the work of Goto et al. [1992], this is computed by the sum of integrals over
three triangles.
Let n be the triangle unit normal vector defined by the vertices A,B,C of triangle
∆Q as n =
( ~AC× ~AB)
|( ~AC× ~AB)|
. Also let G be defined as the projection of point P onto the plane
of the triangle such that G = P− hn, where h = n · ~AP. Considering the definition of
G, the three triangles that shall be integrated over are defined as ∆ABG,∆BCG and ∆CAG.
To compute the integral for these triangles, a generic triangle ∆XY G is defined,
where XY can be replaced with AB, BC, or CA. Let σ = ( ~XG× ~Y G) ·n, which is twice
the signed area of ∆XY G. Integration of this generic triangle is computed as:
N := ~Y X · ~Y P+ | ~Y X || ~Y P|
D := ~Y X · ~XP+ | ~Y X || ~XP|
I(X ,Y,G)=

0 when σ = 0, or N = 0, or D = 0
σ log ND
| ~Y X |
+ |h|arctan σ(
~XY · ~XG)(|h|− | ~XP|)
σ2| ~XP|+ |h|( ~XY · ~XG)2
+ |h|arctan σ(
~Y X · ~Y G)(|h|− | ~Y P|)
σ2| ~Y P|+ |h|( ~Y X · ~Y G)2
otherwise
(A.2)
The result is zero when σ is zero, as this would be due to a triangle whose normal
is orthogonal to n. The result may also be zero when P is coincident with a vertex
(i.e. when N = 0 or D = 0).The potential at point P given a single triangle can now be
defined as:
V (P,∆ABC) = |I(A,B,G)+ I(B,C,G)+ I(C,A,G)| (A.3)
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For multiple triangles, the potential is simply the sum of individually computed po-










The electric field for a single triangle is defined as the negative gradient of the electric
potential. This can be analytically computed as the differentiated form of (A.3).
This is simply the negation of the sum of Jacobians of (A.2), i.e.:
E(P) =−(J(A,B,G)+ J(B,C,G)+ J(C,A,G)) (A.5)
The analytical Jacobian of I(X,Y,G) is the sum of the gradients of each term in
(A.2). We note that the gradients for term 2 and 3 are similar in form and can be























where np = ~GP/| ~GP| is the unit normal to ∆ABC in the direction of point P, v =
σ2|β|+α2(np ·β)) and b = np ·β−|β|.
The parameters for term 2 are α := ~Y X · ~Y G, β := ~Y P, and for term 3 are α :=
~Y X · ~XG, β := ~XP.
The equation of the gradient of the first term, Θ, is somewhat simpler:
Θ =
~Y X×n























This gives the gradient of (A.2) as
I′(X ,Y,G) = Θ+Ψ( ~Y X · ~Y G, ~Y P)−Ψ( ~Y X · ~XG, ~XP) (A.8)
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A.3 Electric Flux
The flux is the measurement of the electric field through a surface. In this thesis the
charged surface is defined by a closed mesh of triangles representing an object’s sur-
face, and the surface through which the flux is measured (henceforth called the flux
measurement surface) is an arbitrary mesh of triangles that may be unconnected, par-
tially connected, open or closed and consists of one or more triangles.
Due to the superposition principle overall flux ΦFlux is computed via a computation
that occurs between each individual triangle representing the object (∆obj ∈ Tobj) and
each individual triangle in the flux measurement surface (∆m ∈ Tm), along with the













where fflux is approximated by four point Gaussian quadrature of the object triangle
as follows:
fflux(∆ABC,∆DEF) =



















To compute the flux through a triangle ∆ABC given point charge P an analytical
solution has been defined by Van Oosterom and Strackee [1983]. Let a = ~AP, b = ~BP,






|a||b||c|+(a ·b)|c|+(a · c)|b|+(b · c)|a|
(A.11)
A.4 Jacobian for the Electric Flux
The Jacobian of the Electric Flux through a triangle ∆ABC attached to a kinematic chain
with configuration defined by q ∈ Rn, caused by a charged triangle ∆DEF, is given by
the following:









































































where Ω(∆ABC,x) and ϒ(∆ABC,x) are the numerator and denominator of the right-
hand side of Equation A.11 respectively (the arguments have been dropped in Equa-
tion A.13 to aid clarity).
A.5 Time Complexity
The time complexity of computing the potential is O(mn) where n is the number of
sample points for which to compute and m is the number of triangles in the object
mesh. Similarly, the flux computation time complexity is O(lm) where l is the number
of triangles in the flux measurement surface.

Appendix B
Description of the Interaction
Database
During the creation of this thesis, an interaction database was created that contains
scans of many objects and multiple takes using each object. The motions captured are
enumerated below.
B.1 Captured Motions
• Ball - 1× repeated putting a ball
into a box. 1× placing a ball into
a box a single time. 1× throwing
the ball. 3× picking it up from the
ground and placing in different lo-
cations.
• Broom - 1× using broom to sweep
floor. 1× marching whilst carrying
broom.
• Book - 1× picking up the book.
• Bottle 1 (Lucozade) - 10× opening
the bottle. 10× passing the bottle to
someone else and receiving it back.
10× pouring out the contents of the
bottle. 10× drinking from the bot-
tle.
• Bottle 2 (large, 1 litre Lucozade) -
10× opening the bottle. 10× pass-
ing the bottle to someone else and
receiving it back. 10× pouring out
the contents of the bottle. 10×
drinking from the bottle.
• Bottle 3 (Ribena) - 10× unscrew
cap. 3× move bottle to new loca-
tion. 5× drink from bottle. 2×
long takes involving picking up, un-
screwing the cap, drinking from the
bottle, replacing the cap and return-
ing the bottle to the ground.
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• Box - 3× pickup and carry box.
• Bag and spray bottle - 1× repeat-
edly putting spray bottle into bag
and removing from bag.
• Coffee jar - 1× repeated pickup, re-
moval of lid (screw top), and re-
placement back onto coffee jar.
• Cup (medium) - 2× repeated
pickup, drink with both one and two
hands, using the handle and also not
using the handle.
• Cup (small) - 1× as with ‘Cup
(medium)’, using the handle.
• Cup (spots) - 10× drinking from the
cup. 10× passing the cup to another
person and receiving it back. 10×
pouring the contents of the cup out.
10× stirring the cup.
• Cup (circles) - 10× drinking from
the cup. 10× passing the cup to an-
other person and receiving it back.
10× pouring the contents of the cup
out. 10× stirring the cup.
• Cup (giraffe) - 10× drinking from
the cup. 10× passing the cup to an-
other person and receiving it back.
10× pouring the contents of the cup
out. 10× stirring the cup.
• Clothes - 2× folding trousers, a
hooded jumper and scarf. 1× dress-
ing in clothes: putting on trousers, a
hooded jumper and scarf. 1× tying
a tie.
• Cereal box, bowl and spoon - 10×
making breakfast (includes pour-
ing cereal into bowl, eating us-
ing spoon, picking up and moving
around each of the objects).
• Chair - 3× transitioning from stand-
ing to sitting on chair.
• Frog Toy - 7× moving the object
to different locations, picking up the
object.
• Hard Hat - 1× picking up hard hat
and placing on ground. 2× pick-
ing up hard hat and wearing whilst
walking.
• Knife - 10× chopping. 10× pass-
ing the knife to another person and
receiving it back.
• Knife with ’orange’ (ball) - 10×
peeling an orange using the knife.
• Knife with two sections of an object
- 10× cutting into an object, sepa-
rating the object into two sections.
• Medicine container - 5× removing
and replacing the lid. 4× moving
the container to different locations
on a table.
• Pan and spoon - 1× simulated cook-
ing, stirring the pot, using the spoon
to pick items out of the pot.
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• Pill container - 7× removing the top
of the container, moving the con-
tainer to different locations.
• Pistol - 1× draw from holster, aim
and fire in multiple directions using
one hand, put back in to holster.
• Pen - 9× using the pen for writing
and drawing.
• Rifle - 2× picking up from the floor,
aim and fire in multiple directions
with two hands, surrender, place
back down on floor. 1× crouch and
fire.
• Paper - 2× folding paper in differ-
ent styles.
• Spray bottle - 3× long takes which
involve picking up, moving, and
using the spray bottle, as well as
grasping the spray bottle in differ-
ent locations, rotating, and placing
sideways and flat on a table. 3× us-
ing a spray bottle, starting by pick-
ing it up in different styles and in
different locations.
• Spoon and bowl - 10× eating from
the bowl. 10× stirring the bowl.
9× longer takes of stirring using the
spoon, eating from the bowl, pick-
ing up and moving the spoon and
bowl around.
• Screwdriver - 9× using the screw-
driver in different orientations
• Tennis Racquet - 1× picking up the
racquet. 1× simulated tennis with
the racquet.
• Table - 1× picking up table and car-
rying, then placing back on ground.
2× moving table to different loca-
tions.
There is a further small set of single takes without objects for comparison with the




• Crouching into a ball
• Crouching walk
• Exercising
• Kicking a leg
• Lifting a leg
• Marching
• Pointing at own head
• Performing a push up
• Pointing in different directions (ar-
row)
• Posing in different athletic styles
166 Appendix B. Description of the Interaction Database
• Playing football
• Rolling the head
• Swinging the arms
• Turning around
• Testing range of arm motion
• T-Pose to walk left
• T-Pose to walk right
• T-Pose to walking backwards
• Walking forwards
• Walking forwards in a different
style
• Walking to T-Pose
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