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ABSTRACT 
Market basket analysis techniques are substantially important to every day’s business 
decision. The traditional single processor and main memory based computing approach is not 
capable of handling ever increasing large transactional data. In today’s world, the MapReduce 
approach has been popular to compute huge volumes of data, moreover existing sequential 
algorithms can be converted in to MapReduce framework for big data.  
This paper presents a Market Basket Analysis (MBA) algorithm with MapReduce on 
Hadoop to generate the complete set of maximal frequent item sets. The algorithm is to sort data 
sets and to convert it to (key, value) pairs to fit with the MapReduce concept. The framework sorts 
the outputs of the maps, which are then input to the “reduce” tasks. The experimental results show 
that the code with MapReduce increases the performance as adding more nodes until it reaches 
saturation.  
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1. INTRODUCTION 
 
Before the Internet and Web, we did not have enough data so that it was not easy to analyze 
people, society, and science, etc. with the limited volumes of data. Contradicting to the past, after 
the Internet and web, it has been more difficult to analyze data because of its huge volumes, that 
is, tera- or peta-bytes of data. Google faced the issue and collected big data and the existing file 
systems were not sufficient to handle the data efficiently. Besides, the legacy computing power 
and platforms were not useful for big data. Thus, Google implemented the Google File Systems 
(GFS) and the MapReduce parallel computing platform, which the Apache Hadoop project is 
motivated from. Hadoop is the parallel programming platform built on the Hadoop Distributed 
File Systems (HDFS) for MapReduce computations that process data as (key, value) pairs. Hadoop 
has been receiving interest applied to enterprise computing because the business world always has 
big data such as log files for web transactions. Hadoop is useful to process such big data for 
business intelligence and thus has been used in data mining for the past few years. The era of 
Hadoop means that the legacy algorithms for sequential computing need to be redesigned or 
converted to MapReduce algorithms. Therefore, in this paper, a Market Basket Analysis algorithm 
in data mining with MapReduce is implemented and experimental results are shown using a 22-
node Hadoop cluster.  
Market basket analysis is one of data mining approaches to analyze the association of items 
for daily buying/selling. The basic idea is to find the associated pairs of items in a store from the 
transaction dataset. Therefore, to raise the probability of purchasing, to control the stocks more 
intelligently, and to promoting certain items together, the corporate manager of a shop can place 
associated items at the neighboring shelf. Thus, he/she can have much better chance to make profits 
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by controlling the order of goods and marketing. Online shopping is another form of market basket 
whereby consumers directly buy goods from a seller in real-time over the Internet. Similarly, an 
online shop, e-shop, web-shop, or virtual stores are the physical analogy of purchasing products in 
a shopping center. For extracting and identifying useful information from these large amounts of 
data, a data mining technique is crucial. The earlier proposed design based on single processor and 
main memory based computing and is not capable of handling peta/tera bytes of transaction data. 
To remove this limitation, MapReduce and Hadoop based techniques have been introduced. 
Hadoop is the parallel programming platform built on the Hadoop Distributed File System for 
MapReduce computation that processes data as <key, value> pairs. Map and Reduce are two 
important primitives in the MapReduce framework. In a Hadoop cluster, a master node controls a 
group of slave nodes on which the Map and Reduce functions run in parallel. An input file is 
passed to Map functions that resides on the HDFS on a cluster. Hadoop’s HDFS splits the input 
file into fragments, which are distributed to a pool of slaves for Map/Reduce processing.  
Association Rule or Affinity Analysis is the fundamental data mining analysis to find the 
co-occurrence relationships like the purchase behavior of customers. The analysis is fundamental 
in sequential computation, and many data mining books illustrate it. Aster Data has an SQL 
MapReduce framework as a product [1]. Aster provides nPath SQL to process big data stored in 
the DB. Market Basket Analysis is executed on the framework but it is based on its SQL API with 
MapReduce Database. As far as we understand, except in [2], there is only one way to present 
Market Basket Analysis algorithms with MapReduce. The experimental results that were provided 
in the paper are rather limited to prove the point. The approach in the paper is to propose the 
algorithm and to convert data to (key, value) pairs, and execute the code on Map/Reduce platform 
with varying numbers of mappers and reducers. 
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In this paper, Section 2 describes Map/Reduce and Hadoop as well as other related projects. 
Section 3 presents the proposed Map/Reduce algorithm for Market Basket Analysis. Section 4 
shows the experimental result, Finally, Section 5 is the conclusion. 
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2. MAP REDUCE IN HADOOP 
Map/Reduce is an algorithm is based on functional programming. It has been receiving 
attention since Google re-introduced it to solve the problem to analyze huge volumes of data in a 
distributed computing environment. It is composed of two functions to specify: “Map” and 
“Reduce”. They are both defined to process data structured in (key, value) pairs. 
2.1. Map/Reduce in Parallel Computing 
The MapReduce programming platform is implemented by the Apache Hadoop project 
that develops open-source software for reliable, scalable, and distributed computing. Hadoop can 
compose hundreds of nodes that process and compute peta- or tera-bytes of data working together. 
Hadoop was inspired by Google's MapReduce and GFS, as Google has had needs to process huge 
data for information retrieval and analysis [3]. Hadoop is used by a global community of 
contributors such as Yahoo, Facebook, and Twitters. Hadoop’s subprojects include Hadoop 
Common, HDFS, MapReduce, Avro, Chukwa, HBase, Hive, Mahout, Pig, ZooKeeper, etc. [4]. 
 
Figure 1. Map/reduce flows 
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The map and reduce functions run on distributed nodes in parallel. Each map operation can 
be processed independently on each node and all the operations can be performed in parallel. But 
in practice, it is limited by the data source and/or the number of CPUs near that data. The reduce 
functions are similar since they are from all the output of the map operations. However, 
MapReduce can handle significantly huge data sets since data are distributed on HDFS and 
operations move close to the data for better performance [5]. 
Hadoop is a restricted or partial parallel programming platform because it needs to collect 
data as (key, value) pairs as input and computes and generates the list of (key, value) as output in 
parallel on the mapreduce functions. In the map function, the master node parts the input into 
smaller sub-problems, and distributes those to worker nodes. Those worker nodes process smaller 
problems, and pass the answers back to their master node. That is, the map function takes inputs 
(k1, v1) and generates <k2, v2> where < > represents a list or set. Between the map and reduce, 
there is a combiner that resides on the map node, which takes inputs (k2, <v2>) and generates <k2, 
v2>. In the reduce function, the master node takes the answers to all sub-problems and combines 
them in some way to get the output, which is the answer to the problem [3, 4]. The reduce function 
takes inputs (k2, <v2>) and generates <k3, v3>. Figure1 illustrates the MapReduce control flow 
where each valuemn is simply 1 and gets accumulated for the occurrence of items found together 
in the proposed Market Basket Analysis Algorithm. 
2.2. Database for Big Data  
Input/output files are processed on HDFS instead of using HBase DB in the paper. 
However, as HBase is interesting and will be integrated with the algorithm in the future, the 
section briefly introduces HBase. 
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There are some drawbacks when we use RDBMS to handle huge volumes of data, like 
impossible deleting, slow inserting, and random failing. HBase on HDFS is a distributed database 
that supports structured data storage for horizontally scalable tables. It is a column oriented semi-
structured data store. 
It is relatively easy to integrate with Hadoop MapReduce because HBase consists of a core 
map that is composed of keys and values - each key is associated with a value. Users store data 
rows in labeled tables. A data row has a sort able key and an arbitrary number of columns. The 
table is stored sparsely, so that rows in the same table can have different columns. 
Using legacy programming languages such as Java, PHP, and Ruby, we can put data in the 
map as Java JDBC does for RDBMS. The file storage of HBase can be distributed over an array 
of independent nodes because it is built on HDFS. Data is replicated across some participating 
nodes. When the table is created, the table’s column families are generated at the same time. We 
can retrieve data from HBase with the full column name in a certain form, and then HBase returns 
the result according to the given queries as SQL does in RDBMS. 
2.3. Issues of Map/Reduce   
The issues of Map/Reduce, although there are advantages of Map/Reduce, for some 
researchers and educators [6] they are: 
i. A giant step backward in the programming paradigm for large-scale data intensive 
applications. 
ii. Not new at all - it represents a specific implementation of well-known techniques 
developed tens of years ago, especially in Artificial Intelligence. 
iii. Data should be converted to the format of (key, value) pair for MapReduce, which misses 
most of the features that are routinely included in current DBMS. 
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iv. Incompatible with all the tools or algorithms that have been built [6].  
However, the issues clearly show us not only the problems but also the opportunity to 
implement algorithms with the MapReduce approach, especially for big data. It will give us the 
chance to develop new systems and evolve IT for parallel computing environment. It started a few 
years ago and many IT departments of companies have been moving to the MapReduce approach. 
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3. MARKET BASKET ANALYSIS ALGORITHM 
Market Basket Analysis is one of the Data Mining approaches to analyze the association 
of a data set. The basic idea is to find the associated pairs of items in a store when there are 
transaction data as given in Figure 2 [7]. If storeowners list a pair of items that frequently occurred, 
s/he could control the stocks more intelligently, to arrange items on shelves and to promote items 
together etc. Thus, s/he should have a much better opportunity to make a profit by controlling the 
order of products and marketing. 
 
 Figure 2. Transaction data at a store 
For example, people have built and run Market Basket Analysis codes – sequential codes 
– that compute the top 5 frequently occurred 3 items of transactions as in Figure 3 [7]. At the store, 
when customers buy a cracker and Heineken, they purchase soda as well, which happens 234 
times, and hering as well 165 times. Thus, the owner can refer to the data to run the store. 
 
Figure 3. Top 5 set of three items that occurred frequently at a store 
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3.1. Data Structure and Conversion  
The data in Figure 2 [7] is composed of the list of transactions with its transaction number 
and the list of products. For a MapReduce operation, the data set should be structured with (key, 
value) pairs. The simplest way used in the paper is to pair the items as a key and the number of 
key occurrences as its value in the basket, especially for all transactions, without the transaction 
numbers. Thus, Figure 2 [7] can be restructured as Figure 4 [7] assuming collecting pairs of items 
in order 2 – two items as a key. 
 
Figure 4. Data Set restructured for Map/Reduce 
However, if we select the two items in a basket as a key, there should be incorrect counting 
for the occurrence of the items in the pairs. As shown in Figure 5 [7] , transactions n and m have 
the items (cracker, icecream, beer) and (icecream, beer, cracker), which have the same items but 
in a different order. 
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Figure 5. Data Set Restructured for the same list 
That is, for (cracker, icecream, beer), the possible pair of items in (key, value) are ((cracker, 
icecream), 1), ((cracker, beer), 1), ((icecream, beer), 1). And, for (icecream, beer, cracker), the 
possible pair of items are ((icecream, beer), 1), ((icecream, cracker), 1), ((beer, cracker), 1).  
Therefore, we have a total of SIX different pair of items that occur only once respectively, which 
should be THREE different pairs. That is, keys (cracker, icecream) and (icecream, cracker) are not 
the same even though they are, which is not correct. We can avoid this issue if we sort the 
transaction in alphabetical order before generating (key, value) as shown in Figure 6 [1]. Now each 
transaction has the following THREE pair of items ((beer, cracker), 1), ((beer, icecream), 1), 
((cracker, icecream), 1). That is TWO different pair of items that occur twice respectively so that 
we accumulate the value of the occurrence for these two transactions as follows: ((beer, cracker), 
2), ((beer, icecream), 2), ((cracker, icecream), 2), which is correct to count the total number of 
occurrences. 
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Figure 6. Data Set Restructured with Sort 
3.2. The Algorithm  
The Market Basket Analysis (MBA) algorithm [9] for mapper and reducer are illustrated 
below. The mapper reads the input data and creates a list of items for each transaction. As a mapper 
of a node reads each transaction on Hadoop, it assigns mappers to number of nodes, where the 
assigning operation in Hadoop is hidden to us. For each transaction, its time complexity is O(n) 
where n is the number of items for a transaction. Then, the items in the list are sorted to avoid 
duplicated keys as shown in Figures 5 and 6 [7]. Its time complexity is O(n log n) on merge sort. 
Then, the sorted items should be converted to pairs of items as keys, which is a cross-operation in 
order to generate cross pairs of the items in the list as shown in Figures 5 and 6 [7]. Its time 
complexity is O(n x m) where m is the number of pairs that occurs together in the transaction. 
Thus, the time complexity of each mapper is O(n + n log n + n x m). 
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The steps of the mapper are as follows: 
 
a) Read each transaction of input file and generate the data set of the items:  (<V1>, <V2>, …, 
<Vn>) where < Vn>: (vn1, vn2,.. vnm) 
b) Sort all data set <Vn> and generates sorted data set <Un>: (<U1>, <U2>, …, <Un>) where 
< Un>: (un1, un2,.. unm). 
c) Loop While < Un> has the next element;     note: each list Un is handled individually. 
i. Loop For each item from un1 to unm of < Un> with NUM_OF_PAIRS 
1. Generate the data set <Yn>: (yn1, yn2,.. ynl);  ynl: (unx, uny) is 
the list of self-crossed pairs of (un1, un2,.. unm) where unx != uny  
2. Increment the occurrence of ynl;  note: (key, value) = (ynl, number 
of occurrences)  
ii. End Loop For 
d) End Loop While 
e) Data set is created as input of Reducer: (key, <value>) = (ynl, <number of occurrences>) 
 
The reducer is to accumulate the number of values per key. Thus, its time complexity is 
O(v) where v is the number of values per key. 
i.  Read (ynl, <number of occurrences>) data from multiple nodes 
i. Add the values for ynl to have (ynl, total number of occurrences) 
3.3. Market Basket Analysis Algorithm Implementation using HDFS 
The transaction input data need to be loaded into the Hadoop Distributed File System 
(HDFS). HDFS divides the data into different blocks (based on the block size, default 128MB) 
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and stores on the data nodes. The mapper uses the data in each block as an input. The input split 
is calculated based on the InputFormat specified. And for each input split one mapper is launched. 
While launching the mappers, the framework takes care of data locality. The default InputFormat 
is TextInputFormat. It reads each transaction data in the input split and passes the offset and 
transaction data as the key value pair to the “map” function of the mapper. The “map” function 
performs the following operations: 
a. Split transaction data received as value in “map” function and generates the data set of 
the items. 
 b. Sort the generated data set of items and generates sorted data set. This step is performed 
to remove the duplication of items (e.g (coke,pepsi) and (pepsi,coke) should be considered 
same). 
c. Now, on the sorted data set of items, we calculate all the combinations of user defined 
length. And output each combination as key and value 1 as the mapper output. The mapper 
output will be given as input to reducer after sorting and shuffling all mappers output. 
In our code MBAMapper.java is the mapper class. Figure 7 is the code for the 
“map” function. 
 
Figure 7. Map function 
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The “calculateCombination” function writes the output of the mapper to the context using 
the code in Figure 8: 
 
Figure 8. Calculate combination function 
Once the mappers finish the execution, the framework starts the shuffling and sorting 
phase. After shuffling and sorting, all the values related to one key will be given to one reducer. 
The “reduce” method of the reducer class will receive the key and iterable values. The “reduce” 
function performs the following operations: 
a. Get all values related to one key as iterable. It counts the values for each 
combination by iterating over the Iterable values.  
b. After calculating the value related to the key, the reducer output the user-defined 
number of top items. 
In our code MBAReducer.java is the Reducer class. Figure 9 shows the code for 'reduce' 
function: 
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Figure 9. Reduce function 
After all the calculations, the “cleanup” method writes the final result to the context, i.e the 
final output is written to the HDFS as shown in Figure 10. 
 
Figure 10. Reducer’s clean-up code snippet 
Also, we have the MBADriver.java class, which takes care of the entire configuration 
related things. And it also launches the job and starts the execution. 
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3.4. Code Execution 
The Untitled.jar code is run on the Hadoop 2.7.1 cluster and executed in the stand-alone 
and clustered modes. The code generates the top 5 associated items that customers purchased 
together as shown in Figure 3. A total of four different types of inputs were used known to be 
input.txt, input1.txt, input2.txt with data size of 5.1GB, 298MB, and 0.59GB, respectively. 
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4. EXPERIMENTAL RESULTS 
There are many variables, which can affect the execution time of a MapReduce algorithm. 
The most important factors that affect the execution time are:  
1. Number of mappers used during the mapping phase. 
2. Number of reducers used during the reducing phase. 
3. Amount of data for which the algorithm is being executed on. 
To get a clear understanding how these parameters affect the execution time, I have taken 
three different datasets 5.1GB, 298MB, 0.59GB and executed the MBA algorithm on these data 
sets by varying the number of mappers from 2 to 18, and the number of reducers from 1 to 6. 
After executing the code on the three different data sets, we can analyze the results by calculating 
the execution time obtained by varying the number of mappers and reducers. The total execution 
time here is the summation of the time taken by the mappers and the reducers. Here I am analyzing 
all results by keeping one of the variables constant. 
Before going to the evaluation of the experimental results we need to talk about how the 
data is being distributed among these mappers and reducers. 
4.1. Data Distribution Between Mappers 
The amount of data sent to each mapper vary and we can control how much of input data 
needs to go through each mapper. There are three factors, which control the amount of data space 
assigned for each mapper or we can say the number of blocks assigned to each mapper. They are: 
i. Block size in the Hadoop cluster: 128MB (since the Hadoop version we are using on the 
Hadoop cluster is 2.7.1). 
ii. Number of Mappers: 2 to 18. 
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iii. Input split size: varying with the amount of data. 
We can calculate the number of blocks assigned to each mapper in two steps: 
i. Amount of input split data assigned to each mapper. 
ii. Number of blocks per mapper. 
#Amount of Input split data assigned to Mapper = amount of split-able input data/number of input 
splits. 
#Number of blocks assigned to each mapper = amount of input split data assigned to 
mapper/128MB. 
Table 1. Data blocks distribution for each Mapper 
Number of Mappers /  
Input Data (MB) 
297.47 580.36 5105.45 
2 2 3 20 
4 1 2 10 
6 1 1 7 
8 1 1 5 
10 1 1 4 
12 1 1 4 
14 1 1 3 
16 1 1 3 
18 1 1 3 
4.1.1. Important Observations 
1. Table 1 clearly shows why the Hadoop framework is mainly useful for huge amounts of 
data. We can see that even though the amount of data available is less (less than 128MB), 
for each mapper there is a dedicated block for the data. This causes inefficient utilization 
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of memory, delay in total execution time, unavailability of resources to other MapReduce 
jobs, performance issues, ineffective parallel processing, etc.   
2. Whereas when it comes to datasets with large quantities of data (in this specific case 
5.1GB), each mapper is being provided with at least 3 blocks of data keeping every mapper 
busy by effective parallel processing. 
4.2. Data Distribution Between Reducers 
In this case, we cannot exactly determine how much amount of data is being send to each 
reducer unlike here the input for each reducer comes from the mappers as output. But what we 
know for a fact is, all the <key,value> pairs with the same key value goes to the same reducer. 
4.3. Varying Number of Mappers 
We observe how the execution time varies, when we vary the number of mappers, we 
should keep the number of reducers constant.  
Figure 11 shows the experimental results obtained when the reducer=1. 
 
Figure 11. Variation of execution time with number of mappers when number of reducers=1 
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Figure 12 shows the experimental results obtained when the reducers=2. 
 
 
Figure 12. Variation of execution time with number of mappers when number of reducers=2 
 
Figure 13 shows the experimental results obtained when the reducers=3. 
 
 
Figure 13. Variation of execution time with number of mappers when number of reducers=3 
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Figure 14 shows the experimental results obtained when the reducers=4. 
 
 
Figure 14. Variation of execution time with number of mappers when number of reducers=4 
 
Figure 15 shows the experimental results obtained when the reducers=5. 
 
 
Figure 15. Variation of execution time with number of mappers when number of reducers=5 
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Figure 16 shows the experimental results obtained when the reducers=6. 
 
 
Figure 16. Variation of execution time with number of mappers when number of reducers=6 
4.3.1. Important Observations 
• As we increase the number of mappers to process the datasets, the execution time significantly 
dropped until a certain point and then it tends to increase but the difference is not as significant 
as we have seen previously [Table 2]. 
Table 2. Variation of execution time due to increase in number of Mappers 
Number of 
reducers is 2 0.29GB difference 0.58GB difference 5.1GB difference 
mappers =2 240sec  398sec  136sec  
mappers =10 123sec 117sec 204sec 194sec 97sec 40sec 
mappers=18 143sec 20sec 300sec 96sec 118sec 21sec 
 
From all figures, we can observe that the execution time taken by the algorithm when we are 
using 2 mappers is much higher than when it is running on 10 mappers. If we take a particular 
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case with number of reducers is 2, We can clearly observe from the difference column of Table 
2, the difference in execution time like for 5.1GB dataset, when the number of mappers 
increased from 2 to 10 and then from 10 to 18, the difference in execution time is 40 sec and 
21 sec. 
• No matter what the number of nodes or number of mappers, the execution time taken at any 
point is always less than the time taken by the algorithm while executing on 2 mappers 
(considering that we are running our algorithm on a multi-node Hadoop cluster). 
When the number of reducers is 6, the execution time for the 5.1GB data set is 128 sec (no. of 
mappers=2) > 63 sec (no. of mappers=18). 
• We cannot neglect the fact that the execution time taken by the 5.1GB data set is a very low 
when compared to the other two data sets even though the amount of data is very high. 
We can observe that for almost all nodes, the execution time taken by the 5.1GB data set is 
significantly lower than the other two data sets. 
• We should discuss about the execution time taken by the 0.58GB data set since it is the one 
which showed peculiar behavior. As we have observed the execution time taken by this data 
set is significantly higher than the 0.29GB data set and it is even higher than the 5.1GB data 
set. 
Here the execution time taken by the 0.29GB, 0.58GB, 5.1GB data set when the number of 
reducers are 5 and the mappers are 6 are 194 sec, 230 sec, 56 sec, respectively. When the same 
algorithm is run on 1.54GB, it took a total of approximately 836 sec. From these results, we 
can say that the execution time also has a specific pattern when we start increasing the amount 
of data. 
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 The execution time tends to increase when we increase the data on which we are about to 
run the code and reaches a threshold limit. After reaching the threshold limit, it drops 
exponentially (from 836 sec to 56 sec).  
4.4. Varying number of Reducers 
We can observe how the execution time varies by varying the number of reducers after 
keeping the number of mappers constant.  
Figure 17 shows the experimental results obtained when the Mappers=2. 
 
 
Figure 17. Variation of execution time with number of Reducers when number of Mappers=2 
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Figure 18 shows the experimental results obtained when the Mappers=4. 
 
 
Figure 18. Variation of execution time with number of Reducers when number of Mappers=4 
 
Figure 19 shows the experimental results obtained when the Mappers=6. 
 
 
Figure 19. Variation of execution time with number of Reducers when number of Mappers=6 
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Figure 20 shows the experimental results obtained when the Mappers=8. 
 
 
Figure 20. Variation of execution time with number of Reducers when number of Mappers=8 
 
Figure 21 shows the experimental results obtained when the Mappers=10. 
 
 
Figure 21. Variation of execution time with number of Reducers when number of Mappers=10 
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Figure 22 shows the experimental results obtained when the Mappers=12. 
 
 
Figure 22. Variation of execution time with number of Reducers when number of Mappers=12 
 
Figure 23 shows the experimental results obtained when the Mappers=14. 
 
 
Figure 23. Variation of execution time with number of Reducers when number of Mappers=14 
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Figure 24 shows the experimental results obtained when the Mappers=16. 
 
 
Figure 24. Variation of execution time with number of Reducers when number of Mappers=16 
Figure 25 shows the experimental results obtained when the Mappers=18. 
 
 
Figure 25. Variation of execution time with number of Reducers when number of Mappers=18 
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4.4.1. Important Observations: 
• As we increase the number of reducers to process the datasets, the execution time significantly 
dropped until a certain point and then it tends to increase but the difference is not as significant 
as we have seen previously [Table 3]. 
Table 3. Variation of execution time due to increase in number of reducers 
number of mappers is 
8 0.29GB difference 0.58GB difference 5.1GB difference 
Reducers=1 195sec  320sec  93sec  
Reducers=3 99sec 96sec 204sec 116sec 45sec 48sec 
Reducers=6 116sec 17sec 180sec -24sec 60sec 15sec 
 
From all figures, we can observe that the execution time taken by the algorithm on the 5.1GB 
dataset when we are using 1 Reducer is relatively higher than when it is running with 3 
reducers. However, it is not the same since the data distribution between the reducers is not the 
same as compared to the mappers. Here all the <key,Value> pairs that have the same key value 
go to the same reducer. So, we can make an observation that when the data set is relatively 
small then the execution time decreases.  
• No matter what the number of nodes or number of reducers, the execution time taken at any 
point is always less than the time taken by the algorithm while executing on 1 reducer 
(considering that we are running our algorithm on a multi-node Hadoop cluster). 
When the number of mappers is 6, the execution time for the 5.1GB data set is 105 sec (no. of 
reducers=1) > 67 sec (no. of reducers=6). 
• We cannot even neglect the fact that the execution time taken by the 5.1GB data set is a very 
low when compared to the other two data sets even though the amount of data is very high. 
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We can observe that for almost all nodes, the execution time taken by the 5.1GB data set is 
significantly lower than the other two data sets. 
• We should discuss about the execution time taken by the 0.58GB data set since it is the one 
that shows a peculiar behavior. As we have observed the execution time taken by this data set 
is significantly higher than the 0.29GB data set and it is even higher than the 5.1GB data set. 
Here the execution time taken by the 0.29GB, 0.58GB, 5.1GB data set when the number of 
reducers are 5 and the mappers are 6 are 97sec, 230 sec, 56 sec, respectively. When the same 
algorithm is run on 1.54GB, it took a total of approximately 836 sec. From these results, we 
can say that the execution time also has a specific pattern when we start increasing the amount 
of data. 
The execution time tends to increase when we increase the data on which we are about to run 
the code and reaches a threshold limit. After reaching the threshold limit, it drops exponentially 
(from 836sec to 56sec).  
4.5. Other Factors affecting the Execution Time 
Some of the factors that do impact the execution time while implementing an algorithm on 
the MapReduce framework [10] are: speculative execution, nodes with poor performance, data 
locality and distribution of data blocks, and parallelism control with input split size. 
4.5.1. Speculative execution 
Speculative execution is a strategy of Hadoop that provides fault tolerance and reduces job 
execution time. When a TaskTracker (a daemon process running on slave nodes that executes map 
and reduce tasks) performs poorly or crashes, the JobTracker (a demon process running on a master 
node that accepts the job and submit tasks to TaskTrackers) launches another backup task on 
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another nodes to accomplish the task faster and successfully. This process of redundant execution 
is called speculative execution and the backup copy of task is called speculative task. Among the 
original and speculative tasks which one completes first is kept while other is killed since it’s no 
longer needed.  Speculative execution is good at most of the time but it affects cluster efficiency 
by duplicating tasks. 
4.5.2. Nodes with poor performance 
Nodes in a heterogeneous cluster are of different capability. Heterogeneity may arise due 
to differences in hardware as well as using virtualization technology. Virtualization facilitates 
efficient utilization of resources and environments for different operating systems. There are many 
benefits of VM-hosted (virtual machine hosted) Hadoop such as lower cost of installation, on 
demand cluster setup, reuse of remaining physical infrastructure, on demand expansion and 
contraction of cluster size. However, virtualization provides efficient re-use and management of 
resources but on the cost of performance. Virtual machines are slower in comparison to physical 
machines. Even when we execute the same algorithm on the same amount of data using the same 
number of mappers and reducers, taking two nodes might not give the same execution time. 
4.5.3. Data locality and distribution of data blocks 
HDFS breaks a large file into smaller data blocks of 128 MB and stores 3 replicated copies 
on data nodes (DNs) of the cluster. Data blocks are the physical division of data. Data files can be 
logically divided using input split. The number of mappers to be run for a job is equal to the number 
of logical splits. If input split is not defined, then the default block size is the split size. MapReduce 
processes a data block locally on the DataNode where the block is present. For block distribution, 
all Mappers are running on the same DataNode since all blocks are locally available to each node. 
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In different attempt of running a job, DataNode may be different each time but all the Mappers are 
being run on a same DataNode. All Mappers running on the same DataNode does not make use of 
available resources, which leads to increased execution time. Here it can be seen that due to higher 
replication factor data locality may be a hurdle that slow down the execution. 
4.5.4. Parallelism control with input split size 
Hadoop is designed to process big datasets that does not mean one cannot benefit from 
small datasets. To reduce the execution time we need more than one task running in parallel. Split 
is used to control the number of map tasks for a MapReduce job. A split may consist of multiple 
blocks and there may be multiple splits for a single block. So, without changing the block size, the 
user can control the number of mappers to be run for a particular job. 
Smaller split size launches more number of mappers, which consequently increase the 
parallelism. Increasing the number of mappers beyond a particular point starts to degrade the 
performance due to unnecessary overheads and shortage of resources. To achieve the right level 
of parallelism it must be taken care that the map task is CPU-intensive or CPU-light as well as the 
size of dataset to be processed.  
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5. CONCLUSION 
 
Hadoop with MapReduce motivates the needs to propose new algorithms for the existing 
applications for which the algorithms were implemented for sequential computation. Besides, it is 
a (key, value) based restricted parallel computing paradigm that allow sequential implementations 
to be redesigned with MapReduce to parallelize these algorithms. 
In this paper, the Market Basket Analysis algorithm on MapReduce is presented, which is 
association based data mining analysis to find the most frequently occurred group of products in 
the baskets at a store. The user is given the capability of choosing how many top transactions and 
how many items needed to be in that group. The data set shows that associated items can be 
grouped with the MapReduce approach. 
This algorithm has been executed on the 22-Node Hadoop cluster at North Dakota State 
University varying the number of mappers from 2 to 18, and the number of reducers from 1 to 6 
on three different sizes of data. The execution times of the three different data sets show that 
processing large amount of data is way faster when compared to smaller amount of data. The 
execution times of the test cases show that the proposed algorithm gets better performance while 
running on large number of mappers and reducers until certain point. However, from a certain 
point, MapReduce does not guarantee to increase the performance even though we add more 
mappers or reducers because there is a bottle-neck for distributing, aggregating, and reducing the 
data set among the nodes against the computing powers of additional nodes.  
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