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Abstract—We present a Python-based software package to au-
tomatically obtain phenomenological models of input-controlled
synthetic biological circuits that guide the design using chemical
reaction-level descriptive models. From the parts and mechanism
description of a synthetic biological circuit, it is easy to obtain a
chemical reaction model of the circuit under the assumptions of
mass-action kinetics using various existing tools. However, using
these models to guide design decisions during an experiment
is difficult due to a large number of reaction rate parameters
and species in the model. Hence, phenomenological models
are often developed that describe the effective relationships
among the circuit inputs, outputs, and only the key states and
parameters. In this paper, we present an algorithm to obtain
these phenomenological models in an automated manner using a
Python package for circuits with inputs that control the desired
outputs. This model reduction approach combines the common
assumptions of time-scale separation, conservation laws, and
species’ abundance to obtain the reduced models that can be
used for design of synthetic biological circuits. We consider an
example of a simple gene expression circuit and another example
of a layered genetic feedback control circuit to demonstrate the
use of the model reduction procedure.
I. INTRODUCTION
Model reduction is a widely used tool in engineering design
and analysis. Abstracting away the details of a system
model to focus on modeling the properties of interest and
its interactions is an important insight that is commonly
used in control systems’ design. Reduced models are also
useful to specify the desired objectives or the performance
specifications of a system. To meet these objectives, the
designer needs to map these reduced models to the level
of system design and also mathematically characterize this
mapping in order to understand and analyze the system
performance. For biological systems, this is a challenge that
obscures the use of mathematical models in experimental
designs and analysis to some extent. One of the most
common assumptions in biological model reduction is that
of time-scale separation wherein processes work at different
time scales. This assumption has been used to obtain reduced
order models by assuming species at quasi-steady state.
A recent review paper [1] discusses basic ideas around
quasi-steady state approximation (QSSA) based model
reduction approaches. The paper also discusses other
common approaches of model reduction such as finding slow
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invariant manifolds [2], computational [3] and geometric [4]
singular perturbation theory in reaction kinetics models. The
latter approaches are based on utilizing time-scale separation
in system dynamics. However, a common downside to
singular perturbation theory [5] based model reduction
approaches is that finding the small parameter that transforms
the system of ordinary differential equations into the required
structure of singularly perturbed dynamics is non-trivial and
hard to determine for general system dynamics. In [6], a
method to determine the small parameters is presented and
applied to the enzymatic reaction system. However, it is not
yet clear how this approach would scale up to the commonly
encountered models in synthetic biology. Hence, the relaxed
version of singular perturbation based model reduction using
QSSA [7]–[10] is more commonly used.
With standard QSSA based model reduction we do not
get bounds on the error in reduction or any other form of
guarantee that ensures that the reduced models are correct.
The assumptions that drive the QSSA methods are usually ad
hoc and based on understanding of the system in consideration
at particular operating conditions. Due to these disadvantages,
the approach cannot be systematically used in a generalized
fashion or be guaranteed to work for systems under various
conditions often leading to incorrect models [11, Ch. 3].
A computational approach to improve QSSA based model
reduction that provides bounds on error in reduction was
shown in [12]. In [13], this approach was extended to ensure
that the reduced models obtained by repeated application of
combinatorial QSSA leads to models that are robust with
respect to parameter variations along with minimizing the
errors. Our work in this paper develops further on this work.
A model reduction approach for controlled biochemical
reaction systems is presented in [14]. Algebraic approaches
such as state elimination using conservation laws, parameter
lumping and non-dimensionalization are combined with a
balanced truncation method that retains the input-output
mapping for the controlled biochemical system. Balanced
truncation [15]–[17] is a model reduction method that is
based on proposing a transformation of system coordinates
so that the unobservable and uncontrollable modes can be
eliminated. These methods have been shown to be successful
for linear dynamical systems [18]. However, extensions of
these methods to nonlinear dynamics is still an unsolved
research question. Other approaches also use transformation
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of coordinates to reduce a system model such as in [19] where
it is shown that coordinate transformations can be proposed
to bring the system into the desired singular perturbation
form in order to identify the slow and the fast dynamics.
Based on this approach, an automated algorithm has also
been presented in [20]. However, this algorithm assumes that
fast and slow species have already been recognized in the
model, which is not always an easy task. To develop better
and more suitable model reduction methods for synthetic
biological circuits, it is clear that we would need to combine
algebraic approaches that take advantage of the structure of
chemical reaction level models with the general approaches
that exploit time-scale separation assumptions. The results
in [1] reinforce this point. Our approach in this paper is a
step in this direction.
A. Summary of results in this paper
In [13], it was shown that for an autonomous nonlinear
dynamical system reduced models can be obtained in an
automated fashion by choosing the set of states to collapse
in the QSSA procedure by using two metrics as discussed
in the later sections. We extend these results in this paper
by providing results that enable us to obtain robust reduced
models for general nonlinear dynamical systems that are driven
by a set of inputs as well as different initial conditions. We
combine this extension with the assumptions of conservation
laws and species abundance to obtain phenomenological Hill
function models for synthetic biological circuits. We also
present a Python package that implements this algorithm. We
demonstrate our method using different examples of synthetic
biological circuits by obtaining commonly encountered re-
duced order models in an automated manner.
B. Significance of the results
In addition to guiding the design of synthetic biological
circuits, the reduced models play an important role in the
analysis of the circuits using the experimentally obtained data.
Since the model parameters that lead to the desired outputs
are not unique for CRN level models, it can be challenging
to identify all of the parameters. This issue of parameter non-
identifiability has been explored in detail in the literature [21].
Using the approach in this paper, we obtain reduced order
models with lower number of parameters hence helping in
the analysis of these circuits. The approach can also be used
to find out a mathematical description of the non-identifiable
manifold as it can give expressions for the lumped parameters
which correspond to this manifold.
II. PRELIMINARIES
Throughout this paper, we use the notation of variables with
a hat such as xˆ, fˆ and so on, to refer to variables of the
reduced order model and variables without the hat refer to
the full model. Variables with a bar such as x¯ are used to
denote stacked vectors that contain both the full model and
the reduced model variables. So, x¯ =
[
x xˆ
]T
. For signal
norms, we will consider the Euclidean norm defined over Rn.
For a signal x(t) ∈ Rn defined for all t ≥ 0, we define this
norm as
‖x(t)‖2 =
(∫ ∞
0
x(t)Tx(t)dt
)1/2
.
Definition 1. A nonlinear dynamical system with affine inputs
is defined as
x˙ = f(x,Θ) + g(x,Θ)u (1)
y = h(x,Θ),
where x ∈ Rn are the states of the system, u ∈ Rq are the
inputs and y ∈ Rp are the outputs. The vector of model param-
eters are given by Θ and the respective dynamics are given by
the nonlinear functions f, g, and h. We assume that the initial
conditions for the system are given by x(0) = x0 ∈ Rn.
Definition 2. A reduced order nonlinear dynamical system for
the system in (1) is defined as
˙ˆx = fˆ(xˆ,Θ) + gˆ(xˆ,Θ)u (2)
yˆ = hˆ(xˆ,Θ)
where xˆ ∈ Rnˆ, nˆ < n and yˆ ∈ Rp, since we assume that the
number of outputs are not reduced. The initial condition for
the reduced model is given by xˆ(0) = xˆ0.
Definition 3. The sensitivity coefficient of a state variable x
with respect to a parameter θ ∈ Θ is defined as
S =
∂x
∂θ
.
From [22], for dynamics of x given by the nonlinear function
f , i.e., x˙ = f(x,Θ) we know that the sensitivity coefficients
satisfy the sensitivity equation S˙ = JfS + Zf , where Jf ∈
Rn×n is defined as the Jacobian of the nonlinear function f
with respect to x,
Jf =
∂f
∂x
(3)
and sensitivity to parameter matrix for the function f is
defined as Zf ∈ Rn×1 and given by,
Zf =
∂f
∂θ
. (4)
For simplicity, we often write Jf = J and Zf = Z.
For simpler notations when working with the full and reduced
model together, we define an augmented state vector x¯ as
follows
x¯ =
[
x
xˆ
]
, (5)
where x is the full state vector and xˆ is the reduced state vector.
We extend this notation to all other corresponding elements
such as J¯ , Z¯, S¯, etc. as given below
S¯ =
[
S
Sˆ
]
, J¯ =
[
J
Jˆ
]
. (6)
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III. RESULTS
Before presenting the main results, it is important to note the
following assumptions that we make for the rest of this paper:
1) We assume mass-action kinetics for chemical reaction
network dynamics that describe the biological processes.
Hence, our circuit models will be given by deterministic
ordinary differential equations.
2) As discussed in the Introduction, we are only interested
in the structured model reduction problem where the
states of the full model retain their definitions in the
reduced models. Hence, we do not consider coordinate
transformations to reduce the models. As a result, the
reduced state variables are related to the full state
variables as follows:
x = T
[
xˆ
xc
]
, (7)
where T is a permutation matrix with only one nonzero
element in each row or column, and xc is the set of
collapsed state variables, i.e. the variables for which
dynamics are collapsed in the process of reducing the
model.
3) From the previous assumption, it is also implied that the
inputs and outputs will always be retained in a reduced
model.
4) As given in the nonlinear dynamical system in equa-
tion (1), we assume affine input dynamics.
We are now ready to present our main results. Consider a
forced nonlinear dynamical system with an input u given by
x˙ = f(x,Θ) + g(x,Θ)u, (8)
a linear relationship for the output,
y = Cx (9)
and the reduced model
˙ˆx = fˆ(xˆ,Θ) + gˆ(xˆ,Θ)u (10)
yˆ = Cˆxˆ, (11)
where x ∈ Rn and the reduced state variables xˆ ∈ Rnˆ such
that nˆ < n. For simplicity of exposition, we assume that
the input is scalar. The results that follow can be derived
for systems with multiple inputs as well but with more
complicated algebra. To choose the correct reduced model
obtained after making the appropriate assumptions of time-
scale separation, conservation laws, and species abundance
assumptions, we consider the following metrics. We show how
we can computationally associate these metrics with every
possible reduced model to decide the best reduced model
for a given system dynamics. Note that these results extend
the results in [13] for non-autonomous nonlinear dynamical
systems.
A. Error metric
Similar to [13], we can derive a bound on norm of the error in
the outputs e = ‖y − yˆ‖2. Clearly, this is the most important
metric of comparison between a full model and a reduced
model as it compares the outputs of the two models for all
time. Define an augmented system with states of the full and
the reduced model stacked together as follows,
˙¯x
∆
=
[
x˙
˙ˆx
]
=
[
f 0
0 fˆ
]
x¯+
[
g
gˆ
]
u. (12)
Note that we omitted the variables in the notation above for
f(x,Θ), g(x,Θ), and so on for simplicity. The advantage of
this augmented state dynamics is that the error in the outputs
e naturally appears as the output for this augmented system
since,
e =
[
C −Cˆ] x¯. (13)
As pointed out in [12], finding a bound on the error for general
nonlinear systems might not always be possible and is usually
associated with finding a Lyapunov function for the nonlinear
system [23]. So, in the next theorem we present a bound on
the error for the linearized dynamics of the full and reduced
order model and discuss the methods available for nonlinear
systems next. Define,
f¯
∆
=
[
f 0
0 fˆ
]
,
g¯
∆
=
[
g
gˆ
]
,
and its linearization around a point x∗ ∈ Rn, given by the
Jacobian evaluated at this point,
A¯ = J¯f (x
∗), B¯ = J¯g(x∗),
C¯
∆
=
[
C −Cˆ] x¯.
Theorem 1. If the linearized dynamics of the full and the
reduced model are stable, then the norm of the error in outputs
is bounded above by
‖e‖22 ≤ x¯T0 Px¯0 + 2
∫ ∞
0
∥∥B¯TPx¯u∥∥ dt, (14)
if there exists a P = PT  0 that satisfies A¯TP + PA¯ =
−C¯T C¯.
Before proving this theorem, note that the matrix P can be
obtained for the linearized dynamics by solving the Lyapunov
equation A¯TP + PA¯ = −C¯T C¯ where A¯ is the linearization
of f¯ around a point in state-space. To get a bound on the error
without linearizing the dynamics, we could either compute the
norm of the error in a brute force way computationally or find
a storage function using techniques such as SOSTOOLS [24]
to find an appropriate upper bound, as shown in [12]. Also
note that bound in the theorem can be further simplified as
shown in [12], [13] to only depend on the reduced variable xˆ
and the collapsed state variables.
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Proof. Consider a positive definite function V (x¯) = x¯TPx¯
such that P satisfies the conditions in the theorem statement.
Taking the derivative with respect to time, we get
dV
dt
= x¯(A¯TP + PA¯)x¯+ uB¯TPx¯+ x¯TPB¯u
= −x¯C¯T C¯x¯+ uB¯TPx¯+ x¯TPB¯u
⇒ x¯C¯T C¯x¯ = −dV
dt
+ uB¯TPx¯+ x¯TPB¯u.
Now, for the norm of the error we can write,
‖e‖22 =
∫ ∞
0
e(t)T e(t)dt
=
∫ ∞
0
x¯T C¯T C¯x¯dt
=
∫ ∞
0
(
−dV
dt
+ uB¯TPx¯+ x¯TPB¯u
)
dt
≤ V (0) + 2
∫ ∞
0
∥∥B¯TPx¯u∥∥ dt
Writing V (0) = x¯T0 Px¯0, we get the desired results.
B. Robustness metric
In this section we discuss a metric that gives a measure of
robustness of the reduced model with respect to the full model.
We can use this metric to compare various possible reduced
order models to find out the models for which the error in
model reduction is the least sensitive to the model parameters.
This metric is given by
Se =
∂e
∂θ
,
for θ ∈ Θ. The next result gives a bound on the robustness
metric for the forced nonlinear dynamical system in equa-
tion (8).
Theorem 2. The norm of the sensitivity of the error Se as
defined above is bounded above by,
‖Se‖22 ≤ λmax(P ) + 2
∫ ∞
0
∥∥Z¯Tf PS¯∥∥+ ∥∥Z¯Tg PS¯u∥∥ dt (15)
if there exists P = PT  0 such that P J¯f + J¯Tf P = −C¯T C¯
and P J¯g + J¯Tg P  0 where J and Z are the Jacobian and
parameter sensitivity matrices of nonlinear functions f and g
as defined in Section II.
Similar to the previous theorem, the condition can be simpli-
fied further as shown in [13] to only depend on the reduced
variable xˆ and the collapsed variable xc. This simplification
follows by defining a permutation matrix T that separates the
state variables x into xˆ and xc after time-scale separation
assumptions have been applied. Also note that, unlike the
previous theorem, it is simpler to find a matrix P that
satisfies the given condition. This is due to the fact that the
sensitivity system is a linear system where we can obtain the
Jacobian matrix at each time point and use the continuous-
time Lyapunov equation to solve for a P that satisfies the
conditions required in the theorem statement.
Proof. The proof follows similar to the proof of the previous
theorem by defining a function V (S¯) = S¯TPS¯ and calculating
the bound for ‖Se‖. Note that S¯ is defined according to the
notation given in Section II. The additional condition on P
helps to give the bound in the final form as given in the
theorem statement. See the Appendix for full proof.
The results above assumed that the outputs of the system are
linearly related to the states y = Cx, however, we can derive
similar results even without this assumption.
Theorem 3. For the system dynamics in equation (1) with
output dynamics given by y = h(x,Θ) and the reduced model
dynamics given in equation (2) with output dynamics given by
yˆ = hˆ(xˆ,Θ), the norm of the sensitivity of error is bounded
above by,
‖Se‖22 ≤ λmax(P ) + 2
∥∥Z¯h∥∥22 (16)
+
(∫ ∞
0
(∥∥Z¯Tf PS¯∥∥2 + ∥∥Z¯Tg PS¯u∥∥) dt) (17)
if there exists P = PT  0 such that J¯TP + P J¯ = −C¯T1 C¯1,
where
C¯1 =
[
1 −1] [Jh 0
0 Jˆh
]
∆
= CeJ¯h.
Proof. For Se, we have the following from Definition 3,
Se =
∂e
∂θ
=
∂y
∂θ
− ∂yˆ
∂θ
.
Using chain rule, we can write
Se =
(
∂h
∂x
)(
∂x
∂θ
)
+
(
∂h
∂θ
)
.
Defining the Jacobian Jh and parameter sensitivity matrices
Zh with respect to h and substituting back, we can write,
Se =
[
1 −1] [Jh 0
0 Jˆh
] [
S
Sˆ
]
+
[
1 −1] [Zh
Zˆh
]
,
Se = C¯1S¯ + CeZ¯h.
Now, consider the function V (S¯) = S¯TPS¯ and proceed in a
similar way as in the proof of previous results to write ‖Se‖22,
‖Se‖22 =
∫ ∞
0
S¯T C¯T1 C¯1S¯dt+
∫ ∞
0
Z¯Th C
T
e CeZ¯hdt
=
∫ ∞
0
S¯T C¯T1 C¯1S¯dt+ 2
∥∥Z¯h∥∥22 .
Using the result from Theorem 2 and J¯TP +P J¯ = −C¯T1 C¯1,
‖Se‖22 ≤ λmax(P ) + 2
∥∥Z¯h∥∥22
+
(∫ ∞
0
(∥∥Z¯Tf PS¯∥∥2 + ∥∥Z¯Tg PS¯u∥∥) dt)
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C. Input-Output mapping
For forced nonlinear systems, in addition to the error and
the robustness metric, it is also important to consider the
input-output mapping so that the response of a reduced
model for an input is similar to that of the full model. If the
mapping from u 7→ y is linear, the computation of induced
system norms is a well studied topic, see for example [25].
However, for general nonlinear systems, this is still an active
research area [26] with results only available under certain
structural conditions on the system dynamics. Similar to the
gap-metric for linear systems [27], [28], there have been a
few results on computation of the gap metric for nonlinear
systems [29]. We can use similar computational results in our
model reduction procedure by assigning the gap metric to
each nonlinear reduced order model.
On the other hand, if we are only interested in the
response to an input at steady state or at a fixed number of
points in the response, then we can linearize the dynamics
at these points and assess the induced system norm for each
reduced model and use this as a metric while choosing a
reduced order model. For the system operator H : u 7→ y, we
define,
γ(H) := sup
u 6=0
‖Hu‖
‖u‖ . (18)
We will use this metric to demonstrate the system norm
comparison between reduced models for input signals applied
to the biological examples considered in the next section.
D. Python software package
A Python based implementation of the model reduction al-
gorithm discussed above called AutoReduce is available
at [30]. The algorithm is similar to Algorithm 1 given in [13].
In [13], the algorithm was used to obtain a reduced order
model for the circuit in [31]. We extend this algorithm using
the results discussed in this paper and demonstrate its applica-
tion to more general examples. The Python package works by
loading an ODE model into the System object using Python
Sympy [32]. Local sensitivity analysis using an approximate
4th order central difference method [22] and a more accurate
method that solves the sensitivity system ODEs directly are
also implemented in this package. With the Reduce class,
the following important tools are available:
1) Time-scale separation: To solve the time-scale separation
problem for a given model, the package methods can be used
to set the dynamics of the given states to collapse (xc) to zero
and to automatically substitute back into the dynamics for the
reduced state variables (xˆ). This method automates the QSSA
procedure and can often be useful to compute QSSA based
reduced models without specifying parameter values.
2) Conservation laws: Using conservations laws, we can
eliminate states that are conserved from our ODE model. We
integrate this appraoch in our method similar to the method
in [14]. The conservation laws can be explicitly defined and
these are used in the software package accordingly to eliminate
state variables and compute the reduced order models.
3) Comparison metrics: The comparison metrics discussed
above are implemented in this package as well. For any pair of
full model and reduced model, metrics such as the norm of the
error (‖e‖) or the robustness metric (‖Se‖) can be computed.
IV. EXAMPLES
In this section, we will present biologically relevant examples
to demonstrate the model reduction procedure discussed in the
previous section. We start with the canonical example of the
enzymatic reaction system for which we get the Michaelis-
Menten kinetics as the reduced order model. We show that
we can use the software package discussed above to specify
the conservation laws and get the reduced order model in an
automated manner.
A. Enzymatic reaction dynamics
We create the chemical reaction network model using mass-
action kinetics for the enzymatic reaction system described by
the following reactions:
E + S
a←→
d
C
k−→ P + E (19)
The full mass-action kinetics based model with four species
is given by:
dS
dt
= −aES + dC, dC
dt
= aES − (d+ k)C
dE
dt
= −aES + dC + kC, dP
dt
= kC
To obtain the reduced model, we use the Python package
presented in this paper. After loading the System object in
the package with the full model and the parameters given
above, we specify the conservation laws for this system :
E = Etotal−C and S+C+P = Stotal. We also specify that
the output of interest for this system is P , the product species.
The output species (P) are always retained in our model
reduction procedure as discussed in the previous section. On
running the software to automatically obtain the reduced order
model, it first eliminates the two state-variables E and S
based on the conservation laws. In the next step, it solves
for time-scale separation to obtain a possible reduced order
model. For this reduced model, we computed the error metric
(‖e‖ = 9.7 × 10−4) as well as the robustness metric (‖Se‖)
over the model initial conditions. If the metrics are lower than
the desired tolerance level, then we can conclude that the final
reduced model is given by:
dP
dt
= KLC¯,
where KL is the lumped parameter and C¯ is a function of
Etot, Stot and model parameters. All of the simulations and
code required for computations for this example is available
at [30].
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B. Gene expression : TX-TL model
Consider a model of gene expression where a gene G tran-
scribes to an mRNA species T which translates into the protein
species X . In this system, the concentration of G controls the
production of the output protein X . Hence, the system has an
input u = [G] and one output y = [X]. The model dynamics
can be derived as an ODE by writing down the mass-action
kinetics for these chemical reactions:
G+ P
a1←→
d1
C1
C1
k1−→ G+ P + T
T +R
a2←→
d2
C2
C2
k2−→ T +R+X
T + E
a3←→
d3
C3
C3
k3−→ E
X
d−→ ∅, T dT−−→ ∅
The transcription starts by the action of RNA polymerase
P and the translation is modeled by the binding of ribo-
some R to the transcript T . We have also modeled the
degradation of the mRNA species by the endonucleases E.
The output species of interest in this case is the protein
X . Since we can control the input gene concentration, we
treat [G] as our input. The system dynamics with 8 states,
x =
[
P C1 T R C2 E C3 X
]T
) and 11 parame-
ters are given by:
f =

(d1 + k1)x2
−(d1 + k1)x2
k1x2 + k2x5 − a2x3x4
(d2 + k2)x5 − d2x3x4
a2x3x4 − (d2 + k2)x5
(d3 + k3)x7 − a3x3x6
a3x3x6 − (d3 + k3)x7
k2x5 − dx8

, g =

−d1x1
a1x1
0
0
0
0
0
0

C =
[
0 0 0 0 0 0 0 1
]
.
In the AutoReduce software package, the system model
as described above can be directly loaded using symbolic
variables as follows:
sys = System(x, f, g, u, C, params)
Since, we are only interested in the expression of the protein X
driven by the input G, our goal is to obtain a simpler reduced
order model for this system that preserves this mapping
while also ensuring robust performance with respect to model
parameters. We assume that the resources P,R and E are
conserved. So, we get the following conservation laws:
P + C1 = Ptot
R+ C2 = Rtot
E + C3 = Etot.
These conservation laws can be set to the Reduce class object
created for the System as follows:
sys_reduce = reduce(sys)
sys_reduce.set_conservation_laws([P,R,E])
We can now obtain the various possible reduced order model
for this transcription-translation model. From the dynamics of
the system, we see that we would need to use the result of
Theorem 2. We would also need the error metric and the metric
on the input-output mapping to compare the performance of
various reduced models. We can use the following utility
functions available in AutoReduce to compute the reduced
models and the related metrics:
reduced_model =
sys_reduce.solve_timescale_separation(states)
reduced_model.get_error_metric()
reduced_model.get_robustness_metric()
reduced_model.get_gamma(x_point)
In addition to these utility functions, the package also has
automated functions that do all the computations required
given the full model to get various possible reduced order
models. For this example, we set the tolerance for maximum
number of states in a reduced model to three. Among the
various possible reduced models with three or fewer states,
we use the computation of the metrics (as discussed above) to
choose a “best” reduced order model. We start by fixing the
nominal parameter values and setting the initial conditions for
the full CRN model. Note that the parameter values might not
always be known exactly as is often the case with biological
systems. However, for the numerical computations involved in
the model reduction algorithm to work we need these nominal
parameter values and initial conditions. The robustness metric
that the algorithm computes can then be used to understand the
sensitivity of each of the obtained reduced models with all the
model parameters. Since we can eliminate the reduced models
that have high robustness metric, the requirement of parameter
values in the full model is not strict and rough guesses should
suffice for the algorithm to work. On running the algorithm,
we get a set of reduced order models as shown in Figure 1. The
detailed equations for some of the reduced models are given
in Appendix 2. One of the reduced models that retains the
states corresponding to the mRNA transcript and the output
protein X is given below. Note that this is similar to the
commonly used transcription-translation models [11]. We can
derive this model by lumping various parameters and making
approximations based on the usual parameter values in the
reduced model (xˆ =
[
T X
]T
) given in the Appendix 2:
dT
dt
= KL1 ·G− dTT −
dE1T
kE2 + T
dX
dt
= KL2 · T − d ·X.
where KL1 ,KL2 , dE1 , kE2 are lumped parameters. This is the
best reduced model in terms of the output error metric if we
wish to restrict the number of states to two. But, it is also
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Fig. 1. The output response of the full CRN model compared alongside the
output of various reduced order models for a step input. The legend indicates
each of the reduced models with the corresponding norm of the error in the
output. It is clear from the figure that we cannot choose a particular reduced
model based only on the error metric.
Fig. 2. Robustness metric (‖Se‖) for different reduced models as computed
according to the results in the previous section. From this heatmap, it is clear
that to get lower sensitivity to the model parameters, we need to increase
the size of xˆ by 1 and consider models with three states retained. The
reduced model with xˆ =
[
T R X
]T is the least sensitive to the model
parameters, hence it can be a good candidate for our choice of final reduced
order model.
important to check whether this reduced model preserves the
input-output mapping or not and if it is robust to various model
parameters. The comparison of the robustness metric for all
of the reduced models is shown in the heatmap in Figure 2.
Finally, in Figure 3, we look at the input-output mapping for
various reduced models compared to the full CRN model. As
discussed in the previous section, to compute system norms
it is simpler to linearize the nonlinear models. In Figure 3,
the vertical lines show the points at which we linearize all of
the models. Using the linearized model, we can compute any
system norm of our choice. In this example, we compute the
2-norm [33, Ch.2] using the state-space matrices obtained after
linearization [23] at each of the chosen point in the trajectory.
Hence, based on the three metrics, we can conclude that the
reduced model that retains the states T , R, and X is the best
Fig. 3. Comparison of γ(H) for each of the reduced model linearized at the
points denoted. From this metric, we can conclude that the reduced model with
xˆ =
[
T R X
]T preserves the input-output mapping when compared to
the full CRN model.
Fig. 4. Circuit design for the layered feedback controller from [34]. In
this circuit, R is an sRNA regulator that interacts with the attenuator (Att)
RNA. This interaction causes transcriptional termination, and therefore down
regulates the gene expression of downstream genes. The promoter PRhl is
activated by the (input 1) inducer molecule (Rhl-AHL), which expresses the
transcription factor CinR that activates the Pcin promoter in presence of the
Cin-AHL inducer (input 2).
possible reduced model for this gene expression example. The
model equations are given in Appendix 2. All simulations,
Python package setup, and parameters for this example are
available at [30].
C. Layered synthetic feedback controller
As the final example, we consider a genetic layered feedback
controller recently shown in [34]. The circuit implements
feedback control mechanisms both at the molecular and
the population level to control the system performance
under various disturbances. A phenomenological model
was developed for this circuit and presented in [34]. This
model was used for the analysis of the design and to study
important properties of the system such as disturbance
attenuation and stability under various perturbations.
However, depending on the parts and components used
to build this circuit experimentally, the detailed chemical
reaction level model may or may not correspond to the
phenomenological model used to make the design decisions
and study performance specifications of this system. Hence,
the model reduction approach presented in this paper can
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be used to computationally determine the phenomenological
model from the chemical reaction level models in order to
guide the experimental design. Since this circuit has inducer
molecule concentrations that are used as inputs that control
the output protein expression, the results in Theorem 1, 2,
and the discussion in Section III-C are needed in order to
study the reduced models.
We begin by developing a chemical reaction level model
from the proposed parts and component description as shown
in Figure 4:
P1 + I1
a1←→
d1
C1, C1 + I1
a2←→
d2
C2
C2 + T
a3←→
d3
AT , R+AT
k1−→ T
AT
βA−−→MS +AT , MS dM−−→ ∅
MS
ktl−−→MS + S, S dS−−→ ∅
S
kr−→ S∗, S∗ dS∗−−→ ∅
where P1 is the transcription factor Rhl-R, I1 is AHL-Rhl,
T denotes the inactive transcript that gets activated by the
dimerized complex C2 to form the active transcript AT . This
active transcript AT transcribes into the mRNA species given
by MS . Finally, MS translates into the signalling protein Cin-
R denoted by S. A small RNA R acts as a regulator that
represses the expression of S as it binds to the active transcript
AT to make it inactive. The protein S signals the production
of the cis-regulatory mechanism which is governed by the
following set of chemical reactions:
S∗ + I2
a4←→
d4
CC , CC + T
a5←→
d5
AC
R+AC
k2−→ T
AC
βC−−→ R+MG +AC , R dR−−→ ∅
MG
kG−−→MG +G, G dG−−→ ∅
G
kr2−−→ G∗, G∗ dG∗−−→ ∅
where I2 is AHL-Cin and AC denotes the active transcript that
leads to the downstream expression of the regulator sRNA R.
MG and G denote the mRNA and the protein species of the
fluorescent protein GFP. Using mass-action kinetics, we can
obtain an ODE model for the circuit. Loading this model into
the software package and setting the conservation laws for this
circuit, our goal is to find out reduced order models for this
circuit. We use the following conservation laws:
T1 +AC = T1tot
T2 +AT = T2tot.
The full model after substituting the conservation laws is given
by:
f =

C1d1
−ATRk1 −AT d3 + C2a3 (−AT + T1tot)
−C1d1 + C2d2
ATRk1 +AT d3 − C2a3 (−AT + T1tot)
ACbC −RdR
AT d3 − C2a3 (−AT + T1tot)− C2d2
AT bA −MSdM
MSktl − SdS − Skr
CCd4 + Skr − S∗dS∗
ACd5 − CCa5 (−AC + T2tot)− CCd4
−ACRk2 −ACd5 + CCa5 (−AC + T2tot)
ACbC −MGdM
−GdG −Gkr2 +MGkG
Gkr2 −G∗dG∗
ACRk2 +ACd5 − CCa5 (−AC + T2tot)

,
g =

−I1P1a1
0
−C1I1a2 + I1P1a1
0
0
C1I1a2
0
0
−I2S∗a4
I2S
∗a4
0
0
0
0
0

, x =

P1
AT
C1
R
C2
MS
S
S∗
CC
AC
MG
G
G∗

.
We use the AutoReduce package for this system model to
get various reduced models. Note that we can obtain these
reduced model representations without the explicit information
about all the parameters. So, if we assume that the fast states
are known to us a priori, then we can use this software
package to obtain the reduced models symbolically. Using the
information from [34], we can obtain a reduced model for the
layered feedback control circuit. The reduced model obtained
is given below. It is possible to show that this model is similar
to the minimal model given in [34]. The model is obtained
by retaining the states R, MS, AT, S∗, CC, MG, G, G∗. The
8
.CC-BY-NC-ND 4.0 International licenseauthor/funder. It is made available under a
The copyright holder for this preprint (which was not peer-reviewed) is the. https://doi.org/10.1101/2020.02.15.950840doi: bioRxiv preprint 
reduced model is given by
dAT
dt
= −ATRk1 + ATa3d3 (−AT + T1tot)−ATa3 + T1tota3 + d2 −AT d3
dR
dt
= −RdR + bC (CCT2tota5 + I2S
∗a4)
CCa5 +Rk2 + d5
dMS
dt
= AT bA +
AT d2d3
−ATa3 + T1tota3 + d2 −MSdM
dS∗
dt
= CCd4 +
MSkrktl
dS + kr
− S∗dS∗
dCC
dt
= −CCa5
(
T2tot − CCT2tota5 + I2S
∗a4
CCa5 +Rk2 + d5
)
− CCd4 − I2S∗a4 + d5 (CCT2tota5 + I2S
∗a4)
CCa5 +Rk2 + d5
dMG
dt
= −MGdM + bC (CCT2tota5 + I2S
∗a4)
CCa5 +Rk2 + d5
dG
dt
= −GdG −Gkr2 +MGkG
dG∗
dt
= Gkr2 −G∗dG∗ .
On further simplification, introducing lumped parameters, and
making approximations using parameter values from [34], we
can write the reduced model as follows:
dAT
dt
= KA
AT
KA3 +AT
−ATRk1 − dAAT
dR
dt
= Krm
CC
KCC + CC
· KR1KS∗I2S
∗
KR2 +R
− dRR
dMS
dt
= Kms
A2T
A2T +KAT
−MSdM
dS∗
dt
= CCd4 +KmsMS − dS∗S∗
dCC
dt
= −CCa5
(
T2tot − CCT2tota5 + I2S
∗a4
CCa5 +Rk2 + d5
)
− CCd4 − I2S∗a4 + d5 (CCT2tota5 + I2S
∗a4)
CCa5 +Rk2 + d5
dMG
dt
= Krm
CC
KCC + CC
· KR1KS∗I2S
∗
KR2 +R
−MGdM
dG
dt
= kGMG − dGG− kr2G
dG∗
dt
= kr2G− dG∗G∗.
From this result, we conclude that the minimal model given
in [34] is a good approximation of the full CRN level sys-
tem dynamics under some assumptions. With this systematic
derivation of the reduced model, we can analyse the parameter
regimes in which the minimal model is close to the full model.
V. CONCLUSION
Our main result in this paper gives a structured model
reduction approach for forced nonlinear dynamical systems
that model the chemical reactions occurring in a biological
process using mass-action kinetics. We extended the results
in [13] to give model reduction tools for controlled synthetic
biological circuits (i.e. for systems with inputs). We derived
three different metrics to compare various possible reduced
order models viz. the normed error in outputs to compare
the output responses between the full model and the reduced
models, the sensitivity of error with respect to model
parameters to compare the robustness of reduced models,
and an induced norm metric to compare the input-output
mapping for systems driven by inputs. Using these results,
we presented an automated computational pipeline to derive
phenomenological models of biological circuits directly
from chemical reaction level descriptions. We implemented
this automated pipeline as a Python package [30] and
demonstrated its utility using examples of model reduction
of a simple gene expression transcription-translation circuit
model and a layered genetic feedback controller.
An important direction of future work could be to
mathematically characterize the mapping from the chemical
reaction level models to the phenomenological models
describing the system behavior. The computational pipeline
developed in this paper might be helpful towards that end.
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APPENDIX 1
Proof of Theorem 2:
Proof. For the system in (8), we can write the sensitivity coefficient as
S =
∂x
∂θ
,
where θ ∈ Θ. Using chain rule, we can derive the sensitivity system equation given by
S˙ = (JfS + Zf ) + (JgS + Zg)u.
for a scalar u. Consider a function V (S¯) = S¯TPS¯ for P = PT  0 that satisfies the conditions given in the theorem statement.
Recall that the S¯ notation denotes the stacked vectors for the full and the reduced models. Taking the derivative of V with
respect to time, we can write,
dV
dt
= ˙¯STPS¯ + S¯TP ˙¯S.
Substituting for ˙¯S using the sensitivity system equation derived above as ˙¯S =
(
J¯f S¯ + Z¯f
)
+
(
J¯gS + Z¯g
)
u we get
dV
dt
= S¯T
(
P J¯f + J¯
T
f P
)
S¯ + S¯T
(
P J¯g + J¯
T
g P
)
S¯
+
(
S¯TPZ¯f + Z¯
T
f PS¯
)
+
(
S¯TPZ¯gu+ Z¯
T
g PS¯u
)
Now if there exists a P = PT such that
P J¯f + J¯
T
f P = −C¯T C¯
P J¯g + J¯
T
g P  0
,
then we get the following bound by manipulating the 2-norm of Se,
‖Se‖22 ≤ S¯T0 PS¯0 + 2
∫ ∞
0
(∥∥Z¯Tf PS¯∥∥+ ∥∥Z¯Tg PS¯u∥∥) dt.
Finally, observing that the initial conditions for the sensitivity coefficients is either 0 or 1 depending on if the initial condition
is a function of a parameter or not [22], we can write the following bound,
‖Se‖22 ≤ λmax(P ) + 2
∫ ∞
0
(∥∥Z¯Tf PS¯∥∥+ ∥∥Z¯Tg PS¯u∥∥) dt,
which gives us the desired result. This can be further simplified as shown in [13] to express this bound only in terms of xˆ,
the reduced state variables and xc, the collapsed state variables.
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APPENDIX 2
Reduced models for gene expression example
The model equations for various reduced order models discussed in the Results section are given below. For xˆ =
[
T X
]T
,
we have
fˆ1 = −RtotTkbr (ktl + kur)
Tkbr + ktl + kur
+ ktx
(
− Ptot (kbp + ktx)
Gkup + kbp + ktx
+ Ptot
)
+ kur
(
− Rtot (ktl + kur)
Tkbr + ktl + kur
+Rtot
)
fˆ2 = −Xd+ ktl
(
− Rtot (ktl + kur)
Tkbr + ktl + kur
+Rtot
)
.
For xˆ =
[
T R X
]T
, we have
fˆ1 = −RTkbr + ktx
(
− Ptot (kbp + ktx)
Gkup + kbp + ktx
+ Ptot
)
+ kur (−R+Rtot)
fˆ2 = −RTkbr + (−R+Rtot) (ktl + kur)
fˆ3 = −Xd+ ktl (−R+Rtot) .
For xˆ =
[
E X
]T
, we have
fˆ1 = −Ekbe (−GPtotktxkup +GRtotktlkup +Rtotkbpktl +Rtotktlktx)
ktl (Gkup + kbp + ktx)
+ (−E + Etot) (di + kue)
fˆ2 = −Xd+ ktl
(
Rtot − −GPtotktxkup +GRtotktlkup +Rtotkbpktl +Rtotktlktx
ktl (Gkup + kbp + ktx)
)
.
For xˆ =
[
P T X
]T
, we have
fˆ1 = −GPkup + (−P + Ptot) (kbp + ktx)
fˆ2 = −RtotTkbr (ktl + kur)
Tkbr + ktl + kur
+ ktx (−P + Ptot) + kur
(
− Rtot (ktl + kur)
Tkbr + ktl + kur
+Rtot
)
fˆ3 = −Xd+ ktl
(
− Rtot (ktl + kur)
Tkbr + ktl + kur
+Rtot
)
.
All other reduced model equations, simulations, and computations are available in [30].
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