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Abstract
Let D2n = 〈x, y | xn = 1, y2 = 1, yxy = x−1〉 be a dihedral group, and
R = GR(p2, m) be a Galois ring of characteristic p2 and cardinality p2m
where p is a prime. Left ideals of the group ring R[D2n] are called left
dihedral codes over R of length 2n, and abbreviated as left D2n-codes over
R. Let gcd(n, p) = 1 in this paper. Then any left D2n-code over R is uniquely
decomposed into a direct sum of concatenated codes with inner codes Ai and
outer codes Ci, where Ai is a cyclic code over R of length n and Ci is a skew
cyclic code of length 2 over an extension Galois ring or principal ideal ring
of R, and a generator matrix and basic parameters for each outer code Ci is
given. Moreover, a formula to count the number of these codes is obtained,
the dual code for each left D2n-code is determined and all self-dual left D2n-
codes and self-orthogonal left D2n-codes over R are presented, respectively.
Keywords: Left dihedral code; Galois ring; Concatenated structure; Cyclic
code; Dual code; Self-orthogonal code
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1. Introduction
After the celebrated results in the 1990s ([14], [24], [31]) that many important
yet seemingly non-linear codes over finite fields are actually closely related to
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linear codes over the ring of integers modulo four, codes over Z4 in particular,
and codes over finite commutative chain rings in general, have received a great
deal of attention. Examples of finite commutative chain rings include the ring
Zpk of integers modulo p
k for a prime p, and the Galois rings GR(pk, m), i.e.
the Galois extension of degree m of Zpk . These classes of rings have been
used widely as an alphabet for codes.
Let R be a finite chain ring with identity, R× be the multiplicative group
of invertible elements of R, N a positive integer and RN = {(r1, . . . , rN)
| rj ∈ R, j = 1, . . . , N} be the free R-module of rank N with the coordinate
component addition and scalar multiplication by elements of R. Then linear
codes over R (or linear R-codes) of length N are defined as R-submodules
of RN . For any fixed λ ∈ R×, a linear R-code C of length N is said to
be λ-constacyclic if (λcn−1, c0, c1, . . . , cn−2) ∈ C for all (c0, c1, . . . , cn−1) ∈ C,
and C is said to be cyclic (negacyclic) when λ = 1 (λ = −1). Readers are
referred to [17], [20], [21], [25], [27], [32] and [34] for results on linear codes,
cyclic codes and constacyclic codes over finite chain rings. Moreover, various
decoding schemes for codes over Galois rings have been considered in [11–13].
Now, let N = ln. A linear code C over R of length N is called a l-quasi-
cyclic code of length ln if
(c1,n−1, c1,0, c1,1, . . . , c1,n−2, . . . , cl,n−1, cl,0, cl,1 . . . , cl,n−2) ∈ C
for all (c1,0, c1,1, . . . , c1,n−1, . . . , cl,0, cl,1, . . . , cl,n−1) ∈ C. Quasi-cyclic codes
and their generalizations over finite chain rings have been received a great
deal of attention. For example, see [1], [4], [15], [16] and [19].
In this paper, let
D2n = 〈x, y | x
n = 1, y2 = 1, yxy = x−1〉 = {xiyj | 0 ≤ i ≤ n− 1, j = 0, 1}
be a dihedral group of order n. The group ring R[D2n] is a free R-module with
basis D2n. Addition, multiplication with scalars c ∈ R and multiplication
are defined by: for any ag, bg ∈ R where g ∈ D2n,∑
g∈D2n
agg +
∑
g∈D2n
bgg =
∑
g∈D2n
(ag + bg)g, c(
∑
g∈D2n
agg) =
∑
g∈D2n
cagg,
(
∑
g∈D2n
agg)(
∑
g∈D2n
bgg) =
∑
g∈D2n
(
∑
uv=g
aubv)g.
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Then R[D2n] is a noncommutative ring with identity 1 = 1R1D2n where 1R
and 1D2n is the identity elements of R and D2n respectively. Readers are
referred to [33] for more details on group rings.
For any a = (a0,0, a1,0, . . . , an−1,0, a0,1, a1,1, . . . , an−1,1) ∈ R2n, we define
Ψ(a) =
n−1∑
i=0
ai,0x
i +
n−1∑
i=0
ai,1x
iy.
Then Ψ is an R-module isomorphism from R2n onto R[D2n]. As a natural
generalization of [23], a nonempty subset C of the R-module R2n is called a
left dihedral code (or left D2n-code for more clear) over R if Ψ(C) is a left
ideal of R[D2n]. As usual, we will identify C with Ψ(C) in this paper. Since
Ψ(an−1,0, a0,0, a1,0, . . . , an−2,0, an−1,1, a0,1, a1,1, . . . , an−2,1) = xΨ(a)
for all a = (a0,0, a1,0, . . . , an−1,0, a0,1, a1,1, . . . , an−1,1) ∈ R2n, we see that every
left D2n-code over R is a 2-quasi-cyclic code over R of length 2n.
When R = Fq is a finite field of cardinality q, there have been many
research results on codes as two-sided ideals and left ideals in a finite group
algebra over finite fields. For example, Dutra et al [22] investigated codes that
are given as two-sided ideals in a semisimple finite group algebra Fq[G] defined
by idempotents constructed from subgroups of a finite group G, and given a
criterion to decide when these ideals are all the minimal two-sided ideals of
Fq[G] in the case when G is a dihedral group. McLoughlin [30] provided a
new construction of the self-dual, doubly-even and extremal [48,24,12] binary
linear block code using a zero divisor in the group ring F2[D48] where D48 is
a dihedral group of order 24.
Recently, Brochero Mart´ınez [10] shown all central irreducible idempo-
tents and their Wedderburn decomposition of the dihedral group algebra
Fq[D2n], in the case when every divisor of n divides q − 1. This character-
ization depends to the relation of the irreducible idempotents of the cyclic
group algebra Fq[Cn] and the central irreducible idempotents of the group
algebras Fq[D2n]. Gabriela and Inneke [23] provided algorithms to construct
minimal left group codes. These are based on results describing a complete
set of orthogonal primitive idempotents in each Wedderburn component of a
semisimple finite group algebra Fq[G] for a large class of groups G.
More importantly, Bazzi and Mitter [3] shown that for infinitely many
block lengths a random left ideal in the binary group algebra of the dihe-
dral group is an asymptotically good rate-half code with a high probability.
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Mart´ınez-Pe´rez and Willems [29] proved that the class of binary self-dual
doubly even 2-quasi-cyclic transitive codes is asymptotically good. A system
theory for left D2n-codes over finite fields was given [18].
Let R = GR(p2, m) be a Galois ring of characteristic p2 and cardinality
p2m and gcd(n, p) = 1, we try to achieve the following two goals:
♦ Develop a system theory for left D2n-codes over R using an elementary
method. Precisely, only finite field theory, Galois ring theory and basic theory
of cyclic codes and skew cyclic codes are used, and it does not involve any
group algebra language and technique except the definition for leftD2n-codes.
♦ Provide a precise expression for all distinct left D2n-codes, their dual
codes, self-orthogonal and self-dual left D2n-codes over R.
Using the expression provided, one can present leftD2n-codes, self-orthogonal
and self-dual left D2n-codes over R for specific n, m and p (not too big) con-
veniently and easily, and design left D2n-codes for their requirements directly.
The present paper is organized as follows. In section 2, we present every
left D2n-code and its dual code over R by their direct sum decomposition,
where each direct summand is a concatenated code, respectively. In par-
ticular, we determine the inner code and give a generator matrix and basic
parameters for the outer code of each concatenated code precisely. As a
corollary, we obtain a formula to count the number of all left D2n-codes over
R. In section 3, we give a proof for the main results (Theorem 2.5) of this
paper by use of the known results for left dihedral codes over finite fields and
Galois ring theory. Then we present all self-dual and all self-orthogonal left
D2n-codes over R in Section 4. Finally, we list 60 optimal Z4-linear codes of
length 30 obtained from left D30-codes over Z4.
2. Concatenated structure of left D2n-codes over R
In this section, we give the concatenated structure of every left D2n-code and
its Euclidian dual code over R explicitly, and obtain a formula to count the
number of all left D2n-codes over R precisely. In this paper, we adopt the
following notations.
Let R = GR(p2, m) be a fixed Galois ring of characteristic p2 and car-
dinality p2m, Fpm = R/pR be the residue class field of R modulo its unique
maximal ideal pR and − : R→ Fpm be the natural surjective homomorphism
of rings from R onto Fpm defined by a = a (mod p) for all a ∈ R.
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Example Let Zp2 = {0, 1, . . . , p
2 − 1} be the ring of integers modulo p2,
h(x) = xm + hm−1x
m−1 + . . . + h1x + h0 be a fixed basic irreducible monic
polynomial of degree m in Zp2 [x], i.e. h(x) is a monic polynomial of degree
m in Zp2 [x] such that h(x) (mod p) is irreducible in Zp[x], and let
R = {a0 + a1z + . . .+ am−1z
m−1 | a0, a1, . . . , am−1 ∈ Zp2} = Zp2[z]
in which zm = −h0 − h1z − . . . − hm−1z
m−1. Then R is a Galois ring of
characteristic p2 and cardinality p2m. Denote a = a (mod p) for any a ∈ Zp2 .
It is known that Fpm = Zp[x]/〈h(x)〉 = Zp[z], where h(x) = xm+hm−1xm−1+
. . .+h1x+h0 ∈ Zp[x] and z
m = −h0−h1z− . . .−hm−1z
m−1, and the natural
surjective homomorphism of rings − : R→ Fpm is given by
a0 + a1z + . . .+ am−1z
m−1 7→ a0 + a1z + . . .+ am−1z
m−1
for any a0, a1, . . . , am−1 ∈ Zp2 (cf. [36] Theorem 14.1).
The ring homomorphism − : R → Fpm can be extended to a surjective
homomorphism of polynomial rings from R[x] onto Fpm[x] in the natural way:
g(x) 7→ g(x) =
k∑
i=0
gix
i, ∀g(x) =
k∑
i=0
gix
i ∈ R[x] with gi ∈ R.
We will denote this homomorphism by − as well. Then a monic polynomial
g(x) ∈ R[x] is said to be basic irreducible (basic primitive) if g(x) is an
irreducible (primitive) polynomial in Fpm[x]. Denote
A = R[x]/〈xn − 1〉 = {a(x) | a(x) =
n−1∑
j=0
ajx
j , a0, a1, . . . , an−1 ∈ R}
where the arithmetic is done modulo xn − 1. For any positive integer l, by
a linear A-code of length l we mean an A-submodule of Al = {(α1, . . . , αl)
| α1, . . . , αl ∈ A}.
If l = 1, linear A-codes are exactly ideals of the ring A which are the
well-known cyclic codes over R of length n (cf. [37] Proposition 1.1). If
l ≥ 2, every linear A-code of l can be seen as an R-linear code of length nl
by replacing each a(x) =
∑n−1
j=0 ajx
j ∈ A with (a0, a1, . . . , an−1) ∈ Rn, and
these R-linear codes of length nl are the well known l-quasi-cyclic codes over
R of length nl.
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Let Ωn = {1, x, . . . , xn−1} be the cyclic subgroup of D2n generated by x.
Then we can identify the group ring R[Ωn] with A in the natural way. Hence
every element of the group ring R[D2n] is uniquely expressed as: a0(x) +
a1(x)y, a0(x), a1(x) ∈ A. Now, we define a map Ξ : A2 → R[D2n] by
(a0(x), a1(x)) 7→ a0(x) + a1(x)y (∀a0(x), a1(x) ∈ A).
It is routine to check that Ξ is an isomorphism of A-modules from A2 onto
R[D2n]. As stated above, A-submodules of A2 are 2-quasi-cyclic codes over
R of length 2n. We will identify R[D2n] with A2 under Ξ in this paper. Then
by yx = x−1y in D2n, we deduce the following conclusion.
Theorem 2.1 Let ∅ 6= C ⊆ A2. Then C is a left ideal of R[D2n] if and only
if C is an A-submodule of A2 satisfying the following condition
(a1(x
−1), a0(x
−1)) ∈ C, ∀(a0(x), a1(x)) ∈ C.
For any nonzero polynomial g(x) =
∑d
i=0 aix
i ∈ R[x] of degree d, recall
that the reciprocal polynomial of g(x) is defined by
g∗(x) = (g(x))∗ = xdg(
1
x
) = ad + ad−1x+ . . .+ a0x
d.
g(x) is said to be self-reciprocal if g∗(x) = ug(x) for some u ∈ R×.
As gcd(p, n) = 1, we have xn − 1 =
∏r+t
i=0 fi(x), where f0(x), f1(x), . . .,
fr+t(x) are pairwise coprime monic polynomials in R[x] such that
• f0(x) = x− 1,
• fi(x) is a self-reciprocal and basic irreducible polynomial of degree di,
i = 1, . . . , r,
• fi(x) = ρi(x)ρ∗i (x) where ρi(x) is a monic basic irreducible polynomial
of degree di such that ρi(x) and ρ
∗
i (x) are coprime in R[x], i = r+1, . . . , r+t.
Then it is clear that n =
∑r
i=0 di + 2
∑r+t
i=r+1 di where d0 = 1. Denote
• Ai = R[x]/〈fi(x)〉 where we consider elements of Ai as polynomials in
R[x] of degree < deg(fi(x)) and the arithmetic is done modulo fi(x), for all
i = 0, 1, . . . , r + t.
• Υi,1 = R[x]/〈ρi(x)〉 and Υi,2 = R[x]/〈ρ∗i (x)〉 where we consider elements
of Υi,1 (resp. Υi,2) as polynomials in R[x] of degree < di and the arithmetic
is done modulo ρi(x) (resp. ρ
∗
i (x)), for i = r + 1, . . . , r + t.
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As a direct corollary of Wan [36] Theorem 14.23 and Theorem 14.27, we have
the following lemma.
Lemma 2.2 (i) For each integer i, 0 ≤ i ≤ r, Ai is a Galois ring of character-
istic p2 and cardinality p2mdi which is a Galois extension of R with degree di,
and there is an invertible element ζi(x) in Ai of multiplicative order p
mdi−1.
(ii) For each integer i, r + 1 ≤ i ≤ r + t, Υi,1 is a Galois ring of charac-
teristic p2 and cardinality p2mdi which is a Galois extension of R with degree
di, and there is an invertible element ζi(x) in Υi,1 of multiplicative order
pmdi − 1.
(iii) Ai is a free R-module of rank deg(fi(x)) with an R-basis {1, x, . . .,
xdeg(fi(x))−1} for any 0 ≤ i ≤ r + t.
For each 0 ≤ i ≤ r + t, denote Fi(x) =
xn−1
fi(x)
∈ R[x]. Then Fi(x)
and fi(x) are coprime polynomials in R[x]. Hence there are polynomials
ui(x), vi(x) ∈ R[x] such that
ui(x)Fi(x) + vi(x)fi(x) = 1. (1)
In the rest of this paper, let εi(x) ∈ A satisfying
• εi(x) ≡ ui(x)Fi(x) = 1− vi(x)fi(x) (mod x
n − 1).
Then from classical ring theory, we deduce the following lemma.
Lemma 2.3 (cf. [37] Theorem 2.7 and its proof) (i)
∑r+t
i=0 εi(x) = 1, εi(x)
2 =
εi(x) and εi(x)εj(x) = 0 for all 0 ≤ i 6= j ≤ r + t in the ring A.
(ii) A = ⊕r+ti=0Ai, where Ai = εi(x)A with εi(x) as its multiplicative iden-
tity. Moreover, this decomposition is a ring direct sum in that AiAj = {0}
for all 0 ≤ i 6= j ≤ r + t.
(iii) For each 0 ≤ i ≤ r + t, let Ai = R[x]/〈fi(x)〉. Then the map
ϕi : a(x) 7→ εi(x)a(x) (mod x
n − 1), ∀a(x) ∈ Ai
is an isomorphism of rings from Ai onto Ai.
As usual, we will identify each (a0, a1, . . . , an−1) ∈ Rn with a0 + a1x +
. . .+ an−1x
n−1 ∈ A. Then we have the following properties for Ai = εi(x)A.
Corollary 2.4 Let 0 ≤ i ≤ r + t. Then
(i) (cf. [37] Proposition 4.3) Ai is a cyclic code over R of length n with
parity check polynomial fi(x) and generating idempotent εi(x).
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(ii) Ai is a free R-submodule of A = R[x]/〈xn − 1〉 with an R-basis
{εi(x), xεi(x), . . . , xdeg(fi(x))−1εi(x)}. Hence |Ai| = p2m·deg(fi(x)).
Proof. (ii) As fi(x) is a monic divisor of x
n − 1 in R[x], Ai = R[x]/〈fi(x)〉
is a free R-module with an R-basis {1, x, . . . , xdeg(fi(x))−1}, which implies
|Ai| = |R|deg(fi(x)) = p2m·deg(fi(x)). From this and by Lemma 2.3(iii), we see
that {εi(x), xεi(x), . . . , xdeg(fi(x))−1εi(x)} is a free R-basis of Ai. 
Now, let Ci be an Ai-linear code of length 2, i.e., Ci is an Ai-submodule
of A2i = {(b0(x), b1(x)) | b0(x), b1(x) ∈ Ai}. For each ξ = (b0(x), b1(x)) ∈ A
2
i ,
we denote by w
(Ai)
H (ξ) = |{j | bj(x) 6= 0 in Ai, j = 0, 1}| the Hamming weight
of ξ. Then the minimum Hamming distance of Ci is given by
d
(Ai)
H (Ci) = min{w
(Ai)
H (ξ) | ξ 6= 0, ξ ∈ Ci}.
As a natural generalization of the concept for concatenated codes over finite
field (cf. [35, Definition 2.1]), we define the concatenated code of the inner
code Ai and the outer code Ci as following
AiϕiCi = {(ϕi(b0(x)), ϕi(b1(x))) | (b0(x), b1(x)) ∈ Ci}
= {(εi(x)b0(x), εi(x)b1(x)) | (b0(x), b1(x)) ∈ Ci} ⊆ A
2
i .
By Lemma 2.3(iii), we see that AiϕiCi is a 2-quasi-cyclic code over R of
length 2n with cardinality |AiϕiCi| = |Ci|. Moreover, the minimum Ham-
ming distance of AiϕiCi satisfies
d
(R)
H (AiϕiCi) ≥ d
(R)
H (Ai) · d
(Ai)
H (Ci)
where d
(R)
H (Ai) is the minimum Hamming weight of Ai as a linear R-code of
length n.
As the end of this section, we list all distinct left D2n-codes over R and
their Euclidean dual codes by the following theorem.
Theorem 2.5 Using the notations above, all distinct left D2n-codes C over
R and their Euclidean dual codes C⊥E are given by
C = ⊕r+ti=0AiϕiCi and C
⊥E = ⊕r+ti=0AiϕiVi
respectively, where Ci and Vi are Ai-linear codes of length 2 with generator
matrices Gi and Hi respectively, given by the one of following three tables.
(I) Let 0 ≤ i ≤ r. We have one of the following two subcases.
(i) Let di = 1. Then
(i-1) If p is odd, (Gi, Hi) is given by the following table.
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Ni Gi |Ci| d Hi
1 0 1 0 I2
2 pjI2 (j = 0, 1) p
2(2−j)m 1 p2−jI2
2 (wp, p) pm 2
[
−w 1
0 p
]
2
[
w 1
0 p
]
p3m 1 (−wp, p)
2 (w, 1) p2m 2 (−w, 1)
where w ∈ {1,−1}, d = d(Ai)H (Ci), Ni is the number of Ci in the same line
and I2 is the identity matrix of order 2 (the same below).
(i-2) If p = 2, (Gi, Hi) is given by the following table.
Ni Gi |Ci| d Hi
1 0 1 0 I2
2 2jI2 (j = 0, 1) 2
2(2−j)m 1 22−jI2
1 (2, 2) 2m 2
[
1 1
0 2
]
1
[
1 1
0 2
]
23m 1 (2, 2)
2m (1 + 2u, 1) (u ∈ T ) 22m 2 (−1 + 2u, 1)
where T is a Teichmu¨ller set of R with |T | = |F2m | = 2m and T = F2m .
(ii) Let di ≥ 2 and ζi(x) be an invertible element of Ai with multiplicative
order pmdi − 1. Then di is even and (Gi, Hi) is given by the following table.
Ni Gi |Ci| d Hi
1 0 1 0 I2
2 pjI2 (j = 0, 1) p
2(2−j)m 1 p2−jI2
p
mdi
2 + 1 (pw(x), p) pmdi 2
[
−w(x) 1
0 p
]
p
mdi
2 + 1
[
w(x) 1
0 p
]
p3mdi 1 (−pw(x), p)
pmdi + p
mdi
2 (w(x)(1 + pϑ(x)), 1) p2mdi 2 (−w(x)(1 + pϑ(x)), 1)
where w(x) ∈ Wi and ϑ(x) ∈ Vi. Here
• Wi = {ζi(x)(p
mdi
2 −1)s | s = 0, 1, . . . , p
mdi
2 };
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• Vi = {0} ∪ {ζ i(x)
(2
mdi
2 +1)l | l = 0, 1, . . . , 2
mdi
2 − 2} when p = 2, and
Vi = {0} ∪ {ζ i(x)
1
2
(p
mdi
2 +1)+(p
mdi
2 +1)l | l = 0, 1, . . . , p
mdi
2 − 2} when p is odd.
(II) Let r + 1 ≤ i ≤ r + t and ζi(x) be an invertible element of Υi,1 with
multiplicative order pmdi − 1. Find φi(x), ψi(x) ∈ R[x] satisfying
φi(x)ρ
∗
i (x) + ψi(x)ρi(x) = 1, (2)
and set ǫi,1(x), ǫi,2(x) ∈ Ai = R[x]/〈fi(x)〉 = R[x]/〈ρi(x)ρ
∗
i (x)〉 as follows
• ǫi,1(x) ≡ φi(x)ρ∗i (x) (mod fi(x)) and ǫi,2(x) ≡ ψi(x)ρi(x) (mod fi(x)).
Then (Gi, Hi) is given by the following table:
Ni Gi |Ci| d Hi
1 0 1 0 I2
2 pjI2 (j = 0, 1) p
2(2−j)m 1 p2−jI2
1 pMi,1 p
2mdi 1
[
Mi,1
pMi,2
]
1
[
Mi,1
pMi,2
]
p6mdi 1 pMi,1
1 pMi,2 p
2mdi 1
[
Mi,2
pMi,1
]
1
[
Mi,2
pMi,1
]
p6mdi 1 pMi,2
pmdi − 1 (pw(x), p) p2mdi 2
[
−w(x) 1
0 p
]
pmdi − 1
[
w(x) 1
0 p
]
p6mdi 1 (−pw(x), p)
pmdi
[
ǫi,1(x) pbi,1(x)
pbi,1(x
−1) ǫi,2(x)
]
p4mdi 1
[
ǫi,1(x) −pbi,1(x)
−pbi,1(x−1) ǫi,2(x)
]
p2mdi − pmdi (w(x) + pϑ(x), 1) p4mdi 2 (−w(x) − pϑ(x), 1)
pmdi
[
ǫi,2(x) pbi,2(x)
pbi,2(x
−1) ǫi,1(x)
]
p4mdi 1
[
ǫi,2(x) −pbi,2(x)
−pbi,2(x−1) ǫi,1(x)
]
where Mi,1 =
[
ǫi,1(x) 0
0 ǫi,2(x)
]
, Mi,2 =
[
ǫi,2(x) 0
0 ǫi,1(x)
]
, bi,j(x) ∈ Ki,j
for j = 1, 2, ϑ(x) ∈ V(w(x))i and w(x) ∈ Wi. Here
• Ui,1 = {0} ∪ {ǫi,1(x)ζi(x)k | k = 0, 1, . . . , pmdi − 2} (mod fi(x));
• Ki,1 = {0} ∪ {ǫi,1(x)ζ i(x)
k | k = 0, 1, . . . , pmdi − 2} = Ui,1 (mod p);
• Ki,2 = {0} ∪ {ǫi,2(x)ζ i(x
n−1)k | k = 0, 1, . . . , pmdi − 2} (mod f i(x));
• Wi = {u(x) +
1
u(x−1)
| 0 6= u(x) ∈ Ui,1};
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• V(w(x))i = {v(x)− (
1
u(x−1)
)2v(x−1) | v(x) ∈ Ui,1} (mod p) for any w(x) =
u(x) + 1
u(x−1)
∈ Wi where 0 6= u(x) ∈ Ui,1.
Remark In Theorem 2.5(II), we have that v(x−1) = 0 if v(x) = 0. Now, let
u(x) = ǫi,1(x)ζi(x)
k where 0 ≤ k ≤ pmdi − 2. Then
• u(x−1) = ǫi,2(x)ζi(x−1)k = ǫi,2(x)ζi(xn−1)k (mod fi(x)).
• 1
u(x−1)
= ǫi,2(x)ζi(x
−1)p
mdi−1−k = ǫi,2(x)ζi(x
n−1)p
mdi−1−k (mod fi(x)).
• bi,1(x
−1) = ǫi,2(x)ζ i(x
n−1)k ∈ Ki,2, if bi,1(x) = ǫi,1(x)ζ i(x)
k ∈ Ki,1 where
0 ≤ k ≤ pmdi − 2.
• bi,2(x
−1) = ǫi,1(x)ζ i(x)
k ∈ Ki,1, if bi,1(x) = ǫi,2(x)ζ i(x
n−1)k ∈ Ki,2 where
0 ≤ k ≤ pmdi − 2.
Finally, by Theorem 2.5 we obtain a formula to count the number of all
left D2n-codes over R.
Corollary 2.6 Denote λ = |{i | di = 1, 0 ≤ i ≤ r}|. Let N(n,p2,p2m) be the
number of left D2n-codes over R. If p is odd,
N(n,p2,p2m) = 9
λ
∏
di≥2,1≤i≤r
(
pmdi + 3p
mdi
2 + 5
) r+t∏
i=r+1
(
p2mdi + 3pmdi + 5
)
;
and if p = 2,
N(n,4,4m) = (2
m+5)λ
∏
di≥2,1≤i≤r
(
2mdi + 3 · 2
mdi
2 + 5
) r+t∏
i=r+1
(
4mdi + 3 · 2mdi + 5
)
.
3. Proof of Theorem 2.5
In this section, we give a proof for Theorem 2.5. First, for basic irreducible
(basic primitive) polynomials in R[x] we have the following conclusion.
Lemma 3.1 (cf. [36] Theorem 14.22) For any integer κ ≥ 1 there exist
monic basic irreducible (and monic basic primitive) polynomials of degree κ
over R and dividing xp
mκ−1 − 1 in R[x].
Since n is a positive integer satisfying gcd(p, n) = 1, there is an integer
κ such that κ = min{s ∈ Z+ | (pm)s ≡ 1 (mod n)}. Then n is a divisor
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of pmκ − 1. Using Lemma 3.1, we choose a fixed monic basic irreducible
polynomial ς(z) of degree κ in R[z], and set R̂ = R[z]/〈ς(z)〉 which is a Galois
ring of characteristic p2 and cardinality p2mκ (cf. [36] Theorem 14.23). Now,
we choose an invertible element ζ of R̂ with multiplicative order pmκ− 1 (cf.
[36] Theorem 14.27) and set ω = ζ
pmκ−1
n . Then ord(ω) = n and
xn − 1 =
n−1∏
i=0
(x− ωi).
For each 0 ≤ i ≤ n− 1, let
⋄ ri = min{l ∈ Z+ | i(pm)l ≡ i (mod n)};
⋄ J (p
m)
i = {i, ip
m, ip2m, . . . , ip(ri−1)m}.
Then J
(pm)
i is the p
m-cyclotomic coset modulo n containing i, and the minimal
polynomial of ωi over R is given by
Mi(x) =
∏
s∈J
(pm)
i
(x− ωs) =
ri−1∏
l=0
(x− ωip
lm
)
which is a monic basic irreducible polynomial inR[x] and satisfiesMi(x)|(x
n−
1). Moreover, we have
M∗i (x) = x
ri
ri−1∏
l=0
(
1
x
− ωip
lm
) = u
ri−1∏
l=0
(x− ω−ip
lm
) = uMj(x),
where 0 ≤ j ≤ n − 1 satisfying j ≡ −i (mod n) and u = ωi(
∑ri−1
l=0 p
lm) ∈ R×
(cf. [17] Lemma 2.3(ii)). Then we have the following conclusion.
Lemma 3.2 Mi(x) is a self-reciprocal polynomial if and only if J
(pm)
i =
J
(pm)
−i (mod n), i.e., i(p
lm + 1) ≡ 0 (mod n) for some integer l, 0 ≤ l ≤ n− 1.
From now on, we define
⋄ θ(a(x)) = a(x−1) = a(xn−1) (mod xn − 1), ∀a(x) ∈ A = R[x]/〈xn − 1〉.
Then one can easily verify that θ is a ring automorphism on A satisfying
θ2 = idA and θ(r) = r for any r ∈ R.
Lemma 3.3 Using the notations in Lemma 2.3 and Section 2, in the ring A
the following hold.
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(i) θ(εi(x)) = εi(x), θ(Ai) = Ai and the restriction θ|Ai of θ on Ai is a
ring automorphism on Ai, for all 0 ≤ i ≤ r + t.
(ii) For each 0 ≤ i ≤ r + t, define θi : Ai → Ai by θi(b(x)) = b(xn−1)
(mod fi(x)). Then the following diagram for ring isomorphisms commutes
Ai
θi−→ Ai
ϕi ↓ ↓ ϕi
Ai
θ|Ai−→ Ai
i.e., θi = ϕ
−1
i (θ|Ai)ϕi. Hence θ
2
i = idAi .
Proof. (i) As fi(x) is self-reciprocal, by Lemma 3.2 and the assumption of
fi(x) it follows that fi(x) =
∏
j∈J(x − ω
j), where J = J
(pm)
s ∪ J
(pm)
−s and
J
(pm)
−s = {−j (mod n) | j ∈ J
(pm)
s } for some 0 ≤ s ≤ n − 1. From this,
by Equations (1) and the definition of εi(x) in Section 2 we deduce that
εi(ω
j) = 1 if j ∈ J and εi(ωj) = 0 otherwise, 0 ≤ j ≤ n− 1, which implies
εi(x) =
1
n
n−1∑
k=0
(
∑
j∈J
ω−jk)xk.
Then by −J = J (mod n) and xn = 1 in A, it follows that
θ(εi(x)) = εi(x
−1) =
1
n
n−1∑
k=0
(
∑
j∈J
ω−jk)x−k =
1
n
n−1∑
k=0
(
∑
j∈J
ω−(−j)(−k))x−k
=
1
n
n−1∑
k′=0
(
∑
j′=−j, j∈J
ω−j
′k′)xk
′
= εi(x).
Hence θ(Ai) = θ(εi(x)A) = θ(εi(x))θ(A) = εi(x)A = Ai. Therefore, the
restriction θ|Ai of θ on Ai is a ring automorphism of Ai.
(ii) By the definition of ϕi in Lemma 2.3(iii), we see that the inverse ϕ
−1
i
of ϕi is a ring isomorphism from Ai onto Ai satisfying
ϕ−1i (w(x)) ≡ w(x) (mod fi(x)), ∀w(x) ∈ Ai,
which implies ϕ−1i (εi(x)) ≡ 1− vi(x)fi(x) ≡ 1 (mod fi(x)), i.e., ϕ
−1
i (εi(x)) =
1 in Ai. Then for any a(x) ∈ Ai, by (i) and Lemma 2.3(iii) it follows that
ϕ−1i (θ|Ai)ϕi(a(x)) = ϕ
−1
i (θ|Ai(ϕia(x))) = ϕ
−1
i (θ|Ai(εi(x)a(x)))
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= ϕ−1i (θ(εi(x))a(x
−1)) = ϕ−1i (εi(x))ϕ
−1
i (a(x
−1))
= a(x−1) (mod fi(x))
= θi(a(x)).
Hence θi = ϕ
−1
i (θ|Ai)ϕi. 
Now, we define the skew polynomial ring over A with indeterminate y by
⋄ A[y; θ] = {
∑k
j=0 αjy
j | αj ∈ A, j = 0, 1, . . . , k, k = 0, 1, . . .}, where the
multiplication is determined by
ya(x) = θ(a(x))y = a(x−1)y, ∀a(x) ∈ A.
Since y2a(x) = a(x)y2 for all a(x) ∈ A, y2 − 1 generates a two-sided ideal
〈y2 − 1〉 of A[y; θ]. In this paper, we denote
⋄ R = A[y; θ]/〈y2 − 1〉 = {a(x) + b(x)y | a(x), b(x) ∈ A} (y2 = 1)
which is the residue class ring of A[y; θ] modulo its ideal 〈y2 − 1〉.
Similarly, for each 0 ≤ i ≤ r+ t by Lemma 3.3(ii) we can define the skew
polynomial ring over Ai by
⋄ Ai[y; θi] = {
∑k
j=0 aj(x)y
j | aj(x) ∈ Ai, j = 0, 1, . . . , k, k = 0, 1, . . .},
where the multiplication is determined by
yb(x) = θi(b(x))y = b(x
n−1)y (mod fi(x)), ∀b(x) ∈ Ai.
As fi(x) is a minic divisor of x
n − 1 in R[x], xn−1 = x−1 in Ai and y2 − 1
generates a two-sided ideal 〈y2 − 1〉 of Ai[y; θi]. In this paper, we denote
⋄ Ri = Ai[y; θi]/〈y2 − 1〉 = {b0(x) + b1(x)y | b0(x), b1(x) ∈ Ai} (y2 = 1)
which is the residue class ring of Ai[y; θi] modulo its ideal 〈y2 − 1〉.
Lemma 3.4 Let 0 ≤ i ≤ r + t. We extend the ring isomorphism ϕi from Ai
onto Ai ⊆ A to the following map
b0(x)+ b1(x)y 7→ ϕi(b0(x))+ϕi(b1(x))y = εi(x)(b0(x)+ b1(x)y) (mod x
n− 1)
(∀b0(x) + b1(x)y ∈ Ri), and also denote this map by ϕi. Then
(i) The map ϕi is an injective ring isomorphism from Ri to R.
(ii) The mapping Φ : R0 × R1 × . . .× Rr+t →R defined by
Φ(β0, β1, . . . , βr+t) =
r+t∑
i=0
ϕi(βi) (∀βi ∈ Ri, i = 0, 1, . . . , r + t)
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is an isomorphism of rings.
Proof. (i) For any b(x) ∈ Ai, by Lemma 3.3(ii) it follows that
ϕi(yb(x)) = ϕi(θi(b(x)y)) = ϕi(θi(b(x))y = (ϕiθi)(b(x))y
= (θ|Aiϕi)(b(x))y = θ(ϕi(b(x)))y = yϕi(b(x)).
Since ϕi is a ring isomorphism from Ai onto Ai by Lemma 2.3(iii), we con-
clude that ϕi is an injective homomorphism of rings from Ri to R.
(ii) By (i) and its proof, we conclude that Φ is a ring homomorphism
from R0 × R1 × . . . × Rr+t to R. For any βi = bi0(x) + bi1(x)y ∈ Ri where
bi0(x), bi1(x) ∈ Ai, it is clear that (β0, β1, . . . , βr+t) ∈ Ker(Φ) if and only if∑r+t
i=0 ϕi(βi) = 0 in R, where
r+t∑
i=0
ϕi(βi) =
r+t∑
i=0
εi(x)(bi0(x) + bi1(x)y) (by (i))
= (
r+t∑
i=0
εi(x)bi0(x)) + (
r+t∑
i=0
εi(x)bi0(x))y
and εi(x)bi0(x), εi(x)bi1(x) ∈ Ai by Lemma 2.3(iii). As A = ⊕
r+t
i=0Ai by
Lemma 2.3(ii), we deduce that
r+t∑
i=0
ϕi(βi) = 0 ⇐⇒
r+t∑
i=0
εi(x)bi0(x) =
r+t∑
i=0
εi(x)bi1(x) = 0 in A
⇐⇒ εi(x)bi0(x) = εi(x)bi1(x) = 0 (∀i = 0, 1, . . . , r + t),
where εi(x)bi0(x) = ϕi(bi0(x)), εi(x)bi1(x) = ϕi(bi1(x)) ∈ Ai for all i =
0, 1, . . . , r + t. Since ϕi is a ring isomorphism from Ai onto Ai by Lemma
2.3(iii), we conclude that (β0, β1, . . . , βr+t) ∈ Ker(Φ) if and only if bi0(x) =
bi1(x) = 0, i.e. βi = 0, for all i = 0, 1, . . . , r + t. So Ker(Φ) = {(0, 0, . . . , 0)}
and hence Φ is injective. Moreover, by Lemma 2.3 (iii) and (ii) we have
|R0 ×R1 × . . .× Rr+t| =
r+t∏
i=0
|Ri| =
r+t∏
i=0
|Ai|
2 =
r+t∏
i=0
|Ai|
2 = (
r+t∏
i=0
|Ai|)
2
= |A|2 = |R|.
Therefore, ϕi is a ring isomorphism from Ri onto R. 
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Let 0 ≤ i ≤ r + t and Ci be an Ai-submodule of A2i = {(b0(x), b1(x)) |
b0(x), b1(x) ∈ Ai}. Recall that Ci is called a skew θi-cyclic code if
(θi(b1(x)), θi(b0(x))) ∈ Ci, ∀(b0(x), b1(x)) ∈ Ci.
From now on, we will identify each (b0(x), b1(x)) ∈ Ci with b0(x) + b1(x)y ∈
Ri = Ai[y; θi]/〈y2 − 1〉. Then it is clear that Ci is a skew θi-cyclic code over
Ai of length 2 if and only if Ci is a left ideal of Ri (See [6, Theorem 1]). For
more details on skew cyclic codes, readers are referred to [5]–[9] and [26].
Now, we give a direct sum decomposition for each left D2n-code over R
by the following lemma.
Lemma 3.5 For any α =
∑n−1
i=0 ai,0x
i+
∑n−1
i=0 ai,1x
iy ∈ R[D2n] where ai,0, ai,1
∈ R for all i = 0, 1, . . . , n− 1, we identify α with a0(x) + a1(x)y ∈ R where
a0(x) =
∑n−1
i=0 ai,0x
i, a1(x) =
∑n−1
i=0 ai,1x
i ∈ A. Then the following statements
are equivalent :
(i) C is a left D2n-code over R;
(ii) C is a left ideal of the ring R = A[y; θ]/〈y2 − 1〉;
(iii) For each 0 ≤ i ≤ r + t, there is a unique skew θi-cyclic code Ci over
Ai of length 2 such that
C = ⊕r+ti=0(AiϕiCi).
Therefore, |C| =
∏r+t
i=0 |Ci|.
Proof. (i)⇔(ii). As y2 = 1 and yx = x−1y in the group D2n, we see that
the identification of R[D2n] with R is a ring isomorphism. Hence C is a left
ideal of R[D2n] if and only if C is a left ideal of R.
(ii)⇔(iii). By Lemma 3.4(ii), we deduce that C is a left ideal of R if and
only if for each 0 ≤ i ≤ r + t, there is a unique left ideal Ci of Ri such that
C = Φ(C0 × C1 × . . .× Cr+t) = ⊕
r+t
i=0ϕi(Ci)
= ⊕r+ti=0{ϕi(bi,0(x)) + ϕi(bi,0(x))y | bi,0(x) + bi,1(x)y ∈ Ci}
= ⊕r+ti=0{(ϕi(bi,0(x)), ϕi(bi,0(x)) | (bi,0(x), bi,1(x)) ∈ Ci}
= ⊕r+ti=0(AiϕiCi).
In this case, we have |C| = |C0 × C1 × . . .× Cr+t| =
∏r+t
i=0 |Ci|. 
By Lemma 3.5, in order to list all left D2n-codes over R it is sufficiency
to determine all left ideals of the ring Ri = Ai[y; θi]/〈y2 − 1〉 where Ai =
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R[x]/〈fi(x)〉 for all i = 0, 1, . . . , r + t. Using the notations of Section 2, we
have the following two cases:
(I) 0 ≤ i ≤ r.
In this case, fi(x) is a monic basic irreducible and self-reciprocal poly-
nomial in R[x]. By Lemma 2.2(i), Ai = R[x]/〈fi(x)〉 is a Galois ring of
characteristic p2 and cardinality p2mdi , and there exists
⋄ ζi(x) =
∑di−1
j=0 ζijx
j ∈ A×i with ζij ∈ R for all 0 ≤ j ≤ di − 1 such that
ord(ζi(x)) = p
mdi − 1 in Ai.
Hence each element β of Ai has a unique p-expansion:
β = b0(x) + pb1(x), b0(x), b1(x) ∈ 〈ζi(x)〉 ∪ {0} (3)
where 〈ζi(x)〉 ∪ {0} is a Teichmu¨ller set of Ai with 〈ζi(x)〉 = {ζi(x)k | k =
0, 1, . . . , pmdi − 2} ⊂ A×i (cf. [36] Theorem 14.27).
By [36] Section 14.6 and Equation (3), the generalized Frobenius auto-
morphism φi of Ai over R is defined by
φi(b0(x) + pb1(x)) = b0(x)
pm + pb1(x)
pm, ∀b0(x), b1(x) ∈ 〈ζi(x)〉 ∪ {0}. (4)
The set of all automorphism of Ai over R form a group with respect to the
map composition of maps, which is called the Galois group of Ai over R and
is denoted by Gal(Ai/R). It is known that the multiplicative order of φi is
equal to di and
Gal(Ai/R) = 〈φi〉 = {φ
0
i , φi, φ
2
i , . . . , φ
di−1
i }. (5)
As − is a ring homomorphism from R onto Fpm defined at the beginning
of Section 2, it follows that f i(x) is a monic irreducible and self-reciprocal
polynomial in Fpm[x] of degree di. From now on, we denote
⋄ Ki = Fpm[x]/〈f i(x)〉 and ζ i(x) =
∑di−1
j=0 ζ ijx
j ∈ Ki with ζ ij ∈ Fpm.
ThenKi is an extension field of Fpm with degree di, which implies |Ki| = pmdi .
By Equation (3), the surjective ring homomorphism − : R → Fpm can be
extended to a surjective homomorphism of rings from Ai onto Ki, which is
also denoted by −, as follows
β = b0(x) + pb1(x) 7→ β =
{
ζ i(x)
k (mod f i(x)) if b0(x) = ζi(x)
k;
0 if b0(x) = 0.
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where b0(x), b1(x) ∈ 〈ζi(x)〉 ∪ {0}. Hence ζ i(x) is a primitive element of Ki,
i.e, ord(ζ i(x)) = p
mdi − 1. Therefore,
Ki = {0} ∪ {ζi(x)
k | k = 0, 1, . . . , pmdi − 2}.
By [36] Section 7.1, the Frobenius automorphism σi of Ki over Fpm is
defined by
σi(α) = α
pm, ∀α ∈ Ki.
The set of all automorphism of Ki over Fpm form a group with respect to the
map composition of maps, which is called the Galois group of Ki over Fpm
and is denoted by Gal(Ki/Fpm). It is known that the multiplicative order of
σi is equal to di and Gal(Ki/Fpm) = 〈σi〉 = {σ0i , σi, σ
2
i , . . . , σ
di−1
i }.
Lemma 3.6 Using the notations above, we have the following conclusions.
(i) (cf. [36] Theorem 14.32(iii)) The following diagram commutes :
Ai
φi−→ Ai
− ↓ ↓−
Ki
σi−→ Ki
.
(ii) Let di > 1 where 1 ≤ i ≤ r. Then di is even and θi = φ
di
2
i . Hence
θi(ξ) = ξ
p
mdi
2 , ∀ξ ∈ 〈ζi(x)〉 ∪ {0}.
(iii) Let di > 1, 1 ≤ i ≤ r, and w(x) = ζi(x)(p
mdi
2 −1)s where 0 ≤ s ≤ p
mdi
2 .
Then w(x) · θi(w(x)) = 1, i.e., θi(w(x)) = w(x)−1.
Proof. (ii) As di > 1 and 1 ≤ i ≤ r, by Lemma 3.2 there exists a lest positive
integer j such that i(pm)j ≡ −i (mod n), which implies i(pm)2j ≡ −i(pm)j ≡ i
(mod n), and so di = min{l ∈ Z+ | i(pm)l ≡ i (mod n)} being a divisor of
2j. As i(pm)j ≡ −i (mod n), di is not a divisor of j. Hence di = 2j.
As stated above, by Equation (5) we see that Gal(Ai/R) is a cyclic group
generated by φi with even order di. Since θi is an automorphism of Ai over
R of order 2, we conclude that θi = φ
di
2
i . From this and by Equation (4), we
deduce that θi(ξ) = φ
di
2
i (ξ) = ξ
(pm)
di
2 = ξp
mdi
2 for all ξ ∈ 〈ζi(x)〉 ∪ {0}.
(iii) It follows that w(x) · θi(w(x)) = ζi(x)((p
mdi
2 −1)+p
mdi
2 (p
mdi
2 −1))s = 1, by
(ii) and ζi(x)
pmdi−1 = 1. 
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In the following, we adopt the following notation.
⋄ Let θi : Ki → Ki be defined by θi(c(x)) = c(xn−1) (mod f i(x)), for all
c(x) =
∑di−1
j=0 cjx
j ∈ Ki with cj ∈ Fpm .
Then θi is a ring automorphism of Ki such that the following diagram com-
mutes:
Ai
θi−→ Ai
− ↓ ↓−
Ki
θi−→ Ki
, i.e., θi(β) = θi(β), ∀β ∈ Ai. (6)
Moreover, by Lemma 3.6(ii) we deduce that θi = σ
di
2
i when di > 1 and
1 ≤ i ≤ r. Hence ζ i(x)
(p
mdi
2 −1)s · θi(ζ i(x)
(p
mdi
2 −1)s) = 1 for any integer
0 ≤ s ≤ p
mdi
2 by Lemma 3.6(iii).
⋄ Let Ki[y; θi] be the skew polynomial ring over the finite field Ki deter-
mined by θi.
⋄ Denote Γi = Ki[y; θi]/〈y2−1〉 which is the residue class ring of Ki[y; θi]
modulo its two-sided ideal 〈y2 − 1〉 generated by y2 − 1.
Then we extend the surjective ring homomorphism − : Ai → Ki to a map
from Ri onto Γi, which is denoted by
− as well, by the natural way:
β0 + β1y = β0 + β1y, ∀β0, β1 ∈ Ai.
For any β ∈ Ai, by Equation (6) it follows that
yβ = θi(β)y = θi(β)y = θi(β)y = yβ.
From this, it can be verify easily that − is a surjective ring homomorphism
from Ri onto Γi = Ki[y; θi]/〈y2 − 1〉.
By Wi = {ζi(x)(p
mdi
2 −1)s | 0 ≤ s ≤ p
mdi
2 } ⊆ A×i (see Section 2), we have
⋄ W i = {w(x) | w(x) ∈ Wi} = {ζi(x)(p
mdi
2 −1)s | 0 ≤ s ≤ p
mdi
2 } ⊆ K×i .
Then W i is the unique subgroup of K
×
i with order p
mdi
2 + 1.
For ideals of Γi = Ki[y; θi]/〈y2 − 1〉, we known the following conclusion.
Lemma 3.7 Let di > 1. We have the following conclusions :
(i) (cf. [18, Theorem 3.3]) Using the notations above, all distinct left ideals
of the ring Γi = Fpm[y; θi]/〈y2 − 1〉 are given by the following :
〈0〉, Γi, Γi(w(x) + y) where w(x) ∈ Wi.
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Therefore, the number of left ideals of Γi is equal to p
mdi
2 + 3.
(ii) (cf. [18, Theorem 3.4 and Corollary 3.5]) For any w(x) ∈ Wi,
Γi(w(x) + y) is a minimal left ideal of Γi, |Γi(w(x) + y)| = p
mdi, the mini-
mum Hamming weight w
(Ki)
H (Γi(w(x)+y)) of Γi(ζ i(x)
(p
mdi
2 −1)s+y) over Ki is
equal to 2 and Γi = Γi(w1(x) + y)⊕Γi(w2(x) + y) for any w1(x), w2(x) ∈ Wi
satisfying w1(x) 6= w2(x).
Using the notations above, we give the following conclusions for left ideals
of the ring Ri = Ai[y; θi]/〈y2 − 1〉.
Theorem 3.8 Let 0 ≤ i ≤ r and deg(fi(x)) = di = 1. Then Ri = R[y]/〈y
2−
1〉 which is a commutative ring.
(i) (cf. [32] Definition 4.1 and Theorem 4.4)If p is odd, there are 9 distinct
ideals of Ri which are given by : {0}, Rip, Rip(y−1), Rip(y+1), Ri, Ri(y−1),
Ri(y + 1), Ri(y − 1) +Rip, Ri(y + 1) +Rip.
Moreover, we have |{0}| = 1, |Ri| = p4m, |Rip(y−1)| = |Rip(y+1)| = pm,
|Ri(y− 1)| = |Ri(y+1)| = p2m, |Ri(y− 1) +Rip| = |Ri(y+1) +Rip| = p3m.
(ii) (cf. [28] Theorem 3.8) If p = 2, there are 2m + 5 distinct ideals of Ri
which are given by : {0}, 2Ri, 2Ri(y− 1), Ri, Ri(y− 1)+ 2Ri, Ri((y− 1)+
2u) with u ∈ T , where T is a Teichmu¨ller set of R.
Moreover, we have |{0}| = 1, |Ri| = 24m, |2Ri| = |Ri((y−1)+2u)| = 22m,
|2Ri(y − 1)| = 2m and |Ri(y − 1) + 2Ri| = 23m.
Theorem 3.9 Let 0 ≤ i ≤ r and deg(fi(x)) = di ≥ 2. Then all skew
θi-cyclic code Ci over Ai of length 2, i.e., all left ideals of the ring Ri =
Ai[y; θi]/〈y2 − 1〉, are given by the following table:
case Ni Ci (left ideals of Ri) |Ci| d
(1) 1 ⋄ {0} 0 0
(2) 2 ⋄ Ripj (j = 0, 1) p2(2−j)mdi 1
(3) p
mdi
2 + 1 ⋄ Rip(w(x) + y) (w(x) ∈ Wi) pmdi 2
(4) pmdi + p
mdi
2 ⋄ Ri(w(x)(1 + pϑ(x)) + y) p2mdi 2
(w(x) ∈ Wi, ϑ(x) ∈ Vi)
(5) p
mdi
2 + 1 ⋄ Ri(w(x) + y) +Rip (w(x) ∈ Wi) p3mdi 1
where Ni is the number of ideals in the same line of the table, d = w
(Ai)
H (Ci)
is the minimum Hamming weight of Ci as a linear code over Ai of length 2.
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Therefore, the number of left ideals in Ri is equal to p
mdi + 3p
mdi
2 + 5.
Proof. For any nonzero left ideal C of Ri, let C = {α | α ∈ C}. Then
it is clear that C is a left ideal of Γi and τi : α 7→ α (∀α ∈ C) is an
Ai-linear homomorphism from C onto C. Hence Im(τi) = C. Let (C :
p) = {α ∈ Ri | pα ∈ C}. It is known that (C : p) is a left ideal of
Ri satisfying C ⊆ (C : p), which implies that (C : p) is a left ideal of Γi
satisfying C ⊆ (C : p). Moreover, by Ker(τi) = {α ∈ C | α = 0} = p(C : p)
it follows that
|C| = |Im(τi)||Ker(τi)| = |C||(C : p)|. (7)
Then by Lemma 3.7, we have one of the following cases.
(i) C = {0}. As C 6= {0}, by (7) it follows that (C : p) is a nonzero left
ideal of Γi. Then by Lemma 3.7 we have one of the following subcases:
(i-1) (C : p) = Γi. Then C ⊆ Rip and 1 ∈ (C : p). The latter implies
1 + pα ∈ (C : p) for some α ∈ Ri. Then by p2 = 0 and the definition of
(C : p), we have p = p(1+ pα) ∈ C, which implies Rip ⊆ C. Hence C = Rip.
By Lemma 3.7(ii) and Equation (7), we deduce that |C| = |Γi| = p2mdi
and w
(Ai)
H (C) = w
(Ki)
H ((C : p)) = w
(Ki)
H (Γi) = 1.
(i-2) (C : p) = Γi(w(x) + y) where w(x) ∈ Wi. Then w(x) + y = w(x) +
y ∈ (C : p), which implies w(x) + y + pα ∈ (C : p) for some α ∈ Ri, and so
p(w(x) + y) = p(w(x) + y + pα) ∈ C. Hence Rip(w(x) + y) ⊆ C.
Conversely, let ξ ∈ C. By C = {0}, there exists β ∈ Ri such that ξ = pβ,
which implies β ∈ (C : p), and so β ∈ (C : p). Then there exists γ, δ ∈ Ri
such that β = γ(w(x) + y + pα) + pδ, which implies
ξ = p(γ(w(x) + y + pα) + pδ) = γ · p(w(x) + y) ∈ Rip(w(x) + y).
Hence C ⊆ Rip(w(x) + y) and so C = Rip(w(x) + y).
Then by Lemma 3.7(ii) and Equation (7), we have that |C| = |Γi(w(x) +
y)| = pmdi and w(Ai)H (C) = w
(Ki)
H ((C : p)) = w
(Ki)
H (Γi(w(x) + y)) = 2.
(ii) C = Γi. Then 1 + pα ∈ C for some α ∈ Ri. As C ⊆ (C : p), we
have (C : p) = Γi. From this and by the proof of (i-2), we know that p ∈ C.
Hence 1 = (1 + 1 + pα) − α · p ∈ C. Therefore C = Ri = Rip0 and hence
|C| = |Ri| = p4mdi . It is obvious that w
(Ai)
H (C) = 1 in this case.
(iii) C = Γi(w(x) + y) where w(x) ∈ Wi. By (y + w(x)) = w(x) + y ∈ C,
there exists α ∈ Ri such that y+w(x)+ pα ∈ C. As C ⊆ (C : p), by Lemma
3.8(ii) we have one of the following two subcases:
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(iii-1) (C : p) = Γi. In this case, by the proof of (i-1), we know that p ∈ C.
Hence y+w(x) = (y+w(x)+pα)−α ·p ∈ C, and so Ri(y+w(x))+Rip ⊆ C.
Conversely, let ξ ∈ C. By ξ ∈ C = Γi(y + w(x)), there exists γ, δ ∈ Ri
such that ξ = γ(y + w(x)) + pδ ∈ Ri(y + w(x)) + Rip. Hence C ⊆ Ri(y +
w(x)) +Rip ⊆ C and so C = Ri(y + w(x)) +Rip.
Moreover, by Lemma 3.7(ii) and Equation (7) it follows that |C| =
|Γi(w(x) + y)||Γi| = p3mdi and w
(Ai)
H (C) = w
(Ki)
H ((C : p)) = w
(Ki)
H (Γi) = 1.
(iii-2) (C : p) = Γi((w(x) + y). Then by the proof of (i-2), we know that
p(w(x) + y) = p(y + w(x)) ∈ C. As α ∈ Ri, there exist a(x), b(x) ∈ Ai such
that α = a(x) + b(x)y. Denote
τ(x) ≡ a(x)− b(x)w(x) (mod p), where τ(x) ∈ Ai = Ki.
Then pτ(x) = p(a(x)− b(x)w(x)) and hence
y + w(x) + pτ(x) = y + w(x) + p(a(x) + b(x)y)− p(b(x)y + b(x)w(x))
= (y + w(x) + pα)− b(x) · p(y + w(x)) ∈ C.
Therefore, Ri(y + w(x) + pτ(x)) ⊆ C.
Conversely, let ξ ∈ C. By C = Γi(w(x) + y) = Ri(y + w(x) + pτ(x)),
there exist γ, δ ∈ Ri such that ξ = γ(y + w(x) + pτ(x)) + pδ, which implies
pδ = ξ − γ(y + w(x) + pτ(x)) ∈ C, i.e., δ ∈ (C : p). From this and by
(C : p) = Γi((w(x) + y), we deduce that δ = ρ(y + w(x)) + pη for some
ρ, η ∈ Ri. Therefore,
ξ = γ(y + w(x) + pτ(x)) + p(ρ(y + w(x)) + pη)
= γ(y + w(x) + pτ(x)) + ρ · p((y + w(x) + pτ(x))
= (γ + pρ)(y + w(x) + pτ(x)) ∈ Ri(y + w(x) + pτ(x)).
Hence C = Ri(y + w(x) + pτ(x)).
Suppose that C = Ri(y + w(x) + pν(x)) for some ν(x) ∈ Ki as well.
Then p(τ(x)− ν(x)) = (y + w(x) + pτ(x))− (y + w(x) + pν(x)) ∈ C, which
implies τ(x) − ν(x) ∈ (C : p) = Γi(w(x) + y) with ϑ(x) − ν(x) ∈ Ki. Since
w
(Ki)
H (Γi(w(x) + y)) = 2 by Lemma 3.7(ii), we have τ(x) − ν(x) = 0, i.e.,
τ(x) = ν(x) in Ki.
By Lemma 3.6(iii), we see that w(x) · θi(w(x)) = 1, i.e., θi(w(x)) =
w(x)−1. From this and by p2 = 0, we deduce that (θi(w(x)) + pθi(τ(x)))
−1 =
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w(x)2 (θi(w(x))− pθi(τ(x))) . As C is a left ideal of Ri and y2 = 1, we have
y + w(x) + p(−w(x)2θi(τ(x)))
= y + w(x)2 (θi(w(x))− pθi(τ(x)))
= (θi(w(x)) + pθi(τ(x)))
−1 ((θi(w(x)) + pθiτ(x))) y + 1)
= (θi(w(x)) + pθi(τ(x)))
−1 y · (w(x) + pϑ(x) + y) ∈ C,
which implies −w(x)2θi(τ(x)) = τ(x) in Ki, i.e.,
θi
(
θi(w(x))τ(x)
)
+ θi(w(x))τ(x) = w(x)θi(τ(x)) + θi(w(x))τ(x) = 0
since θi(w(x)) = w(x)
−1. Denote ϑ(x) = θi(w(x))τ(x) ∈ Ki. Then τ(x) =
w(x)ϑ(x) and pτ(x) = pw(x)ϑ(x) where ϑ(x) satisfies the following equation
ϑ(x)p
mdi
2 + ϑ(x) = θi(ϑ(x)) + ϑ(x) = 0, (8)
as θi(ξ) = σ
di
2
i (ξ) = ξ
p
mdi
2 for all ξ ∈ Ki.
♦ Let p = 2. Then Equation (8) is equivalent to (ϑ(x)2
mdi
2 −1−1)ϑ(x) = 0.
Since ζ i(x) is a primitive element of the finite field Ki with multiplicative
order 2mdi − 1, in this case Equation (8) has exactly 2
mdi
2 solutions in Ki:
ϑ(x) ∈ Vi where Vi = {0} ∪ {ζ i(x)
(2
mdi
2 +1)l | l = 0, 1, . . . , 2
mdi
2 − 2}.
♦ Let p be an odd prime. Since ζ i(x) is a primitive element of the finite
field Ki with multiplicative order p
mdi − 1, we have ζ i(x)
pmdi−1
2 = −1. Then
Equation (8) is equivalent to ϑ(x) = 0 or
ϑ(x)p
mdi
2 −1 − ζ i(x)
pmdi−1
2 = ϑ(x)p
mdi
2 −1 + 1 = 0. (9)
Let ϑ(x) = ζ i(x)
k where 0 ≤ k ≤ pmdi − 2. Then Equation (9) is equivalent
to k(p
mdi
2 − 1) ≡ p
mdi−1
2
(mod pmdi − 1), i.e.,
k ≡
1
2
(p
mdi
2 + 1) (mod p
mdi
2 + 1).
Therefore, Equation (8) has exactly p
mdi
2 solutions in Ki: ϑ(x) ∈ Vi where
Vi = {0} ∪ {ζ i(x)
1
2
(p
mdi
2 +1)+(p
mdi
2 +1)l | l = 0, 1, . . . , p
mdi
2 − 2}.
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As stated above, we conclude that C = Ri(y + w(x) + pτ(x)) = Ri(y +
w(x)(1 + pϑ(x))) is uniquely determined by the pair (w(x), ϑ(x)) of polyno-
mials where w(x) ∈ Wi and ϑ(x) ∈ Vi. Hence the number of left ideals is
equal to (p
mdi
2 + 1)p
mdi
2 = pmdi + p
mdi
2 in this case.
Then by Lemma 3.7(ii) and Equation (7), we have |C| = |Γi(ζ i(x)
k +
y)|2 = p2mdi and w(Ai)H (C) = w
(Ki)
H ((C : p)) = w
(Ki)
H (Γi(ζ i(x)
k + y)) = 2. 
(II) r + 1 ≤ i ≤ t.
In this case, fi(x) = ρi(x)ρ
∗
i (x) where ρi(x) is a monic basic irreducible
polynomial such that ρi(x) and ρ
∗
i (x) are coprime inR[x]. Using the notations
in Section 2, we have Ai = R[x]/〈fi(x)〉 which is an extension commutative
ring of R and |Ai| = |R|2di = (p2m)2di = p4mdi .
As − is a ring homomorphism from R onto Fpm defined in Section 2, we
see that ρi(x) is a mionic irreducible polynomial in Fpm[x] of degree di, the
reciprocal polynomial of ρi(x) in Fpm [x] is given by ρ
∗
i (x) = ρ
∗
i (x). Then
ρ∗i (x) is also a mionic irreducible polynomial in Fpm[x] of degree di satis-
fying gcd(ρi(x), ρ
∗
i (x)) = 1. Hence f i(x) = ρi(x)ρ
∗
i (x) which is a monic
self-reciprocal polynomial in Fpm[x] of degree 2di. In the following, let
⋄ Ki = Fpm[x]/〈f i(x)〉 = Fpm [x]/〈ρi(x)ρ
∗
i (x)〉.
Then we extend the surjective homomorphism of rings − : R → Fpm to a
surjective homomorphism of rings from Ai onto Ki, which is also denoted by
−, in the natural way:
− :
2di−1∑
j=0
βjx
j 7→
2di−1∑
j=0
βjx
j (∀βj ∈ Ai, j = 0, 1, . . . , 2di − 1).
By Equation (2) in Section 2 and the definitions of ǫi,1(x) and ǫi,2(x) in
Theorem 2.5(II), from classical ring theory we deduce the following lemma.
Lemma 3.10 (cf. [37] Theorem 2.7 and its proof)Using the notations above,
we have the following conclusions :
(i) ǫi,1(x)
2 = ǫi,1(x), ǫi,2(x)
2 = ǫi,2(x), ǫi,1(x)ǫi,2(x) = 0 and ǫi,1(x) +
ǫi,2(x) = 1 in Ai.
(ii) Ai = Ai,1 ⊕Ai,2, where Ai,j = Aiǫi,j(x) for j = 1, 2.
(iii) The map χ : Υi,1 ×Υi,2 → Ai defined by
χ(g1(x), g2(x)) = ǫi,1(x)g1(x) + ǫi,2(x)g2(x) (mod fi(x)), ∀gj(x) ∈ Υi,j
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is a ring isomorphism where Υi,1 = R[x]/〈ρi(x)〉 and Υi,2 = R[x]/〈ρ∗i (x)〉.
(iv) θi(ǫi,1(x)) = ǫi,2(x) and θi(ǫi,2(x)) = ǫi,1(x). Then θi induces a ring
isomorphism between Ai,1 and Ai,2. Hence θi is a ring automorphism of Ai
with multiplicative order 2.
By Lemma 2.2(ii), Υi,1 is a Galois ring of characteristic p
2 and cardinality
p2mdi and there exists
ζi(x) =
di−1∑
k=0
ζikx
k ∈ Υ×i,1 with ζik ∈ R for all k
such that ord(ζi(x)) = p
mdi − 1. Then every element of Υi,1 has a unique p-
expansion: a0(x)+pa1(x) where a0(x), a1(x) ∈ {0}∪{ζi(x)l | l = 0, 1, . . . , pmdi−
1} (mod ρi(x)). Let
⋄ θi : Ki → Ki be defined by
θi(c(x)) = c(x
n−1) (mod f i(x)), ∀c(x) =
di−1∑
j=0
cjx
j ∈ Ki with cj ∈ Fpm.
As f i(x) | (x
n − 1) in Fpm[x], θi is a ring automorphism of Ki such that the
following diagram commutes:
Ai
θi−→ Ai
− ↓ ↓−
Ki
θi−→ Ki
, i.e., θi(β) = θi(β), ∀β ∈ Ai. (10)
Lemma 3.11 Using the notations above, denote πi,j = ǫi,j(x) ∈ Ki and
Ki,j = Kiπi,j for j = 1, 2. Then we have the following conclusions :
(i) π2i,1 = πi,1, π
2
i,2 = πi,2, πi,1πi,2 = 0 and πi,1πi,2 = 1 in Ki.
(ii) Ki = Ki,1 ⊕Ki,2 where Ki,j = Ai,j = Kiπi,j for j = 1, 2.
(iii) Ki,1 = {0} ∪ {ǫi,1(x)ζ i(x)
k | k = 0, 1, . . . , pmdi − 2} and Ki,2 =
{0} ∪ {ǫi,2(x)ζ i(x
−1)k | k = 0, 1, . . . , pmdi − 2}, which are both finite fields of
cardinality pmdi .
(iv) θi(πi,1) = πi,2 and θi(πi,2) = πi,1. Then θi induces a field isomor-
phism between Ki,1 and Ki,2. Hence θi is a ring automorphism of Ki with
multiplicative order 2.
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Proof. (i), (ii) and (iv) follow from Lemma 3.10 (i), (ii) and (iv), respectively.
(iii) As ζi(x) ∈ Υ
×
i,1 and ord(ζi(x)) = p
mdi − 1 by Lemma 2.2(ii), every
element of Υi,1 has a unique p-expansion: b0(x) + pb1(x), b0(x), b1(x) ∈ Ti,1
where Ti,1 = {0}∪{ζi(x)k | k = 0, 1, . . . , pmdi−2}. From this, by Lemma 3.10
(ii) and (iii), we deduce that Ai,1 = {ǫi,1(x)b0(x) + pǫi,1(x)b1(x) | b0(x), b1(x)
∈ Ti,1} (mod fi(x)), which implies
Ki,1 = Ai,1 = {ǫi,1(x)b0(x) | b0(x) ∈ Ti,1}
= {0} ∪ {ǫi,1(x)ζ i(x)
k | 0 ≤ k ≤ pmdi − 2}.
HenceKi,2 = θi(Ki,1) = θi(Ai,1) = {0}∪{ǫi,2(x)ζ i(x
−1)k | k = 0, 1, . . . , pmdi−
2} by Lemma 3.10(iv). 
Now, let Ki[y; θi] be the skew polynomial ring over the finite commutative
ring Ki determined by θi and denote
⋄ Γi = Ki[y; θi]/〈y2−1〉 which is the residue class ring of Ki[y; θi] modulo
its two-sided ideal 〈y2 − 1〉 generated by y2 − 1.
Then we extend the surjective ring homomorphism − : Ai → Ki to the a map
from Ri onto Γi, denoted by
− as well, by the natural way:
β0 + β1y = β0 + β1y, ∀β0, β1 ∈ Ai.
For any β ∈ Ai, by Equation (10) it follows that
yβ = θi(β)y = θi(β)y = θi(β)y = yβ.
From this, it can be verify easily that − is a surjective ring homomorphism
from Ri onto Γi.
As Ui,1 = {0} ∪ {ǫi,1(x)ζi(x)k | k = 0, 1, . . . , pmdi − 2} and Wi = {u(x) +
1
u(x−1)
| 0 6= u(x) ∈ Ui,1} (see Theorem 2.5(II)), we have that
⋄ W i = {u(x) +
1
u(x−1)
| u(x) = ǫi,1(x)ζi(x)
k, 0 ≤ k ≤ pmdi − 2} ⊆ K×i .
Obviously, |Wi| = |W i| = pmdi − 1.
For ideals of Γi = Ki[y; θi]/〈y2 − 1〉, we have the following conclusions.
Lemma 3.12 Let r + 1 ≤ i ≤ t. We have the following conclusions :
(i) (cf. [18] Theorem 4.2) all distinct left ideals of Γi = Ki[y; θi]/〈y2 − 1〉
are given by :
{0}, Γi, Γiǫi,1, Γiǫi,2, Γi(w(x) + y) where w(x) ∈ Wi.
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Moreover, we have the following properties for nonzero left ideals of Γi:
(i-1) |Γiǫi,j(x)| = p
2mdi and wt
(Ki)
H (Γiǫi,j(x)) = 1 for j = 1, 2; |Γi| = p
4mdi
and wt
(Ki)
H (Γi) = 1.
(i-2) |J | = p2mdi and wt(Ki)H (J) = 2 for any J = Γi(w(x) + y) with
w(x) ∈ Wi.
(ii) Let L = {Γiǫi,j(x) | j = 1, 2} ∪ {Γi(w(x) + y) | w(x) ∈ Wi}. Then
for any J1, J2 ∈ L satisfying J1 6= j2, we have Γi = J1 ⊕ J2. Hence every left
ideal of Γi contained in L is a minimal left ideal of Γi.
Proof. (ii) Let J1, J2 ∈ L satisfying J1 6= J2. Then |J1| = |J2| = p2mdi by
(i). If J1 ∩ J2 = {0}, we have |J1 + J2| = |J1||J2| = p4mdi = |Γi|, which
implies J1 + J2 = Γi, and hence Γi = J1 ⊕ J2. Suppose that J1 ∩ J2 6= {0}.
Since J1 ∩ J2 is also a left ideal of Γi satisfying J1 ∩ J2 ⊆ Js for all s = 1, 2,
by (i) it follows that |J1 ∩ J2| = p2mdi , which implies J1 = J2, and we get a
contradiction. Therefore, Γi = J1 ⊕ J2. 
Now, we list all left ideals of the ring Ri = Ai[y; θi]/〈y2 − 1〉 as follows.
Theorem 3.13 Let r + 1 ≤ i ≤ t. Using the notations above, all skew
θi-cyclic code Ci over Ai of length 2, i.e., all left ideals of the ring Ri =
Ai[y; θi]/〈y2 − 1〉, are given by the following table:
case Ni Ci (left ideals of Ri) |Ci| d
(1) 1 ⋄ {0} 0 0
(2) 2 ⋄ Rip
j (j = 0, 1) p4(2−j)mdi 1
(3) 2 ⋄ Ripǫi,j(x) (j = 1, 2) p2mdi 1
(4) pmdi − 1 ⋄ Rip(w(x) + y) (w(x) ∈ Wi) p2mdi 2
(5) 2 ⋄ Riǫi,j(x) +Rip (j = 1, 2) p6mdi 1
(6) 2pmdi ⋄ Ri(ǫi,j(x) + pbi,j(x)y) p4mdi 1
(bi,j ∈ Ki,j , j = 1, 2)
(7) pmdi − 1 ⋄ Ri(w(x) + y) +Rip (w(x) ∈ Wi) p6mdi 1
(8) p2mdi − pmdi ⋄ Ri(w(x) + pϑ(x) + y) p4mdi 2
(ϑ(x) ∈ V(w(x))i , w(x) ∈ Wi)
where Ni is the number of left ideals in the same line of the table, d =
w
(Ai)
H (Ci) is the minimum Hamming weight of Ci as a linear code over Ai.
Therefore, the number of left ideals in Ri is equal to p
2mdi + 3pmdi + 5.
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Proof. For any nonzero left ideal C of Ri, let C = {α | α ∈ C} and
(C : p) = {α ∈ Ri | pα ∈ C}. Similar to the proof of Theorem 3.9, it can be
verified that (C : p) is a left ideal of Ri satisfying C ⊆ (C : p), which implies
that both C and (C : p) are left ideals of Γi satisfying C ⊆ (C : p) and
|C| = |Im(τi)||Ker(τi)| = |C||(C : p)|. (11)
Then by Lemma 3.12(i), we have one of the following cases.
(i) C = {0}. As C 6= {0}, by (11) it follows that (C : p) is a nonzero left
ideal of Γi. Then by Lemma 3.12(ii) we have one of the following subcases:
(i-1) (C : p) = Γi. By Lemma 3.12 and an argument similar to (i-1) in
the proof of Theorem 3.9, it follows that C = Rip, |C| = |Γi| = p
2mdi and
w
(Ai)
H (C) = 1.
(i-2) (C : p) = Γiǫi,j(x), where j = 1, 2. Then (C : p) = Riǫi,j(x), which
implies that ǫi,j(x) + pα ∈ (C : p) for some α ∈ Ri, and hence pǫi,j(x) =
p(ǫi,j(x) + pα) ∈ C. From this we deduce that Ripǫi,j(x) ⊆ C.
Conversely, let ξ ∈ C. By C = {0} there exists β ∈ Ri such that
ξ = pβ ∈ C, which implies β ∈ (C : p), and so β ∈ (C : p) = Riǫi,j(x).
Then there exist γ, δ ∈ Ri such that β = γǫi,j(x) + pδ, and hence ξ =
p(γǫi,j(x) + pδ) = γ(pǫi,j(x)) ∈ Ripǫi,j(x). Therefore, C ⊆ Ripǫi,j(x) and so
C = Ripǫi,j(x).
Moreover, by Lemma 3.12(i) and Equation (11) it following that |C| =
|Γiǫi,j| = p2mdi and w
(Ai)
H (C) = w
(Ki)
H ((C : p)) = w
(Ki)
H (Γiǫi,j(x)) = 1.
(i-3) (C : p) = Γi(w(x) + y) where w(x) ∈ Wi. By Lemma 3.12 and
an argument similar to (i-2) in the proof of Theorem 3.9, it follows that
C = Rip(w(x) + y), |C| = |Γi(w(x) + y)| = p
2mdi and w
(Ai)
H (C) = 2.
(ii) C = Γi. By an argument similar to (ii) in the proof of Theorem 3.9,
it follows that C = Ri = Rip
0, |C| = |Ri| = p8mdi and w
(Ai)
H (C) = 1.
(iii) C = Γiǫi,j(x) where j = 1, 2. By ǫi,j(x) ∈ C, there exists α ∈ Ri such
that ǫi,j(x) + pα ∈ C. As C ⊆ (C : p), by Lemma 3.7(ii) we have one of the
following two subcases:
(iii-1) (C : p) = Γi. In this case, by the proof of (i-1), we know that p ∈ C.
Hence ǫi,j(x) = (ǫi,j(x) + pα)− α · p ∈ C. Therefore, Riǫi,j(x) +Rip ⊆ C.
Conversely, let ξ ∈ C. By ξ ∈ C = Γiǫi,j(x) = Riǫi,j(x), there exists
γ, δ ∈ Ri such that ξ = γǫi,j(x)+pδ ∈ Riǫi,j(x)+Rip. Hence C ⊆ Riǫi,j(x)+
Rip ⊆ C and so C = Riǫi,j(x) + Rip.
Moreover, by Lemma 3.12(i) and Equation (11) it follows that |C| =
|Γiǫi,j||Γi| = p6mdi and w
(Ai)
H (C) = w
(Ki)
H ((C : p)) = w
(Ki)
H (Γi) = 1.
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(iii-2) (C : p) = Γiǫi,j(x). Then by the proof of (i-2), we know that
pǫi,j(x) = pǫi,j(x) ∈ C, which implies pθi(ǫi,j(x))y = y · pǫi,j(x) ∈ C.
♦ Let i = 1. In this case, we have that pǫi,1(x) ∈ C and pǫi,2(x)y =
pθi(ǫi,1(x))y ∈ C by Lemma 3.10(iv). As α ∈ Ri = Ai[y; θi]/〈y2 − 1〉, by
Lemma 3.10(ii) there exist ai,1(x), bi,1(x) ∈ Ai,1 and ai,2(x), bi,2(x) ∈ Ai,2
such that α = (ai,1(x) + ai,2(x)) + (bi,1(x) + bi,2(x))y. By Lemma 3.10(i)
and (ii), we have ai,1(x)ǫi,1(x) = ai,1(x), ai,2(x)ǫi,1(x) = 0, bi,1(x)yǫi,1(x) =
bi,1(x)ǫi,2(x)y = 0 and bi,2(x)yǫi,1(x) = bi,2(x)ǫi,2(x)y = bi,2(x)y, which imply
α · pǫi,1(x) = p(ai,1(x) + bi,2(x)y). Hence
δ = ǫi,1(x) + p(ai,2(x) + bi,1(x)y) = ǫi,1(x) + pα− α · pǫi,1(x) ∈ C.
Then by ǫi,1(x)
2 = ǫi,1(x), ǫi,1(x)ai,2(x) = 0 and ǫi,1(x)bi,1(x) = bi,1(x), it
follows that ǫi,1(x) + pbi,1(x)y = ǫi,1(x)δ ∈ C, which implies Ri(ǫi,1(x) +
pbi,1(x)y) ⊆ C.
Conversely, let ξ ∈ C. By C = Riǫi,1(x) = Γiǫi,1(x) + pbi,1(x)y, there
exist γ, δ ∈ Ri such that ξ = γ(ǫi,1(x) + pbi,1(x)y) + pδ, which implies pδ =
ξ − γ(ǫi,1(x) + pbi,1(x)y) ∈ C, i.e., δ ∈ (C : p). From this and by (C : p) =
Γiǫi,1(x), we deduce that δ = λǫi,1(x) + pη for some λ, η ∈ Ri. Therefore,
ξ = γ(ǫi,1(x) + pbi,1(x)y) + p(λǫi,1(x) + pη) = (γ + pλ)(ǫi,1(x) + pbi,1(x)y) ∈
Ri(ǫi,1(x) + pbi,1(x)y). Hence C = Ri(ǫi,1(x) + pbi,1(x)y).
Assume that C = Ri(ǫi,1(x) + phi,1(x)y) from some hi,1 ∈ Ki,1 as well.
Then p(bi,1(x) − hi,1(x))y = (ǫi,1(x) + pbi,1(x)y) − (ǫi,1(x) + phi,1(x)y) ∈ C,
which implies (bi,1(x)− hi,1(x))y ∈ (C : p) = Γiǫi,1(x), and so
θi(bi,1(x)− hi,1(x)) = y · (bi,1(x)− hi,1(x))y ∈ Γiǫi,1(x) = Ki,1 +Ki,2y.
From this we deduce that θi(bi,1(x)−hi,1(x)) = 0, since θi(bi,1(x)−hi,1(x)) ∈
Ki,2 and Ki,1 ∩Ki,2 = {0} by Lemma 3.11 (iv) and (ii) respectively. Hence
bi,1(x)− hi,1(x) = 0, i.e., bi,1(x) = hi,1(x) in Ki,1.
As stated above, we conclude that all distinct left ideals of Ri satisfying
C = (C : p) = Γiǫi,1(x) are given by: C = Ri(ǫi,1(x) + pbi,1(x)y), where
bi,1 ∈ Ki,1 and |Ki,1| = pmdi .
♦ Let j = 2. An similar argument shows that all distinct left ideals of Ri
satisfying C = (C : p) = Γiǫi,2(x) are given by: C = Ri(ǫi,2(x) + pbi,2(x)y),
where bi,2 ∈ Ki,2 and |Ki,2| = p
mdi .
Moreover, by Lemma 3.12(i) and Equation (11) it follows that |C| =
|Γiǫi,j(x)|2 = p4mdi and w
(Ai)
H (C) = w
(Ki)
H ((C : p)) = w
(Ki)
H (Γiǫi,j(x)) = 1.
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(iv) C = Γi(w(x) + y) where w(x) ∈ Wi. By y + w(x) = w(x) + y ∈ C,
there exists α ∈ Ri such that y+w(x)+ pα ∈ C. As C ⊆ (C : p), by Lemma
3.12(ii) we have one of the following two subcases:
(iv-1) (C : p) = Γi. By Lemma 3.12 and an argument similar to (iii-1)
in the proof of Theorem 3.9, it follows that C = Ri(y + w(x)) + Rip, |C| =
|Γi(w(x) + y)||Γi| = p6mdi and w
(Ai)
H (C) = w
(Ki)
H ((C : p)) = w
(Ki)
H (Γi) = 1.
(iv-2) (C : p) = Γi(w(x) + y). Then by the proof of (i-3), we know that
p(y + w(x)) ∈ C. As α ∈ Ri, there exist a(x), b(x) ∈ Ai such that α =
a(x)+b(x)y. Denote ϑ(x) ≡ a(x)−b(x)w(x) (mod p) where ϑ(x) ∈ Ai = Ki.
Then pϑ(x) = p(a(x)− b(x)w(x)) and hence
y + w(x) + pϑ(x) = (y + w(x) + pα)− b(x) · p(y + w(x)) ∈ C
Hence Ri(y + w(x) + pϑ(x)) ⊆ C. From this and by an argument similar to
(iii-2) in the proof of Theorem 3.9, we deduce that C = Ri(y+w(x)+pϑ(x))
and C is uniquely determined by the pair (w(x), ϑ(x)) of polynomials.
By the definition ofWi (see Theorem 2.5(II)), we have that w(x) = u(x)+
1
u(x−1)
= u(x)+ (θi(u(x)))
−1 where u(x) = ǫi,1(x)ζi(x)
k and 0 ≤ k ≤ pmdi −2.
By Lemma 3.10(iv), it follows that θi(u(x)) = ǫi,2(x)ζi(x
−1)k (mod fi(x)),
which implies θi(w(x)) = θi(u(x)) + (u(x))
−1 where θi(u(x)) ∈ Ai,2 and
(u(x))−1 ∈ Ai,1 by Lemma 3.10(iv). From this and by Lemma 3.10 (i) and
(ii), we deduce that
w(x) · θi(w(x)) = u(x)(u(x))
−1 + (θi(u(x)))
−1θi(u(x)) = ǫi,1(x) + ǫi,2(x) = 1,
i.e., θi(w(x)) = w(x)
−1. Then by p2 = 0, we have (θi(w(x)) + pθi(ϑ(x)))
−1 =
w(x)2 (θi(w(x))− pθi(ϑ(x))) . As C is a left ideal of Ri and y2 = 1, we have
y + w(x) + p(−w(x)2θi(ϑ(x)))
= y + w(x)2 (θi(w(x))− pθi(ϑ(x)))
= (θi(w(x)) + pθi(ϑ(x)))
−1 ((θi(w(x)) + pθiϑ(x))) y + 1)
= (θi(w(x)) + pθi(ϑ(x)))
−1 y · (w(x) + pϑ(x) + y) ∈ C,
From this, we deduce that
w(x)θi(ϑ(x)) + θi(w(x))ϑ(x) = 0, i.e., ϑ(x) = −w(x)
2θi(ϑ(x)) (12)
in Ki. Let w(x) = u(x) +
1
u(x−1)
where u(x) = ǫi,1(x)ζ i(x)
s ∈ K×i,1, 0 ≤ s ≤
pmdi − 2. By Equation (10), Lemma 3.11 and u(x−1) = θi(u(x)) ∈ Ki,2, it
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follows that w(x)2 = u(x)2+ 1
u(x−1)2
. By Lemma 3.11(ii), there exists a unique
pair (v1(x), v2(x)), vj(x) ∈ Ki,j for j = 1, 2, such that ϑ(x) = v1(x) + v2(x).
Then θi(ϑ(x)) = θi(v2(x)) + θi(v1(x)) where θi(v2(x)) ∈ Ki,1 and θi(v1(x)) ∈
Ki,2 by Lemma 3.11(iv). Hence
w(x)2θi(ϑ(x)) = u(x)
2θi(v2(x)) +
1
u(x−1)2
θi(v1(x)).
From this we deduce that all solutions of the Equation (12) are given by
ϑ(x) = v1(x)−
1
u(x−1)2
θi(v1(x)) = v1(x)−
1
u(x−1)2
v1(x
−1)
where v1(x) ∈ Ki,1 = U i,1, i.e., ϑ(x) ∈ V
(w(x))
i . As |Ki,1| = p
mdi , the number
of left ideals C of Ri is equal to p
mdi(pmdi − 1) in this case.
Then by Lemma 3.12(i) and Equation (11), we have that |C| = |Γi(w(x)+
y)|2 = p4mdi and w(Ai)H (C) = w
(Ki)
H ((C : p)) = w
(Ki)
H (Γi(w(x) + y)) = 2. 
Now it is the time to prove Theorem 2.5. First, for each left ideal Ci of
the ring Ri = Ai[y; θi]/〈y2 − 1〉 listed by Theorems 3.8, 3.9 and 3.13 we give
a generator matrix for Ci as a linear code over Ai of length 2, 0 ≤ i ≤ r + t.
For example, let 1 ≤ i ≤ r, di ≥ 2 and Ci = Ri(w(x) + y)+Rip. Then as
an Ai-submodule of Ri, a generator set of Ci is {w(x)+ y, y(w(x)+ y), p, py}
where y(w(x) + y) = 1 + θi(w(x))y. By the identification of R[D2n] with A2
under Ξ defined before Theorem 2.1, we have
Ci = {ξMi | ξ ∈ A
4
i } where Mi =

w(x) 1
1 θi(w(x))
p 0
0 p
 .
Since w(x) is an invertible element of Ai and w(x) · θi(w(x)) = 1, there is
an invertible matrix P over Ai such that PMi =

w(x) 1
0 p
0 0
0 0
. So Gi =
[
w(x) 1
0 p
]
is a generator matrix of Ci.
Now, let r + 1 ≤ i ≤ r + t and Ci = Riǫi,1(x) + Rip. Then as an
Ai-submodule of Ri, a generator set of Ci is {ǫi,1(x), yǫi,1(x), p, py} where
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yǫi,1(x) = θi(ǫi,1(x))y = ǫi,2(x)y by Lemma 3.11(iv). By the identification of
R[D2n] with A2 under Ξ defined before Theorem 2.1, we have
Ci = {ξMi | ξ ∈ A
4
i } where Mi =
[
Mi,1
pI2
]
.
As ǫi,1(x)ǫi,2(x) = 0 and ǫi,1(x) + ǫi,2(x) = 1 by Lemma 3.11, there is an
invertible matrix P over Ai such that PMi =
[
Mi,1
pMi,2
]
. So Gi =
[
Mi,1
pMi,2
]
is a generator matrix of Ci.
Let r + 1 ≤ i ≤ r + t and Ci = Ri(ǫi,1(x) + pbi,1(x)y) where bi,1(x) ∈
Ki,1. Then as an Ai-submodule of Ri, a generator set of Ci is {ǫi,1(x) +
pbi,1(x)y, y(ǫi,1(x) + pbi,1(x)y)} where y(ǫi,1(x) + pbi,1(x)y) = pbi,1(x−1) +
ǫi,2(x)y with bi,1(x
−1) = θi(bi,1(x)) ∈ Ki,2 by Lemma 3.11(iv). Hence a
generator matrix of Ci is given by Gi =
[
ǫi,1(x) pbi,1(x)
pbi,1(x
−1) ǫi,2(x)
]
.
It is routine to prove that Gi is a generator matrix of Ci for other cases.
Here, we omit the proofs.
Finally, we prove that C⊥E = ⊕r+ti=0AiϕiVi as a linear R-code of length
2n. Let a = (a0,0, a1,0, . . . , an−1,0, a0,1, a1,1, . . . , an−1,1),b = (b0,0, b1,0, b2,0, . . .,
bn−1,0, b0,1, b1,1, . . . , bn−1,1) ∈ R2n. Recall that the Euclidian inner product of
a and b is defined by [a,b]E =
∑n−1
i=0
∑1
j=0 ai,jbi,j ∈ R.
Let C be a linear R-code of length 2n, i.e., an R-submodule of R2n, the
Euclidian dual code of C is defined as C⊥E = {b ∈ R2n | [a,b]E = 0, ∀a ∈
C}. Moreover, C is said to be self-dual (resp. self-orthogonal) if C = C⊥E
(resp. C ⊆ C⊥E).
Lemma 3.14 Using the notations above, denote
aj(x) =
n−1∑
k=0
ak,jx
k, bj(x) =
n−1∑
k=0
bk,jx
k ∈ A, j = 0, 1,
α = (a0(x), a1(x)), β = (b0(x), b1(x)), and define θ(β) = (θ(b0(x)), θ(b1(x))).
Then [a, b]E = 0 if
α · (θ(β))tr = a0(x) · θ(b0(x)) + a1(x) · θ(b1(x)) = 0 in A.
Proof. By xn = 1 in A, it follows that
a0(x) · θ(b0(x)) + a1(x) · θ(b1(x)) = [a, b]E + h1x+ . . .+ hn−1x
n−1
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for some h1, . . . , hn−1 ∈ R. Hence [a, b]E = 0 if α · (θ(β))tr = 0 in A. 
Now, denote Q = ⊕r+ti=0AiϕiVi where Vi is given by Theorem 2.5 for any
i = 0, 1, . . . , r+ t. By the first part of Theorem 2.5 we have proved above, we
see that Q is also a left D2n-code over R, |Ci||Vi| = p4mdi for all i = 0, 1, . . . , r
and |Ci||Vi| = p8mdi for all i = r + 1, . . . , r + t, which implies
|C||Q| =
r+t∏
i=0
|Ci||Vi| = p
4m(
∑r
i=0 di+2
∑r+t
i=r+1 di) = |R|2n (13)
by |AiϕiCi| = |Ci| and |AiϕiVi| = |Vi| for all i = 0, 1, . . . , r + t.
Let G = [gij(x)]k×l be a matrix over the commutative ring Ai of size k× l
with gij(x) ∈ Ai. Define θi(G) = [θi(gij(x))]k×l, and denote the transpose of
G by Gtr where Gtr = [hij(x)]l×k with hij(x) = gji(x). First, we prove the
following lemma.
Lemma 3.15 Let 0 ≤ i ≤ r+ t. Then Gi · (θi(Hi))tr = 0 for all pair (Gi, Hi)
of matrices listed in three tables of Theorem 2.5.
Proof. Let 0 ≤ i ≤ r and di = 1. Then Ai = R and θi = idR. It is routine
to check that Gi · (θi(Hi))tr = Gi · Htri = 0 for all pair (Gi, Hi) of matrices
listed in the first two tables of Theorem 2.5.
Let 0 ≤ i ≤ r and di = 2. We consider the pair (Gi, Hi) of matrices listed
in the third table of Theorem 2.5. For example, let Gi = (w(x)(1+pϑ(x)), 1)
and Hi = (−w(x)(1 + pϑ(x)), 1) where w(x) ∈ Wi and ϑ(x) ∈ Vi. Then
we have w(x) · θi(w(x)) = 1 and θi(ϑ(x)) + ϑ(x) = 0 by Lemma 3.6(iii) and
Equation (8) in the proof of Theorem 3.9, respectively. Hence
Gi · (θi(Hi))
tr = (w(x)(1 + pϑ(x)), 1) · (−θi(w(x))(1 + pθi(ϑ(x))), 1)
tr
= −w(x) · θi(w(x)) · (1 + p(ϑ(x) + θi(ϑ(x)))) + 1
= 0.
It is routine to check that Gi ·(θi(Hi))tr = 0 for other pair (Gi, Hi) of matrices
in the third table of Theorem 2.5.
Let r + 1 ≤ i ≤ r + t. We consider the pair (Gi, Hi) of matrices listed
in the fourth table of Theorem 2.5. For example, let Gi = (w(x) + pϑ(x), 1)
and Hi = (−w(x)− pϑ(x), 1) where ϑ(x) ∈ V
(w(x))
i and w(x) ∈ Wi. Then we
have w(x) · θi(w(x)) = 1 and w(x)θi(ϑ(x)) + θi(w(x))ϑ(x) = 0 by the case
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(iv-2) and Equation (12) in the proof of Theorem 3.13, respectively. Hence
Gi · (θi(Hi))
tr = (w(x) + pϑ(x), 1) · (−θi(w(x))− pθi(ϑ(x)), 1)
tr
= −w(x) · θi(w(x))− p(w(x)θi(ϑ(x)) + ϑ(x)θi(w(x))) + 1
= 0.
It is routine to check that Gi ·(θi(Hi))
tr = 0 for other pair (Gi, Hi) of matrices
in the fourth table of Theorem 2.5 by Lemma 3.10 (i) and (iv). 
Now, let α ∈ C and β ∈ Q. By the identification of R[D2n] with A2
under Ξ defined before Theorem 2.1 and the first part of Theorem 2.5 we
have proved, it follows that
α =
r+t∑
i=0
εi(x)ξiGi ∈ A
2 and β =
r+t∑
i=0
εi(x)ηiHi ∈ A
2
for some ξi ∈ Ai or ξi ∈ A2i and ηi ∈ Ai or ηi ∈ A
2
i . From this, by Lemma
2.3(i), Lemma 3.3(ii) and Lemma 3.15 we deduce that
α · (θ(β))tr =
(
r+t∑
i=0
εi(x)ξiGi
)
·
(
r+t∑
k=0
εk(x)(θk(Hk))
tr(θk(ηk))
tr
)
=
r+t∑
i=0
εi(x)ξi
(
Gi · (θk(Hi))
tr
)
(θi(ηi))
tr
= 0.
Hence Q ⊆ C⊥E by Lemma 3.14. From this and by Equation (13), we deduce
that C⊥E = Q as required.
4. Self-dual and self-orthogonal left D2n-codes over R
In this section, we consider self-dual and self-orthogonal left D2n-codes over
R = GR(p2, m) where m is a positive integer. By Theorem 2.5, C is Euclidian
self-dual if and only if Ci = Vi for all i = 0, 1, . . . , r + t. Then we have
Corollary 4.1 All distinct Euclidian self-dual left D2n-codes over R are given
by : C =
∑r+t
i=0(AiϕiCi), where Ci is a left ideal of Ri satisfying one of the
following two conditions :
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(i) Let p be odd. If 0 ≤ i ≤ r, then Ci = Rip. If r + 1 ≤ i ≤ r + t, then
Ci = Rip, Riǫi,j(x) for j = 1, 2.
(ii) Let p = 2. If 0 ≤ i ≤ r, then Ci = 2Ri. If r + 1 ≤ i ≤ r + t, then
Ci = 2Ri, Ri(ǫi,j(x) + 2bi,j(x)y) where bi,j ∈ Ki,j and j = 1, 2.
Therefore, the number of Euclidian self-dual left D2n-codes over R is equal
to 3t when p is odd; and the number of Euclidian self-dual left D2n-codes over
R is equal to (2 · 2mdi + 1)t when p = 2.
By Theorem 2.5, C is Euclidian self-orthogonal if and only if Ci ⊆ Vi for
all i = 0, 1, . . . , r + t. Hence we have
Corollary 4.2 All distinct self-orthogonal left D2n-codes over R are given
by : C =
∑r+t
i=0(AiϕiCi), where Ci is a left ideal of Ri = Ai[y; θi]/〈y
2 − 1〉
given by one of the following three cases.
(i) Let 0 ≤ i ≤ r and di = 1. Then Ci is one of the following two cases :
(i-1) If p is odd, Ci = {0}, Rip, Rip(y − 1), Rip(y + 1).
(i-2) If p = 2, Ci = {0}, 2Ri, 2Ri(y − 1).
(ii) Let 0 ≤ i ≤ r and di ≥ 2. Then Ci = {0}, Rip, Rip(w(x) + y) with
w(x) ∈ Wi.
(iii) Let r + 1 ≤ i ≤ r + t. Then Ci is one of the following two cases :
(iii-1) Let p is odd. Then Ci = {0}, Rip, Ripǫi,j(x), Rip(w(x) + y) with
w(x) ∈ Wi, Riǫi,j(x) for all j = 1, 2.
(iii-2) Let p = 2. Then Ci = {0}, 2Ri, 2Riǫi,j(x), 2Ri(w(x) + y) with
w(x) ∈ Wi, Ri(ǫi,j(x) + 2bi,j(x)y) where bi,j ∈ Ki,j and j = 1, 2.
Therefore, the number of self-orthogonal left D2n-codes over R is equal to
4λ
∏
di≥2,1≤i≤r
(p
mdi
2 + 3)
∏
r+1≤i≤r+t
(pmdi + 5) if p is odd,
and the number of self-orthogonal left D2n-codes over R is equal to
3λ
∏
di≥2,1≤i≤r
(2
mdi
2 + 3)
∏
r+1≤i≤r+t
(3 · 2mdi + 3) if p = 2,
where λ = |{i | di = 1, 0 ≤ i ≤ r}|.
Finally, we consider left D30-codes over Z4. We know that x
15 − 1 =∏3
i=0 fi(x), where f0(x) = x − 1, f1(x) = 1 + x + x
2, f2(x) = 1 + x +
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x2 + x3 + x4 and f3(x) = ρ3(x)ρ
∗
3(x) with ρ3(x) = 1 + 3x + 2x
2 + x4, and
f0(x), f1(x), f2(x), ρ3(x), ρ
∗
3(x) are pairwise coprime basic irreducible polyno-
mials in Z4[x]. Hence r = 2, t = 1, d0 = 1, d1 = 2 and d2 = d3 = 4. By
Corollary 2.6(ii), the number of left D30-codes over Z4, i.e., left ideals of the
group ring Z4[D30], is equal to
N(15,4,4) = (2 + 5) · (2
2 + 3 · 2
2
2 + 5) · (24 + 3 · 2
4
2 + 5) · (44 + 3 · 24 + 5)
= 7 · 15 · 33 · 309 = 1, 070, 685.
By Corollary 4.1, the number of self-dual left D30-codes over Z4 is equal
to (2 · 24 + 1)1 = 33. By Corollary 4.2, the number of self-orthogonal left
D30-codes over Z4 is equal to 3
1(2
2
2 +3)(2
4
2 +3)(3 ·24+3) = 3 ·5 ·7 ·51 = 5355.
For each i = 0, 1, 2, 3, denote Fi(x) =
xn−1
fi(x)
∈ Z4[x]. Then Fi(x) and fi(x)
are coprime polynomials in Z4[x]. We find polynomials ui(x), vi(x) ∈ Z4[x]
such that ui(x)Fi(x) + vi(x)fi(x) = 1. In the following, let εi(x) ∈ A =
Z4[x]/〈x15 − 1〉 satisfying εi(x) ≡ ui(x)Fi(x) = 1− vi(x)fi(x) (mod x15 − 1).
Precisely, we have
ε0(x) = 3x
14 + 3x13 + 3x12 + 3x11 + 3x10 + 3x9 + 3x8 + 3x7 + 3x6 + 3x5 +
3x4 + 3x3 + 3x2 + 3x+ 3,
ε1(x) = x
14 + x13 + 2x12 + x11 + x10 + 2x9 + x8 + x7 + 2x6 + x5 + x4 +
2x3 + x2 + x+ 2,
ε2(x) = x
14 + x13 + x12 + x11 + x9 + x8 + x7 + x6 + x4 + x3 + x2 + x,
ε3(x) = x
14 + x13 + x12 + x11 + x9 + x8 + x7 + x6 + x4 + x3 + x2 + x.
Using the notations in Section 2 and Section 3, denote Ai = Z4[x]/〈fi(x)〉
for i = 0, 1, 2, 3. Precisely, we have
⋄ A0 = Z4[x]/〈x− 1〉 = Z4 and R0 = Z4[y]/〈y
2 − 1〉.
⋄ A1 = Z4[x]/〈f1(x)〉 = {a0 + a1x | a0, a1 ∈ Z4} which is a Galois ring
of characteristic 4 and cardinality 42, and R1 = A1[y; θ1]/〈y2 − 1〉 where
θ1(a(x)) = a(x
14) (mod f1(x)) for all a(x) ∈ A1. We find an invertible
element ζ1(x) in A1 of order 3: ζ1(x) = x. Then ζ1(x) = x. Let
W1 = {ζ1(x)
(2−1)s | s = 0, 1, 2} = {1, x, 3 + 3x};
V1 = {0} ∪ {ζ1(x)
(2+1)·0} = {0, 1}.
⋄ A2 = Z4[x]/〈f2(x)〉 = {
∑3
j=0 ajx
j | a0, a1, a2, a3 ∈ Z4} which is a Galois
ring of characteristic 4 and cardinality 44, and R2 = A2[y; θ1]/〈y2− 1〉 where
θ2(a(x)) = a(x
14) (mod f2(x)) for all a(x) ∈ A2. We find an invertible
element ζ2(x) = 2x
3 + x + 1 ∈ A2 having multiplicative order 15, which
implies ζ2(x) = 1 + x. Let
W2 = {ζ2(x)(2
4
2−1)s | s = 0, 1, 2, 3, 2
4
2} = {1, 3x3 +3x2 +3x+ 3, x3, x2, x};
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V2 = {0} ∪ {ζ2(x)
(2
4
2 +1)l | l = 0, 1, 2
4
2 − 2} = {0, 1, x3 + x2 + 1, x3 + x2}.
⋄ A3 = Z4[x]/〈f3(x)〉 = {
∑7
j=0 ajx
j | a0, a1, a2, a3, a4, a5, a6, a7 ∈ Z4}
which is a principal ideal ring of cardinality 48, and R3 = A3[y; θ1]/〈y2 − 1〉
where θ3(a(x)) = a(x
14) (mod f3(x)) for all a(x) ∈ A3. We find polynomials
φ3(x), ψ3(x) ∈ Z4[x] such that φ3(x)ρ∗3(x) + ψ3(x)ρ3(x) = 1. Then define
ǫ3,1(x), ǫ3,2(x) ∈ A3 by the following equations:
ǫ3,1(x) ≡ φ3(x)ρ
∗
3(x), ǫ3,2(x) ≡ ψ3(x)ρ3(x) (mod f3(x)).
Precisely, we have ǫ3,1(x) = 3 x
7+x5+2 x4+x3+3 x2+2 x+2 and ǫ3,2(x) =
x7 + 3 x5 + 2 x4 + 3 x3 + x2 + 2 x+ 3. Hence ǫ3,1(x) = x
2 + x3 + x5 + x7 and
ǫ3,2(x) = 1 + x
2 + x3 + x5 + x7.
Let Υ3,1 = Z4[x]/〈ρ3(x)〉 which is a Galois ring of characteristic 4 and
cardinality 44. We find an element ζ3(x) in Υ3,1 of order 15: ζ3(x) = x
2. Set
W3 = {u(x) +
1
u(x−1)
| u(x) = ǫ3,1(x)ζ3(x)k, k = 0, 1, . . . , 24 − 2} (mod
f3(x), mod 4);
K3,1 = {0} ∪ {ǫ3,1(x)ζ3(x)
k | k = 0, 1, . . . , 14} (mod f 3(x), mod 2),
K3,2 = {0} ∪ {ǫ3,2(x)ζ3(x
−1)k | k = 0, 1, . . . , 14} (mod f 3(x), mod 2),
V(w(x))3 = {v(x) −
1
u(x−1)2
v(x−1) | v(x) ∈ K3,1} (mod f 3(x), mod 2) for
each w(x) = u(x) + 1
u(x−1)
with u(x) = ǫ3,1(x)ζ3(x)
k and 0 ≤ k ≤ 14.
Then by Theorems 3.9, 3.10, 3.5 and 3.14, all 1070685 distinct left D30-
codes over Z4 are given by: C = ⊕3i=0(AiϕiCi), i.e.,
C =
3∑
i=0
{(εi(x)ci,0(x), εi(x)ci,1(x)) | ci,0(x) + ci,1(x)y ∈ Ci} (mod x
15 − 1),
where Ci is given by one of the following four cases.
♦ C0 is one of the following 7 ideals of R0: {0}, 2R0, 2R0(y−1), R0, R0(y−
1) + 2R0, R0(y − 1), R9((y − 1) + 2).
♦ C1 is one of the following 15 ideals of R1:
case N1 C1 (left ideals of R1) |C1| d1
(1) 1 ⋄ {0} 0 0
(2) 2 ⋄ 2jR1 (j = 0, 1) 24(2−j) 1
(3) 3 ⋄ 2R1(w(x) + y) (w(x) ∈ G1) 22 2
(4) 6 ⋄ R1(w(x)(1 + 2ϑ(x)) + y) 24 2
(w(x) ∈ G1, ϑ(x) ∈ H1)
(5) 3 ⋄ R1(w(x) + y) + 2R1 (w(x) ∈ G1) 26 1
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♦ C2 is one of the following 33 ideals of R2:
case N2 C2 (left ideals of R2) |Ci| d2
(1) 1 ⋄ {0} 0 0
(2) 2 ⋄ 2jR2 (j = 0, 1) 28(2−j) 1
(3) 5 ⋄ 2R2(w(x) + y) (w(x) ∈ G2) 24 2
(4) 20 ⋄ R2(w(x)(1 + 2ϑ(x)) + y) 28 2
(w(x) ∈ G2, ϑ(x) ∈ H2)
(5) 5 ⋄ R2(w(x) + y) + 2R2 (w(x) ∈ G2) 212 1
♦ C3 is one of the following 309 ideals of R3:
case N3 C3 (left ideals of R3) |C3| d3
(1) 1 ⋄ {0} 0 0
(2) 2 ⋄ 2jR3 (j = 0, 1) 2
16(2−j) 1
(3) 2 ⋄ 2R3ǫ3,j(x) (j = 1, 2) 2
8 1
(4) 15 ⋄ 2R3(w(x) + y) (w(x) ∈ G3) 2
8 2
(5) 2 ⋄ R3ǫ3,j(x) + 2R3 (j = 1, 2) 2
24 1
(6) 32 ⋄ R3(ǫi,j(x) + 2bi,j(x)y) (bi,j(x) ∈ Ki,j, j = 1, 2) 2
16 1
(7) 15 ⋄ R3(w(x) + y) + 2R3 (w(x) ∈ G3) 2
24 1
(8) 240 ⋄ R3(w(x) + 2ϑ(x) + y) 2
16 2
(ϑ(x) ∈ H
(w(x))
3 , w(x) ∈ G3)
For example, we consider the following 120 left D30-codes over Z4:
C = (A1ϕ1C1)⊕ (A2ϕ2C2), (14)
where C1 = R1(w1(x)(1 + 2ϑ1(x)) + y) (w1(x) ∈ W1, ϑ1(x) ∈ V1) and C2 =
R2(w2(x)(1 + 2ϑ2(x)) + y) (w2(x) ∈ W2, ϑ2(x) ∈ V2). Then |C| = |C1||C2| =
46 = 4096. Specifically, a generator matrix of C as a linear code over Z4 of
length 30 is given by
G =

ε1(x)w1(x)(1 + 2ϑ1(x)) ε1(x)
xε1(x)w1(x)(1 + 2ϑ1(x)) xε1(x)
ε2(x)w2(x)(1 + 2ϑ2(x)) ε2(x)
xε2(x)w2(x)(1 + 2ϑ2(x)) xε2(x)
x2ε2(x)w2(x)(1 + 2ϑ2(x)) x
2ε2(x)
x3ε2(x)w2(x)(1 + 2ϑ2(x)) x
3ε2(x)
 (mod x
15 − 1) =

α1
α2
α3
α4
α5
α6

where αk ∈ Z304 , say. Hence C = {
∑6
k=1 akα6 | ak ∈ Z4, k = 1, 2, 3, 4, 5, 6} ⊆
Z
30
4 . In particular, C is a special 2-quasi-cyclic code over Z4 of length 30 with
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basic parameters (30, 46; dH(C), dL(C)), where dH(C) and dL(C) is the mini-
mum Hamming distance and the minimum Lee distance of C, respectively.
The existing optimal parameters for (30, 46, ; dH(C), dL(C))-codes over Z4 in
[2] are dH(C) = 12 and dL(C) = 16. Now, we have 60 left D30-codes over Z4
with parameters (30, 46; dH(C) = 12, dL(C) = 20) given by Equation (14) and
the following table for (w1(x), ϑ1(x);w2(x), ϑ2(x)):
w1(x) ϑ1(x) w2(x) ϑ2(x) w1(x) ϑ1(x) w2(x) ϑ2(x)
1 0 1 x3 + x2 + 1 x 1 1 x3 + x2 + 1
1 0 1 x3 + x2 x 1 1 x3 + x2
1 0 w(x) x3 + x2 + 1 x 1 w(x) x3 + x2 + 1
1 0 w(x) x3 + x2 x 1 w(x) x3 + x2
1 0 x3 x3 + x2 + 1 x 1 x3 x3 + x2 + 1
1 0 x3 x3 + x2 x 1 x3 x3 + x2
1 0 x2 x3 + x2 + 1 x 1 x2 x3 + x2 + 1
1 0 x2 x3 + x2 x 1 x2 x3 + x2
1 0 x x3 + x2 + 1 x 1 x x3 + x2 + 1
1 0 x x3 + x2 x 1 x x3 + x2
1 1 1 x3 + x2 + 1 3x+ 3 0 1 x3 + x2 + 1
1 1 1 x3 + x2 3x+ 3 0 1 x3 + x2
1 1 w(x) x3 + x2 + 1 3x+ 3 0 w(x) x3 + x2 + 1
1 1 w(x) x3 + x2 3x+ 3 0 w(x) x3 + x2
1 1 x3 x3 + x2 + 1 3x+ 3 0 x3 x3 + x2 + 1
1 1 x3 x3 + x2 3x+ 3 0 x3 x3 + x2
1 1 x2 x3 + x2 + 1 3x+ 3 0 x2 x3 + x2 + 1
1 1 x2 x3 + x2 3x+ 3 0 x2 x3 + x2
1 1 x x3 + x2 + 1 3x+ 3 0 x x3 + x2 + 1
1 1 x x3 + x2 3x+ 3 0 x x3 + x2
x 0 1 x3 + x2 + 1 3x+ 3 1 1 x3 + x2 + 1
x 0 1 x3 + x2 3x+ 3 1 1 x3 + x2
x 0 w(x) x3 + x2 + 1 3x+ 3 1 w(x) x3 + x2 + 1
x 0 w(x) x3 + x2 3x+ 3 1 w(x) x3 + x2
x 0 x3 x3 + x2 + 1 3x+ 3 1 x3 x3 + x2 + 1
x 0 x3 x3 + x2 3x+ 3 1 x3 x3 + x2
x 0 x2 x3 + x2 + 1 3x+ 3 1 x2 x3 + x2 + 1
x 0 x2 x3 + x2 3x+ 3 1 x2 x3 + x2
x 0 x x3 + x2 + 1 3x+ 3 1 x x3 + x2 + 1
x 0 x x3 + x2 3x+ 3 1 x x3 + x2
where w(x) = 3x3 + 3x2 + 3x+ 3 ∈ W2.
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