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Introduction
Dans de nombreuses situations, les événements extrêmes, peuvent avoir des consé-
quences dramatiques et il est donc nécessaire de les étudier précisément. On peut don-
ner une multitude d’exemples comme l’étude des grandes catastrophes naturelles : crues
[43, 95], tempêtes [9], incendies [3], tremblements de terre [55, 120, 160]..., des records
[48, 49], mais aussi en ﬁnance avec les crises ﬁnancières dues aux ﬂuctuations du marché
boursier [11, 15, 53, 104, 129] ou encore en résistance des matériaux [7, 33]... C’est dans
ce contexte qu’intervient l’étude des valeurs extrêmes [77] c’est-à-dire l’étude des événe-
ments proches des événements maximum ou minimum. Si on se donne une collection de N
variables aléatoires {xi|i = 1, . . . , N} de loi quelconque, il est alors intéressant d’étudier
la densité de probabilité du maximum xmax = max{xi|i = 1, . . . , N}
pmax(x,N) = Pr.[xmax < x] , (1)
et en particulier son comportement lorsque l’on s’intéresse à un grand nombre de variables
aléatoires c’est-à-dire dans la limite thermodynamique de grand N . De façon analogue,
il est intéressant d’étudier la distribution de la variable minimale xmin = min{xi|i =
1, . . . , N}. Récemment, plusieurs travaux ont montré que les statistiques d’extrêmes jouent
également un rôle important en physique statistique [14, 40, 99]. En eﬀet, si on suppose la
collection {−xi|i = 1, . . . , N} comme étant celle des énergies possibles - des états - pour
un système physique, l’état du système à très basses températures est gouverné par l’état
fondamental c’est-à-dire l’état d’énergie minimale Emin = −xmax [58, 59, 116]. L’étude
des extrêmes est donc également importante dans les problèmes d’optimisation où l’on
recherche cet état de plus basse énergie. Par ailleurs, la dynamique de tels systèmes est
gouvernée, aux temps longs et à basse température, par les plus grandes barrières de
potentiel, le temps de relaxation de ces systèmes physiques tels que les verres de spin est
donc directement relié à l’étude des valeurs extrêmes [14]. Le cas des variables aléatoires
indépendantes et identiquement distribuées est désormais bien compris grâce aux travaux
[61, 71, 76, 77, 78, 139] dont je discuterai les principaux résultats dans le chapitre suivant.
Il a été prouvé que la distribution du maximum pmax dans la limite de grand N , après
renormalisation et centrage, ne peut tendre que vers trois diﬀérentes lois, trois classes
d’universalités, que sont les lois de Gumbel, de Fréchet et de Weibull. Dans la plupart
des systèmes, on est néanmoins contraint d’étudier des collections de variables aléatoires
corrélées. Dans le cas où celles-ci sont faiblement corrélées - la longueur de corrélation
ξ étant très petite devant le nombre N de variables aléatoires - on peut se ramener aux
cas des variables aléatoires indépendantes. En eﬀet, en décomposant les N variables en
paquets de ξ variables (qui sont donc essentiellement indépendants entre eux), le maximum
global peut alors être vu comme le maximum des maxima locaux de chaque paquet qui
sont alors des variables indépendantes. Le cas diﬃcile à traiter est donc le cas des variables
fortement corrélées - c’est-à-dire quand la longueur de corrélation est de l’ordre du nombre
de variables aléatoires - mais c’est aussi le cas qui arrive dans la plupart des systèmes
physiques comme ceux cités au début de cette introduction. Un exemple de modèle pour
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Figure 1: Deux exemples de chemins de 12 pas pour un polymère dirigé en milieu aléa-
toire. Le coût énergétique de chaque chemin est la somme des énergies associées aux
sites visités. À cause du recouvrement possible entre les chemins, les diﬀérentes énergies
possibles sont fortement corrélées.
lequel il est nécessaire d’étudier des variables aléatoires fortement corrélées est celui du
polymère dirigé en milieu aléatoire [86]. Ce modèle est un archétype simple de système
désordonné qui a plusieurs applications comme le piégeage d’interface élastique [83], des
modèles de croissance d’interface dans la classe d’universalité de Kardar-Parisi-Zhang [94],
la turbulence de Burgers [69], les verres de spins [114] et des problèmes d’alignement de
séquences d’ADN [23, 84]. Le polymère dirigé est une marche aléatoire de N pas sur un
réseau carré N2 avec des sauts (+1, 0) et (0,+1) comme le montre la ﬁgure 1. On associe
à chaque site (i, j) ∈ N2 un coût énergétique ǫi,j distribué indépendamment de site à
site. Cette variable gelée introduit ainsi du désordre. L’énergie d’un chemin est donnée
par la somme des énergies associées aux sites visités et l’on s’intéresse au chemin de plus
basse énergie. À cause du recouvrement possible entre les diﬀérents chemins, comme le
montre la ﬁgure 1, les niveaux d’énergie des diﬀérents chemins sont fortement corrélés.
Ainsi, les ﬂuctuations du chemin de plus basse énergie ne sont pas décrites par le cas
des variables indépendantes [6, 19, 20, 90, 130, 131]. Pour le cas des variables fortement
corrélées, il n’existe pas de théorie générale. Dans le but de mieux comprendre ce cas, il est
nécessaire d’étudier en premier lieu des exemples à la fois simples, pour pouvoir trouver des
résultats analytiques, mais aussi suﬃsamment riches. Deux pistes de modèles physiques
de variables fortement corrélées pouvant être étudiés analytiquement se démarquent : les
positions d’une marche aléatoire et les valeurs propres de matrice aléatoire. Ce sont
les deux modèles que nous allons étudier dans cette thèse. Dans les deux paragraphes qui
suivent, nous introduisons brièvement ces deux modèles.
Extrêmes de marches aléatoires
Une première façon de créer un ensemble de variables fortement corrélées est de consi-
dérer une marche aléatoire de N pas
�
x0 = 0
xi = xi−1 + ηi , i ∈ [1, N ] , (2)
où les longueurs de pas ηi sont identiquement distribuées suivant une loi de second mo-
ment σ2 que l’on supposera ﬁni, par exemple une loi gaussienne. Cet ensemble de va-














Figure 2: Exemple d’une marche aléatoire de 20 pas. xmax = max{xi|i ∈ [0, N ]} est la
position maximale du marcheur.
pas est tracée sur la ﬁgure 2 où les pas sont distribués suivant une loi normale cen-
trée réduite. Il est possible d’étudier la statistique de la position maximale du marcheur
xmax = max{xi|i ∈ [0, N ]}. Dans la limite thermodynamique de grand N qui nous inté-
resse, la marche aléatoire tend vers un mouvement brownien dont il est possible d’étudier
analytiquement la statistique complète du maximum et même la loi jointe du maximum et
de son temps d’atteinte [138]. De plus, comme nous le verrons par la suite, le mouvement
brownien peut être facilement contraint, par exemple à rester positif ou encore d’être pé-
riodique [105], ce qui permet dans ce cas de modéliser plus précisément des collections de
variables aléatoires corrélées. Le mouvement brownien et plus généralement les marches
aléatoires possèdent de multiples applications comme par exemple la modélisation d’une
interface élastique [103]. Dans ce contexte, la hauteur maximale relative de telle interface
est régie par la loi d’Airy, que nous rediscuterons dans la section 5.2.2, et qui intervient
dans de nombreux problèmes [34, 62, 106].
Valeurs propres maximales de matrices aléatoires
Une autre façon de créer un ensemble de variables fortement corrélées est de considé-
rer les N valeurs propres d’une matrice aléatoire de taille N ×N c’est-à-dire une matrice
dont les éléments sont eux-mêmes des variables aléatoires (pouvant être éventuellement
corrélées). Les matrices aléatoires, introduites en physique nucléaire par Wigner [163] pour
modéliser les hamiltoniens très complexes des gros noyaux atomiques ont désormais trouvé
de très nombreuses applications dans le domaine de la physique théorique en particulier
à la physique nucléaire, au chaos quantique, aux systèmes désordonnés et à la théorie des
nombres [113]. Diverses classes de matrices aléatoires ont été alors créées pour modéliser
diﬀérentes collections de variables, en particulier suivant les symétries sous-jacentes des
variables. Nous nous concentrerons par la suite uniquement sur les ensembles de matrices
gaussiens et de Laguerre-Wishart qui font partie de la grande famille des ensembles inva-
riants c’est-à-dire pour lesquels la loi de probabilité est invariante par action d’un groupe
de symétrie. Pour les deux cas considérés, la distribution jointe des N valeurs propres est
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(a) Variable uniforme (b) Variable de Cauchy (c) Variable gaussienne
Figure 3: Répartitions typiques pour des variables aléatoires indépendantes et identi-
quement distribuées : (a) suivant une loi uniforme sur un segment, (b) suivant une loi
de Cauchy, (c) suivant une loi gaussienne. Pour chacun des cas, on a généré 10 variables
indépendantes que l’on a tracées avec une échelle pour avoir un même écart entre le mini-
mum et le maximum obtenus dans chacun des trois cas. On remarque un comportement
bien distinct aux alentours des extrêmes avec un regroupement dans le cas (a) de la loi
uniforme alors que ceux-ci sont très éloignés dans le cas (b) d’une loi de Cauchy.















avec un potentiel V (λ) = λ2 quadratique pour les matrices gaussiennes et un potentiel
V (λ) = ∞ si λ < 0 et V (λ) = λ sinon dans le cas des matrices de Wishart. Cette loi,
que nous rediscuterons par la suite, montre bien que les N valeurs propres forment un
ensemble de variables aléatoires fortement corrélées qui se repoussent entre elles à cause
du déterminant de Vandermonde
�
i<j(λi−λj). Dans ce contexte, la loi de Tracy et Widom
[154, 155] qui décrit les ﬂuctuations typiques de la plus grande valeur propre dans la limite
thermodynamique de grand N est un pilier de la théorie des statistiques d’extrêmes de
variables aléatoires fortement corrélées. Nous rediscuterons plus en détails cette loi et ses
diﬀérents applications dans la section 6.4.
Densité à partir du maximum
L’étude de la statistique du maximum, bien qu’intéressante, peut ne pas être suﬃ-
sante. En reprenant un contexte de physique statistique où les variables −xi sont les
énergies possibles d’un système physique, l’étude de la statistique du maximum permet
de connaitre l’état fondamental Emin = −xmax gouvernant le système à basse température.
Néanmoins, la thermodynamique à température T > 0 du système est principalement do-
minée par les états proches de cet état fondamental : cet état est-il très loin des autres
ou, au contraire, est-il accompagné d’une multitude d’autres états "proches" pouvant être
excités ? Cette variété de comportement est illustrée dans la ﬁgure 3 où l’on donne trois
exemples de collection de 10 variables aléatoires : dans le cas (b), les extrêmes sont très
éloignés des autres variables aléatoires tandis que cela est moins prononcé dans le cas
(c) et qu’il y a même un regroupement vers les valeurs extrêmes pour le cas (a). Pour
analyser ces diﬀérents comportements, nous introduisons la densité à partir des extrêmes







δ(x− xi) , (4)
où δ est la distribution de Dirac. En reprenant le contexte de physique statistique où




1 2 iimax N
r
dr
Figure 4: Pour une collection de variables {xi|i = 1, . . . , N}, la densité à partir du
maximum ρmax(r,N)dr compte le nombre de variables qui sont à une distance x du
maximum à dr près représenté par la bande verte sur la ﬁgure.
�ρ0(x,N)� caractérise alors le nombre moyen d’états d’énergie E = −x où la moyenne
�. . .� est prise suivant la loi des variables aléatoires. En suivant cette quantité, on introduit







δ(xmax − r − xi) , (5)
qui compte les états situés en xmax − r c’est-à-dire à une distance r du maximum qui
est lui-même une variable aléatoire. En eﬀet, ρmax(r,N)dr est le nombre de variables
comprises entre xmax − r − dr et xmax − r comme le montre la ﬁgure 4. On a noté
dans la déﬁnition (5) imax l’indice tel que xmax = ximax de manière à avoir une den-
sité normalisée
�∞
0 drρmax(r,N) = 1. Il est également possible d’étudier cette quan-
tité à partir du minimum. Une autre quantité intéressante est la statistique du pre-
mier gap, qui dans la correspondance avec la physique statistique correspond à l’énergie
du premier état excité. Si on renumérote les variables aléatoires par ordre décroissant
xmax = X1 > X2 > X3 > . . . > XN , le premier gap est donné par d1 = X1 −X2
pgap(x,N) = �δ(X1 −X2 − x)� . (6)
Ainsi pgap(x,N)dx est la probabilité que le gap X1 − X2 entre les deux plus grandes
variables soit x à dx près. Il est également possible d’étudier le k-ième gap dk = Xk−Xk+1.
Ces quantités ont été largement analysées dans le cas des variables indépendantes et
identiquement distribuées [35, 77, 139], il existe assez peu de résultats pour le cas des
variables aléatoires fortement corrélées [21, 22, 68, 70, 107, 115, 142, 166]. Le but de cette
thèse est ainsi de faire ce premier pas en étudiant la statistique de la densité à partir du
maximum de deux modèles de variables aléatoires corrélées pour lesquels il est possible de
tirer des résultats analytiques exacts : le mouvement brownien et les matrices aléatoires.
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Organisation du manuscrit
Cette thèse est ainsi consacrée à l’étude de statistique d’extrêmes pour les deux en-
sembles de variables fortement corrélées que sont les positions d’un mouvement brownien
et les valeurs propres de matrices aléatoires. Je rappelle en premier lieu dans le chapitre 1
les résultats pour des variables indépendantes et identiquement distribuées. Ce cas a été
beaucoup étudié par les mathématiciens et physiciens. Il a été montré que la distribution
du maximum pmax dans la limite N vers l’inﬁni, après renormalisation et centrage, ne
peut tendre que vers trois lois. Ce résultat permet alors d’étudier dans ce cas les autres
quantités intéressantes que sont la densité à partir du maximum et le gap.
Dans la première partie, j’étudie le cas où la collection de variables aléatoires est
la position x(τ) au cours du temps τ ∈ [0, t] d’un mouvement brownien, qui peut être
contraint à être périodique, positif... Ce mouvement brownien est vu comme la limite d’un
marcheur aléatoire classique qui fait un grand nombre de pas. On réinterprètera alors ce
problème comme celui d’une particule quantique dans un potentiel ce qui permet d’utiliser
des méthodes puissantes issues de la mécanique quantique comme l’utilisation de propa-
gateurs (chapitre 3) et de l’intégrale de chemin (chapitre 5). Ces outils permettent de
calculer la densité moyenne à partir du maximum pour les diﬀérents mouvements brow-
niens contraints (3.18,3.28,3.29,3.30) et même la distribution complète de cette quantité
pour certains cas (3.25,5.35,5.36,5.61). Nous généraliserons notre démarche à l’étude de
plusieurs marches aléatoires indépendantes ou avec interaction ainsi qu’à l’étude tempo-
relle des positions à une distance r du maximum dans le chapitre 4. Nous appliquerons
également nos résultats pour calculer la statistique d’une certaine famille de fonctionnelle
du maximum (5.69) qui possède de multiples applications que nous discuterons. Les prin-
cipaux résultats de cette partie ont été publiés dans deux articles : le premier article,
paru dans Physical review letters [122], traite de la statistique de la densité à partir des
extrêmes pour les diﬀérents mouvements browniens tandis que le second, en version pre-
print [123], étudie plus généralement les fonctionnelles du maximum et leurs applications
en particulier à l’algorithme de recherche en environnement aléatoire que nous dévelop-
pons dans l’annexe E. Nous retrouvons en particulier d’une autre manière les résultats de
Chassaing et al. [28].
Dans la seconde partie, j’étudie le cas où la collection de variables aléatoires est compo-
sée des N valeurs propres {λi|i = 1, . . . , N} d’une matrice aléatoire N ×N . Ces matrices
aléatoires seront générées suivant les modèles courants que sont les matrices carrées gaus-
siennes, matrices dont les entrées sont des gaussiennes indépendantes, ou les matrices de
Wishart, matrices de covariance pour des données statistiques. Nous étudierons pour les
deux modèles le voisinage de la valeur propre maximale grâce à une méthode fondée sur
les propriétés des polynômes orthogonaux. Dans le cas des matrices gaussiennes unitaires,
nous obtiendrons une formule analytique (7.26) pour la distribution à partir du maximum
dont nous étudierons les diﬀérentes limites d’échelles (7.29) et (7.43). Nous obtenons éga-
lement une nouvelle expression de la statistique du gap entre les deux plus grandes valeurs
propres (7.47) qui avait été étudié par Witte et al. [166]. Ces diﬀérents résultats ont été
publiés dans la revue Journal of Statistical Physics [126]. Nous appliquerons également
nos résultats, et plus particulierement leurs généralisations aux diﬀérents cas gaussien,
développées dans la section 8.1, à un modèle de verre de spin en champs moyen dans la
section 8.3. Nous analyserons également dans la section 8.4 la densité à partir du maxi-
mum, ainsi que le premier gap, lorsque la valeur propre maximale est contrainte. Ces
diﬀérentes généralisations sont traitées dans la prépublication [127]. L’application au mo-
dèle de verre spin a donné lieu à une collaboration avec Y.V.Fyodorov aboutissant à un
papier à paraître [124]. Pour le cas des matrices de Wishart, nous redériverons dans le
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chapitre 9 en utilisant les polynômes orthogonaux les diﬀérentes statistiques de la valeur
propre minimale dont nous montrons dans la section 9.3 qu’elle est gouvernée par une
équation de Painlevé V à N ﬁni, dans la section 9.4 qu’elle est gouvernée par une équation
de Painlevé III dans la limite dite de hard edge et dans la section 9.5 qu’elle est gouvernée
par une équation de Painlevé II - comme pour le cas gaussien - dans la limite dite de
soft edge. Nous prouvons également une conjecture faite par Edelman et al. [47] sur la
première correction de la distribution de la valeur propre minimale dans la limite de hard
edge (9.55). Cette redérivation des équations de Painlevé pour les diﬀérents régimes sera
traitée dans un article à paraître [128]. Nous terminerons par étudier intégralement le
cas des matrices de Wishart a = 0 pour lesquelles nous analyserons la densité proche du
minimum dans l’appendice G.
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Notations et formulaires
Nous noterons �X� la moyenne suivant les variables aléatoires considérées qui dépendra
du contexte : moyenne sur les trajectoires browniennes (pouvant être contraintes) dans la
première partie et moyenne sur la distribution des valeurs propres des matrices aléatoires
analysées dans la seconde.
Dans la première partie, nous noterons x(τ) une trajectoire de brownien libre sur [0, t]
c’est-à-dire un mouvement brownien démarrant de la position x(0) = 0 et terminant en
une position ﬁnale x(t) = xF libre. Nous noterons M = xmax la position maximale de
cette trajectoire qui est atteinte en un temps que nous noterons tmax
xmax = maxτ∈[0,t]
x(τ) = x(tmax). (7)
Nous utiliserons les indices :
— B lorsque l’on contraint la trajectoire à être un pont, c’est-à-dire à terminer en
xF = 0.
— E lorsque l’on contraint la trajectoire à être une excursion, c’est-à-dire à terminer
en xF = 0 et à rester positive tout du long x(τ) ≥ 0 pour τ ∈ [0, t].
— Me lorsque l’on contraint la trajectoireàa être un méandre, c’est-à-dire à rester
positive tout du long x(τ) ≥ 0 pour τ ∈ [0, t].
Nous utiliserons également l’exposant R lorsque nous considérons des trajectoires réﬂé-
chies c’est-à-dire la valeur absolue d’une trajectoire.






Nous noterons ∂x la dérivée par rapport à un paramètre x.
Dans la seconde partie de ce manuscrit, nous rencontrerons souvent la fonction q(x)




q′′(x) = 2q3(x) + xq(x) ,
q(x) ∼ Ai(x) pour x→∞ ,
(9)









On rencontrera au cours de ce manuscrit les fonctions spéciales courantes suivantes :







dt = 1− erfc(x) . (11)


















en particulier Γ(n+ 1) = n! pour n entier.
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ta−1(1− t)b−1dt . (14)
— La fonction de Bessel de première espèce Jν ainsi que la fonction de Bessel modiﬁée





















— La fonction hypergéométrique conﬂuente de Kummer








— La fonction hypergéométrique conﬂuente de Tricomi b �∈ Z
U(a, b, z) =
Γ(1− b)




1F1(a− b+ 1, 2− b, z) . (18)



















i!(n− 2i)! , (20)



















Γ(a + k + 1) , (22)
vériﬁant la condition de normalisation
� ∞
0
dx e−xxa L(a)n (x)L
(a)
m (x) =






Statistique d’extrêmes de variables
aléatoires indépendantes
Le cas des variables aléatoires indépendantes et identiquement distribuées est bien
compris grâce aux diﬀérents travaux [61, 71, 76, 77, 78, 139]. On connaît désormais prin-
cipalement tout de la statistique d’extrêmes dans ce cas. Je rappelle dans ce chapitre les
principaux résultats. Dans la section 1.1, nous étudierons la statistique du maximum qui
converge dans ce cas, après renormalisation et centrage, uniquement vers 3 lois que sont
les lois de Gumbel, de Fréchet et de Weibull. Dans la section suivante 1.2, nous discute-
rons de la densité à partir du maximum où également plusieurs cas se présentent. Dans la
dernière section 1.3, nous terminerons par mentionner quelques résultats sur la statistique
d’ordre dans ce cas et plus particulièrement sur le premier gap.
On se donne une collection de N variables réelles {xi|i = 1, . . . , N} indépendantes
et de même densité de probabilité p(x), c’est-à-dire que la loi jointe des N variables se
factorise Pjoint(x1, x2, · · · , xN) = p(x1)p(x2) · · ·p(xN ). On note par la suite X∗ la borne
supérieure du support de p (qui peut être inﬁnie)
X∗ = sup
x
{p(x) > 0} . (1.1)
Il est clair que dans la limite de grand N , le maximum des variables tend vers cette borne
X∗.
1.1 Statistique du maximum
La théorie des statistiques d’extrêmes s’intéresse en particulier à la distribution de la
plus grande variable xmax = max{xi|i = 1, . . . , N}
pmax(x,N) = Pr.[xmax < x] . (1.2)
Il est possible de donner une estimation µN du maximum pour une collection de N







qui stipule qu’il n’y a en moyenne qu’une et une seule des N variables - le maximum
xmax - supérieure à µN . De cette formule, il est facile de montrer que dans la limite ther-
modynamique d’un grand nombre de variables, N → ∞, le maximum de la collection et
donc µN tend vers X∗. Comme les variables sont indépendantes, il est possible de calculer
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Figure 1.1: La distribution du maximum p′max(x,N)dx = Pr.[xmax ∈ [x, x + dx]] est
centrée autour de aN et a pour extension typique bN . Il est nécessaire de renormaliser par
ces deux paramètres pour trouver une distribution limite non triviale.
analytiquement la fonction de répartition du maximum pmax(x,N) en contraignant les N
variables aléatoires à être plus petites que x






Prenons pour exemple le cas de N variables exponentielles indépendantes p(x) = e−x



















Ainsi, dans la limite N tendant vers l’inﬁni,





Dans le cas général, on peut montrer que dans la limite où N est grand, à un recentrage
donné par un paramètre aN et une normalisation donnée par un paramètre bN > 0 pour
avoir une limite non triviale, comme le montre la ﬁgure 1.1, il n’existe que trois possibilités
tracées en ﬁgure 1.2 pour la densité de probabilité limite suivant le comportement de p au
voisinage de X∗ [61, 71, 76]. On parle des classes d’universalités de Gumbel, de Fréchet
et de Weibull.
1.1.1 la classe de Gumbel
Si la borne supérieure du support X∗ est inﬁnie et si p(x) décroît plus rapidement
que toute puissance à grand x, il s’agit par exemple des cas des variables exponentielles
et gaussiennes (ﬁgure 3(c)), alors la loi limite est la loi de Gumbel. En prenant aN =
µN déﬁni en (1.3) et bN l’écart typique entre le maximum de la collection xmax et son



























Figure 1.2: Les trois lois limites possibles pour la densité de probabilité limite du maxi-
mum recentrée et renormalisée dans le cas de variables indépendantes : la loi de Fréchet
γ = 1, la loi de Gumbel et la loi de Weibull γ = 1.
où l’on a utilisé la probabilité conditionnée à n’avoir qu’une seule variable, le maximum













C’est le résultat que nous avons obtenu pour l’exemple des variables exponentielles ci-
dessus avec aN = lnN et bN = 1. Notons qu’il existe aussi des cas pathologiques où
la borne supérieure du support X∗ est ﬁnie mais qui sont tout de même dans la classe
d’universalité de Gumbel, il s’agit par exemple des cas où la loi possède une singularité
essentielle en X∗ comme p(x) ∝ e−1/(X∗−x)ν avec ν > 0.
1.1.2 la classe de Fréchet
Si la borne supérieure du support X∗ est inﬁnie et si p(x) décroît comme une loi de
puissance x−1−γ à grand x, il s’agit par exemple des cas des variables de Cauchy (ﬁgure
3(b)), de Student et de Pareto, alors la loi limite est la loi de Fréchet. En prenant aN = 0












0 x < 0
e−x
−γ
x ≥ 0 . (1.10)
1.1.3 la classe de Weibull
Si la borne supérieure du support X∗ est ﬁnie et que le comportement de p(x) au
voisinage de X∗ est de type p(x) ∝ (X∗−x)γ−1, il s’agit par exemple des cas des variables
uniforme sur un segment (ﬁgure 3(a)), des lois beta ainsi que de la loi du demi-cercle
de Wigner que nous verrons lors de l’étude des matrices aléatoires, alors la loi limite est
la loi de Weibull. En prenant aN = X∗ et bN = X∗ − µN (1.3), alors la distribution du
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1 x ≥ 0 . (1.11)
1.1.4 Remarques
Ainsi, dans chacun des cas, il existe des coeﬃcients aN et bN tels que









où k = I dans le bassin d’attraction de la loi de Gumbel (1.9), k = II dans le bassin
d’attraction de la loi de Fréchet (1.10) et k = III dans le bassin d’attraction de la loi de
Weibull (1.11). Il y a donc trois cas suivant le comportement de la distribution p(x) à grand
argument. Ces résultats décrivent la statistique du maximum dans la limite de grand N
mais ne donne aucune indication sur la distribution à N ﬁni. Dans ce cas, les eﬀets de
tailles ﬁnies ont été également largement étudiés [13, 37, 38, 61, 79, 80] et décroissent très
lentement en O(log(N)). Le comportement du coeﬃcient bN dans la limite de grand N







0 si p(x) décroît plus vite qu’une exponentielle
constante si p(x) à un comportement exponentiel
∞ si p(x) décroît moins vite qu’une exponentielle.
(1.13)
Comme le montre la ﬁgure 1.1, la distribution du maximum aura tendance à s’étaler si
la queue de p(x) décroît moins vite qu’une exponentielle alors qu’au contraire elle aura
tendance à devenir de plus en plus piquée si la queue de p(x) décroît plus vite qu’une
exponentielle jusqu’à conduire à un pic δ(x− aN ).
La distribution du maximum dans le cas de variables aléatoires indépendantes et iden-
tiquement distribuées et ainsi très bien comprise. Néanmoins, l’étude de cette statistique
n’apporte qu’une information partielle. En particulier, il ne répond pas à la question de
savoir si ce maximum est proche d’autres variables aléatoires ou si au contraire il est loin
de toutes les autres variables. Pour cela, nous étudions la densité à partir du maximum
(5).
1.2 Densité moyenne à partir du maximum
En utilisant encore une fois l’indépendance des variables, il est possible de réécrire la








dz p(z − r)
� �� �
une variable à x du maximum
le maximum des N − 1 autres variables est z
� �� �
p′max(z,N − 1) . (1.14)
On peut interpréter cette formule : la densité moyenne �ρmax(r,N)� compte le nombre
de variables aléatoires à une distance r de la variable maximale. Cette quantité est la
même pour chacune des N variables, on peut donc obliger xN à être à une distance r
du maximum des autres variables max{xi, i = 1, . . . N − 1} et multiplier le résultat par
N . Ce maximum est z à dz près avec une probabilité Pr.[max{xi, i = 1, . . .N − 1} ∈
[z, z + dz]] = p′max(z,N − 1)dz et xN est en z − r avec une probabilité p(z − r). Il
ne reste alors qu’à intégrer sur toutes les valeurs de z possibles pour trouver le résultat.
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Ainsi, en reprenant la même limite que précédemment (1.7), la densité à partir du maxi-
mum dans le cas exponentiel prend la forme limite











Il est possible à l’aide des résultats précédents d’étudier plus précisément la distribution
limite de �ρmax(r,N)� pour n’importe quelle distribution p(x) [139]. Le comportement de
cette distribution dépend de la comparaison de la queue à grand r de la distribution p(x)
avec une exponentielle. Le cas exponentiel ayant été traité précédemment (1.16), il ne
reste qu’à explorer les deux autres cas possibles :
— Si la loi décroît moins vite qu’une exponentielle, alors le coeﬃcient bN qui carac-
térise l’étalement de la distribution du maximum tend vers l’inﬁni. En utilisant le






bNdy p(bNy + aN − r)p′max(bNy + aN , N − 1) . (1.17)
Or, puisque bN tend vers l’inﬁni, bNp(bNy + aN − r) est une distribution de plus
en plus piquée autour de la valeur y = r−aN
bN






. En utilisant le résultat précédent, la distribution du maximum
bNp
′
max(bNy+aN , N −1) tend vers G′k(z) suivant le bassin d’attraction dans lequel
se trouve la distribution p(x) (Gumbel ou Fréchet). Finalement, la densité à partir
du maximum prend la forme d’échelle limite
lim
N→∞
bN�ρmax(bNz + aN , N)� = G′k (z) , (1.18)
où k = I dans le bassin d’attraction de la loi de Gumbel (1.9), k = II dans le bassin
d’attraction de la loi de Fréchet (1.10).
— Si la loi décroît plus vite qu’une exponentielle, alors le coeﬃcient bN tend vers 0.
Dans ce cas, la distribution du maximum p′max(z,N − 1) devient de plus en plus
piquée jusqu’à conduire à un pic δ(x− aN), les ﬂuctuations du maximum d’ordre
bN devenant négligeable. En utilisant la formule (1.14), on trouve directement le
comportement limite de la densité à partir du maximum
lim
N→∞
�ρmax(aN − z,N)� = p(z) . (1.19)
Remarquons le rôle particulier que joue la distribution exponentielle qui délimite deux
régions de comportements bien diﬀérents [121]. La quantité �ρmax(0, N)� est le nombre
moyen de variables proches du maximum, plus précisément �ρmax(0, N)�dx est le nombre
moyen de variables à moins de dx du maximum, elle peut parfois être obtenue à partir
des comportements limites précédents avec r = 0 si celui-ci appartient à la loi d’échelle.
Sinon, il est toujours possible de calculer �ρmax(0, N)� directement à partir de la formule
(1.14) ou, comme nous allons le voir, en utilisant les résultats sur le premier gap.
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1.3 Premier gap et statistiques d’ordre
Une autre quantité intéressante permettant d’étudier les variables proches du maxi-
mum est la distribution du premier gap et plus généralement les distributions du i-ième
gap. En renumérotant les N variables x1, · · · , xN par ordre décroissant X1 ≥ · · · ≥ XN ,
le i-ième gap est déﬁni par gi = Xi −Xi+1. Les distributions des diﬀérents maxima ainsi
que des gaps pour des variables indépendantes ont été largement étudiées [4, 12, 35, 143].
De la même façon que le maximum, il est nécessaire de renormaliser la variable étudiée
pour obtenir une distribution limite non triviale, cette renormalisation est réalisée par la





= Wi . (1.20)




















dt e−t ti−1 , (1.21)
qui redonne bien le résultat (1.12) pour le premier maximum X1 = xmax. Il est également
possible d’étudier la distribution jointe des i premiers maxima, celle-ci est donnée par






La renormalisation nécessaire sur le i-ième maximum (1.20) détermine la loi d’échelle de
la distribution du i-ième gap pi(r,N)dr = Pr.[gi = Xi − Xi+1 ∈ [r, r + dr]] avec r > 0.













[− lnGk(x+ r)]i−1 . (1.24)



















Remarquons qu’il est possible d’adapter la formule (1.14) pour calculer la distribution
du premier gap, écart entre les deux plus grandes variables X1 et X2 en utilisant encore









X1 est en X2 + r
le maximum des variables autres que X1 est z = X2
� �� �
p′max(z,N − 1) = (N − 1)�ρmax(−r,N)� . (1.26)
Le premier gap est donc relié, dans ce cas, à la densité proche du maximum par la
transformation r → −r qui revient à considérer cette densité en dehors de son domaine
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Figure 1.3: La densité à partir du maximum possède plusieurs régimes d’échelle. Le
régime dit de volume considère des variables à une distance typique aN du maximum,
ce qui est le cas de la majorité des variables. Il s’agit du régime étudié dans la section
1.2 [139]. Le régime de bord s’obtient en considérant des r d’ordre b−1N . Dans ce cas, on
considère les premières variables les plus proches du maximum. Ce régime fait le lien entre
le premier gap (à r petit) et la queue gauche du régime de bord (à r grand). La ﬁgure a
été tracée en utilisant les lois théoriques du cas exponentiel avec un dessous un exemple
numérique de 50 écarts xmax − xi obtenus.
naturel de déﬁnition r > 0. Il n’est pas forcément possible d’obtenir le régime typique du
premier gap (1.23) à partir de la loi d’échelle de la densité proche du maximum obtenue
dans la section 1.2. Pour employer un vocabulaire que nous redéﬁnirons plus précisément
dans la partie II sur les matrices aléatoires, le régime de la densité à partir du maximum
étudié dans la section 1.2 est le régime de volume (Bulk). Dans ce régime, on étudie
les variables qui sont à une distance de l’ordre de aN du maximum ce qui est le cas
de la majorité des variables. Le régime typique du premier gap (1.23) est le régime de
bord (Edge) pour lequel on étudie seulement les quelques premières variables proches du
maximum. Il est possible d’observer le régime de bord de la densité à partir du maximum
NbN �ρmax(bNr,N)�. En particulier, dans la limite r = 0, on a
lim
N→∞
NbN �ρmax(0, N)� = pgap,1(0). (1.27)
Ainsi, la densité très proche du maximum peut directement être calculée en utilisant
les comportements du premier gap (1.25). La limite à r grand de NbN �ρmax(bNr,N)� doit
venir quant à elle se raccorder avec le comportement de volume obtenu dans la section 1.2.
Par exemple, en reprenant le cas exponentiel (1.15) pour lequel bN = 1, le comportement
de bord de la densité à partir du maximum est donné par
lim
N→∞
N�ρmax(r,N)� = er. (1.28)
Dans ce cas, on retrouve pgap,1(−r) donné par le cas Gumbel dans (1.25) et donc la
limite de r = 0 (1.27) est vériﬁé. Le comportement (1.28) vient bien se raccorder avec
la loi limite (1.16) dans la limite z vers −∞. Le schéma de la ﬁgure 1.3 représente les
diﬀérentes échelles considérées.
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Après quelques brefs rappels sur le mouvement brownien, nous introduisons dans la
section 2.2 les diﬀérents mouvements browniens contraints que nous serons amenés à
étudier. Nous rappellerons alors quelques résultats sur la statistique du maximum pour
les diﬀérents mouvements browniens dans la section 2.3 et déﬁnissons dans la section 2.4
la densité à partir du maximum pour des mouvements browniens.
2.1 Le mouvement brownien
2.1.1 Présentation
Le mouvement brownien, introduit en 1905 par Einstein [50] et Von Smoluchowski
[162] pour expliquer le mouvement de particules dans des grains de pollen [18] est l’un des
domaines les plus proliﬁques de la physique avec des applications diverses dans toutes les
branches des sciences : mathématiques [57], physique [159], biologie [10]... Il est néanmoins
impossible d’en faire ici une liste exhaustive, il existe une multitude de revues publiées pour
les 100 ans de son introduction comme par exemple [29, 45, 72, 93, 103]. Le mouvement
brownien, bien que largement étudié à travers cette abondance d’articles, reste toujours
un modèle moderne que l’on peut analyser à l’aide de méthodes puissantes.
2.1.2 Déﬁnition
Le mouvement brownien (aussi appelé processus de Wiener) sur un intervalle de temps
[0, t] est un processus stochastique continu x(τ) avec τ ∈ [0, t] :
— qui possède la propriété de Markov c’est-à-dire une absence de mémoire. Le proces-
sus pour τ ∈ [u, t] ne dépend que de la valeur x(u) et pas de la trajectoire complète
sur [0, u]
— dont le propagateur G(α|β, t) des trajectoires qui démarrent en x(0) = α et ter-
minent après un temps t en x(t) = β est une variable aléatoire gaussienne station-
naire





Le mouvement brownien est invariant d’échelle, c’est-à-dire que ces propriétés sont simi-
laires peu importe à quelle échelle on se place. Plus précisément, si l’on allonge l’échelle
de distances x → αx et étend l’échelle de temps t → α2t, les propriétés du système ne
changent pas, la bonne variable à considérer est ainsi x/
√
t. On appellera par la suite un


































(a) Brownien libre x(τ) (b) Pont xB(τ)
(c) Excursion xE(τ) (d) Méandre xMe(τ)
(e) Brownien réﬂéchi xR(τ) (f) Pont réﬂéchi xRB(τ)
Figure 2.1: Simulation des diﬀérents browniens contraints considérés à partir de marches
aléatoires de N = 100 pas. (a) Le brownien libre est généré à partir de la marche (2.2).
(b) Le pont, brownien contraint à revenir à l’origine, est généré grâce à (2.3). (c) L’excur-
sion, brownien positif contraint à revenir à l’origine, est généré à partir de 3 réalisations
de la marche (2.2) grâce à la propriété (2.4). (d) L’excursion, brownien positif, est généré
à partir de 3 réalisations de la marche (2.2) via la propriété (2.5). (e) et (f) Le brow-
nien réﬂéchi (respectivement le pont réﬂéchi), est la valeur absolue d’une trajectoire de
brownien libre (respectivement de pont).
initiale est ﬁxée à l’origine x(0) = 0 et l’autre extrémité x(t) reste libre. Un brownien libre
sur [0, t] peut être vu comme la limite de la marche aléatoire discrète
�
X0 = 0
Xi = Xi−1 + ηi , i ∈ [1, N ] , (2.2)
où les ηi sont des variables gaussiennes indépendantes de moyennes nulles et de second
moment unité. Plus généralement, on peut utiliser des variables aléatoires centrées indé-
pendantes et identiquement distribuées dont le second moment est 1. En eﬀet, le processus
aléatoire YN(τ) = X⌊τN⌋/
√





�s2i � = N−1/2 tous les 1/N pas de temps. Dans la limite d’un nombre de
pas N inﬁni, la taille typique des sauts ainsi que l’intervalle de temps entre chaque saut
tendent simultanément vers 0 avec �YN(τ)2� = t restant ﬁni. Ainsi, lorsque N tend vers
l’inﬁni, le processus YN(t) = X⌊τN⌋/
√
N tend vers le brownien libre sur τ ∈ [0, 1], il s’agit
du théorème de Donsker. On a tracé dans le volet (a) de la ﬁgure 2.1 un exemple de
trajectoire YN(t) obtenue en simulant une marche aléatoire constituée de N = 100 pas.
2.2 Les browniens contraints




— Le pont (ﬁgure 2.1 (b)) est un mouvement brownien conditionné à revenir à son
point de départ xB(t) = xB(0) = 0. Avec x(τ) un brownien libre sur [0, t], on peut
construire le processus x(τ) − x(t) τ/t qui est alors un pont sur [0, t]. Il est ainsi
possible de simuler un pont à partir de la marche aléatoire Xi déﬁnie par (2.2) en
posant
Yi = Xi −
i
N
XN , i ∈ [0, N ] . (2.3)
Dans la limite où N tend vers l’inﬁni, Y⌊τN⌋/
√
N converge vers un pont sur [0, 1].
— L’excursion (ﬁgure 2.1 (c)) est un pont positif tout du long de l’intervalle considéré
x(τ) ≥ 0 pour τ ∈ [0, t] avec x(0) = x(t) = 0.
Le processus
�
xB,1(τ)2 + xB,2(τ)2 + xB,3(τ)2 construit à partir de trois ponts sur
[0, t] indépendants {xB,i(τ)}i=1,2,3 est une excursion. En utilisant cette relation, il
est possible de simuler une excursion
Ei =
�
Y 21,i + Y 22,i + Y 23,i, i ∈ [1, N ] , (2.4)
où les marches Y1, Y2 et Y3 sont trois réalisations indépendantes de la marche
aléatoire (2.3). E⌊τN⌋/
√
N converge, dans la limite où N tend vers l’inﬁni, vers
l’excursion sur [0, 1].
— Le méandre (ﬁgure 2.1 (d)) est un mouvement brownien positif tout au long de
l’intervalle considéré x(τ) ≥ 0 pour τ ∈ [0, t].
Le processus
�
xB,1(τ)2 + xB,2(τ)2 + xB,3(τ)2 + ft est un méandre avec {xB,i(τ)}
pour i ∈ {1, 2, 3} trois ponts indépendants sur [0, t] et f une variable aléatoire de




Y 21,i + Y 22,i + (Y3,i + f
n
N
)2, i ∈ [0, N ] , (2.5)
avec Y1, Y2 et Y3 trois réalisations indépendantes de la marche aléatoire (2.3) et
f une variable aléatoire distribuée suivant la loi de Rayleigh, la marche aléatoire
M⌊τN⌊/
√
N converge vers un méandre dans la limite où N tend vers l’inﬁni.
— Le brownien réﬂéchi (ﬁgure 2.1 (e)) est la valeur absolue d’un brownien libre tandis
que le pont réﬂéchi (ﬁgure 2.1 (f)) est la valeur absolue d’un pont.
Pour distinguer les diﬀérents cas, nous n’utiliserons aucun indice pour le brownien libre,
les indices B pour le pont, E pour l’excursion et Me pour le méandre. Nous utiliserons
également l’exposant R pour les trajectoires réﬂéchies.
2.3 Statistique d’extrême du mouvement brownien
L’étude de la statistique du maximum xmax = max{x(τ), τ ∈ [0, t]}(ou du minimum)
des trajectoires browniennes est un exemple à la fois non trivial et exactement soluble
de statistique d’extrême de variables aléatoires fortement corrélées. Ces statistiques pour
les diﬀérents browniens contraints ont été énormément étudiées depuis les travaux de
Lévy [101] et possède de multiples applications. L’étude de cette statistique peut se faire
simplement en utilisant les propagateurs contraints que nous introduisons dans la section




(a) Brownien libre :























































Remarquons que pour chacun des cas, la loi du maximum s’écrit comme une fonction
d’échelle pmax(x, t) = pmax(x/
√
t, 1) conforme à la relation d’autosimilarité du brownien.
Il est intéressant d’étudier d’autres quantités en rapport avec cette distribution comme par
exemple la loi jointe du maximum et de son temps d’atteinte, la statistique du maximum
avant le premier passage, c’est-à-dire un mouvement brownien démarrant en x(0) = x0 et
d’une durée non ﬁxée t qui est son temps de premier passage en 0 variant d’une trajectoire
à une autre, ou encore l’extension à des modèles de n browniens (indépendants ou en
interaction) [137, 138, 144]. En imaginant la variable τ ∈ [0, t] comme une variable d’espace
que nous noterons y ∈ [0, L], le mouvement brownien permet de modéliser des interfaces
élastiques [103]. La position de l’interface étant invariante par translation globale, il est
nécessaire de déﬁnir une origine. Il existe pour cela plusieurs méthodes non équivalentes
[136]. Une première façon de faire est d’imposer la condition x(0) = 0 ce qui revient à
considérer des trajectoires de browniens libres comme nous l’avons déﬁni précédemment.
Dans ce cas, la loi du maximum de l’interface est donnée par la loi de Rayleigh (2.7). Une
autre déﬁnition usuelle est de retrancher à l’interface sa moyenne spatiale





Dans ce cas, le maximum de l’interface est donné par
hmax = max
y∈[0,L]










(xmax − x(y′))dy′ . (2.13)
Ce maximum est distribué suivant une loi d’Airy [106] comme nous le verrons pas la suite
dans la section 5.2.2. Une application intéressante de ces résultats en statistiques est le test
de Kolmogorov-Smirnov [96] pour déterminer si un échantillon suit bien une loi donnée.
Supposons avoir N réalisations indépendantes de variables x1, x2, · · · , xN générées suivant
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où les fonctions θ sont des fonctions d’Heaviside valant 1 si leur argument est positif et 0
sinon. Dans la limite thermodynamique des grands N , cette fonction de répartition tend
vers p(X) et le théorème central limite indique que B(u) =
√
N(pN(u) − p(u)) est une
variable aléatoire gaussienne dont la fonction de corrélation à deux points est, pour u′ > u
�B(u)B(u′)� = N�(pN(u)− p(u))(pN(u′)− p(u′))�

















�θ(u− xi)��θ(u′ − xj)� −Np(u)p(u′)
= p(u) + (N − 1)p(u)p(u′)−Np(u)p(u′) = p(u)− p(u)p(u′) . (2.15)
En reparamétrant cette fonction de corrélation avec la variable τ = p(u) qui varie entre
0 et 1, on trouve �B(τ)B(τ ′)� = τ(1− τ ′) pour τ < τ ′ qui coïncide donc avec la fonction
de corrélation d’un pont brownien. Comme une variable aléatoire gaussienne est complè-
tement caractérisée par sa fonction à deux points, B(τ) est donc un pont brownien sur
τ ∈ [0, 1]. On en déduit donc que le maximum de |B(τ)|, qui est aussi le maximum de




















Ce résultat est utilisé pour tester statistiquement si les réalisations sont générées suivant
la loi donnée.
2.4 La densité à partir du maximum
Introduit en équation (5), la densité à partir du maximum ρmax(r, t) peut-être décrite
comme la densité dont l’origine est la variable aléatoire xmax = max0≤τ≤t x(τ) avec x(τ)
un brownien sur [0, t] (pouvant être contraint). Plus précisément, ρmax(r, t)dr est le temps
que passe la trajectoire brownienne dans l’intervalle [xmax − r − dr, xmax − r] comme le




δ(xmax − x(τ)− r)dτ , (2.17)
normalisée de manière à avoir
�∞
0 ρmax(r, t)dr = t. Remarquons que, puisque le brownien










On cherche à décrire cette densité à partir du maximum pour les diﬀérents moments brow-
niens : quels sont ses moments �ρkmax(r, t)�, où �. . .� représente la moyenne sur les trajec-









Figure 2.2: Exemple d’une réalisation d’un brownien libre x(τ) sur [0, t]. La trajectoire
reste un temps ρmax(r, t)dr (déﬁnie en (2.17)) à une distance comprise entre [r, r+dr] de
son maximum xmax = max0≤τ≤t x(τ) symbolisée par la bande verte.
[ρ, ρ + dρ]]. Même si les fonctionnelles du mouvement brownien ont déjà été largement
étudiées [103], ce n’est pas le cas des fonctionnelles du maximum du mouvement brow-
nien. En plus de la fonctionnelle du maximum (2.17), nous nous intéresserons également à
toutes les fonctionnelles du maximum du type Omax(t) = � t0 V (xmax − x(τ))dτ avec V (x)
un potentiel quelconque, ρmax(r, t) étant le cas important où V (x) = δ(x− r). Le premier
moment �ρmax(r, t)�/t peut être interprété comme la densité de probabilité de trouver
le mouvement brownien à la distance r du maximum. On peut alors exprimer la valeur




V (xmax − x(τ))dτ� =
� ∞
0
�ρmax(r, t)�V (r)dr , (2.19)
ce qui assure un rôle clé à la densité à partir du maximum ρmax(r, t). On étudiera par
exemple dans le chapitre 5 le cas des potentiels V (x) = xα qui dispose de plusieurs
applications comme le calcul de l’aire sous un brownien [148] et le coût de l’algorithme
optimal de recherche du maximum d’une marche aléatoire [119].
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Chapitre 3
La méthode des propagateurs
Dans ce chapitre, nous allons présenter une méthode simple fondée sur le comptage de
chemin à l’aide des propagateurs que nous allons introduire en section 3.1 pour calculer
la densité moyenne à partir du maximum �ρmax(r, t)� où �X� représente la moyenne de X
sur les diﬀérentes trajectoires possibles. Nous illustrerons tout d’abord cette méthode sur
le cas du brownien libre dans la section 3.2. Nous verrons ensuite dans la section 3.3 que
cette méthode permet également de calculer les diﬀérents moments �ρkmax,B(r, t)� dans le
cas du pont et de l’excursion. Nous donnerons dans la section 3.4 les résultats dans le cas
des autres browniens contraints que sont le méandre, le brownien libre réﬂéchi et le pont
réﬂéchi. Nous étudierons alors les diﬀérentes distributions obtenues et comparerons à des
simulations numériques. Nous généraliserons dans le chapitre suivant notre démarche à
l’étude de la densité à partir du maximum après un temps ﬁxé ainsi qu’au cas de plusieurs
browniens (indépendants ou avec interaction). La plupart de ces résultats ont été publiés
dans les articles [122, 123].
3.1 Propagateurs
Il sera nécessaire par la suite d’utiliser le concept de propagateur qui est la probabilité
de trouver une trajectoire partant de α en β à dβ près après un temps t. Dans le cas du
mouvement libre, ce propagateur est donné par la formule (2.1). Pour grouper les calculs de
tous les browniens contraints, nous recherchons le propagateur d’une trajectoire conﬁnée
entre les bornes [−M ′,M ] avec des conditions de murs absorbants à chacun des bords
et notons le propagateur recherché G[−M ′,M ](α|β, t), les bornes M et M ′ pouvant être
inﬁnies. En utilisant le formalisme de Feynman-Kac, on peut reformuler cette étude en





+ V (x) , (3.1)
dont le potentiel V (x) est un puits carré inﬁni qui conﬁne la particule quantique entre les
bornes [−M ′,M ]
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+∞ x < −M ′
0 −M ′ < x < M
+∞ M < x ,
(3.2)
On peut facilement calculer les fonctions propres ϕk(x) associées aux energies propres


















n ∈ N∗. (3.3)
En utilisant la décomposition sur cette base d’état propre, le propagateur s’écrit


























Par la suite, nous verrons que la transformée de Laplace du propagateur par rapport à t
joue un rôle important. Celle ci s’écrit
G˜[−M ′,M ](α|β, s) =
� ∞
0




































on peut resommer la transformée de Laplace et on trouve ﬁnalement














Lorsque l’on fait tendre la borne M ′ vers l’inﬁni, on obtient le propagateur du brownien
seulement contraint à rester sous la borneM durant tout l’intervalle [0, t]. Ce propagateur,
que nous notons simplement GM(α|β, t) pour alléger la notation, peut également être
calculé en utilisant la méthode des images à partir du propagateur pour le cas libre (2.1)










dont la transformée de Laplace est










Nous dénoterons aussi pour alléger la notation G+(α|β, t) le cas où la trajectoire est
conﬁnée sur l’axe positif c’est-à-dire [−M ′,M ] = [0,∞[. Dans ce cas, le propagateur et sa
transformée de Laplace se réécrivent




















résultats que l’on peut facilement retrouver en utilisant la méthode des images à partir
du propagateur pour le cas libre (2.1).
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3.2 Illustration de la méthode : calcul de �ρmax(r, t)�
dans le cas du brownien libre
Nous allons tout d’abord illustrer la méthode sur l’exemple du brownien libre. Rap-
pelons que ρmax(r, t)dr correspond au temps cumulé que le brownien passe à une distance
entre r et r+dr de son maximum. Raisonnons tout d’abord sur une trajectoire de maxi-
mum M sur [0, t] atteint au temps tmax et de position ﬁnale x(t) = xF . Nous termine-
rons notre raisonnement en moyennant sur ces 3 paramètres c’est-à-dire en intégrant sur
toutes les valeurs possibles de ces paramètres à la ﬁn de notre calcul. Pour cette trajec-
toire, ρmax(r, t) compte le "nombre de fois" que passe le brownien à la position M − r. On
cherche donc à compter de telles trajectoires qui passent en M − r au temps τ en inté-
grant sur toutes les possibilités de temps τ : 0 ≤ τ ≤ t. En eﬀet, si une trajectoire passe
plusieurs fois en M − r, elle y passe en des temps τ diﬀérents et est donc comptée le bon
nombre de fois grâce à l’intégration sur toutes les valeurs de τ possibles. Il ne reste alors
qu’à intégrer sur toutes la valeurs permises de xF , M et tmax. Néanmoins, on ne peut pas
imposer au mouvement brownien simultanément x(tmax) = M et x(t) < M juste avant et
après tmax. Pour éviter cette diﬃculté [105], on régularise en imposant x(tmax) = M − ε
et l’on prendra la limite ε → 0 à la ﬁn du calcul. Il ne reste alors qu’à intégrer sur les
paramètres libres M , xF and tmax et renormaliser par la constante Z(ε) qui compte le
nombre de chemins régularisés. Dans chacun des trois intervalles délimités par τ, tmax et t,
le brownien est contraint à rester sous la borneM . Ce nombre de chemins est donné par le
propagateur GM(α|β, t) (3.8) qui donne le nombre de chemins démarrant en x = α < M
terminant en x = β < M après un temps t tout en restant en dessous de la borne M
durant tout l’intervalle [0, t]. Comme le montre la ﬁgure 3.1, lorsque l’on divise l’intervalle
temporel [0, t] en trois parties, il faut considérer deux cas : τ < tmax et τ > tmax qui contri-
bue à �ρmax(r, t)�. Chacune des contributions fait intervenir un produit de 3 propagateurs
(notés sur la ﬁgure 3.1) en utilisant la propriété de Markov du mouvement brownien. Il
ne reste alors qu’à intégrer chacune des contributions sur les paramètres libres xF < M ,
M > 0, τ et tmax. Ces deux conﬁgurations apportent en réalité la même contribution à
�ρmax(r, t)� : en eﬀet, si l’on translate la trajectoire x(τ) → x(τ) − xF/2 (pour chaque
réalisation du brownien), les deux contributions ci-dessus sont alors symétrique l’une de
l’autre par renversement du temps. Ainsi, on obtient ﬁnalement :














dτ GM(0|M − r, τ)
×GM(M − r|M − ε, tmax − τ)GM(M − ε|xF , t− tmax) , (3.12)
Le facteur 2 provenant des deux conﬁgurations équivalentes τ < tmax et τ > tmax. Dans
l’équation (3.12), la constante de normalisation Z(ε) comptant le nombre de trajectoires










dxF GM(0|M − ε, tmax)GM(M − ε|xF , t− tmax) . (3.13)




Dans (3.12), on reconnaît une structure de convolution, ce qui nous pousse à prendre la
transformée de Laplace de �ρmax(r, t)� par rapport au temps t
� ∞
0








dxF G˜M(0|M − r, s)
G˜M(M − r|M − ε, s)G˜M(M − ε|xF , s) . (3.15)
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GM(0|M − r, τ) GM(M − r|M − ε, tmax − τ) GM(M − ε|xF , t− tmax)
GM(0|M − ε, tmax) GM(M − ε|M − r, τ − tmax) GM(M − r|xF , t− τ)
Figure 3.1: Les deux contributions à �ρmax(r, t)� dans le cas du brownien libre. Le mou-
vement brownien démarre en 0, passe en M − r au temps τ ainsi qu’en M − ε au temps
tmax et ﬁnit en xF au temps t. Il suﬃt alors d’intégrer chacune des contributions sur les
paramètres libres xF < M , M > 0, τ et tmax.
où G˜M(α|β, s) est la transformée de Laplace par rapport à t du propagateur (3.8) que
nous avons calculé en (3.9). Cette relation se comprend aisément à partir de la première
trajectoire de la ﬁgure 3.1, la seconde donnant la même contribution. Il est ainsi possible
à partir de n’importe quelle trajectoire de facilement calculer sa contribution à la densité
moyenne à partir du maximum dans le domaine de Laplace. Ce calcul à l’aide des pro-
pagateurs devient alors un simple jeu où l’on multiplie les propagateurs dans le domaine
de Laplace pour obtenir l’analogue de la relation (3.15) pour la trajectoire considérée.
Pour terminer le calcul, on utilise la transformée de Laplace du propagateur (3.9), dans
la limite ε vers 0, on obtient directement
� ∞
0








































Les deux dernieres intégrales sur xF et M peuvent être calculées et on trouve
� ∞
0








Après une transformée de Laplace inverse, on obtient le résultat
















Densité moyenne à partir du maximum du brownien libre
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où Φ(2)(x) appartient à la famille de fonctions Φ(j)(x) (A.5) introduite dans l’appendice
A.
Cette méthode peut en principe être adaptée pour calculer les diﬀérents moments de
la densité �ρkmax(r, t)� en comptant les chemins passant k fois en M − r. Ce calcul est
néanmoins lourd dès que k > 1. Dans le cas du pont et de l’excursion, comme nous allons
le voir dans la partie suivante, une identité permet de calculer les diﬀérents moments
plus simplement. Nous verrons dans le chapitre suivant une approche plus rapide donnant
directement la fonction génératrice de ρmax(r, t). La méthode des propagateurs permet
néanmoins de calculer simplement la densité moyenne à partir du maximum pour les
diﬀérents browniens contraints.
3.3 Calcul des diﬀérents moments �ρkmax,B(r, t)� pour le
pont et l’excursion
Nous allons dans cette partie calculer les diﬀérents moments de la densité à partir du
maximum pour le pont et l’excursion. Dans ce cas, un argument permet de montrer que
les deux densités sont en réalité égales et sont toutes deux le temps local d’une excursion
c’est-à-dire la densité. Ceci permet de simpliﬁer drastiquement le calcul. Introduisons tout
d’abord la transformation de Vervaat [161] : prenons une trajectoire de pont xB(τ) sur
τ ∈ [0, t], c’est-à-dire un mouvement brownien qui démarre et termine à la position 0
comme sur la ﬁgure 3.2 (a). Permutons alors les parties antérieures et postérieures à un
temps T pour créer une nouvelle trajectoire yxB,T (τ), la continuité de ce nouveau chemin
est garantie grâce aux conditions aux limites x(t) = x(0) = 0 imposées au pont
yxB,T (τ) =
�
xB(τ + T )− xB(T ) pour τ < t− T ,
xB(T − t+ τ)− xB(T ) pour τ > t− T . (3.19)
Si on choisit pour T le temps tmax auquel le pont xB(τ) atteint son maximum, la trajectoire
−yx,tmax(τ) que l’on obtient est une excursion comme le montre la ﬁgure 3.2 (b). La
transformation inverse est obtenue en redécoupant une excursion à un temps aléatoire T
tiré uniformément sur [0, t]. Dans cette transformation, la densité à partir du maximum
ρmax,B(r, t), qui correspond au temps cumulé que le brownien passe à une distance entre
r et r + dr de son maximum, symbolisé par la bande verte sur la ﬁgure, est devenu le
temps local de l’excursion, temps passé en r. De plus, si l’on permute à partir de T = tmin
comme le montre la ﬁgure 3.2 (c), avec tmin le temps auquel le brownien atteint son
minimum, on obtient encore une fois une excursion mais où ρmax,B(r, t) a été transformé
en la densité à partir du maximum de l’excursion ρmax,E(r, t). Ceci montre que ces trois
quantités sont égales en loi
ρmax,B(r, t) loi= ρmax,E(r, t) loi= Tloc,E(r, t) =
� t
0
δ(xE(τ)− r)dτ , (3.20)
où xE(τ) est une excursion brownienne. Cette identité permet de simpliﬁer grandement les
calculs des diﬀérents moments �ρkmax,B(r, t)� de la densité à partir du maximum dans les
cas du pont et de l’excursion puisque le temps local est une fonctionnelle du mouvement
brownien qui ne fait plus apparaître la notion de maximum.


















(a) x(τ) (b) −yx,tmax(τ) (c) yx,tmin(τ)
Figure 3.2: Transformation de Vervaat qui montre que la densité à partir du maximum
pour le pont est identique en loi à celle de l’excursion et également au temps local de
l’excursion. (a) Une trajectoire du pont brownien x(τ). Le temps cumulé dans la bande
verte entre [xmax−r−dr, xmax−r] est ρmax,B(r, t)dr. (b) La trajectoire −yx,tmax(τ) obtenue
après la transformation de Vervaat en découpant au maximum est une excursion. Le
temps cumulé dans la bande verte est désormais Tloc,E(r, t)dr. (c) La trajectoire yx,tmin(τ)
obtenue après la transformation de Vervaat en découpant au minimum est également une
excursion. Le temps cumulé dans la bande verte est désormais ρmax,E(r, t)dr.
Comme nous l’avons fait précédemment dans le cas du brownien libre en équation (3.12),
les expressions des diﬀérents moments (3.21) peuvent être calculées en utilisant les pro-
pagateurs G+(α|β, t) donné en (3.10) du mouvement brownien qui démarre en α > 0 au
temps 0 pour terminer en β > 0 au temps t tout en restant positif sur tout l’intervalle
[0, t], condition imposée par l’excursion. Il est nécessaire encore une fois [105] d’introduire
un régulateur xE(0) = xE(t) = ε > 0 puis de prendre la limite ε→ 0 à la ﬁn de notre cal-
cul, comme nous l’avons déjà fait dans l’équation (3.12) car il n’est pas possible d’imposer
à la fois les conditions xE(0) = 0 et xE(0+) > 0. Nous avons alors







dt1 · · ·dtk G+(ε|r, t1)G+(r|r, t2 − t1) · · ·G+(r|ε, t− tk) ,
où le facteur combinatoire k! provient des diﬀérentes permutations des temps intermé-
diaires t1, · · · , tk où l’excursion brownienne xE(τ) atteint la valeur r. La constante de
normalisation qui compte les chemins régularisés ZB(ε) est donnée par






Comme dans le cas précédent, on reconnaît dans l’intégrale multiple sur les temps t1, · · · , tk
de l’équation (3.22) un produit de convolution. Il est ainsi intéressant de prendre la trans-






dt1 · · ·dtk G+(ε|r, t1)G+(r|r, t2 − t1) · · ·G+(r|ε, t− tk)









3. La méthode des propagateurs
où l’on a utilisé l’expression de la transformée de Laplace du propagateur (3.11). Après
une inversion de Laplace, on obtient en utilisant la constante de normalisation (3.23) les
diﬀérents moments de la densité à partir du maximum












Moments de la densité à partir du maximum pour le pont
avec la convention Φ(−1) = −∂rΦ(0) et où les Φ(j) sont déﬁnies dans l’appendice A. La
dépendance temporelle �ρkmax,B(r, t)� = tn/2�ρkmax,B( r√t , 1)� découle directement de l’au-
tosimilarité du brownien. Nous réobtenons ainsi le résultat de Takács [150] en équation
(38). Pour k = 1, on trouve ainsi que le densité à partir du maximum pour un pont sur
l’intervalle [0, 1] est [150]
�ρmax,B(r, 1)� = 4re−2r
2
. (3.26)
Remarquons que dans ce cas, cela coïncide avec la densité de probabilité du maximum du
pont (2.7). Ce résultat est une propriété générale pour un signal périodique x(t) = x(0)
[24], en réutilisant le découpage introduit en (3.19) avec un T ﬁxé, la moyenne sur tous les
ponts xB(τ) possibles permet aux trajectoires yxB,T (τ) d’explorer également l’ensemble








= p′max,B(r, t) . (3.27)
3.4 Résultats pour les autres browniens contraints
En utilisant la méthode (3.12), il est également possible de calculer la densité moyenne
à partir du maximum pour les autres browniens contraints comme le méandre (cf. Fig. 2.1
(d)), le brownien libre réﬂéchi (cf. Fig. 2.1 (e)) et le pont réﬂéchi (cf. Fig. 2.1 (f)). Il suﬃt
dans ce cas de décomposer comme précédemment les diﬀérentes trajectoires pour toutes
les conﬁgurations possibles en divisant l’intervalle de temps [0, t] et en étudiant pour
chacune des parties temporelles dans quelles régions de l’espace est conﬁné le brownien.
La propriété de Markov permet alors d’écrire chaque contribution comme un produit de
convolution qui se simpliﬁe grandement dans le domaine de Laplace. Nous pouvons alors
faire le même travail que précédemment en utilisant le propagateur dans le domaine de
Laplace (3.7). On obtient, après des calculs que l’on peut trouver dans [123], les diﬀérentes
densités moyennes sur l’intervalle [0, 1]






2n2 + 3(−1)n − 5Φ
(1) (nr)− Φ(1) (2r)
�
, (3.28)
Densité moyenne à partir du maximum du méandre
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simulations












π = 0.7979... 0.5145... 0.79 0.52















(2 log 2− 3
4
) = 0.7975... 0.4907... 0.79 0.48












2π = 0.7214... 0.5212... 0.72 0.52









) = 0.5554... 0.4907... 0.55 0.48
Table 3.1: Caractéristiques de la densité moyenne à partir du maximum pour les dif-
férents mouvements browniens contraints et comparaison aux simulations. Les valeurs
simulées obtenues après avoir moyenné sur 104 trajectoires de 104 pas sont données avec





−3− 2n+ 12n2 + 8n3
�
4n2(3 + 2n)Φ(2)(2nr)
+(2n+ 1)2(3− (2n+ 1)2)Φ(2)((2n+ 1)r)
�
, (3.29)
Densité moyenne à partir du maximum du brownien libre réﬂéchi










Densité moyenne à partir du maximum du pont réﬂéchi
où Φ(1)(x) et Φ(2)(x) appartiennent à la famille de fonctions déﬁnie dans l’appendice A, la
dépendance temporelle étant donnée par la relation 2.18. Remarquons que pour chacun
des cas, la densité moyenne à partir du maximum a un comportement diﬀérent du cas des
variables indépendantes et identiquement distribuées [139] que nous avons rappelées en
introduction. Dans tous les cas, �ρmax(r, t)� ∼
r→0
4r car le voisinage du maximum n’est pas
sensible aux conditions aux bords. Le comportement à grand r depend quant a lui des
conditions aux bords, cf. colonne 3 du tableau 3.1. Remarquons qu’il se comporte comme
∝ e−r2/2 pour les browniens qui ont leur extrémité libre et comme ∝ e−2r2 pour les
browniens qui ont la condition x(t) = 0. On compare en ﬁgure 3.3 les diﬀérentes formules
- les diﬀérentes lignes sur la ﬁgure - aux données obtenues en simulant 104 marches
aléatoires de taille 104 - les diﬀérents points sur la ﬁgure - (cf. introduction 2.2). Dans
tous les cas, il y a un très bon accord entre nos formules et les données numériques. Nous




dr r �ρmax(r, 1)� . (3.31)
Nous donnons également en colonne 5 du tableau 3.1 la valeur typique rtyp de la distance
du brownien à son maximum c’est-à-dire la valeur de r qui rend maximal �ρmax(r, 1)�. Les
colonnes 6 et 7 du tableau 3.1 donnent les résultats pour ces quantités obtenues après une
moyenne sur 104 réalisations de marches aléatoires de 104 pas et sont en total accord avec
nos résultats.
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Figure 3.3: Résultats numériques obtenus en moyennant sur 104 marches aléatoires de
104 pas pour les diﬀérents mouvements browniens contraints (points). Les algorithmes de
génération des browniens sont détaillés dans l’introduction 2.2. Les lignes représentent
nos résultats analytiques donnés par les diﬀérentes équations (3.18),(3.26),(3.28),(3.29) et
(3.30) et correspondent avec nos simulations.
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Chapitre 4
Extensions : étude temporelle et cas
de plusieurs browniens
Dans ce chapitre, nous généralisons dans la section 4.1 notre calcul de la densité à
partir du maximum en considérant la densité moyenne à une distance r du maximum et à
un temps θ du temps où le brownien atteint son maximum pour les cas du brownien libre
et du pont. Nous nous intéressons ensuite à la densité à partir du maximum pour plusieurs
ponts indépendants dans la section 4.2.1 et également pour plusieurs ponts contraints à ne
pas se croiser dans la section 4.2.2. Certaines étapes des calculs sont données en appendice
B et C.
4.1 Étude temporelle
Dans le cas du mouvement brownien, il est possible d’étendre notre étude de la densité
à partir des extrêmes en considérant l’aspect temporel. Cette piste de recherche est la suite
directe de l’étude de la loi jointe du maximum et de son temps d’attente [138]. En plus de
rechercher le temps que passe le brownien à une distance r de son maximum, il est naturel
de se poser des questions telles que "À quel moment le brownien a-t-il passé ce temps à
r du maximum? Est-ce pour des instants proches ou lointains du maximum?". Nous
introduisons ainsi, sur le modèle de la déﬁnition (2.17), la densité à partir du maximum
à un temps ﬁxé pour un brownien sur [0, t] qui, comme le montre la ﬁgure 4.1, n’explore
le brownien qu’au temps tmax + θ avec tmax le temps auquel le brownien atteint son
maximum xmax = max{x(τ), τ ∈ [0, t]}. Nous ne considérerons dans ce cas que le premier
moment qui, similairement au raisonnement (2.19), peut être interprété comme la densité
de probabilité d’être à une distance r et à une diﬀérence de temps θ ∈ [−t, t] du maximum.
Nous noterons par la suite cette densité de probabilité
Ξ(r, θ, t) = �δ(xmax − x(tmax + θ)− r)� . (4.1)
Cette quantité peut être déterminé en utilisant le produit de propagateur comme nous
l’avons fait pour l’équation (3.12). En intégrant sur la variable θ, avec θ ∈ [−t, t], on
retrouve la densité à partir du maximum
� t
−t
dθ Ξ(r, θ, t) = �
� t
−t
dθδ(xmax − x(tmax + θ)− r)� = �ρDOS(r, t)� , (4.2)






dθ Ξ(r, θ, t) = t . (4.3)
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Figure 4.1: La densité à partir du maximum à un temps θ ﬁxé calcule la probabilité
que la trajectoire soit à une distance dans l’intervalle [r, r + dr] de son maximum xmax =
max0≤τ≤t x(τ) après un temps θ, c’est-à-dire si la trajectoire passe dans le carré vert.
4.1.1 Cas du brownien libre
Le cas du brownien libre s’obtient en modiﬁant l’équation (3.12). La symétrie par
renversement du temps couplée à une translation de xF = x(t) discutée à propos de
l’équation (3.12), comme le montre la ﬁgure 3.1, démontre que le cas θ < 0 est identique
au cas des θ > 0. Dans le cas θ > 0, on trouve












dxF GM(0|M − ε, tmax)
GM(M − ε|M − r, θ)GM(M − r|xF , t− tmax − θ) , (4.4)
On retrouve une structure en produit de convolution. On utilise alors la transformée de









dxF GM(0|M − ε, tmax)GM(M − ε|M − r, θ)
×GM(M − r|xF , t− tmax − θ)
= GM(M − ε|M − r, θ)G˜M(0|M − ε, s)
� M
−∞















Après intégration sur la variable M puis inversion de Laplace, on trouve en utilisant la
condition de normalisation (4.3)
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Densité moyenne à partir du maximum à un temps ﬁxé du brownien libre
où les fonctions Φ(0) et Φ(1) sont déﬁnies dans l’appendice A. L’intégration sur la variable
θ (4.2), en utilisant encore une fois la transformée de Laplace, redonne la densité proche
du maximum dans le cas du brownien libre (3.26)
� t
−t















= �ρmax(r, t)� . (4.7)
L’intégration sur r donne la proportion de brownien libre tel que tmax + θ ∈ [0, t]
� ∞
0















qui est conforme a la loi de l’arc sinus du temps d’atteinte du maximum pour le brownien
libre [101].
4.1.2 Cas du pont
Dans le cas du pont, en modiﬁant l’équation (3.12), on trouve directement, dans le cas
θ > 0








dtmaxGM(0|M − ε, tmax)
×GM(M − ε|M − r, θ)GM(M − r|0, t− tmax − θ) , (4.9)
avec ZB(ε) une constante de normalisation assurant (4.3). Le cas des θ < 0 est identique
à cause de la symétrie par inversion du temps du pont. L’intégrale sur la variable tmax
étant également un produit de convolution, il est plus simple de la calculer en utilisant la






dtmaxGM(0|M − ε, tmax)GM(M − ε|M − r, θ)GM(M − r|0, t− tmax − θ)

















où l’on a utilisé le propagateur (3.8) et sa transformée de Laplace (3.9). Après intégra-
tion sur la variable M puis inversion de Laplace, on trouve en utilisant la condition de
normalisation (4.3)



















Densité moyenne à partir du maximum à un temps ﬁxé du pont
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θ = 0.055θ = 0.055
θ = 0.1θ = 0.1
θ = 0.25θ = 0.25
θ = 0.75
θ = 0.75 θ = 0.5
Figure 4.2: Comparaison de P (r, θ, t = 1) (4.15) obtenues en simulant 105 marches
aléatoires de 104 pas et les formules analytiques (4.6) (4.8) pour le brownien libre et (4.11)
(4.13) pour le pont. Les courbes sont tracées comme des fonctions de r pour diﬀérents θ
ﬁxés. Remarquons que la symétrie du pont impose PB(r, θ, t) = PB(r, t− θ, t).
En intégrant sur la variable θ (4.2), en utilisant encore une fois la transformée de Laplace,
on retrouve la densité proche du maximum dans le cas du pont (3.26)
� t
−t
dθ ΞB(r, θ, t) = 4re−
2r2
t = �ρmax,B(r, t)� , (4.12)
L’intégration sur r donne quant à elle
� ∞
0






ceci traduit la proportion de pont tel que tmax+θ ∈ [0, t], tmax étant une variable aléatoire
de loi uniforme sur [0, t] dans le cas du pont. Remarquons que dans le cas du pont à
cause de la périodicité du pont, étudier la densité à r et θ du maximum sans considérer
la condition tmax + θ ∈ [0, t] (c’est-à-dire en renormalisant par 4.13), revient à étudier ce
qui se passe en t− θ ainsi qu’en −θ
ΞB(r, θ, t)
�∞
0 duΞB(u, θ, t)
=
ΞB(r, t− θ, t)
�∞
0 duΞB(u, t− θ, t)
. (4.14)
4.1.3 Comportements et résultats numériques
Il est en fait plus commode numériquement de travailler avec la quantité renormalisée
que l’on interprète comme la probabilité d’être à une position r du maximum après un
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temps θ ﬁxé
P (r, θ, t) = ΞB(r, θ, t)�∞




drP (r, θ, t) = 1 . (4.16)
Nous avons tracé sur la ﬁgure 4.2 la comparaison entre les résultats obtenus via les formules
(4.6) et (4.8) pour le brownien libre, (4.11) et (4.13) pour le pont avec des données obtenues
en simulant 105 marches aléatoires de 104 pas. Il est intéressant de considérer la limite
des θ et r petits pour analyser le voisinage immédiat du maximum. Comme on peut le
voir sur la ﬁgure 4.2, les deux cas se ressemblent beaucoup dans cette limite. En eﬀet, on
peut réécrire


























































En particulier, lorsque l’on considère la limite proche du maximum
�
θ → 0










|θ|, θ, t) = F (y) . (4.19)
La même limite appliquée au brownien libre donne le même résultat
|θ|P (y
�
|θ|, θ, t) = F (y) . (4.20)
Cette propriété traduit encore plus précisément la réﬂexion que nous avions fait précé-
demment : le voisinage du maximum n’est pas sensible aux conditions aux bords. Il est
possible de calculer cette quantité pour les autres mouvements browniens contraints. Le
calcul se fait de la même manière en utilisant les propagateurs adéquats. Néanmoins,
comme nous l’avons vu sur le cas du brownien libre (4.5) et du pont (4.10), ce calcul fait
intervenir deux propagateurs dans le domaine de Laplace et un propagateur dans le do-
maine temporel, ce qui complique le calcul dans les autres cas. Nous ne nous attarderons
pas plus sur cette étude temporelle.
4.2 Cas de plusieurs browniens
4.2.1 Plusieurs browniens indépendants
En utilisant ce formalisme des propagateurs, il est possible d’étudier la densité moyenne
à partir du maximum pour n trajectoires indépendantes d’un même brownien par exemple
dans le cas de n ponts indépendants.







δ(xmax,n,B − xi,B(τ)− r)dτ� , (4.21)
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où les trajectoires xi,B(τ) sont n réalisations indépendantes entre elles de ponts et où le
maximum est le maximum global sur l’ensemble des n ponts
xmax,n,B = maxτ∈[0,t],i∈[1,n]
xi,B(τ) . (4.22)
On a choisi de garder cette densité normalisée
� ∞
0
dr�ρmax,B,n(r, t)� = 1 . (4.23)
En utilisant la même méthode, on considère toutes les trajectoires qui passent à une po-
sition r de ce maximum global. Plusieurs cas se posent suivant si la trajectoire considérée
est celle qui possède le maximum global ou non. Chacun de ces cas se décomposant en
plusieurs contributions suivant l’ordre temporel des diﬀérents événements comme précé-
demment. En utilisant la propriété de Markov du mouvement brownien, on peut alors
écrire chacune des contributions comme l’intégrale d’un produit de propagateur




















dτ GM(0|M − ε, tmax)GM(M − ε|0, t− tmax)GM(0|M − r, τ)
×GM (M − r|0, t− τ)GM(0|0, t)n−2
�
, (4.24)







dtmaxGM(0|M − ε, tmax)GM(M − ε|0, t− tmax)GM(0|0, t)n−1 , (4.25)





En utilisant le domaine de Laplace, il est possible de calculer les intégrales temporelles,
le calcul complet se trouve dans l’appendice B. Finalement, on trouve pour la densité à
partir du maximum dans le cas de n ponts indépendants



































Densité moyenne à partir du maximum de n ponts indépendants
avec erf la fonction d’erreur (11). On retrouve dans le premier terme le premier moment
de la densité à partir du maximum pour un pont �ρmax,B(r, 1)� qui correspond au cas où
n = 1. Remarquons que le second terme est d’intégrale nulle, il est négatif pour des r
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Figure 4.3: Densité à partir du maximum �ρmax,B,n(r, 1)� pour n browniens indépen-
dants. La ﬁgure compare des données obtenues pour chacun des cas en moyennant sur 104
réalisations de n marches aléatoires de N = 104 pas avec la formule analytique (4.27).
petit puis positif à partir d’une certaine valeur de r (qui dépend de n). Il est possible à














































dM Pr . [xmax,n,B > M ]
= �xmax,n,B� , (4.30)
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où l’on a utiliser la la statistique du maximum d’un seul pont pmax,B(x, t) donnée en























le second terme étant nul dans le cas du pont qui est symétrique. Il est possible d’étudier
son comportement asymptotique dans la limite thermodynamique de grand n obtenue à
















où γE = −
�∞
0 e
−t ln tdt = 0.577... est la constante gamma d’Euler. Ce résultat montre
que typiquement, le pont qui possède le maximum xmax,n,B est très loin de la très grande
majorité des autres ponts qui restent proches de l’origine. Cette interprétation peut être





lorsque le nombre de ponts n tend vers l’inﬁni. Dans cette limite, la contribution principale
est donnée par la dernière intégrale (4.24) où le maximum global xmax,n,B et le point à la





tend également vers l’inﬁni, ces deux événements sont essentiellement indépendants. La
distribution du maximum d’un pont étant donnée par la loi (2.7), la loi du maximum
global, qui est le maximum des n maxima des ponts indépendants, est une loi de Gumbel
dont les comportements asymptotiques de la moyenne ∼ an et de l’écart type ∼ bn peuvent












Dans la limite que l’on considère, les ﬂuctuations du maximum global sont imperceptibles
bn → 0 et sa position est ﬁxée à an. Ainsi, en reprenant la formule (4.21)








δ(an − xi,B(τ)− an − z)dτ� , (4.35)
Or la contribution de chacun des ponts est identique et est le temps local �Tloc,B(z, 1)�
c’est-à-dire la densité. Finalement, la densité à partir du maximum pour un grand nombre















Densité à partir du maximum d’un grand nombre de ponts indépendants
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Figure 4.4: Exemple de n = 10 ponts répulsifs c’est-à-dire contraints à ne pas se croiser.
Ces trajectoires sont générées à partir du mouvement brownien de Dyson [46] décrit en
appendice C.
Cette formule ressemble au cas des variables indépendantes à décroissance plus rapide
qu’une exponentielle (1.19) puisque les ponts sont décorrélés entre eux. Nous avons dé-
montré cette formule par des arguments heuristiques, le calcul direct, reproduit en ap-
pendice B, conﬁrme ce résultat. Remarquons enﬁn que lorsque l’on s’intéresse au régime









� = 4x . (4.37)
Ce régime correspond aux événements où le maximum global xmax,n,B et le point à la
position xmax,n,B − r appartiennent à un même pont. On retrouve ainsi le même compor-
tement que tous les cas précédents, comme le montre le tableau 3.1, puisqu’il ne dépend
pas des conditions aux bords.
4.2.2 Ponts répulsifs
Il est également possible de considérer n ponts contraints à ne pas se croiser x1,B(τ) <
x2,B(τ) < · · · < xn,B(τ) pour tous les temps τ ∈ [0, 1] comme le montre la ﬁgure 4.4.
De telles trajectoires sont appelées marcheurs répulsifs - vicious walkers. Introduit pour
l’étude des polymères [36], ce modèle est désormais populaire dans plusieurs domaines de
la physique [17, 54, 60] grâce à sa connexion avec les matrices aléatoires, les théories de
jauge de type Yang-Mills sur la sphère [67, 144], ainsi que les modèles dans la classe d’uni-
versalité de Kardar-Parisi-Zhang [94] en particulier la distribution du maximum global de
ces trajectoires est après un changement d’échelle le processus d’Airy2 soustrait d’une pa-
rabole typique de cette classe d’universalité [141]. L’étude de ces trajectoires contraintes
se réalise en considérant le problème quantique associé sur des fermions, le principe de
Fermi interdisant aux fermions de se croiser. Les fonctions propres sont alors construites à
l’aide du déterminant de Slater qui impose la condition de non-croisement. Il reste néan-
moins diﬃcile d’obtenir avec cette méthode une formule explicite pour �ρV iciousmax,B,n(r, t = 1)�,
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Figure 4.5: Dans la limite d’un grand nombre de ponts répulsifs, ici n = 50, la trajectoire
la plus haute et la trajectoire la plus basse sont, à des ﬂuctuations près, déterministes et
sont des demi-cercles ±2
�
nτ(1− τ) (en pointillés).
densité à partir du maximum de n ponts contraints à ne pas se croiser. Néanmoins, il reste
possible d’étudier cette quantité dans la limite de grand n grâce à la correspondance de ce
modèle avec les matrices aléatoires. En eﬀet, on peut montrer en utilisant les propagateurs
construits à partir de ces fonctions d’ondes de Slater [140] que la loi jointe des diﬀérentes
positions à un temps τ ﬁxée est














où ZB,n(τ) est une constante de normalisation qui peut être évaluée à partir d’une intégrale
de Selberg [113]. Cette loi est la même que la loi jointe des n valeurs propres λi du
modèle des matrices aléatoires gaussiennes unitaires (que nous rediscuterons dans la partie
suivante) avec la correspondance λi
�
2τ(1− τ) = xi,B. En particulier, le chemin le plus
haut xn,B(τ) correspond à la même statistique que la valeur propre maximale du modèle
de matrice. En utilisant les résultats de Tracy et Widom [153, 154] sur la statistique de







où les ﬂuctuations O(n−1/6) sont gouvernées par la distribution de Tracy-Widom qui sera
discutée dans la partie suivante. De la même façon, le chemin le plus bas x1,B(τ) est, à
des ﬂuctuations près, x1,B(τ) = −2
�
τ(1− τ)n. Un exemple de trajectoires est montré
dans la ﬁgure 4.5 où l’on a tracé 50 ponts répulsifs. En particulier, le maximum global
des ponts répulsifs est

































Figure 4.6: Résultats numériques obtenus en simulant des marches aléatoires de 104 pas
contraintes à ne pas se croiser démarrant et terminant à l’origine (moyennés 104 fois)
pour diﬀérents nombres de marches n : les points bleus sont obtenus pour n = 5 ponts, les
points verts pour n = 10 ponts et les points rouges pour n = 20 ponts. La ligne pointillée
bleue représente le comportement asymptotique (4.45) dans la limite d’un grand nombre
n de marcheurs.
et est atteint par la plus haute trajectoire xn(τ) en τ = 1/2, à des ﬂuctuations près.
Plus précisément, il a été montré par Prähofer et Spohn [131, 132] que le régime d’échelle













= A2(u)− u2 . (4.41)
Nous nous bornerons ici à l’étude de la densité à partir du maximum dans un régime où ces
ﬂuctuations sont sous-dominantes et l’approximation (4.40) sera suﬃsante (régime dit de
volume). Nous rediscuterons brièvement (et numériquement) le régime où ces ﬂuctuations
intervient, le régime de bord, à la ﬁn de cette section. On déﬁnit la densité à partir
du maximum dans le cas de n ponts répulsifs comme nous l’avons fait pour les ponts
indépendants (4.21)







δ(xV iciousmax,n,B − xi,B(τ)− r)dτ� . (4.42)
Même s’il est possible d’étudier précisément la distribution du maximum des n ponts
répulsifs [137], il est diﬃcile d’extraire une formule analytique pour la densité à partir du
maximum (4.42) à n ﬁni. Néanmoins, dans la limite de grand n, il est possible à partir
du résultat (4.40) de discuter le comportement de cette densité. En eﬀet, au premier
ordre, les ﬂuctuations du maximum sont négligeables et on peut remplacer xV iciousmax,n,B par√
2 directement dans la déﬁnition (4.42) de la densité à partir du maximum qui se réduit
dans ce cas au temps local translaté









2− r − xi,B(τ))dτ� (4.43)
= �T V iciousloc,B,n (r −
√
2, 1)� . (4.44)
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Figure 4.7: Densité à partir du maximum dans le régime de bord (4.46) en rouge et
densité à partir du maximum du plus haut pont uniquement typique (4.49) en bleu pour
diﬀérents nombres de ponts : 5 ponts pour les triangles, 10 ponts pour les ronds et 20
ponts pour les carrés. Ces quantités convergent respectivement vers les fonctions ρedge et
ρ∞ qui possèdent bien les comportements asymptotiques discutés (4.47) et (4.49). Ces
données sont obtenues en générant des marches aléatoires de 104 pas contraintes à ne pas
se croiser démarrant et terminant à l’origine et moyennées 104 fois.
Il est alors possible d’étudier ce temps local en utilisant la correspondance avec la théorie
des matrices aléatoires. Cette étude est faite en appendice C. On montre alors que la









x pour x < 1
2− x pour 1 < x < 2
0 pour 2 < x .
(4.45)
Densité à partir du maximum pour un grand nombre de ponts répulsifs
Comme on peut le voir sur la ﬁgure 4.6, ce comportement est bien observé dans la limite
d’un grand nombre de ponts. Remarquons sur cette ﬁgure qu’il existe un régime diﬀérent
pour x petit dû aux contributions du pont le plus haut (qui est donc celui qui atteint
le maximum xV iciousmax,n,B) correspondant au régime de bord. Ce régime possède le scaling




n7/6�ρV iciousmax,B,n(xn−1/6, 1)� = ρedge(x) , (4.46)
où les comportements asymptotiques de cette fonction d’échelle sont imposés à x petit
car le comportement de la densité proche du maximum pour le brownien ne dépend pas




x pourx≫ 1. (4.47)
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Ces comportements sont bien vériﬁés numériquement comme on peut le voir sur la ﬁgure
4.7. Il est également possible d’étudier la contribution complète du brownien le plus haut
xn,B uniquement
�ρV icious,(n)max,B,n (r, 1)� = �
� 1
0
δ(xV iciousmax,n,B − xn,B(τ)− r)dτ� , (4.48)
dont il est possible de donner le comportement typique ainsi que son comportement à très
petit argument également tracé en ﬁgure 4.7
lim
n→∞




L’étude complète de cette quantité étant diﬃcile. Mentionnons également pour terminer
que l’étude d’excursions répulsives est également riche et est reliée au modèle des matrices
aléatoires de Wishart [140, 156].
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Chapitre 5
La méthode de l’intégrale de chemin
Même s’il est facile de calculer par la méthode des propagateurs la densité moyenne à
partir du maximum �ρmax(r, t)�, il peut être diﬃcile d’étudier les diﬀérents moments pour
les diﬀérents mouvements browniens ou encore d’obtenir la loi complète. Pour cette étude,
il est plus commode d’utiliser le formalisme de l’intégrale de chemin. Nous généralisons
ici notre problème en essayant de calculer les statistiques de n’importe quelles fonction-
nelles du maximum du mouvement brownien Omax(t) = � t0 dτ V (xmax − x(τ)) où V (x)
est un potentiel quelconque, en particulier, on retrouve la densité à partir du maximum
avec le potentiel V (x) = δ(x). Pour étudier cette statistique, il est utile de considérer sa
transformée de Laplace. Dans cette section, nous présentons donc une manière de cal-
culer cette transformée de Laplace pour n’importe quel potentiel V (x) en utilisant des
techniques d’intégrales de chemin appliquées au brownien libre (section 5.1.1) et au pont
(5.1.2). Nous étudierons alors la statistique complète de la densité à partir du maximum
ρmax(r, t) en section 5.2.1. Nous appliquerons également nos résultats à d’autres problèmes
dans les parties 5.2.2 et 5.2.3.
5.1 Principe
5.1.1 Brownien libre
Nous cherchons à calculer la transformée de Laplace �e−λ
� t
0
dτV (xmax−x(τ))� où le poten-
tiel V (x) est quelconque et où xmax est la position maximale du brownien libre x(τ) sur
τ ∈ [0, t]. Dans ce but, nous découpons tout d’abord l’intervalle temporel [0, t] en deux
parties [0, tmax] et [tmax, t] avec tmax le temps où le maximum xmax est atteint. Pour un







Grâce à la propriété de Markov du mouvement brownien, les deux parties sont indépen-
dantes. Dans chacune des parties, le processus y(τ) = xmax − x(τ) est un mouvement
brownien qui reste positif sur tout l’intervalle. En inversant en plus le sens du temps dans
la partie [0, tmax], on remarque que la trajectoire y(τ) est constituée de deux méandres
indépendants de durées respectives tmax et t−tmax, on parle dans ce cas de double méandre












duV (y(u))�Me , (5.3)
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Figure 5.1: Un brownien libre peut être vu comme l’assemblage de deux méandres indé-
pendants de durée respective tmax et t − tmax où tmax est distribué suivant la loi de l’arc
sinus (5.1). On parle dans ce cas de double méandre [88].
où �· · · �Me est désormais une moyenne sur les trajectoires y(τ) du méandre. Dans (5.3)
le terme 1/
√πτ provient de la loi de l’arc sinus due à tmax (5.1). Il est alors possible de
calculer la fonctionnelle ϕ(τ) du méandre à l’aide de techniques d’intégrales de chemin
[103]. Néanmoins, la structure de convolution de l’équation (5.2) suggère plutôt de calculer










e−stϕ(t) dt . (5.5)
Encore une fois, il est nécessaire d’introduire une régularisation car il n’est pas possible
d’imposer au méandre simultanément y(0) = 0 et y(0+) > 0. Pour éviter cette diﬃculté
[105], on régularise en imposant à la place y(0) = ε, et l’on prendra la limite ε → 0 à la




V (y(u))du�Me = limε→0
�∞
0 �yF |e−Hλτ |ε�dyF
�∞
0 �yF |e−H0τ |ε�dyF
, (5.6)






+ λV (y) + Vwall(y) , (5.7)
avec Vwall(y) une barrière de potentiel qui oblige la particule à rester du coté y ≥ 0 :
Vwall(y) = 0 pour y ≥ 0 et Vwall(y) = +∞ pour y < 0. Il est facile de calculer les fonctions
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ainsi, le dénominateur de (5.6) se calcule en utilisant
�yF |e−H0τ |ε� = 2π
� ∞
0










ce qui donne directement
� ∞
0




En notant Ψn les fonctions propres du hamiltonien Hλ ainsi que En ces énergies propres
associées ( nous supposons ici le spectre discret, néanmoins le calcul se généralise sans













Ψ∗n(yF )Ψn(ε)e−Enτ . (5.11)
















Ψ∗n(yF )Ψ′n(0)e−Enτ . (5.12)
En notant que le propagateur, qu’on décide dans cette partie de noter Gτ (x, y), s’écrit













dyF ∂xGτ(0, yF ) . (5.14)
Il est alors possible d’utiliser la formule (5.14) pour calculer la transformée de Laplace



























dyF ∂xG˜s(0, yF ) , (5.15)







De plus, la fonction G˜s(x, y) est la fonction de Green satisfaisant
[Hλ + s] G˜s(x, y) = δ(x− y) , (5.17)
avec les conditions G˜s(x, 0) = G˜s(0, y) = 0. Pour calculer cette fonction de Green G˜s(x, y),
on cherche deux solutions indépendantes us(y) et vs(y) de l’équation homogène associée
[Hλ + s]ψ(y) = 0 (5.18)
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avec les conditions aux limites us(0) = 0 et lim
y→∞
vs(y) = 0. À l’aide de ces deux solutions







us(x) vs(y) pour x ≤ y ,
2
W
us(y) vs(x) pour x ≥ y ,
(5.19)
avec W le wronskien associé aux fonctions {us(y), vs(y)}
W = u′s(y)vs(y)− us(y)v′s(y) . (5.20)
Ce wronskien est ici indépendant de y car l’équation diﬀérentielle ne fait pas intervenir










dyF u′s(0)vs(yF ) . (5.21)




V (xmax−x(τ))dτ � pour n’importe quel potentiel V (x). Pour obtenir des
résultats explicites, il suﬃt alors d’étudier le hamiltonien (5.7) et de résoudre l’équation
homogène associée (5.18) ce que nous ferons sur quelques exemples dans la section (5.2).
Récapitulatif : cas du brownien libre







+ λV (y) + s
�
ψ(y) = 0 ,
vériﬁant les conditions aux limites
us(0) = 0 , lim
y→∞
vs(y) = 0 .
En notant le wronskien W = u′s(y)vs(y)−us(y)v′s(y), la double transformée
















Il est également possible d’étudier directement les transformées de Laplace des fonc-
tionnelles du maximum pour un pont �e−λ
� t
0
V (xmax,B−xB(τ))dτ � où xmax,B est la position
maximale du pont xB(τ) pour τ ∈ [0, t]. On peut alors utiliser la même logique que précé-
demment en découpant l’intervalle de temps [0, t] en deux parties [0, tmax] et [tmax, t] avec
tmax le temps où le pont atteint son maximum, la variable tmax étant cette fois uniforme
P (tmax) = 1/t à cause des conditions aux limites périodiques du pont. Il existe en réalité
une méthode plus simple qui utilise la construction de Vervaat que l’on a introduit dans
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la section 3.3 qui transforme les fonctionnelles du maximum du pont en fonctionnelles
de l’excursion qui ont déjà été étudiées [103, 105, 106] (cf. ﬁgure 3.2). En eﬀet, on peut
généraliser la relation (3.20) à toutes les fonctionnelles
� t
0
V (xmax,B − xB(τ))dτ loi=
� t
0
V (xmax,E − xE(τ))dτ loi=
� t
0
V (xE(τ))dτ . (5.23)
Encore une fois, il est nécessaire d’introduire une régularisation car il est n’est pas possible
d’imposer pour l’excursion simultanément xE(0) = xE(t) = 0 et xE(0+) > 0 ainsi que
xE(t−) > 0. Pour éviter cette diﬃculté [105], on régularise en imposant à la place xE(0) =
xE(t) = ε, on prendra la limite ε → 0 à la ﬁn du calcul. Il est alors possible d’étudier la








où Hλ est le même hamiltonien que précédemment. On peut facilement calculer le déno-







La formule (5.24) est générale est permet de calculer la statistique des fonctionnelles du
maximum du pont pour n’importe quel potentiel V (x).
Récapitulatif : cas du pont










+ λV (y) y ≥ 0 ,










5.2 Applications à l’étude de certaines fonctionnelles
du maximum
Dans cette section, nous allons utiliser le formalisme précédent pour étudier plusieurs
fonctionnelles à la fois pour le brownien libre et pour le pont. Nous étudierons tout d’abord
la statistique complète de la densité à partir du maximum dans le paragraphe 5.2.1 puis la
famille de fonctionnelles correspondante aux potentiels V (x) = xα dont nous discuterons
les applications dans le paragraphe 5.2.2.
5.2.1 Statistique complète de la densité à partir du maximum
Brownien libre
Pour calculer la statistique complète de la densité à partir du maximum ρmax(r, t) =
� t
0 δ(xmax − x(τ) − r)dτ , nous utilisons le formalisme (5.22) appliqué au cas où V (y) =
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δ(y − r). Dans ce cas, le hamiltonien est Hλ = −12 d
2
dy2
+ λδ(y − r), les deux solutions
indépendantes us(y) et vs(y) recherchées vériﬁent donc
−1
2
ψ′′(y) + sψ(y) = 0 , avec y ∈ [0, r[∪]r,+∞[ , (5.27)




















+)− v′s(r−)) = λvs(r) .
(5.28)
Les conditions aux limites imposées en r proviennent du pic δ présent dans le hamiltonien.
Il est possible de résoudre par morceaux l’équation diﬀérentielle (5.27) avec les conditions







































2s(y−r) y > r,
(5.30)
où les constantes de normalisations A et B peuvent être calculées mais ne seront pas utiles
pour la suite. Le wronskien est alors donné par













La combinaison de ces diﬀérents résultats (5.29), (5.30) et (5.31), (5.22) donne directement
la double transformée de Laplace de la densité à partir du maximum
� ∞
0















À partir de ce résultat (5.32), il est possible d’obtenir les diﬀérents moments �ρkmax(r, t)�,
avec k entier en faisant un développement en puissance de λ.
� ∞
0
















On lit directement dans le développement (5.33) les transformées de Laplace par rapport
à t des diﬀérents moments �ρkmax(r, t)�
� ∞
0

















Il est alors possible d’inverser ces transformées de Laplace qui font apparaitre les fonctions
Φ(j)(x) introduit dans l’appendice A
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[(2l + 1)Φ(k+1)((2l + 1)r) + (k − 2(l + 1))Φ(k+1)(2(l + 1)r)] .
Moments de la densité à partir du maximum pour le brownien libre
Pour k = 1, on retrouve bien le résultat obtenu par la méthode des propagateurs (3.18).
On déﬁnit Pt(ρ, r) la densité de probabilité de la densité à partir du maximum ρmax(r, t)
(2.17) c’est-à-dire Pt(ρ, r)dρ est la probabilité que ρmax(r, t) soit compris entre ρ et ρ+dρ.
En inversant la transformée de Laplace par rapport à λ de l’équation (5.32), on obtient
la transformée de Laplace par rapport à t de Pt(ρ, r)
� ∞
0




















































Loi de la densité à partir du maximum pour le brownien libre
La densité de probabilité est composée d’un poids concentré en ρ = 0 avec le pic δ(ρ) en
plus d’une densité continue pour ρ > 0. On peut donc ainsi écrire
Pt(ρ, r) = FW (r, t)δ(ρ) + pt(ρ, r) , (5.37)
où on lit directement dans (5.36) les transformées de Laplace respective des deux termes.
L’inversion de Laplace du premier terme donne






On reconnaît dans cette formule la loi de la largeur pour un brownien libre [56] c’est-à-dire
la probabilité que la largeur W (t) = maxτ∈[0,t] x(τ) − minτ∈[0,t] x(τ) soit plus petite que
r. En eﬀet, si cette largeur est plus petite que r, le temps passé par le brownien à une
distance r du maximum est bien nul ce qui conduit au pic delta dans la formule (5.36). Le
second terme de (5.37), dont la dépendance en temps est triviale via l’autosimilarité du






t), est une fonction continue de ρ dont la transformée
de Laplace par rapport à t est le second terme de l’équation (5.36). Dans la ﬁgure 5.2, nous
avons comparé les résultats numériques pour trois valeurs de r (les points) ainsi que nos
résultats analytiques (lignes) en inversant la transformée de Laplace (5.36) numériquement
et observons une très bonne concordance. Il est possible à partir de la transformée de






2r pour r → 0
(1− FW (r, 1)) re−ρr pour r →∞ . (5.39)
(5.40)







2k(k + 1)!rk . (5.41)
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Figure 5.2: Tracé de P1(ρ, r) comme une fonction de ρ pour trois valeurs de r (en
vert r = 2.5, en violet r = 1.2 et en bleu r = 0.2). Les lignes à ρ = 0 sont les
pics δ(ρ) de l’équation (5.36). Les lignes correspondent aux résultats analytiques obte-
nus après une inversion de Laplace numérique du second terme de (5.36) . Les points
rouges correspondent aux résultats numériques en moyennant sur 107 marches aléatoires
de type (2.2). Nous avons ajouté dans le plan z = 0 en pointillés noirs la valeur moyenne
�ρmax(r, t)� =
�∞
0 dρ ρPt(ρ, r) (3.18).
Remarquons également que le terme 1−FW (r, 1) dans le développement à grand r repré-
sente la probabilité que la largeur du brownien soit plus grande que r ce qui est cohérent
avec (5.37). Il est également possible d’obtenir et d’interpréter la fonction limite de p1(ρ, r)
à ρ petit. Pour cela, prenons la limite ρ → 0 dans la transformée de Laplace de p1(ρ, r)





















Il est alors possible d’inverser cette transformée de Laplace






(−1)l+1l(l + 1)e− l
2r2
2t , r > 0 . (5.43)




∂rFW (r, t) + pJ(r, t) , r > 0 . (5.44)
où la première partie est
1
2





















avec FW (r, t) la loi de probabilité de la largeur d’un brownien libre (5.38). Le second terme
pJ(r, t) est alors


















GM−r(0|M − r − ε, τ)
G[0,r](ε|r − ε, tmax − τ)
G[0,r](r − ε|xF , t− tmax)
Figure 5.3: Les chemins qui contribuent à pJ(r, t) sont les chemins (ainsi que leurs
symétriques) qui passent en M − r au temps τ pour la première fois, puis reste toujours
plus grand que M − r après τ avec M le maximum du brownien. Remarquons que la
trajectoire après le temps τ peut être vue comme un méandre de maximum r.
Dans le domaine de Laplace, cette somme peut être réécrite
� ∞
0






















dM G˜M−r(0|M − r − ε, s)G˜[0,r](ε|r − ε, s)
� r
0
dxF G˜[0,r](r − ε|xF , s) , (5.48)
avec la constante de normalisation Z(ε) = 4ε2 (car �∞0 dr pJ(r, t) = 1). On lit alors dans
le produit (5.48) le type de chemin représentée par la contribution pJ(r, t). Il s’agit des
chemins qui passe une et une seule fois le point situé à une distance r du maximum






pmax(r, t− τ) , (5.49)

















Pour comprendre la formule (5.49), il suﬃt de transformer la trajectoire de la ﬁgure (5.3)
en symétrisant la partie postérieure au temps τ par rapport à la droite yM − r. Après
cette transformation, τ devient le temps auquel la nouvelle trajectoire, qui est un brownien
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libre, a atteint son maximum. Ce temps est donc donné par la loi de l’arc sinus (5.1) que
l’on retrouve donc dans (5.49). Enﬁn, il n’y a aucune contrainte sur la trajectoire avant
le temps τ tandis que la trajectoire sur [τ, t] doit être un méandre de maximum r ce
qui explique le terme pmax(r, t) dans (5.49). Cette analyse n’est valable que pour r > 0.
Dans le cas r = 0, on s’attend à une contribution additionnelle qui provient des cas où le
maximum est unique. Ainsi,
pt(0, r) = αδ(r) +
1
2
∂rFW (r, t) + pJ(r, t) . (5.51)
Remarquons que le terme ajouté t−1/2δ(rt−1/2) = δ(r) ne contredit pas la forme d’échelle
du brownien. Pour obtenir le paramètre α , nous utilisons le comportement asymptotique








Cette forme d’échelle montre que quand ρ tend vers 0, pt(ρ, r) est de plus en plus piquée


















∂rFW (r, t) + pJ(r, t) . (5.54)
Même s’il est diﬃcile d’interpréter cette relation sur le brownien à cause des problèmes
de régularisations déjà mentionnés plusieurs fois, il est possible de discuter précisément
la formule (5.54) au moins pour la marche aléatoire discrète en temps et en espace
�
X0 = 0
Xi = Xi−1 + ηi , i ∈ [1, N ] (5.55)
où les ηi sont des variables {−1,+1} chacun avec probabilité 1/2. Dans la limite où
N tend vers l’inﬁni, X⌊τN⌋/
√
N tend vers un brownien libre τ ∈ [0, 1]. Dans ce cas,
pt(0, r) représente la probabilité qu’il y ait un seul point à distance r du maximum. Plus
précisément, dans la limite de grand n, la probabilité Pk,N(m) que le marcheur discret














Il n’y a qu’un seul point à une distance r = 0 du maximum évidemment que si celui-ci est
unique ce qui arrive avec une probabilité, qui est un résultat de notre calcul, 1/2 et donne
le terme 1/2δ(r). Enﬁn, il n’y a qu’un seul point à une distance r > 0 du maximum dans
seulement deux cas :
— si le minimum est à une distance r du maximum c’est-à-dire la largeur W (t) du
brownien est r et que ce minimum est unique ce qui arrive également avec une
probabilité 1/2. Cela aboutit au terme 1
2
∂rFW (r, t)
— si la trajectoire, qui a une largeur supérieure à r, n’est passé qu’une unique fois
à la position r du maximum comme pour les trajectoires du type de la ﬁgure 5.3
dans la limite continue. Ce cas aboutit ainsi au terme pJ(r, t).
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Cas du pont
Dans le cas du pont, en utilisant la construction de Vervaat schématisée dans la ﬁgure
3.2, nous avons montré l’égalité en loi entre ρmax,B(r, t) et le temps local de l’excursion
Tloc,E(r, t) (3.20). En utilisant le résultat général (5.26) appliqué à la densité à partir du












+ λδ(x− r) + VWall(x) , (5.58)
où Vwall(x) est une barrière de potentiel qui conﬁne la particule sur le demi-axe positif :
Vwall(x) = 0 pour x ≥ 0 et Vwall(x) = +∞ pour x < 0. Il est alors possible de calculer









0 x ≤ 0









































sin (kr) + cos (kr)
�dk . (5.61)
Transformée de Laplace de la densité à partir du maximum pour le pont
Remarquons que cette expression est un résultat nouveau pour le temps local de l’excur-
sion. De cette expression, il est possible d’obtenir les diﬀérents moments de la densité à
partir du maximum �ρkmax,B(r, t)� (pour k ∈ N) via un développement en puissance de λ
fait comme le montre l’appendice D. On retrouve bien dans ce cas les résultats obtenus
















































Loi de la densité à partir du maximum pour le pont
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Le premier terme est la transformée de Laplace de la loi de la largeur d’un pont F BW (r, t)
[30]












tandis que le second terme, qu’on peut trouver dans [82] et [75], est la transformée de
Laplace de pBt (ρ, r) qui est la partie continue de la densité de probabilité de ρmax,B(r, t).
Ainsi, comme précédemment (5.37), la densité de probabilité de ρmax,B(r, t) s’écrit
PBt (ρ, r) = FBW (r, t)δ(ρ) + pBt (ρ, r) , (5.65)
Il est possible de montrer [149, 150] que les moments (3.25) permettent de remonter à la
distribution











2/2(−ρ)kHk+2(ρ+ 2rj)/k! , (5.66)
où les Hn sont les polynômes d’Hermite (20). Dans le cas du pont, les comportements
asymptotiques se réécrivent





2r r → 0
(1− FBW (r, 1)) 2re−2ρr r →∞
(5.67)
Le comportement à r petit est obtenu par exemple en étudiant la limite de grand λ
dans l’équation (5.61). On retrouve la formule du brownien libre ce qui montre encore
une fois que le comportement proche du maximum ne dépend pas des conditions aux
bords. Ce comportement est également bien cohérent avec les comportements à r petit
des moments (3.25). De la même façon que pour le brownien libre, le terme 1− FBW (r, 1)
dans le développement à grand r représente la probabilité que la largeur du pont soit
plus grande que r ce qui est cohérent avec (5.65). Il est également possible d’obtenir et
d’interpréter la fonction limite de pB1 (ρ, r) à ρ petit. Pour cela, prenons la limite ρ → 0
dans la transformée de Laplace de pB1 (ρ, r) que l’on peut lire dans (5.63) (pour r > 0), la
contribution pJ(r, t) ne pouvant plus exister à cause des conditions aux limites périodiques
qui empêche les trajectoires du type de la ﬁgure 5.3 d’exister dans ce cas





∂rFBW (r, t) . (5.68)
5.2.2 Applications aux cas où V (x) = xα
Nous allons désormais étudier la famille de fonctionnelles Tα(t) pour laquelle V (x) =




dτ(xmax − x(τ))α , (5.69)
où xmax est le maximum du brownien libre x(τ) pour τ ∈ [0, t]. Ces fonctionnelles ont
plusieurs applications que nous discuterons par la suite. On peut déduire rapidement la
dépendance temporelle de ces fonctionnelles Tα(t) = t1+α/2Tα(t = 1) à partir de l’auto-





dτ(xmax,B − xB(τ))α , (5.70)
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Figure 5.4: En révélant les positions Xk et Xm+k, on sait alors que le maximum entre
ces deux positions ne peut excéder (Xk +Xm+k + k)/2.
où xmax,B est le maximum du pont xB(τ) pour τ ∈ [0, t] et dont la dépendance temporelle
est également Tα,B(t) = t1+α/2Tα,B(t = 1). Cette famille de fonctionnelles extrapole en
particulier trois problèmes :
— pour α = −1 :
de telles fonctionnelles apparaissent dans l’algorithme optimal de recherche du
maximum pour une marche aléatoire [119]. Considérons la marche aléatoire que
nous avons déjà introduit en (5.55)
�
X0 = 0
Xi = Xi−1 + ηi , i ∈ [1, n] (5.71)
où les ηi sont des variables aléatoires {−1,+1} chacun avec probabilité 1/2. Rap-
pelons que dans la limite des grands n, X⌊τn⌋/
√
n tend vers un brownien libre avec
τ ∈ [0, 1]. Nous recherchons alors la méthode optimale pour trouver le maximum de
cette marche aléatoireMn = max{Xi, 0 ≤ i ≤ n} en minimisant le nombre de posi-
tions Xk révélées pour trouver ce maximum. Nous nous autorisons à faire autant de
calculs que nécessaires avec les positions Xk examinées, seul compte le nombre de
positions révélées dont nous avons eu besoin pour trouver le maximum. On note An
l’ensemble des algorithmes permettant de trouver le maximum. Pour un algorithme
a de cet ensemble, on note C(a) le coût de cet algorithme pour trouver la maximum
d’une conﬁguration c’est-à-dire le nombre de positions Xk que l’algorithme a dû
révéler pour trouver le maximum avec certitude. Le premier algorithme auquel on
peut penser et de révéler toutes les positions Xk pour 1 ≤ k ≤ n dont il est facile de
tirer le maximum. Le coût d’un tel algorithme est alors n. Il est en réalité possible
de faire mieux en utilisant la corrélation qui existe entre les diﬀérentes positions
du marcheur aléatoire comme le montre la ﬁgure 5.4. On donne par exemple en
ﬁgure 5.5 un exemple de méthode, que l’on nomme algorithme u, pour trouver sur
cet exemple de trajectoire de 14 pas le maximum M14 = 7 en révélant seulement
4 positions. Bien sûr, certaines trajectoires nécessitent d’examiner plus ou moins
de position pour trouver le maximum. Par exemple, la marche aléatoire consti-
tuée uniquement de saut +1 ne peut nécessiter que l’observation de Xn = n pour
trouver son maximum tandis que la marche constituée alternativement de saut
±1 (X2k = 0 et X2k+1 = 1) nécessite de révéler au moins ⌊n2 ⌋ + 1 positions pour
être sûr qu’aucune position impaire ne soit 2. Ainsi, le coût C(a) d’un algorithme
a ∈ An est une variable aléatoire qui varie d’une trajectoire à l’autre, on note sa
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Figure 5.5: Exemple de l’algorithme u pour trouver M14 = 7 en révélant seulement 4
positions. (a) Exemple de trajectoire dont on cherche le maximum. Initialement, on sait
seulement que cette trajectoire démarre en X(0) = 0. Puisque celle-ci est composée de
saut ±1, on déduit que le maximum est compris entre 0 ≤ M14 ≤ 14, et si M14 = 14 la
position du maximum serait 14 (la marche aléatoire serait alors composée que de sauts
+1). On examine alors la position 14. (b) La position révélée est X14 = 6. On en déduit
donc (cf. ﬁgure 5.4) que 6 ≤ M14 ≤ 10 et si M14 = 10 alors la position du maximum
serait 10 (trajectoire en ligne pointillée). On examine alors la position 10. (c) La seconde
position révélée est X10 = 4. On en déduit donc 6 ≤ M14 ≤ 7 et si M14 = 7 alors la
position du maximum serait 6 ou 13 (trajectoire en ligne pointillée). On examine alors la
position 6 . (d) La troisième position révélée est X6 = 4. On en déduit donc 6 ≤M14 ≤ 7
et si M14 = 7 alors la position du maximum serait 13 (trajectoire en ligne pointillée). On
examine alors la position 13. On trouve ﬁnalement le maximum M14 = X13 = 7 en ayant
révélé seulement 4 positions.
moyenne sur les diﬀérentes trajectoires possibles �C(a)�. Odlyzko [119] a étudié le
coût moyen minimal pour ces algorithmes et a montré que dans la limite des n








avec c0 une constante donnée par










Tα=−1(t = 1) . (5.73)
On trouvera plus d’indications en appendice E. Odlyzko a tout d’abord trouvé une
expression de c0 sous la forme d’une double intégrale qui a par la suite été calculée




π log 2 = 1.1061 . . . . (5.74)
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Figure 5.6: Particules balistiques traversant un potentiel aléatoire brownien.













= Pr .[I ≥ x] , (5.75)
où I est la variable aléatoire (5.73). La distribution ainsi que les diﬀérents moments
de I ont alors été étudié [28] en utilisant des méthodes issues des probabilités.
Nous allons retrouver ces résultats à partir de notre méthode issue de l’intégrale
de chemin.
— pour α = −1/2 :
Une autre application intéressante est le cas où V (x) = 1/
√
x. Ce cas décrit
par exemple le temps maximal pour une particule balistique (de masse unité)
pour traverser un potentiel aléatoire brownien comme sur la ﬁgure 5.6. En eﬀet,
imaginons une particule classique dans un potentiel brownien x(y) sur y ∈ [0, 1] (la
variable d’espace y joue le rôle du temps du brownien comme nous l’avons déﬁni
en 2.1.2). Cette particule de masse unité est déposée avec une énergie E au point







+ x(y) = E . (5.76)
La particule classique peut traverser la région y ∈ [0, 1] seulement si son énergie
est plus grande que la plus haute barrière de potentiel sur ce segment c’est-à-dire
E > xmax = maxy∈[0,1] x(y). Le temps nécessaire pour une telle particule pour
traverser cette région est alors donné par
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aire sous le double méandre aire sous l’excursion
00 tt
AA
Figure 5.7: (gauche) La fonctionnelle Tα=1(t) entre le brownien libre et son maximum
c’est-à-dire l’aire A sous le double méandre. (droite) La fonctionnelle Tα=1,B(t) mesure la
surface entre le pont et son maximum c’est-à-dire l’aire A sous l’excursion.
Si l’on envoie un faisceau de particules possédant des énergies diﬀérentes, seules les
particules d’énergie E > xmax traversent la région y ∈ [0, 1]. La particule la plus
lente pour traverser est celle d’énergie E = xmax, cela nécessitera un temps
Tmax = max
E≥xmax








qui est donné par la fonctionnelle du maximum 1√
2
Tα=−1/2(t = 1).
— pour α = 1 :
dans ce cas, la fonctionnelle Tα=1(t) mesure la surface sur [0, t] comprise entre le
brownien et la droite y = xmax c’est-à-dire, en utilisant la transformation expliquée
en ﬁgure 5.1, l’aire sous le double méandre [88, 106]. Dans le cas du pont, grâce à la
transformation de Vervaat [161] expliquée en ﬁgure 3.2 , Tα=1,B(t)mesure la surface
sous une excursion. Ces deux aires sont représentées sur la ﬁgure 5.7. Cette aire












k U(−5/6, 4/3, bk/A2) , (5.79)
où bk = 2α3k/27 avec αk la k-ième amplitude des zéros de la fonction d’Airy (12)
sur l’axe négatif (α1 = 2.3381..., α2 = 4.0879..., α3 = 5.5205...) et U(a, b, z) la fonc-
tion hypergéométrique conﬂuente de Tricomi (18). Cette distribution se retrouve
dans diﬀérents domaines comme l’informatique théorique [34, 62, 100] ou encore la
statistique d’extrême pour des interfaces élastiques [103, 105, 106].
Dans un premier temps, il est facile à partir de la relation (2.19) de calculer la moyenne
de la famille de fonctionnelles pour les diﬀérents mouvements browniens. On trouve alors
dans le cas du brownien libre avec α ∈]2,+∞[
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Figure 5.8: Tracé de �Tα(t = 1)� (5.80) et �Tα,B(t = 1)� (5.81) en fonction de α > −2.
�Tα(t = 1)� a un comportement intéressant en fonction de α, elle diverge pour α →
−2 comme �Tα(1)� ∼ 4/(2 + α), décroît pour atteindre un minimum pour α ≈ 1.148







quand α → ∞. De la même
façon, �Tα,B(t = 1)� diverge pour α → −2 comme �Tα,B(1)� ∼ 4/(2 + α), décroît pour
atteindre un minimum pour α ≈ 2.960 puis croît jusqu’à être équivalente à �Tα,B(1)� ∼

















(2 + α)√π , (5.80)
Premier moment de la fonctionnelle du maximum du brownien libre Tα
où Γ est la fonction Gamma (13). On a tracé en ﬁgure 5.8 ce moment vu comme une
fonction de α. En étudiant la limite pour α = −1 de cette équation, on peut obtenir la
valeur de la constante c0 (5.73) que nous avons donnée en (5.74). Dans le cas du pont, on











Premier moment de la fonctionnelle du maximum du pont Tα,B
également tracée sur la ﬁgure 5.8. Pour α = 1, on obtient le premier moment de la
distribution d’Airy (5.79), �T1,B(t = 1)� =
�
π/8. Pour α = −1, on trouve une valeur
du c0 de l’équation (5.73) pour un pont, c0,B = T−1,B(t = 1)/2 =
�
π/2 = 1.25331 . . ..
Cette valeur est plus grande pour le pont que pour le brownien libre ce qui veut dire
que dans ce cas, le coût moyen de l’algorithme optimal pour trouver le maximum d’une
marche aléatoire est plus grand si on impose des conditions aux bords périodiques car la
largeur d’un pont est typiquement plus petite que celle d’un brownien libre (on peut le
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voir par exemple sur la ﬁgure 2.1 mais aussi à partir des formules (5.38) et (5.64)). Cette
méthode ne permettant pas de calculer facilement les moments d’ordre supérieur, nous
allons désormais appliquer le formalisme que nous avons construit à l’aide des intégrales
de chemin au cas des fonctionnelles Tα(t) (5.69) et Tα,B(t) (5.70).
Cas du brownien libre



















+ λV (x) + Vwall(x) + s
�
G˜s(x, y) = δ(x− y) . (5.83)
Comme nous le verrons par la suite, on peut pour certains potentiels V (x) particuliers
résoudre exactement cette équation. Il est néanmoins possible d’extraire de cette équation
les diﬀérents moments de la fonctionnelle pour n’importe quel potentiel et donc en par-
ticulier pour Tα(t). En dérivant successivement par rapport à λ l’équation (5.82) évaluée
en λ = 0, on obtient les diﬀérents moments de Tα(t). Ces dérivées successives s’expriment
comme des combinaisons des dérivées de G˜s(x, y) par rapport à λ. On décompose alors






fn(x, y) , (5.84)
on peut alors écrire
� ∞
0
















Il suﬃt alors de résoudre perturbativement l’équation (5.83) pour obtenir les diﬀérentes









Remarquons qu’on retrouve bien la transformée de Laplace du propagateur libre (3.9).
En étudiant la relation (5.83), on trouve que les ordres suivants vériﬁent la relation de
récurrence
fn(x, y) = −n
� ∞
0
dzf0(x, z)V (z)fn−1(x, y) . n ≥ 1 . (5.87)
que l’on peut résoudre symboliquement sous la forme









V (zn)f0(zn, y) . (5.88)
En utilisant alors cette relation (5.88) combinée avec l’équation (5.85), il est possible de
calculer (au moins formellement) par récursion les moments de n’importe quelle fonction-
nelle du maximum pour le brownien libre. Remarquons que la formule que nous avons
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obtenue est la généralisation du formalisme des propagateurs que nous avons utilisé dans
la section 3 pour lequel le potentiel était V (x) = δ(x − r) ce qui permet de simpliﬁer la
formule (5.88). Calculons alors les deux premiers moments de la fonctionnelle Tα(t) pour
laquelle le potentiel est donné par V (x) = xα avec α ∈] − 2,∞[. En utilisant (5.85), le




















Où f0(x, y) est donnée par (5.86) et où la fonction f1(x, y) peut être calculée en utilisant
(5.88). En remarquant que ∂xf0(0, y) = 2e−
√
2sy, on peut directement calculer la quantité
qui nous intéresse pour (5.89)
� ∞
0





















Γ(α + 1)(2− 2−α) , (5.90)
où l’on a fait les changements de variables z →
√
2sz et y →
√
2sy. Ainsi en utilisant
















Γ(α + 1)(2− 2−α) , (5.91)
qui après une inversion de Laplace redonne le résultat (5.80) que nous avons obtenu en




























































dv e−uuα(e−|u−v| − e−(u+v))vα(1− e−v) . (5.93)




Γ(2 + 2α + n)
n!22+2α+n(1 + α + n) +
(41+α − 1)Γ(3 + 2α)
23+2α(1 + α)2 −
21+α − 1
22+2α
Γ(1 + α)2 . (5.94)







Γ(α + 1)2(2− 2−α)2 + 4Cα
�
, (5.95)
qui après une transformation de Laplace inverse donne le résultat
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Γ(α + 1)2(2α − 1)(2α+1 − 1) (5.96)
+
Γ(3 + 2α)(4α+1 − 1)
4(1 + α)2 +
∞�
n=1
Γ(2 + 2α + n)










(α + 1)Γ(α+ 1)2 (5.97)
+Γ(2α+ 2)
�
4α+1 − 2α+1(α+ 1)B 1
2




Second moment de la fonctionnelle du maximum du brownien libre Tα
où Bz(a, b) est la fonction bêta incomplète (14). En particulier, en prenant précautionneu-
sement la limite α → −1, c’est-à-dire appliquée au problème de recherche du maximum






+ 4 log(2)2 , (5.98)
résultat que l’on peut retrouver dans [28].
Cas du pont































où G˜s(x, y) est la fonction de Green vériﬁant (5.83). Via un développement en puissance
















où les fonctions fk(x, y) sont toujours données par (5.88) avec la même condition initiale









































Γ(1 + α) ,
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qui après une inversion de Laplace redonne le résultat (5.81) que nous avons obtenu en
utilisant la densité à partir du maximum (3.27).






∂x∂yf2(0, 0) , (5.104)

























qui après une inversion de Laplace devient











Second moment de la fonctionnelle du maximum du pont Tα,B
En particulier, �T 21,B(t = 1)� = 512 qui est le second moment de la distribution d’Airy
(5.79) pour le problème de l’aire sous l’excursion [105, 106]. On a tracé sur la ﬁgure 5.9
les seconds moments �T 2α(t = 1)� pour le brownien libre et �T 2α,B(t = 1)� pour le pont.
5.2.3 Cas exactement soluble du potentiel V (x) = 1/x
Dans cette partie, on applique nos diﬀérents résultats au cas du potentiel V (x) = 1/x
qui correspond donc à l’algorithme de recherche du maximum d’une marche aléatoire
(5.73) [28, 119].
5.2.4 Cas du brownien libre
Dans le cas du brownien libre, la fonction de Green Gs(x, y) équation (5.19) peut












ψ(x) = 0 , s > 0 , (5.107)
qui possèdent les comportements asymptotiques
us(0) = 0 vs(y →∞) = 0 . (5.108)
Dans ce cas, cette équation peut être résolue et les solutions recherchées sont
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Figure 5.9: Seconds moments des fonctionnelles pour le brownien libre �T 2α(t = 1)�
équation (5.96) (à gauche) et pour le pont �T 2α,B(t = 1)� équation (5.106) (droite) en
fonction de α (à droite). Dans les deux cas, ces moments divergent comme ∼ 16/(α+2)2
pour α → −2, décroissent pour atteindre une valeur minimale en α ≈ 0.848 pour le
brownien libre et α ≈ 2.093 pour le pont puis croissent jusqu’à avoir les comportements








et �T 2α(1)� ∼ ( α2e)α
�
8π
α à grand α. On peut retrouver
sur ce graphique les valeurs �T 2−1(t = 1)� = π
2
3
+ 4 log(2)2 = 4.38... [85, 119] et �T 21,B(t =
1)� = 5
12
= 0.42... [148, 151].
où 1F1(a, b, x) et U(a, b, x) sont respectivement les fonctions hypergéométriques de Kum-
mer (17) et de Tricomi (18) et où A et B sont des constantes de normalisation dont les
valeurs n’auront pas d’inﬂuence par la suite. Le wronskien W s’écrit



































, G(x) = 2
∞�
k=0
(−1)k+1η(k) xk , (5.113)
où η(k) est la fonction êta de Dirichlet (19). En utilisant alors le formalisme (5.4) et (5.5)
















η(k)η(n− k) , (5.114)
dont on peut tirer les diﬀérents moments par un développement en puissance de λ
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η(m)η(k −m) . (5.115)
Moments de la fonctionnelle du maximum du brownien libre T−1
On retrouve les résultats obtenus avec une méthode probabiliste par Chassaing et al. [28]
via le formalisme de l’intégrale de chemin.
Cas du pont
Dans le cas du point, nous partons de la formule (5.24) couplée avec (5.25) et appliquée


























+ Vwall(x) , λ ≥ 0 , (5.117)
Pour calculer (5.116), on décompose sur la base des vecteurs propres |φE� de Hλ
Hλ|φE� = E|φE� . (5.118)
Puisque λ est positif, le hamiltonien Hλ (5.117) ne possède aucun état localisé et son
spectre est le demi-axe positif E>0. À cause de la divergence du potentiel en 0, les vecteurs





�x|φE� = 0 . (5.119)
La solution générale de (5.117) de valeurs propres E (5.118) est donnée par






















La condition aux limites (5.119) impose alors dE = 0. La condition de normalisation
� ∞
0
φ∗E′(x)φE(x) = δ(E −E ′) . (5.121)
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Il est alors possible d’inverser cette transformée de Laplace à l’aide du théorème des













k2(4π2k2 − 3s2)e−2π2 k
2
s2 , (5.124)
les deux sommes étant reliées par une resommation de Poisson. On déduit de cette densité
les diﬀérents moments
�T k−1,B(1)� = −21+
k







ζ(1− k) , (5.125)
Moments de la fonctionnelle du maximum du pont T−1,B
avec ζ(k) la fonction zêta de Riemann (19). On retrouve pour le premier et second moment






La famille de fonctions Φ(j)


















































avec erfc la fonction d’erreur complémentaire (11). Ces fonctions deviennent de plus en
plus compliquées avec j. Plus généralement, il est possible de montrer [27] que ces fonctions
peuvent toutes s’écrire sous la forme
Φ(j)(x) = pj(x)Φ(0)(x) + qj(x)Φ(1)(x) , (A.6)
où pj(x) et qj(x) sont des polynômes rationnels de degré respectivement j − 2 et j − 1
pour j ≥ 2 [27]. On trouvera dans [27] des algorithmes performants pour calculer ces
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Annexe B
Divers calculs dans le cas de
plusieurs ponts indépendants
Cette annexe présente plusieurs calculs dont les résultats sont discutés dans la section
4.2.1.
B.1 Calcul de la densité à partir du maximum pour
n ponts indépendants
L’objectif de cette section est de calculer la densité à partir du maximum pour n ponts








2I1(M, r, t)GM(0|0, t)n−1 (B.1)
+(n− 1)I2(M, t)I3(M, r, t)GM(0|0, t)n−2
�
,
où on a déﬁni les intégrales







dτ GM(0|M − r, τ)GM(M − r|M − ε, tmax − τ)









dτ GM(0|M − ε, tmax)GM(M − ε|M − r, τ − tmax)
×GM(M − r|0, t− τ) (B.3)
I2(M, t) = limε→0
� t
0
dtmaxGM(0|M − ε, tmax)GM(M − ε|0, t− tmax) (B.4)
I3(M, r, t) =
� t
0
dτ GM(0|M − r, τ)GM(M − r|0, t− τ) . (B.5)
Ces intégrales temporelles se calculent facilement en utilisant la transformation de Laplace
et le propagateur (3.9)



































B. Divers calculs dans le cas de plusieurs ponts indépendants













Il suﬃt ensuite de calculer l’intégrale sur la variable M dans (B.1) terme à terme pour
trouver le résultat ﬁnal donné en équation (4.27).
B.2 Calcul de �r� dans la limite d’un grand nombre
de ponts indépendants
Pour calculer la première correction à �r�, nous démarrons de la formule exacte (4.30)











Cherchons tout d’abord le premier terme du développement. En utilisant le changement
























1 pour 0 < u < 1
0 pour u > 1 ,
(B.12)






Pour analyser l’ordre suivant, nous reprenons l’intégrale (B.10) dans laquelle nous utilisons

























































où γE = −
�∞
0 e
−t ln tdt = 0.577... est la constante gamma d’Euler.
B.3 Limite thermodynamique d’un grand nombre de
ponts indépendants
Nous démarrons l’analyse de la densité à partir du maximum dans la limite d’un
grand nombre de ponts à partir de la formule (B.1). Dans cette formule, la première partie,
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caractérisant les événements où le maximum et la position à r du maximum appartiennent
au même pont, est d’un ordre inférieur à la deuxième, caractérisant les événements où le
maximum et la position à r du maximum appartiennent à deux ponts diﬀérent, à cause







dM(n− 1)I2(M, t)I3(M, r, t)GM(0|0, t)n−2 . (B.17)












I3(M, r, 1) , (B.18)
la fonction I2 étant donnée par (B.8). De la même façon que précédemment, nous utilisons
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Annexe C
Cas de plusieurs ponts répulsifs
Cette annexe discute des ponts répulsifs introduits en 4.2.2. Nous présentons dans un
premier temps le mouvement brownien de Dyson qui est la méthode utilisée pour générer
les ponts répulsifs. Nous exposons ensuite le calcul du temps local dans la limite d’un
grand nombre de ponts répulsifs.
C.1 Génération de ponts répulsifs : mouvement brow-
nien de Dyson
Pour générer des trajectoires de ponts répulsifs, on utilise le mouvement brownien de
Dyson [46]. Nous générons ainsi n2 marches aléatoires indépendantes de N pas chacune et
contraintes à revenir à l’origine en utilisant (2.2) et (2.3). Nous notons ces n2 marches Xk,lj
où k et l sont des indices parcourant [1, n], j ∈ [0, N ] étant le nombre de sauts eﬀectués.

















X l,kj − iXk,lj
�
si k < l.
(C.1)
Les n valeurs propres de la matrice Hj λi,j pour i ∈ [1, n] après renormalisation dans la







Nous avons utilisé cet algorithme pour générer les ponts répulsifs dans les diﬀérentes
ﬁgures en utilisant un nombre de sauts N = 104.
C.2 Temps local des ponts répulsifs dans la limite
thermodynamique de grand n
Cette section utilise la correspondance entre les marcheurs répulsifs et la théorie des
matrices aléatoires gaussiennes unitaires pour calculer le temps local de n ponts répul-
sifs. On utilise pour cela des résultats introduits dans la partie suivante sur les matrices
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aléatoires. Nous cherchons ainsi à calculer le temps local








dτδ(r − xi,B(τ))� , (C.3)
où xi,B sont les positions des ponts répulsifs et sont donc distribués, à τ ﬁxé, comme
λi/
�
2τ(1− τ) avec λi les valeurs propres d’une matrice gaussienne hermitienne n × n.
En utilisant la densité moyenne de valeurs propres de ce modèle ρ0(λ, n) (6.7), on peut
donc réécrire














En utilisant le comportement asymptotique de cette densité (6.16) et (6.12) qui converge
vers la loi du demi-cercle de Wigner obligeant r ≤ √n pour avoir un résultat non nul
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2 sin θ cosα√
cos2 θ − cos2 α
��
. (C.8)
Ainsi ﬁnalement, on trouve le comportement du temps local dans la limite de thermody-










G(θ)−G(0) = 1− cos(α) = 1− |x| pour |x| < 1
0 sinon ,
(C.9)
ce qui conduit au résultat (4.45).
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Annexe D
Moments de la densité à partir du
maximum du pont
Dans cette annexe, nous démontrons que le résultat (5.61) obtenue avec la méthode de
l’intégrale de chemin permet de retrouver les moments de la densité à partir du maximum
(3.25) que nous avons obtenu avec la méthode des propagateurs. Nous démarrons pour

















sin (kr) + cos (kr)
�dk . (D.1)
Nous allons obtenir les diﬀérents moments de la densité à partir du maximum �ρmmax,B(r, t)�






















sinm−1(kr) sin((m+ 1)kr) . (D.3)
Ainsi,
















2 sinm−1(kr) sin((m+ 1)kr) . (D.5)





















sin ((m− 1− 2p)kr) . (D.7)





= (−1)m/2 cos (ku). En linéarisant le produit de
fonction trigonométrique




(cos (k(2(p+ 1)r + ςu))− cos (k(2(m− p)r + ςu))) , (D.8)
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on trouve après resommation















Par récurrence, il est facile de voir que Φ(n)(x)+(−1)n+1Φ(n)(x) est un polynôme de degré
n− 1 de parité n− 1 ce qui permet de montrer que les deux sommes de l’équation (D.12)





inconnu : Algorithme d’Odlyzko
Dans cet appendice, nous expliquons pourquoi la fonctionnelle I (5.73) apparaît comme
le coût optimal de recherche du maximum d’une marche aléatoire puis donnons, dans les
grandes lignes, l’algorithme optimal d’Odlyzko [119]. Considérons la marche aléatoire
�
X0 = 0
Xi = Xi−1 + ηi , i ∈ [1, n] , (E.1)
où les ηi sont des variables aléatoires {−1,+1} chacun avec probabilité 1/2. Nous re-
cherchons alors la méthode optimale pour trouver le maximum de cette marche aléatoire
Mn = max{Xi, 0 ≤ i ≤ n} en minimisant le nombre de positions Xk révélées pour trou-
ver ce maximum. Nous nous autorisons à faire autant de calculs que nécessaires avec les
positions Xk examinées, seul compte le nombre de positions révélées dont nous avons eu
besoin pour trouver le maximum. Pour être performant, les algorithmes utilisent la forte
corrélation qui existe entre les positions Xi. Ainsi, par exemple, si on a révélé les deux
positions Xm et Xm+k, il est possible d’en déduire de l’information sur la trajectoire entre
ces deux positions. En eﬀet, en notant k+ le nombre de sauts +1 et k− le nombre de sauts
−1 entre les positions m et m+ k, alors
k+ + k− = k (E.2)
Xm + k+ − k− = Xm+k , (E.3)
et donc
k+ =




Xm −Xm+k + k
2
. (E.5)
Ce qui oblige la trajectoire à être plus petite que Xm+k+ = (Xm+Xm+k+k)/2 entre m et
m+k, comme le montre la ﬁgure 5.4 de la section 5.2.2, ce maximum étant atteint que si la
trajectoire entre les positions m et m+k. est constituée des k+ sauts +1 puis des k− sauts
−1. Cette idée est à la base de l’algorithme u que nous avons illustré sur la ﬁgure 5.5 de la
section 5.2.2 qui analyse à chaque étape le plus grand maximum des trajectoires possibles
passant par les positions sondées et révèle la position de ce maximum. Le coût C(a) d’un
algorithme a ∈ An est une variable aléatoire qui varie d’une trajectoire à l’autre, on note
sa moyenne sur les diﬀérentes trajectoires possibles �C(a)�. Pour comprendre pourquoi le
coût optimal fait intervenir la fonctionnelle I (5.73), nous utilisons le raisonnement décrit
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par Chassaing et al. [28]. Considérons un marcheur se déplaçant sur une ligne dont la
position est notée y. Supposons que sa vitesse v(y) ne peut excéder une certaine vitesse













Revenons maintenant à notre problème en considérant un algorithme a de coût C(a)
pour une certaine trajectoire. On dénote par m1, . . . ,mC(a) les positions que l’algorithme
a révélées pour trouver le maximumMn. Pour être sûr qu’il n’existe aucun point plus haut
que la maximum dans l’intervalle [mi, mi+1], il faut donc que (Xmi+Xmi+1+mi+1−mi)/2 ≤
Mn (comme le montre la ﬁgure 5.4 de la section 5.2.2) et donc
mi+1 −mi ≤ 2Mn −Xmi −Xmi+1 . (E.7)
Dans la limite de grand n, en utilisant le fait que les marches aléatoires sont, comme
nous allons le voir en équation (E.9), presque toutes à "variations lentes" [119], on a
2Mn −Xmi − Xmi+1 ∼ 2(Mn − Xmi). En faisant correspondre mi+1 −mi à la vitesse de
l’algorithme v(mi) au point mi, l’inégalité (E.7) fait apparaître une vitesse limite et donc








qui dans la limite continue de grand n fait intervenir la fonctionnelle du maximum I (5.73)
qui apparaît donc comme le coût optimal.
Algorithme optimal d’Odlyzko
Nous décrivons ici plus en détail l’algorithme optimal proposé par Odlyzko [119]. On
se donne c un nombre positif très grand. La base de l’algorithme est que la plupart des
marches aléatoires (E.1) sont à "variations lentes" c’est-à-dire vériﬁent
|Xi+k −Xi| ≤ c
�
k logn , ∀i, k avec i+ k ≤ n . (E.9)
Plus précisément, pour c suﬃsamment grand, la probabilité qu’une marche aléatoire (E.1)
viole l’inégalité (E.9) décroît comme n−1 [28, 119] comme on peut le montrer en utilisant
que Pr(|Xj| > x) ≤ 2 exp(−x2/(2j)). Ainsi, même si trouver le maximum d’une telle
marche nécessite de révéler beaucoup de positions, la contribution au coût moyen restera
négligeable car cela arrive avec une probabilité très faible. Au contraire, comme nous
allons le voir, il est relativement simple de trouver le maximum des marches aléatoires à
variations lentes (E.9).
L’algorithme d’Odlyzko est constitué de deux étapes. Notons que l’algorithme test à
chaque révélation de position l’inégalité (E.9), s’il s’avère que celle-ci est violée, on arrête
cette méthode et révèle toutes les positions pour trouver le maximum. Ce cas arrivant
suﬃsamment rarement, sa contribution est négligeable.
• En premier lieu, on cherche une bonne estimation M∗ du maximum Mn (que l’on
ne connaît pas). Pour cela, on scanne toutes les positions XN , X2N , X3N ,... avec N =
⌊√n logn⌋ + 1. On note alors M ′ = max{X0, XN , X2N , X3N , ...} ≤ Mn le maximum de
ces positions révélées. Si la marche est bien à variation lente (E.9), on a
Mn −M ′ ≤ c
�
N log n ≤ cn1/4 logn . (E.10)
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Cette estimation M ′ du maximum Mn n’est pas encore suﬃsante, il est nécessaire de
rescanner le voisinage des plus grandes positions XrN avec un pas plus faible. Si pour un
certain r on a
XrN ≥M ′ − cn1/4 logn , (E.11)
alors on sonde son voisinage XrN±jK, j = 1, 2, ...⌊N/K⌋ avec le pas K = ⌊n1/4⌋+ 1. Si la
marche aléatoire est à variation lente (E.9), alors le maximum M∗ de toutes les positions
sondées vériﬁe
0 ≤Mn −M∗ ≤ c
�
n1/4 log n ≤ n1/6 . (E.12)
On peut montrer [119] que la recherche de cette estimation a nécessité de révéler en
moyenne O(√n/ logn) positions ce qui est négligeable devant le coût ﬁnal de l’algorithme.
• À l’aide de cette estimation M∗ du vrai maximum Mn, nous allons en révélant
O(√n) positions trouver le maximum Mn. Pour ça, nous scannons la marche entière de
gauche à droite. On introduitm l’indice de la dernière positionXm que l’algorithme révèle.
L’algorithme démarre en m = 0. On note également M# la plus grande position révélée
au temps considéré, incluant l’estimation M∗. À chaque phase de l’algorithme deux cas
peuvent se produire :
(i) siM#−Xm ≤ n1/6, l’algorithme dans la prochaine phase observera ce qui ce passe
juste à droite de la position Xm : m→ m+ 1.
(ii) si M# −Xm > n1/6, on se situe donc dans une portion de la trajectoire très loin
du maximum puisque Mn −M# ≤ n1/6. Il n’est donc pas nécessaire de considérer
ce qu’il se passe dans le voisinage de m. En eﬀet, en utilisant encore une fois le
raisonnement de la ﬁgure 5.4, le maximum ne peut être dans l’intervalle [m,m+k]
avec
k ≤ 2(M# −Xm) + (Xm −Xm+k) . (E.13)
le premier terme 2(M#−Xm) étant supérieur à 2n1/6, tandis que le second (Xm−
Xm+k) est, pour une marche à variation lente (E.9), plus petit que c
√
k log n, on
choisit de prendre k légèrement plus petit que 2(M# − Xm). Si m + k > n, on
examine la position Xn et arrête l’algorithme. Quand le chemin complet a été
scanné, le maximum Mn a été trouvé.
Pour une marche aléatoire à variation lente (E.9), on peut montrer [119] que la contribu-
tion majeure au coût de l’algorithme O(√n) provient des cas (ii) quandM#−Xm > n1/6.
En eﬀet, à partir d’une estimationMn−M∗ < nα, il est possible de montrer que la contri-
bution des cas (i) au coût de l’algorithme est d’ordre O(n2α) et est donc bien d’un ordre
plus faible dès que 2α < 1/2 d’où le choix α = 1/6 (E.12) fait par Odlyzko [119]. Puisqu’il
a été nécessaire de révéler uniquement une position entre m etm+k pour contrôler que les
k positions sont inférieurs à l’estimation du maximum M#, k peut être interprété comme
la vitesse de l’algorithme qui est légèrement plus petite que 2(Mn − Xm). En utilisant






Mn −Xi + 1
�
. (E.14)
Quand n tend vers l’inﬁni, la marche aléatoire (E.1) converge vers le brownien libre et on
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Remarquons que tous les arguments utilisés se transposent facilement au cas des marches
aléatoires contraintes à revenir à l’origine après n pas X0,B = Xn,B = 0. Dans ce cas, la
marche aléatoire converge vers le pont et le coût de l’algorithme optimal, donné par la
méthode d’Odlyzko, est la fonctionnelle (1/2)TBα=−1(t) déﬁnie en (5.70). Notons enﬁn que
dans son papier, Odlyzko [119] utilise la probabilité que la marche de n pas (E.1) soit à
une distance q du maximum Mn en Xk
P (n, k, q) = Pr . [Mn −Xk = q] , (E.16)
qu’il calcule







































P (n, k, q) , (E.18)
qui est le nombre moyen de sites visités par la marche à une distance q du maximum.













6.1 Les matrices aléatoires
Le modèle des matrices aléatoires a été introduit par Wigner [163] pour modéliser
les hamiltoniens très complexes des gros noyaux atomiques. Ces matrices sont constituées
d’éléments qui sont eux-mêmes des variables aléatoires (pouvant être corrélées entre elles).
Le noyau est ainsi vu comme quelque chose de très compliqué constitué d’un grand nombre
de composants en interaction, de sorte que les détails ne devraient pas avoir d’importance.
Cette modélisation est ainsi l’analogue de la physique statistique utilisée pour modéliser un
gaz de particules dont on ne peut décrire précisément les vitesses et positions de chacune
des particules. Désormais, le modèle des matrices aléatoires possède diverses applications
dans le domaine de la physique théorique en particulier à la physique nucléaire, au chaos
quantique, aux systèmes désordonnés et à la théorie des nombres [2, 113]. Nous déﬁnissons
dans ce chapitre l’ensemble de matrices aléatoires gaussien unitaire (et plus généralement
les ensembles gaussiens). Nous discuterons ensuite de quelques résultats sur les matrices
aléatoires en particulier sur la densité de valeurs propres dans la section 6.3 et sur les
valeurs propres extrémales dans la section 6.4. Mentionnons les ouvrages de référence sur
la théorie des matrices aléatoires [2, 65, 113] bien plus complet que cette introduction.
6.2 Les ensembles gaussiens
L’ensemble gaussien unitaire (GUE pour Gaussian Unitary Ensemble) correspond
aux matrices M carrées hermitiennes de taille N ×N dont les coeﬃcients sont distribués







] si n = m,
N [0, 1
2
] + iN [0, 1
2
] si n < m,
M∗m,n si n > m,
(6.1)
où on a noté N [m, σ] la loi normale de moyenne m et d’écart-type σ. Ce choix permet
à la fois d’avoir des coeﬃcients indépendants et d’avoir invariance par changement de
base unitaire : la probabilité de M est la même que celle de UMU † avec U une matrice
unitaire. Cette propriété d’invariance montre, en diagonalisant la matrice M , que l’on
peut ﬁnalement oublier la base de vecteurs propres, qui sont distribués uniformément,
et ne garder que la statistique des valeurs propres. Dans le cas des matrices gaussiennes

















avec la constante de normalisation ZN = 2−
N2
2 (2π)N2 �Nj=1 j!. Les N valeurs propres sont
des variables aléatoires fortement corrélées qui se repoussent entre elles à cause du déter-
minant de Vandermonde
�
i<j(λi− λj) . On dénotera par la suite �X� la moyenne sur les






dλiX(λ1,λ2, ...,λN)Pjoint(λ1,λ2, ...,λN) . (6.3)
Au lieu de considérer l’ensemble gaussien unitaire des matrices complexes hermitiennes
(6.1), on peut également étudier l’ensemble gaussien orthogonal construit avec des ma-
trices réelles symétriques (GOE pour Gaussian Orthogonal Ensemble) et l’ensemble gaus-
sien symplectique construit avec des matrices quaternioniques self-duales (GSE pour
Gaussian Symplectic Ensemble). Ces trois ensembles de matrices font partie de la famille




















j=1 Γ (1 + βj/2)
Γ (1 + β/2)N
. (6.5)
Le paramètre β est appelé l’indice de Dyson. Celui-ci dépend de l’ensemble considéré :
β = 1 pour l’ensemble gaussien orthogonal, β = 2 pour l’ensemble gaussien unitaire et β =
4 pour l’ensemble gaussien symplectique. On peut néanmoins considérer la distribution
(6.4) pour un β > 0 quelconque. Dumitriu et Edelman [44] ont trouvé un modèle, que
nous discuterons dans la section 7.4.1, de matrices symétriques réelles tridiagonales qui a
pour distribution jointe de valeurs propres la loi (6.4) pour n’importe quel β > 0. La loi
jointe (6.4) peut-être réécrite comme un poids de Boltzmann
















l’indice de Dyson β peut donc être assimilé à une température inverse. Cette interpré-
tation amène naturellement à considérer la collection des N valeurs propres (λ1,λ2, ...,λN)
comme les positions d’un gaz de Coulomb bidimensionnel (potentiel logarithmique) conﬁné
par un potentiel externe quadratique et contraint à rester sur une ligne.
6.3 Densité des valeurs propres






�δ(λi − λ)� . (6.7)
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La probabilité pour une valeur propre de se trouver dans l’intervalle [λ,λ+dλ] est donnée







dλi Pjoint(λ,λ2, ...,λN) . (6.8)
Dans la limite N grand, en supposant que le comportement typique des valeurs propres
suit une loi de puissance : λtyp ∼ Na, une comparaison en ordre de grandeur des deux
termes de (6.6) permet de trouver le comportement typique des valeurs propres [117]
�N
i=1 λ2i ∼ Nλ2typ ∼ N2a+1 (6.9)
�
i�=j ln(λi − λj) ∼ N2 , (6.10)
les deux termes s’équilibrent donc quand a = 1/2. le comportement typique des valeurs
propres est donc λtyp ∼
√
N . Remarquons que cet eﬀet provient de la répulsion entre les
valeurs propres à cause du déterminant de Vandermonde
�
i<j(λi − λj) présent dans la
loi jointe (6.4). Si les valeurs propres étaient indépendantes, on aurait λtyp d’ordre 1. La











où ce régime est dit de volume (Bulk) et est visible lorsque l’on considère des valeurs
propres typiques d’ordre
√
N . Dans ce régime, ρ0,B(x) est la loi du demi-cercle de Wigner
[65, 113] indépendamment de β




2− x2 , (6.12)




2N ]. Ainsi, la valeur
propre maximale est proche de
√
2N . On peut montrer qu’il existe également un autre
régime [64, 65, 113] dit de bord (Edge) et est justement observable lorsque l’on s’intéresse
à des valeurs propres proches de la valeur propre maximale. Pour connaître l’amplitude
typique des ﬂuctuations de la valeur propre maximale autour de la valeur √2N , on utilise




















2N ∼ N−1/6 , (6.13)
où l’on a utilisé le comportement en racine de ρ0,B proche du bord. Ainsi, dans le régime












= ρ0,E(x) , (6.14)
où ρ0,E(x) dépend de β et n’est connue que pour les cas β = 1, 2 et 4. Elle est donnée
dans le cas β = 2 par le noyau d’Airy au même point et par des combinaisons de fonction






[Ai′(x)]2 − xAi2(x) + 1
2
Ai(x) (1− �∞x dtAi(t)) , β = 1 ,
[Ai′(x)]2 − xAi2(x) , β = 2 ,
κ−1/2
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Figure 6.1: Comparaison entre les deux régimes de (6.16) (lignes) et des résultats numé-
riques obtenus en simulant 2.105 matrices gaussiennes unitaires de taille 150×150 (points).
Lorsque qu’on considère des valeurs propres d’ordre
√
N , on observe le régime de volume
(6.12). En venant zoomer proche de la valeur propre maximale |λ− √2N | = O(N−1/6),
on observe pour la densité le noyau d’Airy au même point (6.15) (points bleus). Dans ce
régime, on peut également observer la distribution de la valeur propre maximale (points
rouges) donnée par la distribution de Tracy-Widom (6.21).
où κ = 22/3 et où Ai est la fonction d’Airy (12). De la même façon, on peut analyser le
comportement proche de la valeur propre minimale (qui se trouve à des ﬂuctuations près
en −
√
2N) et l’on trouve un comportement symétrique. Ainsi, pour résumer, pour λ > 0
























, |λ−√2N | = O(N−1/6) .
(6.16)
Tous ces comportements sont repris sur la ﬁgure 6.1. Remarquons que les deux régimes
de l’équation (6.16) se raccordent bien. Il faut pour cela analyser le régime de volume
lorsque l’on se rapproche du bord λ =
√
2N − ε avec ε → 0 ainsi que le régime de bord
dans la limite où on s’en éloigne λ =
√
2N − ε avec ε→∞
ρ0(
√

























où l’on a utilisé le comportement asymptotique de ρ0,E que l’on peut obtenir à partir des









6.4 Loi de Tracy-Widom
Dans la limite N →∞, la cumulative de la valeur propre maximale λmax d’une matrice
gaussienne N×N converge vers la loi de Tracy et Widom [154] lorsque l’on étudie le régime








] = Fβ(x) , (6.19)
où les distributions Fβ s’expriment en fonction de l’unique solution q(x), dite solution de




q′′(x) = 2q3(x) + xq(x) ,
q(x) ∼ Ai(x) pour x→∞ .
(6.20)
On peut montrer [154] que ces distributions s’écrivent explicitement pour les cas gaussiens



























Une formule analogue valable pour tous β n’est pour l’instant pas connue. Les fonctions de
Hastings-McLeod q et de Tracy-Widom Fβ sont tabulées dans la référence [133]. La ﬁgure
6.1 montre une comparaison avec des données numériques pour la densité de probabilité
de λmax, qui est la dérivée de l’équation (6.19). Remarquons que la queue à x grand
de ρ0,B(x) [64] correspond bien avec la queue droite de la distribution de Tracy-Widom
[65, 109, 117]. Cette loi de Tracy-Widom est un des piliers de la théorie des statistiques
d’extrêmes de variables aléatoires fortement corrélées car elle apparaît dans de nombreux
problèmes. En eﬀet, on s’attend à ce que la distribution de la valeur propre maximale
(ainsi que le régime de bord (6.15)) soit la distribution de Tracy-Widom si la densité dans
le régime de volume s’annule proche du bord comme une racine [2, 42]. Ce sera ainsi le cas
pour les matrices de Wishart que nous déﬁnirons dans le chapitre 9 lorsque l’on analyse
la valeur propre maximale (ou la valeur propre minimale dans le régime de soft edge)
[90, 92]. Notons néanmoins qu’il existe des modèles de matrices aléatoires pour lesquels la
densité dans le régime de volume s’annule autrement qu’en racine proche du bord, dans
ce cas, les ﬂuctuations de la valeur propre maximale sont distribuées suivant une loi dite
de Tracy-Widom d’ordre plus élevé [31]. Le cadre d’application de la loi de Tracy-Widom
va même bien au-delà des matrices aléatoires, citons ici quelques exemples non exhaustifs
[140] :
• Baik et al. [5] ont montré que la distribution de Tracy-Widom décrit la statistique de
la plus longue sous-séquence croissante d’une permutation aléatoire. On se donne une per-
mutation σ des n premiers entiers {1, 2, · · · , n}. On cherche alors dans cette permutation
les sous-séquences croissantes et plus particulièrement la longueur ln de la sous-séquence
croissante la plus longue. Par exemple, la permutation pour σ5 = {2, 1, 4, 3, 5} possède
par exemple comme sous-séquences croissantes : {2, 4, 5}, {1, 3, 5} et {1, 5} et la longueur
de la plus longue est l5 = 3. Si l’on considère une mesure uniforme sur l’ensemble des n!
permutations de {1, 2, · · · , n}, Baik et al. [5] ont montré que
lim
n→∞
Pr .[ln < 2
√
n+ xn1/6] = F2(x) . (6.24)
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• La distribution de Tracy-Widom apparaît également dans le modèle du polymère
dirigé que nous avons introduit en introduction (ﬁgure 1). Dans ce cas, les ﬂuctuations du
chemin de plus basse énergie sont gouvernées par la distribution de Tracy-Widom [6, 90].
Cette distribution apparaît dans les modèles de la classe d’universalité Kardar-Parisi-
Zhang comme par exemple le modèle de croissance "Polynuclear Growth Model" [130, 131]
ou des modèles d’interfaces [136]. Ces résultats ont été conﬁrmés expérimentalement par
Takeuchi et Sano [152]. Dans leur expérience, Takeuchi et Sano [152] mesurent l’interface
entre deux phases turbulentes de cristaux liquides et ont montré que ses ﬂuctuations sont
données par la distribution de Tracy-Widom dans le régime des grands temps.
• Comme nous l’avons déjà mentionné, cette distribution de Tracy-Widom intervient
dans le modèle des ponts et des excursions répulsives introduit dans la section 4.2.2. En










où χ2 est une variable aléatoire distribuée selon la distribution de Tracy-Widom Pr .[χ2 <
x] = F2(x). Mentionnons le lien avec le processus d’Airy2 nécessaire pour vériﬁer à la fois
(4.41) et (6.25)
Pr . [A2(0) < x] = F2(x) . (6.26)
De plus, dans le cas des excursions répulsives, il a été montré [67] que, dans la limite
d’un grand nombre d’excursions, les ﬂuctuations de la plus haute excursion xn,E sont
également gouvernées à un temps ﬁxé par la distribution de Tracy-Widom F2 tandis que



























= F1(x) . (6.28)
Ce résultat renforce ainsi le caractère universel de la distribution de Tracy-Widom.
• La statistique de Tracy-Widom apparaît également dans l’état fondamental d’un
ensemble de N fermions 1D sans spin conﬁnés dans un potentiel harmonique V (x) = x2/2
[51, 111]. En eﬀet, cet état fondamental Ψ0 est construit à partir du déterminant de



















avec ZN une constante de normalisation. Les positions des N fermions sont donc dis-
tribuées suivant la même loi de probabilité jointe que les valeurs propres de l’ensemble
gaussien unitaire (6.2). Ainsi, les ﬂuctuations de positions du fermion le plus à droite sont




Figure 6.2: Exemple de pavages du diamant aztèque par des dominos obtenus en utilisant
l’algorithme de glissement de dominos. Nous utilisons 4 couleurs de dominos suivant si
celui-ci est horizontal ou vertical et suivant la parité de la case en haut à gauche recouverte
par le domino. (a) Exemple d’un pavage du diamant de taille n = 10 parmi les 2n(n+1)/2 ≈
3.6×1015 pavages possibles. (b) Pavage typique du diamant de taille n = 200, on observe
une zone désordonnée au centre tandis que les bords sont bien rangés. La frontière entre
ces deux zones est un cercle dont les ﬂuctuations sont gouvernées par la distribution de
Tracy-Widom.
• Mentionnons pour terminer une application à un problème classique de combina-
toire : le pavage du diamant aztèque par des dominos [91]. Le diamant aztèque d’ordre
n est l’ensemble des cases carrées [m,m + 1] × [l, l + 1] où les indices (m, l) ∈ Z2 sont à
l’intérieur de la région {(x, y)||x|+ |y| ≤ n+1}. On cherche alors à paver ce diamant par
des dominos de taille 2× 1 horizontaux ou verticaux sans qu’ils ne se chevauchent. Nous
donnons en ﬁgure 6.2 (a) un exemple de tel pavage pour le diamant de taille n = 10.
On peut montrer qu’il existe 2n(n+1)/2 façons diﬀérentes de paver le diamant d’ordre n
[52]. Dans le cas où l’on génère ces pavages avec une loi uniforme sur toutes ces possibi-
lités (via l’algorithme de glissement de dominos par exemple [135]), on observe une zone
désordonnée au centre du diamant (on parle de région tempérée) tandis que les dominos
des bords du diamant sont rangés (on parle de région polaire) pour les grands diamants
comme le montre la ﬁgure 6.2 (b) pour un pavage typique du diamant de taille 200. Il est
possible de montrer que la frontière entre ces deux régions est, dans la limite de n grand,
un cercle (le cercle arctique) [89] et que les ﬂuctuations de cette frontière sont gouvernées
par la distribution de Tracy-Widom [91]. Mentionnons une application de ce modèle à la
mécanique statistique d’interfaces élastiques sur laquelle j’ai travaillé durant mon stage




6.5 Transition de phase associée à λmax : le modèle de
May
Nous introduisons dans cette section le modèle de May [112] pour rediscuter les diﬀé-
rents régimes dans un langage de thermodynamique, en particulier de transition de phase
[108]. Le régime de bord est alors vu comme des corrections à N ﬁni à la transition. Ce
langage sera également l’occasion de discuter les fonctions de grandes déviations.
On considère dans ce modèle N espèces ρi qui sans interaction sont stables dont on
note ρ∗i les N densités d’équilibres. On suppose les temps d’équilibre des diﬀérentes espèces
identiques pris à l’unité. En notant les écarts à l’équilibre xi(t) = ρi(t)− ρ∗i , on a
∂txi = −xi(t) . (6.31)
On ajoute alors des interactions entre les espèces sous la forme




où α est une constante de couplage et M une matrice aléatoire d’interaction N ×N que
l’on prend gaussienne. Sous quelles conditions le système est-il resté stable ? Pour le savoir,
on peut réécrire les N équations (6.32) sous la forme matricielle
∂t�x = (αM − I)�x(t) , (6.33)
où �x(t) est le vecteur colonne des écarts à l’équilibres xi(t) et I est la matrice identité.
En notant λi les N valeurs propres de la matrice M , le système est stable si
αλi − 1 < 0 ∀i , (6.34)




Or, comme nous l’avons vu (6.19), cette valeur propre maximale dans la limite thermo-








Ainsi, dans la limite thermodynamique, on observe une transition de phase pour la







1 si α <
√
2 ,




Dans ce contexte, le régime de volume correspond au régime thermodynamique. Le régime
de bord, auquel correspond la distribution de Tracy-Widom, correspond quant à lui aux
corrections à N ﬁni. En utilisant le résultat (6.36), la transition entre la phase stable et
la phase instable n’est pas brutale à N ﬁni mais est lisse, donnée par la loi de Tracy-
Widom, avec une largeur d’ordre N−1/6. Les comportements critiques ont la particularité
de gommer les détails et d’être universels. Ainsi, cette analyse renforce donc la conjecture




















Figure 6.3: On observe une transition pour α =
√
2N entre les phases stable et instable
dans la limite thermodynamique. À N ﬁni, la transition n’est pas brutale mais est donnée
par la loi de Tracy-Widom avec une largeur d’ordre N−1/6.
catégories de transition de phase [140]. Ce comportement est schématisé sur la ﬁgure 6.3.
Mentionnons que nous n’avons discuté que du comportement typique de la valeur propre
maximale. Il est également possible d’étudier ses ﬂuctuations atypiques c’est-à-dire lorsque
celle-ci est très loin de
√
2N . On peut montrer [41, 110], en utilisant le gaz de Coulomb















2φ−(x) si x <
√







si |x−√2| ∼ O(N−2/3) ,
1− e−βNφ+(x) si x >
√
2 et |x−√2| ∼ O(1) ,
(6.38)






36x2 − x4 − (15x+ x3)
√
x2 + 6 + 27
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φ−(x) si x <
√
2 ,









2 par valeur inférieure, la dérivée troisième de l’énergie libre est discontinue
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au point critique x =
√




Statistique à partir de la valeur
propre maximale pour l’ensemble
gaussien unitaire
Nous allons dans ce chapitre étudier la densité à partir du maximum que nous avons
introduite dans l’introduction (5) dans le cas où la collection de variables aléatoires cor-
respond aux valeurs propres d’une matrice gaussienne unitaire et sont donc fortement
corrélées. Nous verrons dans la section 7.1 que cette densité est reliée au gap entre les
deux plus grandes valeurs propres. En utilisant la méthode des polynômes orthogonaux,
nous donnerons ensuite dans la section 7.2 une formule valable à N ﬁni pour la densité à
partir du maximum et pour la statistique du premier gap. Nous étudierons alors dans la
section 7.3 la limite thermodynamique de grand N de ces formules. Comme pour le cas
de la densité que nous avons discuté dans le chapitre précédent, il existe un régime de
volume lorsque l’on considère des valeurs propres à une distance r ∼
√
N du maximum
et un régime de bord lorsque l’on considère des valeurs propres proches du maximum
d’une distance r = o(N−1/6). Nous terminerons ce chapitre en confrontant dans la section
7.4 nos résultats avec des simulations numériques. L’ensemble de ce travail a été publié
dans Journal of Statistical Physics [126]. Nous discuterons dans le chapitre suivant d’une
application de nos résultats à un modèle de verre de spin en champ moyen.
7.1 Densité à partir de la valeur propre maximale et
gap entre les deux plus grandes valeurs propres
De manière analogue à la densité (6.8), on introduit encore une fois la densité d’état à
partir de la valeur propre maximale ρmax(r,N) qui compte pour une matrice gaussienne
unitaire de taille N ×N le nombre moyen de valeurs propres à une distance r de la valeur







�δ(λmax − λi − r)� , (7.1)
où imax est tel que λimax = λmax est la valeur propre maximale et �· · · � correspond à la
moyenne suivant le poids (6.2). On a normalisé cette quantité de manière à avoir
� ∞
0
dr ρmax(r,N) = 1 . (7.2)
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Figure 7.1: La densité d’état à partir de la valeur propre maximale ρmax(r,N)dr compte
le nombre moyen de valeurs propres dans l’intervalle [λmax − r− dr,λmax − r]. La densité
de probabilité du gap entre les deux plus grandes valeurs propres pGAP(r,N) est donnée
par pGAP(r,N)dr = Pr .[Λ1,N − Λ2,N ∈ [r, r + dr]].
On peut donner une formule plus explicite pour ρmax(r,N) sous la forme d’une intégrale
multiple. En utilisant l’invariance de la densité jointe de probabilité des valeurs propres
Pjoint(λ1, · · · ,λN) (6.2) par permutation des λi, tous les termes de (7.1) sont égaux. Il y
a N possibilités pour le choix de la valeur propre maximale dont la valeur y n’est pas
ﬁxée et peut donc varier entre −∞ et ∞ tandis que les autres valeurs propres ne peuvent
prendre que des valeurs inférieures à cette valeur propre maximale. Une de ces N − 1
valeurs propres étant ﬁxée à y − r via la distribution de Dirac. On peut donc réécrire la















N − 2 autres valeurs propres sont inférieures à λmax
Pjoint(λ1, · · · ,λN−2,
une valeur propre à r de λmax
� �� �




Une autre quantité intéressante est le premier gap entre les deux plus grandes valeurs
propres. Si l’on dénote les valeurs propres ordonnées par λmax = Λ1,N ≥ Λ2,N ≥ · · · ≥ ΛN,N
on peut calculer la densité de probabilité pGAP(r,N)dr = Pr.[Λ1,N − Λ2,N ∈ [r, r + dr]]
comme le montre la ﬁgure 7.1. De la même façon, une expression exacte pour pGAP(r,N)
peut être écrite facilement via la densité jointe des N valeurs propres (6.2) en intégrant sur
les valeurs de y ∈ (−∞,+∞) pour la seconde valeur propre Λ2,N , tandis que Λ1,N = λmax
est ﬁxée à y + r. Les (N − 2) autres valeurs propres pouvant prendre n’importe quelle
valeur plus petite que y. Ainsi














les N − 2 autres valeurs propres sont inférieures à Λ2,N
Pjoint(λ1, · · · ,λN−2,









où le facteur N(N−1) dans l’équation (7.4) provient des N(N−1) possibilités pour choisir
la paire de valeurs propres (Λ1,N ,Λ2,N) parmi les N variables aléatoires. En comparant ce
résultat avec l’expression (7.3) et en utilisant l’invariance de la densité jointe des valeurs
propres (6.2) par permutation, on obtient la relation
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pGAP(r,N) = (N − 1)ρmax(−r,N) . (7.5)
Lien entre la densité à partir du maximum et la statistique du premier gap
Remarquons donc que cela nécessite d’analyser la densité ρmax en dehors de son intervalle
naturel de déﬁnition [0,∞[, de telle recherche ont déjà été étudiées dans d’autres buts
[68]. Remarquons également le rôle diﬀérent que joue la variable muette y qui est la plus
grande valeur propre dans (7.3) et la seconde dans (7.4).
7.2 Formule à N ﬁni
Pour calculer l’intégrale multiple (7.3), nous allons utiliser le formalisme des polynômes
orthogonaux [74]. Nous introduisons donc la famille étagée de polynômes unitaires πk(λ, y)
qui sont des polynômes de la variable λ dépendant du paramètre y. Ces polynômes sont






−∞ dλ πk(λ, y)πk′(λ, y)e−λ
2
= δk,k′hk(y) ,
πk(λ, y) = λk + ...
(7.6)
Quand y → ∞, ces polynômes orthogonaux dégénèrent en polynômes d’Hermite (20).
Pour y ﬁni, il n’existe pas de formule simple pour les calculer. Il est néanmoins possible
de calculer les premiers polynômes [118]
π0(λ, y) = 1 , (7.7)
π1(λ, y) = λ+ a ,
π2(λ, y) = λ2 + λ
�
a + y
1− 2a(a+ y) − y
�
− 1 + 1
2− 4a(a+ y) ,
















8a3y + 12a2 + 16a2y2 + 12ay + 8ay3 − 4
�
,
avec a = e
−y2√π(1+erf(y)) et erf(y) la fonction d’erreur (11). En utilisant les polynômes (7.7),











− 2a− 2y) ,
h2 = e−y
2 2a3y + 3a2 + 4a2y2 + 3ay + 2ay3 − 1




− 32a4 + 4a4y2 − 60a3y + 16a3y3 + 29a2 − 20a2y2 + 20a2y4 + 30ay,




16a(2a3y + 3a2 + 4a2y2 + 3ay + 2ay3 − 1)
�
.
Les expressions des polynômes πk(λ, y) deviennent de plus en plus compliquées quand
k devient grand. Pour analyser ces polynômes quand k tend vers l’inﬁni, il est intéres-
sant d’introduire la relation de récurrence à trois termes qu’ils satisfont [147]. En eﬀet,
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λ πk(λ, y) étant un polynôme unitaire de degré k + 1, on peut le décomposer sur la base
étagée {πk(λ, y)}i=0,1,··· ,k+1. Cependant, les produits scalaires �λπk, πi� = �πk,λπi� sont
nuls dès que i ≤ k − 2. En posant
Sk(y)hk(y) = �λπk, πk� , (7.9)
Rk(y)hk−1(y) = �λπk, πk−1� , (7.10)
on peut donc écrire
λ πk(λ, y) = πk+1(λ, y) + Sk(y)πk(λ, y) +Rk(y)πk−1(λ, y) . (7.11)
































car ∂yπk(λ, y) est un polynôme en λ de degré k − 1 puisque πk(λ, y) est un polynôme
unitaire en λ (7.6), ce qui implique �∂yπk, πk� = 0. Ce résultat permet d’exprimer le
coeﬃcient Sk
Sk(y) = −∂y lnhk(y)/2 . (7.16)
La densité ρmax(r,N) dans (7.3) peut être exprimée en fonction de ces polynômes ortho-
gonaux πk(λ, y). Il suﬃt de remplacer le déterminant de Vandermonde présent dans la








| = | det(πj(λi, y)) | . (7.17)
On écrit alors le déterminant en utilisant son développement de Laplace et on utilise la
condition d’orthogonalité (7.6) pour calculer les intégrales sur λ1, · · · ,λN−2 dans (7.3).
















KN (y − r, y − r) KN(y − r, y)


















ψk(λ, y)ψk(λ′, y) , (7.19)
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Figure 7.2: Résultats numériques obtenus en simulant 2.107 matrices gaussiennes uni-
taires de taille 4 × 4 (points) comparés aux résultats analytiques obtenus via l’équation
(7.18) (trait noir).












ψN (λ, y)ψN−1(λ′, y)− ψN−1(λ, y)ψN(λ′, y)
λ− λ′ . (7.21)
Remarquons que, même si nous ne l’avons pas noté pour alléger la notation, le noyau
dépend du paramètre y. Notons également que même si la densité ρmax(r,N) est natu-
rellement déﬁnie pour r > 0 par l’équation (6.7), elle admet néanmoins une extension
naturelle pour r < 0 en utilisant l’expression (7.18). La formule (7.18) peut être évaluée
pour des petites valeurs de N en utilisant les expressions des équations (7.7) et (7.8). La
ﬁgure 7.2 compare les résultats numériques obtenus en simulant un grand nombre de ma-
trices gaussiennes unitaires de taille 4× 4 avec la formule (7.18). Pour réécrire la formule
(7.18), nous dérivons une identité sur la distribution cumulante de la plus grande valeur




dλ1 · · ·
� y
−∞
dλNPjoint(λ1, · · · ,λN) . (7.22)
En remplaçant le déterminant de Vandermonde par un déterminant construit avec les
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= KN(y, y) . (7.25)









F ′N (y)KN(y − r, y − r)− FN (y)K2N(y, y − r)
�
, (7.26)
Densité à partir du maximum pour des matrices gaussiennes unitaires
où l’on a utilisé la propriété de symétrie KN(λ,λ′) = KN (λ′,λ). Remarquons que le
deuxième terme de (7.26) provient des corrélations entre la plus grande valeur propre λmax




KN(y − r, y − r)dr =
� y
−∞
KN(x, x)dx = N , (7.27)
� +∞
0
K2N(y, y − r)dr = KN(y, y) = ∂y lnFN(y) , (7.28)
où on a utilisé les identités (7.25). Remarquons que, dans la limite de N grand, le poids du
premier terme de (7.26) est d’ordre O(1) tandis que le second est d’ordre sous dominant
O(N−1).
7.3 Limite à grand N
Nous allons désormais faire une analyse à grand N de la densité à partir du maximum
ρmax(r,N) et, en utilisant la relation (7.5), de la densité de probabilité du premier gap
pGAP(r,N). Nous avons vu dans l’introduction qu’il existait deux régimes diﬀérents pour la
densité comme le montre l’équation (6.16) et la ﬁgure 6.1. L’un est le régime dit de volume,
pour des valeurs propres λi d’ordre
√
N , tandis que l’autre régime est dit de bord quand
les valeurs propres sont proches du bord de demi-cercle de Wigner, λ−
√
2N = O(N−1/6).
Ainsi en analysant le comportement à grand N de ρmax(r,N), on s’attend à observer
également ces deux régimes, comme le montre la ﬁgure 7.3, quand r ∝ √N et quand
r = O(N−1/6).
7.3.1 Régime r ∝
√
N : régime de volume
Dans ce régime, il est facile de voir que le deuxième terme de (7.26) est sous-dominant
par rapport au premier. Nous avons déjà vu que le poids total de celui-ci est seulement
d’ordre O(N−1) tandis que le premier terme a un poids d’ordre O(1). En eﬀet, le second
terme provient des corrélations entre la valeur propre maximale λmax, située en y, avec la
valeur propre en y− r qui est dans ce régime d’ordre
√
N . Pour analyser le premier terme
de (7.26) on peut remplacer la densité de probabilité de λmax, F ′N (y) par un pic de Dirac
δ(y −
√
2N). En eﬀet, le noyau KN(y − r, y − r) avec (y − r) ∝
√
N n’est pas sensible
aux ﬂuctuations typiques d’ordre O(N−1/6) de λmax (6.36) autour y =
√
2N . En notant
r = rˆ
√
N , on a donc
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Figure 7.3: Visualisation des deux régimes (lignes) et des résultats numériques obtenus
en simulant 2.105 matrices gaussiennes unitaires de taille 150× 150 (points). Lorsque l’on
considère des valeurs propres à une distance d’ordre r =
√
N du maximum, on observe le
régime de volume explicité en section 7.3.1. En venant zoomer proche de la valeur propre
maximale, c’est-à-dire dans le régime où r = O(N−1/6), on observe le régime de bord
discuté en section 7.3.2 pour la densité proche du maximum (points rouges) et le régime
























ρ˜B(rˆ) = ρW (
√




2− rˆ) , (7.29)
Régime de volume : loi du demi-cercle translaté
Ce résultat (7.29) peut être facilement interprété, la densité de valeurs propres à une
distance r de λmax ∼
√
2N dans (7.1) avec (r−λmax) ∝
√
N est insensible aux ﬂuctuations
de λmax qui sont d’ordre O(N−1/6). Par conséquent, ρmax(r,N) est tout simplement le
demi-cercle de Wigner décalé (7.29).
7.3.2 Régime r = O(N−1/6) : régime de bord
Dans ce régime, il est nécessaire d’analyser le noyau KN(y − r, y − r′) avec à la fois
y ∼
√
2N et r, r′ d’ordre N−1/6. Cela correspond à une analyse de double échelle des rela-
tions de récurrence (7.11). Nadal et Majumdar [118] ont utilisé ce système de polynômes
orthogonaux (7.6) pour calculer la distribution cumulative de la valeur propre maximale
λmax (7.23) qui peut être exprimée en termes des racines des normes hk(y) uniquement.
Pour retrouver la distribution de Tracy-Widom, il faut eﬀectuer l’analyse des hk(y) pour
des k d’ordre N , avec à la fois N → ∞ et y −
√
2N = O(N−1/6) [118]. Cette limite de
double échelle des hk(y) a été par la suite généralisée à d’autres modèles de matrices [1]
comme par exemple pour les matrices de Wishart que nous étudierons dans le chapitre
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9. Ici, en plus des hk(y), le calcul de la densité à partir du maximum ρmax(r,N) (7.18)
nécessite d’analyser le noyau KN(y − r, y − r′) dans cette limite de double échelle. Dans
ce but, nous analysons la relation de récurrence à trois termes (7.11) que nous réécrivons




RN+1(y)ψN+1(λ, y) + SN(y)ψN(λ, y) +
�
RN(y)ψN−1(λ, y) . (7.30)














1−N− 23 q2(x) +O(N−1)
�
,





q2(x) +O(N− 12 ) . (7.32)
Dans la limite y ≫
√
2N , on peut remplacer y par +∞ dans l’intégrale qui déﬁnit les









2 +O(e−y2) . (7.33)
Nous voulons maintenant évaluer la fonction d’onde ψN (y−r, y) quand y atteint la valeur√





2 et en utilisant la formule de Plancherel-Rotach pour les polynômes d’Hermite
[147] nous trouvons que ψN(y − r, y) a pour forme limite




2N1/6r) +O(e−y2) , (7.34)













Compte tenu de ce résultat, il est naturel de rechercher une solution des relations de
récurrence (7.30) sous la forme











où l’exposant ν et la fonction G sont encore à déterminer et où l’amplitude 21/4/√π est
choisie ici pour plus de commodité. En faisant correspondre les deux formules (7.36) et
(7.34) on trouve
ν = − 1
12
, G(r˜, x) ∼
x→∞
√
πAi(x− r˜) . (7.37)
L’étape suivante est alors d’insérer l’ansatz (7.36) dans la relation de récurrence (7.30)
pour ensuite eﬀectuer un développement en puissance de N dans la limite de double
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échelle, correspondant au régime (7.35). Pour ce faire, nous aurons également besoin des










xN+1 = xN −N−1/3 +O(N−1)
rN+1 = rN +O(N−1) .
(7.38)
En utilisant ces deux relations, le développement de la fonction d’onde s’écrit









En injectant dans la relation de récurrence (7.30) l’ansatz (7.36) ainsi que la fonction
d’onde (7.39) et en utilisant les résultats (7.32), on trouve que, au premier ordre, la
fonction G(r˜, x) est solution de l’équation de Schrödinger :
−∂2xG(r˜, x) + [x+ 2q2(x)]G(r˜, x) = r˜ G(r˜, x) . (7.40)
Il est possible de montrer que la fonction f˜(r˜, x) = 2−1/6G(r˜, x) vériﬁant les conditions
déduites des équations (7.40) et (7.37)





πAi(x− r˜) , (7.41)
est le premier membre d’une paire de Lax associée à une équation de Painlevé XXXIV
[126]. En utilisant le développement de la fonction d’onde (7.39), la forme limite du noyau
(7.21) dans la limite de double échelle (7.35) s’écrit
KN(y − r, y − r′) =
1
π





Après un long calcul [126], en partie reproduit dans l’appendice F, la densité à partir du




















F2(x) dx , (7.44)
Densité à partir du maximum dans le régime de bord







r˜2 + a4r˜4 + o(r˜4) , r˜ → 0
√
r˜
π , r˜ →∞ ,
(7.45)
Comportement asymptotique du régime de bord
où l’amplitude a4 est donnée par une intégrale [126]. Le comportement asymptotique à
grand r˜ (7.45) garantit une parfaite adéquation entre le régime de volume décrit par la
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loi du demi-cercle de Wigner translaté (7.29) proche du bord r → 0 et le régime de bord























Le comportement quadratique de ρ˜E(r˜) à petit r˜ peut être interprété. En eﬀet, ce com-
portement est lié à la probabilité que les deux plus grandes valeurs propres deviennent
extrêmement proches (7.5) qui, en utilisant la densité de probabilité conjointe des va-
leurs propres (6.2), doit bien s’annuler quadratiquement pour l’ensemble des matrices
gaussiennes unitaires. Remarquons que cet argument ne permet pas de déterminer le fac-
teur 1/2 de (7.45) qui est un résultat non trivial de notre calcul. En utilisant la relation
(7.5), l’analyse de double échelle eﬀectuée pour calculer ρ˜E(r˜) (7.43) peut être directement
adaptée pour obtenir une formule pour la distribution du gap typique pGAP(r,N) entre
les deux plus grandes valeurs propres, c’est-à-dire lorsque r = O(N−1/6) par opposition
aux ﬂuctuations atypiques associées aux grandes déviations. On trouve directement, dans






















F2(x) dx . (7.48)
Statistique typique du premier gap




































Comportement asymptotique du premier gap
avec ζ ′(−1) = −0.165... la dérivée de la fonction zêta de Riemann (19) au point −1. Le
comportement à grand r˜ peut être interprété, a l’ordre dominant, en supposant que les
deux plus grandes valeurs propres Λ1,N = λmax et Λ2,N = Λ1,N − r sont indépendantes









Pr .[Λ2,N = λ]Pr .[λmax = λ+ r]dλ (7.50)
∼
r→∞
Pr .[λmax = r] .
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Figure 7.4: Points bleus : évaluation numérique de notre formule (7.43) pour ρ˜E(r˜),
remplissage vert : résultats numériques obtenus en simulant 2× 105 matrices gaussiennes
unitaires de taille 1000× 1000, ligne noire solide : comportements asymptotiques donnés
dans l’équation (7.45).
Ainsi, a l’ordre dominant, le comportement asymptotique de p˜typ(r˜) à grand r˜ est le même
que la queue droite de Tracy-Widom : ln p˜typ(r˜) ∼ −
4
3
r˜3/2 + o(r˜3/2) . Il est également
intéressant de remarquer que notre résultat est diﬀérent du Wigner surmise qui décrit
les écarts entre les valeurs propres moyennés sur le régime de volume. Dans le régime de
volume, l’écart moyen entre les valeurs propres est d’ordre ∼ N−1/2 et est donné par la






Il existe également une formule dans la limite de grand n, dite de Gaudin-Mehta [113],
exprimant cette quantité en fonction d’une solution de l’équation de Painlevé V. Notre
résultat analyse le premier gap, dans le régime de bord. L’écart typique entre les valeurs
propres y est beaucoup plus grand, d’ordre ∼ N−1/6 et le comportement à grand argument
est diﬀérent d’une gaussienne et est donné par une exponentielle étirée.
7.4 Simulations numériques
7.4.1 Simulation rapide des matrices gaussiennes
Il est possible de simuler les matrices gaussiennes en utilisant la déﬁnition (6.1). Néan-
moins [44] ont trouvé un modèle de matrices symétriques réelles tridiagonales qui possède
la même loi jointe des valeurs propres que celle des ensembles gaussiens (6.4) . La partie
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Figure 7.5: Points rouges : évaluation de notre formule (7.47) pour p˜typ(r˜) en échelle log-
log, courbe noire en pointillés : résultat numérique provenant de [166], remplissage vert :
résultats numériques obtenus en simulant 2× 105 matrices gaussiennes unitaires de taille
1000 × 1000, ligne noire solide : comportements asymptotiques donnés dans l’équation
(7.49).
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avec χd la racine d’une loi χ2 à d degrés de liberté, c’est-à-dire la loi de la somme de d lois
normales aux carrées. Cette méthode permet de générer les valeurs propres pour le cas
gaussien beaucoup plus rapidement car la matrice est désormais tridiagonale symétrique
réelle. Elle permet également de générer des variables aléatoires corrélées suivant (6.4)
pour tout β et pas uniquement pour les cas β = 1, 2 et 4.
7.4.2 Évaluation numérique des fonctions d’échelle
Dans cette section, nous fournissons une évaluation numérique des fonctions ρ˜E(r˜)
et p˜typ(r˜) données respectivement dans les équations (7.43) et (7.47). Pour évaluer nu-
mériquement ces formules, nous avons besoin de calculer numériquement la solution f˜ .
Nous avons constaté que la meilleure façon de les évaluer est de résoudre numériquement
(avec Mathematica) le système d’équations diﬀérentielles satisfaites par f˜(r˜, x) (7.41), r˜
étant un paramètre ﬁxé avec q la solution de Hasting-McLeod de l’équation de Painlevé
II (6.20) dont les données numériques sont tirées des tables [133]. Une fois que f˜(r˜, x)
a été évaluée numériquement, on peut calculer les distributions ρ˜E(r˜) et p˜typ(r˜) en éva-
luant numériquement les intégrales des équations (7.43) et (7.47). La ﬁgure 7.4 montre
la fonction d’échelle ρ˜E(r˜), évaluée numériquement (les points bleus), en fonction de r˜.
Les lignes noires indiquent le comportement au premier ordre à petit r˜, ρ˜E(r˜) ∼ r˜2/2
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(7.45) ainsi que le premier ordre à grand r˜, ρ˜E(r˜) ∼
√
r˜/π. Une estimation numérique de
ρ˜E(r˜) −
√
r˜/π indique que cette quantité décroît comme r˜−1/2 pour les grands r˜. Enﬁn,
le remplissage vert sur la ﬁgure 7.4 montre une estimation numérique de ρ˜E(r˜) obtenue
en simulant 2× 105 matrices hermitiennes aléatoires indépendantes de taille 1000× 1000.
L’accord avec l’évaluation numérique de notre formule (7.43) est assez bon, ce qui fournit
un contrôle de cette formule. Il convient toutefois de noter que nous n’avons pas tenté
d’évaluer la précision de notre procédure numérique. Nous avons également évalué numé-
riquement notre formule de p˜typ(r˜), donnée en équation (7.47). Les valeurs numériques
sont représentées par des points rouges sur la ﬁgure 7.5. Nous avons comparé ces valeurs
à l’évaluation numérique de p˜typ(r˜) faite par Witte et al. [166] (la courbe en pointillé noir
sur la ﬁgure 7.5). Cette comparaison montre un bon accord entre l’évaluation numérique
de notre formule de l’équation (7.47) et les valeurs tabulées [166]. Dans la ﬁgure 7.5, le
remplissage vert représente des données obtenues en simulant 2×105 matrices gaussiennes
unitaires indépendantes de taille 1000 × 1000. Enﬁn, sur la ﬁgure 7.5, nous avons éga-
lement tracé les comportements asymptotiques (7.49) que nous avons obtenus pour les
petits et grands r˜ (ligne noire solide). Une analyse plus précise pour les petits et grands r˜
des données [166] montre en fait un très bon accord avec nos asymptotiques précis (7.49).
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Nous allons discuter dans ce chapitre de quelques ouvertures et applications de la den-
sité à partir du maximum pour les matrices aléatoires gaussiennes calculée dans le chapitre
précédent dans le cas des matrices unitaires β = 2. Même s’il est diﬃcile d’étendre nos
résultats aux cas β quelconque, nous allons dans la section 8.1 donner des arguments per-
mettant de deviner au moins les régimes d’échelles et les comportements asymptotiques.
Nous montrerons ensuite dans la section 8.2 que la densité à partir des extrêmes apparaît
naturellement dans un problème de minimisation d’un hamiltonien contraint. Cet exemple
mène alors au modèle de verre de spin de Sherrigton-Kirkpatrick que nous développons
dans la section 8.3. Pour terminer ce chapitre, nous verrons dans la section 8.4 que les
résultats du chapitre précédent permettent de connaître la densité à partir du maximum
ainsi que la distribution du premier gap lorsque la valeur propre maximale est ﬁxée. Ces
compléments sont traités dans l’article sur ArXiv [127] ainsi que dans un papier à paraître
[124] en collaboration avec Y.V.Fyodorov.
8.1 Ouvertures aux ensembles gaussiens β
Même s’il est diﬃcile d’étendre cette étude pour tous les ensembles gaussiens β, il est
possible de donner en utilisant des arguments heuristiques quelques comportements que
l’on peut confronter aux données numériques obtenues en générant des matrices tridiago-
nales introduit dans la section 7.4.1 [44]. On s’attend, pour tous β, à observer encore une
fois un régime de volume pour r ∼
√




























Régimes de la densité à partir du maximum pour les ensembles gaussiens
La fonction d’échelle de volume ρ˜B(rˆ) est, en utilisant les mêmes arguments que précé-
demment, le demi-cercle de Wigner translaté (7.29) indépendamment de β. La fonction
d’échelle de bord ρ˜E(r˜) dépend quant à elle de l’indice de Dyson β et est diﬃcile à calculer.
Néanmoins, on peut prédire les comportements asymptotiques de cette fonction d’échelle.
Dans la limite de petit r˜, la contribution provient uniquement de la valeur propre la plus
proche du maximum c’est-à-dire la seconde valeur propre. Dans ce cas, le terme dominant
provient du déterminant de Vandermonde de l’équation (6.4), on attend donc le compor-
tement ρ˜E(r˜) ∼ aβ r˜β pour l’ensemble gaussien β. Il n’y a aucun argument simple donnant
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Figure 8.1: Tracé de ρ˜E(r˜) pour trois valeurs de β (β = 1 en rouge, β = 2 en vert et β = 4
en bleu). Les données sont obtenues en simulant 2.107 matrices de taille 100 × 100 pour
chacun des cas. Figure de gauche : les données sont tracées dans une échelle log-log.
Les comportements à petit r˜ sont conformes à la limite asymptotique (8.2). Figure de
droite : les comportements de ρ˜E(r˜) à grand r˜ sont bien conformes avec le raccordement
avec la loi du demi-cercle de Wigner translaté (8.2).
la valeur de la constante aβ ( on sait néanmoins que a2 = 1/2 à partir de notre analyse
du cas unitaire). D’autre part, si l’on suppose un raccordement en douceur entre la région
de bord et la région décrite par la loi du demi-cercle de Wigner décalé (7.29), le compor-
tement à grand r˜ de ρ˜E(r˜) est, à l’ordre dominant, ρ˜B(r˜) ∼
√
r˜/π pour correspondre avec
le comportement impliqué par (7.29). Ainsi on attend les comportements asymptotiques










1/2) , r˜ →∞ .
(8.2)
Comportement asymptotique du régime de bord pour les ensembles gaussiens
On montre dans la ﬁgure 8.1 la fonction d’échelle ρ˜E(r˜) pour les valeurs naturelles de β
des ensembles gaussiens : β = 1 pour l’ensemble orthogonal GOE, β = 2 pour l’ensemble
unitaire GUE, β = 4 pour l’ensemble symplectique GSE. Comme on peut le voir, les
comportements asymptotiques dictés par l’équation (8.2) sont bien vériﬁés à la fois à petit
r˜ (ﬁgure de gauche) et à grand r˜ (ﬁgure de droite). Dans chaque cas, nous avons simulé
2.107 matrices indépendantes de taille 100×100. Mentionnons qu’il apparaît dans la courbe
ρ˜E(r˜) des oscillations pour β = 4 alors que les courbes pour β = 1 et 2 sont beaucoup
plus lisses. De la même façon, il est possible de donner les comportements asymptotiques
de la distribution du premier gap. Le régime typique du gap étant le régime de bord, on










Statistique typique du premier gap pour les ensembles gaussiens
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Figure 8.2: Tracé de p˜typ(r˜) pour trois valeurs de β (β = 1 en rouge, β = 2 en vert et β = 4
en bleu). Les données sont obtenues en simulant 2.107 matrices de taille 100 × 100 pour
chacun des cas. Figure de gauche : les données sont tracées dans une échelle log-log. Les
comportements à petit r˜ sont identiques à ceux de ρ˜E(r˜). Figure de droite : les données
sont tracées dans une échelle logarithmique en fonction de r˜3/2. Les comportements à grand
r˜ sont conformes la queue droite de la loi de Tracy-Widom (8.4). Nous avons également
indiqué le comportement asymptotique pour β = 2 (7.49).
Le comportement a petit r˜, en utilisant la correspondance entre le premier gap et la
densité à partir du maximum (7.5), est donné par le même comportement p˜typ(r˜) ∼ aβ r˜β
(8.2). Le comportement à grand r˜ peut être obtenu, a l’ordre dominant, en supposant que
les deux plus grandes valeurs propres Λ1,N = λmax et Λ2,N = Λ1,N − r sont indépendantes
lorsque l’écart entre les deux est grand, via l’argument (7.50). Ainsi, a l’ordre dominant,
le comportement asymptotique de p˜typ(r˜) à grand r˜ est le même que la queue droite de
Tracy-Widom
ln p˜typ(r˜) ∼ −
2β
3
r˜3/2 + o(r˜3/2) , r˜ → +∞ . (8.4)
Comportement asymptotique du premier gap pour les ensembles gaussiens
La ﬁgure 8.2 montre la fonction d’échelle p˜typ(r˜) pour β = 1, 2 et 4. La ﬁgure de gauche
montre le comportement à petit r˜ en échelle log-log tandis que la ﬁgure de droite montre
le comportement à grand r˜. Ces deux comportements asymptotiques sont bien en accord
avec nos hypothèses. Notons enﬁn que, en dehors du cas β = 2, les fonctions d’échelle ρ˜E(r˜)
et p˜typ(r˜) complète, les calculs de la constante aβ ainsi que les corrections asymptotiques
à petit et grand arguments ne sont pour l’instant pas connus.
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8.2 Application à la minimisation d’une forme qua-
dratique
Ce paragraphe développe une application de la densité à partir du maximum pour
les matrices aléatoires. En eﬀet, comme nous allons le voir, cette densité apparaît na-
turellement dans un problème de minimisation. Ce problème nous permettra également
d’introduire le modèle de verre de spin de Sherrington-Kirkpatrick dans la partie suivante.
On déﬁnit l’hamiltonien





où J est une matrice de l’ensemble gaussien β (β = 1, 2 étant les choix les plus naturels).
Nous choisissons dans cette partie ainsi que dans la suivante d’utiliser la convention utilisée
par Cugliandolo et Dean [32] où les éléments de la matrice J sont des gaussiennes centrées
de variance d’ordre 1/N . En utilisant ce choix, le modèle converge sans scaling vers le
régime de volume dans la limite thermodynamique. On cherche alors à minimiser cet





s2i = N . (8.6)
Pour prendre en compte cette contrainte (8.6), on introduit le multiplicateur de Lagrange
z et la quantité à minimiser, par rapport à �s et z, est donc









On aboutit alors à
min
�s ,z


























= {0,λmax − λ1,λmax − λ2, · · · ,λmax − λN} . (8.10)
Ainsi, la densité à partir du maximum ρDOS(r,N) déﬁnie dans l’équation (7.1) est la
moyenne des valeurs propres de cette matrice hessienne prise au minimum, en excluant
la valeur propre 0. Ainsi, et comme nous allons le développer dans la section suivante, la
densité à partir du maximum joue un rôle important dans la dynamique des systèmes dont
l’hamiltonien est (8.5) contraint par (8.6) qui est le modèle de verre de spin complètement
connecté de Sherrington-Kirkpatrick [32, 98].
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8.3 Applications à un modèle de verre de spin en
champ moyen
L’hamiltonien (8.5) couplé à la contrainte (8.6) constituent le modèle de verre de spin
de Sherrington-Kirkpatrick sphérique [32]. Pour étudier la dynamique de ce système, il
est naturel de travailler dans la base de vecteurs propres de la matrice J . On note alors
sλ(t) la projection de la conﬁguration des spins dans cette base. On considèrera par la
suite une condition initiale uniforme. La dynamique de ce système est alors donnée par
l’équation de Langevin
∂tsλ(t) = (λ− z(t))sλ(t) + hλ(t) + ξλ(t) , (8.11)
sλ(t = 0) = 1 ,
où z(t) est le paramètre de Lagrange associé à la condition de normalisation (8.6), hλ(t)
est un champ magnétique extérieur inﬁnitésimal permettant de calculer la fonction de
réponse et ξλ(t) est un bruit blanc gaussien de température T
ξλ(t) = 0 , ξλ(t)ξµ(t′) = 2T δλ,µδ(t− t′) , (8.12)
oùX correspond à la moyenne sur le bruit thermique tandis que nous garderons la notation
�X� pour la moyenne sur le désordre c’est-à-dire sur les matrices J (6.4). Pour étudier la
dynamique hors d’équilibre de ce système, on peut considérer plusieurs grandeurs en lien
avec la densité à partir du maximum ou le premier gap :




















































































En eﬀet, en utilisant la déﬁnition de la densité à partir du maximum (7.1), la fonction
�gN(t)� est donnée par la transformée de Laplace de cette densité
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Application de la densité à partir du maximum au modèle de Sherrington-Kirkpatrick
Il est alors intéressant d’étudier l’inﬂuence de nos diﬀérents résultats, en particulier des
comportements asymptotiques (8.2) sur la dynamique de ce système. Notons que ce
contexte fait apparaître des questions d’automoyennage non triviales, il est en eﬀet a
priori nécessaire de s’intéresser à la moyenne �gN(t)� pour avoir la relation (8.18). On
pourra trouver de plus amples détails dans notre travail en collaboration avec Y.Fyodorov
[124]. Nous retrouvons par exemple dans le régime 1 ≪ t ≪ N 2/3 et 1 ≪ t′ ≪ N2/3, qui




















En particulier dans la limite t − t′ ≫ 1 (toujours dans le régime 1 ≪ t ≪ N 2/3 et
1≪ t′ ≪ N2/3), on trouve








(t− t′)3/2 , (8.21)
qui est en accord avec la théorie de local scale invariance [81]. Dans le cas où les deux




, on trouve que
le régime de quasi-équilibre [98] est directement donné à partir de la densité proche du





















x−3/2 , x≪ 1
x−2 , x≫ 1 . (8.24)
Le comportement à petit x (qui provient du comportement de ρ˜E(r˜) à grand r˜) se raccorde
bien avec le régime précédent (8.21) tandis que le régime à grand x correspond quant à
lui à un résultat nouveau.
8.4 Densité à partir du maximum et premier gap à
λmax ﬁxée
Nous n’avons étudié pour l’instant que la densité à partir du maximum ρDOS(r,N)
et la densité de probabilité du premier gap pGAP(r,N) moyennées sur toutes les valeurs
possibles de la valeur propre maximale λmax (7.3) et (7.4). Il peut également être inté-
ressant d’étudier ces deux quantités lorsque l’on contraint la valeur propre maximale à
valoir une certaine valeur y donnée ρDOS(r|y,N) et pGAP(r|y,N). Ce genre de contrainte
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Figure 8.3: Tracé de ρ˜edge(r˜|0) (gauche) et p˜typ(r˜|0) (droite) pour trois valeurs de β
(β = 1 en rouge, β = 2 en vert et β = 4 en bleu). Les données numériques (points) sont
obtenues en simulant 2.107 matrices de taille 200 × 200 et en ne gardant que les cas où
|λmax −
√
2N | < 0.1. Nous donnons également les résultats exacts obtenus pour β = 2
(8.27) et (8.28) (ligne verte).
se retrouve naturellement en particulier avec le modèle des matrices de Markov aléatoires,
matrices dont les éléments sont des variables aléatoires sur [0, 1] et dont la somme sur
chaque colonne est 1, qui ont la propriété d’avoir leur valeur propre maximale exactement
égale à 1. Ces quantités contraintes doivent posséder les mêmes régimes d’échelle que les










2N1/6r|√2N1/6(y −√2N)) . (8.26)
Régime de bords lorsque λmax est ﬁxée
Dans le cas β = 2, nous avons obtenu ces quantités [126] au cours de notre calcul dans
l’équation (F.16) de l’appendice F.
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2(u)du et q(x)g˜(r˜, x) = −r˜ �∞x q(u)f˜(r˜, u) du et l’indice s correspond à des
quantités translatées de r˜ c’est-à-dire qs = q(x− r˜), Rs = R(x− r˜), F2,s = F2(x− r˜), f˜s =
f˜(−r˜, x− r˜), g˜s = g˜(−r˜, x− r˜). Remarquons que dans cette formule, obtenue en utilisant
le lien entre le premier gap et la densité à partir du maximum (7.5), il est nécessaire
d’utiliser les quantités translatées à cause du rôle diﬀérent de la variable muette y qui est
la plus grande valeur propre dans (7.3) et la seconde dans (7.4). En utilisant l’analyse
numérique développée dans la section 7.4.2, il est possible de calculer ces quantités et de
les confronter à des résultats obtenus en simulant un grand nombre de matrices. Nous
traçons dans la ﬁgure 8.3 les résultats obtenus lorsque l’on contraint λmax =
√
2N , c’est-
à-dire lorsque x = 0, pour les cas β = 1, 2 et 4. Ces données sont bien en accord avec les
formules (8.27) et (8.28) pour le cas β = 2.
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Chapitre 9
Statistique d’extrêmes pour les
matrices de Wishart
Après avoir présenté le modèle des matrices de Wishart dans la section 9.1, nous
introduisons la famille de polynômes orthogonaux dans la section 9.2 pour étudier la
statistique de la valeur propre minimale en suivant la méthode de Nadal et Majumdar
[118]. À l’aide de cette analyse, nous retrouverons les comportements de la statistique de
la valeur propre minimale [155] à N ﬁni (section 9.3), dans la limite de hard edge (section
9.4) et dans la limite de soft edge (section 9.5). De plus, notre étude prouve une conjecture
faite par Edelman et al. [47] (9.55).
9.1 Modèle des matrices de Wishart
Les matrices de Wishart (parfois appelées matrices de Laguerre ou encore matrices
de Laguerre-Wishart) sont des matrices aléatoires possédant diverses applications. Les
matrices de Wishart sont construites à partir de matrice dont les éléments sont gaussiens.
Nous nous contenterons par la suite de ne parler que des matrices de Wishart complexes
β = 2. Une telle matrice de Wishart X est une matrice complexe carrée N × N qui
est formée par le produit X = Y †Y avec Y une matrice rectangulaire N ×M dont les
éléments sont des gaussiennes complexes indépendantes N [0, 1]+ iN [0, 1] et †Y la matrice
hermitienne conjuguée de Y . On supposera par la suiteM ≥ N , quitte à inverser le rôle de
M et N , et noteronsM = N+a. Ces matrices ont été introduites par Wishart [165] dans le
domaine des statistiques pour la méthode d’analyse en composantes principales [117, 146].
Désormais, les matrices de Wishart ont trouvé diverses applications : algorithmes de
traitement d’images [73], génétique des populations [25], ﬁnance [15], météorologie et
océanographie [134] ainsi qu’aux excursions répulsives que nous avons mentionnées dans
la section 4.2.2 [140, 156]. Cet ensemble est également très étudié car, comme nous le
verrons, il possède de multiples comportements très intéressants sur les bords du spectre.
Cet ensemble de matrices aléatoires est, comme le sont les ensembles gaussiens (6.2),
invariant par changement de base unitaire. On peut donc oublier la statistique des vecteurs
propres et ne garder que celle des valeurs propres qui s’écrit dans ce cas [87]














avec ZN une constante de normalisation et où les valeurs propres λ1, λ2,· · · , λN ne peuvent
être que positives à cause de la déﬁnitionX = Y †Y . A priori, a = M−N est naturellement
un entier positif. Il est néanmoins nécessaire de généraliser au cas où a est un réel pour
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étudier certains problèmes, par exemple les excursions répulsives nécessitent d’avoir a =
1/2 [140, 156]. Les ﬂuctuations des valeurs propres sont encore une fois caractérisées par
les deux régimes que sont le régime de volume et le régime de bord. On peut réécrire cette
loi jointe (9.1) comme un poids de Boltzmann














Une étude en ordre de grandeur de ce poids de Boltzmann, comme nous l’avons déjà fait
pour le cas gaussien (6.9), permet de trouver que le comportement de volume des valeurs






�δ(λi − λ)�, (9.3)
où la moyenne �· · · � correspond à la moyenne suivant la loi de probabilité jointe (9.1).
Dans la limite thermodynamique de N grand, cette densité tend, dans le régime de volume
λ ∼ O(N), vers la loi de Marcenko-Pastur
lim
N→∞
Nρ0(xN,N) = ρMP (x) =
�
(x− x−)(x+ − x)
2πx , (9.4)
où les deux bornes du support sont données en fonction du paramètre c = N/M ≤ 1 par
x± = (c−1/2 ± 1)2 . (9.5)
Nous avons tracé dans la ﬁgure 9.1 la loi de Marcenko-Pastur (9.4). Dans le cas où
c < 1, cas (a) sur la ﬁgure, la densité moyenne s’annule comme une racine au voisinage
de chacun de ces bords (x− et x+). On s’attend donc à retrouver la classe d’universalité
soft edge, à laquelle appartient le modèle des matrices gaussiennes, pour la statistique
d’extrêmes (minimum et maximum) lorsque l’on considère des valeurs propres d’ordre















− x− ⇒ λmin −Nx− ∼ N1/3 . (9.6)
On retrouve ainsi pour ce cas la loi de Tracy-Widom et le noyau d’Airy (en utilisant
la bonne loi d’échelle) à la fois pour la statistique de bord proche du maximum et du
minimum. Remarquons que pour obtenir ce cas, il est nécessaire de prendre la limite N
vers l’inﬁni et a vers l’inﬁni avec le paramètre c = 1/(1 + a/N) ﬁni. Si le paramètre a









Proche du bord x+ = 4, cette densité moyenne s’annule encore une fois comme une racine
et l’on s’attend encore une fois à retrouver la classe d’universalité soft edge pour la sta-
tistique du maximum (Tracy-Widom et noyau d’Airy en utilisant la bonne loi d’échelle).
Par contre, proche de x− = 0, la densité moyenne possède une divergence (intégrable)
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0 x− x+
(a) c < 1 (b) c = 1
x− = 0 x− = 4
Figure 9.1: Loi de Marcenko-Pastur 9.4. (a) Dans le cas où c < 1, la loi de Marcenko-
Pastur s’annule comme une racine au voisinage de chacun de ces bords. On s’attend donc
à retrouver le classe d’universalité de soft edge pour les deux régimes de bords. (b) Dans
le cas où c < 1, la loi de Marcenko-Pastur s’annule comme une racine au voisinage de
x+ = 4 mais possède une divergence intégrable en x− = 0. On s’attend donc à retrouver
le classe d’universalité de soft edge dans le régime de bord vers x+ = 4 et à trouver une
nouvelle classe d’universalité, la classe d’universalité de hard edge dans le régime de bord
vers x− = 0 .
ρMP (x) ∼ x−1/2. On s’attend alors à observer une nouvelle classe d’universalité au voisi-
nage de la valeur propre minimale λmin, on parle d’universalité hard edge. La loi d’échelle














λ ⇒ λmin ∼ N
−1. (9.8)
Nous verrons que la statistique de la valeur propre minimale λmin ∼ N−1 est donnée par
un système faisant intervenir une équation de Painlevé III. Nous cherchons alors par la
suite à étudier la distribution de la valeur propre minimale
FN (t) = Pr .[λmin = min
1≤i≤N







dλ2 · · ·
� ∞
t
dλNPjoint(λ1,λ2, · · · ,λN), (9.10)
dans la limite thermodynamique de grand N pour les deux classes d’universalité qui sont
de hard edge et de soft edge.
9.2 Polynômes orthogonaux
Pour étudier la statistique de la valeur propre minimale, on introduit encore une fois




�πk|πk′� = �∞t e−λλaπk(λ)πk′(λ)dλ = hkδk,k′,
πk(λ) = λk + ζkλk−1 + ...
(9.11)
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qui sont des polynômes de la variable λ qui dépendent des paramètres t et a. Nous avons
introduit pour ce cas les variables ζk qui sont les seconds coeﬃcients des polynômes.
Quand le paramètre t tend vers 0, ces polynômes orthogonaux dégénèrent en polynômes
de Laguerre généralisés (22). En utilisant ces polynômes orthogonaux, il est standard de
réécrire, comme nous l’avons fait dans le cas gaussien (7.23), la distribution de la valeur







Comme pour le cas gaussien (7.11), on peut écrire une relation de récurrence à 3 termes
pour ces polynômes [147]
λπk = πk+1 + Skπk +Rkπk−1. (9.13)
Une étude approfondie [128] des variables Sk, Rk, hk et ζk permet de montrer que les
variables Sk et Rk vériﬁent les relations de récurrence dite de Schlesinger [102]
�
Sk − Rk+1 +Rk = t∂tSk,
2− Sk+1 + Sk = t∂tRk+1Rk+1 ,
(9.14)
avec les conditions initiales
�





+ a + 1,
R0 = 0.
(9.15)





Sk = −t∂t log hk + 2k + a + 1 . (9.17)




Il n’est pas diﬃcile de montrer que ce système d’équations détermine de façon unique les
diﬀérentes variables Sk, Rk, hk et ζk. En analysant ce système d’équations [8, 128], il est





Rk+2 − Rk = Sk+1(2k + 4 + a+ t− Sk+1)− Sk(2k + a+ t− Sk)− 2t,
Sk+1(Sk+1 − t) = Rk+1(2k + 1 + a+ t− Sk+1 − Sk)
−Rk+2(2k + 5 + a + t− Sk+2 − Sk+1).
(9.19)
Il est possible, à partir de ces diﬀérents résultats de réécrire la distribution de la valeur
propre minimale (9.12) sous la forme
t∂t log (FN(t)) = ζN +N(N + a) . (9.20)
On introduit alors les grandeurs
�
θk = 2k + 1 + a− Sk,
ωk = −Rk − ζk. (9.21)
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On peut montrer [68, 128] que les équations de Laguerre-Freud (9.19) se réécrivent
ω2k = Rkθkθk−1 (9.22)
(ωk − kt)(ωk − (k + a)t) = Rk(θk + t)(θk−1 + t). (9.23)
On trouve alors l’équation
ω2k − θk(θk − a− 2k + t)ωk − θk(kt(k + a) + (θk + t)ζk) = 0, (9.24)
qui, comme nous allons le voir, permet facilement d’étudier la limite thermodynamique
de grand N dans le régime de hard edge.
9.3 Équation de Painlevé V à N ﬁni
Nous allons dans cette partie dériver l’équation de Painlevé V qui gouverne la statis-
tique de la valeur propre minimale lorsque la taille N de la matrice est ﬁnie. Pour cela,
nous posons la fonction
HN = t∂t log(FN(t)) = N(N + a) + ζN . (9.25)










En utilisant les relations (9.18) et (9.21) couplées aux conditions initiales (9.15), on trouve
alors l’équation
−t∂tζk = −Rk − ζk = ωk. (9.27)
Cette équation permet, en dérivant (9.25) par rapport à t, d’écrire
t∂tHN = −ωN = ζN +RN = HN −N(N + a) +RN . (9.28)
En redérivant cette équation par rapport à la variable t, on trouve
∂tRN = t ∂2tHN . (9.29)
En utilisant la seconde équation de Schlesinger (9.14), on trouve avec la déﬁnition (9.21)
t∂tRk = Rk(2− Sk − Sk−1) (9.30)
= Rk(θk − θk−1) . (9.31)
À partir du résultat (9.22), il est possible de réécrire cette dernière équation à l’aide de
quantités prises au même indice




En combinant les équations (9.29) et (9.32), on trouve alors
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De plus, en utilisant l’équation (9.24) avec la déﬁnition de ωk (9.21) pour éliminer la
grandeur ζk, on trouve









= N(N + a)t− (2N + a)ωN − tRN − t2∂2tHN (9.35)
2RNθN = N(N + a)t− (2N + a)ωN − tRN + t2∂2tHN . (9.36)
En multipliant terme à terme ces deux équations, on obtient





Il ne reste qu’à éliminer dans cette équation les grandeurs ωN et RN en utilisant (9.28)




=4 (∂tHN)2(HN −N(N + a)− t∂tHN) + ((2N + a− t)∂tHN +HN)2. (9.38)
Équation de Painlevé V
9.4 Étude du hard edge
On cherche désormais à étudier la limite asymptotique de hard edge, c’est-à-dire la
limite thermodynamique N grand avec un paramètre a ﬁni (et donc c tendant vers 1).
Nous avons vu (9.8) que dans ce régime, la valeur propre minimale était d’ordre N−1.
Ainsi, pour obtenir le régime de bord, il est nécessaire d’analyser la limite d’échelle
N →∞ , t→ 0 , x = Nt ﬁni . (9.39)
Une méthode pour analyser ce comportement est d’utiliser ce régime d’échelle dans l’équa-
tion de Painlevé V (9.38) [68, 155]. Cette méthode permet bien de trouver l’équation de
Painlevé III propre au régime de hard edge mais il est diﬃcile d’étudier les premières cor-
rections. L’analyse de l’équation (9.24) dans le bon régime d’échelle, permet quant à elle
de trouver les premières corrections et de vériﬁer une conjecture de Edelman et al. [47].
Pour étudier la limite d’échelle (9.39), nous commençons par étudier le cas t = 0. Dans
ce cas, la famille de polynômes orthogonaux est la famille des polynômes de Laguerre





πk(λ)|t=0 = L(a)k (λ)k!(−1)k,
hk|t=0 = (k + a)!k!,
Rk|t=0 = k(k + a),
Sk|t=0 = 2k + a+ 1,
ζk|t=0 = −k(k + a).
(9.40)
En dérivant la déﬁnition des polynômes orthogonaux (9.11) par rapport à la variable t,
on trouve, car les polynômes sont unitaires
∂thk = −e−αttaπ2k(t). (9.41)
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On peut alors réintégrer cette équation lorsque t est proche de 0 pour trouver à l’aide des
résultats (9.40)




En utilisant le comportement d’échelle (9.39), on peut réécrire cette équation comme














ce qui suggère l’ansatz










où l’on a introduit une fonction f(x) dont on connaît pour l’instant uniquement le com-
portement à petit x




En utilisant cet ansatz dans les relations (9.16) et (9.17) on trouve
�
RN = N(N + a) + xf ′(x)− f(x) + o (1) ,







Comportement asymptotique de Rn et Sn dans la limite de hard edge
Mentionnons que le développement de hN−1 fait apparaître dans la fonction f l’argument























où les premiers termes sont donnés par l’équation (9.46). En injectant ces développements
(9.47) dans les équations de Schlesinger (9.14), on peut calculer terme à terme les diﬀérents
















En utilisant l’équation (9.18), on peut calculer ζN avec la même précision
ζN = −(N + a)N + f(x) +
a
2N





À partir de la déﬁnition (9.21), on peut obtenir les développements de θN et ωN que l’on
injecte alors dans l’équation (9.24) (avec t = x/N), pour obtenir l’équation de Painlevé
III
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Figure 9.2: Comparaison entre la formule (9.53) (lignes) et des données obtenues en
générant 3.107 matrices de Wishart de taille N = 50 (points) dans le cas de diﬀérents
a entiers. Le graphique de gauche compare log(FN(x/N)) à la formule de log(F∞(x))
donnée en équation (9.54). Le graphique de droite analyse les corrections à cette formule








(xf ′′)2 + 4f ′(1 + f ′)(xf ′ − f) = (af ′)2. (9.50)
Équation de Painlevé III
On retrouve, d’une autre façon, un résultat obtenu par Tracy et Widom [155]. Notons
que dans leur papier, la fonction σ(s) est donnée par −f(s/4). Dans le cas où a est un
entier, il est possible de résoudre cette équation avec la condition aux limites (9.45) [66]
et d’exprimer la fonction f à partir de la fonction de Bessel modiﬁée de première espèce
(16)












































Ainsi, au premier ordre, la distribution de la valeur propre minimale est donc donnée par
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Distribution de la valeur propre minimale
où la fonction f vériﬁe l’équation de Painlevé III (9.50) [155]. Comme le montre la partie
gauche de la ﬁgure 9.2, cette formule colle bien aux données obtenues en simulant un
grand nombre de matrices de Wishart pour les cas a entier en utilisant le résultat (9.51).
















xF ′∞(x) . (9.55)
Correction à la distribution de la valeur propre minimale
La partie droite de la ﬁgure 9.2 étudie le second ordre du développement de FN en traçant
la grandeur N log(FN (x/N)/F∞(x)) qui d’après (9.53) est égale à a2f(x) que l’on peut
calculer en utilisant (9.51).
9.5 Étude du soft edge
On cherche dans cette partie à étudier la limite de soft edge. Nous avons vu dans
la section 9.1 que cette limite s’obtient en prenant a d’ordre N pour que le paramètre
c = 1/(1+a/N) tendent vers une valeur inférieure à 1 dans la limite de N grand. On pose
donc pour la suite a = αN . Dans cette limite, la moyenne de la valeur propre minimale est
donné par le bord du spectre, au premier ordre �λmin� ∼ Nx− (9.5) avec des ﬂuctuations
autour de cette moyenne d’ordre N 1/3 (9.6). On pose donc




où m est un paramètre qui ne dépend que de α. En utilisant ce régime d’échelle, la







+ O(N−1/3) . (9.57)
En utilisant ce développement on trouve que la quantité HN admet le développement
HN = t∂t logFN(t) = −mx−
∂xf0(x)
f0(x)
N2/3 + · · ·
= −mx−g0(x)N2/3 + · · · . (9.58)
Il ne reste alors qu’à injecter ce comportement dans l’équation de Painlevé V (9.38), en










(∂xg0(x))2 − x∂xg0(x) + g0(x)
�
= 0 . (9.59)
La solution de cette équation est alors g0(x) =
�∞
x q
2(u)du avec q la solution de Hastings-
McLeod, de l’équation de Painlevé II (6.20). Finalement, on retrouve bien la distribution
de Tracy-Widom (6.21)
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1 + α− 1)4/3
















Analyse du régime de bord pour des
matrices gaussiennes unitaires
Nous avons vu dans le texte que la fonction f˜(r˜, x) vériﬁent une équation de Schrö-
dinger supersymétrique (7.41). En eﬀet, en utilisant l’équation de Painlevé II (6.20) que
















= −Q′(x) +Q2(x) , (F.1)




On peut alors introduire [63, 126] la fonction g˜(r˜, x) telle que
∂xg˜(r˜, x) = rf˜(r˜, x) +Q(x)g˜(r˜, x) (F.3)
∂xf˜(r˜, x) = −Q(x)f˜ (r˜, x)− g˜(r˜, x) . (F.4)
En eﬀet, en dérivant la seconde équation, on retrouve bien l’équation de Schrödinger (7.41)
en utilisant la forme supersymétrique (F.1).
∂2xf˜(r˜, x) = −Q′(x)f˜(r˜, x)−Q(x)∂xf˜(r˜, x)− ∂xg˜(r˜, x)
= −Q′(x)f˜(r˜, x)−Q(x)
�










f˜(r˜, x)− rf˜(r˜, x) . (F.5)






















Remarquons que la première équation (F.3) peut s’intégrer, en utilisant le comportement
asymptotique (7.41), sous la forme [126]
q(x)g˜(r˜, x) = −r
� ∞
x
q(u)f˜(r˜, u)du . (F.7)
On peut alors montrer [63, 126] que la paire de fonction
�
f˜(r˜, x), g˜(r˜, x)
�
forment une
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En utilisant que f˜(r˜, x) = 2−1/6G(r˜, x) dans la forme limite du noyau (7.42) avec l’équation














f˜(r˜, x)g˜(r˜′, x)− f˜(r˜′, x)g˜(r˜, x)
π(r˜ − r˜′) . (F.9)
Pour calculer la densité à partir du maximum ρmax(r,N) (7.26), il est nécessaire de
connaître les comportements de KN(y − r, y − r) et KN (y, y − r). En prenant r˜ = 0
dans l’équation de Schrödinger (7.41), on trouve que la solution possédant le bon com-
portement à grand x est
f˜(r˜ = 0, x) = 2−1/6
√
πq(x) . (F.10)









−N1/622/3 g˜(r˜, x)q(x)√πr˜ . (F.11)
En utilisant la règle de L’Hospital, on peut calculer le noyau au point coïncidant en
utilisant les équations (F.8)






























où l’on a noté f˜ = f˜(r˜, x) et g˜ = g˜(r˜, x). En utilisant les résultats à r˜ = 0, on trouve alors







On retrouve donc en utilisant l’identité (7.25) que la distribution de la valeur propre








En utilisant les expressions (F.11), (F.12) et (F.15) dans la densité à partir du maximum


































où l’on a utilisé les notations abrégées q = q(x), R = R(x), F2 = F2(x), f˜ = f˜(r˜, x) et


























= −f˜ 2 . (F.18)
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f˜ 2(r˜, u) du− q2(x) g˜(r˜, x)
r˜2
�
F2(x) dx . (F.19)
Cette expression peut encore être simpliﬁée pour trouver le résultat (7.43) en utilisant

























F2(x) dx . (F.21)
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Annexe G
Densité à partir du maximum et
premier gap pour des matrices de
Wishart a = 0
À partir des développements (9.46), il est sûrement possible de reproduire l’étude
que l’on a faite dans le chapitre 7 pour les matrices gaussiennes unitaires. Nous nous
concentrerons uniquement ici sur le cas des matrices de Wishart a = 0. Dans ce cas, nous
verrons qu’il est facile de calculer la densité à partir du minimum ainsi que le premier
gap.
G.1 Modèle de Wishart pour a = 0
Dans le cas où a = 0, la loi jointe des valeurs propres devient (9.1)












En particulier, cette loi vériﬁe
Pjoint(λ1 + t,λ2 + t, · · · ,λN + t) = e−NtPjoint(λ1,λ2, · · · ,λN). (G.2)








dλ2 · · ·
� ∞
t







dz2 · · ·
� ∞
0
dzNPjoint(z1, z2, · · · , zN)e−Nt (G.4)
= e−Nt , (G.5)
où la dernière ligne est obtenue en utilisant la normalisation de la loi jointe. Ainsi, dans
le cas a = 0, la valeur propre minimale est d’ordre O(N−1) et est distribuée suivant une
loi exponentielle. On retrouve évidemment les ﬂuctuations du hard edge (9.8). Notons que
la distribution exponentielle est bien en accord avec le résultat (9.54) avec la fonction
f(x) = −x (9.51), les corrections (9.55) étant pour ce cas nulles. Via l’identité (G.2), il




dxLk(x)Lk′(x)e−x = δk,k′. (G.6)
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Le noyau est alors donné par, en utilisant la formule de Christoﬀel-Darboux











En particulier, le noyau pris au point coïncident est, en utilisant les propriétés des poly-
nômes de Laguerre
KN (x, x) = N
�
L′N−1(x)LN (x)− LN−1(x)L′N (x)
�
e−x (G.9)


















































x− y , (G.11)
où les fonctions J0 et J1 sont les deux premières fonctions de Bessel de première espèce
(15). Notons qu’il est similaire d’utiliser la famille des polynômes introduite au chapitre
(9.11) qui sont donnés par des polynômes de Laguerre translatés.
G.2 Densité de valeurs propres
En utilisant les résultats classiques de la méthode des polynômes orthogonaux, on peut
















NLN−1(x)2 − LN−1(x)LN (x)− (N − 1)LN−2(x)LN (x)
�
. (G.13)
Dans la limite de N grand, on retrouve bien le régime de volume de Marcenko-Pastur
(9.7) avec c = 1
lim
N→∞


























1− r , r → 0
1
π√r , r →∞ ,
(G.16)
le comportement à r grand se raccordant parfaitement avec la loi de Marcenko-Pastur
c = 1 (9.7).
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G.3 Densité à partir de la valeur propre minimale
Nous étudions alors la densité à partir de la valeur propre minimale déﬁnie, de manière







δ(λmin + x− λi)� , (G.17)
où l’on a noté imin l’indice de la valeur propre minimale λimin = λmin. En utilisant l’identité
(G.2), il est possible de donner une expression de cette densité à partir de la valeur propre







dλ3 · · ·
� ∞
λmin







dz3 · · ·
� ∞
0




dz3 · · ·
� ∞
0














(Nx− 1)LN−1(x)2 + (2− x)LN−1(x)LN (x)
−x(N − 1)LN(x)LN−2(x)− LN(x)2)
�
. (G.19)











en eﬀet, dans ce régime, les ﬂuctuations de la valeur propre minimale sont imperceptibles,
on peut donc remplacer λmin par sa moyenne 0 dans la déﬁnition de la densité à partir de
la valeur propre minimale (G.17). Il est également possible d’étudier à partir de la formule




















Régime de bord de la densité à partir du minimum







, r → 0
1
π√r , r →∞ ,
(G.22)
le comportement à petit r provenant des interactions entre les deux plus petites valeurs
propres est encore une fois quadratique à cause du déterminant de Vandermonde présent
dans la loi jointe (G.1) et le comportement à r grand se raccordant parfaitement avec la
loi de Marcenko-Pastur c = 1 (9.7).
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Figure G.1: Comparaisons entre les formules pour N = 4 de la densité (G.13), de la
densité à partir du maximum (G.19) et du premier gap (G.25) et des résultats numériques
obtenus en générant 106 matrices de Wishart de taille 4× 4.
G.4 Statistique du gap entre les deux plus petites
valeurs propres
Il est possible de calculer la statistique du gap entre les deux plus petites valeurs
propres en utilisant l’identité (G.2). Remarquons que dans ce cas, la formule (7.5) qui
donne un lien entre la densité à partir du maximum et la statistique du premier gap n’est
pas valable car, si l’on reprend la démonstration (7.3) et (7.4), le domaine des valeurs
propres λ < 0 est interdit. En notant λimin = λmin la plus petite valeur propre et λi2 la
seconde, la statistique du premier gap est donnée par
pgap(x,N) = �δ(λimin − λi2 + x)� . (G.23)
En utilisant l’identité (G.2), il est encore une fois possible d’exprimer cette quantité en
termes du noyau (G.8) [113]
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En utilisant les résultats (G.8) et (G.9), la statistique du premier gap se réécrit en fonction





(2 + x)LN−1(x)LN (−x)− (1 +Nx)LN−1(−x)2 (G.25)
+(N − 1)xLN−2(−x)LN (−x)− LN (−x)2
�
,
dont on peut tirer le régime typique du premier gap
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G. Densité à partir du maximum et premier gap pour des matrices de Wishart a = 0
0
0.5




Figure G.2: Comparaisons entre les comportements de bord de la densité (G.15), de la
densité à partir du maximum (G.21) et du premier gap (G.26) et des résultats numériques
obtenus en générant 106 matrices de Wishart 50× 50. Les lignes pointillées représentent

























Régime typique du premier gap
où I0 et I1 sont les deux premières fonctions de Bessel modiﬁées (16). Cette formule peut
aussi être obtenue à partir du résultat (9.51) de Forrester et Hughes [66]. Les régimes











8πr , r →∞ ,
(G.28)
le comportement à petit r provenant encore une fois des interactions entre les deux plus
petites valeurs propres (G.22). Le comportement à r grand correspond au premier ordre
à la distribution de la valeur propre minimale (G.3). Nous traçons dans la ﬁgure G.1 les
formules exactes pour la densité (G.13), la densité à partir du maximum (G.19) et le
premier gap (G.25) pour N = 4 que nous comparons à des résultats numériques obtenus
en générant 106 matrices de Wishart 4× 4. La ﬁgure G.2 reprend les comportements de
bord de la densité (G.15), de la densité à partir du maximum (G.21) et du premier gap





La statistique des valeurs extrêmes est une question majeure dans de nombreux con-
textes comme par exemple les sciences de l’environnement et la ﬁnance. En eﬀet, dans ces
diﬀérentes situations, les statistiques d’extrêmes ont des applications concrètes comme
la prédiction de la distribution de probabilité des plus hautes crues de rivières, la taille
des vagues scélérates, le montant d’importantes pertes ﬁnancières dues aux ﬂuctuations
du marché boursier, etc... Récemment, l’étude des systèmes complexes et désordonnés
a naturellement conduit les statistiques d’extrêmes à jouer un rôle crucial en physique
statistique. En eﬀet, la caractérisation des propriétés statistiques du maximum Xmax ou
du minimum Xmin d’un ensemble de N variables aléatoires x1, x2, ...xN a trouvé de nom-
breuses applications dans cette branche de la physique théorique. La description de la
statistique d’un extremum global, Xmax ou Xmin, est certainement une caractéristique
importante d’une collection de variables aléatoires mais celle-ci ne décrit les ﬂuctuations
que d’une seule variable parmi un grand nombre de variables aléatoires. Une question
naturelle qui se pose alors est la suivante : ces valeurs extrêmes sont-elles isolées, loin
des autres variables ou bien au contraire existe-t-il un grand nombre d’autres variables
proches de ces valeurs extrêmes ? C’est une question cruciale dans le contexte des systèmes
désordonnés où les propriétés de basse température sont gouvernées par des états excités
proche du niveau d’énergie minimale (le niveau fondamental).
Ces questions ont naturellement débouché sur l’introduction de la densité d’état à
partir de ces extrêmes (5) étudiée tout au long de cette thèse. Toutefois les résultats
précédemment obtenus sur cette quantité étaient restreints à l’étude d’ensemble de va-
riables aléatoires indépendantes et identiquement distribuées [139], cas où les statistiques
d’extrêmes sont maintenant très bien comprises grâce notamment à l’identiﬁcation des
trois classes d’universalité : Gumbel, Fréchet et Weibull. Pourtant de nombreux modèles
fondamentaux de physique statistique mettent en jeu de fortes corrélations entre les dif-
férents degrés de liberté du système. C’est le cas par exemple des marches au hasard
(mouvement brownien), des matrices aléatoires, des modèles de croissance stochastique
ou bien encore des modèles de systèmes étendus en milieu aléatoire (comme le polymère
dirigé dans un potentiel désordonné). Il existe beaucoup moins de résultats dans les cas
où les variables sont fortement corrélées qui possèdent une plus grande richesse de com-
portement. C’est dans ce but que s’inscrit cette thèse, aﬁn d’étudier divers aspects de
la théorie des extrêmes de variables aléatoires fortement corrélées sur les deux modèles
que sont le mouvement brownien et les matrices aléatoires. Ces deux modèles sont non
triviaux et permettent d’obtenir des résultats analytiques exacts.
La première partie de cette thèse concerne l’étude de la densité à partir du maximum
pour diﬀérents mouvements browniens (brownien libre, pont, excursion, méandre, brow-
nien réﬂéchi et pont réﬂéchi). J’ai calculé pour chacun des cas, en utilisant une méthode
utilisant des propagateurs, la densité moyenne à partir du maximum (3.18), (3.25), (3.28),
(3.29) et (3.30). Ces diﬀérentes distributions permettent d’aﬃner les modèles en fonction
des contextes (ensemble de variables libres, périodiques, bornées...). J’ai également remar-
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qué que la transformation de Vervaat, schématisée dans la ﬁgure 3.2, démontre que les
statistiques d’extrêmes du pont et de l’excursion sont identiques. J’ai ensuite utilisé cette
méthode pour étudier le cas de plusieurs marches aléatoires indépendantes ou contraintes
à ne pas se croiser ainsi que l’étude temporelle des positions à une distance r du maximum
dans le chapitre 4. Par la suite, j’ai développé dans le chapitre 5 une nouvelle approche
théorique fondée sur la technique d’intégrale de chemin, qui permet d’étudier les fonction-
nelles du maximum (encadré 5.22 dans le cas du brownien libre et 5.26 dans le cas du pont
et de l’excursion). Cette nouvelle méthode m’a permis de calculer la distribution complète
de la densité à partir du maximum pour ces cas (5.36) et (5.61). Enﬁn, j’ai appliqué cette
méthode pour calculer la statistique d’une certaine famille de fonctionnelle du maximum
(5.69) qui possède de multiples applications comme le calcul de l’aire sous un brownien,
le coût de l’algorithme optimal de recherche du maximum d’une marche aléatoire ainsi
que le temps maximal pour une particule balistique pour traverser un potentiel aléatoire
brownien. Ces résultats suggèrent plusieurs extensions intéressantes, il est ainsi naturel
de se demander ce que deviennent ces résultats pour des marches aléatoires en temps
discrets ainsi que pour des marches de Lévy. Dans ces cas, il n’est pas possible d’utiliser
la méthode l’intégrale de chemin, il est donc nécessaire de développer dans ces cas la
méthode des propagateurs. Une façon diﬀérente d’étudier les statistiques des extrêmes et
de considérer les statistiques d’ordre [21, 22, 115]. On s’intéresse alors non seulement à la
statistique du (premier) maximum mais également aux propriétés du second, troisième,
..., kième maximum. Ces statistiques d’ordres ont été étudiées pour des variables indépen-
dantes ainsi que dans le cas d’une marche aléatoire en temps discret unidimensionnelle
[142]. Il serait intéressant d’étudier ces quantités dans le cas du mouvement brownien
ainsi que les connexions entre les statistiques des gaps et la densité à partir du maximum.
Dans la seconde partie, j’ai étudié le cas où la collection de variables aléatoires for-
tement corrélées est composée des N valeurs propres d’une matrice aléatoire N ×N . En
premier lieu, nous avons utilisé dans le chapitre 7 une méthode fondée sur la méthode
des polynômes orthogonaux pour calculer analytiquement la densité à partir du maxi-
mum (7.26) ainsi que la statistique de l’écart entre les deux plus grandes valeurs propres
-le premier gap- (7.47) pour des matrices gaussiennes unitaires. J’ai obtenu une formule
explicite pour le premier gap, diﬀérente de celle obtenue par Witte et al. [166], faisant
intervenir des fonctions transcendantes de Painlevé. Il serait intéressant de montrer que
ces deux formules coïncident. Je n’ai étudié dans ce cas que les ﬂuctuations typiques du
gap, il serait par ailleurs intéressant de poursuivre cette étude en étudiant les ﬂuctua-
tions dites atypiques (régime de grande déviation). J’ai ensuite généralisé dans la section
8.1 certains résultats, en particulier les régimes d’échelles et les comportements asymp-
totiques, au cas des matrices appartenant aux ensembles gaussiens β. La généralisation
de ces résultats pour β = 1 permet de trouver de nouveaux régimes intéressants dans
le modèle de verre de spin en champ moyen de Sherrington-Kirkpatrick. Il serait ainsi
utile de calculer directement ces quantités pour β = 1. J’ai également obtenu, la densité
à partir du maximum (8.27), ainsi que le premier gap (8.28), lorsque la valeur propre
maximale est contrainte ce qui devrait permettre de mieux comprendre les statistiques
d’extrêmes pour des modèles de matrices aléatoires dont la valeur propre maximum est
ﬁxée comme les matrices de Markov aléatoires. Il serait intéressant de poursuivre cette
étude en analysant les diﬀérents gaps successifs : le second, le troisième, ... le kième gap
avec k ≪
√
N pour rester dans le régime de bord, des résultats numériques préliminaires
montrent en eﬀet que cette quantité possède des lois d’échelle intéressantes. Enﬁn, comme
nous l’avons mentionné (6.29), les positions de N fermions 1D sans spin conﬁnés dans
un potentiel harmonique sont distribuées suivant la même loi de probabilité jointe que
les valeurs propres de l’ensemble gaussien unitaire [51, 111]. Il serait ainsi intéressant de
mesurer expérimentalement les propriétés de bord du spectre comme la densité à partir du
maximum et le premier gap. Il serait également utile d’étudier l’évolution de ces quantités
avec la température dans ce contexte [39]. J’ai également, dans le chapitre 9, adapté la
méthode des polynômes orthogonaux pour étudier les matrices de Wishart. En utilisant
cette méthode, j’ai redérivé les résultats sur les diﬀérentes statistiques de la valeur propre
minimale obtenus par Tracy et Widom [155]. J’ai en eﬀet montré que la distribution de
la valeur propre minimale est gouvernée par une équation de Painlevé V losque le nombre
de valeurs propres N est ﬁni (9.38), par une équation de Painlevé III dans la limite dite
de hard edge (9.50) et par une équation de Painlevé II, et donc la distribution de Tracy-
Widom, dans la limite de soft edge (9.60). J’ai également prouvé une conjecture faite
par Edelman et al. [47] sur la première correction de la distribution de la valeur propre
minimale (9.55). À partir des développements (9.46), il serait intéressant de reproduire
l’étude que l’on a fait dans le chapitre 7 pour étudier les statistiques de la densité à partir
de la valeur propre minimale ainsi que le premier gap pour l’ensemble des matrices de
Wishart dans la limite de hard edge.
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We study the statistics of near-extreme events of Brownian motion (BM) on the time interval ½0; t. We
focus on the density of states near the maximum, ðr; tÞ, which is the amount of time spent by the process
at a distance r from the maximum. We develop a path integral approach to study functionals of the
maximum of BM, which allows us to study the full probability density function of ðr; tÞ and obtain an
explicit expression for the moments h½ðr; tÞki for arbitrary integer k. We also study near extremes of
constrained BM, like the Brownian bridge. Finally we also present numerical simulations to check our
analytical results.
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Introduction.—Since its ﬁrst developments in the early
1930s, extreme value statistics (EVS) have found an
increasing number of applications. Besides the ﬁelds of
engineering [1], natural sciences [2], or ﬁnance [3,4],
where EVS have been applied for a long time, extreme
value questions play also now a key role in physics [5–7].
The standard question of EVS concerns the maximum
Xmax (or the minimum Xmin) among a collection of N
random variables X1; . . . ; XN . However the ﬂuctuations of
this global quantity Xmax give only a partial information
about the extreme events in this sequence of random
variables. For instance, if Xi’s represent the energy levels
of a disordered system, the low but ﬁnite temperature
physics of this system is instead determined by the statis-
tical properties of the states with an energy close to the
ground state, i.e., ‘‘near minimal’’ states [7–10]. Near-
extreme events are naturally related to the subject of order
statistics [11], where one considers not only the ﬁrst maxi-
mum Xmax but also the second or third one, and more
generally the kth maximum. Order statistics recently arose
in various problems of statistical physics to characterize
the crowding of near extremes [12–16].
Besides their relevance in physics, near extremes are
also important for various applied sciences. This is for
instance the case in natural sciences or in ﬁnance where
extreme events like earthquakes or ﬁnancial crashes are
usually preceded and followed by foreshocks and
aftershocks [17–19]. This is also a natural question in
climatology where a maximal (or minimal) temperature
is usually accompanied by a heat (or cold) wave, which
can have drastic consequences [20,21]. Similar questions
arise in the context of sporting events, like marathon
packs [22].
In all these situations a natural and useful quantity to
characterize the crowding of near extremes is the density of
states (DOS) near the maximum, ðr; tÞ [20]. For a con-
tinuous stochastic process xðÞ in the time interval ½0; t,




½xmax À xðÞ À rd; (1)
where xmax ¼ max0  txðÞ. Hence, ðr; tÞdr denotes the
amount of time spent by xðÞ at a distance within the
interval [r, rþ dr] from xmax (see Fig. 1). Hence ðr; tÞ
is similar to the so-called ‘‘local time’’ [23] Tlocðr; tÞ ¼R
t
0 ½xðÞ À rd, with the major difference that in Eq. (1)
the distances are measured from xmax, which is itself a
random variable. Note that, by deﬁnition,
R1
0 ðr; tÞdr ¼ t.
Clearly, ðr; tÞ is a random variable as it ﬂuctuates from
one realization of fxðÞg0  t to another one: an important
question is then to characterize its ﬂuctuations.
This question has attracted much attention during the
last 15 years, both in statistics [24,25], often motivated by
problems related to insurance risks, and more recently in
statistical physics [20], and in econophysics [26]. Despite
important literature on this subject, the only available
FIG. 1 (color online). One realization of the stochastic process
xðÞ on the time interval [0, t], with a width WðtÞ ¼
max0  txðÞ Àmin0  txðÞ. xðÞ spends a time ðr; tÞdr at
a distance within [r, rþ dr] (the green stripe) from the maxi-
mum xmax, with ðr; tÞ being the DOS (1). Inset: The average
DOS for BM hðr; tÞi ¼ ﬃﬃtp "ðr= ﬃﬃtp Þ where the exact scaling
function "ðxÞ in Eq. (2) is compared to simulations.
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results concern independent and identically distributed
random variables, where xð1Þ and xð2Þ for 1 � 2 are
uncorrelated (or weakly correlated [20]). Yet, many situ-
ations where near extremes are important, like disordered
systems or earthquakes statistics, involve strongly corre-
lated variables. Recent studies in physics, like the ﬂuctua-
tions at the tip of the branching Brownian motion [12,13],
or order statistics of time series displaying 1=f correla-
tions [14], including Brownian motion (BM) [15,16], have
also unveiled the importance of near-extreme statistics for
strongly correlated variables. Hence, any exact result on
near extremes of strongly correlated variables would be of
wide interest.
In this Letter, we make a ﬁrst step in that direction
and focus on the case where xðÞ is a one-dimensional
Brownian motion. It starts from xð0Þ ¼ 0, and evolves
via _xðÞ ¼ ðÞ, ðÞ being Gaussian white noise,
hðÞð0Þi ¼ ðÀ 0Þ. In this case, the time series
fxðÞg0  t is clearly a set of strongly correlated variables
as hxð1Þxð2Þi ¼ minð1; 2Þ [and hxð1Þi ¼ hxð2Þi ¼ 0].
For this simple yet nontrivial strongly correlated process,
we are able to provide a complete analytical characteriza-
tion of the statistics of ðr; tÞ. Let us begin by summarizing
our main results.
We ﬁrst focus on the average DOS and show that
hðr; tÞi ¼ t1=2 "ðr=t1=2Þ, such that R10 hðr; tÞidr ¼ t, with















where erfcðxÞ ¼ ð2= ﬃﬃﬃﬃp ÞR1x eÀy2dy. In the inset of Fig. 1
we show a plot of "ðxÞ. It behaves linearly, "ðxÞ $ 4x
for x! 0, vanishes as "ðxÞ / xÀ2eÀx2=2 for x! 1, and
exhibits a maximum for xtyp ¼ 0:514 54 . . . , slightly




0:797 88 . . . . The fact that "ðxÞ does not vanish too rapidly
as x! 0 indicates that, on average, there is no gap between
xmax and the rest of the crowd; hence ‘‘xmax is not lonely at
the top.’’ The mean DOS for BM (2) is thus quite different
from the independent and identically distributed case [20];
in that case, depending on whether the tail of the parent
distribution of the Xi’s decays slower than, faster than, or
as a pure exponential, the limiting mean DOS converges to
three different limiting forms, which are clearly different
from Eq. (2).
The DOS is a random variable (1) and its average is not
sufﬁcient to characterize its statistics. We thus study its full
probability density function (PDF) Ptð; rÞ, as a function
of , for different values of the parameter r. This PDF is a
particular case of a functional of the maximum of the BM.
In this Letter, we establish a general framework, using path
integral, to study such functionals of xmax and obtain
Ptð; rÞ exactly. We show that it has an unusual form
with a peak / ðÞ at  ¼ 0, in addition to a nontrivial
continuous background density ptð; rÞ for > 0. We
show that the amplitude of this peak / ðÞ has a proba-
bilistic interpretation, so that Ptð; rÞ reads
Ptð; rÞ ¼ FWðr; tÞðÞ þ ptð; rÞ; (3)
where FWðr; tÞ ¼ Prob:½WðtÞ  r, given in Eq. (13), is the
probability that the width WðtÞ ¼ max0  txðÞ À
min0  txðÞ is smaller than r. This can be understood
because ifWðtÞ is smaller than r, the amount of time spent
by the process at a distance within [r, rþ dr] from the
maximum is 0 (see Fig. 1), yielding the delta peak








p Þ is a regular function of , for r > 0
(see Fig. 2). We obtain an explicit expression of its Laplace
transform (LT) with respect to t given below [Eq. (12)].
From it we extract the asymptotic behaviors
p1ð; rÞ ¼
8<:p1ð0; rÞ þOðÞ; ! 02ﬃﬃﬃﬃ
2
p eÀðþ2rÞ2=2½1þOðÀ1Þ; ! 1 ; (4)
where p1ð0; rÞ is a nontrivial function of r, given in
Eq. (14). For BM, which is continuous both in space and
time, the probabilistic interpretation of p1ð; rÞ exactly at
 ¼ 0, p1ð0; rÞ, is a bit ill deﬁned. Indeed, roughly speak-
ing, p1ð0; rÞ is the probability that the trajectory visits the
points located at a distance within [r, rþ dr] from xmax
only ‘‘a few times.’’ But we know that, if a site is visited
once by BM, it will be visited again inﬁnitely many times
right after. As shown below, it is however possible to give a
probabilistic interpretation to p1ð0; rÞ by considering BM







FIG. 2 (color online). Plot of P1ð; rÞ as a function of  for
different values of r. The solid lines for  ¼ 0 represent the ðÞ
peak, / ðÞ in Eq. (12). The dotted lines correspond to our
exact analytical results for the background density p1ð; rÞ in
Eq. (12)—where the inverse LT with respect to s has been
performed numerically (in green for r ¼ 2:5, purple for r ¼
1:2, and blue for r ¼ 0:2 as indicated on the r axis)—while the
red dots indicate the results of simulations. On the z ¼ 0 plane,
we have plotted the exact mean DOS in Eq. (2).




obtain an exact expression for the moments of arbitrary
order k 2 N, kðr; tÞ ¼ h½ðr; tÞki given in Eq. (11).
Finally, we show that our method can be extended to study
the DOS of constrained BMs, like the Brownian bridge
(BB), i.e., BM starting and ending at the origin.
Free BM.—To study analytically the PDF of ðr; tÞ, we
compute its LT, heÀðr;tÞi. This is a particular functional of
xmax, of the form hexp½À
R
t
0 dVðxmax À xðÞÞi. In our
case (1) VðyÞ ¼ ðyÀ rÞ but the path integral method that
we develop below holds actually for any arbitrary function
VðyÞ. Denoting by tmax the time at which the maximum
is reached, the two intervals [0, tmax] and [tmax, t]
are statistically independent (as BM is Markovian), and
the PDF of tmax is given by the arcsine law PðtmaxÞ ¼
1=½ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃtmaxðtÀ tmaxÞ
p  [23]. The process yðÞ¼xmaxÀxðÞ
is obviously a BM which stays positive on [0, t]. By
reversing the time arrow in the interval [0, tmax] and taking
tmax as the new origin of time, we see that yðÞ is built from
two independent Brownian meanders (BMes): one of dura-
tion tmax and the other (independent) one of duration
tÀ tmax (see the Supplemental Material [27]). We recall
that a BMe of duration T is a BM, starting at the origin,
staying positive on the time interval [0, T] and ending














where hÁ Á Áiþ denotes an average over the trajectories of a
BMe yðÞ. In Eq. (6) the prefactor 1= ﬃﬃﬃﬃﬃﬃp comes from the
PDF of tmax. This functional of the BMe ’ðÞ can then be
computed using path-integral techniques [28], which needs
to be suitably adapted to our case. Indeed, for a BMe,
which is continuous both in space and time, it is well
known that one cannot impose simultaneously yð0Þ ¼ 0
and yð0þÞ> 0. This can be circumvented [29,30] by intro-
ducing a cutoff " > 0 such that yð0Þ ¼ " and then taking
eventually the limit "! 0 of the following ratio deﬁning










H ¼ À 12
d2
dx2
þ VðxÞ þ VwallðxÞ; (8)
where VwallðxÞ is a hard-wall potential, VwallðxÞ ¼ 0 for
x ! 0, and VwallðxÞ ¼ þ1 for x < 0, which guarantees
that the walker stays positive, as it should for a BMe.
Note that in Eq. (7), yF denotes the ﬁnal point of the
BMe, which can be anywhere on the positive axis. The
convolution structure of the expression in Eq. (5) suggests
to compute its LT with respect to t. Using the above result
in Eq. (7) applied to VðxÞ ¼ ðxÀ rÞ one ﬁnds, after some




















The expansion of Eq. (9) in powers of  yields the LT of
the moments ~kðr; sÞ ¼
R1
0 kðr; tÞeÀstdt, for k 2 N. To
invert these LTs, we introduce the family of functionsÈðjÞ,
















These functions can be obtained explicitly by induction,
using Èð0ÞðxÞ ¼ 1ﬃﬃﬃﬃ
2
p eÀx2=2, Èðjþ1ÞðxÞ ¼ R1x ÈðjÞðuÞdu








þ ðkÀ 2ðlþ 1ÞÞÈðkþ1Þð2ðlþ 1ÞrÞ: (11)
For k ¼ 1, this yields the result in Eq. (2), using Èð2ÞðxÞ ¼
hðxÞ in Eq. (2). By inverting the LT with respect to  in













































which has a much more complicated analytical structure
than the corresponding LT of the PDF of the local time
Tlocðr; tÞ of free BM [33].
After Laplace inversion with respect to s of Eq. (12), one
obtains the formula announced in Eq. (3). Indeed we can
check that the coefﬁcient of the term / ðÞ (12) is the LT
with respect to t of
FWðr; tÞ ¼ 1þ
X1
l¼1
4lðÀ1Þlerfcðlr= ﬃﬃﬃﬃ2tp Þ; (13)
which corresponds precisely to the distribution of the width
of BM [34]. The second term, which is the LTwith respect
to t of ptð; rÞ [35], has a more complicated structure. By
analyzing it for small and large we obtain the asymptotic
behaviors given in Eq. (4). In particular the limiting
function ptð0; rÞ ¼ lim!0ptð; rÞ in Eq. (4) is given by
(see the Supplemental Material [27])












such that limr!0þptð0; rÞ ¼ 1ﬃﬃﬃﬃﬃﬃ2tp . As we explained it
above, the meaning of ptð ¼ 0; rÞ (14) is a bit unclear
for BM. One can however make sense of this quantity by
considering BM as the scaling limit of a lattice RW of n
steps, when n! 1. In particular, we can show that in this
case the delta peak, / ðrÞ, in ptð0; rÞ (14) corresponds to
trajectories with a unique maximum. The amplitude 1=2 in
front of this delta peak implies that, when n! 1, the
probability that the RW has a unique maximum is 1=2.
This result can also be checked by an independent direct
calculation. For such a lattice RW, it is also possible (see
the Supplemental Material [27]) to give a probabilistic
interpretation to the inﬁnite sum in Eq. (14). Finally, in
Fig. 2 we show the results of p1ð; rÞ obtained from
numerical simulations (averages are performed over 107
samples) for three different values of r. We see that they are
in perfect agreement with our exact formula (12).
Brownian bridge.—In the case of a BB, the method
presented above can be straightforwardly adapted to com-
pute the PDF of the DOS Bðr; tÞ with the simple modiﬁ-
cation that the PDF of tmax is now uniform (a consequence
of periodic boundary conditions). There is however a sim-
pler way to do this calculation by mapping Bðr; tÞ to the
(standard) local time of a Brownian excursion (BE), which
is a BB conditioned to stay positive. To construct this
mapping, we ﬁrst transform the path by considering yðÞ ¼
xmax À xðÞ. We then break the time interval into two parts
[0, tmax] and [tmax, t] and permute the two associated
portions of the path, the continuity of the path being
guaranteed by xðtÞ ¼ xð0Þ ¼ 0. We ﬁnally take the
origin of times at tmax to obtain a BE xEðÞ on the interval
[0, t]. This construction is well known in the literature
under the name of Vervaat’s transformation [38]. This
shows that Bðr; tÞ is identical in law to the local time
TElocðr; tÞ in r [23]
Bðr; tÞ ¼lawTElocðr; tÞ ¼
Z t
0
½xEðÞ À rd; (15)
for the BE xEðÞ. By performing a similar transformation,
substituting tmax by tmin—the time at which the minimum
is reached—we can show that Bðr; tÞ for BB and Eðr; tÞ
for BE are identical in law.
The LT of the PDF of TElocðr; tÞ in Eq. (15), heÀTElocðr;tÞiE,
where hÁ Á ÁiE refers to the average over the BE, can be
computed using path integral techniques. As explained
above in Eq. (7) we introduce a cutoff " > 0 such that





where H is given in Eq. (8) with VðxÞ ¼ ðxÀ rÞ. The










1þ 4k sinðkrÞðk sinðkrÞ þ cosðkrÞÞ
:
(17)
By studying the large  behavior of Eq. (17), which is of
order Oð0Þ, we can show that the PDF of Bðr; tÞ has an
expression similar to, albeit different from, the one for BM
in Eq. (3): PBt ð; rÞ ¼ FBWðr; tÞðÞ þ pBt ð; rÞ, where
FBWðr; tÞ is the distribution function of the width of the




while pBt ð; rÞ is now a different distribution.
Although the moments Bk ðr; tÞ ¼ h½Bðr; tÞki can be
obtained from Eq. (17), there is a much simpler way to
compute them by using the mapping to TElocðr; tÞ of a BE







which can be written as convolutions of propagators of the
BE. This calculation can be performed to get [see also
Eq. (38) in Ref. [40] ]












with ÈðÀ1Þ ¼ ÀdÈð0Þ=dr and where the ÈðjÞ’s have been
deﬁned below Eq. (10). For k ¼ 1, one ﬁnds the mean
DOS for the BB on the unit time interval, "BðxÞ ¼
B1 ðx; 1Þ ¼ 4xeÀ2x2 , as found in Ref. [40]. Note that it
coincides in this case with the PDF of the maximum of a
BB [which is a generic property for periodic signals such
that xðtÞ ¼ xð0Þ [41]].
One can also show that Eq. (18) yields back the com-
plicated though explicit formula for pBt ð; rÞ found in
Ref. [40,42] using a completely different method. In par-
ticular, for large , one ﬁnds pB1 ð; rÞ $ 163eÀðþ2rÞ2=2
[40,42], slightly different from Eq. (4) for BM, while




Wðr;tÞ. This formula can be interpreted exactly as
we did for BM [see below Eq. (14)].
Discussion.—The method developed here, in particular
the formulas in Eqs. (5)–(7). is very general and can be
used to study any functional of xmax. Here we have studied
the case of ðr; tÞ in Eq. (1), which corresponds to VðxÞ ¼
ðxÀ rÞ but another class of functionals of xmax, with




xðÞd. They correspond to a potential VðxÞ ¼ x in
Eqs. (7) and (8). The case  ¼ À1 is quite interesting as
TÀ1ðtÞ describes the ﬂuctuations of the cost of the optimal
search algorithm for the maximum of a RW [43,44]. The
case  ¼ À1=2 is also interesting as TÀ1=2ðtÞ describes the
largest exit time of a particle diffusing through a random
(Brownian) potential. Finally the case  ¼ 1 corresponds




to the area under a Brownian meander [29,30]. Our method
(5)–(7) allows us to study the statistics of TðtÞ for any
value of , interpolating between the aforementioned
observables, using a unifying physical approach. Besides
the potential applications of the method developed here,
our exact results for near-extreme statistics of a strongly
correlated process as BM, gives rise to further challenging
questions. The ﬁrst one concerns the temporal resolution of
the density of near extremes. While in Eq. (1) we have
studied a time integrated observable, it is natural to study
the statistics of the quantity ½xmax À xðÞ À r and its
correlations at different values of . Finally it will be
interesting to extend the present results to other stochastic
processes, like for instance Le´vy ﬂights or branching
processes.
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Abstract We study the phenomenon of “crowding” near the largest eigenvalue λmax of random N×N
matrices belonging to the Gaussian Unitary Ensemble (GUE) of random matrix theory. We focus on two
distinct quantities: (i) the density of states (DOS) near λmax, ρDOS(r,N), which is the average density
of eigenvalues located at a distance r from λmax and (ii) the probability density function of the gap
between the ﬁrst two largest eigenvalues, pGAP(r,N). In the edge scaling limit where r = O(N−1/6),
which is described by a double scaling limit of a system of unconventional orthogonal polynomials, we
show that ρDOS(r,N) and pGAP(r,N) are characterized by scaling functions which can be expressed
in terms of the solution of a Lax pair associated to the Painlevé XXXIV equation. This provides
an alternative and simpler expression for the gap distribution, which was recently studied by Witte,
Bornemann and Forrester in Nonlinearity 26, 1799 (2013). Our expressions allow to obtain precise
asymptotic behaviors of these scaling functions both for small and large arguments.
1 Introduction and summary of main results
Extreme value statistics (EVS) is currently an active subject of studies in various areas of sciences, and
in particular in statistical physics [1–3]. The standard question which is usually addressed concerns the
ﬂuctuations of the maximum Xmax among a collections of N random variables X1, · · · , XN . However
in many circumstances, it is natural to wonder about the “crowding” near the maximum Xmax: is
Xmax very far from the others or, on the contrary, are there many others close to it [4] ? This type
of question arises for instance naturally in the study of complex and disordered systems where the
thermodynamical properties are dominated by the low-lying states, close to the ground state [5–8].
Such questions about near extreme events play also an important role in natural sciences [9,10] or in
ﬁnance [11]. They were also studied in the context of sporting events, like in marathon packs [12].
A natural way to characterize quantitatively this phenomenon of crowding is to study the full order
statistics [13] where one considers not only the ﬁrst maximumM1,N = Xmax but also the secondM2,N ,
the third M3,N , · · · , more generally the kth maximum Mk,N . A set of particularly interesting random
variables which are sensitive to the crowding of the extremum are the gaps dk,N = Mk,N −Mk+1,N
between successive maxima. While order (or gap) statistics have been widely studied in the past for
independent and identically distributed (i.i.d.) random variables [13,14], there exists very few exact
results for strongly correlated random variables. Yet, many problems of statistical physics involve order
A. Perret
Laboratoire de Physique Théorique et Modèles Statistiques, Université Paris-Sud, Bât. 100, 91405 Orsay Cedex,
France
G. Schehr







Fig. 1 Diﬀerent quantities characterizing the “crowding” near the largest eigenvalue λmax studied in this paper:
(i) the mean density of states ρDOS(r,N) such that ρDOS(r,N)dr is the mean number of eigenvalues located
in the interval [λmax − r − dr,λmax − r] and (ii) the PDF pGAP(r,N) of the spacing between the two largest
eigenvalues, pGAP(r,N)dr = Pr .[(Λ1,N − Λ2,N ) ∈ [r, r + dr]].
statistics of strongly correlated variables, as studied for branching Brownian motion [15,16] or signals
with 1/fα correlations [17]. Recent analytical progress was achieved for the gap statistics of random
walks, which were shown to display a very rich structure [18,19]. Another physically relevant instance
of strongly correlated random variables where extreme value questions has attracted much attention is
the set of eigenvalues of random matrices [25,26]. In particular, the Tracy-Widom (TW) distributions
[20,21] which describe the ﬂuctuations of the largest eigenvalues of random matrices belonging to the
Gaussian ensembles (orthogonal, unitary and symplectic) of random matrix theory (RMT) are now
cornerstones of the theory of EVS for strongly correlated random variables. For these ensembles, the
distribution of the kth eigenvalue can also be computed explicitly as rather simple generalization of the
TW distribution [20–22] (we refer the reader to the Refs. [23,24] for the analysis of these distributions
in the large k limit where they become Gaussian). Despite the fact that one can formally write the
joint probability density function (PDF) of the k ﬁrst eigenvalues in terms of Fredholm determinants,
it is only recently that the ﬁrst gap between the ﬁrst two largest eigenvalues of large Gaussian random
matrices has been investigated in detail for GUE in Ref. [27] by Witte, Bornemann and Forrester
(referred to as WBF in the following). In particular, they obtained an expression for the PDF of the
ﬁrst gap in terms of the components of a solution of a particular isomonodromic problem relating to
the Painlevé II equation (see Appendix D). We will show below that the approach developed in this
paper allows to obtain an alternative and somewhat simpler expression for this PDF of the ﬁrst gap
in the GUE ensemble.
Another natural quantity to characterize the phenomenon of crowding near the maximum is the
(average) density of states (DOS) ρDOS(r,N) near the maximum, which counts the mean number of






�δ(Xmax −Xi − r)� , (1)
whereXimax = Xmax and �· · · � denotes an average over the diﬀerent realizations of the random variables
Xi’s. This quantity ρDOS(r,N) has been studied in mathematical statistics [29,30] and, more recently,
in physics [4], for i.i.d. and weakly correlated random variables. In particular, it was shown that,
depending on whether the tail of the parent distribution of the Xi’s decays slower than, faster than,
or as a pure exponential, the limiting mean DOS converges to three diﬀerent limiting forms. More
recently, the DOS was computed exactly for Brownian motion [28] which is thus one rare instance
of strongly correlated random variables where this phenomenon of crowding near extremes has been
studied analytically.
3Here we will focus on the set of eigenvalues of random matrices belonging to the Gaussian ensembles
of RMT. Although the density of near extreme eigenvalues is a natural object to study, it has not – to
our knowledge – been discussed before in the literature. Here we consider random Hermitian matrices,
of size N × N , belonging to the Gaussian Unitary Ensemble (GUE) of random matrices. The joint
PDF of the eigenvalues is given by














j=1 j!. It is well known that the ﬂuctuations
of the eigenvalues are characterized by two diﬀerent scales depending on their location in the spectrum:
(i) in the bulk for λi/
√
N = O(1) and |λi| <
√
2N and (ii) at the edge where |λi±
√
2N | = O(N−1/6).
The existence of these two scales manifests itself in various observables associated to the eigenvalues
of GUE (2), including their mean density deﬁned as:





�δ(λi − λ)� . (3)
One has obviously ρ(λ, N) = ρ(−λ, N) and one can further show that, for large N , it exhibits two


























, |λ−√2N | = O(N−1/6) .
(4)
In Eq. (4), ρbulk(x) is the Wigner semi-circle [25,26]:




2− x2 , (5)
while ρedge(x) is given by the Airy kernel at coinciding point [31] (see also Ref. [32]),
ρedge(x) = [Ai′(x)]2 − xAi2(x) , (6)

















x3/2 , x→∞ .
(7)
Interestingly, one can check that these two regimes for ρ(λ, N), the “bulk” one and the “edge” one in
Eq. (4), perfectly match when λ approaches the value
√
2N from below. Indeed, when λ→
√
2N from
below, ρ(λ, N) can be replaced by the Wigner semi-circle (5), which gives:

















2N − λ ∼ O(√N), we can substitute in the second line of Eq. (4)
















1 note that we have corrected a typo appearing in the large x asymptotic behavior of ρedge(x) given in Eq.
(3.11b) of Ref. [31].
4which after a trivial rearrangement coincides with Eq. (8). Note also that the right tail of ρedge(x) in
Eq. (7) matches, as it should, with the right tail of the TW distribution for GUE [26] (see also [33]).
Here we focus on the density of eigenvalues near the largest one, λmax = max1≤i≤N λi and consider,








�δ(λmax − λi − r)� , (10)




dr ρDOS(r,N) = 1 . (11)
In this paper, we show how to compute this density ρDOS(r,N), exactly for all N , in terms of an
unconventional family of orthogonal polynomials (OP), which were introduced in Ref. [34] to provide a
simple derivation of the Tracy-Widom distribution for GUE. Later on they were used in the context of
multi critical matrix models in Ref. [36,37]. They are unconventional in the sense that they are deﬁned
on a semi-inﬁnite real interval (in the mathematical literature they are known to arise in the study
of Janossy densities for unitary matrix ensembles [38,39]). These OP are monic polynomials πk(λ, y)






−∞ dλπk(λ, y)πk′(λ, y)e−λ
2
= δk,k′hk(y)
πk(λ, y) = λk + ...
(12)
By performing a large N analysis we show that for large N , ρDOS(r,N) exhibits two diﬀerent scaling
regimes: (i) the bulk regime, where r = O(√N) and (ii) the edge regime where r = O(N−1/6), which
necessitates to study the aforementioned system of OP (12) in a double scaling limit which is made
























, r = O(N−1/6) ,
(13)
where ρ˜bulk(x) and ρ˜edge(r˜) are scaling functions which we compute exactly. The ﬁrst one is simply
the Wigner semi-circle law with a shifted argument (see also Fig. 2)
ρ˜bulk(x) = ρW (
√




2− x) . (14)
It can be simply understood from the deﬁnition of ρDOS(r,N) in (10) as for largeN , λmax ∼
√
2N while
its ﬂuctuations are of order O(N−1/6) and described by the TW distribution. Hence, if r = O(√N) in
(10) it is insensitive to the ﬂuctuations of λmax and its PDF can be simply replaced in (10) by a delta
function δ(λmax −
√
2N). It thus follows that ρDOS(r,N) ≈ ρ(
√
2N − r,N) which using (5) yields the
ﬁrst line of (13) together with the expression in (14).
The expression of the scaling function ρ˜edge(x) has a more complicated and interesting analytical













F2(x) dx , (15)


































Fig. 2 Plots of the density of eigenvalues ρ(r,N) and ρDOS(r,N), evaluated numerically for GUE matrices of
sizes N = 20 (red solid curve) and the two asymptotic bulk behavior (blue dashed curve).




q′′ = 2q3 + x q ,
q(x) ∼ Ai(x) for x→∞ ,
(17)
with q ≡ q(x) and where Ai(x) is the Airy function. In Eq. (15) the function f˜(r˜, x) satisﬁes a
Schrödinger like equation with a prescribed asymptotic behavior




πAi(x− r˜) . (18)
We show below that f˜(r˜, x) is the ﬁrst component of the 2d−vector (namely a psi-function) (f˜(r˜, x), g˜(r˜, x))
which is a solution of the Lax pair associated to the Painlevé XXXIV equation [43] (with parameter


























































































2 The Painlevé II equation with parameter α reads q′′α = 2q3α + xqα − α, see also below in Eq. (62). The
Hastings-McLeod solution has the asymptotic behavior qα(x) ∼ α/x, for x→∞.












4 +O(r˜6) , r˜ → 0
√
r˜
π , r˜ →∞ ,
(22)
where a4 = −0.196788... is given explicitly below (105). Using the large r˜ behavior of ρ˜edge(r˜) (22),
one can show, as we did before for the density of the eigenvalues ρ(λ, N), that the edge and the bulk
regimes of ρDOS(r,N) perfectly match.
Interestingly, we also show that the mean DOS, ρDOS(r,N), is related to the PDF of the gap
between the two largest eigenvalues. Let us denote by λmax = Λ1,N ≥ Λ2,N ≥ · · · ≥ ΛN,N and by
d1,N = Λ1,N −Λ2,N the ﬁrst gap. Its PDF is denoted by pGAP(r,N), such that Pr.[d1,N ∈ [r, r+dr]] =
pGAP(r,N)dr. Although the DOS ρDOS(N, r) in Eq. (10) is naturally deﬁned for r > 0, our exact
formula for ﬁnite N suggests a natural analytic continuation to the real negative axis of this function.
Furthermore, we show the following identity:
pGAP(r,N) = (N − 1)ρDOS(−r,N) . (23)
Here we focus on the typical ﬂuctuations of the gap, i.e. when r = O(N−1/6) 3, and show similarly to























F2(x) dx . (25)
This formula (25) should be compared to the relatively more complicated formula obtained by WBF in
Ref. [27] (given in Appendix D). In addition to show a direct connection with the Lax system associated
to Painlevé XXXIV, our formula (25) is amenable to a rather precise asymptotic analysis. We show































, r → +∞ ,
(26)
with the amplitude A = 2−91/48eζ
′(−1)/
√π, where ζ ′(x) is the derivative of the Riemann zeta function,
while the amplitude a4 is given in (105). These behaviors should be compared to the distribution of the
spacing in the bulk of the spectrum, given by the Gaudin-Mehta distribution and well approximated
by the Wigner surmise [25,26], Pβ(r˜) = Aβ r˜βe−Bβ r˜
2
(with some constants Aβ and Bβ). In particular,




found here at the edge (26).
Note that the occurrence of the Painlevé XXXIV equation was previously noted in the study of
the OP in Eq. (12). In particular, using Riemann-Hilbert techniques, it was shown in Ref. [38] that
the Lax pair studied here enters naturally the expression of the associated Christoﬀel-Darboux kernel
associated to the OP in (12) in the double scaling limit (see below). More recently, using the Lax
method, it was shown in Ref. [36] that the Painlevé XXXIV hierarchy appears in the present OP
system and its generalization to multi-critical matrix models. In this perspective, our main results
are thus to show that (i) near extreme statistics, including order statistics, of GUE can naturally be
expressed in terms of the OP given in Eq. (12) and (ii) provide a rather simple study of this OP system
(12) in the double scaling limit, along the lines developed in theoretical physics [34,40–42], where we
will see that the Lax pair associated to Painlevé XXXIV emerges rather naturally.
3 Atypically large ﬂuctuations would correspond to the case where r = O(√N), which is not studied here.
7The paper is organized as follows: in section 2, we give an explicit formula for ρDOS(r,N) for any
ﬁnite N in terms of the OP system in (12). In section 3 we perform a large N analysis of ρDOS(N, r),
both in the bulk and in the edge scaling limit – the latter corresponding to a double scaling limit of
the OP system. In section 4, we focus on the typical ﬂuctuations of the ﬁrst gap, where pGAP(r,N)
is analyzed in the limit when N is large and r ∼ O(N−1/6). In section 5, we present a numerical
evaluation of our formulas, providing in particular a direct comparison with the result of WBF [27],
before we conclude in section 5. Some technical details have been left in Appendices A, B and C while
the formula of WBF [27] for the PDF of the ﬁrst gap has been given, for completeness, in Appendix D.
2 An exact formula for ρDOS(r,N) for ﬁnite N
We start by deriving an exact formula for the density of states ρDOS(r,N) valid for any ﬁnite N , in
terms of the OP in (12). The obtained formula turns out to be useful for a large N asymptotic analysis.
2.1 Introducing orthogonal polynomials
First, we notice that, using the invariance of the joint PDF Pjoint(λ1, · · · ,λN ) in (2) under any per-










dλ2 · · ·
� y
−∞
dλN−2 Pjoint(λ1,λ2, ...,λN−2, y − r, y) , (27)
where y denotes the actual value of λmax. To perform this multiple integral in (27) it is convenient
to introduce the monic orthogonal polynomials which were brieﬂy presented in the introduction (12)






−∞ dλπk(λ, y)πk′(λ, y)e−λ
2
= δk,k′hk(y)
πk(λ, y) = λk + ...
(28)
When y → ∞, these orthogonal polynomials reduce to the Hermite polynomials. For ﬁnite y, there
is no closed formula for these orthogonal polynomials. The ﬁrst polynomials πk(λ, y) can however be
computed from (28), to obtain [34]:
π0(λ, y) = 1 (29)
π1(λ, y) = λ+ a
π2(λ, y) = λ2 + λ
�
a+ λ
1− 2a(a+ λ) − λ
�
− 1 + 1
2− 4a(a+ λ)
















8a3y + 12a2 + 16a2y2 + 12ay + 8ay3 − 4
�




√π(1 + erf(y)) , (30)














3y + 3a2 + 4a2y2 + 3ay + 2ay3 − 1
4a(2a2 + 2ay − 1)
h3 = e
−y2−32a4 + 4a4y2 − 60a3y + 16a3y3 + 29a2 − 20a2y2 + 20a2y4 + 30ay + 8ay3 + 8ay5 − 6
16a(2a3y + 3a2 + 4a2y2 + 3ay + 2ay3 − 1)
8As one sees in Eq. (29), the expression of πk(λ, y) becomes more and more complicated as k grows and
to analyze these polynomials for larger values of k, it is much more convenient to consider the three
term recurrence relation which they satisfy [35]





and Sk(y) �= 0 as the interval of integration in (28) is not symmetric. The density ρDOS(r,N) in (27)
can then be expressed in terms of these orthogonal polynomials πk(λ, y). This is done by (i) replacing
the Vandermonde determinant in Pjoint (2, 27) by a determinant built from the OP πk(λ, y) and (ii)
writing each determinant in terms of its Laplace expansion and use the orthogonality condition (28)
to perform the integrals over λ1, · · · ,λN−2 in (27). By performing these standard manipulations [25,















KN (y − r, y − r) KN (y − r, y)



















ψk(λ, y)ψk(λ′, y) , (35)







where we have introduced the normalized wave functions ψk(λ, y). Using the Cristoﬀel-Darboux for-




ψN (λ, y)ψN−1(λ′, y)− ψN−1(λ, y)ψN (λ′, y)
λ− λ′ , (37)
which, of course, also depends on y. We note in passing that, although ρDOS(r,N) is naturally deﬁned
for r > 0 [see Eq. (3)], the above expression (34) admits a natural extension for r < 0. This formula (34)
can be explicitly evaluated for small values of N using the expressions in Eqs. (29) and (31). For
instance, for N = 4, using these explicit expressions one obtains the expression of ρDOS(r, 4) as a single
integral which can easily be computed numerically. Eventually, as a check of our computation, this
exact analytical expression can be compared to a numerical evaluation of this quantity, obtained by
sampling a large number of 4 × 4 matrices. The result of this comparison is shown in Fig. 3 which
shows a very nice agreement between our exact formula (29, 31, 34) – the black line on the ﬁgure –
and the numerics – the blue points on that ﬁgure. We also notice that, compared to the density of
eigenvalues ρ(λ, N) (3), the DOS ρDOS(r,N), for ﬁnite N , shows much less pronounced oscillations.
This is also quite visible on Fig. 2 for larger values of N .
To conclude this paragraph, we emphasize that the exact expressions in (34) together with (37),
which are valid for any value of N , constitute the starting point of the asymptotic large N analysis
which we will perform in section 3. Before that, we derive a useful identity.
2.2 A useful identity and the normalization of ρDOS(r,N)
At this stage, it is useful to notice the following identity, whose derivation starts with the deﬁnition of




dλ1 · · ·
� y
−∞
dλNPjoint(λ1, · · · ,λN ) . (38)






Fig. 3 Numerical result for a 4× 4 GUE matrix (dots) compared to our analytical results – see Eqs. (23) and
(34) – (black curve).
It can be evaluated by replacing the Vandermonde determinant by the determinant built from the OP





































On the other hand, one has from (28)
∂yhk(y) = [πk(y, y)]2e−y
2
+ 2�∂yπk,πk� = [πk(y, y)]2e−y
2
, (41)
as ∂yπk(λ, y) is a polynomial in λ of degree k−1 [because πk(λ, y) is a monic polynomial of the variable
λ (28)], which implies �∂yπk,πk� = 0. Hence








= KN (y, y) . (42)








F ′N (y)KN (y − r, y − r)− FN (y)K2N (y, y − r)
�
, (43)
where we have used that the kernel is symmetric KN (λ,λ′) = KN (λ′,λ). Note that the second term in
(43) is a contribution coming from the correlations between the largest eigenvalue λmax in y and the
eigenvalues at y − r. One can ﬁnally check the normalization of ρDOS(r,N) by using the identities
� +∞
0
KN (y − r, y − r)dr =
� y
−∞
KN (x, x)dx = N , (44)
� +∞
0
K2N (y, y − r)dr = KN (y, y) = ∂y lnFN (y) , (45)
where we have used the identity (42) in (45). Note that from (44, 45) we see that the weight of the
ﬁrst term in (43) is of order O(1) (for large N) while the second term in (43) is of order O(N−1). We
now proceed to the large N analysis of ρDOS(r,N).
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3 Large N asymptotics
As we have already pointed it out in the introduction [see for instance Eq. (4)], there are two diﬀerent
regimes characterizing the ﬂuctuations of the eigenvalues: one is the bulk regime, for eigenvalues λi’s
such that λi/
√
N = O(1) and λi <
√
2N , and the other scaling regime is at the edge where the
eigenvalues are close to the edge of the Wigner semi-circle, λ −
√
2N = O(N−1/6). Hence when
analyzing the large N behavior of ρDOS(r,N), one expects two diﬀerent scaling regimes: (i) when
r = O(√N) and (ii) when r = O(N−1/6). We now study these two regimes separately.
3.1 Regime (i): in the bulk when r = O(√N)
In this regime, it is easy to see that the second term in (43) is subdominant compared to the ﬁrst
one. We have already seen before that the total weight of the latter is only of order O(N−1) while the
ﬁrst term has a total weight of order O(1) [see our comment below Eqs. (44, 45)]. Physically this is
also clear as the second one involves the correlations between λmax, located in y, and the eigenvalues
located in y − r, where in this regime (i), λmax − r = O(
√
N). To analyze the ﬁrst term in (43) one
can replace the PDF of λmax, Pr.(λmax = y) = F ′N (y) by δ(y −
√
2N): this is justiﬁed by the fact
that KN (y − r, y − r) with y − r = O(
√
N) is not sensitive to the typical ﬂuctuations of λmax around
y =
√
























ρ˜bulk(rˆ) = ρW (
√




2− rˆ) , (46)
which yields the result announced in the ﬁrst line of (13) and in Eq. (14). As explained in the intro-
duction, this result (46) can be easily understood as the density of eigenvalues at a distance r from
λmax ∼
√
2N in (10) such that r − λmax = O(
√
N) is insensitive to the ﬂuctuations of λmax which
are of order O(N−1/6). Hence, ρDOS(r,N) is simply a shifted Wigner semi-circle (46). Note that this
argument holds actually for any Gaussian β-ensemble where the joint PDF of the eigenvalues λi’s is
given by Eq. (2) with the replacement of
�
i,j |λi − λj |2 by
�
i,j |λi − λj |β , where β > 0 can take any
real value [25,26]. In this case, one thus expects that the DOS behaves also as in Eq. (46). We now
turn to the case where r is of order O(N−1/6).
3.2 Regime (ii): near the edge when r = O(N−1/6)
In this regime, the analysis is more subtle. It requires the analysis of the kernel KN (y− r, y− r′) when
y ∼
√
2N and both r, r′ are of order N−1/6. This corresponds to a double scaling limit analysis of
the recursion relations for the OP in Eqs. (32) and (33). In Ref. [34], Nadal and Majumdar used this
OP system (28) to compute the cumulative distribution function (CDF) of λmax in Eq. (39), which
can be expressed in terms of the norms hk(y)’s only. To derive the Tracy-Widom distribution from
(39), one needs indeed to perform the analysis of hk(y) for large k of order O(N), with N →∞ and,
simultaneously, y−
√
2N = O(N−1/6). This double scaling analysis of the norms hk(y) was performed
in Ref. [34] and generalized to the multi critical matrix models in Ref. [36]. Here, in addition to the
norms, the computation of ρDOS(r) in (34) requires the analysis of the kernel KN (y − x, y − x′) in
this double scaling limit when N → ∞, with y −
√
2N = O(N−1/6) and with x and x′ both of order
O(N−1/6). To this purpose, we analyze and solve the three term recurrence relation in (32) in this
double scaling limit.
3.2.1 Double scaling analysis of the three terms recurrence relation
We start with the recursion relation satisﬁed by the wave functions ψN (λ, y) in Eq. (36), which is easily
obtained from the recursion relation for the OP given in Eq. (32). It reads
λψN (λ, y) =
�
RN+1(y)ψN+1(λ, y) + SN (y)ψN (λ, y) +
�
RN (y)ψN−1(λ, y) , (47)
11




2 , RN = hN/hN−1 and SN = −∂yhN (y)/2. From
Ref. [34], we know that, in the double scaling limit when N → ∞ and y −
√
2N = O(N−1/6) the





1−N− 23 q2(x) +O(N−1)
�















where q(x) is the Hastings-McLeod solution of the Painlevé II equation (17). Given the scaling form for
RN (y) and SN (y) in (48), we search for a solution of the recursion relations in (47) under the scaling
form











where ν and the function G are still to be determined and where the amplitude 21/4/√π is chosen





2N) follows naturally from the dependence of the RN (y) and SN (y) in (47),
(48) [34]. The dependence on the scaling variable
√
2N1/6r is a priori less obvious on the recurrence
relation itself (47). It is however motivated by the analysis of the OP system (28) in the limit where
y ≫
√
2N . Indeed, for y ≫
√
2N , one can replace y by +∞ in the integral deﬁning the OP πk(λ, y) in











2 +O(e−y2) , (50)
where HN (λ) is the Hermite polynomial of degree N . We now want to evaluate the wave function
ψN (y − r, y) when y reaches the value
√









as in (48) one ﬁnds, from (50), using the Plancherel-Rotach formula for Hermite polynomials [35] that
ψN (y − r, y) approaches the limiting form




2N1/6r) +O(e−y2) , (51)




as proposed in (49). Furthermore, by matching the two formulas (49) and (51) one ﬁnds
ν = − 1
12
, G(r˜, x) ∼
x→∞
√
πAi(x− r˜) . (53)
The next step is then to insert the ansatz (49) into the recursion relation (47) and then perform a
large N expansion in the double scaling limit, corresponding to the regime in (48). For this purpose




N) and rN =
√
2N1/6r:
xN+1 = xN −N−1/3 +O(N−1) , rN+1 = rN +O(N−1) . (54)
After some straightforward algebra, one ﬁnds (remembering that r = r˜N−1/6/
√
2) the limiting form
of the kernel in the double scaling limit, from (37) and (49):





G(r˜, x)∂xG(r˜′, x)− ∂xG(r˜, x)G(r˜′, x)
π(r˜′ − r˜) , (55)
where G(r˜, x) is the solution of the Schrödinger equation:
−∂2xG(r˜, x) + [x+ 2q2(x)]G(r˜, x) = r˜ G(r˜, x) , (56)
12
with the asymptotic behavior given in Eq. (53) and where q(x) in (56) is the Hastings-McLeod solution
of Painlevé II (17).
In view of future purpose, it is also useful to study the asymptotic behavior of G(r˜, x) when both r˜
and x are large. If one assumes that the large r˜ limit and the large x limit do commute, this asymptotic
behavior can be obtained from Eq. (53) where one takes the large r˜ limit. Using the asymptotic behavior













, for r˜ ≫ 1 & x≫ 1 , (57)
which will be useful in the following to solve the equation for G(r˜, x) which is the purpose of the next
section.
3.2.2 Solution of the Schrödinger equation and the Lax pair of Painlevé XXXIV
We ﬁrst notice that, if we set r˜ = 0 in (56), we see, given the large x behavior (53) that G(0, x)
coincides, up to a constant, with q(x) in Eq. (17)
G(r˜ = 0, x) =
√
πq(x) , (58)
which is already an interesting result. The second observation is that the Schrödinger equation (56) has
a supersymmetric structure. This property follows from the fact that q(x) is solution of the Painlevé
















= −Q′(x) +Q2(x) , (59)




The next step is to realize that Q(x) = −q′(x)/q(x) can actually be expressed in terms of the Hastings-
McLeod solution of the Painlevé II equation with parameter α = 1/2, namely (see for instance Ref. [27,
45])





















From the deﬁnition of Q(x) = −q′(x)/q(x) together with the deﬁnition of q(x) (17) it is indeed
straightforward to check that q1/2(s = −2−1/3x) deﬁned through Eq. (61) satisﬁes the Painlevé II
equation (62) together with the asymptotic behavior in (63). Hence, using Eqs. (59), (61) one can
express G(r˜, x) as






φ(r˜, s) = − r˜
22/3
φ(r˜, s) , (65)




πAi(−2−1/3s− r˜) . (66)
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The ﬁnal step is to relate φ(r˜, s), which satisﬁes this supersymmetric Schrödinger equation (65), to
a solution of the Lax pair associated to a particular Painlevé XXXIV equation [38]. A similar strategy
was used in Ref. [42] to solve a related supersymmetric Schrödinger equation. The relevant Lax pair

























where A and B are 2× 2 matrices given by
A =
�

















where the solutions f(r, s) and g(r, s) are characterized by the asymptotic behavior on the positive real
axis (note in particular that for large negative r˜, the asymptotic behaviors are diﬀerent [38], see also
below) [38,43]


















The connection between φ(r˜, s) and the solution of this Lax system in Eqs. (67, 68) is through








f(r, s) = −rf(r, s) , (70)
which is exactly similar to the equation satisﬁed by φ(r˜, s) in Eq. (65) with the substitution r = 2−2/3r˜.
One can study the large negative s behavior of f(r, s) by plugging the large negative s behavior of




f(2−2/3r˜, s) = −2−2/3r˜f(2−2/3r˜, s) , when s→ −∞ . (71)
Hence, one gets that for s→ −∞,
f(2−2/3r˜, s) ∼ aAi(−2−1/3s− r˜) + bBi(−2−1/3s− r˜) . (72)
Under the (reasonable) assumption that f(2−2/3r˜, s) remains bounded, one obtains that b = 0. On
the other hand, the amplitude a can be ﬁxed as we know the large r˜ behavior of f(2−2/3r˜, s) from
Eq. (69). This yields a =
√π21/6 and, hence, from Eq. (65) together with (66) one obtains
G(r˜, x) = 2−1/6f(2−2/3r˜,−21/3x) . (73)
We now come back to the kernel KN (y − r, y − r′) in the double scaling limit. From the above
relation (73), together with the B-equation of the Lax pair (67), one can express ∂xG(r˜, x) in terms
























π(r˜ − r˜′) . (74)
In view of this expression (74), it is natural to introduce the following functions f˜(r˜, x) and g˜(r˜, x)
such that
f(2−2/3r˜,−21/3x) = 21/3f˜(r˜, x) , g(2−2/3r˜,−21/3x) = g˜(r˜, x) , (75)
14
from which it follows, using Eq. (73), that















f˜(r˜, x)g˜(r˜′, x)− f˜(r˜′, x)g˜(r˜, x)
π(r˜ − r˜′) . (77)
From the Lax pair (67), (68), together with some identities satisﬁed by q1/2(x), we show in Appendix A
that f˜(r, s) and g˜(r, s) are solutions of a system of diﬀerential equations which can be expressed in












































































From this expression (77) one can compute the DOS ρDOS(r,N) for r ∼ O(N−1/6). The above asymp-
totics (80) will be useful to study the asymptotic behavior of ρDOS(r,N) for large r.
3.2.3 Limiting expression of the DOS in the double scaling limit
For the purpose of the computation of ρDOS(r,N) given in (34), we need to computeKN (y−r˜N−1/6/
√
2, y)
which is given, from Eq. (77), by
KN (y − r, y) ∼
N→∞
N1/625/6
f˜(r˜, x)g˜(0, x)− g˜(r˜, x)f˜(0, x)
πr˜ . (81)
Using that g˜(0, x) = 0 (see Appendix B), together with f˜(0, x) = 2−1/6










−N1/622/3 g˜(r˜, x)q(x)√πr˜ . (82)
On the other hand, we also need the kernel at coinciding point (34). It can easily be obtained from
Eq. (77) using l’Hospital’s rule































In particular, using that g˜(r˜, x) = O(r), when r → 0 (see Appendix B) and f˜(0, x) = 2−1/6√πq(x) one
ﬁnds from (83) that























(u− x)q2(u)du , (87)
hence
∂







































F2 dx , (89b)
where we have used the shorthand notations q = q(x), R = R(x), F2 = F2(x), f˜ = f˜(r˜, x) and
























= −f˜2 , (91)
which can be checked using the fact that f˜ and g˜ are solutions of the Lax system (78). Hence using










f˜2(r˜, u) du− q2 g˜
r˜2
�
F2(x) dx . (92)
Besides, from the equation satisﬁed by ∂xg˜(r˜, x) (78, 79), one has
∂x(q(x)g˜(r˜, x)) = r˜q(x)f˜(r˜, x) =⇒ q(x)g˜(r˜, x) = −r˜
� ∞
x
q(u)f˜(r˜, u) du , (93)
where we have used that g(r˜, x) → 0 when x → ∞. Performing an integration by part in (92), and
























F2 dx , (94)
where we have used the notation qf˜ = q(u)f˜(r˜, u). We recall that F2(x) is the Tracy-Widom distribu-










while f˜(r˜, x) satisﬁes




πAi(x− r˜) , (96)
and q(x) is the Hastings-Mc Leod solution of the Painlevé II equation (17). The expression given in
Eq. (94) is one of the main results of the present paper. We now analyze the asymptotic behaviors of
ρ˜edge(r˜) for small and large argument.
3.2.4 Asymptotic behavior for large r˜
To analyze the large r˜ behavior of ρ˜edge(r˜), it turns out that it is much easier to use the expression
in Eq. (89). To this purpose we use the large r˜ behavior of f˜ and g˜ in Eq. (80). One ﬁnds that the



























Plugging this expansion (97) into the expression for ρ˜edge(r˜) in Eq. (89) and using R(x)F2(x) =





which yields the second line of Eq. (22). As explained above, below Eq. (22), this asymptotic behavior
(98) ensures a perfect matching between the edge regime of ρDOS(r,N) when r = O(N−1/6), described
by ρ˜edge (89, 94), and the bulk regime when r = O(
√
N), described by a shifted Wigner semi-circle law
in Eq. (14). Note that one can show, and this is conﬁrmed by a numerical evaluation of our formula
for ρ˜edge(r˜) in Eq. (94) (see section 5), that the ﬁrst corrections to the leading behavior in Eq. (98)
are of order O(r˜−1/2).
3.2.5 Asymptotic behavior for small r˜
The study of the small r˜ behavior of ρ˜edge(r˜), which is more conveniently performed on Eq. (94),
requires the analysis of the Lax system (67) when r˜ → 0. Here we present the analysis of the small r˜
expansion at lowest order, which requires the expansion of f˜(r˜, x) up to order O(r˜3) (see Appendix B):
f˜(r˜, x) = f˜(0, x) + r˜f˜1(x) + r˜
2f˜2(x) +O(r3) , (99)
where the functions f˜k(x) can be computed explicitly along the lines explained in Appendix B yielding:































































F2(x) dx+O(r3) . (101d)
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By performing integration by parts, using R(x) = F ′2(x)/F2(x), one ﬁnds that the three ﬁrst terms









F2 dx+O(r˜3) . (102)
After multiple integration by parts one can compute exactly this integral over x (see Appendix B).









F2 dx = 1
2
, (103)
so that, to leading order, ρ˜edge(r˜) ∼ r˜2/2. From the expression for ρ˜edge(r˜) obtained in (94) it is possible
to go beyond the leading order, as explained in Appendix B. In fact, to compute ρ˜edge(r˜) up to order
O(r˜4) one can show that this is suﬃcient to know f˜(r˜, x) only up to order O(r˜2), as given in Eq. (99).
We then obtain explicitly that the term of order O(r˜3) vanishes, yielding ρ˜edge(r˜) ∼ r˜2/2+a4r˜4 where
a4 is given below (105).














4 , r˜ → 0
√
r˜
π , r˜ →∞
, (104)

























This integral (105) can be evaluated numerically [44] to yield a4 = −0.393575.... The quadratic behavior
of ρ˜edge(r˜) for small r˜ can be qualitatively understood as it is related to the probability that two
eigenvalues become extremely close to each other – namely the ﬁrst one and the second one [see
Eq. (23)]. From the joint PDF of the eigenvalues (2), this probability vanishes quadratically for GUE.
More generally, for the Gaussian β-ensemble, one thus expects that ρ˜edge(r˜) ∼ aβ r˜β , while there is no
obvious simple argument to compute the constant aβ , even for β = 2 where a2 = 1/2, which arises in
our calculation in a non trivial way. On the other hand, if we assume a smooth matching between the
edge region and the bulk region described by the shifted Wigner semi-circle law (46), then the large r˜
behavior of ρ˜edge(r˜), to leading order, immediately follows: ρ˜edge(r˜) ∼
√
r˜/π to match with the small
argument of Eq. (46). It is natural to assume that the matching holds for all values of β. Hence one













1/2) , r˜ →∞
, (106)
for the Gaussian β-ensemble.
We now show that the double scaling analysis carried out to compute ρ˜edge(r˜) can be straightfor-
wardly adapted to obtain a relatively simpler formula (compared to the formula obtained by WBF in
Ref. [27] and given in Appendix D) for the distribution of the typical ﬂuctuations of the ﬁrst (scaled)
gap in the large N limit.
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4 Application to the distribution of the gap between the two largest eigenvalues
We now focus on the ﬁrst gap between the two largest eigenvalues. If one denotes by λmax = Λ1,N ≥
Λ2,N ≥ · · · ≥ ΛN,N we compute the PDF pGAP(r,N) of the random variable d1,N = Λ1,N − Λ2,N (see
Fig. 1).
4.1 Exact expression for any ﬁnite N and large N expansion
An exact expression for pGAP(r,N) can be easily written from the joint PDF of the N eigenvalues in
Eq. (2). For this purpose, we notice that the probability pGAP(r,N)dr = Pr.(Λ1,N−Λ2,N ∈ [r, r+dr]) is
obtained by integrating over the value y ∈ (−∞,+∞) of the second eigenvalue Λ2,N , while Λ1,N = λmax











dλ2 · · ·
� y
−∞
dλN−2Pjoint(λ1, · · · ,λN−2, y, y+r) , (107)
where the factor N(N − 1) in Eq. (107) comes from the N(N − 1) ways of choosing the pair of
the two largest eigenvalues (Λ1,N ,Λ2,N ) among N . By comparing with the exact expression in (27),
using the invariance of the joint PDF (2) under permutation of two eigenvalues, one obtains that
pGAP(r,N) = (N − 1)ρDOS(−r,N), as announced in Eq. (23) 4.
From this identity, we can now use the previous analysis to study the typical ﬂuctuations of the






















F2(x) dx , (108b)
where f˜(−r˜, x) is solution of the Schrödinger equation:




πAi(x+ r˜) , r˜ > 0 . (109)
One can again show that f˜(−r˜, x) is the ﬁrst component of the 2d-vector which is solution of the Lax
system in Eq. (78) where the matrices A˜ and B˜ are given in Eq. (79) with the substitution r˜ → −r˜.
This change of sign has drastic consequences on the asymptotic behaviors of f˜(−r˜, x) and g˜(−r˜, x).
Instead of an oscillating behavior as in Eq. (80) they are characterized in this case by an exponential





























which are essential to study the large r˜ asymptotics of p˜typ(r˜).
4 See the remark below Eq. (37) concerning the deﬁnition of ρDOS(r,N) for negative r.
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4.2 Asymptotic behavior of p˜typ(r˜) for small argument
The small r˜ asymptotic of p˜typ(r˜) is exactly similar to the one performed before for ρ˜edge(r˜) as one
can argue that it involves only even powers of r˜. Indeed, for small r˜, the contribution to ρ˜edge(r˜) come
only from the gap between the two largest eigenvalues because the others (the third, the fourth etc.
eigenvalues) are too far. This implies that ρ˜edge(r˜) ≃ p˜typ(r˜). But on the other hand the identity in
(23) implies p˜typ(r˜) ≃ ρ˜edge(−r˜). Hence, if one assumes that ρ˜edge(r˜) is analytic in r˜ = 0, one expects
that the small r˜ expansion of p˜typ(r˜) [or equivalently the one of ρ˜edge(r˜)] only involves even powers of





4 +O(r˜6) , (111)
as announced in the introduction in Eq. (26). The quadratic behavior in (111) can be understood
physically as coming from the short distance repulsion between eigenvalues, which comes from the
Vandermonde term
�
i,j(λi−λj)2 in the joint PDF for GUE (2). Similarly to the DOS (106), one thus
expects that, for the Gaussian β-ensemble, one has p˜typ(r˜) ∼ aβ r˜β (see also [8] in the case of Gaussian
Orthogonal Ensemble, corresponding to β = 1).
4.3 Asymptotic behavior of p˜typ(r˜) for large argument
The asymptotic analysis of p˜typ(r˜) for large r˜ is quite diﬀerent from the one performed above for ρ˜edge(r˜)
in section 3.2.5. This diﬀerence, as mentioned above, is due to the qualitatively diﬀerent behaviors of
f˜(r˜, x) and g˜(r˜, x) in Eq. (80) and f˜(−r˜, x) and g˜(−r˜, x) in Eq. (110) when r˜ is large. To perform this
large r˜ analysis, it is more convenient to use the following expression in terms of f˜(−r˜, x) and g˜(−r˜, x)











F2(x) dx . (112)



















r˜F2(x) dx . (113)
The leading corrections, of order O(r˜−1/2), in Eq. (113) come from the leading corrections to the large
r˜ behavior of f˜(−r˜, x) in Eq. (110) (these terms are analyzed in detail in Appendix C). We thus focus
now on the large r˜ expansion of I(r˜) in (113). To analyze it, we ﬁrst split the integral over x in (113)
into two parts: one on R− and another one on R+:











r˜F2(x) dx . (114b)
The analysis of I+(r˜) is easily done, using that F2(x) ≤ 1, for all x, which implies











such that I+(r˜)→ 0 when r˜ →∞.
The analysis of I−(r˜) is quite diﬀerent. Indeed, because of the exponential term e−2x
√
r˜, with x < 0,
the integral over x in I−(r˜) is dominated, when r˜ ≫ 1, by the region of large negative x. Hence for
large r˜, one can replace, in I−(r˜), F2(x) by its asymptotic behavior for large negative argument. It
reads [46]:
F2(x) = τ2|x|−1/8e− 112 |x|
3 �
1 +O(|x|−3)� , τ2 = 21/24eζ
′(−1) . (116)
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By plugging the asymptotic behavior of F2(x) (116) into the integral deﬁning I−(r˜) in Eq. (114) we see
that the integrand is of the form exp
�
2|x|√r˜ − 112 |x|3
�
: hence for large r˜, this integral can be evaluated
by the saddle point method. Besides, by balancing the two terms in the argument of the exponential
|x|√r˜ and |x|3, we obtain that the saddle point x∗ is of order O(r˜1/4) – and negative. This suggests





















where the terms of order O(r˜−3/4) coming from the subleading corrections to F2(x) in Eq. (116) are
studied in detail in Appendix C. It is easy to see that the function φ(u) in Eq. (117) admits a maximum
in u∗ = 2
√
2, where φ(u∗) = 8
√
2/3 so that the integral over u in (117) can be evaluated using the















Using that I(r˜) ∼ I−(r˜) [see Eqs. (114, 115)] together with the analysis of the ﬁrst corrections to this
leading behavior (118) which is performed in Appendix C, we obtain ﬁnally the result :



















with A = 2−91/48eζ
′(−1)/
√π, as announced in the second line of Eq. (26).




turns out to be the
same as the right tail of the Tracy-Widom distribution, F2, in Eq. (16). This can be understood via
the following heuristic argument (see also [27]): for large separation r˜ the two ﬁrst eigenvalues Λ2,N








Pr.[Λ2,N = λ]Pr.[λmax = λ+ r˜]dλ
∼
r→∞
Pr.[λmax = r˜] , (120)
which thus naturally yields the right tail of the TW distribution. Note this heuristic argument (120) can
be adapted to the Gaussian β-ensemble, for which the TW-β distribution behaves for large argument




. Hence, reminding the small r˜ behavior of ρ˜edge(r˜) studied in section 4.2,
















, r˜ → +∞ ,
(121)
while the computation of aβ as well as the subleading corrections, both for small and large arguments,
for any β remains challenging.
5 Numerical evaluation of the limiting scaling functions ρ˜edge(r˜) and p˜typ(r˜)
In this section, we provide a numerical evaluation of the limiting functions ρ˜edge(r˜) and p˜typ(r˜) given
respectively in Eq. (94) and Eq. (108). To evaluate numerically these formula, we need to compute













Fig. 4 Blue dots: numerical evaluation of our formula (94) for ρ˜edge(r˜), green ﬁlling: numerical result with
2×105 realizations for a 1000×1000 GUE matrix, black dashed curve: asymptotic behaviors given in Eq. (22).
solve numerically (with Mathematica) the following system of coupled diﬀerential equations satisﬁed












where q is the Hasting McLeod solution of Painlevé II (17) whose numerical estimation is based on
M. Prähofer’s tables [44]. Once f˜(r˜, x) and g˜(r˜, x) are evaluated numerically, we can then compute the
distributions ρ˜edge(r˜) and p˜typ(r˜) by evaluating numerically the integrals in Eq. (94) and Eq. (108).
In Fig. 4 we show a plot of the scaling function ρ˜edge(r˜), evaluated numerically (the blue dots), as
a function of r˜. The black dashed curves indicate the leading behavior for small r˜, ρ˜edge(r˜) ∼ r˜2/2 [see
Eq. (104)] and the leading large r˜ behavior, ρ˜edge(r˜) ∼
√
r˜/π. A numerical estimation of ρ˜edge(r˜)−
√
r˜/π
indicates that this quantity vanishes like r˜−1/2 for large r˜. Finally, the green ﬁlling in Fig. 4 shows a
numerical estimation of ρ˜edge(r˜) obtained by sampling 2×105 independent random Hermitian matrices
of size 1000 × 1000. The agreement with the numerical evaluation of our formula (94) is quite good,
which provides a good check of this formula (94). One should however notice that we have not attempted
to evaluate the precision of our numerical procedure to evaluate numerically this formula (94).
We have also evaluated numerically our formula for p˜typ(r˜), given in Eq. (108). These numerical
values correspond to the red dots shown in Fig. 5. We have compared these values with the numerical
evaluation of p˜typ(r˜) provided by WBF [27] (the black curve in Fig. 5) – this PDF is actually tabulated
in Table 2 of Ref. [27]. Note that these numerical estimates have been obtained by evaluating numeri-
cally the expression of p˜typ(r˜) in terms of Fredholm determinant [20] and not from a direct evaluation
of their formula in Eqs. (161), (162), which we recall in Appendix D, in terms of an isomonodromic
system associated to a Painlevé II transcendent. As explained in Ref. [27], this formula (161), (162),
at variance with the one in terms of Fredholm determinant [27], can not be determined to arbitrary
accuracy. This comparison shows a good agreement between the numerical evaluation of our formula
in Eq. (108) and the values tabulated by WBF in [27]. In Fig. 5 we have also shown the data for
p˜typ(r˜) which we have computed numerically by sampling 2× 105 independent Hermitian matrices of
size 1000×1000. The results of this numerical computation is shown in green ﬁlling in Fig. 5 and shows
a nice agreement with both formula. Finally, in Fig. 5, we have also plotted the asymptotic behaviors
(26) which we have obtained for small r˜ for large r˜ (black dashed curve). A more precise analysis of














Fig. 5 Red dots: evaluation of our formula (108) for p˜typ(r˜), black solid curve: WBF numerical result, green
ﬁlling: numerical result with 2×105 realizations for a 1000×1000 GUE matrix, black dashed curve: asymptotic
behaviors given in Eq. (26).
6 Conclusion and perspectives
To conclude, we have studied two diﬀerent statistical characterizations of near-extreme eigenvalues
of random matrices belonging to GUE: (i) the mean density of states ρDOS(r,N) which is the mean
density of eigenvalues located at a distance r from the largest one, λmax and (ii) the PDF pGAP(r,N) of
the ﬁrst gap, i.e. the spacing between the two largest eigenvalues. The DOS has recently been studied
in the context of i.i.d. random variables [4] and more recently for Brownian motion [28]. It is a natural
object to characterize the important phenomenon of “crowding” near extremes. The study presented in
this paper is a ﬁrst attempt to characterize the “crowding” near the largest eigenvalue, λmax, of random
matrices. Here, we have performed a detailed study of the DOS for GUE and it would be interesting
to address the same questions for Gaussian β-ensembles, for which we could only predict heuristically
some asymptotic behaviors (121). It would also be interesting to study the density of states close to
the smallest eigenvalue λmin at the hard edge of Laguerre-Wishart matrices, where we would expect
quite diﬀerent behaviors.
We showed that these two quantities are actually related via the relation pGAP(r,N) = (N −
1)ρDOS(−r,N) and showed that both quantities can be conveniently expressed in terms of orthogonal
polynomials which can be viewed as a generalization of Hermite polynomials deﬁned on a semi-inﬁnite
interval (12). We showed, using a double scaling analysis, that these OP are related to the Lax pair
of a Painlevé XXXIV equation, a result which can also be obtained using rather sophisticated method
relying on Riemann-Hilbert techniques [38].
We could then characterize the PDF characterizing the typical ﬂuctuations p˜typ(r˜) of the ﬁrst gap,
which are of order O(N−1/6), in terms of the solution of this Lax pair. Using this expression, we could
also derive precise asymptotics of this PDF (26). Our expression is diﬀerent, and also simpler, than
the one found previously by Witte, Bornemann and Forrester [27], and it would be very interesting
to show explicitly that these two formulas do coincide. Note that similar relations arising in related
contexts have recently emerged in [42,47,48]. It would also be natural to extend the present study of
the ﬁrst gap to other ensembles of RMT, and in particular to the Gaussian β-ensembles.
Finally, we have studied here the typical ﬂuctuations of the ﬁrst spacing at the edge, which are
of order O(N−1/6). An interesting continuation of the present work would be, as it has been done in
detail for the largest eigenvalue λmax itself (for a recent review see [49]), to study the atypically large
ﬂuctuations of this ﬁrst spacing, when they are of order O(N 1/2). We leave these interesting open
questions for future investigations.
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A Rewriting the Lax system in terms of rescaled variables
In this appendix, we derive two identities relating the Hastings-McLeod solution of Painlevé II with α = 0,
















By combining Eq. (123) and Eq. (124), one obtains
















= 21/3q2(−2−1/3x) . (126)
We now derive a second identity by considering the following function
J(x) = −x− 2q21/2(x) + 2q′1/2(x) . (127)
It is straightforward to check that J(x) satisﬁes
J ′(x) = −2q1/2(x)J(x)− 2 . (128)
The solution of the homogenous equation, J ′(x) = −2q1/2(x)J(x) is, using (123), J(x) = A/q2(−2−1/3x). By
varying the constant, one ﬁnds the solution of (128) under the form:
J(x) =
A(x)




q2(u)du + a , (129)
where a is a constant, independent of x. On the other hand, from the large x behavior q1/2(x) ∼ 1/(2x), one
sees that J(x) in (127) behaves like J(x) ∼ −x, when x→∞. This implies that the constant a in Eq. (129) is









One can then use these identities (126) and (130) to write the matrix elements of the matrices A and B in
Eq. (68) in terms of q(x) only – and not q1/2(x). This yields ultimately, with an appropriate change of variables,
the expression of the matrices A˜ and B˜ in Eq. (79).
B Expansion of the solution of the Lax system for small r˜
In this appendix, we give some details concerning the expansion of ρ˜edge(r˜) [which is actually similar to the
one of p˜typ(r˜), see Eq. (23)] for small argument r˜.
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B.1 General structure of the psi-functions f˜(r˜, x) and g˜(r˜, x) at small r˜
The small r˜ expansion of ρ˜edge(r˜) necessitates the expansion of the solution of the Lax pair f˜(r˜, x) and g˜(r˜, x),



















































where the solutions f˜(r, s) and g˜(r, s) are characterized by the asymptotic behaviors given in Eq. (80) in the
text. We have already shown that f˜(r˜ = 0, x) exists, and in fact f˜(r˜ = 0, x) = 2−1/6
√πq(x) and given the
r˜-dependence of the matrices A˜ and B˜ one expects that f˜(r˜, x) admits the following expansion







To obtain the small r˜ expansion of g˜(r˜, x), we show that it can be actually expressed in terms of f˜(r˜, x). Using










q(u)f˜n−1(u) du , n ≥ 1 . (134)
By injecting the expansion of f˜(r˜, x) (133) into the ’B˜-equation’ satisﬁed by f˜(r˜, x) [see Eqs. (131), (132)] one




f˜k(x)− g˜k(x) , (135)
where g˜k(x) deﬁned in Eq. (134) can be expressed in terms of f˜k−1(x). Hence this set of equations (135) can be
solved iteratively for successive values of k, starting from k = 1, to yield the ﬁrst functions given in Eq. (100)
in the text.
B.2 Lowest order expansion: calculation of the integral a2
In this section of the appendix, we show that the amplitude a2 deﬁned through the rather complicated integral

















This identity (137) is the crucial one as it allows us to compute this integral in (136), by using successive














qq′RF2 dx = 2
� ∞
−∞




















R3F ′2 dx , (138d)
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where we used the shorthand notations q ≡ q(x), R ≡ R(x) and F2 ≡ F2(x). We compute the integral J1 in





q′2 + 2q4 + xq2
�
F2 dx , (139)
where we have used that q(x) is solution of the Painlevé II equation (17) as well as the asymptotic behavior
of F2(x) for large negative argument (116). Similarly, the integral J2 in (138c) can be transformed by using a

















F2 dx . (140)














F2 dx . (141)







q′2 − q4 − xq2
�
F2 dx . (142)




q2(u) du = q′2 − q4 − xq2 , (143)
which can be checked easily by taking derivative with respect to x on both sides, and using that q(x) is solution










F ′2(x) dx = 1
2
, (144)
as given in Eq. (103) in the text.
C Large r˜ expansion of p˜typ(r˜): beyond the leading order
In this appendix, we analyze in detail the large r˜ asymptotic of p˜typ(r˜). We obtain in particular the ﬁrst sub-
leading corrections to the leading term obtained in the text, in Eq. (118), yielding the rather precise asymptotics
for p˜typ(r˜) given in Eq. (119).
This expansion, beyond leading order, requires the determination of the ﬁrst correction, of order O(r˜−1/2)
to the asymptotic behavior of f˜(−r˜, x), for large r˜, given in Eq. (110), which we ﬁrst focus on. We expect, from
(110), the following asymptotic behavior valid for large r˜:
















To compute the function F1(x), we use that f˜(−r˜, x) satisﬁes the following Schrödinger equation
∂2xf˜(−r˜, x)− (x+ 2q2(x))f˜(−r˜, x) = r˜f˜(−r˜, x) . (146)










where we have used that limx→−∞ F1(x) = 0. Although this is a reasonable assumption we have not been able
to establish it rigorously. In the following, we will need the behavior of F1(x) for large negative argument. It











, when s→ −∞ , (148)
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+ o(|x|−1) , when x→ −∞ . (149)
More generally, the analysis of Eq. (146) suggests that f˜(−r˜, x) admits an expansion of the form




















Equipped with this asymptotic expansion (150) we can now compute the large r˜ asymptotics of p˜typ(r˜)












F2(x) dx . (151)
We analyze the ﬁrst term in (151) – the integral involving f˜2(−r˜, x) – by injecting the large r˜ expansion

























F2(x) dx . (152)
As we have seen before [see Eq. (117) in the text], the integral over x in (153) is dominated by the region where
x < 0 where, as shown in the main text, one can use the saddle point method. Indeed, as shown previously
in (117), the saddle point is reached for x∗ = 2
√
2 r˜1/4. It is thus natural to perform the change of variable
x = ur˜1/4 and use the asymptotic behavior of F1(x) for large negative argument given in (149) as well as the
one for F2(x) [46]:








, τ2 = 21/24eζ
′(−1) , (153)

























with A = 2−91/48eζ
′(−1)/
√π.
We now analyze the second term in Eq. (151), which involves g˜(−r˜, x) that does not contribute to leading
order when r˜ → ∞. To analyze this term, it is suﬃcient to expand g˜(−r˜, x) using Eq. (110) as well as F2(x)
using Eq. (153) to leading order. One can then perform a large r˜ expansion of this term using again the saddle


























Finally, combining these asymptotic expansions (154) and (155) one obtains from (151)



















as announced in the text in Eq. (119).
D The formula for the ﬁrst gap, p˜typ(r˜), obtained by Witte, Bornemann and
Forrester (WBF)
In Ref. [27], WBF obtained a formula for p˜typ(r˜) in terms of the components of a solution of a particular
isomonodromic problem relating to the Painlevé II equation. In this paper, they used a method which diﬀers
signiﬁcantly for the one developed in the present paper. The starting point of their computation [27] is a
formula, obtained in Ref. [50], for the joint PDF of the ﬁrst and second smallest eigenvalues at the hard edge
of unitary ensembles. They could then use a transformation which relates the hard edge to the soft edge [51] to
obtain an expression for p˜typ(r˜) in terms of the Hamiltonian system for Painlevé II, denoted by {q, p; t,H}. We
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introduce the parameters α and α1 satisfying the relations α = α1− 1/2. In the present case, α1 = 2, implying




2q2α − pα + t
�
pα − α1qα , (157)
while the corresponding equations of motion are
∂tqα = ∂pαH = pα − q2α −
1
2
t , ∂tpα = ∂qαH = 2qαpα + α1 , (158)
from which qα(t) satisﬁes the Painlevé II equation with parameter α
∂2t qα = 2q3α + tqα + α . (159)
Note that H satisﬁes the second-order second degree diﬀerential equation of Jimbo-Miwa-Okamoto σ form for
PII with α1 = 2, α = 32 :
H¨2 + 4H˙3 + 2H˙[tH˙ −H] = 1 . (160)





psoft(2) (t, t− r˜) dt , (161)
with























×(U∂xV −V∂xU)(−21/3r˜;−21/3t) . (162)
In Eq. (162), psoft(1) (t) is given by [27]



















σII(t) = −21/3H(−23t) , (165)
where the Hamiltonian H is given in Eq. (157). Finally, in Eq. (162), U ≡ U(x, t) and V = V(x, t) are solutions


























































































which satisfy the boundary conditions for t, x, t− x→ −∞
U(x, t) ∼ −tAi(2
−1/3(x− t))
Ai(−2−1/3t) (169)
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We characterize the phenomenon of “crowding” near the largest eigen-
value λmax of randomN×N matrices belonging to the Gaussian β-ensemble
of random matrix theory, including in particular the Gaussian orthogonal
(β = 1), unitary (β = 2) and symplectic (β = 4) ensembles. We fo-
cus on two distinct quantities: (i) the density of states (DOS) near λmax,
ρDOS(r,N), which is the average density of eigenvalues located at a distance
r from λmax (or the density of eigenvalues seen from λmax) and (ii) the prob-
ability density function of the gap between the ﬁrst two largest eigenvalues,
pGAP(r,N). Using heuristic arguments as well as well numerical simula-
tions, we generalize our recent exact analytical study of the Hermitian case
(corresponding to β = 2). We also discuss some applications of these two
quantities to statistical physics models.
PACS numbers: 02.10.Yn, 05.40.-a
1. Introduction
During the last 20 years, there has been an important activity, both in
mathematics and in physics, aiming at describing the ﬂuctuations of the
largest eigenvalue in ensembles of random matrices [1, 2, 3, 4, 5, 6, 7]. The
most studied ones in this context, which we also focus on here, are probably
the Gaussian β-ensembles where the joint probability density function (PDF)
of the N real eigenvalues λ1, · · · ,λN is given by:














where the normalization constant is ZN = (2π)N/2β−N/2−βN(N−1)/4Γ(1 +
β/2)N
�N
j=1 Γ(1 + βj/2) and where β > 0 is the Dyson index that can take
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(1)
2any real value. The classical values correspond to β = 1, 2 and 4, associated
respectively to the Gaussian Orthogonal Ensemble (GOE), the Gaussian
Unitary Ensemble (GUE) and the Gaussian Symplectic Ensemble (GSE).
Note that for arbitrary β, it is possible to associate a matrix model to (1)
(namely tridiagonal random matrices introduced in [8]). The ﬂuctuations of
the largest eigenvalues λmax = max1≤i≤N λi, characterized by its cumulative
distribution FN (y) = Proba.[λmax ≤ y], are now well understood. Indeed,
we have now a precise characterization of the typical ﬂuctuations of λmax,
when |λmax −
√
2N | is of order O(N−1/6), which are described the TW
distributions [1, 2] as well as of the large deviations of λmax, when |λmax −√
2N | is of order O(√N), where FN (y) is described by large deviations






Figure 1. Diﬀerent quantities characterizing the "crowding" near the largest eigen-
value λmax studied in this paper: (i) the mean density of states ρDOS(r,N)
such that ρDOS(r,N)dr is the mean number of eigenvalues located in the inter-
val [λmax − r − dr,λmax − r] and (ii) the PDF pGAP(r,N) of the spacing between
the two largest eigenvalues, pGAP(r,N)dr = Pr .[(Λ1,N − Λ2,N ) ∈ [r, r + dr]].
However in several situations, some observables related to such spectral
statistics (1), might be sensitive not only to λmax but also to near-extreme
eigenvalues, whose amplitudes are smaller but close to this largest eigenvalue.
This general feature, not restricted to random matrices, has led physicists
to study the phenomenon of “crowding” close to the maximum [9]. This was
studied in detail for the case of independent and identical random variables
[9] and more recently for Brownian motion [10]. In Ref. [11] we proposed to
characterize this phenomenon of “crowding” in random matrix models, by
studying the density of near extreme eigenvalues, also called the density of







�δ(λmax − λi − r)� , (2)
where imax is such that λimax = λmax and �· · · � means an average taken with
the weight in (1). It is normalized according to� ∞
0
dr ρDOS(r,N) = 1 . (3)
Incidentally, we showed that the DOS is related to another interesting
observable characterizing also the crowding to λmax, namely the PDF of
the gap between the two largest eigenvalues [11]. Let us denote by λmax =
Λ1,N ≥ Λ2,N ≥ · · · ≥ ΛN,N and by d1,N = Λ1,N −Λ2,N the ﬁrst gap (see Fig.
1). Its PDF is denoted by pGAP(r,N), such that Pr.[d1,N ∈ [r, r + dr]] =
pGAP(r,N)dr. It is then possible to show the following relation:
pGAP(r,N) = (N − 1)ρDOS(−r,N) , (4)
and we refer the reader to Ref. [11] for the derivation of this relation.
In Ref. [11], we focused essentially on the case of GUE (β = 2) where we
computed exactly these two quantities ρDOS(r,N) and pGAP(r,N) both for
ﬁnite N and in the large N limit, using a method based on (semi-classical)
orthogonal polynomials, which were previously introduced in Ref. [12]. Here,
we generalize these results to the case of generic β, which we mainly study,
for large N , using heuristic arguments, that are conﬁrmed by numerical
simulations (for β = 1, 2 and β = 4). Before presenting our results we
discuss two applications of these two near extreme observables (2, 4).
2. Two applications of ρDOS(r,N) and pGAP(r,N)
As we discuss it here, ρDOS(r,N) and pGAP(r,N) play an important role
in the minimization of quadratic forms on the sphere [13] and in the study
of a spherical mean-ﬁeld spin-glass [14] respectively.
2.1. Minimizing a quadratic form on the N -dimensional sphere
Let us consider the problem which consists in minimizing a random
quadratic form on the N -dimensional sphere SN :








s2i = N , (5)
4where J is a matrix belonging to the Gaussian β-ensemble (with β = 1, 2
being the more natural values in this case) – and here we choose the matrix
elements Ji,j of zero mean and variance of order O(1/N) 1. To take into
account the spherical constraint (5) we introduce a Lagrange multiplier z
such that we have to minimize






�s 2 −N� (6)
with respect to �s and z. It is then straightforward to show that
min
�s ,z
H˜[�s, z] = H˜[�smax, zmax] = −N λmax
2
, (7)




If we now look at the Hessian matrix δ2H˜/δsiδsj evaluated at the minimum








= {0,λmax − λ1,λmax − λ2, · · · ,λmax − λN} . (9)
Hence the DOS, ρDOS(r,N) in Eq. (2) is the average density of eigenvalues
of the Hessian evaluated at the minimum (except the trivial eigenvalue 0).
It is thus natural to expect that the DOS plays an important role in the
relaxational dynamics of a system driven by such a quadratic form (5), which
corresponds precisely to the fully connected p-spin spherical spin-glass model
with p = 2 (where the si’s correspond to spin variables coupled to each other
via the matrix J) [15, 16, 17].
2.2. Overlap distribution in the fully connected p = 2-spherical spin glass
model
In Ref. [14], the authors studied the equilibrium properties of the p =
2-spherical spin glass model (or spherical Sherrington-Kirkpatrick model)


















1 note that the joint PDF (1) corresponds instead to matrix elements of order O(1).
5where the δ function ensures the spherical constraint (5). They focused on










where s(1)i and s
(2)
i represent the spins at site i in two distinct equilibrium
conﬁgurations with the same realization of the couplings Ji,j . In Ref. [14] it
was shown that, for ﬁxed couplings Ji,j , the distribution of Q (with respect
to thermal ﬂuctuations) is related, at low temperature T , to the ﬁrst gap
between the two largest eigenvalues Λ1,N and Λ2,N of the matrix J








, P˜ (q) = e−
N
2T
(Λ1,N−Λ2,N )(1−q2) . (12)
Hence we see from (12) that the full distribution of the overlap in this model
is directly related to the PDF of the ﬁrst gap d1,N = Λ1,N − Λ2,N of Gaus-
sian random matrices Ji,j , the natural ensemble being here GOE (β = 1).
Indeed, after averaging the distribution P (Q,N) in (12) over the random
couplings Ji,j , one obtains nothing else but the Laplace transform (with
Laplace parameter ∝ (1 − q2)/T ) of the PDF of the ﬁrst gap, pGAP(r,N),
studied here [see Eq. (4)].
3. Two diﬀerent scaling regimes: bulk and edge
Computing the DOS ρDOS(r,N) for ﬁnite N is, for a generic value of β in
(1), a very challenging task. This could be done for the special case β = 2 in
Ref. [11] using the method of orthogonal polynomials, which unfortunately
can not be extended to other values of β. In spite of this diﬃculty, the
main features of ρDOS(r,N), for large N , can be characterized by means of
heuristic arguments.
For this purpose, it is ﬁrst useful to recall that the ﬂuctuations of the
eigenvalues are characterized by two diﬀerent scales depending on their loca-
tion in the spectrum: (i) in the bulk for λi/
√
N = O(1) and |λi| <
√
2N and
(ii) at the edge where |λi ±
√
2N | = O(N−1/6). The existence of these two
scales manifests itself in various observables associated to the eigenvalues of






�δ(λi − λ)� . (13)
6One has obviously ρ(λ, N) = ρ(−λ, N) and one can further show that, for




















, |λ−√2N | = O(N−1/6) .
(14)
In Eq. (14), ρbulk(x) is the Wigner semi-circle [18, 19]:




2− x2 , (15)
independently of β, while ρedge(x) is given by [20, 21, 22],
ρedge(x) ∼

[Ai�(x)]2 − xAi2(x) + 12Ai(x)
�
1− �∞x dtAi(t)� , β = 1 ,
[Ai�(x)]2 − xAi2(x) , β = 2 ,
κ−1/2
�





β = 4 ,
(16)
where κ = 22/3. Its asymptotic behaviors are given by
ρedge(x) ∼ 1
π
√−x , x→ −∞ ,
ln(ρedge(x)) ∼ −2β3 x3/2 , x→∞ .
(17)
Interestingly, one can check that these two regimes for ρ(λ, N), the “bulk”
one and the “edge” one in Eq. (14), perfectly match when λ approaches the
value
√
2N from below. Indeed, when λ → √2N from below, ρ(λ, N) can
be replaced by the Wigner semi-circle (15), which gives:












This behavior (18) coincides with the left tail of the scaling function ρedge(x)




2N − λ ∼
O(√N), we can substitute in the second line of Eq. (14) the left tail asymp-
















7which after a trivial rearrangement coincides with Eq. (18). Note also that
the right tail of ρedge(x) in Eq. (17) matches, as it should, with the right
tail of the TW distribution for β-ensemble [19].
Similarly to the density (14), one expects that, for large N , ρDOS(r,N)
exhibits two diﬀerent scaling regimes (see ﬁgure 2): (i) a bulk regime, where























, r = O(N−1/6) ,
(20)
for some real c < 2
√
2 and where ρ˜bulk(x) and ρ˜edge(r˜) are two diﬀerent
scaling functions.
Let us ﬁrst investigate the bulk regime. For r ∝ √N in (2), one expects
that ρDOS(r,N) is insensitive to the ﬂuctuations of λmax which are of order
O(N−1/6) around the value √2N . Therefore, in Eq. (2) the PDF of λmax
can be simply replaced by a delta function δ(λmax −
√
2N). It thus follows
that ρDOS(r,N) ≈ ρ(
√
2N − r,N) where ρ(λ, N) is simply the density of
eigenvalues in (13). Therefore, from (14) together with (15) one expects
that ρDOS(r,N) takes the scaling form given in the ﬁrst line of Eq. (20)
where ρ˜bulk(x) is a shifted Wigner semi-circle:
ρ˜bulk(x) = ρW (
√





2− x) , (21)
independently of β.
On the other hand, in the edge regime when r ∼ O(N−1/6), the DOS
will be sensitive to the ﬂuctuations of λmax and we expect that ρ˜edge(r˜) is
a non trivial function, as it was shown to be the case for β = 2 [11] (see
also Eq. (24) below). Although we can not compute explicitly this scaling
function ρ˜edge(r˜) for other values of β �= 2 we can extract its asymptotic
behaviors for both small and large arguments, which we discuss in the next
section.
In Ref. [11] these results were obtained by exact analytical calculations
for β = 2. Here we have performed numerical simulations for diﬀerent values
of β = 1, 2 and 4 using the tridiagonal random matrices representation [8]. In
Fig. 2 we show a plot of ρDOS(r,N) as a function of r and diﬀerent values
of N that corroborates the scaling forms in Eq. (20) for three diﬀerent
values of β = 1 (red), β = 2 (green) and β = 4 (blue). The central panel
indicates that, in the bulk regime, ρDOS(r,N), correctly rescaled, converges













































































































































































































































Figure 2. The diﬀerent scaling regimes for ρDOS as described in Eq. (20). Left
panel: Plot of ρDOS(r,N) as a function of r for three diﬀerent values of N and
three diﬀerent values: β = 1 (red), β = 2 (green) and β = 4 (blue). Central
panel: (bulk regime) Plot of the same quantities (after rescaling)
√
NρDOS(r,N)
as a function of r/
√
N and for diﬀerent value of β with the same color code as the
one used in the left panel. Right panel: (edge regime) Plot of the same quantities
(after yet another rescaling) ρDOS(r,N)/(
√
2N−5/6) as a function of
√
2N1/6r.
the scaling form in the ﬁrst line of Eq. (20). Finally, the right panel shows a
plot of ρDOS(r,N) for small r, which is in a good agreement with the scaling
form given in the second line of Eq. (20). It also indicates that the limiting
function ρ˜edge(r˜) depends explicitly on β.
We conclude this section by mentioning that the typical ﬂuctuations
of the ﬁrst gap are naturally expected to scale as d1,N = Λ1,N − Λ2,N ∼
O(N−1/6), as the ﬂuctuations of Λ1,N = λmax and Λ2,N around
√
2N are
also of order O(N−1/6) [1, 2]. Hence, for large N we expect that pGAP(r,N)












2 in the argument has been chosen here for convenience,
9according to the choice made for ρDOS(r,N) in the second line of Eq. (20).
This scaling form (22) together with the scaling function p˜typ(r˜) were ob-
tained exactly for β = 2. It is natural to expect that this scaling form (22)
holds for any value of β > 0, with a β-dependent scaling function p˜typ(r˜), and
below we give some heuristic arguments to obtain the asymptotic behaviors
of the scaling function p˜typ(r˜).
4. Asymptotic behaviors of the scaling functions ρ˜edge(r˜)
and p˜typ(r˜)
We ﬁrst begin to analyze the small r˜ behavior of ρ˜edge(r˜). From the
deﬁnition of the DOS in Eq. (2) it is clear that its small r˜ behavior is
directly related to the probability that two eigenvalues – namely the ﬁrst one
and the second one – become extremely close to each other. From the joint
PDF of the eigenvalues (1), this probability vanishes as r˜β as a consequence
of the short distance repulsion between eigenvalues, which comes from the
Vandermonde term
�
i,j |λi − λj |β in the joint PDF (1). One thus expects
that ρ˜edge(r˜) ∼ aβ r˜β , with an a priori unknown constant aβ .
On the other hand, it is reasonable to assume that there is a smooth
matching between the edge region and the bulk region described by the
shifted Wigner semi-circle law (21), as it is the case for the density of eigen-
values [see the discussion between Eqs. (18) and (19)]. This means that the
large r˜ behavior of ρ˜edge(r˜) has to coincide with the small argument of the
shifted Wigner semi circle (21), which does not depend on β. Hence one
deduces that ρ˜edge(r˜) ∼
√
r˜/π, for all β. The asymptotic behaviors of the








+ o(r˜1/2) , r˜ →∞.
(23)
These behaviors (23) have been conﬁrmed, for β = 2, by an exact calcu-












F2(x) dx , (24)
where F2(x) is the Tracy-Widom distribution associated to GUE [1] and










��(x) = 2q3(x) + x q(x) ,

































Figure 3. Plot of ρ˜edge(r˜) for three diﬀerent values of β (β = 1 in red, β = 2 in
green and β = 4 in blue). Left panel: the data are plotted on a log-log scale and
they exhibit a small r˜ behavior compatible with our heuristic arguments in (23).
Right panel: plot of ρ˜edge(r˜) in terms of r˜ with the asymptotic behavior for large
r˜ compatible with our heuristic arguments (23).
while f˜(r˜, x) satisﬁes





It was further shown in [11] that f˜(r˜, x) can be expressed in terms of the Lax
pair associated to the Painlevé XXXIV equation. From this exact expression
(24) one can derive the asymptotic behaviors announced in (23) and compute
explicitly the amplitude a2 = 1/2 [11].
In Fig. 3 we show a plot of ρ˜edge(r˜) as a function of r˜ for three diﬀerent
values of β = 1, 2 and 4 exhibiting the small r˜ behavior (in the left panel)
and the large r˜ behavior (in the right panel). In each case, ρ˜edge(r˜) was
computed by sampling 2.107 independent random matrices of size 100×100.
Both panels show a good agreement with our predictions in (23). We also
notice on the right panel of Fig. 3 that ρ˜edge(r˜) exhibits clear oscillations
for β = 4, while the curves for β = 1 and 2 are much smoother.
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We now turn to the small r˜ asymptotic behavior of the gap distribution
p˜typ(r˜), which can be argued to coincide with the small r˜ behavior of the
DOS, ρ˜edge(r˜). Indeed, for small r˜, the contribution to ρ˜edge(r˜) comes only
from the gap between the two largest eigenvalues because the others (the
third, the fourth etc. eigenvalues) are too far, as a consequence of the short
range repulsion coming from the Vandermonde term in Eq. (1). Hence one
expects that p˜typ(r˜) ∼ aβ r˜β with the same amplitude aβ as above in (23).
On the other hand, the large r˜ behavior of p˜typ(r˜) can be obtained, to
leading order, by assuming that for large separation r˜ the two ﬁrst eigen-










Pr.[Λ2,N = λ]Pr.[λmax = λ+ r]dλ (27)
∼
r→∞ Pr.[λmax = r] .
Therefore, we expect that right tail of p˜typ(r˜) coincides with the right tail of
the TW distribution which goes for large argument as lnF �β(x) ∼ −2β3 x3/2.
To summarize, we obtain the asymptotic behaviors of p˜typ(r˜) as:
p˜typ(r˜) ∼ aβ r˜β + o(r˜β) r˜ → 0
ln p˜typ(r˜) ∼ −2β
3
r˜3/2 + o(r˜3/2) , r˜ → +∞ ,
(28)
while the computation of aβ as well as the subleading corrections, both for
small and large arguments, for any β remains challenging.
In Ref. [11], we obtained an exact expression of p˜typ(r˜) for the special












F2(x) dx . (29)
From this exact formula (29) we could not only check the above asymptotic























































































































Figure 4. Comparison of p˜typ(r˜) for the diﬀerent β-ensemble with 2.107 realizations
for a 100 × 100 matrix for each case. (β = 1 in red, β = 2 in green and β = 4 in
blue) Left panel: log-log plot of p˜typ(r˜) with the asymptotic behavior for small
r˜. Right panel: log plot of p˜typ in terms of r˜3/2 with the asymptotic behavior
for large r˜. We also plot the asymptotic behavior for large r˜ obtained in the β = 2
case Eq. (30).
where the ﬁrst and second lines correspond respectively to the small and
large r˜ behaviors. In (30), the amplitudeA is given byA = 2−91/48eζ�(−1)/
√
π,
where ζ �(x) is the derivative of the Riemann zeta function, while a4 can be
expressed in terms of integrals involving q(x) with the result a4 ∼ −0.393575....
It should be noticed that a diﬀerent expression, somehow more complicated,
of the PDF of the ﬁrst gap p˜typ(r˜) had been obtained previously in Ref. [23],
involving also Painlevé transcendents. It remains an open question to show
that these two expressions do coincide.
5. The density of states and the gap for a ﬁxed value of λmax
Up to now, we have studied the DOS ρDOS(r,N) and the PDF of the
gap pGAP(r,N) averaged over the value of λmax. It is also interesting to look
at these quantities for ﬁxed value of λmax = y, the corresponding quantities
being denoted as ρDOS(r|y,N) and pGAP(r|y,N). We naturally expect the
13










2N1/6r|√2N1/6(y −√2N)) . (32)


































2(u)du and q(x)g˜(r˜, x) = −r˜ �∞x q(u)f˜(r˜, u) du . Simi-






























where we haved now used the shortand notations for the shifted quantities
(hence the subscript s) qs = q(x − r˜), Rs = R(x − r˜), F2,s = F2(x − r˜),
f˜s = f˜(−r˜, x − r˜), g˜s = g˜(−r˜, x − r˜). In Fig. (5) we show a plot of the
constrained quantities: ρ˜edge(r˜|0) in the left panel and p˜typ(r˜|0) in the right
panel when λmax =
√
2N ie x = 0 for three diﬀerent values of β (β = 1
in red, β = 2 in green and β = 4 in blue) computed by sampling 2.107
independent tridiagonal random matrices of size 100×100 [8] for each β and
only kept the events when |λmax −
√
2N | < 0.1. Both panels show a good
agreement with our predictions in (33, 34) for β = 2 (green solid line) [11].
6. Conclusion
To conclude, we have studied the phenomenon of “crowding” of the eigen-
values near the largest eigenvalue λmax for random matrices belonging to the
Gaussian β-ensembles (1). In particular we focused on the DOS (2), which
is the density of eigenvalues seen from the largest eigenvalue, and the PDF
of the ﬁrst gap, these two quantity being related for any ﬁnite N through
the relation (4). Based on exact results obtained for Hermitian matrices,





























































Figure 5. Comparison of ρ˜edge(r˜|0) (left panel) and p˜typ(r˜|0) (right panel) for
three diﬀerent values of β (β = 1 in red, β = 2 in green and β = 4 in blue). We
have performed 2.107 realizations of a 200 × 200 matrix. For each case, we keep
only events when |λmax −
√
2N | < 0.1 (dots). We also plot in solid line the exact
result for β = 2 (33) and (34) obtained in [11] (using the numerical values of q(x)
and F2(x) from Ref. [24]).
we obtained a general description of these two quantities in the large N
limit. We also presented results of numerical simulations supporting our
arguments. As we have seen in section 2, these quantities ρDOS(r,N) and
pGAP(r,N) enter naturally into the computation of physical observables in
the fully connected spherical spin-glass model and it will be particularly in-
teresting to explore further the implications of our results to the relaxational
dynamics of this model. Another application of the techniques developed in
[11], which provided a detailed analysis of an orthogonal polynomial system
initially introduced in [12], concerns the level curvature distribution at the
soft edge of random Hermitian matrices which also involves the same orthog-
onal polynomials [25]. Finally, it will be interesting to extend the present
study to other ensembles of random matrices, like the Laguerre-Wishart en-
semble. Hence we hope that these results will motivate further studies of
15
near extreme eigenvalues.
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Abstract We consider a Brownian motion (BM) x(τ) and its maximal value xmax = max0≤τ≤t x(τ)
on a ﬁxed time interval [0, t]. We study functionals of the maximum of the BM, of the form Omax(t) =� t
0
V (xmax−x(τ))dτ where V (x) can be any arbitrary function and develop various analytical tools to
compute their statistical properties. These tools rely in particular on (i) a “counting paths” method and
(ii) a path-integral approach. In particular, we focus on the case where V (x) = δ(x− r), with r a real
parameter, which is relevant to study the density of near-extreme values of the BM (the so called density
of states), ρ(r, t), which is the local time of the BM spent at given distance r from the maximum. We
also provide a thorough analysis of the family of functionals Tα(t) =
� t
0
(xmax−x(τ))α dτ , corresponding
to V (x) = xα, with α real. As α is varied, Tα(t) interpolates between diﬀerent interesting observables.
For instance, for α = 1, Tα=1(t) is a random variable of the “area”, or “Airy”, type while for α = −1/2 it
corresponds to the maximum time spent by a ballistic particle through a Brownian random potential.
On the other hand, for α = −1, it corresponds to the cost of the optimal algorithm to ﬁnd the maximum
of a discrete random walk, proposed by Odlyzko. We revisit here, using tools of theoretical physics,
the statistical properties of this algorithm which had been studied before using probabilistic methods.
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the Brownian motion starting and ending at the origin.
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21 Introduction
Stochastic processes are at the heart of many fundamental problems in statistical physics. In particular,
it was realized a long time ago that Brownian motion (BM) is the process underlying many physical
systems and corresponding random models. Since then, BM has not only become a cornerstone of
statistical physics [1,2,3] but has also found numerous applications in various areas of science, including
biology [4], computer science [5,6,7,8,9] or ﬁnancial mathematics [10,11]. These various applications
have motivated the study of functionals of Brownian motion [8,10,12,13], which are observables of the
form O(t) = � t
0
V (x(τ)) dτ where V (x) can be any function and x(τ) is a BM (see Fig. 1 (a)). It
might also be relevant to consider functionals of variants of BM, like the Brownian bridge (BB), xB(τ),
which is a BM conditioned to start and end at the origin (see Fig. 1 (b)), the Brownian excursion
(BE), xE(τ), which is a BB conditioned to stay positive on the whole time interval [0, t] (see Fig. 1
(c)) as well as the Brownian meander which is constrained to stay positive on [0, t] but can end up at
any point at time t (see Fig. 1 (d)). For instance, if V (x) = δ(x − a), the Brownian functional O(t)
corresponds to the local time at the ﬁxed level a, which is an important quantity in probability theory
[14]. Another interesting example concerns the case where V (x) = x for a BE, which corresponds
to the area under a BE. In this case, the distribution of OE(t) =
� t
0
xE(τ) dτ is given by the so
called Airy-distribution which appears in computer science [15,16,17,18] as well as in the extreme
statistics of elastic interfaces [8,19,20]. Extensions of the Airy-distribution to the area under Bessel
processes (i.e., radius of the d-dimensional process) have been recently discussed in Ref. [21]. Yet
another example which is relevant in ﬁnance is the case where V (x) = exp (x), which describes the
price of an Asian stock option in the Black-Scholes framework [22]. Note that in this exponential case,
O(t) = � t
0
exp (x(τ)) dτ also represents the stationary current of a disordered Sinai chain connected to
two reservoirs of particles [23,24,25,26]. Quite interestingly, these functionals of BM and its variants
can be studied using powerful tools of theoretical physics, namely path integrals methods (leading to
the so called Feynman-Kac formula). This allows to recast the study of Brownian functionals in a






















(a) Brownian motion (b) Brownian bridge
(c) Brownian excursion (d) Brownian meander
Fig. 1 Brownian motion x(τ) (a) and its variants: the Brownian bridge xB(τ) in (b), the Brownian excursion
xE(τ) in (c) and the Brownian meander xMe(τ) in (d).
While such Brownian functionals are thus well understood, several recent works have pointed
out the physical relevance of functionals of the maximum of Brownian motion, which are much less
studied. In this case, one is interested in observables of the form Omax(t) =
� t
0
V (xmax − x(τ)) dτ
with xmax = max0≤τ≤t x(τ) where x(τ) is BM or one of its variants (see Fig. 1). An important case




δ(xmax − x(τ)− r) dτ , (1)
which is the so called density of states (DOS) near the maximum. This is a natural and useful quantity
to characterize the crowding of near-extremes [28]. Indeed, ρ(r, t)dr denotes the amount of time spent
by x(τ) at a distance within the interval [r, r + dr] from xmax (see Fig. 2). Hence ρ(r, t) is similar to
the local time with the major diﬀerence that here the distances are measured from xmax, which is itself
a random variable. The statistics of the DOS was recently studied by us in the context of near-extreme
statistics [29]. Note that, by deﬁnition,
�∞
0
ρ(r, t) dr = t. Therefore its average value, �ρ(r, t)�/t, where
�. . .� means an average over the trajectories of BM has a natural probabilistic interpretation as it is
the probability density function to ﬁnd the BM at a given distance r from the maximum in the time




V (xmax − x(τ)) dτ� =
� ∞
0
�ρ(r, t)�V (r) dr , (2)









Fig. 2 (Color online) One realization of the process x(τ) on the time interval [0, t], with a width W (t) =
maxτ∈[0,t] x(τ)−minτ∈[0,t] x(τ). x(τ) spends a time ρ(r, t)dr at a distance within [r, r+ dr] (the green stripe)
from the maximum xmax, with ρ(r, t) being the DOS (1).
Another very interesting application of functionals of the maximum of Brownian motion concerns
the case where V (x) = 1/(2x), which enters into the analysis of the optimal algorithm to ﬁnd the
maximum of a discrete random walk of n steps with n � 1 [30]. Indeed, let us consider a discrete
random walk (RW), starting from X0 = 0 and evolving via the Markov rule: Xk = Xk−1 + ηk where
ηk = ±1 with equal probability 1/2. We study the search problem of ﬁnding the maximum of the RW,
Mn = max0≤i≤nXi, while minimizing the number of values of Xk’s that are probed. The cost of the
algorithm is identiﬁed by the number of probes used to ﬁnd Mn. The simplest algorithm consists of
probing all positions Xk for 1 ≤ k ≤ n: its cost is n. In Fig. 12, we show an example for n = 14 where
we ﬁnd M14 = 7 in 4 probes: this shows that, because of strong correlations between the positions
of the RW, n is actually a rough upper bound of the cost of the optimal algorithm. Of course, some
RWs need more probes than others in order to ﬁnd Mn. For example, the RW with n jumps +1 needs
only one probe in Xn = n but the RW with alternating jumps ±1 (X2k = 0 and X2k+1 = 1) needs
�n2 � + 1 probes to be sure that none X2k = 2. But of course these cases are rare. Let An be the
ensemble of algorithms that ﬁnd Mn, according to the above rules, and let us denote by C(a) the cost,
as deﬁned above, of the algorithm a that belongs to An. Of course C(a) is a random variable, which
4varies from one realization of the RW to another, its average value being denoted by �C(a)�. In Ref.
[30], Odlyzko studied the minimal average cost of such algorithms and he showed that, for large n, the
minimal average cost is proportional to
√
n, much smaller than the cost of the aforementioned naive








where c0 is a constant given by





[xmax − x(τ)] , (4)
hence the relevance of the functional of the maximum with V (x) = 1/(2x) for this search problem.
Note that Odlyzko found an expression of c0 in terms of a complicated double integral which was then





log 2 = 1.1061 . . . . (5)






Hence Eqs. (3) and (6) show that Odlyzko’s algorithm Od(n) is on average asymptotically optimal.
In a subsequent work, Chassaing, Marckert and Yor showed that Od(n) is not only asymptotically











then one has for any x [33]:
lim
n→∞
Φn(x) = Pr(I ≥ x) , (8)
where I is the random variable deﬁned above in (4). In Ref. [33], the authors studied the distribution
of I as well as its moments, using rather involved probabilistic methods. We will show here how these
results can be derived simply using path integrals techniques.
Yet another case of a functional of the maximum, Omax(t), corresponds to the case where V (x) ∝
1/
√
x. In this caseOmax(t) describes the largest exit time of a particle, of unit mass, moving ballistically
through a random potential on the segment [0, 1] (at zero temperature). Consider a random Brownian
potential x(y) over a line segment y ∈ [0, 1]. Imagine shooting a classical particle of unit mass with







+ x(y) = E . (9)
Clearly, this classical particle can penetrate the region y ∈ [0, 1] if and only if its energy E is bigger than
the maximum value of the potential x(y) over y ∈ [0, 1], i.e., if E > xmax where xmax = max0≤y≤1[x(y)].
Now, imagine sending a beam of classical particles with varying energy through this potential barrier.
Only those particles with energy larger than xmax will go through the barrier. The time taken for such
a penetrating particle to exit the region y ∈ [0, 1] through its right can be computed from Eq. (9) as





E − x(y) (10)
where E ≥ xmax. Clearly, the time needed by a penetrating particle to cross the region y ∈ [0, 1]
depends on the energy E of the particle. The slowest particle, i.e., the one that takes the longest time
5to cross, is the one that has the lowest allowed energy to penetrate, i.e., the one with energy E = xmax.
Hence, the maximum time needed by a particle to cross the barrier is given by








which thus corresponds to a functional of the maximum of BM, Omax(t = 1), with V (x) = 1/
√
2x. In
view of these two interesting physical examples in Eqs. (4) and (11), it is rather natural to consider




dτ (xmax − x(τ))α , (12)
indexed by a real α ∈]− 2,∞[. Note that, by using the self-aﬃnity of BM, Tα(t) law= t1+α/2Tα(t = 1).
In particular for α = −1 this corresponds to I in (4) while for α = −1/2 this corresponds to Tmax in
(11). On the other hand, for α = 1, Tα=1(t) is called the area under a Brownian double meander [20,
18]. For other values of α, Tα(t) generalizes these three cases.
Of course, one can consider similar observables as in (12) for the Brownian bridge, i.e. when




(xmax,B − xB(τ))αdτ , (13)
with, as above, Tα,B(t)
law
= t1+α/2Tα,B(t = 1). The simplest case is α = 1, which corresponds to the
area under a Brownian excursion: this can be easily seen by permuting the pre-minimum and the
post-minimum part of a Brownian bridge, i.e. by using Vervaat’s construction [36]. Hence Tα=1,B(t)
is distributed according to the Airy distribution, discussed above [19,20]. For α = −1/2, this yields
again the maximal time spent by particles to pass through a disordered periodic potential which is
a Brownian bridge. Finally we conjecture, following the lines of reasoning of Refs. [30,33], that for
α = −1, i. e. the equivalent of I in (4) where x(τ) is replaced by xB(τ) and xmax by xmax,B , Tα=−1,B(t)
yields the cost of the optimal algorithm to ﬁnd the maximum of a random walk bridge (see Appendix
C.3). As shown below, this random variable turns out to be related to the maximum of a Brownian
excursion (see also Refs. [34,35]).
2 Summary of main results
The goal of this work is to present various tools to study the statistics of such functionals Omax(t) of
the maximum of Brownian motion and its variants. It is useful to summarize the diﬀerent approaches
developed here as well as the main results obtained in the present paper. The ﬁrst natural observable
to compute is the average value of such functionals, �Omax(t)�. According to Eq. (2), the average
can be obtained by computing the average density of states �ρ(r, t)�. As we show here, this quantity
can be calculated using rather elementary computations, based on the propagator of the Brownian
motion with appropriate boundary conditions. In particular, this method allows us to recover in a
very simple way the result for c0 given in Eq. (5) and previously obtained in Refs. [31] and [32] from
the analysis of a rather complicated double integral. The expression �ρ(r, t)� for the free BM, as well
as for the bridge, was recently announced by us in a short Letter [29]. In this paper, in addition to
providing details of these computations, we extend our techniques in several directions obtaining many
new results. In particular, we show that this method, relying on propagators, can be easily adapted to
a variety of other constrained Brownian motions, including the excursion, the meander, as well as the
reﬂected BM and the reﬂected Brownian bridge. The main characteristics of �ρ(r, t)� for these various
constrained BM are summarized in Table 2. From it, we obtain in particular from (2) the average of









6from which we get in particular the constant c0 in Eq. (4) as c0 = Tα=−1(t = 1)/2 =
�
8/π log 2 =
1.1061 . . . as given in Eq. (5). For α = 1, one recovers �Tα=1(t = 1)� =
�
2/π [20] for the average
area under a Brownian double meander (see Fig. 8). As a function of α it has an interesting non-
monotonic behavior, diverging when α → −2 as �Tα(t = 1)� ∼ 4/(2 + α) as well as when α → ∞ as
















In particular, for α = 1 it yields back the ﬁrst moment of the Airy-distribution, �Tα=1,B(t = 1)� =�
π/8 [37,38] while for α = −1 it gives the equivalent of c0 in Eq. (4) for the Bridge, c0,B =
Tα=−1,B(t = 1)/2 =
�
π/2 = 1.25331 . . .. Interestingly, this means that, on average, the cost of
Odlyzko’s algorithm is higher for the BB than for the free BM. This can be roughly understood
through the fact that the DOS close to the maximum is slightly higher for the BB, which is pinned to
the origin on both sides of the time interval, than for the BM which is free on one side. As a function
of α, �Tα,B(t)� is also non-monotonic diverging when α→ −2 as �Tα,B(t = 1)� ∼ 4/(2 + α) as well as
when α→∞ as �Tα,B(t = 1)� ∼ 2−α (α/e)α/2
√
πα, with a minimum for α ≈ 2.960.
αα
Brownian Motion (BM) Brownian Bridge (BB)















































exit timeexit time “area” type“area” type
Fig. 3 Left panel (bottom): Plot of the variance Var(Tα(t = 1)) = �T 2α(t = 1)�− �Tα(t = 1)�2 as a function
of α for the BM, as given in Eq. (16). Left panel (top): Focus on the asymptotic behaviors of Var(Tα(t = 1))
for α→ −2 and α→∞. The dashed lines indicate the asymptotic behaviors given in the text below Eq. (16).
Right panel (bottom): same quantity for the Brownian bridge, Var(Tα,B(t = 1)), as given in Eq. (17).
Right panel (top): Focus on the asymptotic behaviors of Var(Tα,B(t = 1)) for α → −2 and α → ∞. The
dashed lines indicate the asymptotic behaviors given in the text below Eq. (17). The functionals Tα(t) and
Tα,B(t) interpolate between diﬀerent interesting observables: for α = −1 they describe the cost of Odlyzko’s
optimal algorithm to ﬁnd the maximum of a discrete random walk, for α = −1/2, they describe the largest exit
time of a particle through a Brownian potential and for α = 1, Tα=1(t) and Tα=1,B(t) are random variables
of the “area” type. For the bridge (right panel), this corresponds to the area under the BE (Airy random
variable).
If one is interested not only in the average of the functional Tα(t) but also in higher cumulants
or even in its full distribution, the knowledge of the average DOS is obviously not enough and these
computations based on propagators become cumbersome. Instead, we present here a method, based
7on path-integral which allows us to compute its Laplace transform, namely �e−λOmax(t)�, from which
the moments of arbitrary order can be obtained by diﬀerentiation with respect to (wrt) λ. In some
cases, this can also allow us to compute the full distribution of the functional. We ﬁrst illustrate
this method on the DOS itself, for which V (x) = δ(x − r). The main results in this case were
recently announced in Ref. [29], without any details, which we thus provide here. Then we use this
general formalism to study the special functionals Tα(t) (12) as well as Tα,B(t) in (13) for the BB. In
particular, we show how this method allows us to compute the second moment, and eventually the





(2α − 1)(2α+1 − 1)Γ (α+ 3)
(α+ 1)2
− 2




(α+ 2)Γ (2α+ 2)(22α+2 − 2α+1(α+ 1)B1/2(α+ 2,−2(α+ 1))− 1)
(α+ 1)2Γ (α+ 1)
�
,
where Bz(a, b) =
� z
0
ta−1(1− t)b−1 dt is the incomplete beta function. Formula (16) yields in particular
Var(Tα=−1(t = 1)) = π
2
3 + (4 − 32/π) log(2)2, as obtained previously in Ref. [33], using probabilistic
methods. For α = 1, Eq. (16) yields Var(Tα=1(t = 1)) = 17/24− 2/π [20]. Interestingly, as a function
of α, it has a non monotonic behavior. It is diverging when α→ −2 as Var(Tα(t = 1)) ∼ 8/(α+ 2) as
well as when α→∞ as 4√2(2α/e)αα−2 exhibiting a single minimum for α = 0. In Fig. 3 (left panel),
we show a plot of Var(Tα(t = 1)) as a function of α.
Similarly, one can also compute the second moment in the case of the bridge, yielding the variance




π(Γ (2α+ 3)− Γ (α+ 2)2)









In particular, we can check that Var(Tα=1,B(t = 1)) = 5/12 − π/8 which is the variance of the Airy
distribution [19,20,37,38], while for α = −1, one has Var(Tα=−1,B(t = 1)) = 2π2/3−2π. As a function
of α it has also a non-monotonic behavior, diverging when α → −2 as Var(Tα,B(t = 1)) ∼ 8/(α + 2)
and when α→∞ as ( α2e )α
�
8π/α, exhibiting a minimum for α = 0. In Fig. 3 (right panel), we show
a plot of Var(Tα,B(t = 1)) as a function of α.
Finally, in the special case α = −1, which corresponds to the cost of the Odlyzko’s algorithm, we
are able to compute exactly the moments of arbitrary order, both for the free BM, �T kα=−1(t = 1)� and
for the bridge �T kα=−1,B(t = 1)�. One obtains indeed,

















recovering, using a completely diﬀerent method, the result of Chassaing, Marckert and Yor [33]. For
k = 1 and k = 2, this formula (18) yields back the above results for the ﬁrst moment (14) and for the
variance (16).
For the bridge, we obtain the result, for any real k











ζ(1− k) . (19)
Of course for k = 1 and k = 2, this formula (19) yields back the aforementioned results for the ﬁrst
moment (15) and the variance (17). In Ref. [33], the authors obtained the full probability distribution
function (PDF) of Tα=−1(t = 1) in terms of a convolution of two theta-functions. Here, we obtain the



























8where the two formulas are related to each other via the Poisson summation formula. Interestingly, in
Eq. (20), one actually recognizes the PDF of the maximum of a Brownian excursion on the unit time















dτ/xE(τ). Hence, Eqs. (20) and (21) is a








Therefore, our result for Tα=−1,B(t) in Eq. (20) provides a simple derivation of this non-trivial identity
(22), which was proved in Refs. [34,35] using rather involved probabilistic tools.
The paper is organized as follows. In section 3, we focus on a method based on "counting paths",
using propagators of BM. We ﬁrst illustrate this approach to compute the average DOS for BM �ρ(r, t)�
in subsection 3.1 and then extend it to the Brownian bridge in section 3.2 as well as to other constrained
BMs in in 3.3,3.4 and Appendix B. In section 3.4, we present a comparison between our exact results
with numerical simulations, the details of which are given in Appendix E. In section 4, we develop
a general path integral approach to compute functionals of the maximum of Brownian motion and
Brownian bridge. Within this framework, which is presented in detail in section 4.1, we study more
speciﬁcally the full statistics DOS in section 4.2.1, and the family of functional Tα(t) (cf. Eq. 12) in
section 4.2.2. We also analyze more precisely the case α = −1 in section 4.2.3 which is relevant to
study Odlyzko’s algorithm. Some technical details, including a description of the main ideas behind
Odlyzko’s algorithm, have been left in Appendices.
3 The method of propagators
In this section, we present a rather simple method, based on "counting paths", to compute the average
DOS �ρ(r, t)�. In the cases of BB and BE (which turn out to be identical as we show below), this
method allows us also to compute higher moments �ρkB(r, t)� with k an arbitrary integer. We illustrate
the method in detail for the case of free BM and then apply it to various constrained BM: the Brownian
bridge and Brownian excursion in section 3.2 and the Brownian meander in section 3.3. In Appendix
B we use the method, for completeness, for the reﬂected BM and for the reﬂected BB.
3.1 The average DOS for free Brownian motion




�δ(xmax − x(τ)− r)� dτ . (23)
In Eq. (23) we recognize that the integrand �δ(xmax−x(τ)−r)� has a simple probabilistic interpretation.
Indeed, one has
�δ(xmax − x(τ)− r)�dr = Pr [x(τ) ∈ [xmax − r − dr, xmax − r]] . (24)
The idea to compute the PDF �δ(xmax − x(τ)− r)� in (24) is to evaluate the "number" of paths that
reach their maximum M at time tmax, pass through M − r at time τ , and end at xF ≤ M at time t.
The total number which we want to compute is then obtained by integrating over xF ,M and tmax (see
Fig. 4). In each of the three time intervals delimited by τ, tmax and t, the BM is constrained to stay
below M . This number of paths can thus be computed from the propagator GM (α|β, t) of the BM,
starting at time 0 at x = α < M and arriving at time t at x = β < M and staying below M during
the whole time interval [0, t]. It can be easily computed using, for instance, the method of images:










9For future purpose, it is useful to compute its Laplace transform (LT) wrt t, G˜M (α|β, s). It is given
by
G˜M (α|β, s) =
� ∞
0

















GM (0|M − r, τ)
GM (M − r|M − ε, tmax − τ) GM (M − ε|xF , t− tmax)
Fig. 4 (Color online) Illustration of the method of propagators. The BM starts at 0 and visits the pointM−r
at time τ , passes through M − ε at time tmax and ends at xF at time t.
τ > tmax. One can show that these two conﬁgurations give rise to the same contributions to �ρ(r, t)�:
this can be seen by making a global shift x(τ)→ x(τ)− xF /2 (for each realization of BM) and using
the time reversal symmetry. Note also that, when dealing with BM which is continuous both in space
and time, one can not impose simultaneously x(tmax) = M and x(t) < M right before and after tmax.
To circumvent this diﬃculty, one imposes instead x(tmax) = M−ε, and take the limit ε→ 0 at the end
of the calculation. Finally, �ρ(r, t)� is given by the ratio of paths which have the analyzed properties
to the normalization constant Z(ε) which count the same paths without the condition to pass through
M − r at time τ















dτ GM (0|M − r, τ)GM (M − r|M − ε, tmax − τ)
×GM (M − ε|xF , t− tmax), (27)
where we have used the Markov property of BM and where the factor of 2 comes from the two
aforementioned equivalent situations corresponding τ < tmax and τ > tmax. In (27) the normalization










dxF GM (0|M − ε, tmax)GM (M − ε|xF , t− tmax) . (28)
The normalization is easily computed as Z(ε) ∼ 2ε2 when ε→ 0. In (27), we recognize a convolution
structure. Taking the LT wrt to t, we ﬁnd� ∞
0










dxF G˜M (0|M − r, s)G˜M (M − r|M − ε, s)G˜M (M − ε|xF , s) .
10
Using (26) and performing a small ε expansion, one obtains straightforwardly� ∞
0






































Performing the remaining integrals over xF and M we obtain� ∞
0






By inverting the above LT (31) we ﬁnally obtain























where Φ(2) belongs to a useful hierarchy of functions, Φ(k), as explained in Appendix A. From the
average value of the DOS, one can compute the average value of any functional of the maximum,























as announced in the introduction in Eq. (14). In Fig. 5 (left panel), we show a plot of �Tα(t)� as a
function of α. Specifying this formula (33) to the case α = −1, one obtains c0 = Tα=−1(t = 1)/2 =�
8
π log 2 as announced in (5), recovering in a rather simple way the result of Refs. [31,32].































































Fig. 5 Left panel: Plot of �Tα(t = 1)�, as a function of α, for the BM, as given in Eq. (33). Right panel:
Plot of �Tα,B(t = 1)�, as a function of α, for the BB, as given in Eq. (44). In both panels, the dashed black
lines indicate the asymptotic behaviors discussed in the introduction. In particular, for α = −1 for the BM
(corresponding to Odlyzko’s algorithm), we recover �Tα=−1(t = 1)� = 4
�
2/π log 2 [31,32]. For α = 1 for the




This method can in principle be adapted to compute higher moments of the DOS, �ρk(r, t)�, but
such computations involve a rather cumbersome combinatorial analysis, for k > 1. A more powerful
approach amounts instead to compute the generating function of ρ(r, t) [29] – as shown in section 4.
As we show now, this method can also be easily extended to compute the average DOS for various
constrained BM.
3.2 The average DOS and its higher moments for Brownian bridges and Brownian excursions
For Brownian bridges, as well as Brownian excursions, the method based on propagators of constrained
BM, allows us to compute arbitrary moments of the DOS, �ρkB(r, t)�. An expression for these moments










dti δ(xmax,B − xB(ti)− r)� , (34)
such that in (34) the BB visits k times the point M − r at successive times t1, t2, · · · , tk where M is
the value of the maximum on [0, t]. To compute this quantity (34) for the BB, it is useful to invoke
the Vervaat’s construction to relate the DOS of the Brownian bridge to the local time of the Brownian
excursion (see Fig. 6).
ρB Tloc,E ρE




(a) xB(τ) (b) −y(τ) = xB(τ)− xmax,B (c) z(τ) = xB(τ)− xmin,B
Fig. 6 (Color online) Illustration of the identities in law given in Eq. (35) in the text relating the DOS
near the maximum for the BB to the local time, on the one hand, and to the DOS, on the other hand, for
the BE. (a) A typical trajectory of a BB, xB(τ). The process spends a time ρB(r, t)dr in the green stripe
[xmax,B − r − dr, xmax,B − r]. (b) The process −y(τ) = xmax,B − xB(τ) after the Vervaat’s transformation
explained in the text is an excursion. The time spent in the green stripe is now given by Tloc,E(r, t)dr for this
new process y(τ). (c) The process z(τ) = xB(τ)−xmin,B after the transformation explained in the text is also
an excursion. The time spent in the green stripe is now given by ρE(r, t)dr for this new process.
The Vervaat’s construction works as follows [36]: we denote by tmax the time at which the BB
reaches its maximum on [0, t] (see Fig. 6 (a)) and break the time interval [0, t] into two parts, [0, tmax]
and [tmax, t] as illustrated in Fig. 6 (a). Then we permute the two associated portions of the path, the
continuity of the path being guaranteed by xB(t) = xB(0) = 0 for the BB. We can further transform
the path by considering y(τ) = xmax,B − xB(τ) and take ﬁnally the origin of times at tmax: this yields
the conﬁguration shown in Fig. 6 (b). Furthermore, if we initially break the time interval into [0, tmin]
and [tmin, t], where tmin denotes the time at which the BB reaches its minimum on [0, t], we permute
12
the two associated portions of the path and ﬁnally take the origin of times at tmin, we obtain the
conﬁguration shown in Fig. 6 (c).
These transformations show that ρE(r, t) for an excursion is identical in law to the local time in r
for an excursion, Tloc,E(r, t) and hence also identical in law to the DOS of the BB. Hence the Vervaat’s





= Tloc,E(r, t) =
� t
0
δ(xE(τ)− r) dτ , (35)
where we emphasize that xE(τ) is a Brownian excursion. Therefore, the moments of the DOS for the
bridge or the excursion can be computed as





dti δ(xE(ti)− r)� . (36)
As done before for the free BM in Eq. (27), the expression in (36) can be computed using the propagator
of the excursion, i.e. the propagator G+(α|β, t) of a free BM starting at α > 0 at time t = 0 and
reaching β > 0 at time t and staying positive over the whole interval [0, t]. This propagator G+(α|β, t)
can also be computed simply by the method of images, yielding:










together with its LT transform wrt t, which will be useful in the following:










Since we are studying here a Brownian excursion, we need, as before, to introduce a regulator such
that xE(0) = xE(t) = ε > 0 and take the limit ε → 0 of a suitably deﬁned quantity, as done in Eq.
(27) – since we can not impose simultaneously xE(0) = 0 and xE(0+) > 0. One has here:






dt1 · · · dtk G+(ε|r, t1)G+(r|r, t2 − t1) · · ·G+(r|ε, t− tk) , (39)
where the combinatorial factor k! comes from the diﬀerent permutations of the intermediate times
t1, · · · , tk where the Brownian excursion xE(τ) reaches the value r. The denominator ZB(ε) is given
by
ZB(ε) = G




t−3/2 , ε→ 0 . (40)
To compute the multiple integral over the times t1, · · · , tk in the right hand side of Eq. (39), we












, ε→ 0 , (41)
where we have used the explicit expression of the LT of the propagator in (38). Using the above
expression (41) together with (40), one obtains ﬁnally after Laplace inversion:






with the convention Φ(−1) = −dΦ(0)/dr and where the Φ(j)’s are deﬁned in Appendix A, see Eq. (142).
Thus we recover here (42) the result obtained by Takacs [39] (see his Eq. (38)) by a probabilistic
13





2/2(x− 1)k = √2πk!Φ(k+1)(r).
For k = 1, one ﬁnds the mean DOS for the BB on the unit time interval, �ρB(r, t = 1)� = 4re−2r2 ,
as found in Ref. [39]. Note that it coincides in this case with the PDF of the maximum of a BB, which
is a generic property for periodic signals such that x(t) = x(0) [40].
�ρB(r, t = 1)� = �ρE(r, t = 1)� =
� 1
0
dτ�δ(xmax,B − xB(τ)− r]�




where we have used the periodicity of the bridge and the possibility of adding to it an arbitrary
constant. From the average DOS, we can compute, from (2) the average value of any functional of the




(xmax,B − xB(τ))α dτ� =
� ∞
0




Γ (1 + α2 )
2α/2
, (45)
as announced in the introduction in Eq. (15). In Fig. 5 (right panel), we show a plot of �Tα,B(t)� as
a function of α.
3.3 The average DOS for the Brownian meander
Using the same method based on propagators (27), we can also compute the average DOS for the
Brownian meander (see Fig. 1 (d)). To this purpose, we need to know the propagator of a Brownian
particle conﬁned in a given interval [0,M ] with absorbing boundary conditions both in x = 0 and
x = M . Denoting by G+M (α|β, t) the propagator of such a particle starting at α and ending, at time t,
at β, one has



















Its LT wrt t, G˜+M (α|β, s) reads
G˜+M (α|β, s) =
2 sinh
�√




















As done before in (27), we introduce the two times tmax and τ such that x(tmax) = M − � and
x(τ) = M − r. These two times break the interval into three sub-intervals (see Fig. 4). As shown in
Fig. 4, two cases may arise: 0<τ < tmax or t > τ > tmax. In this case, for the Brownian meander
(BMe), these two conﬁgurations do not give the same contributions to the average DOS �ρMe(r, t)�.
Using the same type of regularization procedure as used before (see Eq. (27)), one has






















r → 0 r →∞









Bridge/Excursion (BB/BE) 4r 4re−2r
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Table 1 Asymptotic behaviors of average DOS for various constrained Brownian motions, both for small and
large argument.


















, ε→ 0 . (50)
To compute the numerator in (49), we take advantage of its convolution structure and perform its LT
wrt t, using the expression of the LT of the propagator (47). After some manipulations, we obtain
ﬁnally






2n2 + 3(−1)n − 5Φ
(1) (nr)− Φ(1) (2r)
�
, (51)
where Φ(1)(x) = erfc(x)/2 belongs to the family of functions studied in Appendix A.
3.4 Average DOS of constrained Brownian motions: summary and comparison
It is useful to summarize and compare the results for the DOS for the BM and its variants which we
have studied here, using a method based on propagators. In Fig. 7, we have plotted (in lines) the
results for the DOS for the Brownian motion (32), Brownian bridge and Brownian excursion (42),
the Brownian meander (51) as well as for the reﬂected Brownian motion (151) and reﬂected Brownian
bridge (154), the study of which has been left in Appendix B. We have computed numerically the DOS
for these diﬀerent constrained BMs – which have been simulated using the constructions described in
detail in Appendix E. It is useful to remind that �ρ(r, t)�/t = �ρ(r, t = 1)� has the interpretation of a
PDF, as dr�ρ(r, t)�/t is the probability that the walker lies in the interval [xmax − r − dr, xmax − r].
The main characteristics of these DOS are summarized in Tables 1 and 2. A ﬁrst interesting feature
is that the small r behavior of the DOS is, at leading order, the same for all these constrained BMs,
ρ(r, t = 1) ∼ 4r. This indicates that the local vicinity of the maximum of the BM is insensitive to the
boundary conditions in space (the presence of a wall at x = 0 either absorbing or reﬂecting does not
numerics




























(4 log 2− 1) = 0.5554... 0.4907... 0.55± 0.01 0.48± 0.02
Table 2 Main characteristics of the average DOS for various constrained Brownian motions: the average value
�r� [see Eq. (52)] and the typical value rtyp which is the location of the peak of �ρ(r, t = 1)�. The numerical
result are obtained by averaging over 4.104 realizations of independent RWs of 104 steps. We refer the reader
to Appendix E for a description of the algorithms which were used here.
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aﬀect it) as well as in time (the free BM and the BB, corresponding to periodic boundary conditions
in the time direction, share the same local properties). On the other hand, for large argument, the
DOS exhibits, in all the cases, a leading order Gaussian decay (see Table 1) but with diﬀerent rates. In
particular, for bridges its decays much faster, ∝ e−2r2 than for free processes, which decays as e−r2/2.




dr r �ρ(r, t = 1)� (52)
is larger for the bridge process than for the one which is free at the extremity of the time interval.
Interestingly enough, although the mean value might diﬀer notably from one process to another (see
Table 2), the typical value rtyp, which is the location of the peak of �ρ(r, t = 1)�, does not vary too




















Fig. 7 (Color online) Plot of the average DOS for Brownian motion and its variants. The symbols indicate
the results of our numerical simulations (obtained by averaging over 104 realizations of independent RWs of
104 steps). The lines correspond to our exact analytical results given in Eqs. (32, 42, 51, 151, 154). We refer
the reader to Appendix E for a description of the algorithms which were used here.
4 Path integral approach
As mentioned in the introduction, the average DOS is useful to compute the average of any functional
of the maximum Omax(t) =
� t
0
V (xmax − x(τ))dτ , see Eq. (2). However, if one is interested in
higher moments of Omax(t), the knowledge of the average DOS is not enough. A useful approach
to study the statistics of Omax(t), beyond the ﬁrst moment, is to compute the Laplace transform of
the full PDF of Omax(t), namely �e−λ
� t
0
V (xmax−x(τ))dτ �, from which the moments of Omax(t) can be
obtained by successive derivation wrt λ. In this section, we present a general approach, based on path
integral techniques to compute this Laplace transform, for any function V (x). We develop this general
framework both for the free BM and then for the Brownian bridge – which turns out to be easier to
study, thanks to the Vervaat’s construction (see Fig. 6). We then apply these general methods to study
the full statistics of ρDOS(r, t) and then to the study of the functionals Tα(t), corresponding to the case
16
V (x) = xα, for the free BM and for the BB. Then, we focus on the special case α = −1, corresponding
to Odlyzko’s algorithm, which, as we show below, leads to a quantum mechanical problem which is
exactly solvable.
4.1 General framework
4.1.1 Free Brownian motion
To study analytically �exp[−λ � t
0
dτV (xmax − x(τ))]�, with λ > 0, for an arbitrary function V (x), we
ﬁrst decompose the time interval [0, t] into two subintervals [0, tmax] and [tmax, t] where tmax is the
time at which the maximum is reached. These two intervals [0, tmax] and [tmax, t] are statistically







The process y(τ) = xmax−x(τ) is obviously a BM which stays positive on [0, t]. By reversing the time
arrow in the interval [0, tmax] and taking tmax as the new origin of time, we see that y(τ) is built from
two independent Brownian meanders (BMe): one of duration tmax and the other (independent) one of














duV (y(u))�+ , (55)
where �· · · �+ denotes an average over the trajectories of a BMe y(τ). In (55) the prefactor 1/
√
πτ










Fig. 8 (Color online) Illustration of the path decomposition used in the path integral method (54): the BM
is built from two independent realizations of a Brownian meander, one of duration tmax and the other one of
duration t− tmax.
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e−stϕ(t) dt . (57)
The next step is to compute ϕ˜(s) in (57) using a path-integral method. For a Brownian meander, which
is continuous both in space and time, this path integral method must be handled with care: as noticed
repeatedly in the previous section, one can not impose simultaneously y(0) = 0 and y(0+) > 0. This


















+ λV (y) + Vwall(y) , (59)
where Vwall(y) is a hard-wall potential, Vwall(y) = 0 for y ≥ 0 and Vwall(y) = +∞ for y < 0, which
guarantees that the walker stays positive, as it should for a meander. We can easily compute the













dk sin(kyF ) sin(kε)e
−τ k22 . (61)
A straightforward computation yields� ∞
0





We denote by Ψn the wave functions of Hλ associated to the energy En (we will assume that the

















































dyF ∂xGτ (0, yF ) , (63)
where we have used Ψn(0) = 0, because of the absorbing wall in 0, and where we denote



































dyF ∂xG˜s(0, yF ) , (65)





is the Laplace transform of Gτ (x, y) wrt τ . One thus recognizes
that G˜s(x, y) is the Green’s function satisfying
[Hλ + s] G˜s(x, y) = δ(x− y) , (66)
such as G˜s(x, 0) = G˜s(0, y) = 0. To compute G˜s(x, y), we look for two complementary functions us(y)
and vs(y) solution of the homogeneous equation [Hλ + s]ψ(y) = 0 with us(0) = 0 and vs(y →∞) = 0.





us(x) vs(y) if x ≤ y ,
2
W
us(y) vs(x) if x ≥ y ,
(67)
where
W = u�s(x)vs(x)− us(x)v�s(x) (68)
is the Wronskian associated to us(x) and vs(x), which is here independent of x. Finally we obtain












s(0)vs(yF ) . (69)
This formula (69) together with (56) and (57) allows to compute �e−λ
� t
0
V (xmax−x(τ))dτ � for any function
V (x). To obtain explicit results from these general formulas, we need to analyze in more detail the
Schrödinger operator in Eq. (59). This will be done, for some special cases, in section 4.2.
4.1.2 Brownian bridge
In the case of a BB, the method presented above can be straightforwardly adapted to compute the




V (xmax,B−xB(τ))dτ �. In principle, one could use the same reasoning as before, i.e. break the time
interval [0, t] into [0, tmax] and [tmax, t] where tmax is the time at which the maximum is reached (see
Fig. 8). The main diﬀerence is that, for the BB, the PDF of tmax is uniform P (tmax) = 1/t, and
not given by the arcsine law (53) – this is a consequence of periodic boundary conditions in the time
direction. There is however a simpler way to proceed, which makes use of the Vervaat’s construction
(see Fig. 6), which allows us to map any functional of the maximum of a BB onto a (standard)
functional of the Brownian excursion xE(τ), from which path-integral techniques have already been
developed [8,19,20]. Hence, generalizing the relation in (35) to more general functionals, we have� t
0
V (xmax,B − xB(τ))dτ law=
� t
0
V (xE(τ))dτ . (70)
Hence, using that identity in law (70), the LT of the PDF of any functional of the maximum of the
BB, can be written as a path-integral [8,19,20]. Because we are dealing with a Brownian excursion,
which prevents us to impose simultaneously xE(0) = 0 and xE(0+) > 0, this path integral method
needs to be suitably regularized. This can be done, as explained before [see Eq. (39)], by using a
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where Hλ is the Schrödinger operator deﬁned above (59). Note that the denominator in (71) does not






, ε→ 0 . (72)
This formula (71) is quite general and it allows us to compute the statistics of a wide class of functionals
of the maximum of the Brownian bridge, as we illustrate it below.
4.2 Applications to some speciﬁc functionals of the maximum
In this section, we present some concrete applications of the above path integral formalism, both for the
free BM as well as for the BB. We ﬁrst illustrate the method on the computation of the full statistics of
the DOS, providing a detailed derivation of the results recently announced in Ref. [29]. Then, we study
the special family of functionals corresponding to V (x) = xα, whose applications where discussed in
the introduction. Finally, we provide a full detailed study of the special case α = −1, i.e. V (x) = 1/x,
which corresponds to the analysis of Odlyzko’s algorithm.
4.2.1 Full statistics of the DOS
The main body of results for the statistics of the DOS [see e.g., Eqs. (82) and (83) below] were recently
announced by us in a short Letter [29]. In this section we provide a detailed derivation of these results
using the path-integral framework presented above.
The case of free BM. To compute the statistics of ρ(r, t) =
� t
0
δ(xmax − x(τ) − r)dτ , we apply
the above formalism (56, 57, 69) to the special case V (x) = δ(x− r). In this case, the two independent
solutions are us(x), vs(x) of [Hλ + s]ψ(x) = 0, with Hλ = −(1/2)d2/dx2 + λδ(x− r) + Vwall(x) which
reads simply here, for x �= r:
−1
2
ψ��(x) + sψ(x) = 0 , for x ∈ [0, r[∪]r,+∞[ (73)

















+)− v�s(r−)) = λvs(r) ,
(74)
where the boundary conditions in r results from the presence of the delta peak in Hλ = − 12d2/dx2 +






























2s(r − x)�� x ≤ r
Be−
√
2s(x−r) x > r,
(76)
where A and B are normalization constants which are irrelevant here. The Wronskian is thus given by
































which, combined with Eq. (56), yields ﬁnally the formula :� ∞
0











From this expression (79), one can obtain the moments of arbitrary order �ρk(r, t)�, for k ∈ N by
expanding it in powers of λ. It yields:� ∞
0















This expansion (80) in powers of λ yields the LT of the moments �ρk(r, t)� wrt t as:� ∞
0






(−1)l�k−1l � �(2l − 1)e−(2l+1)√2sr + (k − 2(l + 1))e−2(l+1)√2sr�.(81)
It is then possible to invert this LT using the functions Φ(j)’s presented in Appendix A to obtain
�ρk(r, t = 1)� = 8k!
k−1�
l=0
(−1)l�k−1l �[(2l + 1)Φ(k+1)((2l + 1)r) + (k − 2(l + 1))Φ(k+1)(2(l + 1)r)] .(82)
For k = 1, this yields back the result obtained in (32).
By inverting the LT wrt λ in (79), we obtain the full PDF Pt(ρ, r) of the DOS (1), as a function of
ρ, for diﬀerent values of the parameter r.
� ∞
0












































It has an unusual form with a peak ∝ δ(ρ) at ρ = 0, in addition to a non trivial continuous background
density pt(ρ, r) for ρ > 0. Hence one has
Pt(ρ, r) = FW (r, t)δ(ρ) + pt(ρ, r) , (84)
where FW (r, t) = Prob.[W (t) ≤ r], given in (85), is the probability that the widthW (t) = maxτ∈[0,t] x(τ)−
minτ∈[0,t] x(τ) is smaller than r. This can be understood because ifW (t) is smaller than r, the amount
of time spent by the process at a distance within [r, r+dr] from the maximum is 0 (see Fig. 2), yielding
the delta peak at ρ = 0. Indeed we can check that the coeﬃcient of the term ∝ δ(ρ) (83) is the LT
wrt t of






which corresponds precisely to the distribution of the width (or the span) of BM [43,44].






t is a regular function of ρ, for r > 0 (see
Fig. 9), and has a more complicated structure. We obtain an explicit expression of its LT wrt t given
by the second term of Eq. (83). In Fig. 9 we show the results of p1(ρ, r) obtained from numerical
simulations (averages are performed over 107 samples) for three diﬀerent values of r. We see that









Fig. 9 (Color online) Plot of P1(ρ, r) as a function of ρ for diﬀerent values of r. The solid lines for ρ = 0
represent the δ(ρ) peak, ∝ δ(ρ) in Eq. (83). The dotted lines correspond to our exact analytical results for the
background density p1(ρ, r) in (83) – where the inverse LT wrt s has been performed numerically (in green for
r = 2.5, purple for r = 1.2 and blue for r = 0.2) – while the red dots indicate the results of simulations. On
the z = 0 plane, we have plotted the exact mean DOS in Eq. (32).
including its asymptotic behaviors when ρ → 0 and ρ → ∞ was carried out in Ref. [29] and we refer
the interested reader to the supplementary material of Ref. [29] for more details.
The case of a Brownian bridge. In this case, we remind that, as it can be seen using the
Vervaat’s construction, the DOS for the BB coincides with the DOS for the Brownian excursion, which
in turn, coincides also with the local time of the excursion [see the identity in law in Eq. (35)]. The
full PDF of the ρB(r, t) can be obtained from the above general formula (71), applied to the special









+ λδ(x− r) + VWall(x) , (86)
where we recall that Vwall(x) is a hard-wall potential, Vwall(x) = 0 for x ≥ 0 and Vwall(x) = +∞ for
x < 0 – hence Hλ is deﬁned on [0,+∞[. The numerator in (86) can be computed by expanding the




ψk(x) , ψk(x) =
 0 x ≤ 0a(k,λ) sin(kx) 0 ≤ x ≤ ra(k,λ) �sin(kx) + 2λk sin(kr) sin(k(x− r))� r ≤ x, (87)

























1 + 4λk sin (kr)
�
λ
k sin (kr) + cos (kr)
�dk . (89)
Note that from the identity in law in (35) this expression (89) yields also an interesting relation for
the local time of the Brownian excursion, which we have not seen in the literature. Furthermore, by
expanding this formula (89) in powers of λ, it is possible to obtain, using yet another method, the
moments �[ρB(r, t)]k� of arbitrary order k ∈ N and recover the expression given above (42).
22
On the other hand, by studying the large λ behavior of (89), which is of order O(λ0), we can show
that the PDF of ρB(r, t) has an expression similar to, albeit diﬀerent from, the one for BM in (84):
Pt,B(ρ, r) = FW,B(r, t)δ(ρ) + pt,B(ρ, r) , (90)
where FW,B(r, t) is the distribution function of the width of the BB [45]:












while pt,B(ρ, r) is now a diﬀerent distribution. In particular, one can show that (42) yields back the
complicated though explicit formula for pt,B(ρ, r) found in Ref. [46,39] using a completely diﬀerent
method.










2/2(−ρ)kHk+2(ρ+ 2rj)/k! , (92)





2i i!(n− 2i)! . (93)
We refer the interested reader to Ref. [29] for more details on the distribution pt,B(ρ, r), including its
asymptotic behaviors.
4.2.2 The case V (x) = xα: ﬁrst and second moments of the functionals
We now apply this path integral formalism to the functionals Tα(t), for free BM (12), and Tα,B(t) the
associated observable for the BB (13). We showed previously that the ﬁrst moment can be obtained
directly from the corresponding average DOS. This simple method can not be easily adapted to compute
higher moments of Tα(t) or Tα,B(t). We show here how to compute these moments using the path
integral formalism developed above. We will treat separately the case of free BM and BB.
The case of free BM. It is convenient to start from the following formula, obtained from the
















+ λV (x) + Vwall(x) + s
�
G˜s(x, y) = δ(x− y) . (95)
Of course, there exist very few instances of potential V (x) for which this Eq. (95) can be solved
exactly (see below). However, the moments of Tα(t) can be extracted, in principle, for a generic V (x).
Indeed, from (94), we see that the moments of Tα(t) are obtained by successive derivations of the right
hand side of (94) wrt λ, evaluated in λ = 0. These successive derivatives can in turn be expressed as






fn(x, y) , (96)
one has from (94):� ∞
0















Hence, we need to solve perturbatively the equation for the Green’s function (95) in powers of λ to









Furthermore, one can show that the functions fn(x, y) satisfy the following recursion relation:
fn(x, y) = −n
� ∞
0
dzf0(x, z)V (z)fn−1(x, y) , n ≥ 1 . (99)
The recursion relation (99) can be solved formally in the closed form








V (zi)f0(zi, zi+1)V (zn)f0(zn, y) . (100)
Hence, from Eq. (97) together with (100) one can compute the moments of arbitrary order of any
functional of the maximum of the free BM. Note that this technique is a generalization of the method
based on propagators which we used before for the computation of the average DOS, corresponding to
a particular potential V (x) = δ(x− r). Here we apply this formalism to the case V (x) = xα.















Using the expressions of f0(x, y) in (98) and of f1(x, y), obtained from Eq. (100) together with the
fact that ∂xf0(0, y) = 2e−
√
2sy, we obtain (performing the change of variable z → √2sz):� ∞
0





















Γ (α+ 1)(2− 2−α) . (102)














Γ (α+ 1)(2− 2−α) , (103)









This formula coincides, as it should, with the formula obtained directly from the average DOS in (33).
















We then have, using (98, 100), and performing the change of variables with the substitution u→ √2s z1,
v → √2s z2: � ∞
0




































dv e−uuα(e−|u−v| − e−(u+v))vα(1− e−v) (106)
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Γ (2 + 2α+ n)
n!22+2α+n(1 + α+ n)
+





Γ (1 + α)2 . (107)






Γ (α+ 1)2(2− 2−α)2 + 4Cα
�
, (108)
which after Laplace inversion yields:
�T 2α(t)� =
t2+α
23αΓ (3 + α)
�






Γ (2 + 2α+ n)
n!21+n(1 + α+ n)
�
. (109)
The last sum over n can be ﬁnally expressed in terms of incomplete beta function, which yields the
formula (16). In particular, by taking (carefully) the limit α → −1 in the above expression (109), we
recover the result of [33]
lim
α→−1
�T 2α(t = 1)� =
π2
3
+ 4 log(2)2 , (110)
which was obtained by the authors of [33] using a completely diﬀerent method.
16/(2 + α)216/(2 + α)2
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Fig. 10 Left panel: Plot of �T 2α(t = 1)�, as a function of α, for the BM, as given in Eq. (109). Right panel:
Plot of �T 2α,B(t = 1)�, as a function of α, for the BB, as given in Eq. (121). In both panels, the dashed black
lines indicate the asymptotic behaviors discussed in the introduction. In particular, for α = −1 for the BM
(corresponding to Odlyzko’s algorithm), we recover �T 2α=−1(t = 1)� = π23 + 4 log(2)2 [32]. For α = 1 for the
BB (corresponding to the Airy distribution), we recover �T 2α=1,B(t = 1)� = 512 [19,20].
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t3/2∂x∂yGt(0, 0) . (111)





























where fk(x, y) is given in Eq. (100). From (113), speciﬁed to the case V (x) = xα and k = 1, we obtain





































α+1Γ (1 + α) , (116)











which coincides with the formula obtained above from the average DOS (44).






∂x∂yf2(0, 0) , (118)
where f2(x, y) can be obtained from (100) with V (x) = xα. Using (98, 100), we obtain, performing
the changes of variables u→ √2sz1,v →
√























2Γ (2 + 2α)
1 + α
− Γ (1 + α)2
�
, (120)
which, after inverse Laplace transform, yields
�T 2α,B(t)� = tα+2
√
π
23α+1Γ (α+ 32 )
�
2Γ (2 + 2α)
1 + α
− Γ (1 + α)2
�
. (121)
In particular, we can check that �T 2α=1,B(t = 1)� = 512 coincide with the known result for the area
under a Brownian excursion, i.e.the second moment of the Airy distribution [19,20].
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4.2.3 The exactly solvable case V (x) ∝ 1/x and application to the Odlyzko’s algorithm
In this section, we apply our general formalism to the special case V (x) = 1/x, which is relevant to
analyze the distribution of the cost of the optimal algorithm to ﬁnd the maximum of a random walk
(see Eq. (4)), as shown in Refs. [30,33]. We apply this formalism separately both to the free Brownian
motion and to the Brownian bridge.
The case of free BM. In this case, we want to construct the Green’s function G˜s(x, y) in (67)











ψ(x) = 0 , s > 0 (122)
with the asymptotic behaviors
us(0) = 0 & vs(y →∞) = 0 . (123)
It turns out that the above Schrödinger equation (122) can be solved in terms of hypergeometric
functions. The solutions us(x) and vs(x) satisfying (123) read
























where 1F1(a, b, x) and U(a, b, x) are conﬂuent hypergeometric functions (respectively Kummer’s and
Tricomi’s hypergeometric function) and where A and B are two irrelevant numerical constants (note
that us(x) and vs(x) are also known as Whittaker functions). The Wronskian W reads






Note that one can check from (124) that us(0) = 0, as it should (123) and that u�s(0) = A. The






































Hence, from the general formulae (56, 57), together with (128), one obtains the explicit formula for

















ζ˜(k)ζ˜(n− k) . (129)
Expanding the left hand side of Eq. (129) in powers of λ we obtain the moments of Tα=−1(t = 1) of
arbitrary order, as announced in the introduction (18),











ζ˜(m)ζ˜(k −m) . (130)
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This allows us to recover in a completely diﬀerent manner the results obtained in [33] by probabilistic
tools, . For completeness, we mention that the authors of [33] obtain an explicit expression of the PDF












θ1(y)θ2(x− y)dy , (131)
























(1− n2π2x)e−n2π2x/2 . (133)






















+ Vwall(x) , λ ≥ 0 , (135)
while the small ε behavior of the denominator of (134) is given in (72). To compute the numerator in
Eq. (134), we expand the matrix element on the eigenfunctions |φE� of Hλ, which satisfy
Hλ|φE� = E|φE� , (136)
where the eigenvalues E > 0 form a continuous spectrum, as there are no bound states here [we recall





�x|φE� = 0 . (137)
The general solution of the Schrödinger equation (135, 136) reads




















where we recall that 1F1(a, b, x) and U(a, b, x) are conﬂuent hypergeometric functions. The boundary
condition at x = 0 (137) imposes that dE = 0. The remaining task is to compute the normalization
constant cE such that � ∞
0
φ∗E�(x)φE(x)dx = δ(E − E�) . (139)
Using a formula given in Landau-Lifshitz (see Appendix D.2), one can show that






























�− 1�dE . (141)
It is then possible, using residue theorem, to invert the LT wrt λ in (141) and then perform the
remaining integral over E. This ﬁnally yields the PDF of Tα=−1,B(t = 1) given in Eq. (20). The
expression for the moments (19) then follow straightforwardly.
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5 Conclusion
In this paper, we have presented several analytical tools to study functionals of the Brownian motion
and its variants, in particular Brownian bridge and Brownian excursion. These tools include (i) a
“paths counting” method, relying on propagators of BM with appropriate boundary conditions and
(ii) a suitably adapted path-integral method, which allows us to recast the study of functionals of the
maximum of BM into the study of quantum mechanical problems. The ﬁrst method (i) is conceptually
quite simple and allows us to obtain in a rather simple manner the mean value of any functional of
the BM, while the second method (ii) is better adapted to compute the full PDF of such functionals.
We have used these methods to calculate the statistics of the density of near-extremes, or density of
states (DOS), for Brownian motion ρ(r, t) and its variants. In particular, from the mean DOS �ρ(r, t)�,
one can compute the average value of any functional of the maximum of BM. Then, we provided
a thorough study of functionals of the form Tα(t) =
� t
0
(xmax − x(τ))αdτ , with α ∈] − 2,+∞[. As
α is varied, Tα(t) interpolates between various physical observables, as discussed above. We have
obtained an exact expression for the two ﬁrst moments �Tα(t)� and �T 2α(t)� both of which exhibit a
non-trivial, non-monotonic behavior as a function of α. Thanks to the path-integral method, when
the associated quantum problem can be solved exactly, it is possible to obtain an explicit expression
of the Laplace transform for the full PDF of Tα(t) or Tα,B(t), from which moments of arbitrary
order and in some cases the full PDF can be computed. We have worked out in detail the case
α = −1, corresponding to V (x) ∝ 1/x, which corresponds to the cost of the optimal algorithm (due
to Odlyzko’s) to ﬁnd the maximum of a discrete RW. In this case, we provided an explicit expression
for the moments of arbitrary order �T kα=−1(t)�, recovering by physical methods the results obtained
in Ref. [33] by completely diﬀerent probabilistic approaches. Furthermore, we have generalized these
results to functionals of the Brownian bridge, Tα,B(t). In particular, we argued that, for α = −1, the
random variable Tα=−1,B(t) describes the cost of the optimal algorithm (i.e. Odlyzko’s algorithm) for
the search of the maximum of a RW in a bridge conﬁguration and computed explicitly its PDF as well
as its moments of arbitrary order.
Several interesting questions are left open. For instance, here we have studied the case of a single
Brownian motion and it would be interesting to extend this study to the case of multi-particle systems,
where there are N > 1 walkers, which could be independent or instead interacting, as in the case of non-
intersecting (vicious) walkers, whose extreme value statistics have recently attracted some attention
[47]. Finally, we have treated the case of Brownian motion, which is continuous both in space and in
time, it would be interesting extend these results to random walks, which are discrete in time. This
would, in particular, allow us to study the DOS of Lévy ﬂights, whose behavior is qualitatively diﬀerent
from Brownian motion.
Acknowledgements We acknowledge support by the Indo-French Centre for the Promotion of Advanced
Research under Project 4604− 3. We acknowledge a useful correspondence with Philippe Chassaing.
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A Some useful functions



































































where pj(x) and qj(x) are rational polynomials of degree j − 2 and j − 1, respectively, for j ≥ 2 [48]. We refer
the interested reader to Ref. [48] for eﬃcient algorithms, which can be implemented numerically, to compute
these polynomials.
B Average DOS for reﬂected Brownian motion
Using the method, based on propagators, explained in section 3.1, see Eq. (27), we can also compute the
average DOS for the reﬂected Brownian motion xR(τ) which is the absolute value of the Brownian motion,
xR(τ) = |x(τ)|. The expression in (27), see also Fig. 4, indicates that we need to compute the propagator
of the reﬂected Brownian motion such that xR(τ) ≤ M or equivalently −M ≤ x(τ) ≤ M . Therefore, we
compute the propagator of a Brownian particle conﬁned in a given interval [−M,M ] with absorbing boundary
conditions both in x = −M and x = M . Denoting by GRM (α|β, t) the propagator of such a particle starting at
α and ending, at time t, at β, its LT wrt t is given by














In order to compute the average DOS �ρR(r, t)� for the reﬂected BM, we evaluate the “number” of Brownian
trajectories satisfying the following constraints: the process reaches its maximum M or their minimum −M at
time text, passes through M − r or −M + r at time τ and end in xF ∈ [−M,M ] at time t. The total number
of such trajectories is then obtained by integrating over xF ,M and text. When dividing the time interval [0, t]
into three parts delimited by τ, text, 8 diﬀerent cases may arise: τ < text or τ > text, X(text) = ±M and
X(τ) = ±(M − r). Using the invariance of the process under the reﬂection symmetry X → −X we have to
consider only four diﬀerent cases (each one with a multiplicity of 2):










































M (0|M − ε, text)GRM (M − ε|xF , t− text) . (150)
The normalization is easily computed as ZR(�) ∼ 2ε2, when ε → 0. Using the same kind of calculations as in
section 3.1 – exploiting the convolution structure of the above integrals – we ﬁnd, after some manipulations,








(3 + (−1)k(2n+ k)k+1)(2n+ k)2Φ(2)((2n+ k)r)
�
, (151)
where Φ(2)(x) is given in Eq. (146).
Similarly, we can study the DOS of the reﬂected Brownian bridge xRB(τ), which is the absolute value of a
Brownian bridge xRB(τ) = |xBB(τ)|. The calculation of the DOS in this case is very similar to the case of the
free reﬂected BM in (149) without the integral over xF which is set to xF = 0. Using the new time reversal
symmetry, we can show that the average DOS �ρRB(r, t)� is given by













GRM (0|M − ε, text)GRM (M − ε|r −M, τ − text)GRM (r −M |0, t− τ)
+ GRM (0|M − ε, text)GRM (M − ε|M − r, τ − text)GRM (M − r|0, t− τ)
�
(152)









M (0|M − ε, text)GRM (M − ε|0, t− text) (153)
The normalization is easily computed as ZRB(ε) ∼ 2ε2/(
√
2πt), as ε → 0 and eventually the average DOS
�ρRB(r, t)� is obtained as:










where Φ(1)(x) is given in Eq. (145).
C Odlyzko’s algorithm
C.1 Main ideas behind Odlyzko’s algorithm
In this section, we give the main ideas of Odlyzko’s algorithm. To get familiar with this algorithm, it is
useful to consider a simpler search algorithm, denoted by u, belonging to An (that denotes the ensemble of
the algorithms that ﬁnd the maximum Mn of a random walk of n steps), which proceeds as follows: u probes
always the random walk at the step where the upper envelope of the (still) possible trajectories reaches its
maximum. This algorithm u is based on the idea that, as illustrated in Fig. 11, if Xm and Xm+k have been
probed, then the searcher knows for sure that, between step m and step m + k, the position of the random
walker can not exceed (Xm +Xm+k + k)/2. This can be shown as follows. Let us denote by n+ the number
of up-steps (+1) and n− the number of down-steps (−1) between step m and step m + k. Then n+ and n−
satisfy the equations
n+ + n− = k (155)
n+ − n− = Xm+k −Xm . (156)
Hence one has
n+ =




Xm −Xm+k + k
2
. (158)
Therefore the position of the random walker can not exceed Xm+n+ = (Xm+Xm+k + k)/2, as shown in Fig.








Fig. 11 Illustration of the main idea of Odlyzko’s optimal algorithm. The RW can not exceed (Xm+Xm+k+



















Fig. 12 An example of the algorithm u for ﬁnding M14 = 7 for a RW in 4 probes. (a) Typical realization of a
14 steps RW, for which we want to ﬁnd the maximum. We know without any probe that 0 ≤M14 ≤ 14, and if
M14 = 14, the maximum would be at position 14 (RW with only +1 jump) so we probe the position 14. (b) The
ﬁrst probe shows X14 = 6 and we know now (see Fig.11) that 6 ≤ M14 ≤ 10, and if M14 = 10, the maximum
would be at position 10 (dashed line) so we probe the position 10. (c) The second probe shows X10 = 4 and
we know now that 6 ≤ M14 ≤ 7, and if M14 = 7, the maximum would be at position 6 or 13 (dashed line)
so we probe the position 6. (d) The third probe shows X6 = 4 and we know now that 6 ≤ M14 ≤ 7, and if
M14 = 7, the maximum would be at position 13 (dashed line) so we probe position 13 and ﬁnd the maximum
M14 = X13 = 7 in 4 probes.
is at the heart of the algorithm proposed by Odlyzko.
Here we also want to explain brieﬂy the occurrence of this particular functional of the maximum, I in (4),
in the analysis of this optimal algorithm, following the line of reasoning of [32,33]. To understand this, let us
consider a traveler, moving on a line, its position being denoted by y. Suppose that its velocity v(y) at position
y is bounded by some function z(y), such that 0 < v(y) ≤ z(y). Then the time t to reach the point x starting
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Now let us consider an algorithm a, its cost being C(a) and denote by m1, . . . ,mC(a) the steps at which the
RW has been probed by the searcher – which has eventually found the maximum Mn after C(a) probes. To
be sure that the maximum is not in the interval [mi,mi+1], the potential maximum of the RW between these
two steps, which is (Xmi +Xmi+1 +mi+1 −mi)/2 (see Fig. 11), must be smaller than Mn (by deﬁnition of
the maximum). Hence this yields the following inequality
mi+1 −mi ≤ 2Mn −Xmi −Xmi+1 . (160)
Notice that mi+1 −mi can be seen as the velocity v(mi) of the algorithm at point mi. One can further argue
[30], using the fact most of the RWs are “slowly varying”, that 2Mn −Xmi −Xmi+1 ∼ 2(Mn −Xmi) when n
is large. Hence
Zk = 2(Mn −Xk) (161)












Mn −Xk , (162)
which in the continuum limit yields the functional of the maximum I in Eq. (4). It is rather clear that these
heuristic arguments leading to Eq. (162) can be straightforwardly extended to the case of the Random Walk
bridge, Xi,B , which is a RW conditioned to start and end at the origin X0,B = Xn,B = 0. Of course in this case
the maximum Mn in (162) is then replaced by the maximum of the Brownian bridge Mn,B = max1≤i≤N Xi,B .
C.2 Description of the Odlyzko’s algorithm
Here we describe in more detail Odlyzko’s algorithm which ﬁnds the maximum of a random walk Xi+1 = Xi±1
with equal probability 1/2 (starting from X0 = 0). Let c be a positive real number, which is suﬃciently large.
The algorithm is essentially based on the fact that most of the RWs has “slow variations” (SV), i.e., check the
identity [30]:
|Xi+k −Xi| ≤ c
�
k log n , ∀i, k with i+ k ≤ n . (163)
Indeed if c is large enough, the probability that a realization of the RW does not satisfy the SV property (163)
decays as n−1. This statement can be easily shown, as in [30,33], by using that for ﬁxed j, Pr(|Xj | > x) ≤
2 exp(−x2/(2j)) [the so called Chernoﬀ’s bound, see [49] p. 12]. Although the realizations of the RW that
do not satisfy (163) necessitates a large number of probes ∼ n, their contribution to the average cost of the
algorithm turns out to be negligible as they occur with a very small probability ∝ 1/n. On the other hand, as
we shall see below, it is relatively easy to ﬁnd the maximum of a RW which satisﬁes the “SV” property.
The algorithm proposed by Odlyzko consists in two steps:
• In a ﬁrst stage, one searches a good estimateM ∗ofMn. This is done by probing XN , X2N , X3N ,... where
N = �√n log n�, where �x� denotes the largest integer not larger than x. If the algorithm ﬁnds, here or later,
a violation of the SV inequality (163), one has to probe all the positions of the RW (but this happens very
rarely). We denote by M � = max{X0, XN , X2N , X3N , ...} ≤Mn. If the RW satisﬁes SV (163), then
Mn −M � ≤ c
�
N log n = cn1/4 log n . (164)
Indeed, if we denote by kmax such that XkmaxN ≤Mn ≤ X(kmax+1)N then Mn −max(XkmaxN , X(kmax+1)N ) ≤
c
√
N log n, which follows from (163), and which implies (164) as M � ≥ max(XkmaxN , X(kmax+1)N ). As we
discuss it below, it turns out that this estimateM � ofMn (164) is however not precise enough for the forthcoming
steps of the algorithm. It is indeed necessary to scan the neighborhood of the large XrN ’s on a ﬁner window.
If for some integer r one ﬁnds
XrN ≥M � − cn1/4 log n , (165)
we probe XrN±jK , j = 1, 2, ...�N/K�, K = �n1/4�. If the RW has SV, then any k with Xk = Mn must be as
close as of a rN for some r for which (165) is true. We now denote M ∗ the maximum of all probes found until
now. Because we scan with intervals ≤ n1/4 log n around the maximum, the SV inequality (163) give
0 ≤Mn −M∗ ≤ c
�
n1/4 log2 n ≤ n1/6 . (166)
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One can prove [30] that the average cost of this ﬁrst phase of the algorithm is of order O(√n/ log n) negligible
compared to the cost of the second phase, that we now describe, and which is of order O(√n).
• With this estimateM∗ of the actual maximumMn, the second phase will eventually ﬁndMn in a number
of probes that is of order O(√n), which is the leading contribution to the cost of this algorithm. To do this,
we will scan the sample path from left to right as follows. We introduce m the index of the RW position Xm
which is currently probed by the algorithm. We start with m = 0 and we denote by M# the greatest position
probed so far by the algorithm including M ∗. At each step of this phase, two cases may occur:
(i) If M# − Xm ≤ n1/6, the algorithm will probe the right neighbor of Xm and m is incremented by 1,
m→ m+ 1.
(ii) If M# −Xm > n1/6, this means that the algorithm is still far from the maximum, because we know that
Mn−M# ≤ n1/6. In this case, the immediate vicinity of Xm does not need to be explored and the strategy
is to jump from Xm to Xm+k, where k is still to be determined. In order to be sure that the RW does not
exceed M# between m and m + k, we must have in mind the upper envelope of the RW on that interval
[m,m+ k] (see Fig. 11). Hence we impose the following bound
k ≤ 2(M# −Xm) + (Xm −Xm+k) . (167)
The ﬁrst term in the right hand side of this inequality (167), 2(M# −Xm), is larger than 2n1/6, while the
second term, (Xm −Xm+k) is bounded by c
√
k log n, thanks to SV (163) – as stated above, if Xm+k −Xm
does not satisfy the SV inequality (163), we abort this approach and probe every position. Hence we can
choose k slightly smaller than 2(M# −Xm). If m+ k > n, we probe Xn and stop. When the full path has
been scanned, the maximum Mn of the RW has been found by the algorithm.
For a RW which satisﬁes SV (163), one can show [30] that the major contribution to the cost of the
algorithm is when M# −Xm > n1/6. Indeed, one can show that the contributions of the probes of the type
(i) to the cost of the algorithm is of the order O(n1/3). In fact, one can show that if the estimate M ∗ of Mn
is such that Mn −M∗ < nα then the cost of these contributions is of order O(n2α). If we want that the cost
of this part of the algorithm to be smaller than the cost of the last one, which is of order O(√n), then this
requires 2α < 1/2, for instance 2α = 1/3, hence the choice α = 1/6 made by Odlyzko [30].
The step size k is slightly smaller than 2(Mn −Xm) and we need only one probe to control the k positions
between m and m+ k. Since k can be interpreted as the velocity of the algorithm [see Eq. (159)], the average






Mn −Xi + 1
�
, (168)
where we recall that �...� denotes an average over the diﬀerent realizations of the RW Xi’s. When n goes to











xmax − x(τ) , (169)
as described in the text in (4).
C.3 Odlyzko’s algorithm for the Bridge
It is easy to check that the arguments presented above can be easily transposed to the case of a random walk
bridge. In particular, given that the bridge is pinned at both extremities X0,B = Xn,B = 0, its variations
are typically smaller than the one of the free walk and hence the properties of “slow variations” (163), which
plays a crucial role in this algorithm, would follow naturally. Therefore we conjecture that Odlyzko’s algorithm
would be the optimal one to ﬁnd the maximum Mn,B and its cost would be given by (1/2)TBα=−1(t) given in
Eq. (13).
D Useful integrals involving conﬂuent hypergeometric functions relevant for the case
V (x) = 1/x
D.1 An integral involving a single conﬂuent hypergeometric function
For the analysis of the functional Tα=−1(t) [see Eq. (127)], a useful integral involving the conﬂuent hypergeo-
metric function U(a, 2, z) is the following (see [50] as well as Mathematica):
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where csc(x) = 1/ sinx and H(x) are harmonic numbers, H(x) = ψ(x) + γE where ψ(x) = Γ �(x)/Γ (x) is the




(−1)jζ(j + 2)xj+2 , (172)
where ζ(x) is the Riemann zeta function. By combining (170), together with (172) one arrives straightforwardly
to the formula given in Eq. (128) in the main text.
D.2 An integral involving the product of two conﬂuent hypergeometric functions
To compute the amplitudes cE such that the functions φE(x) in (138) with dE = 0 satisfy the orthogonality





e−λzzγ−1 1F1(α, γ, kz)1F1(α
�, γ�, k�z)dz
= Γ (γ)λα+α







where 2F1(α,α�, γ, z) is a generalized hypergeometric series. Such integrals (173) arise naturally in the study
of certain matrix elements of quantum Hamiltonian involving Coulomb interactions. In our case (138), one has
α = 1 − is/√E, α� = 1 − is/√E�, γ = γ� = 2, k = 2i√2E, k� = 2i√2E� and λ = 2√2s. Hence the desired
formula in our case (139) can be obtained by diﬀerentiating (173) once wrt λ and analyzing in detail the limit
k → k� of the resulting formula (173). These somewhat cumbersome manipulations yield the expression for cE
given in (140).
E Numerical simulations of constrained Brownian motion
In this appendix, we describe the algorithms that we have used here to simulate various constrained Brownian
motions. We refer the interested reader to [52] for an extended discussion of these algorithms.
E.1 Brownian motion
In order to simulate a Brownian motion x(τ), we consider the discrete random walk�
X0 = 0
Xi = Xi−1 + ηi√
N
, i ∈ [1, N ] (174)
where ηi’s are identical and independent Gaussian standard variables of variance unity. When N goes to
inﬁnity, X[τN ] → x(τ) where x(τ) is a Brownian motion, with τ ∈ [0, 1] : x˙(τ) = ζ(τ), where ζ(τ) is a Gaussian
white noise �ζ(τ)ζ(τ �)� = δ(τ−τ �). This is the building block (174), to simulate diﬀerent constrained Brownian
motions.
//generation of Brownian Motion
void BM ( int N, double *X, gsl_rng * r)
{








































(a) Brownian motion (b) Brownian bridge
(c) Brownian excursion (d) Brownian meander
(e) Reﬂected Brownian motion (f) Reﬂected Brownian bridge
Fig. 13 Example of diﬀerent constrained Brownian motions studied in the present paper.
E.2 Brownian bridge
For a Brownian bridge xB(τ), which is a Brownian motion starting and ending at the origin xB(0) = xB(1) = 0,
we use the identity x(τ)− τx(1) = xB(τ)
Yi = Xi − i
N
XN , i ∈ [0, N ], (175)
where Xi’s are generated by (174). One can show that Y[τN ] converges to a Brownian bridge xB(τ).
//generation of Brownian Bridge










For a Brownian excursion xE(τ), which is a Brownian motion that starts and ends at the origin xE(0) = xE(1) =
0 and staying positive in the interval [0, 1], we use the identity
�
[xB,1(τ)]2 + [xB,2(τ)]2 + [xB,3(τ)]2 = xE(τ)
where xB,1, xB,2 and xB,3 are three independent Brownian bridges [53,54]. Hence we simulate
Ei =
�




3,i, i ∈ [0, N ] (176)
where Y1,i, Y2,i and Y3,i are three independent realisations of (175). E[τN ] converges to a Brownian excursion
xE(τ).
//generation of Brownian Excursion
















For a Brownian meander xMe(τ), a Brownian motion which begins at the origin and stays positive on [0, 1],
one can show that the PDF of its ﬁnal position xF > 0 at time 1 is p(xF ) = xF e−x
2
F /2. One can then use the
following representation of the meander ending at xF : [53,54]
�
[xB,1(τ)]2 + [xB,2(τ)]2 + [xB,3(τ) + τ xF ]2 =
xMe(τ) where xB,1, xB,2 and xB,3 are three independent Brownian bridges and xF is a random variable drawn
from p(xF ) = xF e−x
2
F /2. Hence the Brownian meander xMe(τ) can be generated numerically as
Mi =
�








, i ∈ [0, N ] (177)
where Y1, Y2 and Y3 are three independent realizations of (175), where f > 0 is a random variable, whose PDF
is given by p(f) = fe−f
2/2. M[tN ] converges to a Brownian meander xMe(τ).
//generation of Brownian Meander
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We study the probability distribution function (PDF) of the smallest eigenvalue of
Laguerre-Wishart matrices W = X†X where X is a random M × N (M ≥ N) ma-
trix, with complex Gaussian independent entries. We compute this PDF in terms of
semi-classical orthogonal polynomials, which are deformations of Laguerre polynomials.
By analyzing these polynomials, and their associated recurrence relations, in the limit of
large N , largeM withM/N → 1 – i.e. for quasi-square large matrices X – we show that
this PDF, in the hard edge limit, can be expressed in terms of the solution of a Painlevé
III equation, as found by Tracy and Widom, using Fredholm operators techniques. Fur-
thermore, our method allows us to compute explicitly the ﬁrst 1/N corrections to this
limiting distribution at the hard edge. Our computations conﬁrm a recent conjecture by
Edelman, Guionnet and Péché. We also study the soft edge limit, whenM−N ∼ O(N),
for which we conjecture the form of the ﬁrst correction to the limiting distribution of
the smallest eigenvalue.
1. Introduction
The study of extreme eigenvalue statistics in Random Matrix Theory (RMT) has
attracted much attention during the last twenty years. In particular, the Tracy-
Widom (TW) distributions [1,2] describing the largest eigenvalue λmax (as well
as the smallest one, λmin) in the classical Gaussian ensembles, orthogonal (GOE,
β = 1), unitary (GUE, β = 2) and symplectic (GSE, β = 4) – where β is the
Dyson index – have become cornerstones of the theory of extreme value statistics
of strongly correlated variables. Quite remarkably, it was shown that the TW distri-
butions, denoted by Fβ in the following, appear in a wide variety of problems [3], a
priori not directly related to RMT, ranging from the longest increasing sequence of
random permutations of integers [4], stochastic growth and related directed poly-




2sequence alignment problems [12] to non-intersecting interfaces and Brownian mo-
tions [13,14,15] as well as in ﬁnance [16]. While the TW distribution describes the
typical ﬂuctuations of λmax and λmin, a large body of work has also been devoted

































Figure 1. Plot of the Marchenko-Pastur distribution for c < 1 (left) and for c = 1 (right).
Another interesting ensemble of random matrices, which we focus on in this
paper, is the so-called Wishart-Laguerre ensemble – here we focus on the case of
complex matrices (β = 2). LetX be aM×N rectangular matrix with i.i.d. complex
Gaussian entries and M −N = a ≥ 0. The Wishart-Laguerre matrix W is deﬁned
as W = X †X which is thus a N ×N Hermitian matrix, having N real and positive
eigenvalues λ1,λ2, · · · ,λN . The joint probability density function (PDF) of these
N eigenvalues is given by [18,19]














where λ1, λ2 ... λN are positive and where ZN is a normalization constant, depend-
ing on a. These Wishart-Laguerre matrices play an important role in statistics, in
particular in principal component analysis, where the matrixW is a covariance ma-
trix. Hence in this case both M and N , and thus a = M −N , are positive integers.
However, this joint PDF in Eq. (1.1) is well deﬁned for any real value of a ≥ 0,
3which, for some non-integer value of a, may have some physical applications. An
interesting example is the case of non-intersecting Brownian excursions [20], i.e., N
non-colliding positive Brownian paths xi(t) ≥ 0 on the unit time interval t ∈ [0, 1]
constrained to start and end at the origin xi(0) = xi(1) = 0. The joint PDF of the
positions of the N walkers, at a given time t, can indeed be written as [21]
















where σ2(t) = 2t(1 − t) and zN (t) is a normalization constant. From this expres-
sion (1.2) we obtain that the scaled variables x2i /σ2(t) behave statistically like the
eigenvalues of random matrices from the Wishart-Laguerre ensemble (1.1) with a
non-integer parameter a = 1/2. Hence it is physically relevant to study the joint
distribution in Eq. (1.1) for any real a ≥ 0.
A ﬁrst important characteristic associated to this ensemble (1.1) is the mean






δ(λi − λ), (1.3)
where the overline denotes an average over the diﬀerent realizations of the random
variables λi’s according to the joint PDF in Eq. (1.1). In the large N limit, it is














(x− x−)(x+ − x)
2πx
, (1.5)
where x± = (c−1/2 ± 1)2 are the right and left edges of the support, with c =
N/M ≤ 1. The case where c < 1 corresponds to the case where a ∼ O(N). Here,
we mainly focus on the case c = 1 which corresponds instead to the case where a
is ﬁnite, while both N and M are large. In this case, which we will mainly focus









At the right edge, near x+ = 4, ρMP (x) vanishes as a square-root, ρMP (x) ∝
√
4− x
and therefore the ﬂuctuations near this soft edge are governed, for large N , by
the Airy kernel. In particular, the distribution of the largest eigenvalue λmax,
appropriately shifted and scaled, converges, when N →∞, to the TW distribution
F2 mentioned above (the same as for GUE) [6,22]. It is now well known that this
distribution can be expressed in terms of a special solution of a Painlevé II equation.
While this connection to Painlevé transcendents was initially obtained by Tracy and
4Widom using Fredholm operator techniques, Nadal and Majumdar [23] provided,
more recently, a derivation of this result (for β = 2) using semi-classical orthogonal
polynomials (OPs), see also Ref. [24]. This method is at the heart of the present
paper.
On the other hand, at the left edge, x− = 0, ρMP (x) has a square-root singu-
larity, ρMP (x) ∝ 1/
√
x (see the left panel of Fig. 1). What about the ﬂuctuations
of the smallest eigenvalue λmin in this case? One can estimate the typical scale





ρ (λ, N) dλ ∼ O(1) , (1.7)
which implies that λmin ∼ O(1/N). Within this scale O(1/N), the ﬂuctuations are
governed by the Bessel kernel [25,26]. Furthermore, it has been shown that the
distribution of Nλmin converges to a limiting form which (i) is diﬀerent from the
standard TW distribution F2 and depends continuously on the exponent a in (1.1)
and (ii) can be written in terms of a special solution of a Painlevé III equation [27].















where f(x) is the unique solution of a Painlevé III [27]:
(xf ��)2 + 4f �(1 + f �)(xf � − f) = (af �)2 , (1.9)
satisfying
f(x) ∼ − x
a+1
Γ(a+ 1)Γ(a+ 2)
, as x→ 0 . (1.10)
This result (1.8) was shown by Tracy and Widom using Fredholm operator tech-
niques [27]. Note that for integer values of a, the limiting distribution F∞(x) can
be written as an a× a determinant whose entries are expressed in terms of Bessel
functions (see Eq. (C.1) below) – a result which can be obtained by clever manip-
ulations of determinants [28]. In particular for a = 0 the result is extremely simple
as FN (x) = exp (−N x) for all N , implying f(x) = −x, which is obviously solution
of Eq. (1.9) with the boundary condition (1.10).
The limiting distribution of λmin for complex Wishart matrices, in the limit
N → ∞, is thus well known (1.8) – we refer the reader to Ref. [29] to a recent
work on the smallest eigenvalue for real Wishart matrices in the hard edge limit.
What about the ﬁnite N corrections to this asymptotic form? Such a question
is quite natural for practical applications of extreme value statistics (EVS), where
one always deals with ﬁnite samples – here matrices of ﬁnite size. This issue was
recently revisited for EVS of independent and identically distributed random vari-
ables using a renormalization group approach [30]. For EVS of strongly correlated
variables, there are actually few cases where these corrections have been worked out
5explicitly, including random walks [31], the largest eigenvalue of random matrices
belonging to various ensembles [32,33,34,35], non-intersecting Brownian motions
[36] or (Poissonized) random matchings [37]. For real Wishart matrices, the ﬁrst
corrections to the limiting distribution of the smallest eigenvalue in the soft edge
limit were studied in Ref. [35] where it was shown that corrections to the limiting
distribution of λmin and λmax are quite diﬀerent, although the limiting distributions
for both observables are actually the same, namely the TW distribution for GOE,
F1. What about the corrections to the limiting distribution F∞ in Eq. (1.8) of λmin
for complex Wishart matrices in the hard edge limit? This question was recently
raised by Edelman, Guionnet et Péché [38] in their study of ﬁnite size covariance
matrices with non-Gaussian entries. Based on the large N expansion of the exact
formulas obtained in Ref. [28] for small integer values of a, they conjectured the














Note that this ﬁrst 1/N correction in Eq. (1.11) can be interpreted as a correction



















It is interesting to notice [37] that for most of the cases which have been studied
in RMT [32,33,34], it was actually found that the ﬁrst order correction to the
limiting distribution of extreme eigenvalue actually corresponds to a correction of
the scaling variable, as in Eq. (1.12). One exception concerns the smallest eigenvalue
of real Wishart matrices in the soft-edge limit, where the ﬁrst correction has a more
complicated structure [35].
The main goal of this paper is to provide an explicit computation of this ﬁrst
correction in the hard edge limit and we will show that it has indeed the conjec-
tured form given above in Eq. (1.11). To perform this computation, we will use a
method relying on semi-classical OPs, in the spirit of Refs. [23] and [24,39]. As we
will see, our method does not only allow us to compute explicitly the ﬁrst 1/N cor-
rections but provides also a rather straightforward derivation of the expression for
the limiting distribution F∞(x) in terms of the solution of a Painlevé III equation,
without using Fredholm operators theory but relying instead only on the recurrence
relations associated to the (semi-classical) OPs system. Finally, we will also study
the ﬁrst ﬁnite N corrections to the limiting distribution of λmin at the soft edge.
Note that after the results obtained in the present paper were presented in a
conference [40], another independent proof of the conjecture in Eq. (1.11) was
achieved in Ref. [41], using operator theoretic techniques. More recently, yet an-
other independent proof of this conjecture was given in Ref. [42].
62. Summary of main results and outline of the paper
The distribution of the smallest eigenvalue λmin = min
1≤i≤N
λi is given by









dλNPjoint(λ1,λ2, · · · ,λN ) .
(2.1)
In this paper, we will compute FN (t) using semi-classical OPs {πk(λ)}k∈N which
are polynomials of the variable λ while t and a are parameters (for the sake of









The cumulative distribution FN (t) can be expressed, using standard manipulations,







As we will see, the norms hk’s can be computed from the three term recurrence
relation satisﬁed by the OPs
λπk = πk+1 + Skπk +Rkπk−1 , (2.4)










Note that the starting point of our analysis is very similar to the one of Basor
and Chen in Ref. [39] but the analysis of the recursion relations is diﬀerent. In
particular, we do not make use of ladder operators techniques, which are heavily
used in Ref. [39]. In addition, we provide an asymptotic analysis of this OP system
(2.2) for large N , beyond the leading order.
In section 3, we will study the variables Sk, Rk, hk and ζk. In particular, we
will show that Sk and Rk satisfy a coupled set of equations, named Schlesinger
equations in the literature on OPs
Sk −Rk+1 +Rk = t∂tSk,




This system of equations, together with the initial condition given in Eq. (3.33)
below, determines uniquely the values of Rk and Sk for all values of k, as they
7can be computed by induction. It is however quite diﬃcult to analyze the large N
behavior of RN and SN using only this set of equations (2.8). To circumvent this
diﬃculty, it is customary to use another set of relations, called the Laguerre-Freud
equations, which we derive here using the method based on Turán determinants,
as developed in Ref. [43]. They read
Rk+2 −Rk = Sk+1(2k + 4 + a+ t− Sk+1)− Sk(2k + a+ t− Sk)− 2t,
Sk+1(Sk+1 − t) = Rk+1(2k + 1 + a+ t− Sk+1 − Sk)
− Rk+2(2k + 5 + a+ t− Sk+2 − Sk+1).
(2.9)
Some details of this derivation have been relegated in Appendix A.
In section 4, by manipulating these two sets of equations (2.8) and (2.9), we show
that FN (t), for ﬁnite N , is related to a special solution of a Painlevé V equation [see
Eqs. (4.3, 4.15)], thus recovering a previous result of Tracy and Widom. Section 5
is devoted to the hard edge scaling limit:
N →∞, t→ 0, x = N t ∈ R+ ﬁxed . (2.10)
It is known that the limiting distribution F∞(x) can be obtained by analyzing the
large N limit of this Painlevé V equation in Eqs. (4.3, 4.15), obtained for ﬁnite N ,
leading to (1.8) and (1.9). As we show in section 5, the ﬁnite N corrections are
then easily obtained from the Schlesinger equation (2.8), from which we obtain Eq.
(1.11). Finally, section 6 is devoted to the soft edge scaling limit, when a ∼ O(N),
for N large.
3. Semi-classical Orthogonal Polynomials
To study this OP system (2.2) it is useful [23] to introduce a deformation parameter




e−αλλaπk(λ)πk�(λ)dλ = hkδk,k� ,
πk(λ) = λ
k + . . . ,
(3.1)
such that the norms hk’s are deﬁned by
hk = �πk|πk�. (3.2)
As we show here, some useful relations can be obtained by varying α. Eventually,
we will of course set α = 1 (2.2). The ﬁrst polynomials can be computed from (3.1)
to obtain
π0(λ) = 1 , (3.3)




Γ(1 + a, tα)
, (3.4)
where Γ(ν, x) =
�∞
x
yν−1e−ydy is the incomplete gamma function. Obviously, the
expression of the OPs πk becomes more and more complicated as k grows. The
8polynomials πk being OPs, they satisfy a three-term recursion relation, which can
be obtained as follows. As λπk is a polynomial of degree k+1, we can expand it on
the basis of these OPs. Because �πk−2−i|λπk� = 0 if i ≥ 0, we can write the three
term recurrence relation [44]:
λπk = πk+1 + Skπk +Rkπk−1, (3.5)
where, by deﬁnition
Skhk = �πk|λπk�, (3.6)
Rkhk−1 = �πk−1|λπk�. (3.7)


















In this section, we derive a couple of recursion relations called the Schlesinger
equations that couple Rk and Sk. We ﬁrst write
Rkhk−1 = �πk−1|λπk� = �λπk−1|πk� . (3.9)
Therefore, using Eq. (3.5) with the substitution k → k − 1, we have �λπk−1|πk� =





On the other hand, using the deﬁnition of the scalar product in (3.1), we have
Skhk = �πk|λπk� =
� ∞
t
e−αλλa λπ2k(λ) dλ = −∂α�πk|πk� = −∂αhk, (3.11)
from which we deduce the relation between Sk and hk
Sk = −∂α log hk. (3.12)
By combining Eq. (3.12) and Eq. (3.10), we obtain straightforwardly
Sk+1 − Sk = −∂α log hk+1
hk
= −∂α logRk+1. (3.13)




k−1 + ... (3.14)
Taking the derivative of this equation with respect to (w.r.t.) α we obtain
∂απk(λ) = ∂αζkλ
k−1 + . . . . (3.15)
Multiplying both sides of Eq. (3.15) by λ and projecting on πk yields
∂αζkhk = �λ∂απk|πk�. (3.16)
Besides, by looking at the term of degree k, i.e. ∝ λk, in Eq. (3.5) we ﬁnd a
recursion relation between Sk and ζk
ζk = ζk+1 + Sk , (3.17)









e−αλλα λ2 π2k(λ) dλ+ 2
� ∞
t
e−αλλα λ ∂απk(λ)πk(λ) dλ
= −�λπk|λπk�+ 2�λ∂απk|πk� , (3.19)
where, in the second line, we have simply used the deﬁnition of the scalar product
in (2.2). Using the three-term recurrence relation (3.5) to rewrite the ﬁrst term
and Eq. (3.16) to rewrite the second one, we have
∂α(Skhk) = −hk+1 − S2khk −R2khk−1 + 2∂αζkhk . (3.20)
We can also write
∂α(Skhk) = (∂αSk)hk + Sk(∂αhk) . (3.21)
By replacing the left hand side of Eq. (3.20) by Eq. (3.21), dividing the resulting
equation by hk and using Eqs. (3.10) and (3.12), we obtain a last recursion relation
between Rk, Sk and ζk
Rk+1 +Rk = −∂αSk + 2∂αζk . (3.22)
Combining Eq. (3.17) and (3.22), we have
Rk+1 +Rk = ∂αζk+1 + ∂αζk. (3.23)
And ﬁnally, with the initial condition R0 = ζ0 = 0 in Eq. (3.8) we obtain
∂αζk = Rk . (3.24)
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Therefore substituting this relation in Eq. (3.22) we ﬁnally obtain a closed system
of two coupled recursion relations between Sk and Rk
Rk+1 −Rk = −∂αSk,
Sk+1 − Sk = −∂α logRk+1 ,
(3.25)
where the second equation was previously obtained in Eq. (3.13).
Our goal now is to relate α-derivatives to t-derivatives, i.e., ﬁnd a relation
between ∂αhk and ∂thk. Diﬀerentiating Eq. (3.2) w.r.t. t, using that �∂tπk|πk� = 0
as ∂tπk is a polynomial of degree k − 1 (2.2), we have
∂thk = −e−αttaπ2k(t). (3.26)
We now start from the expression of ∂αhk given in Eq. (3.11) and use integration


























(−t∂thk + (a+ 1)hk + 2�πk|λ∂λπk�) , (3.28)
where we have used Eq. (3.26). We can easily calculate the last scalar product
�πk|λ∂λπk� = �πk|(kλk + ...)� = khk , (3.29)
to obtain the desired relation between ∂αhk and ∂thk
α∂αhk = t∂thk − (2k + a+ 1)hk. (3.30)
With this relation (3.30), it is then straightforward to relate ∂αRk and ∂αSk to
∂tRk and ∂tSk, using (3.10) and (3.12). Note that from now on, we set α = 1
Sk = −t∂t log hk + (2k + a+ 1). (3.31)
We ﬁnally obtain, using Eq. (3.25), the so-called Schlesinger equations [45]
Sk −Rk+1 +Rk = t∂tSk,
2− Sk+1 + Sk = t∂t logRk+1.
(3.32)
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e−λλadλ = Γ(1 + a, t),




Using the Schlesinger equations (3.32) and this initial condition (3.33), we can
compute step by step all the terms for arbitrary k.
We end up this section by providing a useful relation between ζk [see Eq. (3.14)]


















where the last equality is obtained by using the classical tricks of replacing the
Vandermonde determinant by the determinant built from the OPs πk’s (2.2) and
then use the Cauchy-Binet formula [18,19]. Using Eq. (3.18) with (3.31) as well as
(3.30) , we can write







And therefore, from the expression of FN (t) given in Eq. (3.34), we have
ζN = −N(N + a) + t∂t log (FN (t)) . (3.36)
This expression thus provides a link between ζN , which is the ﬁrst non trivial
coeﬃcient of the OP’s [see Eq. (3.14)] and the cumulative distribution of the
smallest eigenvalue.
3.2. Laguerre-Freud equations
In this section, we derive another set of recursion relations between the coeﬃcients
Rk’s and Sk’s, the so-called Laguerre-Freud equations, following the procedure used
by Belmehdi and Ronveaux in [43]. To derive these equations, we start by searching
two functions Ψ and Φ, which are polynomials in λ, satisfying for any polynomial p
�Ψ|p� = �Φ|p�� , (3.37)
where the polynomials Φ and Ψ may depend explicitly on the parameters t and
a and p�(λ) ≡ ∂λp(λ). Denoting by w(λ) = e−λλa the weight associate to the
12
scalar product in Eq. (2.2) and using an integration by parts, this relation (3.37)
is satisﬁed provided that
Ψw + (Φw)� = 0 and Φ(λ = t) = 0. (3.38)
We ﬁnd that the simplest non trivial solution to this equation is given by
Ψ(λ) = λ2 − (2 + a+ t)λ+ t(1 + a),
Φ(λ) = λ2 − tλ .
(3.39)
Then, using this property (3.37) for p = π2k and for p = πkπk+1, we can write after
expansion, using the three-term recursion relation (3.5)
I2,k − (2 + a+ t)I1,k + t(1 + a)I0,k = 2(J2,k − tJ1,k),
K2,k − (2 + a+ t)K1,k + t(1 + a)K0,k = L2,k − tL1,k,
(3.40)






These integrals are all calculated (for m = 0, 1 and 2) in Appendix A. Using these
expressions together with Eq. (3.10), we ﬁnd the two relations















We can rewrite these equations by subtracting rank k to the rank k + 1 and ﬁnd
the two Laguerre-Freud recurrence equations (which are here of order 2):
Rk+2 −Rk = Sk+1(2k + 4 + a+ t− Sk+1)− Sk(2k + a+ t− Sk)− 2t,
Sk+1(Sk+1 − t) = Rk+1(2k + 1 + a+ t− Sk+1 − Sk)
− Rk+2(2k + 5 + a+ t− Sk+2 − Sk+1).
(3.43)
As we show below these two sets of equations (3.32) and (3.43) allow us to (i) derive
the connection to the Painlevé equation and (ii) perform the asymptotic analysis
of these coeﬃcients for large N .
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4. Painlevé V equation for ﬁnite N
In this section, we proceed to the derivation of the Painlevé V equation, following
the method of Ref. [39]. First, it is useful to introduce the quantities [46]
θk = 2k + 1 + a− Sk,
ωk = −Rk − ζk.
(4.1)
Manipulating the Laguerre-Freud equations (3.43) we can prove (see Appendix B)
ω2k − θk(θk − a− 2k + t)ωk − θk(kt(k + a) + (θk + t)ζk) = 0 , (4.2)
which is a simple algebraic relation (and not a recursion relation) between the
diﬀerent variables ωk, θk and ζk. Using the previous relations with the index k = N ,
we ﬁnd from Eq. (3.36),
HN = t∂t log(FN (t)) = N(N + a) + ζN . (4.3)










which can be simpliﬁed using (3.18), (3.8) and (4.1) to yield
−t∂tζN = −RN − ζN = ωN . (4.5)
On the other hand, using (4.3) and (4.5), we have
t∂tHN = −ωN = ζN +RN = HN −N(N + a) +RN . (4.6)
Taking a derivative of this equation w.r.t. t, we ﬁnd
∂tRN = t ∂
2
tHN . (4.7)
From the second Schlesinger equation (3.32), we ﬁnd
t∂tRN = RN (2− SN − SN−1) = RN (θN − θN−1) , (4.8)
where we have used (4.1). Using the relation derived in Appendix B in Eq. (B.9),
we can rewrite this recursion equation as a simple algebraic relation





Therefore, combining (4.7) and (4.9), we ﬁnd




On the other hand, from our Eq. (4.2) in which we inject the deﬁnition of ωN (4.1)
to eliminate ζN










= N(N + a)t− (2N + a)ωN − tRN − t2∂2tHN , (4.12)
2RNθN = N(N + a)t− (2N + a)ωN − tRN + t2∂2tHN . (4.13)
Multiplying these two equations (4.12) and (4.13) together, we ﬁnd
4RNω
2





Finally, by using (4.6), we eliminate ωN and RN (by expressing them in terms of




= 4 (∂tHN )
2
(HN −N(N + a)− t∂tHN )+((2N + a− t)∂tHN +HN )2 ,
(4.15)
which is a Painlevé V equation in the Jimbo-Miwa-Okamoto σ form [47,48]. Note
that this equation coincides exactly with the equation ﬁrst found by Tracy and
Widom in [49].
5. Large N asymptotic limit at the hard edge: Painlevé III and
ﬁrst correction
In this section, we study the behavior of the quantities hN , RN , SN and ζN in
the hard edge limit (2.10), which, in the language of OPs, corresponds to a double
scaling limit. Of course, as we are eventually interested in the study of the cumula-
tive distribution of the smallest eigenvalue FN (t), we could perform this asymptotic
analysis directly on the Painlevé V equation (4.15), as done by Tracy and Widom
in their original study of GUE [1]. But it turns out to be much more convenient,
especially to extract the 1/N corrections, to perform this asymptotic analysis on
the Schlesinger (3.32) and Laguerre-Freud (3.43) equations.
To understand the structure of the coeﬃcients hN , RN , SN and ζN in this
double scaling limit (2.10), it is useful to study their behavior for small t (keeping
















Hence, thanks to standard properties of Laguerre polynomials, we easily obtain
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these coeﬃcients, for t = 0, using (3.2), (3.10) and (3.31) as:
πk(λ)|t=0 = L(a)k (λ)k!(−1)k,
hk|t=0 = Γ(k + a+ 1)k!,
Rk|t=0 = k(k + a),
Sk|t=0 = 2k + a+ 1,
ζk|t=0 = −k(k + a).
(5.2)
We now take the index k = N . When t is closed to 0, we can use Eq. (3.26) and
ﬁnd
∂thN = −tae−tπN (t)2 = −taL(a)N (0)2N !2 + o(ta) = −ta




Using (5.2), we can integrate and ﬁnd the ﬁrst correction
hN = Γ(N + a+ 1)N !− t
a+1[Γ(N + a+ 1)]2
Γ(a+ 2)Γ(a+ 1)
+ o(ta+1). (5.4)
We are interested in the scaling behavior when N goes to inﬁnity, t goes to 0 with
x = Nt ﬁnite (2.10). In this double scaling regime, the expansion above reads















This suggests the ansatz











where the function f has thus the small x expansion, read from Eq. (5.5)




We can introduce the ansatz (5.6) in the relations (3.10) and (3.31) which give RN
and SN in terms of the function f . We obtain
RN = N(N + a) + xf
�(x)− f(x) + o (1) ,
SN = 2N + a+ 1− 1
N







The ﬁrst non trivial terms in Eq. (5.8) xf �(x) − f(x) for RN and −(1/N)x f �(x)
for SN are necessary to compute the leading order of the cumulative distribution,
F∞(x). To compute the ﬁrst 1/N correction to the limiting distribution, we need
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to expand RN and SN in Eq. (5.8) to the next order in 1/N . One actually expects
the following expansion



















where the ﬁrst term in this expansion are given in (5.8), i.e., r0(x) = xf �(x)− f(x)
and s1(x) = −xf �(x). Besides, using the exact relation ∂thN = −tae−tπN (t)2 [see
Eq. (5.3)], one can show that ri(x) = o(x) as well as si(x) = o(x) when x → 0.
One can check, in principle, the validity of this expansion (5.11) order by order
in powers of 1/N by injecting it in the Schlesinger equations (3.32). Proving it
rigorously to arbitrary order j is however a hard task. However, here, we only need
this asymptotic expansion up to order O(1/N 2), which can be obtained explicitly
as follows. To compute the second correction, we truncate the expansion (5.11) up
to the N−2 order and write
RN = N(N + a) + xf














In the hard edge limit N → ∞, t → 0, keeping x = Nt ﬁxed, we can obtain the
expansion of RN+1 and SN+1 at the same order by replacing N by N +1 and using
(N + 1)t = x(1 + 1/N) in (5.12)
RN+1 = (N + 1)(N + 1 + a) + xf
�(x)− f(x) + 1N (r1(x) + x2f ��(x))
+ 1N2 (r2(x) + xr
�
1(x)− r1(x) + 12x2f ��(x) + 12x3f ���(x)) + o(N−2) ,
SN+1 = 2N + a+ 3− 1N xf �(x) + 1N2 (s2(x)− xf �(x)− x2f ��(x)) + o(N−2) .
(5.11)
By injecting these two expansions into the Schlesinger equation (3.32), we ﬁnd
(using t∂t = x∂x) at the ﬁrst non trivial order (O(N−2) for the ﬁrst Schlesinger
equation and at O(N−3) for the second)
s2(x)− xs�2(x) + r1(x)− xr�1(x) = 12 (x2f ��(x) + x3f ���(x)) ,
2s2(x)− xs�2(x)− xr�1(x) = −ax2f ��(x) + 12x3f ���(x)) ,
(5.12)
which can be solved as follows. First, by subtracting the ﬁrst equation of (5.12) to







x2f ��(x) . (5.13)
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By injecting this relation (5.13) in the ﬁrst equation of (5.12), one ﬁnds that r1
satisﬁes the following equation




x2f ��(x) + x3f ���(x)
�
, (5.14)




x2f ��(x) . (5.15)
Consequently, from Eq. (5.13) one has
s2(x) = −a+ 1
2
x2f ��(x) . (5.16)
We ﬁnally ﬁnd the two ﬁrst terms of the expansion of RN and SN , for large N , as
RN = N(N + a) + xf
�(x)− f(x) + a
2N






SN = 2N + a+ 1− 1
N
xf �(x)− a+ 1
2N2







From the expansion of SN in Eq. (5.17), we compute ζN in the double scaling limit
(2.10), using Eq. (3.17), up to the second non-trivial order for large N
ζN = −(N + a)N + f(x) + a
2N






Finally, from the expression of ζN we obtain the large N expansion of FN (t) in the
































































Hence we easily obtain the functional form of the 1/N correction as given in
Eq. (5.21), fully consistent with the conjecture in (1.11) made in [38]. However,
at this stage, we still need to ﬁnd the equation satisﬁed by the function f , which
enters in the deﬁnition of F∞(x) in Eq. (5.22). To obtain this equation, we expand
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θN and ωN in Eq. (4.1), which is easily done from the expansions of RN , SN and













ωN = −xf �(x)− a
2N







Finally, by injecting these expansions (5.18) and (5.23) in (4.2) with t = x/N , we
obtain, by canceling the ﬁrst term, of order O(N−2), in Eq. (4.2) that f satisﬁes a
Painlevé III equation
(xf ��)2 + 4f �(1 + f �)(xf � − f) = (af �)2, (5.24)
with the small argument behavior in Eq. (5.7). This result coincides with the
one obtained, by a quite diﬀerent method, by Tracy and Widom [27] (note the
correspondence σ(s) = −f(s/4), where σ(s) is the notation used in [27]). Note
that for integer values of a, f(x) can be written explicitly in terms Bessel functions
[46] [see Eq. (C.1)]. These results in Eqs. (5.21), (5.22) and (5.24) yield the results
announced in the introduction in Eqs. (1.8), (1.9) and (1.11). Finally, in Appendix
C we present a comparison between numerical simulations of Wishart matrices of
size N = 50 and the asymptotic formula in Eq. (5.21) describing the ﬁrst 1/N
correction.
6. Large N asymptotic limit at the soft edge: Painlevé II and ﬁrst
correction
We now turn to the analysis of the PDF of the smallest eigenvalue λmin in the case
where a ∼ O(N), and we set a = αN . In this case, the density of eigenvalues has
a single support on [Nx−, Nx+] [see Eq. (1.4)], with x± = (
√
1 + α ± 1)2 with a
soft edge at both extremities (see Fig. 1). Therefore, one expects that λmin will be
close to Nx−, while its ﬂuctuations, of order O(N 1/3), are governed by the Tracy-
Widom distribution for β = 2. In the soft edge limit, the large N analysis of FN (t)
in Eq. (2.1) is more conveniently done directly on the Painlevé V equation (4.15)
[50]. Following this route, one can indeed show [50] that, for large N
λmin = Nx− − N
1/3
m
χ+ o(N1/3) , (6.1)





1 + α− 1)4/3 , (6.2)
and where χ is distributed according to the Tracy-Widom distribution F2, i.e.










Here q(x) is the so-called Hatings-McLeod solution of the Painlevé II equation
q��(x) = x q(x) + 2q3(x) ,with q(x) ∼ Ai(x) , for x→∞ , (6.4)
where Ai(x) is the Airy function. The result in Eq. (6.1) can be equivalently written
as
FN (t) = f˜0
�
m
N x− − t
N1/3
�
+ o(1) , (6.5)
which implies
HN (t) = t∂t logFN (t) = −(mx−)h˜0(x)N2/3 + o(N2/3) , x = mN x− − t
N1/3
.(6.6)
with h˜0(x) = f˜ �0(x)/f0(x) and where f˜0 = F2, and where the tilde refers to the
soft edge scaling limit. By injecting this form (6.6) into the Painlevé V equation







− xh˜�0(x) + h˜0(x)
�
= 0 . (6.7)









q2(u)du = (q�(x))2 − (q(x))4 − x(q(x))2 . (6.8)
What is the ﬁrst correction to the limiting form in Eq. (6.5) ? Unfortunately,
in the soft edge limit, it turns out the Schlesinger equations (3.32) do not allow
to determine easily this ﬁrst correction – while they were very helpful in the hard
edge scaling limit. An alternative way to compute this ﬁrst correction is to analyze
directly the Painlevé V equation in (4.15). By inspection of this equation (4.15),
we conjecture that the ﬁrst correction to Eq. (6.5) is of the form






+ o(N1/3) . (6.9)
By inserting this expansion (6.9) in Eq. (4.15) we obtain that h˜1 satisﬁes the
following linear diﬀerential equation
2h˜1h˜
�




0 − 2x))h˜�1 + h˜��0 h˜��1 = 0 , (6.10)
where h˜0(x) is given in Eq. (6.8). Of course, we know that h˜1(x) → 0 when
x → +∞ (6.9). In addition, from Eq. (6.10) one can show, using Eq. (6.8) and
the large argument behavior in (6.4) q(x) ∼ Ai(x) ∼ x−1/4e−(2/3)x3/2/(2√π) that
h˜1(x) ∼ Ax−1/2e−(4/3)x3/2 . But, of course, the equation (6.10) being linear, the
amplitude A can not be determined from this analysis. One way to determine it
would be to analyze the OP system (2.2) in the limit when t is far from the left edge,
i.e., for (Nx−−t)� N1/3 (corresponding to the left large deviation tail of λmin [51]),
and then match this result with the typical regime, for |Nx−− t| ∼ O(N1/3). This
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program was carried out in detail in a similar albeit diﬀerent context, involving
discrete OPs in Ref. [36]. Since we are interested in the ﬁrst correction, this actually
requires a very precise (and tedious) analysis of this regime (Nx−−t)� N1/3 which
goes beyond the scope of the present paper. Hence our result for the ﬁrst correction
h˜1(x) in Eq. (6.10) does determine this function only up to a constant. We have
not found any simple solution to this equation (6.10), which could indicate that the
corrections to scaling in this case are actually more complicated, as found recently
in the case of real Wishart matrices [35].
7. Conclusion
To conclude, we have provided a direct computation of the cumulative distribution
FN (t) of the smallest eigenvalue of complex Wishart random matrices (1.1), for
arbitrary parameter a ≥ 0. This was done by studying a set of semi-classical or-
thogonal polynomials as deﬁned in Eq. (2.2) for which we derived (i) the Schlesinger
(2.8) and (ii) the Laguerre-Freud (2.9) equations. By combining these equations, we
showed that FN (t) can be expressed in terms of a solution of a Painlevé V equation
(4.15), thus recovering the result of Tracy and Widom [49] using a quite diﬀerent
method. In the large N limit, FN (t), properly shifted and scaled, converges to
a limiting distribution F∞(x) which can be expressed in terms of a solution of a
Painlevé III equation (5.24) in the hard edge limit (corresponding to a = O(1)) and
of a Painlevé II equation (6.7) in the soft edge limit (corresponding to a = O(N)).
Furthermore, we have computed explicitly the ﬁrst correction to the limiting dis-
tribution when N → ∞. In the hard edge case (1.11), we conﬁrmed a conjecture
by Edelman, Guionnet et Péché in Ref. [38]. In this case, the ﬁrst correction can
be simply understood as a correction to the scale of the ﬂuctuations of λmin, see
Eq. (1.12). On the other hand, in the soft edge limit, we found that this correction
is a solution of a second order linear diﬀerential equation with varying coeﬃcients
(6.10). Solving this equation remains a challenging open problem, which could sug-
gest that the ﬁrst correction does not correspond to a simple shift or rescaling of
the scaling variable, as found for the hard edge (1.12). This could be reminiscent
of the result found for real Wishart matrices [35] and certainly deserves further
investigations.
Appendix A. Some useful integrals involving the orthogonal
polynomials
To compute the terms which enter the Laguerre-Freud equations, we need to com-
pute several integrals containing the OPs πk(x) (2.2). To perform these computa-
tions, we will follow the method developed by Belmehdi and Ronveaux [43], using
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Lm,k = �λm|(πk+1πk)�� ,
(A.1)
for m = 0, 1 and 2, while k is an arbitrary integer. Using the recurrence relation
(3.5), we can calculate the integrals Im,k’s and the Km,k’s:
I0,k = �1|π2k� = hk,
I1,k = �λ|π2k� = Skhk,
I2,k = �λ2|π2k� = (Rk+1 + S2k +Rk)hk,
K0,k = �1|πkπk+1� = 0,
K1,k = �λ|πkπk+1� = hk+1,
K2,n = �λ2|πkπk+1� = (Sk+1 + Sk)hk+1.
(A.2)
The terms J0,k, J1,k and L0,k can easily be calculated using that πk’s are monic
OPs: 
J0,k = �1|πkπ�k� = 0,
J1,k = �λ|πkπ�k� = khk,
L0,k = �1|(πk+1πk)�� = (k + 1)hk.
(A.3)
The three last quantities, J2,k, L1,k and L2,k, require more work. For this purpose,
we introduce a new object: the Turán determinant T deﬁned as:
Tk+1 = πk+2πk − π2k+1. (A.4)
Using the three term recurrence (3.5), we ﬁnd a recurrence for the Turán determi-
nant
Tk+1 = (λπk+1 − Sk+1πk+1 −Rk+1πk)πk − πk+1(λπk − Skπk −Rkπk−1),(A.5)
= Rkπk+1πk−1 + (Sk − Sk+1)πk+1πk −Rk+1π2k, (A.6)
= RkTk + Fk, (A.7)












This equation allows us to rewrite
�λm|T �k+1� = hk
k�
i=0
h−1i ((Si − Si+1)Lm,i + 2(Ri −Ri+1)Jm,i) , (A.9)
where the prime denotes a derivative w.r.t. x. On the other hand, by using the
deﬁnition of the Turán determinant we ﬁnd
�λm|T �k+1� = �λm|(πkπk+2)�� − 2Jm,k+1. (A.10)
We obtain ﬁnally
�λm|(πkπk+2)�� = 2Jm,k+1 + hk
k�
i=0
h−1i ((Si − Si+1)Lm,i + (Ri −Ri+1)2Jm,i) .
(A.11)
We now have all the ingredients needed to calculate the last three integrals.
Using the three term recurrence and the orthogonality condition, we can express
L1,k as
L1,k = �λ|π�k+1πk� = Sk�πk|π�k+1�+Rk�πk−1|π�k+1�, (A.12)
= Sk(k + 1)hk +Rk�πk−1|π�k+1�. (A.13)
From Eq. (A.11) for m = 0 , we can express the last scalar product in terms of
integrals that we have computed before. Using Eq. (A.3), we ﬁnd
L1,k = Sk(k + 1)hk +Rkhk−1
k−1�
i=0




Using the three term recurrence and the orthogonality condition, we can express
J2,k as
J2,k = �λ2|πkπ�k� = Sk�λ|πkπ�k�+Rk�λ|(πk−1πk)��
= SkJ1,k +RkL1,k−1. (A.15)
Finally, we have from Eqs. (3.10), (A.3) and (A.14),




Similarly, using again the three term recurrence and the orthogonality of the family,
we can express L2,k as
L2,k = �λ2|(πk+1πk)��
= �λ2|πk+1π�k�+ �λ|πk+1π�k+1�+ Sk�λ|πkπ�k+1�+Rk�λ|πk−1π�k+1�
= khk+1 + J1,k+1 + SkL1,k +Rk�λ|(πk−1πk+1)��. (A.17)
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Using Eq. (A.11) for m = 1, we can express the last scalar product in terms of
integrals that we have computed before.







(Si − Si+1) i�
j=0
Sj + 2i(Ri −Ri+1)
 . (A.18)
We can simplify the telescoping sums and ﬁnd








Equipped with the computations of these integrals, we can now derive the Laguerre-
Freud equations.
Appendix B. Details related to the Laguerre-Freud equations
The derivation presented here follows the one of Ref. [46] where slightly diﬀer-
ent OPs were considered. To derive the Laguerre-Freud equations, we start from
equation (3.42) :















It is useful to introduce the following variables
θk = 2k + 1 + a− Sk,
ωk = −Rk − ζk.
(B.2)
In terms of these variables, we can rewrite the ﬁrst equation of (B.1) as
ωk+1 + ωk = (t− Sk)θk, (B.3)
and the second equation of (B.1) as
(t− Sk)(ωk − ωk+1) = θk−1Rk − θk+1Rk+1. (B.4)
Similarly, Eq. (B.4) can be written as
(λ+ t− Sk)(λ+ ωk+1 − ωk) = θk+1Rk+1 − θk−1Rk + λ(λ+ t− Sk + ωk+1 − ωk)
= θk+1Rk+1 − θk−1Rk + λ(λ+ t+Rk −Rk+1)
= (θk+1 − λ)Rk+1 − (θk−1 − λ)Rk + λ(λ+ t) . (B.5)
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We also rewrite Eq. (B.3) as
(−λ2 + λ(2k + a− t) + 1 + ωk+1 + ωk) = (λ+ t− Sk)(θk − λ) . (B.6)
Finally, by multiplying together Eqs. (B.5) and (B.6), we have, with the notation
Ωk(λ) = −λ22 + λ2 (2k + a− t) + ωk,
(Ωk+1(λ)− Ωk(λ))(Ωk+1(λ) + Ωk(λ)) = (θk − λ)((θk+1 − λ)Rk+1
− (θk−1 − λ)Rk + λ(λ+ t)). (B.7)
For λ = 0, we ﬁnd
ω2k+1 − ω2k = Rk+1θk+1θk −Rkθkθk−1. (B.8)
Using the initial condition R0 = ω0 = 0, we can solve this equation and ﬁnd
ω2k = Rkθkθk−1 . (B.9)
For λ = −t, we ﬁnd
Ωk+1(−t)2 − Ωk(−t)2 = (θk + t)(θk+1 + t)Rk+1 − (θk−1 + t)(θk + t)Rk. (B.10)
Again, using the initial condition R0 = ω0 = 0, we can solve this equation and ﬁnd







Finally, using the explicit expression of Ωk(−t), this equation can also be written
as
(ωk − kt)(ωk − (k + a)t) = Rk(θk + t)(θk−1 + t) . (B.12)
Thanks to Eq. (B.9), we can substitute θk−1 in (B.12). Using the deﬁnition of ωk
in (B.2), Eq. (B.12) yields a quadratic equation for ωk in terms of θk and ζk
ω2k − θk(θk − a− 2k + t)ωk − θk (kt(k + a) + (θk + t)ζk) = 0 , (B.13)
which yields the equation given in the text in Eq. (4.2).
Appendix C. Numerical simulations
In this section, we present a numerical check of our formula for the ﬁrst ﬁnite N
corrections to the limiting density of λmin in the hard edge case, i.e., keeping a
ﬁnite while N → ∞. Our simulations have been carried out for integer values
of the parameter a for which the function f(x) in Eq. (5.22) can be computed
explicitly in terms of Bessel I functions [28]:






, a ∈ N∗ , (C.1)
and f(x) = −x for a = 0. In Fig. (2) we show a plot of logFN (x/N) obtained by
sampling 3.107 independent Wishart matrices of size N = 50 (dots) for diﬀerent



































































































































































































Figure 2. Comparison between our formula (5.20) using (C.1) (dashed curves) and data obtained
by sampling 3.107 independent Wishart matrices of size N = 50 (dots) for diﬀerent values of
a = 0, 1, 2 and 3. The left panels presents a compairson between log(FN (x/N)) and log(F∞(x))







f(x), see Eq. (C.2).
from Eqs. (5.22) and (C.1) shows a good agreement between theory and numerical
simulations. The main objective of these simulations is to test the formula for the











f(x) + o(1/N) . (C.2)
In the left panel of Fig. 2, we show a plot of N log [FN (x/N)/F∞(x)] as a function
of x and compare it to a2f(x), where f(x) is given in Eq. (C.1). This compari-
son illustrates the accuracy of the asymptotic formula characterizing the ﬁnite N
correction to F∞(x).
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