Abstract-The arrival of the smart grid paradigm has brought a number of novel initiatives that aim at increasing the level of energy efficiency of buildings such as smart metering or demand side management. Still, all of them demand an accurate load estimation. Short-term load forecasting in buildings presents additional requirements, among others the need of prediction models with simple or non-existing parametrisation processes. We extend a previous work that evaluated a number of algorithms to this end. Herewith we present several improvements including a variable data learning window and diverse learning data weighting combinations that further up improve our results. Finally, we have tested all the algorithms and modalities with four different datasets to show how the results hold up.
I. INTRODUCTION
Hundred years from their initial development, deployment, and spreading, power networks must face nowadays a new revolution. With the peak of petrol production soon in sight, the continuous increment in the demand world-wide as well as the need to reduce contaminating emissions, efficiency at all levels is the key to the optimal, sustainable use of the resources [1] . The emerging smart grid paradigm (term coined in contrast to the old allegedly non-intelligent transmission and distribution networks) refers to the future electrical grid in which these ICT (Information and Communication Technologies) will play a key role to achieve higher degree of efficiency.
Smart metering is one of the basic pillars of this vision: modern meters will be able to allow a number of innovative services such as remote metering, bi-directional communication, electricity price updating or load forecasting. Specifically, the prediction of the future consumption in a time-span ranging from minutes to several days is crucial for several smart grid applications. For instance, Demand Side Management (DSM) is the common banner that groups techniques and models to encourage consumers to modify their amount and pattern of energy demand. Therefore, it requires load forecasting in order to known in beforehand the load to be smoothed. Moreover, it is well-known that publishing the actual energy consumption in public buildings and also in households reduces the load (usually enriching the released information with equivalent CO 2 emissions and consumption cost); showing the future consumption reinforces this effect. Finally, modelling accurately the typical load curve of a building and its future form(s) (for instance in the case of a school, university or companies' facilities) helps negotiating a better price with the energy retailer, since in this way they will have to face smaller deviations in their client portfolio's consumption (and, therefore, pay less penalties).
Historically, there has been a hectic activity around shortterm load forecasting (STLF). The solutions proposed can be divided into two main groups, depending on the strategy followed. On the one hand, statistical methods try to estimate a regression function that contains the points registered in the historical load data (i.e. consumption record). They are very effective ways for approaching linear curves but, since load forecasting is non-linear, statistical methods present poorer results than their counterparts [2] , [3] . On the other hand, Artificial Intelligence has designed a bunch of techniques, methods, and models that deal with risk and uncertainty (the main aspects behind forecasting and prediction). The most popular due to their efficiency are Support Vector Machines (SVM) and Neural Networks (see Section II for a more accurate description). Still, though their accuracy, artificial intelligence methods present a number of drawbacks and inconveniences such as difficult parametrisation, non-obvious selection of variables, and over-fitting and require much historical data to learn the patterns inherent on it [3] .
We focus here on building STLF (meaning non-residential buildings). This special branch presents different features: for instance, in normal country-wide STLF, the non-linearity of the load becomes smoothed, since expected consumption that does not take place is compensated by non-expected consumption that does. Moreover, the consumption curve tends to be stationary, seasonal and regular, coinciding with the times the building is used. Hence, there is no consumption at night (or it is negligible) and, anyway, there exists a notable gap between idle and activity times. Further, many of these buildings are not yet fully-automated: either the HVAC is manually controlled or it is switched on and off remotely. Anyway, it does not adapt to sudden weather changes and this influence is comprehended within the consumption data. Another critical aspect is that usually there is scarce (if any) historical data on hourly load and the load profile is sure to vary and evolve over the time (just think of the gadget an office used to have 10 years ago compared to nowadays fully-equipped on-line ones). Finally, the method or algorithm chosen for this purpose must be simple to tailor to every single case (e.g. there should not be a Neural Network freak in a school to control and periodically adapt the NN that predicts their load profile). In summary, an STLF method for nonresidential buildings should satisfy the following premises:
• Be easily adaptable and not require any tedious trial-anderror process customisation.
• Work with scarce and evolving historical data.
• Be as accurate as possible. There has been a remarkable research on building STLF, especially backed by forecast competitions such as [4] or [5] . Unfortunately, all the solutions developed have been only tested with the proposed datasets and, therefore, are susceptible to be over-fitted to them. In a previous work [6] , we presented a number of well-known Artificial Intelligence (AI) and statistical methods for building STLF and evaluated them with 2 datasets to test their performance under diverse conditions. We showed that under these premises an autoregressive model outperformed more sophisticated methods such as Neural Networks, ARIMA or Bayesian Networks.
Against this background, we advance the state of the art in three main ways. First, we use a variable learning data window to assess the number of previous data days that optimise the prediction. Second, we use different weight combinations to highlight the importance of those days. Third, we introduce a post processing algorithm that studies the typical historical error and introduces on purpose error on the prediction output in order to correct that historical error. The remainder of the paper is organised as follows. Section II analyses related work in STLF and building STLF. Section III presents the algorithms to be tested as well as details the source and features of the used datasets. Section IV details the tests and discusses the obtained results. And, finally, Section V concludes and draws the avenues of future work.
II. RELATED WORK
As already mentioned, there exists a very large literature on short-term load forecasting (see [2] , [7] , [8] , [9] , [3] for a comprehensive survey on STLF) but, comparatively, little on the same topic applied to buildings. In both scenarios, research presents two main branches. The first one includes different types of statistical methods, including univariate time series, in which the load is modelled according to historical data (e.g. multiplicative autoregressive models [10] , dynamic linear [11] or non-linear [12] models, threshold autoregressive models [13] , Kalman filtering [14] , [15] , and Gaussian Process prior [16] ), and causal models, in which the load is modelled as a function of an exogenous factor(s) (e.g. weather). In this latter group we can place ARMA models (also known as BoxJenkins [17] , [18] ), ARMAX models [19] , [20] optimization techniques [21] , non-parametric regression [22] , structural models [23] , and diverse curve-fitting procedures [24] . In spite of the large number of alternatives, however, linear regressions [25] , [26] have been the most popular election, and, most accurately, ARIMA has been the technique showing the most promising results [18] .
Nevertheless, all these methods are basically suitable for linear prediction and the load series they try to approximate is known to be a non-linear function of an exogenous variable [27] ; this is the main reason that explains why they have failed to top artificial intelligence methods, as shown for instance in diverse comparisons presented in [2] , [28] , [29] , [30] , [31] , [3] . Against this drawback, [32] addressed a mixed model combining an ARIMA model to deal with the linear part and a NN with the non-linear one. Moreover, another main drawback of statistical methods in STLF is that they model the whole series without taking into account the type of the day [33] , [9] , [34] .
In this way, lately the bulk of STLF research has been concentrated on the second group, using several artificial intelligence methods to deal with the non-linearity of the historical load data. In this way, the techniques addressed include fuzzy logic [35] , [36] , [37] expert systems [38] , [39] , evolutionary algorithms [40] , support-vector machines [41] , [42] , [31] , [43] , [44] and, specially, all kinds of neural networks [45] , [12] , [46] .
The most promising techniques are NN and SVM but they both have to deal with a number of problems. First, either NN and SVM require much more historical data than any of the statistical methods [3] . This data set may also pose a problem to NNs since they fail when it presents random correlations among the inputs and the output because conventional NNs will not set the coefficients for those junk inputs to zero. In this way, irrelevant variables may blur the accuracy of the prediction (for instance, [47] uses Bayesian methods to alleviate this trouble). Moreover, just selecting the most suitable set of variables in NNs demands dissector's skills with Occam's razor and so does parametrising SVMs: they both relay on a tedious trial-and-error process to tune them up properly (see, for instance, discussions on clustering-based parameter setting in SVM [44] and simulated annealing SVM [31] , [43] for the same purpose). Therefore, tailoring one of these models to a certain scenario, as we wish, is a nightmare that only some initiated may withstand without yielding. Finally, well-known issues that arise in load forecasting, such as over-fitting and data-ageing [48] , [49] , remain still open.
Yet, as discussed before, STLF in buildings addresses a different problem domain, and there have been a number of interesting initiatives dealing with the special features of this scenario, described before. For instance, [33] tried to model the hourly energy use in commercial buildings with Fourier Series. They performed poorer on the weekends due to the fact that they used the whole data series for the modelling. [50] corrected this drawback by distinguishing day types but, still, they focused on hourly modelling rather on load forecasting itself. Regarding artificial intelligence methods, [51] addressed a SVM for predicting the load of a building complex, [47] proposed a NN tuned up by Automatic Relevance Determination in order to optimise the selected input. Moreover, [52] put forward an NN in which the input variables where selected by a version of the Wald's test.
In the same spirit, [53] used the temperature data in a feedback NN with a remarkable MAPE of the 1.945 % (for instance, [54] included inputs about orientation, insulation thickness and transparency ratio without improving that result). As aforementioned, NNs require much historical data (which, in our case may not be available) and, further, a complicated configuration process that yield them unable to be easily adaptable to single small scenarios (say the buildings of a school). Finally, all artificial intelligence methods squander all their efforts on modelling the non-linearity. As we have shown, in our problem scenario this can be avoided easily by using the work calendar. A similar concept has been applied in [55] (one model for each type of day) and [56] (one model for each hour of the day) to STLF and in [50] to building STLF.
III. ADVANCED STLF IN NON-RESIDENTIAL BUILDINGS
In previous work ( [6] , [57] ), we analysed the nature of our problem domain based on the validation of 3 hypotheses, all of them related to the non-linearity of the load of data. The first hypothesis claimed that weather variables do not influence load consumption. The second hypothesis defended the work calendar as more effective and accurate classifier compared to any clustering technique usually addressed to this task. The third hypothesis maintained that the work calendar provided enough information to solve the non-linearity. We empirically validated all three hypothesis true by statical hypothesis test.
Further, we presented the methodology in ( [6] ) comprises two steps. First, we classify the day whose load we want to predict depending on the day in the work calendar and then, we adjust the load curve of such day within the models/methods for each hour. To this end, we use three type of days: week day, Saturday and Sundays.
In terms of regression computing, there is an extended error when it comes to predicting the whole load on different types of days chronologically, (see for instance [58] ): it is not accurate to compare the load on weekends to that of weekdays. Hence, predicting the load for 11 am on a Monday implies selecting data from similar types of previous days, such as Friday, Thursday, Wednesday if the learning window is 3 days.
Hereby, we present a number of new concepts, extending and improving our work in STLF ( [6] ). First, we add the concept of a variable learning window for data collections and, second, we apply a coefficients model. In the development of experiments to test the improved results, we have made a grid search looking for the optimal parameters following the advice given in [59] . We have also tested values (q ∈ {1, 3, 5, 10, 30, 50}) for the learning window, i.e. how many days does the training comprise.
A. Models used for forecasting 1) Time Series model:
We have chosen an Autoregressive Model (which is commonly used for modelling univariate time series) for every hour and day type:
, where q is the value of learning window and l can take values l ∈ Z for polynomial case. We have used different values for the parameter l. Namely we have carried out our tests with l ∈ {0, 1, 2, 3, 4, 5, exp}. Note that l = 0 corresponds to the mean of the previous values and exp denotes the exponential method.
2) Polynomial model: The second model consists of univariate polynomial that tries to (clumsily) capture the load curve. It is defined as follows:
d is the degree of the polynomial. It is adjusted to every single day and hour by using the least squares technique. We have tested several degrees, namely d ∈ {4, 5, 6, 7, 8}.
3) Neural network: NNs are non-linear circuits whose perceptron (say simple information processors) structure adapts according to the external or internal information that flows through the network during the learning phase. Their output is a linear or non-linear function of the inputs and, therefore, they have been widely used for predicting non-linear data (as in STLF [2] , [3] , [53] ). We have performed the tests using only one hidden layer composed of {10, 30, 50, 100} neurons with T ANH activation function.
4) Support Vector
Machines: SVM constructs a hyperplane or set of hyperplanes in a high or infinite dimensional space, which can be used for classification, regression, or other tasks. SVM have been used for load forecasting in buildings ( [51] ). In this case we have used a ν-SVR using a Radial Basis Function as kernel and parameters: ν = 0.9, ε = 10 −2 , C ∈ {1, 10, 100} and γ ∈ {1, 10 −1 , 10 −2 }. 
5) Fix error algorithm:
Finally, we have tested a post process to the algorithm output that simple adds a Gaussian random value with the same mean and standard deviation than the error in the learning windows that have been measured for this particular method, hour and day type. The aim of this strategy is to mimic the behaviour of the model given in equation (1) with in hopes of correcting the typical historical error of the output.
IV. DISCUSSION
This section describes the results of the experiments we carried out to select the most suitable model for STLF in non-residential buildings.
A. Experimental Design 1) Algorithm Description:
In order to perform the experiments for the day-ahead prediction, we followed the methodology described before: first, we selected the type of the day according to the work calendar. Then we fed the model with the previous q days (learning window) of the same type and adjusted the model to that data using different methods (AR model, neural network, polynomial or support vector machines). Finally we issued a prediction for the next 6 days, iterating over the whole dataset using this procedure (see Fig. 1 ).
Then, we compared the predicted result with the real consumption value and computed the Mean Absolute Percentage Error (MAPE) to measure it. We have selected this error to measure the performance of the models since it is unit free; this is, it allows comparisons between forecasting errors from different measurement units. Moreover, it is the error measure most widely used in forecasting [53] . It is calculated as follows:
where p j i is the predicted value of the load for the hour i of the day j, r j i the actual one and days represent the numbers of days in that particular datasets.
2) Datasets:
We have recorded the energy consumption of the University of Deusto in Donostia-San Sebastián (Basque Country). We have downloaded this data directly from the meter, placed by the Spanish law directly at the transformer, and using the IEC 60870-5-102 standard protocol [60] .
This building presents an special feature since its heating system is not regulated according to the weather: from autumn to spring, it is manually turned on every day at approximately the same time and it works until the campus is closed at night; therefore, meteorological conditions do not have influence on the electricity consumption at all (season, on the contrary, does) or this influence is somehow dissolved (say represented) in the data.
Furthermore, a new building was added to the campus in July 2009 (our first records date from March 2009). This fact yields forecasting more difficult due to the noise it introduces; nevertheless, the tested algorithms also demonstrate their ability to adapt to evolving data, as we will see.
Hereby, we have split this full dataset in two datasets (donosti 1 and donosti 2 ) because there is a big difference due to the increment of consumed energy after the construction of the new building. Fig. 2 and Fig. 3 show the average daily load curve for dataset donosti 1 and donosti 2 . As shown in these figures, the curve presents quite a regular profile in working days, with consumption from 7am to 10am (open hours go from 8am to 9pm). On Saturdays, it shows a peak at noon and on Sundays it is almost flat. Moreover, we made our experiments with other datasets specifically, we used the data provided in the Eunite ( [5] ) and Ashrae ( [4] ) competitions.
The Ashrae competition dataset (ashrae) comes from a unknown building and has a length of only 6 months (September 1989 to February 1990). It presents similar profile as the University of Deusto datasets (donosti 1 and donosti 2 ). In contrast, the Eunite competition dataset (eunite) has a length of 24 months (January 1997 to December 1998) and comes from the whole Eastern Slovakian electricity demand. It only presents two patterns, one for weekdays and one for holidays. We extracted the work calendar from the load data. Fig. 4 and 5 portray their profiles.
Note that the results obtained of both competitions are not comparable to ours. The Eunite competition asks to solve the forecasting of maximum daily electrical load of one month while the Ashrae competition demands participants to predict certain gaps in the dataset and used a custom error function.
Finally, we have estimated the best MAPE that can be expected, as summarised in Table I (see the appendix for a detailed explanation on the procedure). 
B. Experimental Result
We carried out the experiments on a Core 2 Duo E7400 CPU with 2GB RAM and a Gentoo Linux up to date. We used a home made java program that links to the following libraries to implements the different models: libsvm-3.1 (SVM model), neuroph-2.5b (NN model) and commons-math-2.1 (Polynomial model). Table III shows the best MAPE results (ussing parameters  form Table II) for a day-ahead forecasting for all models and datasets. AR model outperforms the best but SVM is very close to it. The difference between those two models is that AR model is 200 times faster than SVM and has a lot less parameters to tune. algorithm. As can be seen contrasting with Table III in some case this strategy give better results and in others worse.
Moreover, we tested all algorithms when predicting more than a day ahead in order to evaluate their degradation. In this way, Tables V-to-VIII show the results of the models for 6 days load forecasting. The results of forecast do not degrade much even if we increase open the prediction time horizon.
The best record to our knowledge in short-term load forecasting in the ashrae dataset, presenting a MAPE of the 1.53% [61] with a neural network. Hence, after the competition [53] accomplished a 1.945% using a neural network, five points above the our time series and support vector machine models. Still, neural networks offer a worse trade-off among the difficulty of design, parametrisation, execution time and the performance, in comparison, with time series.
Moreover, the best result in the Eunite competition [41] achieves a MAPE of above 2% in predicting the maximum load of every day in a month using SVM. Note that the problem we tried to solve is much more error prone as we are predicting the load of the entire day. Even in that condition, our time series model achieves a meritorious 6.69% of MAPE.
Furthermore, we presume that the exact winning parameter configuration of [61] , [41] are dataset dependent and, hence, a new dataset would require tackling again with the tedious configuration process. None of them validated their model by testing their performance with others datasets.
Finally, one of the dataset we used for our tests was deliberately a very noisy one (donosti 2 ) as there have been the construction of a new building, almost one month vacation, and about 15% increment of consumption due to the new building in only one year. Therefore, the time series model is likely to perform better in different evolving conditions.
In addition, the best results are obtained when the value of learning window q is 5. Smaller and higher values worse the result because in the first case, the data is not properly smoothed and in the second case the data is very distant and might be unrelated. The results using exponential coefficients with a learning window greater that q = 5 are not relevant because the final value of the coefficients are 0.
In some preliminary tests we have observed an improve- ment in the worst daily error using the fix post-processing but, as shown in Tables III and IV, this post-processing has an impact in the MAPE. This issue is worth of further research as the electric companies are more interested in a forecast that reduces the worst daily error than MAPE.
V. CONCLUSION
Short-time load forecasting in buildings is key aspect if we aim at increasing the energy consumption efficiency in buildings. This discipline presents special requirements compared to the classical STLF since meteorological variables have much lesser influence on the variations of the load and forecasting models should be simple and not present complicated configuration processes.
In a previous work, we have presented and evaluated a number of candidate algorithms for building STLF (namely an autoregressive model, a polynomial model, a neural network and a support-vector machine). Here we introduce three new concepts to further improve the performance of these models under the aforementioned requirements. First, we use variable data windows for the days taking into account in the calculations of the algorithms. Second, we have used several ways of weighting those days. Third, we have used a random Gaussian noise with the same mean as the typical historical error to correct the predictions bias of the algorithms. We have thoroughly tested all algorithms with four different datasets and concluded that, as in our previous work, the AR model, even being computationally much more simpler, faster and not requiring any trial-and-error setting up process or additional data (e.g. temperature) suffices and outperforms the rest.
Further works will concentrate on the design of meta algorithms that combining two or more of the presented algorithms, are able to top their predictions.
APPENDIX
In this section we present how we have computed the estimation of the minimum MAPE. Suppose that the load curve l(h) of an specific day type has the following expression:
where f is an unknown function and ξ h is a Gaussian random variable with mean 0 and variance σ 2 h . In our experiments we have measured (via a Gaussian Test) that this is a rational hypothesis, at least in the case of the Time Series model.
Any method that successfully forecasts the load curve l will have learned f (h). We may estimate the min expected MAPE for that case as follows: min := E 100 24
Up to this point we do not have any evidence on how to compute the exact value of this expected value. Note that this would be the best theoretical error we may achieve. Our next steps aim at giving a rude estimation on Equation (2) . Suppose the following bound applies:
Using the bound in Equation (3) in Equation (2) We may then estimate σ h for instance by Var(l(h)).
