A major issue in lexical processing concerns storage and access of lexical items. Here we make use of the base frequency effect to examine this. Specifically, reaction time to morphologically complex words (words made up of base and suffix, e.g., agree + able) typically reflects frequency of the base element (i.e., total frequency of all words in which agree appears) rather than surface word frequency (i.e., frequency of agreeable itself). We term these complex words decomposable. However, a class of words termed whole-word do not show such sensitivity to base frequency (e.g., serenity). Using an event-related MRI design, we exploited the fact that processing low-frequency words increases BOLD activity relative to high frequency ones, and examined effects of base frequency on brain activity for decomposable and whole-word items. Morphologically complex words, half high and half low base frequency, were compared to match high and low frequency simple monomorphemic words using a lexical decision task. Morphologically complex words increased activation in the left inferior frontal and left superior temporal cortices versus simple words. The only area to mirror the behavioral distinction between the decomposable and the whole-word types was the thalamus. Surprisingly, most frequency-sensitive areas failed to show base frequency effects. This variety of responses to frequency and word type across brain areas supports an integrative view of multiple variables during lexical access, rather than a dichotomy between memory-based access and on-line computation. Lexical access appears best captured as interplay of several neural processes with different sensitivities to various linguistic factors including frequency and morphological complexity. 
Introduction
Complex words are those comprised of multiple morphemes, such as agree+able. For such words, the base verb (agree) can combine with a number of affixes (e.g., agree + ment). An important question in language processing concerns how such morphologically complex words are accessed from the mental lexicon. Much of the behavioral evidence supporting the effects of morphological complexity on lexical access comes from the interplay of morphological structure and frequency. It is widely known that an individual word's frequency of occurrence in the language will affect the speed with which that word can be accessed in a variety of tasks (Forster and Chambers, 1973; Frederiksen and Kroll, 1976; Gernsbacher, 1984; Balota and Chumbley, 1984; Balota and Chumbley, 1985) . For morphologically complex words, however, the frequency of the word's surface form (the word as a whole including its particular affix, e.g., agreeable), as well as the frequency of its base morpheme (that is, the total frequency of all the words containing this component morpheme, e.g., agree +agreed+agreeable+agreement +disagree, etc.), both play an important role in processing (see Alegre and Gordon, 1999; Baayen et al., 1997; Joanisse and Seidenberg, 1999) . These two types of frequencies are known as the surface frequency (the frequency of a particular word form) and the base frequency (the frequency of the base morpheme, equivalent to the total frequency of all the words containing this morpheme). The effect of the base frequency on response time is referred to as the base frequency effect. A number of studies have manipulated surface and base frequency of complex words independently and have shown that each of these variables affects response times for certain types of words (Taft, 1979; Bradley, 1980; Vannest and Boland, 1999; Bertram et al., 2000) . Base frequency effects indicate an influence of morphological complexity on processing; rather than each word containing the base being treated in isolation, the common base across morphologically complex forms affects the processing of all forms sharing that base. Two types of theoretical accounts have been suggested for the presence/absence of morphological effects in complex word recognition. The classic decomposition view, based on linguistic accounts of rules used for combining morphemes, is that a base frequency effect reflects a process in which complex words are accessed in terms of their component morphemes, which are subsequently combined (Taft, 1979; Bradley, 1980; Burani and Caramazza, 1987; Schreuder and Baayen, 1995; Bertram et al., 2000; Vannest et al., 2002; Taft, 2004) . This type of model specifies either obligatory decomposition (Taft, 2004) or a dual-system model in which complex words may be represented as separate morphemes, full forms, or both (Burani and Caramazza, 1987; Schreuder and Baayen, 1995) . An alternative account of these same data (Rueckl, Mikolinski, Raveh, Miner, and Mars, 1997; Joanisse and Seidenberg, 1999; Seidenberg and Gonnerman, 2000; Plaut and Gonnerman, 2000; Gonnerman, Seidenberg and Andersen, 2007) is that accessing a complex word also activates all the other words in the lexicon that overlap substantially in phonology and meaning (this will usually turn out to be the same set of words that are morphologically related). In either case, accounts of this behavioral difference predict that morphologically complex words associated with robust behavioral base frequency effects should differ from complex words with no associated base frequency effect, as well as from simple words with no morphological complexity.
In the present study, we examine whether there are specialized regions of the brain that support this processing of morphological relationships among word families (words sharing the same base) or, alternatively, whether this kind of processing is done by the same regions that process monomorphemic words (though perhaps with higher levels of activation).
Derivational morphology and the base frequency effect
In this study, we focus on a particular subset of complex words in English that has shown varying results in behavioral studies: words with derivational affixes. Derivational affixes (such as English -able mentioned above) alter the meaning and grammatical category of the words to which they apply. Typically, particular derivational affixes apply to only a small set of base words; subsets of words in the same grammatical category often take different derivational morphemes to mark the same grammatical and semantic change. For example, in English, some verb forms become nominals by adding -ion (e.g., observation), while others add -ment (e.g., investment) or any of several other nominalizing affixes. Within this group of affixes, lexical access shows robust differences. On the one hand, some derivational affixes, including English -less, -ness and -able, or Dutch -heid, show effects of base frequency. On the other hand, words containing other derivational affixes, like English -ion, do not show a base frequency effect during word recognition. In keeping with the terminology in this literature, we refer to the former as 'decomposable' words and to the latter as 'whole-words'.
A number of linguistic factors contribute to whether a word shows a base frequency effect or not, suggesting the possibility that the distinction might be graded rather than strictly dichotomous. Phonological properties have been proposed to determine the base frequency effect (Bradley, 1980) . Typically, phonologically neutral affixes (those that do not cause phonological changes to the words they attach to, e.g., agree -agreeable) show a base frequency effect, whereas non-neutral affixes like -ity (where there can be phonological interaction between base and affix, e.g., serene -serenity) do not (Vannest and Boland, 1999) . However, Taft (2004) has demonstrated that the absence of a base frequency effect may not rule out the possibility of explicit representation of individual morphemes (see details below). Moreover, some priming studies show facilitation across the type of word pairs that involve a phonological change (Boudelaa and Marslen-Wilson, 2004) , suggesting that their relationship does not go unrecognized. A possible explanation is that a complex word's semantics is another important linguistic factor (Marslen-Wilson et al. 1994; Feldman et al. 2002 Feldman et al. , 2004 Bertram et al., 2000) . When the meaning of a complex word can be easily understood from its parts (e.g. adorable), it is more likely to show a base frequency effect than a word whose meaning is not as clearly derived from its parts (e.g. hospitality). Such findings, indicating sensitivity to phonological and semantic structure, are consistent with the view that the base frequency effect reflects co-activation of morphological families during lexical access, or a graded effect of the relevant variables, rather than the presence/absence of a decomposition process. Overall, the behavioral literature on derivationally complex words is extensive and has suggested that a number of variables, typically highly correlated with one another, can influence the base frequency effect. In the present work, we limit ourselves to morphologically complex words either known to lead to robust base frequency effects or not, and we ask how the neural network engaged during lexical access of each type of words differs from that supporting simple, monomorphemic words as well as from each other. We also take advantage of the fMRI method to ask whether neural activation reveals any effect of morphological complexity for 'whole words' that behavioral measures do not. This study will thus provide a first window on the neural bases of the base frequency effect or lack thereof.
Models of morphological processing
As already noted, two types of accounts have been suggested for the presence/absence of morphological effects in complex word recognition. One class of models suggests that most complex words are processed in terms of their component morphemes, which are subsequently checked for compatibility. On this account, base forms of complex words are stored in the lexicon; inflectional or derivational morphemes are added through a compositional process that is reflected in longer reaction times (Niemi et al., 1994) . Full decomposition accounts (Taft, 1979 (Taft, , 2004 assume that complex words are always recognized in terms of component morphemes, and base frequency effects arise from the fact that base forms are activated as part of this process. Taft (2004) suggests that even the absence of a base frequency effect does not indicate that no decomposition process occurs. Rather, properties of particular complex words and the other items that surround them in an experimental context (for example, syntactic category ambiguity of the stem, infrequent combinations of stem and suffix, and a context of nonwords made up of real morphemes) may make the recombination stage slower, masking base frequency effects. Dual-system models (Burani and Caramazza 1987; Schreuder and Baayen, 1995) also assume that base frequency effects arise from explicit representation of individual morphemes, but if they are frequent enough, full forms are also represented. Factors such as phonological and semantic transparency may influence whether items are stored in their full form versus constructed from separate morphemes (Bertram et al., 2000) . On this account, words with phonologically neutral affixes (such as -able) are influenced by their individual morphemic components, whereas words with non-neutral affixes like -ion are accessed as whole units and therefore do not show a base frequency effect (Schreuder and Baayen, 1995; Vannest et al., 2002) .
However, as mentioned above, base frequency effects for complex words may be accounted for by mechanisms other than a decomposition process during lexical access. Connectionist models of word recognition (see Rueckl et al., 1997; Seidenberg, 1999, Seidenberg and Rueckl and Raveh, 1999; Raveh, 2002) hypothesize that a single mechanism supports recognition of monomorphemic and complex words, without decomposition. According to these models, morphological relationships between words result from overlap in orthographic, phonological and semantic properties of words. For example, Joanisse and Seidenberg (1999) propose such a model for past tense inflection: regular (-ed) past tense word forms have a great deal of phonological similarity with their base forms, so phonological similarity can account for why these forms may be accessed together. Irregular past tenses (e.g. go→ went) do not have as much phonological overlap with their base forms, so that semantic information plays a greater role in accessing these past tenses. In this framework, base frequency effects result from frequency-sensitive connections between base words and complex forms that overlap in varying degrees of orthographic, phonological and semantic similarity. Thus, for example, responses to agreeable are facilitated by the frequency of agree more than serenity is facilitated by serene, not because agreeable is accessed as two separate morphemes, but because of the larger degree of orthographic and phonological overlap between agree and agreeable. Rueckl and Raveh (1999) showed that a three-layer network model could quickly learn mappings between orthography and semantics when these mappings contained morphological regularities, whereas random form-tomeaning mappings were learned more slowly. The success of this kind of model suggests that morphological relationships among words could indeed emerge without any explicit representation of a morphological process in the lexicon.
1.3.
Neuroscientific work on simple versus complex words While many studies have examined behavioral measures of processing derived words, only a handful of studies have addressed the neural bases of derived word processing. Ito et al. (1996) found that Broca's aphasics have difficulty producing a regular derivational affix in Japanese, but not in producing less productive derived forms; they found the opposite pattern for Wernicke's and transcortical aphasics. Vannest, Polk and Lewis (2005) used fMRI to assess the participation of Broca's area and the basal ganglia in processing derived and inflected words. They found that neural activation increased in Broca's area and the basal ganglia for inflected words and for derived words that show base frequency effects in behavioral studies relative to monomorphemic words, but not for derived words that do not show base frequency effects (that is, derived words hypothesized to be processed as whole word forms). Whereas these studies highlight the role of the frontal-basal ganglia network in the processing of derived words, not all studies do so. Using a masked priming paradigm with a lexical decision task to examine derived words, Devlin et al. (2004) found that activation was reduced in the left angular gyrus, left occipitotemporal cortex and the left middle temporal gyrus for base forms when primed with a derivational relative. These same areas were also modulated by semantic and orthographic priming, indicating that the priming from derivational relatives may have been mediated by these factors. Bick, Frost and Goelman (2010) used a similar paradigm in Hebrew and also found morphological priming effects in the left frontal and parietal regions, though only the parietal activation was affected by semantic transparency. Davis, Meunier and Marslen-Wilson (2004) failed to find any effect of morphology in a task requiring synonym monitoring of morphologically complex (inflected and derived) versus simple English words. The available studies therefore indicate that, to the extent that an effect of morphological complexity can be observed, it is expressed by an increased recruitment of left language areas, especially the frontal-basal ganglia network and the superior temporal sulcus, during the analysis of morphologically complex words as compared to simple words. However, these findings are not entirely consistent in the specific regions involved or in the precise effects found. In the present study we will investigate this question further, by taking advantage of the known effect of word frequency on brain activation (low frequency processes lead to higher brain activation than high frequency, more automatized processes), in combination with the extensive behavioral evidence of base frequency effects for morphologically complex words, to revisit the question of which areas in the language system that may mediate the processing of complex as compared to simple words.
1.4.
Neuroscientific work on word frequency effects
Before asking how manipulations of base frequency might affect neural activation for complex words, it is important to consider what we know about the effects of simple word frequency on neural activation for monomorphemic words. The effect of frequency on neural activation for monomorphemic words has been investigated in a number of studies. The general pattern is increased activation for low frequency words in brain areas associated with lexical processing. Fiez et al. (1999) , using PET, found increased activation for naming low versus high frequency words in the left superior temporal regions, left supplementary motor regions, and left inferior frontal gyrus (where it interacted with spelling/sound regularity). Using fMRI, Keller et al. (2001) found that reading low as compared with high frequency words in sentence contexts increased activation in a number of regions including the left inferior frontal gyrus, a left superior/middle temporal region, and left and right extrastriate visual cortex; weaker effects were also found in the right hemisphere homologues of these regions. This frequency effect also interacted with sentence complexity (the sentence complexity effect was greater when the sentence contained low frequency words) in left hemisphere language ROI's. Chee et al. (2003) , using a semantic judgment task in fMRI, also found increased activation for low relative to high frequency words in the left inferior frontal gyrus, along with a lesser extent of activation in its right hemisphere homologue, and additional areas of activation in the left anterior cingulate and a left inferior temporal region. Fiebach et al. (2002) , using a lexical decision task in fMRI, also showed increased activation for reading low over high frequency words in the left inferior frontal gyrus, anterior insula bilaterally, and in the caudate nucleus and thalamus bilaterally. Recent studies by Kronbichler et al. (2004) and Hauk et al. (2008) made use of fMRI and a silent reading task and parametric variation in word frequency, examining regions that increased in activation with decreasing frequency. These studies found that middle occipital gyrus (Kronbichler et al., 2004) and fusiform gyrus responded to word frequency, as well as the left inferior frontal gyrus (Kronbichler et al., 2004; Hauk et al., 2008) . Hauk et al. (2008) also found a relationship with frequency in the insula bilaterally as well as the left and right inferior frontal gyrus. In sum, then, all studies manipulating word frequency indicate greater recruitment of the brain areas that mediate language processing, whether at the lexical level or at the sentence level, for low frequency as compared to high frequency words.
1.5.
Rationale for the present study
The present study compares complex words with high and low base frequency to simple words with matched high and low surface word frequency. This comparison allows us to ask which brain regions show effects of morphological complexity, both independent of frequency (i.e., a main effect of morphological complexity) and interacting with frequency. Of particular interest is the extent to which those brain areas that show a frequency effect for simple words also show a base frequency effect for complex words. The standard view that complex words are decomposed into morpheme + affix, leading to the base frequency effect in behavioral studies, predicts overlapping brain areas responsive to both types of frequency. Based on the existing literature, these may include inferior frontal gyrus, superior/middle temporal regions, extrastriate visual areas, anterior cingulate, insula bilaterally, caudate nucleus or thalamus. Alternatively, some of these regions, which have previously been found to respond to simple word frequency, may not respond to base frequency. This pattern of results would suggest that frequency and morphological structure interact, and contrary to the classical view of decomposition, that the components of complex words are not processed the same way as simple words. The frequency manipulation included in the present design allows us to characterize and differentiate between those brain areas that may reflect compositional behavior and those that do not. Importantly, then, our study will investigate the details of neural activation during morphological processing by contrasting complex and simple words. In addition, we will investigate the details of neural activation for morphological complexity by exploiting the fact that not all derived words show a base frequency effect. As described earlier, words with derivational affixes that are less productive, more idiosyncratic in meaning, and change the form of base words to which they attach (e.g. -ion, as in locate → location) do not show the usual base frequency effects correlated with morphological complexity and appear to be processed as whole-word units. We therefore will examine the brain systems that mediate the processing of words that do show base frequency effects in behavioral work (called 'decomposable'), as well as those that do not (called 'whole-word'). Note that we choose these terms so as not to single out any property (phonological or semantic transparency, productivity) but to represent a cluster of properties that contribute to the finding that some words show morphological effects while others do not. The behavioral literature has often attempted to assess which of the properties of complex words -their phonological transparency, semantic transparency, productivity, or family size -is responsible for the morphological effects. However, some of these properties (e.g., family size) are systematically related to morphological complexity, and several of these properties are not possible to differentiate perfectly in an fMRI study of real English words (see Methods for more discussion of this point). While we attempt to match or differentiate these properties wherever possible, this is not the main focus of the study; rather, we ask whether the properties of complex words act as a cluster of correlated factors that influence their representation and processing, and perhaps, as we investigate here, the neural mechanisms that underlie this processing.
The proposal that 'decomposable' words are decomposed into parts, whereas 'whole-words' are processed as whole lexical units, like simple words, predicts a greater recruitment of those brain areas sensitive to morphological complexity for 'decomposable' as compared to 'whole-words'. However, we will also be interested in investigating the extent to which the complex morphological structure of 'whole-words' differentiates them nonetheless from simple words. While behavioral evidence has suggested that 'whole-words' are no different than simple words, it is possible that patterns of neural activation may reveal a more graded role of morphological complexity than what has previously been revealed, with 'whole-words' showing activation patterns somewhere in between those of decomposable words and those of simple monomorphemic words, in line with their intermediate morphological status . Finally, we will analyze our fMRI data with the goal of decoupling the differences in response time to high frequency and low frequency words from differences in fMRI activation. A common finding in fMRI studies is that the level of BOLD signal increases with increased task difficulty, which often corresponds to increases in the time required to perform the task (i.e. longer response times, see Dassonville et al., 1998; Huettel et al., 2001; Huettel et al., 2004) . Consequently, it becomes difficult in data analysis to interpret higher BOLD signal in a particular brain region when response times differ between two conditions: is this signal increase due to the relevant cognitive operations involved in the task, or due to perceptual or motor processing that increases with longer response time? Stowe et al. (2004) , for example, suggest that it may be impossible to separate cognitive/language functions from motor processes in subcortical areas and the cerebellum. In an effort to distinguish differences due to frequency or morphological structure versus response time in our data, a regression analysis will be used to identify the BOLD activation level in various brain regions that vary directly with response times in the task. All further analyses of frequency and morphology effects will be performed after variation due to perceptual and motor increases associated with longer response time is removed, resulting in a more accurate assessment of these effects independent of response preparation/execution times.
Results

Behavioral data
The reaction times obtained for different types of items in the lexical decision task are shown in Fig. 1 Those regions where lexical decision response time was a significant predictor of BOLD signal change are presented in Table 3 , along with relevant statistics. These were the left SMA, right middle temporal gyrus, right inferior occipital cortex, the caudate nucleus, thalamus, and the cerebellum bilaterally. The SMA may reflect involvement in the preparation and execution of motor aspects of the button-press response that was made with the contralateral hand (Banich, 1997; Carlson, 1998; Dassonville et al., 1998) and has previously shown increases in fMRI activation with increased motor response time (Dassonville et al., 1998; Richter et al., 2000) , particularly in tasks where the motor response is unpredictable. The caudate and cerebellum may also reflect motor processing (Carlson, 1998 , though see Stowe et al., 2004 for discussion). Activation in both the thalamus (Gitelman et al., 1999; Huettel et al., 2001 ) and occipital areas (Huettel et al., 2001; Mohamed et al., 2004 ) may be modulated with increased visual attention and perceptual processing. Overall, the areas where response time was a significant predictor of BOLD signal are those involved in perceptual or motor processing (Carlson, 1998) .
Analysis 2: frequency and word type effects
As described above, 3 × 2 ANOVA of word type (decomposable, whole-word and simple) and frequency (low versus high) was performed on the residual BOLD response in each ROI after regression analysis. These analyses determine the relative sensitivity of these areas to variation in frequency and in morphological complexity, above and beyond differences in response time (see footnote 1 for the same analysis done without regressing reaction times). Table 4 showed either a main effect of frequency or an interaction between frequency and word type. 2.2.2.1.1 Regions that show a main effect of frequency. Among the regions responsive to frequency were left SMA, left cerebellum, thalamus bilaterally and the caudate nucleus (marginally significant, p = 0.06 for the left caudate and p = 0.08 for the right). As expected, these areas showed overall greater activation for low frequency relative to high frequency words (see Fig. 2 ). Importantly, while activation in these areas was correlated with response time, the effect of frequency persisted even in this analysis in which response time was regressed out. Thus these areas, perhaps involved in the perceptual and motor aspects of the task, were also sensitive to frequency above and beyond their association with increased response times. 2.2.2.1.2 Regions that show an interaction of frequency and word type. Of the areas that showed a main effect of frequency, only the thalamus showed an interaction between frequency and word type. The pattern of effect was similar for the left and right thalamus, though the interaction reached significance only on the right. Importantly, the interaction reflects a pattern of activation highly consistent with the behavioral data, with significant effects of frequency (low> high) for 'decomposable' words and simple words but little effect of frequency for 'whole-words' (Fig. 3) . Of all the language regions considered, the thalamus was the only area in which activation correlated with the base-frequency effect seen behaviorally.
Effects of frequency. Regions reported in
Two additional areas that did not show a main effect of frequency did show an interaction of frequency and word type: the insula bilaterally and the left inferior occipital gyrus. These areas displayed a large frequency effect for simple words that is not observed for the two types of complex words. This suggests that these areas are sensitive to word frequency in simple words, but not base frequency in complex words.
Effects of word type. A number of regions showed
greater recruitment for complex words (whole-word and decomposable) than simple words. These include the left inferior frontal gyrus and the left superior temporal gyrus, as well as the right inferior temporal gyrus and left angular gyrus (AG, p = 0.07- Table 5 ). The source of this main effect was assessed by contrasting each of the two complex word conditions (decomposable and whole-word) with simple words in separate comparisons.
Of those regions that showed a main effect of word type in the ANOVA, two regions showed increases for 'decomposable' words relative to simple words: the left inferior frontal gyrus and the left superior temporal gyrus (Fig. 4) . Interestingly, 'whole-words' showed similar, though smaller, increases in BOLD signal in these two regions relative to simple words (Fig. 4) .
Note that while all of the complex words elicited longer response times than simple words, this variation has been removed from the fMRI data in this analysis. None of the regions displaying effects of morphological complexi ty resulted in BOLD signal that was significantly correlated with response time, further suggesting sensitivity to morphological complexity above and beyond differences in response time. 
Behavioral data
Our lexical decision response time data, revealing a frequency effect for monomorphemic words, a base frequency effect for 'decomposable' words, and no base frequency effect for 'wholeword' items, is consistent with previous work (Bradley, 1980; Vannest and Boland, 1999; Vannest et al., 2002) . As mentioned above, models of morphological processing have different accounts for the presence and absence of base frequency effects in these different types of words. Obligatory decomposition accounts (Taft, 1979 (Taft, , 2004 assume that all complex words are accessed as separable morphemes and base frequency effects arise from direct access of the base. In cases where base frequency effects do not arise, this model assumes that they are masked by slowing at a later stage in processing where morphemes are recombined and a lexical decision is made. Dual-system models (Schreuder and Baayen, 1995; Burani and Caramazza 1987) assume that both individual morphemes and full forms are represented; factors such as semantic and phonological transparency influence how a complex word is accessed. While the dual-system models differ in the exact details of the level of processing where base frequency effects arise, they account for our behavioral results by assuming that 'whole-word' items are accessed as full-forms, 'decomposable' items as separable morphemes. Finally, single-system models (Rueckl et al., 1997; Joanisse and Seidenberg, 1999; Seidenberg and Gonnerman, 2000; Plaut and Gonnerman, 2000; Gonnerman et al., 2007) suggest that base frequency effects arise not from any explicit representation of morphemes in the lexicon, but from co-activation of words that are similar in form and meaning (which happen to be morphological family members). The activation of more (and more frequent) related items results in faster response times. For 'whole-word' items, there is a lesser degree of phonological and semantic similarity with other words, so response times are not speeded even for frequent bases. All of these models can account for the behavioral results that we observe.
fMRI data
Our results highlight the variety of responses that different brain regions may exhibit when processing words of different frequency and morphological complexity. As expected, response time was a significant predictor of activation level in a number of areas, all previously found to be involved in 1 ANOVA results when the data was analyzed without regressing out response time were highly similar. Main effects of frequency were found in the left SMA, bilaterally in the cerebellum, thalamus and caudate nucleus. As in the analysis above, the thalamus showed an interaction of frequency and wordtype along with the main effect of frequency replicating the behavioral data. The insula bilaterally and the left inferior occipital gyrus also showed an interaction of frequency and wordtype as described above. Regions that showed a main effect of word type were the left inferior frontal gyrus, left superior temporal gyrus, and the right inferior temporal gyrus. All ps < .05. perceptual and/or motor processing. Even after removal of the effects of response time, however, robust frequency effects remained in a large network of regions previously implicated in language processing. This finding indicates that the modulation of activation of these areas by frequency cannot be wholly attributed to the typically confounding effect of longer lexical decision response times, and as such these results emphasize the importance of these regions in lexical access. Surprisingly, the base frequency effect was reflected in the activation of only one brain area, the thalamus. In contrast, the insula bilaterally and the left inferior occipital gyrus showed a large frequency effect solely for simple words, suggesting that these areas are not sensitive to manipulations of base frequency in complex words. Finally, an effect of word complexity was observed in two key traditional language processing areas, the left inferior frontal gyrus and left superior temporal gyrus. These areas responded more strongly to morphologically complex words than to morphologically simple ones, confirming that these areas are sensitive to morphological complexity, regardless of frequency. These results are discussed in turn below. The left SMA and the right inferior occipital cortex as well as the caudate nucleus, thalamus, and cerebellum bilaterally showed levels of BOLD response that were significantly predictable from response times in the lexical decision task. All of these regions are involved in some aspects of perceptual or motor processing, so these results are not unexpected. The involvement of SMA in the preparation and execution of motor responses is well established (Banich, 1997; Carlson, 1998; Dassonville et al., 1998) , and the correlation between increased motor response time and increases in fMRI signal has also been previously reported in the SMA (Dassonville et al., 1998; Richter et al., 2000) . The caudate and cerebellum have also been implicated in motor processing, whether at the level of response planning or rehearsal during short term memory tasks (Carlson, 1998; Fiez, 1996; Fiez et al., 1996 Fiez et al., , 1999 , or as a self-monitoring mechanism for performance in both cognitive and motor domains (Stowe et al., 2004) . Apart from these predominantly motor areas, the thalamus and the occipital cortex also showed levels of BOLD responses that were correlated with lexical decision time. These areas may be playing a role in perception of the stimuli, as activation in both the thalamus and occipital areas are known to be modulated with increased perceptual processing as well as attentional load (Gitelman et al., 1999; Huettel et al., 2001; Mohamed et al., 2004) . Overall, this analysis reveals that, although changes in reaction time account for part of the variability in the strength of the BOLD signal, they do so significantly only for a limited set of areas that are known to mediate sensory or motor processes.
After the modulation in BOLD signal due to response time variation was removed, effects of frequency and of morphological complexity were observed in a number of languagerelated regions. The effect of longer response times for lowerfrequency items is one of the most robust behavioral findings in psycholinguistics, and its neural signature has been observed in a number of previous studies (Fiez et al., 1999; Keller et al., 2001; Chee et al., 2003; Fiebach et al., 2002) . In the present results, a few regions (the left SMA, caudate nucleus, and left cerebellum) showed sensitivity to both word frequency (for simple words) and base frequency (for morphologically complex words) differences with, as expected, larger BOLD signal for low than high frequency items. Although low frequency items may lead to higher BOLD activation than high frequency items because they take more time to process, the present analysis ensured that the frequency effects observed were due to differences above and beyond mere differences in processing time, by regressing out variance associated with reaction times. The higher activation for low frequency items is consistent with a graded view of the effect of frequency on lexical access, whereby lower frequency items have to overcome greater competition during lexical access than high frequency items. Reaching the threshold for decision making is therefore more computationally demanding for low frequency items, resulting in longer RTs and greater levels of activation.
Importantly, frequency interacted with morphological status, and did so differently in different brain areas. Although the behavioral data replicated the well-known base frequency effect, levels of BOLD signal mirrored this behavioral effect only in the thalamus. As in the behavioral results, activation in the thalamus reflected frequency effects for 'decomposable' and simple words, but not for 'whole-words' (Fig. 3a) . Fiebach et al. (2002) , using a lexical decision task, have also reported an effect of frequency on BOLD response in the thalamus. However, only frequency of simple words was manipulated in their study; complex words were not investigated. The present finding that the base frequency of complex words affects the thalamus recruitment for 'decomposable' words but not for 'whole-words' establishes that this brain area is sensitive to the properties that distinguish these two word types, such as phonological and semantic transparency among others. Damage to the thalamus has been documented to result in dysfunctions of lexical retrieval, particularly in semantic errors during naming (Crosson, 1999; Bhatnagar and Mandybur, 2005) . Crosson (1999) described two patients with thalamic lesions who had particular difficulties in naming low-frequency words. Based on these results and others implicating the thalamus in verbal and nonverbal working memory and selective attention tasks, the thalamus has been suggested to play a role in language processing as a selective engagement or gating mechanism that interacts with the cortical regions mediating lexical retrieval and verbal working memory (Manoach et al., 2003; Chee et al., 2003; Gazzaley et al., 2004; Radanovic and Scaff, 2003) , as well as syntactic and semantic processing at the sentence level (Wahl et al., 2008) . On this view, the greater thalamus activation for low frequency items may reflect the extra computational demands for retrieval of lower frequency items in lexical decision. The finding that thalamus recruitment is modulated by base frequency for 'decomposable' but not 'whole-words' may also be understood in terms of computational demands during lexical access. The greater transparency of 'decomposable' words may allow greater support from their base forms during lexical access, as compared to 'whole-words' that would less readily engage their related items because they have less overlap in phonology and semantics (Rueckl, Mikolinski, Raveh, Miner, and Mars, 1997; Seidenberg, 1999, Seidenberg and . Future studies are needed to understand why this effect is limited to the thalamus; Wahl et al. (2008) suggest that the selective engagement mechanism makes specific connections between interacting cortical regions, in this case, those associated with lexical access and/or morphological processing such as the temporal lobe and the inferior frontal gyrus respectively.
The other regions responding to frequency in the present study (bilateral insula and left inferior occipital gyrus) showed a different pattern of recruitment. They were primarily sensitive to the differences in word frequency for simple words, but showed little sensitivity to the differences in base frequency for complex words, even 'decomposable' ones. Levels of BOLD activation suggest sustained recruitment for all conditions except for the high frequency simple words. The sensitivity of these brain areas to frequency during lexical access is not entirely new. For example, Fiebach et al. (2002) reported a frequency effect in the insula bilaterally when simple word frequency was manipulated. The lack of sensitivity of these areas to base frequency, especially 'decomposable' ones, is surprising since base frequency effects are observed for those words. However, the left inferior occipital region may be involved in the early visual processing of letter strings, and as such its sensitivity to frequency may be based on the frequency of the orthographic structure of the whole word. Detecting the base frequency of 'decomposable' words is dependent on a system which is sensitive to the internal morphological structure of wordforms and so may not be detectable at this level of processing. The insula has also been proposed to reflect more automatic aspects of processing (Raichle et al., 1994; van Turennout et al., 2003; Ruz et al., 2005) and may be involved in rapid, automatized aspects of lexical access that, like the occipital region, only operate on whole wordforms and is not sensitive to their internal morphological structure. Together, although this pattern of results will have to be confirmed, these results are consistent with the proposal that different brain areas are differentially affected by the interaction of frequency and morphological complexity, and that the pattern of effects observed through brain imaging unveils a richer and more intertwined relationship between frequency and morphology than that suggested by the behavioral data.
Finally, two of the key traditional language areas, LIFG and LSTG, displayed sensitivity to morphological structure. The finding of a morphological effect in these areas is consistent with a number of previous neuroimaging studies that have found increased activation for complex words, with several studies documenting LIFG recruitment (Laine et al., 1999; Jaeger et al., 1998; Tyler et al., 2005; Joanisse and Seidenberg, 2005) , and two documenting LSTG (Tyler et al., 2005; Shtyrov et al., 2003) . 'Whole-words' showed similar, though smaller, increases in BOLD signal in these two regions relative to simple words (Fig. 4) . This finding is in contrast with the behavioral data, which show no effect of morphological complexity for 'whole-words' (that is, there is no base frequency effect for these words in lexical decision RT). This increase in activation for 'whole-words' has two possible interpretations: the first possibility is that it is related to morphological complexity, despite the lack of a base frequency effect in the behavioral data. The second possibility is that the activation level increase is actually an effect of frequency: if the 'whole-words' are truly being accessed as simple forms, they are actually all low-frequency words (because the mean surface frequency across all 'whole-word' items is low compared to the mean frequency of the simple words). This difference may elicit increases in activation for 'whole-word' items relative to higher-frequency simple words. The morphological complexity account seems more plausible, since these same regions responded to morphological complexity for 'decomposable' words, but not to frequency for any word type. Such an interpretation is consistent with full-decomposition model such as Taft (1979 Taft ( , 2004 , where all complex words are accessed as separable morphemes and response times are influenced by the subsequent recombination/ decision stage. A close look at the BOLD activation level in these areas suggests greatest activation for 'decomposable' over 'whole-words', which in turn show greater activation than simple words. This suggests that these regions exhibited graded activation as a function of the words' degree of phonological and semantic transparency (i.e. whole-word items contain suffixes that can make a phonological change to the base, e.g., serene -serenity, and they have also been suggested to be less semantically transparent, e.g., hospitalhospitality). This gradient of activation suggests that these areas reflect the influence of the base morpheme on the processing of complex words, a process believed to be, at least in part, influenced by linguistic factors such as phonological transparency and semantic transparency. The influence of these factors is incorporated in both dual-system and singlesystem models. For decomposable words, where there is a clear relationship between the suffixed word and its base, the base and other words that contain it can all be accessed, leading to increased computational demand. For whole-word items, this relationship is less clear, and the base and other morphological relatives may be less likely to be accessed. It remains unclear whether the LIFG and LSTG play similar or different roles in this access. Tyler et al. (2005) propose that LIFG and LSTG play different roles in the processing of complex words. The LIFG is seen to support the analysis and production of complex morpho-phonological sequences in any type of complex words, whereas the LSTG supports mapping of inputs onto stored representations of word meaning and is sensitive to increased processing demands made by a more complex semantic analysis for morphologically complex forms. This view, however, is not shared by all: increases in neural activity in these areas may reflect a general demand for verbal processing resources that affects multiple language brain areas. Just and Carpenter (1992) and Just et al. (1996) , (see also Mason et al., 2003) note that both anterior and posterior language areas have been implicated in semantic processing (Bookheimer, 2002; Martin, 2003) , and increases for complex words in both LIFG and LSTG may reflect a compositional semantic analysis that is applied when processing complex words.
Overall, our results demonstrate the sensitivity of lexical access mechanisms in the brain to the morphological complexity of words, above and beyond variation in response time. Traditional language processing areas showed increases in activation with increasing morphological complexity. This result suggests that the processing of morphological relationships among words is done by the same regions that process simple words, but with increased levels of activation. This is in contrast to the notion that distinct brain systems come on-line for the processing of morphologically complex words. In addition, we identified a network of areas sensitive to word frequency. Whereas activation in sensory or motor areas was clearly driven by differences in reaction time, a core set of areas remained sensitive to frequency differences after reaction times were regressed out. Surprisingly however, only the thalamus showed the predicted base frequency effect; other areas either did not differentiate between complex and simple words or only showed frequency effects for simple words. This variety of brain responses to word frequency across brain areas provides a more nuanced picture of the role of frequency during lexical access than that suggested by behavioral work, and perhaps a more complex picture of the differential roles of these brain areas in processing various aspects of lexical items. Although further work is needed to determine the specific roles of brain regions that respond to base frequency, surface frequency and morphological structure in complex words, the present results demonstrate that subtle differences in words' morphological complexity (semantic and phonological transparency, the relationship between its base and surface frequency) affect the neural mechanisms used to recognize them in a more graded fashion than what behavioral measures have suggested so far.
4.
Experimental procedures
Materials
Materials consisted of 80 'decomposable' derived words withable -ness, or -less (40 with high base frequency and 40 with low base frequency) and 80 'whole-word' derived words with -ity or -ation (40 with high base frequency and 40 with low base frequency). Also included were 80 monomorphemic words (40 high frequency and 40 low frequency) (frequency counts from MRC psycholinguistic database, Coltheart, 1981) . Note that base and surface frequency are closely correlated for monomorphemic words in English in general, and also in our set of items. While a few studies have begun to investigate the independent influence of base frequency on monomorphemic words (e.g. Schreuder and Baayen, 1997) , we designed our monomorphemic items with a contrast in surface frequency, in accord with much of the established literature on frequency effects for these items. While the fMRI design required a fairly large number of distinct words in each of these categories (so that there would be no repeated presentations of a word across the experiment), there were not enough words in English of the relevant types to permit us to match words perfectly on all the many dimensions that have been studied in the behavioral literature. Stimulus selection proceeded with the following constraints in mind: (1) Stay within the domain of derivational morphology where the base frequency effect has been well documented behaviorally (i.e. effects of decomposable versus whole-word base frequency); (2) Vary base frequency between high and low, and match all items for surface frequency; (3) Do not repeat stimuli, and still assemble enough words to perform an event-related fMRI study; (4) Match for length and other variables as closely as possible without altering the frequency matching. Word length was matched as closely as possible across word types, given the frequency constraints and the number of different words required by the fMRI design. As Table 1 illustrates, length was closely matched between decomposable and whole word items; however, such a close match could not be achieved with monomorphemic items without compromising the frequency match. Since this was the core of our study, we privileged frequency matching over length matching.
Complex words were matched for surface frequency, which was quite low for both types of complex words (Table 1) . Both groups of derived words included items that involved a spelling change from base to suffix form (envy → enviable): 19 in the decomposable group and 30 in the wholeword group. Decomposable words were all phonologically transparent; among whole-word items, 9 items in the low base frequency set and 2 in the high base frequency set were phonologically transparent. In addition, family size was correlated with base frequency in our stimulus set, as is the case for most complex words in English. Although we will refer to base frequency effects in the remainder of the paper, family size may also play a role in the base frequency effects we describe. Taft (2004) suggests that syntactic ambiguity of the base may interfere with base frequency effects because responses to words with high base frequency may be slowed by competition between forms associated with multiple syntactic categories, making a decision about which suffixes may combine with a particular base more difficult. Unfortunately, it was impossible to remove syntactically ambiguous stems since a substantial number of words in English are used in multiple syntactic categories, especially higher frequency words. Indeed, this relationship with frequency was present in our data: among high-frequency monomorphemic words, 13/40 could be used in multiple syntactic categories; in the low-frequency group, only 6/40. Among the decomposable words, 21/40 of the bases in the high-frequency group were syntactically ambiguous, and only 9/40 in the low-frequency group. In whole-word words the statistics were similar: 13/40 of the bases in the high-frequency group and only 6/40 in the low-frequency group. In our stimuli, then, the greatest amount of syntactic ambiguity was in the high base frequency decomposable words, where we most expect base frequency to speed processing. Therefore, syntactic ambiguity may work against the frequency effects we predict, but will not bias our results.
In order to make a lexical decision task possible, nonwords were presented as well, the data from which are not analyzed here. Nonword items included 60 pronounceable nonwords, 60 nonwords with nonsense bases and the same real suffixes present in the real word items (e.g. blurkable), and 40 nonwords with real base words and nonce suffixes (e.g. cooliben). The purpose of the nonword stimuli was to make it impossible to make the lexical decision strictly on the basis of the base or suffix alone. Taft (2004) has shown that a preponderance of nonwords made up of real bases and suffixes in illegal combinations makes determining the combinability of base and suffix more difficult and may therefore wash out base frequency effects, so we avoided this type of nonword in our stimuli.
Participants
Participants were 22 right-handed native speakers of English (8 males), ages 18-30 with normal or corrected-tonormal vision and no history of reading disabilities or neurological disorders. For reasons detailed below, only 18 of these (7 males) were included in the analysis. Each subject gave informed written consent according to the guidelines of the University of Rochester Research Subjects Review Board.
Procedure
Words and nonwords were presented in counterbalanced order in an event-related design. The event-related design is particularly appropriate for a lexical decision task because it allows items to be presented in a variable order without being grouped into blocks. While block designs may increase sensitivity to changes in fMRI signal, repetition of a particular type of item may result in a behavioral strategy that does not reflect normal processing. Presenting a lexical decision task in a block design would result in repetitive 'yes' and 'no' responses, and is not the standard behavioral paradigm for this task. Words/nonwords of each morphology and frequency condition (high and low frequency simple words, high and low frequency 'decomposable', high and low frequency 'whole word', along with pronounceable nonwords with and without real morphemes) were divided evenly over four runs of the MRI scanner, with a total of 100 stimuli per run. Order of presentation of each run was counterbalanced across subjects. Stimuli were presented in 36 pt Arial font in black capital letters on a 30% grey background. Each word/nonword was preceded by a ready signal of three asterisks presented for 500 ms, then the word/nonword was presented for 500 ms. Participants made their YES/NO lexical decision response using a keypad positioned in their right hand. The interstimulus interval varied from 4-12 s (in 1-second increments), resulting in a jittered presentation rate suitable for eventrelated fMRI designs (Miezin et al., 2000) . Each scanner run was 8.5 min long. During the inter-stimulus interval, a visual fixation cross was presented (null events), during which a resting baseline level of activation was established.
fMRI methods
This experiment was carried out using a Siemens Trio 3T scanner at the Rochester Center for Brain Imaging, University of Rochester. We used a standard clinical quadrature radiofrequency head coil; foam padding was used to restrict head motion. Gradient-echo, echo-planar image acquisition was used to detect susceptibility-based ( 
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fMRI data processing and analysis K-space data was reconstructed using a 2D FFT, then, using the AFNI software package (Cox, 1996) , slice timing correction was performed (using Fourier interpolation in AFNI's 3dTshift program) to align the acquisition time of all 30 slices to the same timepoint, as well as head movement correction using a rigid body (6-parameter) model in AFNI's 3dvolreg program. Three participants who exhibited more than 2 mm of head movement in any direction were discarded from subsequent analysis. An additional participant was excluded from analysis due to a malfunction of the response device (behavioral lexical decision data could not be collected for this participant). Then, using the FLIRT program in the FSL 3.3 software package (Jenkinson et al., 2002 ) each subject's movement-corrected images were skull-stripped and normalized to the standardized space of the International Consortium for Brain Mapping (ICBM152). Subsequent to this, the images were spatially smoothed with a Gaussian kernel having a full width at half maximum of 2× the voxel dimensions (8 mm), using AFNI's 3dmerge program. Statistical analyses were performed using AFNI's 3dDecon-volve software program. For each subject, voxel-wise multiple regression was performed using a general linear model approach. The expected hemodynamic response to each word was modeled by a 1 s event convolved with a gamma function. The full regression model included regressors for correct responses to each combination of word type (simple, decomposable, whole-word) and frequency level (low, high) as well as a regressor for nonwords and error trials. (Error rates were extremely low, see behavioral results below). An initial 3-way mixed-effects ANOVA (AFNI program 3dANOVA3) with subjects treated as a random effect and word type and frequency treated as fixed-effects factors was then run. From this analysis, group-level activation maps were obtained for each of the six word conditions (contrasted with the fixation baseline). These were thresholded at a voxel-wise alpha of p < 0.005 (z threshold = 2.58) and a minimum cluster size of 24 voxels resulting in a corrected brain-wise alpha value of p < 0.05 (determined using Monte-Carlo simulations via AFNI's AlphaSim program). As described below, these maps were then used to ensure that only voxels showing positive activation with language stimuli be included in all further analyses.
In order to test our hypotheses about the interaction between frequency and morphological processing on activation in the language comprehension system, all analyses focused on regions where effects of word frequency (Fiez et al., 1999; Keller et al., 2001; Chee et al., 2003; Fiebach et al., 2002) or morphological processing (Jaeger et al., 1996; Laine et al., 1999; Beretta et al., 2003; Shtyrov et al., 2003; Devlin et al., 2004; Vannest et al., 2005) have previously been reported. These include the inferior frontal gyrus, insula, supplementary motor area, superior, middle and inferior temporal gyri, the angular gyrus, inferior occipital cortex, fusiform gyrus, the caudate nucleus, thalamus and cerebellum. These regions of interest were first defined both in the left and right hemispheres using the anatomical parcellations of the ICBM single-subject template performed by Tzourio-Mazoyer et al. (2002) . Then to further increase the sensitivity of our analysis to relevant difference in BOLD signal among our different word conditions, these regions were further restricted through use of a functionally-defined mask. This mask was created by taking the union of all six group maps described above (3 word type × 2 frequency, pcorrected < .05). All further analyses were limited to voxels in our anatomical regions of interest that were also part of this union mask. This masking ensures that only areas activated in performance of the task (relative to the low-level baseline) were considered, therefore preventing possible contamination from deactivation when comparing between conditions. Appendix 1 includes a list of the areas included and their extent in number of voxels, along with MNI coordinates for the cluster centroid of the ROI after application of the mask.
After the ROIs were defined according to the method described above, the analyses proceeded in a two-stage process. In an effort to distinguish signal increases due to the relevant cognitive operations involved in the task from increases due to perceptual or motor processing involved with longer response time, a regression analysis was used to assess the role of each participant's mean response time (correct responses only) in each word condition as a predictor of each participant's mean percent BOLD signal change in each ROI. This approach identified various brain regions where the BOLD activation level varied directly with response times in the task. All further analyses of frequency and morphology effects did not include variation associated with longer response time by being performed on each participant's residual mean BOLD response in each ROI extracted during this first regression analysis.
Using these residuals, a 3 × 2 mixed-effects ANOVA (AFNI program 3dANOVA3) with subjects treated as a random effect and fixed-effect factors word type (decomposable, wholeword and simple) and frequency (high and low) was performed to assess the relative sensitivity of these areas to variation in morphological complexity and in frequency and their interaction. For regions where significant effects of word type were found in the ANOVA, planned contrast analyses were performed. These contrasts examined the effect of morphological complexity by comparing each of two complex word conditions (decomposable and whole-word) to simple. All results discussed below are p < 0.05 (corrected as described above) unless otherwise noted.
Behavioral response time data was analyzed using separate 3 × 2 ANOVAs with word type (decomposable, whole-word and simple) and frequency (high and low) as factors, and items and participants, respectively, as independent variables. 
