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ABSTRACT
Formation of massive stars within embedded star clusters starts a complex inter-
play between their feedback, inflowing gas and stellar dynamics, which often includes
close stellar encounters. Hydrodynamical simulations usually resort to substantial sim-
plifications to model embedded clusters. Here, we address the simplification which ap-
proximates the whole star cluster by a single sink particle, which completely neglects
the internal stellar dynamics. In order to model the internal stellar dynamics, we im-
plement a Hermite predictor-corrector integration scheme to the hydrodynamic code
flash. As we illustrate by a suite of tests, this integrator significantly outperforms
the current leap-frog scheme, and it is able to follow the dynamics of small compact
stellar systems without the necessity to soften the gravitational potential. We find
that resolving individual massive stars instead of representing the whole cluster by a
single energetic source has a profound influence on the gas component: for clusters of
mass less than . 3×103 M, it slows gas expulsion by a factor of ≈ 5 to ≈ 1 Myr, and
it results in substantially more complex gas structures. With increasing cluster mass
(up to ≈ 3× 103 M), the gas expulsion time-scale slightly decreases. However, more
massive clusters (& 5× 103 M) are unable to clear their natal gas with photoionising
radiation and stellar winds only if they form with a star formation efficiency (SFE)
of 1/3. This implies that the more massive clusters are either cleared with another
feedback mechanism or they form with a SFE higher than 1/3.
Key words: ISM: kinematics and dynamics galaxies: star formation galaxies: star
clusters: general open clusters and associations: general
1 INTRODUCTION
Modelling star formation from collapse of a molecular cloud
inevitably leads to very high density gas and associated short
time-scales that cannot be handled directly with current
technology, but necessitates the approximation of sink parti-
cles for the simulation to continue (Bate et al. 1995). In more
recent simulations, the sink particle method was extended
to model stellar feedback, where the sink particle turns into
a source of various forms of energy (e.g. ionising radiation,
stellar winds, supernovae). For simulations including larger
portions of gas (typically clouds more massive than 104 M),
one sink particle usually represents the entire star cluster
containing several hundreds or more stars (e.g. Dale & Bon-
nell 2011; Walch et al. 2012; Dale et al. 2013; Hopkins et al.
2014; Geen et al. 2016; Rahner et al. 2017; Gatto et al. 2017;
? E-mail:dinnbier@ph1.uni-koeln.de
Hopkins et al. 2018; Kim & Ostriker 2018), entirely neglect-
ing the internal stellar dynamics of the star cluster.
However, star clusters manifest a multitude of dynami-
cal processes, including mass segregation (e.g. Spitzer 1969;
Gunn & Griffin 1979; Bonnell & Davies 1998; Hillenbrand &
Hartmann 1998; Baumgardt & Makino 2003; McMillan et al.
2007; Sˇubr et al. 2008; Allison et al. 2009; Moeckel & Bon-
nell 2009; Parker et al. 2014; Spera et al. 2016; Domı´nguez
et al. 2017; Pavl´ık et al. 2019), close interactions between
three to several bodies (e.g. Aarseth 1971; Heggie 1975;
Tanikawa et al. 2012) resulting in hardening of binaries
(Heggie 1975) and production of runaway stars (e.g. Fujii
& Portegies Zwart 2011; Tetzlaff et al. 2011; Perets & Sˇubr
2012; Oh et al. 2015; Ma´ız Apella´niz et al. 2018; Schoet-
tler et al. 2019). The dynamical cluster environment also
impacts the stability and survivability of planetary systems
(e.g. Spurzem et al. 2009; Shara et al. 2016; Cai et al. 2017).
In addition, early feedback from young stars expels the
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gas which has not formed stars yet, terminating star forma-
tion and setting the star formation efficiency (SFE). In this
work, we use the definition of SFE as SFE = Mcl/(Mcl +
Mgas), where Mcl is the total stellar mass and Mgas the total
gaseous mass within the same volume after the star forming
event. As the gas is expelled, the gravitational potential of
the star cluster shallows so that some stars can escape it
or the whole cluster even disintegrates entirely depending
mainly on the value of the SFE and the time-scale of gas ex-
pulsion (Tutukov 1978; Hills 1980; Mathieu 1983; Lada et al.
1984; Kroupa et al. 2001; Geyer & Burkert 2001; Baumgardt
& Kroupa 2007). Even if no star gets expelled from the clus-
ter by any of the aforementioned processes, massive stars
occupy a non-zero volume around their birth-site.
These dynamical processes redistribute stars to sub-
stantially larger distances from their birth cluster than as-
sumed in the approximation of the whole cluster by a sin-
gle source. Massive stars located further away from their
birth-sites impart their feedback preferentially to the loosely
bound outer parts of the cloud, possibly affecting the cloud
in a different way than if all massive stars were located in
the single source at the cloud density centre.
In order to capture the dynamics of stars in embed-
ded star clusters, it is necessary to take into account the
huge dynamical range of the orbital time-scales of the stars,
which calls for a more efficient integrator than currently
implemented in hydrodynamic codes. Until recent work of
Wall et al. (2019), who implement Hermite integrator in the
AMUSE software framework (Pelupessy et al. 2013), it was
mainly leap-frog and Runge-Kutta integrators which was
used in both AMR and SPH schemes (e.g. Bate & Bonnell
2005; Federrath et al. 2010).
In order to undertake another step towards a more re-
alistic simulations of star cluster formation, we implement a
4th order Hermite integrator for sink particles to the AMR
code flash. We apply the integrating scheme to study the
influence of resolving the dynamics of individual stars in
embedded star clusters on the expulsion of the residual gas
(i.e. the gas which has not been transformed to stars). We
particularly aim on estimating the gas expulsion time-scale
of this process.
The rest of the paper is organised as follows. In Sect.
2, we describe the new sink particle integrator module for
flash, which we develop to perform the intended simula-
tions. Accuracy and performance tests of the module as well
as the connection to other flash modules is dealt with in
Sect. 3. The gas expulsion from embedded star clusters is
investigated in Sect. 4. We summarise our results in Sect. 5.
2 THE INTEGRATION SCHEME
The description of the integrator for gravitational force is
divided to the description of the integration of sink parti-
cles (Sect. 2.1), which is more sophisticated, and that of gas
(Sect. 2.2), which is simple.
2.1 Forces acting on sink particles
In embedded star clusters, a star (which is hereafter repre-
sented by a sink particle) is subjected to gravitational force
generated by the underlying gas distribution and also by
other stars. The gravitational field generated by gas is sub-
stantially smoother than the field generated by stars because
of the smooth spatial extent of the former and the compact-
ness and large velocities of the latter 1. Stars, and partic-
ularly massive stars, are often packed in compact volumes
near centres of young star clusters (either as the result of
in situ formation or due to dynamical mass segregation),
where they strongly interact forming dynamically unsta-
ble systems composed of several bodies (Pflamm-Altenburg
& Kroupa 2006; Allison & Goodwin 2011; Tanikawa et al.
2012). These systems rapidly evolve forming tight binaries
often with binary recoils, while other stars are ejected (Heg-
gie 1975; Pflamm-Altenburg & Kroupa 2006; Oh et al. 2015).
Moreover, massive stars are exclusively formed in binaries,
with many of them being of short orbital periods (Sana et al.
2012; Moe & Di Stefano 2017; around 50% of O stars have
orbital periods shorter than 100 days). This implies that
the dynamical time-scale for the integrating scheme must be
able to capture a huge dynamical range, where the shortest
time-steps are of the order of a fraction of an hour. In con-
trast, the gravitational field generated by the gas changes
on a substantially longer time-scale, which corresponds to
accretion inflows or dispersal due to feedback.
The two different time-scales for the interaction between
star-star and star-gas motivate us to adopt the spirit of the
Ahmad-Cohen method (Ahmad & Cohen 1973), where stars
are split to two groups based on their physical proximity and
each group is integrated by its own time-step; the irregular
force with shorter time-step originates from the closer group
of stars, while the regular force with larger time-step orig-
inates from the rest of the cluster. However here, we split
the gravitational force according to the kind of matter which
generates the gravitational field; the irregular force origi-
nates from stars, while the regular force originates from gas.
In our implementation, the split of the gravitational force
does not take into account the physical proximity.
An attractive feature of splitting the force in this way
is the speed of code execution because calculating the force
star-gas requires communication between all processors, and
is therefore time consuming. In contrast, calculating the
force star-star can be done locally as all the information
about stars consumes a rather small amount of memory.
Moreover, the predictor nature of the Hermite integrator
enable us to extrapolate the smoothly varying force star-gas
while the rapidly changing force star-star can be evaluated
many times with short time-steps. This presents significant
advantage of the predictor scheme over the commonly used
leap-frog scheme. We set the duration of the regular time-
step ∆tR to be the hydrodynamical time-step, so the regular
force is evaluated only once per the hydrodynamical time-
step. All sink particles have the same ∆tR.
2.1.1 Irregular time-steps: forces due to sink particles
The irregular time-steps ∆tI are calculated individually for
each particle according to the standard Aarseth formula
1 This is a general property, which follows from typical density
of gas and stars and the Poisson equation, and it is independent
on the spatial distribution of gas or stars within the system.
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(Aarseth 1985, 2003),
∆tI =
√√√√ η(|FI ||F(2)I |+ |F(1)I |2)
(|F(1)I ||F(3)I |+ |F(2)I |2)
, (1)
where FI is the irregular force acting on given star, and the
numbers in round brackets indicate the order of the time
derivative.
The integration of sink particles moving in gaseous po-
tential is realised as follows. First, the irregular time-steps
are quantised by factor of 2 as in the usual block time-step
method (Aarseth 2003), so the current hydrodynamic half-
time-step is of length 1 in the quantised units, and the j-th
time-step is of length 2−(j−1). Index j runs from 1 to 40,
which corresponds to a dynamical range in ∆tI of the or-
der of 1 to 1012. During the predictor part of the integrator,
the positions and velocities are extrapolated by using the
force and its time derivatives. The force is the sum of the
irregular force FI , which is evaluated directly, and the reg-
ular force FR (which was obtained at the end of the previ-
ous time-step) extrapolated to current time. We experiment
with predictor to order F(1), and also to order F(3). When
the predicted distances are determined, the new force deriva-
tives are calculated by direct summation (i.e. not by an octal
tree) over the other N−1 sink particles, whereupon the new
positions are corrected. Then, the new irregular time-step is
calculated from formula (1) and quantised. This procedure
continues until all sink particles are integrated to current
time, i.e. advanced by time-step 1 in quantised units. The
advantage of this calculation is that it can be done locally
on each processor without any need of communication.
2.1.2 Regular time-steps: forces due to gas
After the particles are advanced by irregular time-steps to
the current simulation time, the gravitational force due to
gas on sink particles is calculated by the standard octal tree
method (Barnes & Hut 1986; Salmon & Warren 1994). The
information about the distribution of gas within the whole
computational domain must be obtained via communication
with the other processors, so it is desirable that this time
consuming operation is done only once per half time-step.
During the communication, the information about gas dis-
tribution is also used for calculating the force acting on gas,
which is described in Sect. 2.2. In addition to standard octal
tree method, we need to calculate the force to order F
(1)
R . To
evaluate the term F
(1)
R , we consider new block node prop-
erty: mass-weighted velocity vnode. This property is prop-
agated, communicated and evaluated in the usual way as
described in Wu¨nsch et al. (2018) according to the geomet-
ric multipole acceptance criterion with opening angle θ. Ac-
cording to this criterion, blocks are recursively split in eight
child blocks (each of the same volume) until they are seen
from the sink particle under an angle smaller then θ. The
angle θ is a constant during the whole simulation.
Then, the force derivative is calculated as
F
(1)
R = Gms
Nnodes∑
k=1
mnode,k
(
−vk
r3k
+
3(rk · vk)rk
r5k
)
, (2)
where the index k runs over all accepted nodes. The relative
distance and velocity between the sink particle and node
centre is denoted rk = rs − rnode,k and vk = vs − vnode,k,
respectively. The mass of a node and sink particle is denoted
mnode,k and ms, respectively.
In addition to configurations with isolated boundary
conditions for gravity, the code is able to calculate also con-
figurations with periodic and mixed boundary conditions for
gravity using the Ewald method or its modifications as de-
scribed in Wu¨nsch et al. (2018). We implement this property
also for sink particles. This allows to study systems whose
computational domain is surrounded by an infinite number
of its periodic copies in one, two or three spatial directions.
In these cases, sink particles experience the gravitational
force also from all the other periodic copies of the compu-
tational domain. For example, these configurations might
be suitable for modelling filaments (Clarke et al. 2016) or
stratified boxes within galactic discs (Walch et al. 2015).
This means that if periodic or mixed boundary conditions
are adopted, sink particles ”feel” the gravitational force also
from all the other periodic copies of the computational do-
main.
After the derivatives of the regular force are obtained
for each sink particle, the correction for the regular force is
calculated, and the sink particle position at the current time
evaluated.
2.1.3 The softening radii
In order to take into account the strong dynamical encoun-
ters between stars, the softening radius rsoft,ss for sink-sink
interaction and sink-gas interaction rsoft,sg can be set inde-
pendently, with the former one being typically smaller. We
test (Sect. 3.1.4) that the numerical scheme is able to cope
with softening radii rsoft,ss as small as the stellar radius. We
use the recommended value of the sink-gas softening radius
rsoft,sg to be 2.5 grid cell size at the highest refinement level
as recommended by Federrath et al. (2010); too small value
of rsoft,sg is dangerous because it could cause a strong inter-
action between an extended gas element and a sink particle,
which is artificial.
The code also enables two groups of sink particles with
two different softening radii, rsoft,ss,1 and rsoft,ss,2, which is
intended for projects where a handful of massive stars (the
first group), which dominates stellar dynamics and feed-
back, is integrated accurately at a high CPU cost, while
much larger second group representing low mass stars does
not evolve dynamically so fast and can be integrated with
a larger softening radius. Tests containing sink particles of
two different softening radii are presented in Sect. 3.1.5 and
3.1.6.
We adopted the particular form of the softening po-
tential from eq. 21 of Monaghan & Lattanzio (1985) (see
also appendix A of Federrath et al. 2010). Unlike many
other softening potentials (e.g. the Plummer softening), this
potential continuously transforms to the 1/r potential at
rsoft,ss, so the stellar dynamics is exact outside the softening
radius (r > rsoft,ss). For a reader interested in implement-
ing the softening potential in a Hermite scheme, we list the
corresponding formulae in Appendix A.
c© 2020 RAS, MNRAS 000, 1–21
4 F. Dinnbier & S. Walch
2.2 Forces acting on gas
Unlike stellar dynamics which is dominated by the gravita-
tional force, gaseous dynamics is influenced by other forces,
for example thermal and ram pressure gradients, and ra-
diation pressure from the newly formed stars. Since these
non-gravitational forces are typically evaluated with large
uncertainties, the criteria for calculating the gravitational
force for gas are also less strict than those for sink particles.
Accordingly, the gravitational acceleration due to gas is cal-
culated by the standard octal tree method (Wu¨nsch et al.
2018).
The gravitational acceleration due to sinks is calculated
as follows: First, the mass of sink particles is distributed
on grid according to formula (A1). Then, the mass of sink
particles is propagated via the octal tree as a new node
property, and during force evaluation added to the gaseous
mass within the particular block.
This time consuming calculation is done once per one
hydrodynamical half-time-step. At that instant, the tree of
the gas distribution is also utilised for calculating the force
due to gas acting on sink particles as described in the pre-
vious section.
3 ACCURACY AND PERFORMANCE TESTS
We take the usual steps and require that before address-
ing more complex problems, the code must succeed in less
complex situations. First, in Sect. 3.1, we study the accu-
racy of the implementation of the Hermite integrator with
softening employed on simple problems including from two
to ten thousand sink particles with negligible influence of
the gaseous potential. In these settings, flash behaves like
a simple N-body integrator without regularising techniques.
Then, in Sect. 3.2, we study the accuracy of gravitational in-
teraction between sink particles and gaseous spheres includ-
ing gravitational collapse and accretion. When comparing
to nbody6, we refer to the new flash integrator as Her-
miteSink, which is the name of the new module.
3.1 Sink particles interacting with themselves
To suppress the gravitational influence of the gas, we set
its density to ρ = 10−40 g cm−3 for all tests in this section.
This enables us to easily verify the simulation by checking
the evolution of the energy error because negligible energy
is exchanged with the gaseous component. Throughout this
section, the relative energy error ∆e(t) at time t is defined
as
∆e(t) = |E(t)− E(t = 0)|/|E(t = 0)|, (3)
where E(t) is the total mechanical energy (i.e. the kinetic
and potential energy) of all the sink particles in the system.
3.1.1 Two body problem
We use a two body problem to show that the implementation
behaves like a 4th order integrator, i.e. that the energy error
decreases with the size of a time-step dt as (dt)4. The bodies
are of non-equal masses, with the primary and secondary
mass 1 M and 3 × 10−6 M, respectively. Their orbit is
eccentric with  = 0.9 and semi-major axis a = 1 AU.
The time dependence of the energy error for time-steps
calculated with η = 0.01, η = 0.001 and η = 0.0001 (cf.
eq. (1)) is shown in the left panel of Figure 1. The increase
of η by factor of 10 means a time-step larger by a factor
of
√
10, and an energy error larger by a factor of 100. This
scaling is indicated by the thin black lines, which represent
the error for the model with η = 0.0001 multiplied by 100
and 10000, respectively. The scaled errors are of the same
order as the error of models with η = 0.001 and η = 0.01.
Note that the model with η = 0.01 has 342 time-steps per
orbit. Qualitatively, the error for a two body problem of
the same eccentricity is listed in Aarseth (2003, his table
13.1), which is ∆e ≈ 7.8 × 10−7. Our implementation has
an error of the same order of magnitude, ∆e ≈ 16 × 10−7
when averaged over 1000 orbits. We attribute the slightly
worse error in our implementation to the large difference in
the masses of the bodies.
The previous test is calculated with predictor to the
order F(1) (F = FI + FR). The right panel of Fig. 1 shows
the energy error for the same test but with predictor to
the order F(3) (only the star to be advanced is predicted to
the high order, the other stars are predicted to the order
F(1)). The higher order predictor results in more accurate
calculations (the orbits with η = 0.01 and η = 0.001 have
by factor of 10 smaller ∆e at the end of the simulations).
Since the costs of using a higher order predictor are small,
we use this predictor as a default option of the integrator.
We use the same initial conditions to test the imple-
mentation of the softening potential. For this test, we set
rsoft,ss = (1 + )a/1.2, which ensures that the bodies ap-
proach each other at a distance r < rsoft,ss/2 at the peri-
centre, and recede from each other at a distance r > rsoft,ss
at the apocentre. Such a trajectory covers all the three dif-
ferent functional forms of the softened potential (eq. A2).
After 10 orbits in the softened potential, the relative energy
error is log10(∆e) = −6.04 (η = 0.01), which is of the same
order as ∆e for the potential without softening (right panel
of Fig. 1) after the same number of orbits, indicating that
the softening potential is implemented correctly in the code.
3.1.2 Mixed boundary conditions
If the astrophysical system in question possesses a symme-
try, it is often beneficial to use this fact to facilitate the cal-
culations. For example, a box of side lengths Lx, Ly and Lz
placed on the Galactic disc can be, to some approximation,
translated in the x direction by distance Lx or in the y di-
rection by distance Ly (direction z is normal to the galactic
plane) without changing the gravitational force inside the
box. In this approximation, the gravitational force of the
whole galactic disc is calculated as if the computational do-
main were copied in directions x and y to infinite distances,
and the gravitational force of each of the copy summed to-
gether. Thus, this galactic setup has mixed boundary condi-
tions (i.e. periodic in directions x and y, and isolated in the
direction z). Similarly, a piece of a straight filament (with
symmetry axis in direction x) is approximately symmetric in
respect to translation by the distance Lx. Thus, the filamen-
tary setup has another type of mixed boundary conditions,
periodic in the direction x and isolated in the other direc-
c© 2020 RAS, MNRAS 000, 1–21
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Figure 1. Evolution of the relative energy error ∆e as a function of time for a two body problem of unequal masses (M2/M1 = 3×10−6)
with eccentricity  = 0.9 and the semi-major axis of 1 AU. The orbits are integrated by the Hermite predictor-corrector scheme with
three different values of the constant η (c.f. eq. (1)) as indicated by the thick lines. Left panel: Predictor to the order F(1). The thin
black lines show the error for the model with η = 0.0001 scaled so that it corresponds to the expected errors of a 4th order integrator
with η = 0.001 and η = 0.01. Right panel: Predictor to the order F(3).
tions y and z. Some systems can be also approximated with
periodic boundary conditions in all three directions.
For computational domains with periodic, or mixed
boundary conditions, it is advantageous to speed up the con-
vergence of the gravitational force calculation by the Ewald
method (Ewald 1921; Springel 2005; Wu¨nsch et al. 2018).
We connected the sink particles to the Ewald method, so
that not only gas, but also sink particles feel the gravita-
tional force from the periodic copies of the computational
domain. Likewise, not only gas, but also sink particles are
replicated for the purpose of calculating the gravitational
force.
To test the implementation of mixed boundary condi-
tions (BCs), we set the configuration as follows. The box is
a cube of a side-length Lx = Ly = Lz = 1 pc with periodic
boundary conditions in directions x and y, and with isolated
BCs in the direction z. There is a massive sink particle of
mass 1 M at (0, 0, Lx/2), and a test particle of negligible
mass at (Lx/2, Lx/2, Lx/2 + Lx/10). The displacement of
the test particle by Lx/10 makes the particle to oscillate in
the z direction through the plane of symmetry, which is at
z = Lx/2. In the approximations of small displacements,
the z motion of the test particle follows the equation of har-
monic oscillator, i.e. z(t) = Lx/2 + (Lx/10) cos(2pit/T ) with
period T = 22.9 Myr.
Figure 2 shows the evolution of the z displacement of
the test particle (black line), and the harmonic approxima-
tion (red line). The measured period of oscillation, 23.2 Myr,
is very close to the analytic value of 22.9 Myr. Sink particles
are connected to the Ewald method also for computational
domains with periodic boundary conditions in one direc-
tion and with isolated boundary conditions in the other two
Figure 2. The vertical position z of the test particle oscillating
through the plane of symmetry at z = 0.5 pc (black line). The
analytical solution is shown by the red line.
directions, and for computational domains with boundary
conditions periodic in all the three directions.
3.1.3 Star clusters and their performance test
We investigate the CPU costs and energy error in simula-
tions of star clusters containing from N = 10 to N = 104
stars, where each star is represented by one sink parti-
cle. At the beginning, the density distribution of the clus-
ters corresponds to the Plummer model with Plummer pa-
rameter aPl = 0.1 pc. The stellar velocities are isotropic
c© 2020 RAS, MNRAS 000, 1–21
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Figure 3. Left panel: Scaling of the walk-clock time TCPU as a function of the number of particles N within a cluster over 10 half-mass
radius crossing times. Results of the leap-frog scheme and the Hermite scheme are plotted by green and red circles, respectively. The
theoretical scaling TCPU ∝ N2 is indicated by dotted lines. Right panel: The dependence of the relative energy error ∆e on the number
of particles N for the two integrators. The Hermite scheme is not only ∼ 1000× faster than the leap-frog, but it is also more accurate.
and chosen so that the cluster is in virial equilibrium
(Aarseth et al. 1974), The softening radius is 1 AU ≈ 5 ×
10−6 pc. The masses of the stars are randomly drawn from
the Salpeter IMF (Salpeter 1955) within the mass range
(0.1 M, 120 M) 2 . The clusters are integrated for 10 half-
mass radius crossing times, which corresponds to 12 Myr for
the 10 particle cluster, and to 0.4 Myr for the 104 particle
cluster.
The scaling of the code with increasing number of par-
ticles is shown in the left panel of Fig. 3. The same clusters
take approximately 1000× more time to be calculated with
the leap-frog scheme (green circles) than with the Hermite
scheme (red circles). Note that the leap-frog uses the same
time-step for all particles, which likely makes up the most of
the difference. The dashed lines indicate the expected scal-
ing Tcpu ∝ N2 for a softened problem of N bodies. While the
Hermite scheme follows quite closely the expected scaling for
clusters with N < 3 × 103, the computational demands for
the leap-frog tend to increase steeper. The deviation from
the ideal scaling for the clusters with N = 10 is probably
due to the inability of the CPU time measuring routines to
measure accurately the relevant calls, which are very short
in this case.
The relative energy error was calculated at the end of
each simulation, and the results are plotted in the right
panel of Fig. 3. The plot shows that although the leap-frog
2 This overproduces low mass stars in contrast to modern studies
of the IMF (Kroupa 2001; Chabrier 2003), but the system de-
scribed in this section aims at testing the implementation rather
than realistic models of star clusters.
is ∼ 103× slower, it is even less accurate than the Hermite
scheme.
3.1.4 Tightly bound systems free of softening
An important feature of massive stars is that they often form
temporal systems consisting of several bodies (an example
is the Trapezium at the centre of the Orion star forming
region), which are dynamically unstable, with binary recoils,
binary hardening (Heggie 1975), and production of runaway
stars (Pflamm-Altenburg & Kroupa 2006; Fujii & Portegies
Zwart 2011; Tanikawa et al. 2012; Wang et al. 2019). It
is desirable that these features are correctly implemented
also in a hydrodynamical code so that stellar dynamics and
stellar feedback are included self-consistently.
In order to test the integrator on these systems, we per-
form a statistical analysis of 100 simulations of the same
compact system consisting of 10 massive stars. The system
is a Plummer sphere with aPl = 0.025 pc in virial equilib-
rium at the beginning, and the stars are generated from the
Kroupa IMF in the mass range (15 M, 40 M). To treat
stellar dynamics as accurately as possible, we set the soft-
ening radius to be two times the radius of a B0 star, which
we take to be 7.5R (c.f. table 3.13 in Binney & Merri-
field 1998), so rsoft,ss = 15R = 3.0 × 10−7 pc. This means
that stellar dynamics is reproduced correctly until two mas-
sive stars touch each other; In other words, the softening is
decreased to such an extent that it plays role only during
direct stellar collisions. The initial conditions differ only in
the random number used for generating stellar positions, ve-
locities and masses. To benchmark our implementation, we
c© 2020 RAS, MNRAS 000, 1–21
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integrated exactly the same clusters by the state-of-the art
code nbody6.
Left panel of Fig. 4 compares the number of stars Nesc
which escaped from the system as a function of time. An es-
caper is defined as a star which is projected further away
than 0.5 pc from the cluster density centre. Both codes
are almost identical to each other by 1 Myr, with nbody6
producing slightly more escapers after that (8.5 vs 7.4 at
t = 3 Myr).
Another quantity of interest is the velocity distribution
of escaping stars. We consider as escapers all stars which
are gravitationally unbound at time t = 3 Myr; we calculate
the binding energy for every star at that time, and if the
energy is positive, we take the star as an escaper. Then, its
escape velocity vesc is calculated relative to the velocity of
the mass centre of the system. The HermiteSink module
and nbody6 produce 4.2 and 4.8 escapers per simulation,
respectively. The velocity distribution of escaping stars cal-
culated by the HermiteSink module, as shown in the right
panel of Fig. 4 (red line), is very close to the velocity dis-
tribution of escaping stars as calculated by nbody6(green
line). Also, the number of stars with escaping velocity in ex-
cess of 10 km s−1 is close between the codes (0.09 and 0.12
per model for the HermiteSink module and nbody6 , re-
spectively), demonstrating that the HermiteSink module
is capable of producing correct number of fast ejectors.
Thus, the HermiteSink is capable of treating strong
stellar encounters very well when used with softening radius
of the order of stellar radius. Obviously, the cost of this brute
force approach is the CPU time, which in these models is
60 s per simulation, while it is 0.8 s for nbody6. The median
relative energy error from these simulations is 7 × 10−7 for
the HermiteSink module and 4 × 10−3 for nbody6. With
increasing number of stars, the CPU demands increase sub-
stantially, but this test demonstrates that it is possible to
accurately model a dynamics of small stellar systems for sev-
eral Myrs, which is long enough to simulate their embedded
phase.
3.1.5 Clusters with two different softening radii for sink
particles: Energy conservation
Since in star cluster formation models the main focus is on
the dynamics of the most massive stars, which dominate
feedback, the dynamics of lower mass stars (m . 9 M)
leaves a substantial room for approximations. It is desirable
to decrease the number of lower mass stars as they signif-
icantly outnumber their higher mass counterparts (aprox.
1:300 for a randomly sampled Kroupa IMF in the inter-
val (0.01 M, 120 M)). Lower mass stars also dominate the
mass of the cluster, comprising 80.5 % of total cluster stellar
mass for the adopted IMF. The only influence of lower mass
stars on the gas and massive stars is due to their gravita-
tional force, so the approximation of the lower mass stars
should model their gravitational force correctly.
We approximate many lower mass stars with one sink
particle. However, this implies that the reduced number of
particles has shorter relaxation time-scale than a real clus-
ter. Particularly, clusters with massive stars usually contain
more than several hundreds of stars in total, making the
relaxation time of the low mass stars to be of the order of
≈ 3 Myr, and longer for more massive clusters. This means
that the relaxation time-scale is comparable, or longer than
the life-time of embedded star clusters. Accordingly, we pre-
vent relaxation processes by setting a generous softening ra-
dius of rsoft,ss,2 = 0.01 pc. Note that the individual mass of
these sinks should be smaller by a factor of several than the
individual mass of massive stars for the dynamical friction of
massive stars to be correctly accounted for. We refer to the
sink particles representing lower mass stars as the second
group sinks.
To take into account the strong dynamical interac-
tions between massive stars, massive stars have far smaller
softening radii, which correspond to the stellar radius, i.e.
rsoft,ss,1 = 3 × 10−7 pc. The sink particles representing the
massive stars are referred to as the first group sinks.
In order to check energy conservation in a cluster with
two groups of sink particles, we perform the following mod-
els. Model C1e3TW is the test cluster containing two dif-
ferent groups of sink particles. The cluster has a Plummer
profile of aPl = 0.3 pc, mass of Mcl = 10
3 M, it contains 9
massive stars generated from the Kroupa IMF in the mass
range of (9 M, 40 M) with total mass in massive stars
Mmassive = 140 M. These stars are represented by sink par-
ticles of group 1. The lower mass stars are approximated by
sink particles of group 2; we adopt in total 100 sink particles,
each of mass 8.6 M.
The control model (C1e3RW), which represents a re-
solved star cluster (i.e. a particle represents a single star),
has the same Mcl and aPl as model C1e3TW, but all its
stars are sampled from the Kroupa IMF from the range of
(0.5 M, 40 M), which results in 680 stars, and they all have
rsoft,ss,1 = 3 × 10−7 pc. The details of the simulations are
summarised in Table 1.
The relative energy error ∆e(t) between the models is
compared in the left panel of Fig. 5. It demonstrates that
the approximated model C1e3TW with sink particles of two
different softening radii has only slightly larger energy error
(by less than 0.5 dex) than model C1e3RW with all sink par-
ticles of identical softening radius. Thus, using sink particles
of very different softening radii does not introduce substan-
tially larger energy error than using sink particles of the
same softening radius.
3.1.6 Clusters with two different softening radii for sink
particles: Reaction on gas expulsion
The models of the previous section are set up without gas
for the purpose to test the mechanical energy conservation.
However, these models are not that suitable for testing the
dynamical evolution of stars. For this purpose, we study the
half-mass radii evolution of clusters impacted by a rapid
change in the gravitational potential φ due to gas expulsion.
Here, unlike in Sect. 4 below, we prescribe the behaviour of
the gas by a simple spherical analytic model, so we do not
need to introduce gas on the grid.
Another reason for this test is to verify the approxi-
mation of the lower mass stars by the two groups of sink
particles in a configuration where the gravitational field of
gas changes rapidly. These conditions are similar to the sim-
ulations performed in Sect. 4, and here we check that the
massive stars, which feel the gravitational field not only from
gas but also from lower mass stars, evolve close to the control
model.
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Figure 4. Comparison of the HermiteSink flash module (red lines) with the sophisticated code Nbody6 (green lines) on the test
problem of Sect. 3.1.4 (small compact star clusters). The total number of stars in the system is Ntot = 10. The results are averages over
100 different realisation of the same model. Left panel: The number Nesc of stars which have escaped from the compact stellar system
by time t. Right panel: Cumulative velocity distribution of escaping stars.
Run name Mcl [M] Mgas [M] mup [M] Mmassive/Mcl Nsink,1 Nsink,2
C1e3RW 1000 0 40 0.14 689 0
C1e3TW 1000 0 40 0.14 9 100
C3e3RG 1000 2000 40 0.14 689 0
C3e3TG 1000 2000 40 0.14 9 100
Table 1. Parameters of the simulations investigated in the tests of Sect. 3.1.5 and 3.1.6. The clusters are of mass Mcl, and they are
embedded in a spherical gaseous potential of mass Mgas. The IMF is populated up to mass mup, so the total mass of massive stars is
Mmassive. The clusters are composed of two different groups of sink particles with number of stars Nsink,1 and Nsink,2 in the respective
group.
The gas is modelled by a Plummer model of initial mass
Mgas(t = 0) = 2Mcl, and Plummer parameter aPl = 0.3 pc.
Gas expulsion is realised by exponentially decreasing the
gaseous mass,
Mgas(t) = Mgas(t = 0) exp {−(t− td)/τM}, t > td (4)
which is a common approach in N-body simulations (e.g.
Kroupa et al. 2001; Baumgardt & Kroupa 2007 see also
Goodwin 1997 for a similar earlier study). Gas expulsion
starts after time delay of td = 0.6 Myr, and it occurs on
time-scale of τM = 0.03 Myr, which is shorter than the half
mass crossing time of the cluster (th = 0.15 Myr). As in
Sect. 3.1.5, we run a model with stars represented by two
groups of sink particles for the lower mass and massive stars
(model C3e3TG), as well as a model where the same stellar
mass is realised by sampling the Kroupa IMF in the range
of (0.5 M, 40 M) by one group of sink particles (model
C3e3RG). The simulations are detailed in Table 1.
The right panel of Fig. 5 shows the time evolution of the
half-mass radius rh calculated separately for the lower mass
stars (thin lines), and the higher mass stars (thick lines). Be-
fore gas expulsion (at td = 0.6 Myr), the radius rh remains
approximately constant for the lower mass stars, while it de-
creases for more massive stars as these stars mass segregate.
The fact that rh for lower mass stars stays approximately
constant for 0.6 Myr, which corresponds to several cluster
crossing times th, indicates that the second group of sinks is
nearly in equilibrium.
The clusters rapidly expand at 0.6 Myr due to gas ex-
pulsion. Massive stars, which partially mass segregated, are
more centrally concentrated than the lower mass stars. The
agreement in rh between the approximative model C3e3TG
for both groups of sink particles (green lines) and model
C3e3RG representing a resolved cluster (red lines) is very
good. The agreement indicates that the adopted approxi-
mation to lower mass stars is appropriate for studying the
reaction of stars (both lower mass and massive) on gas flows
in embedded star clusters.
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Figure 5. Left panel: Evolution of the energy error ∆e(t) for gas free clusters (models of Sect. 3.1.5). The model with two groups
of sink particles (C1e3TW; green line) has only slightly (by ≈ 0.5 dex) larger energy error than the control run of the resolved cluster
(C1e3RW; red line). Right panel: Evolution of the half-mass radius rh in models C3e3TG (green lines) and C3e3RG (red lines), which
is studied in Sect. 3.1.6. The gaseous potential is approximated by an analytic Plummer model, which exponentially decreases after
0.6 Myr, resulting in rapid expansion of the cluster. We separately calculate rh for lower mass stars (m < 9 M; thin lines) and massive
stars (m > 9 M; thick lines); rh of both stellar groups evolves almost identically between the models.
3.2 Mutual interaction between sink particles and
gas
While the main topic of the previous section is to check the
accuracy of the integrator between sink particles themselves,
here we test the accuracy of the integrator between sink
particles and gas. Note that the main qualitative difference
between the Hermite and leap-frog integrators for a particle
subjected to a gas is in the predictor step of the former
integrator, which takes into account the velocities of the
individual tree nodes (eq. 2).
3.2.1 A sink particle subjected to gas
The initial conditions consist of a stable Bonnor-Ebert
sphere of parameter ξ = 4, mass MBE = 1 M, temperature
T = 10 K and mean molecular weight µ = 2.0. The sphere is
confined at a radius of 0.052 pc by a warm medium of tem-
perature Ta = 10
4 K with mean molecular weight µa = 0.5.
The sphere is placed at the centre of a box of uniform reso-
lution 0.003 pc.
There is a sink particle of mass msink = 0.01 M
located outside the sphere at the position (x, y, z) =
(0.08, 0, 0) pc relative to its centre, and with initial veloc-
ity vy = 0.24 km s
−1 pointing in the y direction so that the
particle is on a circular trajectory around the sphere. The
trajectory is integrated for 10 orbits.
Hydrodynamics is switched off to keep the gravitational
field as close to the theoretical value as possible. The rela-
tive energy error ∆e(t) is defined again by eq. (3), but in this
test we use E(t) = v(t)2/2−GMBE/r(t), where v(t) and r(t)
is the instantaneous sink particle velocity and position rel-
ative to the centre of the Bonnor-Ebert sphere. Note that
this approach neglects the mass of the low density warm gas
(of density by ∼ 103 lower than the density of the sphere)
outside the Bonnor-Ebert sphere, which likely increases the
energy error. To test the influence of the discretisation of
the Bonnor-Ebert sphere to tree nodes, we perform the cal-
culation with three values of the opening angle θ (Barnes &
Hut 1986). The left panel of Figure 6 shows the evolution
of the relative energy error ∆e(t) for the Hermite integrator
(red lines) with θ = 0.2, θ = 0.5 and θ = 1. As expected,
the energy error decreases with decreasing θ; from ≈ 10−2
for θ = 1 to ≈ 10−3.5 for θ = 0.2.
The energy error rather periodically fluctuates than in-
creases. The fluctuations are likely caused by the finite dis-
cretisation of the Bonnor-Ebert sphere on the grid, which
introduces a non-spherical perturbations. However, pertur-
bations are symmetric to planes x = 0, y = 0, and z = 0,
which implies that their contributions cancel out as the sink
particle orbits (for example, the perturbation to the force
component Fx at (x, y, 0) is of the same value but of the
opposite sign than that at (−x, y, 0)). This explains why
the energy error suddenly drops when the particle passes
through its initial position, which happens every ≈ 2.5 Myr.
This means that the already low energy error is dominated
by the finite resolution of the Bonnor-Ebert sphere instead
of the properties of the integration scheme. Even lower en-
ergy error will be obtained for higher resolution simulations.
In contrast, the leap-frog integrator has substantially
larger energy error, which reaches 10−1 after several orbits
(left panel of Fig. 6). This is despite the fact that the leap-
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Figure 6. Left panel: The energy error evolution ∆e(t) for a sink particle on a circular orbit around a Bonnor-Ebert sphere during
ten orbits (Sect. 3.2.1). The results for the Hermite integrator with different opening angles θ for blocks are shown by red lines. The
result for the leap-frog integrator, which uses θ = 0, is shown by the green line. Right panel: The x− momentum error evolution
(∆px(t) = px/|p|) for a system composed of a Bonnor-Ebert sphere and a sink particle (Sect. 3.2.2). The line description is the same as
in the left panel.
frog integrator evaluates the gravitational force at a higher
accuracy (and at higher CPU costs), resolving contribution
from each cell individually (θ = 0). The Hermite integrator
outperforms the leap-frog even with a generous resolution of
the blocks for gravity with θ = 1 as seen by the red dotted
line.
3.2.2 Gas subjected to a sink particle
The initial conditions of this test are identical to the test in
Sect. 3.2.1, with the only difference that the hydrodynam-
ics is enabled. This unfortunately makes the test less sensi-
tive because the gravitational field is no longer spherically-
symmetric, but such a high accuracy is not necessary for the
present test.
As the particle orbits the Bonnor-Ebert sphere, the
sphere accelerates towards the particle, and also the par-
ticle stirs tides on the surface of the sphere. However, the
total momentum of the system should conserve, which we
investigate here. Because the sphere is at rest initially, the
total momentum corresponds to the initial momentum of
the sink particle p = (0,msinkvy, 0). The right panel of Fig.
6 plots the evolution of the relative error of the conserva-
tion of the x− momentum component, i.e. ∆px(t) ≡ px/|p|,
for the Hermite integrator (red lines) with θ = 0.2, θ = 0.5
and θ = 1, and for the leap-frog integrator (the green line).
The plotted time-scale is slightly longer than one particle or-
bit. For the Hermite scheme, the momentum error decreases
with decreasing θ from 3% for θ = 1.0 to 1.5% for θ = 0.2.
The Hermite integrator again outperforms the leap-frog
integrator (green line) despite leap-frog having the entering
gravitational force determined with higher accuracy (leap-
frog has θ = 0, while Hermite integrator has θ > 0). This
also results in faster code execution of the Hermite scheme
because it needs a smaller number of tree nodes to be opened
for the same accuracy.
3.2.3 Gravitational collapse and accretion
The main purpose of this test is to check the accuracy of
the gravitational force which drives the infall of the outer
parts of the sphere towards the centre, where it gets accreted
onto the sink particle. The force is generated by both the
innermost gas and the sink particle, and as the sink particle
grows in mass, its gravity becomes more important while
the accretion rate should remain constant until the sphere
is exhausted. Thus, if the acceleration due to gas differed
from the acceleration due to the sink, the accretion rate
would change as the gravity from the sink particle becomes
more significant with time. This configuration is suited for
testing possible imbalances between the gravitational force
due to sink particles and gas as experienced by a gaseous
body.
As derived by Shu (1977), a core surrounded by a spher-
ically symmetric isothermal gas with density in the form of
ρ(r) =
Ac2s
4piGr2
, (5)
accretes the gas at the rate of
M˙ =
m0c
3
s
G
, (6)
where cs is the sound speed, and m0 and A dimensionless
constants. The constant m0 is a function of A.
We initialised the sphere with cs = 0.2033 km s
−1 and
A = 29.3. This value of A results in m0 = 133 (Feder-
rath et al. 2010), so the theoretical accretion rate (eq. 6)
is 265 M/Myr. We study the influence of increasing spa-
tial resolution as well as the accuracy of gravitational force
evaluation (controlled by the opening angle θ). For both the
Hermite and leap-frog integrator, we run three models of in-
creasing spacial resolution from ∆x = 0.063 pc, via 0.031 pc
to 0.016 pc and decreasing θ from θ = 1.0, via 0.5 to 0.2
(e.g. the model with ∆x = 0.016 pc has θ = 0.2). We place
a sink particle of negligible mass 1g at rest at the centre of
the sphere so that we can measure its accretion rate, which
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Figure 7. The accretion rate onto an isothermal sphere calcu-
lated by the HermiteSink module (red lines) as compared to the
standard sink particle implementation in flash(green lines). For
each of the implementation, we vary the opening angle θ as well
as spacial resolution ∆x as indicated by the line style. The the-
oretical accretion rates for temperature 10 K and 11 K according
to eq. (6) are indicated by the horizontal black lines (the initial
temperature of 10 K increases due to the large compression, the
ratio of specific heats is γ = 1.001).
we use as an indicator of the accuracy by which the gravita-
tional force of the sink particle and the gas attracts the gas
from the outer parts of the sphere. We set both the accretion
radius ra and the softening radius rsoft,sg for gas-sink inter-
action to 2.5∆x. The threshold density for accretion ρthr is
determined as ρthr = pic
2
s/(4Gr
2
a).
Fig. 7 compares the evolution of the accretion rate
as calculated by the HermiteSink module (red lines) and
by the standard flash sink particle implementation (green
lines). For both integrators, higher resolution models reach
the highest accretion rate earlier. After establishing, the ac-
cretion rate is almost constant in all the models, and the
value of this constant does not depend on the resolution.
The accretion rate calculated by the HermiteSink module
is almost identical to the standard flash sink particle im-
plementation, and in agreement with eq. (6) as indicated by
the horizontal lines.
3.3 Practical aspects and limitations
The integration scheme is coupled to the stellar evolutionary
module as well as the modules dealing with stellar winds,
ionising radiation and SNe, which are described in Gatto
et al. (2017) and Peters et al. (2017). This enables self-
consistent treatment of stellar dynamics and feedback.
To provide an order of magnitude estimate of the CPU
costs on a modern processor (Xeon E5-2697 v3), integrating
a cluster of 103, 3 × 103 and 104 stars for 10 rh crossing
times lasts for 1.2× 102s, 3.1× 103s, and 105s, respectively
(Fig. 3). In these cases, we adopt rather stringent criteria
(compact cluster of aPl = 0.1 pc, small softening radius of
rsoft,ss = 5×10−6 pc and stars of different masses) to obtain
the likely upper limit of CPU demands in realistic simula-
tions. Likewise, if the same number of stars is distributed to
more clusters, the calculation is substantially faster. Since
the N-body integration is done in serial, the integrator sim-
ply adds these CPU demands to the total costs. Taking into
account the huge CPU costs typically consumed by mod-
elling other physical processes (e.g. gas self-gravity, radia-
tive transfer) in state-of-the-art high resolution simulations,
integration of a compact cluster with up to N = 104 stars
is entirely possible with the HermiteSink module. Possibly
larger number of sink particles can be integrated in more
rarefied clusters or with using a larger softening radius.
4 THE TIMESCALE OF GAS EXPULSION
FROM EMBEDDED STAR CLUSTERS
4.1 Numerical method and initial conditions
4.1.1 Numerical method
The simulations are performed by 3D adaptive mesh re-
finement code flash (Fryxell et al. 2000). Hydrodynam-
ics is advanced by the PPM method (Colella & Woodward
1984). Self-gravity due to gas is evaluated by an octal tree
method with geometric criterion and opening angle θ = 0.5
(Wu¨nsch et al. 2018). Sink particles are integrated by the
HermiteSink module described above in this paper. We
use two groups of sink particles, where the first group sinks
(representing massive stars) are sources of ionising radiation
and stellar winds, while the second group sinks (lower mass
stars) interact only gravitationally. The number of ionising
photons as well as the properties of stellar winds are ob-
tained from synthetic stellar evolutionary tracks of Ekstro¨m
et al. (2012). These quantities are calculated for each star
individually based on its mass m and age. The transfer of
ionising radiation is calculated by the TreeRay algorithm
(Wu¨nsch et al. in preparation). Stellar winds are realised by
injecting the wind momentum to a sphere of the radius of
three grid cell size around the star (which is at the highest
refinement level), which is described in detail in Haid et al.
(2018).
The interstellar medium (ISM) is represented by a two
fluid model, where the cold phase is isothermal and the warm
and hot phases are adiabatic with polytropic index γ = 5/3.
The cold isothermal phase is always at 10 K, and it turns
into the other fluid if irradiated by ionising radiation from
massive stars (temperature 104 K). Then, it can be heated
further by thermalisation due to stellar winds. The gas at
temperature in excess of 104 K cools according to the Suther-
land & Dopita (1993) cooling function. The rapid cooling in
the warm and cold phase is approximated by setting the
temperature immediately to 10 K for any non-irradiated cell
which reached temperature 104 K.
4.1.2 Initial conditions
The embedded clusters consist of two components: a gaseous
component (of total initial mass Mgas), and stellar com-
ponent (of total initial mass Mcl), so the total embedded
cluster mass is Membd = Mcl + Mgas. The most important
properties of the simulations are summarised in Table 2.
In all the simulations, we set the star formation efficiency
SFE = Mcl/(Mcl + Mgas) to 1/3 regardless of the cluster
mass. Although higher SFEs are suggested by some works
(particularly for more massive clusters, e.g. Kruijssen 2012),
another works suggest the value of SFE to be around 1/3
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Run name Membd Mcl Mgas mup Nmassive
Mmassive
Mcl
tff Σgas Rstr
[103M] [103M] [103M] [M] [ Myr] [ M pc−2] [ pc]
C9e2 O9e2 0.9 0.3 0.6 19 2 0.08 0.96 96 0.07
C3e3 O3e3 3.0 1.0 2.0 40 7 0.14 0.52 320 0.11
C9e3 O9e3 9.0 3.0 6.0 71 29 0.17 0.30 960 0.11
C3e4 O3e4 30.0 9.0 20.0 112 90 0.18 0.17 3200 0.09
C9e4 O9e4 90.0 30.0 60.0 120 276 0.20 0.10 9600 0.06
Table 2. List of the modelled embedded clusters. First two columns are model names, Membd is the total mass of the embedded cluster
(i.e. stellar and gaseous mass combined), Mcl is the total stellar mass of the cluster (both in low mass and massive stars), Mgas is the
initial gaseous mass, mup is the upper mass limit of stars in the cluster, Nmassive is the total number of massive stars, Mmassive is the
total mass in massive stars, tff is the initial central free fall time, Σgas(1 pc) is the mean gas surface density within projected radius of
1 pc, and Rstr is the initial Stromgren radius of all stars if they were located at one point at the cluster centre.
(e.g. Lada & Lada 2003; Banerjee & Kroupa 2017), so the
value of the SFE is not well constrained. We adopt a rel-
atively low value of the SFE to study the upper limit on
the gas expulsion time-scale as well as the maximum cluster
mass for which the cloud dissolution by photoionising and
wind feedback is inevitable.
The stellar as well as gaseous component is represented
by a Plummer sphere of Plummer parameter aPl = 1 pc.
This initial radius is somewhat larger than the majority of
observed embedded star clusters (e.g. Kuhn et al. 2014; Traf-
icante et al. 2015 see also Marks & Kroupa 2012). The main
reason for our choice of the value of aPl is to avoid clouds
of surface density Σgas in excess of ∼ 5000 M (c.f. Table
2), which have feedback dominated by radiation pressure
(Krumholz & Matzner 2009; Fall et al. 2010), which we can-
not model by flash currently. Another reason is that the
cloud collapses at the beginning of the simulation, so the
stellar component, which follows the gravity of the gas, be-
comes more concentrated before feedback (in some of the
models) reverses the collapse.
The embedded cluster is placed at the centre of a cube
of side-length 10 pc with a basic resolution grid of ∆x =
0.08 pc. The grid is adaptively refined on sink particles up to
the highest refinement level with resolution of ∆x = 0.02 pc.
This resolution enables us to resolve the Stromgren radius
even at the centre of the cloud if all massive stars are located
at the centre (c.f. Rstr in Table 2). We do not base the grid
refinement criterion on the Jeans length because we are not
interested in capturing the details of gravitational collapse;
instead, we intend to resolve the immediate vicinity of stars
because it is where feedback is imparted to the gas.
The star cluster is initially in virial equilibrium with the
gas; the initial sink particle positions and velocities are gen-
erated by the method of Aarseth et al. (1974). Since feedback
produced by a star depends sensitively on its mass, it is nec-
essary to limit the upper stellar mass mup for the lower mass
clusters; for example, generating a 120 M star in a 1000 M
cluster would overestimate destruction of its natal cloud, yet
such massive stars are rarely observed in lower mass clus-
ters. We adopt the particular value of mup for a cluster of
mass Mcl from the mup −Mcl relation proposed by Weid-
ner et al. (2010) (see also Elmegreen (1983, 2000); Weidner
& Kroupa (2004); Oey & Clarke (2005) for earlier works).
Accordingly, massive stars (m > 9 M; represented by the
first group of sink particles) are drawn randomly from the
IMF of Kroupa (2001) from the mass interval (9 M,mup).
This means that with increasing cluster mass Mcl, the total
mass in massive stars Mmassive increases not only because of
Figure 8. The number of hydrogen ionising photons Nphot (blue
line) and the stellar wind mechanical luminosity Lwind (green
line) as a function of the cluster mass Mcl. The stellar IMF was
sampled randomly from the IMF of Kroupa (2001) assuming the
mup − Mcl relation of Weidner et al. (2010). The dashed lines
indicate slopes ∝ Mcl and ∝ M2cl. With the adopted IMF sam-
pling, Nphot and Lwind increase steeper than linearly in the mass
interval Mcl = (10
2.5 M, 104 M), and even steeper than M2cl in
the mass interval Mcl = (10
2.5 M, 103.2 M).
larger cluster mass, but also because the IMF is populated
towards more massive stars (c.f. the ratio Mmassive/Mcl in
Table 2).
This sampling of the IMF has the interesting conse-
quence that the strength of feedback, as measured in the
number of ionising photons Nphot and the stellar wind me-
chanical luminosity Lwind, increases more than linearly with
cluster mass as can be seen in Fig. 8. Moreover, both Nphot
and Lwind increase even steeper than M
2
cl in the cluster mass
interval Mcl = (10
2.5 M, 103.2 M), which is steeper than
the gravitational binding energy (which scales as M2cl). The
well known argument that gravity wins over feedback above
certain mass Mcl does not hold in this mass range (it holds
for clusters with Mcl & 104 M because of saturating mup).
We assume that all stars are already formed at the be-
ginning of the simulation, and we disable further formation
of sink particles. The stellar dynamics of massive stars is
calculated accurately (i.e. without the softening approxima-
tion) by setting the softening radii of massive stars to the
stellar radius of the B0 star, i.e. rsoft,ss,1 = 3× 10−7 pc.
The lower mass stars, which dominate the cluster mass,
are represented by 100 sink particles (second group sink par-
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ticles) each of the same mass. This means that a second
group sink particle has a mass of (Mcl−Mmassive)/100. The
sink particles of both groups follow the Plummer model with
the same parameter apl, so the clusters are not mass segre-
gated. The softening radius is rsoft,ss,2 = 0.06 pc = 3∆x. We
set rsoft,sg = 0.06 pc for both groups of sink particles.
The physical reason for this approximation to the lower
mass stars is to capture the expansion and possible defor-
mation of the cluster due to the change of the gravitational
potential of the gaseous component, which gravitationally
collapses and is pushed by the stellar feedback at the same
time. The lower mass stars represented by the second sink
group, which dominate the stellar mass of the cluster (they
constitute more than 80% of the cluster stellar mass), are
subjected to the gravitational force, expand, and by this pro-
cess shallow the potential in which the massive stars move.
This approach has important advantages over their represen-
tation by an analytical potential, because an analytical po-
tential cannot react on the changing gravitational field gen-
erated by the gas, and an analytic potential is also usually
spherically symmetric while the second group of sinks can
form a complicated 3D structure. The large softening radius
rsoft,ss,2 prevents the second group sink particles from chang-
ing their velocity substantially during encounters, slowing
the process of relaxation, and making the system closer to
collisionless. What this approximation neglects is the slow
evaporation of the least massive stars, but this process typ-
ically does not play a substantial role on the cluster dynam-
ics on time-scale of several Myr. The dynamical suitability
of this approximation was verified in a very similar model
C3e3TG (c.f. Sect. 3.1.6), where gas was represented by an
analytical potential.
For each embedded cluster mass, we perform two mod-
els. The first model (models starting with letter ”C”) fea-
tures a resolved star cluster with massive stars distributed
over its volume. The other model (models starting with let-
ter ”O”) is identical to model ”C” of the same mass with
the only exception that the massive stars are located at one
point at the centre of the gaseous Plummer sphere. To have
the same feedback strength in both models, we take the
same massive stars from model ”C” and move them to the
centre to produce models ”O” with one source of feedback.
The ”O” models might be viewed as models with extreme
degree of mass segregation (yet neglecting the strong dy-
namical interactions between the massive stars packed into
such a small volume), while ”C” models are not mass seg-
regated. The number after ”C” or ”O” represents the total
mass Membd of the embedded star cluster. Since otherwise
the models have the same properties, we list them at the
same line in Table 2.
The calculations are terminated at 1 Myr, at which time
the most of the clouds are either dispersed due to feedback,
or collapsed to a dense compact structure whose further re-
alistic calculation would necessitate star formation, which is
disabled in present simulations.
4.2 Results
4.2.1 Overall evolution of embedded clusters
The dynamical evolution of the gaseous and stellar compo-
nent for each of the embedded cluster is shown in Figs. 9
through 11. Model of given mass Membd is represented by
two columns, which compare the state of the idealised clus-
ter model where all massive stars are located at one point
in its centre (”O” models; left column) with the resolved
cluster (”C” models; right column). In addition, we provide
movies for the density and temperature evolution for mod-
els of Membd = 3× 103 M and Membd = 3× 104 M in the
online material.
The idealised lower mass clusters (models O9e2 and
O3e3; Fig. 9) drive almost spherical shell with origin at the
cluster centre, which sweeps up the cloud as it expands. The
shell accelerates and breaks upon reaching the rarefied outer
parts of the cloud (at 0.6 to 0.8 Myr), leaving behind an ex-
posed star cluster. In contrast, their resolved counterparts
(models C9e2 and C3e3) do not drive a single shell, but they
produce several smaller shells, which interact in a compli-
cated way forming open cavities with champagne flows (for
example in model C9e2 at 0.49 Myr at the lower right of the
panel) as well as walls and filaments at their intersections.
Dense gas then flows along these structures either inwards
or outwards depending on the interplay between feedback
and gravity at the particular place. From the figures, it fol-
lows that it is more difficult for feedback in the ”C” models
to push the residual gas out of the cluster.
In order to measure gas expulsion quantitatively, we
plot the gas mass Mencl enclosed inside spheres centred at
(x, y, z) = (0, 0, 0) of a given radius rencl (Fig. 12). We con-
sider the radius of 0.5 pc (solid lines), 1.0 pc (dashed lines)
and 2.0 pc (dotted lines). The distinct shells sweeping the
one source models (”O” models; green lines) cause a sud-
den drop of the enclosed mass when they pass through
given rencl. For example in model O9e2, the shell reaches
rencl = 0.5 pc at 0.08 Myr, rencl = 1.0 pc at 0.25 Myr, and
rencl = 2.0 pc at 0.6 Myr. The inner part of the shell is sub-
stantially rarefied as compared to the initial state of the
cloud. Before the shell sweeps the material, the mass Mencl
is almost unaffected, which indicates that sweeping by a shell
is the dominant process in excavating the clusters.
In contrast, the resolved clusters (”C” models; red lines)
show more complex behaviour of the enclosed mass Mencl
with outflows through some radii and inflows through an-
other. Taking model C3e3 as an example, the inner (rencl =
0.5 pc) and outer (rencl = 2.0 pc) radii have decreasing Mencl
from the beginning. The decrease of Mencl at the inner ra-
dius is caused by several asymmetric shells expanding near
the cluster centre, while the decrease of Mencl at the outer
radius is caused by photoerosion due to a star located out-
side the cluster, which drives an inward propagating ion-
isation front with a champagne flow (Tenorio-Tagle 1979;
Whitworth 1979) streaming outwards. The value of Mencl
increases first at the middle radius (rencl = 1.0 pc) because
of gravitational collapse, which is overcome by feedback at
≈ 0.2 Myr, reversing the inflow and decreasing Mencl also at
this radius. Mencl drops suddenly at ≈ 0.93 Myr when the
gas is swept by a partial shell. The wealth of various phenom-
ena seen in the ”C” models as contrasted to monotonically
expanding shell in ”O” models indicates that resolving the
cluster changes substantially the process of gas expulsion.
The evolutionary sequence for the cluster of mass
Membd = 9 × 103 M is shown in the left two columns of
Fig. 10. Model O9e3 (the leftmost column) drives an ioni-
sation front and wind driven bubble into the cloud, whose
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Figure 9. Gas column density Σgas evolution for models O9e2 (left column), C9e2 (centre left column), O3e3 (centre right column) and
C3e3 (right column). Massive stars are shown by blue asterisks of the size corresponding to their mass; the sink particles representing
the lower mass stars are shown by white circles. Time (in Myr) is indicated at the upper left corner of each panel. Thus, the two left
columns compare the evolution for clusters of Membd = 900 M for the two extreme distributions of massive stars within the clouds
(concentrated at the centre and spatially distributed), and the two right columns do the same for clusters of Membd = 3000 M.
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Figure 10. The same as Fig. 9 for models (from left to right) O9e3, C9e3, O3e4 and C3e4, but note that the scale of Σgas as well as the
star size is different than in Fig. 9. Models O9e3 and O3e4 collapsed and quenched the source by 0.74 Myr and 0.27 Myr, respectively.
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Figure 11. The same as Fig. 9 for models (from left to right)
O9e4 and C9e4, but note that the scale of Σgas as well as the
star size is different than in Fig. 9. Model O9e4 collapsed and
quenched the source early by 0.25 Myr.
inner part is swept into a shell (the panel at 0.25 Myr). The
shell has a larger surface density than in the previous case
(model O3e3), so it breaks sooner into fragments and fila-
ments. Feedback is not able to expel the densest filaments,
which start falling inwards and envelop the source, quench-
ing its feedback. This occurs at 0.42 Myr. This is also seen
on the Mencl(rencl = 0.5 pc) plot (the solid green line on the
left central panel of Fig. 12), where the centre is evacuated
at 0.1 Myr by the shell, but then swamped by the inflow af-
ter 0.4 Myr. With feedback quenched, the collapse continues
with almost all the gas falling to the cluster centre.
The resolved cluster (model C9e3) again shows more
complex behaviour. While the stars located near the cloud
centre are not able to stop the collapse, the stars located fur-
ther away ionise and ablate its outer parts, which have lower
escape speed from the potential of the cluster, unbinding ap-
proximately 30% of the cloud mass by the time of 1 Myr (left
central panel of Fig. 12). The majority of the denser inner
cloud collapses to a dense structure, which would form stars
if star formation were allowed in our simulations. The ma-
jority of the former cloud volume is ionised and dispersed,
which is in contrast to the one source model O9e3, where the
cloud collapses after the single source has been quenched.
With increasing cluster mass, the one source models
(O3e4 and O9e4; Figs. 10 and 11) show earlier quenching
of feedback (at 0.1 Myr and 0.02 Myr, respectively), where-
upon the cloud centre is swamped by gravitational collapse
(the mass within the radii rencl is shown on the centre right
and bottom left panel of Fig. 12). As expected, swamping
the source and gravitational collapse happens faster for the
more massive clouds with shorter tff (c.f. Fig. 2). Resolved
counterparts to these clouds (models C3e4 and C9e4) also
show the decreasing ability of feedback to counteract the
gravitational collapse; however, they are still able to unbind
10% to 20% of the initial cloud mass and evacuate the major-
ity of the cloud volume. The cloud shrinks to a small volume
(not seen beyond the stars in Figs. 10 and 11), which would
form stars and disperse under their feedback. The rates of
gas flow through the sphere of radius 1 pc are summarised
in the lower right panel of Fig. 12.
Note that the complicated structures seen in ”C” mod-
els are caused purely by the discretisation of star clusters
to massive stars because the initial gaseous configuration is
spherically symmetric with zero velocity. This sets a lower
estimate on the complexity of the gaseous component in
the presence of massive stars; real interstellar clouds are far
from being spherically symmetric even before the onset of
star formation.
4.2.2 The time-scale of gas expulsion
For simplicity, we define the gas expulsion time-scale tge as
the time when Mencl(rencl = aPl = 1 pc) drops to 1/e of its
initial value. The dependence of tge on the cluster mass is
listed in Table 3. The least massive clusters with one source
(model O9e2) have tge = 0.26 Myr. However, representing
the cluster with resolved stars (model C9e2) increases tge
substantially. From the gradually decreasing Mencl and out-
flows (the upper left panel of Fig. 12), the cluster will even-
tually evacuate its natal gas, but it will take more time than
the 1 Myr of the simulations, i.e. tge > 1 Myr.
With increasing cluster mass to Membd = 3 × 103 M,
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Figure 12. All panels apart from lower right: The evolution of the total gaseous mass within a radius of 0.5 pc (solid lines), 1.0 pc
(dashed lines) and 2.0 pc (dotted lines) for resolved star clusters (”C” models; red lines) and for the models with all stars located at
one point at the centre (”O” models; green lines). The mass of the star cluster is indicated at the upper left of each panel. Lower mass
clusters (Membd ≤ 3 × 103 M) have substantially larger gas expulsion time-scale tge when the cluster is resolved to individual stars
(”C” models). Higher mass clusters (Membd ≥ 9 × 103 M) are not able to stop the gaseous infall; however resolved clusters are able
to reverse the inflow partially and expel 10 % to 30 % of the gaseous mass depending on Membd. Lower right: The mass flow rates
through the sphere of radius 1 pc. M˙gas > 0 indicates gas inflow to the sphere. For each mass, models ”C” and ”O” are represented by
the solid and dashed lines, respectively.
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O models C models
Membd Σgas(1 pc) Σgas(0.3 pc) vesc th tge
Mencl(1 pc,1 Myr)
Mencl(1 pc,0)
tge
Mencl(1 pc,1 Myr)
Mencl(1 pc,0)
[103 M] [103 M pc−2] [103 M pc−2] [ km s−1] [ Myr] [ Myr] [ Myr]
0.9 0.1 1.1 2.8 2.4 0.26 1× 10−3 > 1 0.65
3.0 0.32 3.5 5.1 1.3 0.18 6× 10−7 0.9 0.05
9.0 0.96 11.0 8.8 0.76 x 2.5 x 1.7
30.0 3.2 35.0 16 0.41 x 2.6 x 2.0
90.0 9.6 110 28 0.24 x 2.7 x 2.2
Table 3. Summary of the embedded cluster models. The first to the fifth column indicate the total (combined gaseous and stellar) mass
Membd, the mean initial gas surface density inside radius 1 pc (Σgas(1 pc)) and inside radius 0.3 pc (Σgas(0.3 pc)), escape velocity vesc
from the cluster centre, and the half-mass crossing time th; these values are the same for ”O” and ”C” models. The sixth and seventh
column list the gas expulsion time-scale tge and the relative change of the gas mass Mencl(1 pc, 1 Myr) which is enclosed within the radius
rencl = 1 pc at 1 Myr. The ’x’ symbol indicates that ionising radiation and stellar winds are unable to expel the majority of the gas. The
last two columns list the same quantities for the models with resolved clusters (”C” models).
tge decreases to 0.18 Myr for model O3e3 and to 0.9 Myr
for model C3e3. Again, the resolved cluster has substan-
tially longer gas expulsion time-scale than the idealised one
source model. One source models are also more efficient at
clearing the cluster out of the gas as it is shown by the ra-
tio Mencl(1 pc, 1 Myr)/Mencl(1 pc, 0) of the initial and final
gaseous mass within the sphere of radius 1 pc. The feedback
is less efficient in clusters with Membd & 9×103 M, so these
clusters cannot be evacuated from their natal gas by ionising
radiation and stellar winds only.
We discuss the possibility whether the more massive
clusters can be evacuated by another feedback mecha-
nism: radiation pressure, which is absent in present sim-
ulations. For this purpose, we compare the mean surface
density for Plummer models within projected radius aPl
with the gas threshold surface density Σthr = 1.2 g cm
−2
(5800 M pc−2), where radiation pressure is likely to be the
dominant feedback mechanism (Fall et al. 2010). We con-
sider two values of aPl (c.f. Table 3): 1 pc (at the beginning
of the simulation) and 0.3 pc (the smallest radii of observed
embedded star clusters). Clusters with Membd . 3×103 M
have initially Σgas(1 pc) < Σthr, and their surface gas den-
sity decreases (because their volume density decreases as
seen in the upper row of Fig. 12), so they are evacuated
with ionising radiation and winds only without a signifi-
cant contribution of radiation pressure. Clusters in the mass
range Membd ∈ (≈ 3 × 103 M,≈ 5 × 104 M) initially
have Σgas(1 pc) < Σthr, but their surface density increases
with time as they collapse and when reaching radius 0.3 pc,
their surface density exceeds Σthr (Table 3), so the role
of radiation pressure might increase, bouncing the collapse
and dispersing the gas. Clusters more massive than that
(Membd & 5 × 104 M) have feedback dominated by radi-
ation pressure from the beginning, and they might expand
since this point. For these reasons, we cannot estimate tge
for clusters of mass Membd & 9 × 103 M based on present
models, but the results for Membd . 3× 103 M seem to be
reliable as feedback in these clusters is likely dominated by
ionisation and wind feedback.
4.2.3 A note on the star formation efficiency
Clusters of mass Membd . 3 × 103 M can easily disperse
their parent gas cloud if formed with relatively low SFE
of 1/3 only with photoionising and stellar wind feedback.
However, clusters with Membd > 3 × 103 M are unable to
disperse their natal gas with photoionising and stellar wind
feedback only if formed with this low SFE. This implies two
possibilities for clusters with Membd & 3 × 103 M: they
either continue forming stars (and increase their SFE) until
their photoionising feedback is powerful enough to overcome
self-gravity; or that another form of feedback (e.g. radiation
pressure) disperses their parent cloud.
4.3 Discussion
Based on Gaia observations of young star clusters due to
Kuhn et al. (2019), Pfalzner (2019) finds that the gas expul-
sion time-scale decreases from ≈ 2 Myr to ≈ 1 Myr with in-
creasing cluster mass. This is close to our findings in resolved
clusters (models C9e2 and C3e3), but not in the idealised
one source models (O9e2 and O9e3), which have substan-
tially shorter tge of ≈ 0.2 Myr. The time-scale tge for the
”O” models is by a factor of 2 within the sound crossing
time aPl/cII, where cII is the sound speed in ionised hydro-
gen (typically ≈ 10 km s−1), but tge for the ”C” (resolved)
models is different by a factor of 10. This comparison, which
should be taken with caution due to the simplicity of our
models, might indicate that resolution of star clusters to
individual massive stars instead of taking all of them as a
single point source (as is usually done in star formation sim-
ulations) is important for capturing gas dynamics in young
star clusters.
The gas expulsion time-scale determines (together with
the SFE) whether the newly born star cluster will survive
its emergence from the cloud as a gravitationally bound en-
tity or not (e.g. Hills 1980; Lada et al. 1984; Baumgardt &
Kroupa 2007). The important criterion is the duration of
gas expulsion tge relative to stellar half-mass crossing time
th. If gas expulsion occurs adiabatically (th  tge), the star
cluster has enough time to react gradually on the change
of gravitational potential, with substantially less stars un-
bound than if gas expulsion acts impulsively (th  tge),
where the cluster typically loses more than one half of its
stars for SFEs . 0.4.
We can apply our findings only to clusters with
Membd . 3×103 M, because gas expulsion from more mas-
sive clusters is likely dominated by radiation pressure, which
we neglect in our simulations. For the lower mass clusters,
gas expulsion due to ionising radiation and winds occurs on
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a time-scale comparable to the half-mass crossing time th of
the cluster (Table 3). It is likely that real clusters are more
concentrated than their host clouds (Parmentier & Pfalzner
2013), thus having shorter th than assumed in this work,
i.e. th . tge. If true, this would imply, in contrast to what
is often assumed (e.g. Geyer & Burkert 2001; Kroupa et al.
2001), that gas expulsion does not occur impulsively, less
impacting the cluster dynamics and unbinding a smaller
fraction of stars from the cluster. This study gives us no
information about the nature of gas expulsion for clusters
of Membd & 3× 103 M, so we cannot predict whether these
clusters have adiabatic or impulsive gas expulsion.
Dale et al. (2012) find that the approximate condition
when ionising radiation overcomes gravity can be formu-
lated as the condition when the escape speed vesc from the
H ii region is larger than its sound speed cII. In our simu-
lations, ionising and wind feedback becomes inefficient for
clusters with Membd somewhere in the range of 3× 103 M
to 9 × 103 M, which have vesc between 5.1 km s−1 and
8.8 km s−1 (Table 3). This is close to the condition of Dale
et al. (2012). Since this result holds for both O and C mod-
els, the critical mass where photoionising and wind feedback
stalls is independent on the spacial distribution of massive
stars within the cloud.
5 SUMMARY
To improve the sink particle integrator in hydrodynamic
code flash, we implemented there a 4th order Hermite
predictor-corrector scheme with individual quantised parti-
cle block time steps. The integrator splits the fast-changing
and slow-changing force component by the Ahmad-Cohen
method; however in contrast to the standard Ahmad-Cohen
method, we base the split on the kind of the mass which
causes the force; sink particles always belong to the fast-
changing force component while gas always belongs to the
slowly changing force component.
We present an extensive suite of tests to compare this
integration scheme with the current sink particle integrator
in flash (leap-frog scheme) as well as with the state-of-the-
art N-body integrator nbody6. We perform both tests with
negligible density of the background gas to test pure stellar
dynamics as well as tests containing massive gaseous bodies
to test the interaction between sink particles and gas.
In order to model the dynamics of massive stars, which
plays role on the time-scale of the lifetime of star forming re-
gions, the code admits two types of sink particles: sink parti-
cles of the first type represent massive stars with a compact
softening radius rsoft,ss,1, which allows accurate modelling
of close stellar encounters; sink particles of the second type
represent lower mass stars with a generous softening radius
rsoft,ss,2. We demonstrate that increasing the softening ra-
dius for lower mass stars and reducing their number has a
negligible influence on dynamics of young star clusters (Fig.
5), but enables to accurately calculate close encounters be-
tween massive stars, which mass segregate to the cluster
centre. For practical purposes, it is possible to directly cal-
culate small systems of strongly interacting massive stars,
which self-consistently form hard binaries and fast ejectors
with properties very close to that obtained from nbody6
(Fig. 4).
In the pure stellar dynamical simulations, the Hermite
scheme is faster than the leap-frog flash integrator by a
factor of 103 (in CPU time) for the same or better accuracy
as measured by the error in mechanical energy conservation.
An increase in both accuracy and performance in compari-
son to the leap-frog is also observed in simulations contain-
ing both sink particles and massive gaseous bodies (Fig. 6).
The integrator is able to model a compact N = 104 star
cluster for ten half-mass radius crossing times in ≈ 105s of
CPU time, making such an integration feasible in modern
hydrodynamic simulations. Current implementation of the
Hermite scheme preserves all the criteria of Federrath et al.
(2010) for sink particle creation and accretion. We plan to
make the integrating module, which we call Hermitesink,
to be a publicly available part of code flash.
We employ the Hermite integration scheme to study
the gas expulsion process from embedded star clusters. Ini-
tially, the embedded clusters have total mass in the range of
Membd = 9 × 102 M to Membd = 9 × 104 M, where mass
Membd/3 is in the form of stars, and 2Membd/3 in the form
of gas. This means that we assume initial SFE of 1/3 with
no star formation occuring in the course of the simulation.
Massive stars are modelled individually, and they are dis-
tributed within a Plummer sphere of Plummer scale-length
1 pc, and subjected to their mutual gravitational encounters,
the attraction of lower mass stars, as well as the live gravi-
tational field of the gas. We consider feedback from massive
stars in the form of ionising radiation and stellar winds. The
simulations terminate at 1 Myr, well before the occurrence
of the first supernova.
The models show that embedded star clusters with
Membd . 3 × 103 M can expel all of their natal gas only
by ionising radiation and stellar winds even if the clusters
formed with relatively low SFE = 1/3. On the other hand,
clusters with Membd & 3× 103 M cannot expel their natal
gas only by the combined effect of ionising radiation and stel-
lar winds for SFE = 1/3. This implies that either feedback
in these clusters is dominated by another physical mecha-
nism (e.g. radiation pressure), or that these clusters continue
forming stars (and thus increasing their SFE) until the stel-
lar feedback manages to disperse the decreasing supply of
their residual gas.
We test limitations of approximating the star cluster
by a single source instead of resolving the cluster to indi-
vidual stars, which is often adopted in hydrodynamic sim-
ulations. For lower mass clusters (Membd . 3 × 103 M),
this approximation leads to a short gas expulsion time-scale
(tge ≈ 0.2 Myr), with gas being swept in a single shell. Re-
solved star clusters have significantly longer gas expulsion
time-scale (tge & 0.9 Myr), where tge slightly decreases with
cluster mass, bringing the models closer to observations. The
resolved clusters also show more complex gas morphology
with a network of intersecting shells and filaments; the gas
is not swept in a single shell. The complicated morphology
develops from clouds which are initially spherically symmet-
ric, with only massive stars having a discrete distribution.
This indicates that placement of sources of feedback can be
of importance comparable to the initial conditions for gas.
We note that the simulations provide us with the upper es-
timate of the gas expulsion time-scale as they neglect other
feedback mechanisms (e.g. radiation pressure).
For more massive clusters (Membd & 3 × 103 M), the
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single source approximation results in early quenching of the
feedback without any noticeable impact on the cloud, while
resolved clusters are still able to unbind 10% to 30% of the
cloud mass and ionise the majority of the cloud volume by
1 Myr mainly by photoionisation of the outer layers of the
cloud. This indicates that the influence of stellar feedback on
the surrounding gas sensitively depends on positioning stars
within the cluster, and that resolving the cluster to individ-
ual massive stars is necessary to model the gas expulsion
process more realistically.
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APPENDIX A: THE SOFTENING KERNEL
In our implementation to the HermiteSink module, we
adopt the softening kernel from Monaghan & Lattanzio
(1985, their eq. 21). This softening kernel is generated by
mass distribution in the form of
ρ(r) =
8mkern
pir3kern
×

1− 6q2 + 6q3, q ∈ (0, 1/2)
2(1− q)3, q ∈ (1/2, 1)
0, q > 1
(A1)
where mkern is the kernel mass, mkern = 4pi
∫ rkern
0
ρ(r)r2dr,
and q = r/rkern (rkern is equal to the softening radius rsoft
used above) is a proxy for the distance from the centre of
the kernel.
This mass distribution generates a gravitational poten-
tial of
Φ(r) =
Gmkern
rkern
×

16
{
1
3
q2 − 3
5
q4 + 2
5
q5
}− 42
15
, q ∈ (0, 1/2)
4
{
8
3
q2 − 4q3 + 12
5
q4 − 8
15
q5 + 1
60q
}
− 16
5
, q ∈ (1/2, 1)
− 1
q
. q > 1
(A2)
An important property of this kernel is that its potential is
identical to the Kepler potential, which has Φ(r) ∝ −1/r,
at r > rkern, so the dynamics of stars is calculated exactly
unless they approach each other closer than rkern. This is not
the case, for example, of the Plummer softening potential,
which has Φ(r) ∝ (1+(r/rkern)2)−1/2, and therefore it differs
from the Kepler potential at r > rkern, and transitions to the
Kepler potential only at r  rkern.
The gravitational acceleration a and its derivative a˙ can
be expressed as
a(r) = a(r)
r
r
, (A3a)
a˙(r) =
{
∂a(r)
∂r
− a(r)
r
}
(r · v)r
r2
+
a(r)v
r
, (A3b)
where
a(r) = −Gmkern
r2kern
×

4
{
8
3
q − 48
5
q3 + 8q4
}
, q ∈ (0, 1/2)
4
{
16
3
q − 12q2 + 48
5
q3 − 8
3
q4 − 1
60q2
}
, q ∈ (1/2, 1)
1
q2
, q > 1
(A4)
and
∂a(r)
∂r
= −Gmkern
r3kern
×

32
{
1
3
− 18
5
q2 + 4q3
}
, q ∈ (0, 1/2)
32
{
2
3
− 3q + 18
5
q2 − 4
3
q3 + 1
240q3
}
, q ∈ (1/2, 1)
− 1
q3
. q > 1
(A5)
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