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A Comment on the Approximation of Signals by Gaussian Functions
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I. INTRODUCTION
The purpose of this note is to comment on certain side aspects of a recent and interesting work [1] . Our remarks in no way compromise the main results and conclusions presented in that paper, which addresses the approximation of finite-energy signals by linear combinations of Gaussian functions: It is not our intention to shift attention from the main results and conclusions presented in [1] , but simply to address this approximation problem in the light of Wiener's results on the closure of translations which, despite their usefulness and importance, do not seem to be as well known as some of the other works. We hope that our observations might be of use to researchers interested in nonlinear approximation problems such as this, and who remain unaware of Wiener's results.
The purpose of the long Appendix in [1] is to prove that any finite-energy signal which vanishes outside a certain interval can be arbitrarily well approximated by linear combinations of Gaussian functions. This is done very much in the spirit of Lauricella's theorem [2] , that is, by showing that any sinusoidal signal sin(2kt=T ); 0 t T , can be approximated by Gaussian functions.
Our aim is to show that similar, and indeed more general, conclusions follow from the approximation results due to Wiener on the closure of translations in L1 and L2-respectively, the Banach and Manuscript received November 16, 1995; revised April 24, 1996. This paper was recommended by Associate Editor R. W. Newcomb.
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Publisher Item Identifier S 1057-7130(98)01638-3. A similar result holds for any f 2 L 2 , the approximation now being in the L2 norm:
These conclusions generalize those obtained, at much greater length, in [1] .
The approximation property just discussed holds no matter the value of , a somewhat surprising result: the spaces L1 and L2 contain very rapidly varying functions, and the results mentioned imply that even very spread-out Gaussian curves can somehow be combined to closely approximate these signals.
Unfortunately, the methods used by Wiener are not constructive, and do not offer any hints on how to pick N; (a i ) 1iN and (ti) 1iN . For example, the approximation of sinusoids as discussed in [1, Appendix] is based on Gaussian curves of fixed width translated to predetermined locations (the extrema of the sinusoid). Much better fits are possible if the Gaussians are less constrained, that is, if more of their characteristics (amplitude, position, and width) are used. This is demonstrated in Table I . For the first example, the position of the Gaussians was held at the extrema of sin(2t), as done in [1] , but the remaining parameters were adjusted to minimize the squared error. The result was a very good fit. Using all parameters, as in the second example, reduced the squared error even further, by four orders of magnitude. As stated in [1] , this is a nonlinear least squares curve fitting problem. Hence, we see the practical importance of suboptimal but efficient algorithms like the one proposed in that work.
Two-dimensional least squares noncausal modeling is of great importance in a wide range of applications. These include image restoration, image enhancement, image compression, 2-D spectral estimation, detection of changes in image sequences, stochastic texture modeling, edge detection, etc. [1] . Let x(n 1 ; n 2 ) be the input of a linear, space invariant 2-D FIR filter. The filter's output y(n1; n2) is a linear combination of past input values x(n 1 0 i 1 ; n 2 0 i 2 ) weighted by the filter coefficients ci ;i over a support region, or filter mask M: y(n 1 ; n 2 ) = 0 (i ;i )2M c i ;i x(n 1 0 i 1 ; n 2 0 i 2 ): (1) A fairly general shape for the support region is considered. Thus, M is allowed to be horizontally convex, i.e., the horizontal line segment joining any two points (i 1 ; i 2 ); (i 1 ; i 3 ) 2 M lies in M.
The filter is restricted to be linear phase. Thus, the following conditions should be satisfied [1] : mask symmetry 8 (i 1 ; i 2 ) 2 M; 9(0i 1 ; 0i 2 ) 2 M coe: symmetry c i ;i = c 0i ;0i :
Given an input 2-D signal x(n1; n2) and a desired response 2-D signal z(n 1 ; n 2 ), the optimal mean-squared error (MSE) 2-D FIR filter is obtained by minimizing the cost function E[(z(n 1 ; n 2 ) 0 y(n 1 ; n 2 )) 2 ]: (2) E [1] is the expectation operator. MSE 2-D linear prediction can be handled as a special case of filtering, setting z(n 1 ; n 2 ) = x(n 1 ; n 2 ) and excluding the origin f(0; 0)g from the filter mask, i.e., (i 1 ; i 2 ) 2 M 0 f(0;0)g.
Minimization of (2) with respect to the filter parameters c i ;i leads to a system of linear system of equations, the so-called normal equations. Any well-behaved linear system solver can be applied for the inversion of the 2-D normal equations. However, the special structure of the normal equations gives rise to the development of cost-effective algorithms for the determination of the unknown parameters [2] - [4] .
In this paper a new, highly efficient algorithm is developed for the solution of the normal equations in a true order recursive way [7] . Filter masks of general, horizontally convex shape are allowed. The above equation can be written as a linear regression: y(n 1 ; n 2 ) = 0X t M (n 1 ; n 2 )C M (3) where the regressor (data vector) and the filter coefficients vector are defined by (4), (5), and (5a).
The filter coefficients' symmetry implies that
