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Abstract
We show an extension of Sanov’s theorem on large deviations, controlling the tail probabilities of i.i.d. random
variables with matching concentration and anti-concentration bounds. This result has a general scope, applies to
samples of any size, and has a short information-theoretic proof using elementary techniques.
Independently and identically distributed (i.i.d.) data are drawn from a distribution P . A central focus in
statistics, machine learning, and probability is what can be gleaned about P from a sample of these data – how
much data must be sampled for the empirical distribution of the data to concentrate near P?
Setup
We describe distributions P and Q over a space X using the quantities of information theory. The entropy of a
distribution P is H(P ) := Ex∼P
[
ln 1
P (x)
]
. The KL divergence between P and Q is D(Q || P ) := Ex∼Q
[
ln Q(x)
P (x)
]
.
The cross entropy of P relative to Q is H(Q,P ) := Ex∼Q
[
ln 1
P (x)
]
. The empirical measure of any sample Z =
(z1, . . . , zn) ∈ X
n is µˆZ , a distribution over X .
1 In our case, Z ∼ Pn is often an i.i.d. data sample – a random
variable; as shorthand, the resulting (random) empirical measure over X is written Pˆn.
Concentration of the empirical distribution Pˆn to P is addressed by Sanov’s theorem [3], when we are looking
to measure if Pˆn falls in a set P of distributions over X . Sanov’s theorem bounds the probability of any such P if
P is “nice” (convex), in the limit of infinite samples.
Theorem 1 (Sanov’s Theorem [1]). For a distribution P over X , and convex set P of distributions over X ,
lim
n→∞
1
n
ln Pr
(
Pˆn ∈ P
)
= −min
Q∈P
D(Q || P )
The right-hand side is typically a finite negative quantity, so this precisely describes the rate of exponential
decay of “tail” events which decay exponentially fast in n. For finite n, this is not directly useful, but a variety of
concentration bounds (e.g. Chernoff-type bounds) can be derived by approximating the decay for extreme-enough
tail events and finite n. These typically apply to special subcases of the setting of Theorem 1 only, and can be
loose.
Main result
We prove a tight general-purpose information-theoretic characterization of the probability of P under the empirical
measure Pˆn. To state this theorem, first define two distributions from the n-sample product measure P
n:
• The conditional distribution µP(y) := PrZ∼Pn (Z = y | µˆZ ∈ P), for y ∈ X
n.
• µP ’s marginal ωP(u) := PrZ∼Pn (Zi = u | µˆZ ∈ P) for u ∈ X , along any coordinate i = 1, . . . , n.
2
1It assigns probability to any E ⊆ X of µˆZ (E) :=
1
n
∑
n
i=1
1(zi ∈ E).
2These are all the same, by exchangeability.
1
Theorem 2 (Non-asymptotic large deviations). Define P , P as previously. Then:
1
n
ln Pr
(
Pˆn ∈ P
)
= −D(ωP || P )−
1
n
D(µP || ω
n
P) (1)
Also,
1) 1
n
ln Pr
(
Pˆn ∈ P
) (a)
≤ −D(ωP || P )
(b)
≤ −minQ∈P D(Q || P )
2) 1
n
ln Pr
(
Pˆn ∈ P
) (a)
≥ −H(ωP , P )
(b)
≥ −maxQ∈P H(Q,P )
The inequalities (1b) and (2b) require P to be a convex set.
Discussion
In part (1) of the theorem, the bound on the large deviation rate 1
n
ln Pr
(
Pˆn ∈ P
)
is exactly the asymptotic Sanov
bound of Theorem 1; thus part (1) of the theorem is tight as n→∞.
The upper bound of−D(ωP || P ) = −H(ωP , P )+H(ωP) and lower bound (part (3) of the theorem) of−H(ωP , P )
can be compared: ∣∣∣∣upper boundlower bound − 1
∣∣∣∣ =
∣∣∣∣−H(ωP , P ) +H(ωP)−H(ωP , P ) − 1
∣∣∣∣ = H(ωP)H(ωP , P ) (2)
In situations where H(ωP) = H(ωP , ωP)≪ H(ωP , P ) (i.e., P represents a very atypical event under P ), the bounds
tend to match well.
For finite n, the slack in the upper bound is exactly − 1
n
D(µP || ω
n
P
). This quantity D(µP || ω
n
P
) is called the
total correlation between the n marginal distributions of µP . The total correlation, a multivariate generalization of
the mutual information [4], is the information gained by knowing the joint distribution instead of knowing just the
marginals. It decreases as n increases here because the marginals are nearly independent, to become negligible as
n→∞ in Sanov’s theorem.
The basic proof technique of Theorem 2 is from [1] (Eq. 2.11). Eq. (1) is pivotal; here we isolate it as
an information-theoretic identity which expresses large deviation probabilities of an n-sample random variable in
terms of the information geometry of its conditional distribution.
Lemma 3. Fix a distribution P over X and a set P of distributions over X . Define µP and ωP as in Theorem 2.
Then
− lnPr
(
Pˆn ∈ P
)
= D(µP || P
n) = nD(ωP || P ) +D(µP || ω
n
P)
Sanov’s theorem can be written in a non-asymptotic form in different situations using vastly more advanced
techniques ([2], Ex. 6.2.19). The distinctive features of this manuscript’s result are the elementary proof and
sweeping scope. Extensions and applications are left to future work.
Proofs
Proof of Theorem 2. Exponentiating both sides of Lemma 3 gives Eq. (1). We get part (1a) by bounding Eq. (1)
using the expression D(µP || ω
n
P
) ≥ 0. Using the convexity of P and further applying D(ωP || P ) ≥ minQ∈P D(Q ||
P ) gives part (1b).
For part (2a), note that
D(µP || ω
n
P) = H(µP , ω
n
P)−H(µP) = EZ∼µP
[
− ln
(
n∏
i=1
ωP(Zi)
)]
−H(µP )
=
n∑
i=1
EZ∼µP [− ln (ωP(Zi))]−H(µP) =
n∑
i=1
Eu∼ωP [− ln (ωP(u))]−H(µP )
= nH(ωP)−H(µP)
Using this on Eq. (1), 1
n
ln Pr
(
Pˆn ∈ P
)
= −(D(ωP || P )+H(ωP))+
1
n
H(µP) = −H(ωP , P )+
1
n
H(µP) ≥ −H(ωP , P ).
This proves part (2a). Using the convexity of P and further applying H(ωP , P ) ≤ maxQ∈P H(Q,P ) gives part (2b).
2
Proof of Lemma 3. First, note that for all y ∈ Xn, by definition µP(y) =
Pn(y)
Pr(Pˆn∈P)
1(µˆy ∈ P). Therefore,
D(µP || P
n) = EZ∼µP
[
ln
µP(Z)
Pn(Z)
]
=
EZ∼Pn
[
ln µP(Z)
Pn(Z)1(µˆZ ∈ P)
]
Pr
(
Pˆn ∈ P
)
=
EZ∼Pn
[
− ln Pr
(
Pˆn ∈ P
)
1(µˆZ ∈ P)
]
Pr
(
Pˆn ∈ P
) = − lnPr (Pˆn ∈ P) (3)
Furthermore,
D(µP || P
n)−D(µP || ω
n
P) = EZ∼µP
[
ln
ωn
P
(Z)
Pn(Z)
]
= EZ∼µP
[
n∑
i=1
ln
ωP(Zi)
P (Zi)
]
=
n∑
i=1
EZ∼µP
[
ln
ωP(Zi)
P (Zi)
]
(a)
=
n∑
i=1
Eu∼ωP
[
ln
ωP(u)
P (u)
]
=
n∑
i=1
D(ωP || P ) = nD(ωP || P )
Here (a) is because of the definition of the marginal ωP of the distribution µP . Combining this with (3) gives the
result.
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