In this article, we present a new method for converting the boundary value problems for impulsive fractional di erential systems involved with the Riemann-Liouville type derivatives to integral systems, some existence results for solutions of a class of boundary value problems for nonlinear impulsive fractional di erential systems at resonance case and non-resonance case are established respectively. Our analysis relies on the well known Schauder's xed point theorem and coincidence degree theory. Examples are given to illustrate main results. 
Introduction
Fractional di erential equations have many applications in modeling of physical and chemical processes [26, 28] . In its turn, mathematical aspects of fractional di erential equations and methods of their solutions were discussed by many authors, see the text books [13, 23, 27] . Concerned with the existence, uniqueness of solutions or positive solutions of boundary value problems (BVPs for short) for impulsive fractional di erential equations (IFDEs for short), there have been a huge literature published, see recent published papers [7, 10, 12, [15] [16] [17] [18] [19] [20] [21] [22] 24] . In recent years, some authors have studied solvability or existence of solutions or positive solutions of BVPs of fractional di erential systems [1, 8, 9, 11, 14, 25, [29] [30] [31] [32] [39] [40] [41] [42] [43] [44] . Although there is an unied method for converting BVPs for IFDEs involved the Caputo type fractional derivatives to integral systems see [33] , we note that it is di cult to convert BVPs for IFDEs involved the Riemann-Liouville type fractional derivatives to integral equations. Some mistakes have been happened in published papers, for example:
In [3] , Bai studied the existence of solutions of the following boundary value problem for impulsive fractional di erential equation 
where h , h ∈ IR are constants.
In [4] , Bai studied the existence of solutions of the following boundary value problem for impulsive fractional di erential equation ( . ) where h , h ∈ IR are constants.
We nd that both Claim 1 and Claim 2 are wrong. In fact, from (1.2) and (1.4), we re-write x by In [45] , the authors studied the following m-point boundary value problem for a coupled system of impulsive fractional di erential equations at resonance
x(t) = t (t−s)
) with w ∈ {u, v} and r ∈ {p, q}, w(t This system happens to be at resonance in the sense that the associated linear homogeneous coupled system
as nontrivial solution [45] .
We nd that BVP(1.5) is unsuitably proposed. The reasons are as follows: (i) By Lemma 2.1(Remark 2.4) in Section 2 in this paper, the piecewise continuous solutions of D
and for q ∈ ( , α − ) we have by De nition 2.2 in Section 2 for t ∈ (t i , t i+ ] that 
It follows that ∆x(
The mentioned mistakes in [3, 4] motivate us to nd a correct way to convert BVPs for IFDEs to integral equations. The unsuitable impulse and boundary conditions in [45] motivate us to propose a suitable model of BVPs for IFDEs. The method in [33] motivates us to seek a way for converting BVPs for IFDEs involved with the Riemann-Liouville type fractional derivatives to integral equations. We in this paper propose and study the following new boundary value problem consisting of the following impulsive fractional di erential system
subjected to the boundary conditions
where 
The boundary conditions (1.11) is called periodic type boundary conditions which come from the following multi-point boundary conditions The rst purpose of this paper is to provide a uni ed method for converting BVPs for IFDEs involved with the Riemann-Liouville type fractional derivatives to integral equations. The second one is obtain existence results for solutions of BVP(1.10)-(1.11) by using the Schauder's xed point theorem and the coincidence degree theory [24] under some suitable assumptions. By the way, we correct mistakes in [3, 4, 45] The main features of our paper are as follows. Firstly, compared with known papers [1, 3, 4, 8 may be singular at t = , while in known papers the nonlinearities are supposed to be continuous and the solutions obtained are continuous. Finally, resonant conditions of BVP(1.10)-(1.11) are di erent from those de ned in [3, 4, 45] , the mistakes in these papers are corrected (see Remark 2.6 in Section 2).
The remainder of the paper is organized as follows: In Section 2, we present some preliminary results, especially we present a new method for converting the boundary value problems for impulsive fractional di erential equations to integral equations (Lemma 2.1). In Section 3 and Section 4, the existence results for solutions of BVP(1.10)-(1.11) at resonance (see Theorem 3.1 and Theorem 3.2) and non-resonance cases (see Theorem 4.1) are established respectively.In section 5, we present an example to illustrate the main theorems. In Section 6, we make some comments on known publiahed paper. Finally we list references cited in this paper.
Preliminary results
In this section, we present some necessary de nitions from the fractional calculus theory which can be found in the literatures [13, 23, [26] [27] [28] 
De nition 2.5. Let b ∈ ( , ) and a ∈ ( , b − ). I :
(ii) for each r > , there exists M I,r > such that |x i | ≤ r(i = , , ) imply that
Remark 2.1. Letα ∈ ( , ). From [27] , for a function h :
These two results are generalizations of classical ones h
such that
and
Proof.
Step 1. We rstly prove (2.2). Since lim
We have for t ∈ (t , t ] that 
Then for su ciently small t ∈ ( , t ], we have
Let ϵ → . we get lim 
Step 2. We prove (2.1)
It follows that
From (2.3), we see that (2.1) holds for i = . Now we suppose that (2.1) holds for i = , , , · · · , n ≤ m − . We will prove that (2.1) holds for i = n + . Then by mathematical induction method, we know (2.1) holds for all i ∈ IN m .
In order to get the expression of
, we suppose that
Use the assumption and (2.2), we get for t ∈ (t n+ , t n+ ] that
Φ(t) + H(t).

It follows that
Similarly to the proof of (2.3), there exist constants c ,n+ , c ,n+
holds for i = n + . This completes the proof of (2.1). The proof is complete.
Remark 2.2. Let δ ∈ ( , ). Suppose that h : ( , ] → IR satis es h|
We can prove that there exist constants c i ∈ IR(i ∈ N m ) such that
Proof. The proof is similar to that of Lemma 2.1 and is omitted.
Remark 2.3. Let α ∈ ( , ) and A a constant, x is continuous on ( , b] with b > and lim
Then lim
and only if lim
A.
Proof. Suppose lim
It follows that
≤ lim
. Let ϵ → , we have lim
Now suppose lim
A. Let lim
We can prove similarly that B = A. The proof is complete.
Furthermore, we have for δ ∈ ( , α − ) that
Similarly we can prove that
All of the results follows.
Remark 2.6. Di erent from (1.1) and (1.3), we consider the following boundary value problems for impulsive fractional di erential equations
satis es some suitable assumptions. Then BVP(2.5) is equivalent to the integral equation
with A , B satisfying
BVP(2.6) is equivalent to the integral equation (2.7) with A , B satisfying
Proof. From Remark 2.4 and
and (2.10) and(2.11), we get B i = c i and
and (2.10) and the results in (i), we get
It is easy to convert this system to (2.8). One sees that (2.8) has solution A , B if and only if
By substituting A i , B i into (2.10), we know that
where A , B are the solutions of (2.8). Then (2.7)is proved.
Using (2.10), (2.11) and D α−
x(η i ). Similarly we can proof BVP(2.6) is equivalent to (2.7) with A , B satisfying (2.9). The proof is complete. 
We denote the inverse of the map by Choose
the following limits exist: lim
Lemma 2.4. X δ,α is a Banach space with the norm de ned. Proof. In fact, it is easy to see that X is a normed linear space with the norm || · ||. Let {xu} be a Cauchy 
That is sup 
and the limits lim
Furthermore, using Lemma 2.1, we have for t ∈ (t i , t i+ ] that there exists c uj ∈ IR such that
We have similarly for t ∈ (t i , t i+ ] that
Thus
. From above discussion, we know that xu → x as u → +∞ in X δ,α . It follows that X δ,α is a Banach space. The proof is complete.
Denote E = X δ,α × X θ,β . De ne ||(x, y)|| max{||x|| δ,α , ||y|| θ,β }. Then E is a Banach space. Let y ∈ X θ,β and x ∈ X δ,α . For ease expression, denote
if and only if
( . )
Proof. From Lemma 2.4, E is a Banach space. From (x, y) ∈ E, we have that there exists a constant r > such that ||(x, y)|| = r < +∞. Then there exist constants M r,f , Mr,g , M ,r,I , M ,r,I , M ,r,J , M ,r,J ≥ such that
|p(t)fy(t)| = |p(t)||f t, y(t), D θ
and similarly
Since f is a (δ, α; p)−Carathéodory function, we know
p(s)fy(s)ds and t |p(s)fy(s)|ds are convergent for t ∈ ( , ].
From u ∈ X and Lemma 2.1, we know that there exist constants
By Remark 2.4, using De nition 2.2, we get
and 
Now we get by using the impulse conditions lim
Together with (2.18), we obtain that 
p(s)fy(s)ds +
Substitute A i , B i into (2.15), we get (2.13). Similarly we get (2.14). Now we suppose that u satis es (2.13) and v satis es (2.14). We can prove that u ∈ X and v ∈ Y, u, v is a solution of BVP(2.12) by direct computation. The proof is completed.
Suppose that a ≠ , b ≠ , c ≠ , d ≠ . For (x, y) ∈ E, de ne T(x, y) by T(x, y)(t) = ((T y)(t), (T x)(t)) with (T y)(t) = a Γ(α)( −a)
p(s)fy(s)ds
Lemma 2.6. Suppose that a ≠ , b ≠ , c ≠ , d ≠ , (a)-(d) hold. Then T : E → E is well de ned and is completely continuous, (x, y) is a solution of BVP(1.10)-(1.11) if and only if (x, y) = T(x, y).
Proof. The proof is standard and we omit the details. The readers should refer [20] . |u(s)|ds, Proof. Some of the details of the proof of this Lemma are omitted since the methods are similar to those in [3, 4] . We list some items (which are di erent from the wrong ones in [3, 4, 16, 45] ) which will be used in the proof of the main theorems.
In fact, (u, v) ∈ KerL if and only if (u, v) ∈ D(L) and
From Lemma 2.1 or Remark 2.4 and D α + u(t) = , we know that there exit constants
On the other hand, if (u(t), v(t)) = (B t α− , D t β− ), B , D ∈ IR, we can get by direct computation that
(ii)
In fact, we know that
From Remark 2.4 and D α + x(t) = u(t), there exists constants
From lim
Similarly we have
Thus the result follows.
(iii) The projectors P : Y → Y and Q : Z → Z are de ned by
were A J ,u , A J ,v are de ned by
One can prove that ImP = KerL, KerQ = ImL and
ImL is invertible with its inverse de ned by K P with
The proof is standard and we omit the details, the readers may refer [16] .
Solvability of non-resonant problems
In this section, we prove the existence of solutions of BVP(1.10)-(1.11) under the assumptions a ≠ , b ≠ , c ≠ , d ≠ which imply that BVP(1.10)-(1.11) is non-resonant. Suppose that σ j , τ j ≥ (j = , , ) are constants. We need the following assumptions:
(H1) there exist nonnegative constants A j , B j (j = , , ) and two functions ϕ , ψ such that pψ is a α−integrable function and qϕ a β−integrable function and f t, 
Proof. Let T : E → E be de ned in Section 2. By Lemma 2.5, it su ces to get xed point of T in E. From Lemma 2.6, T is completely continuous. We will seek xed points of T in E. It is easy to see that (Φ, Ψ) ∈ E. For r , r > , denote Ωr ,r = {(x, y) ∈ E : ||x−Φ|| ≤ r , ||y−Ψ|| ≤ r }. One sees that ||x|| ≤ ||x−Φ||+||Φ|| ≤ r +||Φ|| and ||y|| ≤ r + ||Ψ|| for all (x, y) ∈ Ωr ,r .
Use (H1), for (x, y) ∈ Ωr ,r , we have
Similarly use (H1)-(H2), we can get for (x, y) ∈ Ωr that
Using Remark 2.4, we can get the expressions of
Use (c) and the de nitions of T , Φ, (23) , (24), we get for t ∈ (t i , t i+ ] that
One has from Remark 2.4 and the de nition of T that
Similarly we can get
From (3.3), (3.4), we will seek r , r > such that
Then one has TΩr ,r ⊆ Ωr ,r . By Schauder's xed point theorem, T has at least one xed point (x, y) ∈ Ωr ,r which is a solution of BVP(1.10)-(1.11). It su ces to get positive solutions of the following inequality:
It is easy to see that
has a positive solution r > su ciently large. Choose r satis es
Then (3.6) has positive solutions r > and r > . Then T(x, y) ∈ Ωr ,r for (x, y) ∈ Ωr ,r . By Schauder's xed point theorem, T has at least one xed point (x, y) ∈ Ωr ,r . Then (x, y) is a solution of BVP(1.10)-(1.10).
Case 2.1. στ = and
we know that there exists r > su ciently large such that
Choose r satis es
Then (3.6) has a positive solution r , r . Then T(x, y) ∈ Ωr ,r for (x, y) ∈ Ωr ,r . By Schauder's xed point theorem (Lemma 2.3), T has at least one xed point (x, y) ∈ Ωr ,r . Then (x, y) is a solution of BVP(1.10)-(1.11).
Case 2.2. στ = and
Similarly to Case 2.1, use (3.7), we get solutions of BVP(1.10)-(1.11) by using the Schauder's xed point theorem (Lemma 2.3).
Case 3. στ > . Choose
we know that both (3.6) and (3.7) hold. Then we have T(x, y) ∈ Ωr ,r for (x, y) ∈ Ωr ,r . By Schauder's xed point theorem (Lemma 2.3), T has at least one xed point (x, y) ∈ Ωr ,r . Then (x, y) is a solution of BVP(1.10)-(1.11). The proof of Theorem 3.1 is completed.
Then BVP(1.10)-(1.11) has at least one solution in E.
It is easy to see that (H1) and (H2) hold. We get Theorem 3.2 from Theorem 3.1. The proof is completed.
Solvability of resonant problems
In this section, we prove the existence of solutions of BVP(1.10)-(1.11) under the assumptions a = b = c = d = which imply that BVP(1.10)-(1.11) is resonant. We need the following assumptions: , ) and
For ease expression, denote
(G3) there exists a constant M > such that for every B, D ∈ IR with |B| > M and
Denote To obtain Ω, we do three steps. The proof of this theorem is divided into four steps.
Step
We have N(x, y) ∈ ImL. Then (ii) in the proof of Lemma 2.6 implies that
It follows from (G2) that there exist t ∈ ( , t ], t ∈ ( , t ] such that
From Lemma 2.1 or Remark 2.4, there exist constants c ij ∈ IR(i = , , j ∈ IN m ) such that
By the method used in the proof of Lemma 2.5, we know c j =
and c j = λI y (t j ) for all j ∈ IN m and
An example
In this section, we present an example to illustrate main theorems.
Example 4.1. Consider the following boundary value problem for impulsive multi-term fractional di erential equation 
t, (t − t i ) u(t), (t − t i ) D + u(t), D
