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BOUNDEDNESS QUESTIONS FOR CALABI–YAU THREEFOLDS
P.M.H. WILSON
Abstract. In this paper, we study boundedness questions for (simply con-
nected) smooth Calabi–Yau threefolds. The diffeomorphism class of such a
threefold is known to be determined up to finitely many possibilities by the
integral middle cohomology and two integral forms on the integral second co-
homology, namely the cubic cup-product form and the linear form given by
cup-product with the second Chern class. The motivating question for this
paper is whether knowledge of these cubic and linear forms determines the
threefold up to finitely many families, that is the moduli of such threefolds
is bounded. If this is true, then in particular the middle integral cohomology
would be bounded by knowledge of these two forms.
Crucial to this question is the study of rigid non-movable surfaces on the
threefold, which are the irreducible surfaces that deform with any small de-
formation of the complex structure of the threefold but for which no multiple
moves on the threefold. If for instance there are no such surfaces, then the
answer to the motivating question is yes (Theorem 0.1). In particular, for
given cubic and linear forms on the second cohomology, there must exist such
surfaces for large enough third Betti number (Corollary 0.2).
The paper starts by proving general results on these rigid non-movable sur-
faces and boundedness of the family of threefolds. The basic principle is that
if the cohomology classes of these surfaces are also known, then boundedness
should hold (Theorem 4.4). The second half of the paper restricts to the case
of Picard number 2, where it is shown that knowledge of the cubic and linear
forms does indeed bound the family of Calabi–Yau threefolds (Theorem 0.3).
This appears to be the first non-trivial case where a general boundedness re-
sult for Calabi–Yau threefolds has been proved (without the assumption of a
special structure).
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Introduction
Let X be a (simply connected) smooth Calabi–Yau threefold. A hard un-
solved problem is whether such threefolds form a bounded (or even just birationally
bounded) family. This would in turn imply that the Euler characteristic for Calabi–
Yau threefolds is bounded. For example, by results of Gross [5], elliptically fibred
Calabi–Yau threefolds do form a birationally bounded family; no such result is
known for fibre spaces over P1 with generic fibre a K3 or abelian surface. One can
split the general problem into two parts; whether or not Calabi–Yau threefolds fall
into a finite number of topological types, and whether or not Calabi–Yau threefolds
of a given topological type form a bounded family. The first of these problems
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seems intractable whilst the second is hard but maybe tractable. It is this latter
problem which largely motivates much of the theory developed in this paper.
The diffeomorphism class of X is determined up to finitely many possibilities by
knowledge of certain topological invariants, namely the cup-product cubic form on
H2(X,Z) given by D 7→ D3, the linear form on H2(X,Z) given by D 7→ D · c2(X)
and the middle cohomology H3(X,Z) [26], and if furthermore H2(X,Z) is torsion
free, this information determines the diffeomorphism class precisely [27]. In this
paper, we address the question as to whether X is determined up to finitely many
families by knowledge of the cubic and linear forms on H2(X,Z); if this is true
then of course the diffeomorphism type, and in particular H3(X,Z), will have only
finitely many possibilities. This would contrast with the classical results of C.T.C.
Wall on the diffeomorphism types of 6-manifolds [27], which imply that for any
given allowable data of cubic and linear forms on H2(X,Z), the value of the third
Betti number is unbounded, since one can always take connected sums with an
arbitrary number of copies of S3×S3. Even for (non-Ka¨hler) complex Calabi–Yau
threefolds which admit balanced metrics (i.e. d(ω2) = 0), a similar flexibility occurs
and there exist for instance examples with b2 = 0 but with b3 arbitrarily large [4].
For the above boundedness question, a major role will be played by irreducible
surfaces E on the Calabi–Yau threefold X that deform with any small deformation
of the complex structure of the threefold but for which no multiple moves on the
threefold. We use the terminology rigid non-movable surfaces for these (Definition
2.1). We will note in Section 2 that there is a birational description of such surfaces
and that they all they contain at least a one dimensional family of rational curves.
The main results proved in this paper on the stated boundedness question are the
following three general results
Theorem 0.1. For Calabi–Yau threefolds X containing no rigid non-movable sur-
faces, knowledge of the cubic cup-product form and the linear form c2 on H
2(X,Z)
ensures that X lies in a bounded family.
Corollary 0.2. For Calabi–Yau threefolds X with given cubic and linear forms on
H2(X,Z), there must exist rigid non-movable surfaces on X when b3(X)≫ 0 .
In fact, as explained in Remark 4.6, a stronger result than Corollary 0.2 holds.
The corollary might be compared with the main result from [29], where the existence
of rational curves is shown when b2(X)≫ 0.
In the case of Picard number ρ = 1, there will be no rigid non-movable surfaces,
and so the boundedness in Theorem 0.1 holds — in fact it can be seen that we only
need the cubic form for this. For higher ρ, the interplay between the possible rigid
non-movable surface classes is rather delicate, and for ρ > 2 there are only partial
results on boundedness. For ρ = 2, where closed convex cones in H2(X,R) are
determined by their edge rays, we can do better.
Theorem 0.3. For Calabi–Yau threefolds with Picard number ρ(X) = 2, knowledge
of the cubic cup-product form and the linear form c2 on H
2(X,Z) ensures that X
lies in a bounded family.
As far as the author is aware, this is the first non-trivial case where a general
boundedness result for Calabi–Yau threefolds has been proved (without the as-
sumption of a special structure). The proof of this theorem throws up a number of
interesting questions about properties which hold for ρ = 2 and that are less clear
for higher Picard number.
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1. Preliminaries
In this section, we recall and elaborate on various results from the literature for
Calabi–Yau threefolds, largely revolving around the various cones of divisor classes
contained in H2(X,R) and the change in the above cubic and linear forms on
H2(X,R) under flops, and we explain the underlying philosophy behind the proofs
of the main results.
If X is a smooth Calabi–Yau threefold with Ka¨hler cone K, then the nef cone
K ⊂ H2(X,R) is locally rational polyhedral away from the cubic cone
W ∗ = {D ∈ H2(X,R) : D3 = 0};
moreover, the codimension one faces of K (not contained in W ∗) correspond to
primitive birational contractions φ : X → X¯ of one of three different types [29].
In the numbering of [29], Type I contractions are those where only a finite num-
ber of curves (in fact P1s) are contracted. The singular threefold X¯ then has a
finite number of cDV (compound Du Val) singularities. Whenever one has such a
primitive small contraction on X , there is a flop of X to a different birational model
X ′, also admitting a birational contraction to X¯; moreover, identifying H2(X ′,R)
with H2(X,R), the nef cone of X ′ intersects the nef cone of X along the codi-
mension one face which defines the contraction to X¯ [11, 14]. It is well known
(e.g. [14], Theorem 5.2.3) that X ′ is smooth, projective and has the same Hodge
numbers as X , but that the finer invariants, such as the cubic form on H2(X,Z)
given by cup-product, and the linear form on H2(X,Z) given by cup-product with
the second chern class c2(X) = −p1(X)/2, will in general change.
We shall call a divisor class mobile if the corresponding linear system is non-
empty and has no fixed components. Taking the closure of the cone generated by
mobile classes yields a closed cone Mov (X) ⊂ H2(X,R), which we shall refer to as
the movable cone, although this term is sometimes elsewhere applied to its interior
Mov (X). We shall call a class in the closed cone movable, and a class in the open
cone strictly movable. A result of Kawamata ([11], page 120) decomposes the open
cone Mov (X) into chambers, each corresponding to the proper transform of the
Ka¨hler cone of some birational minimal model of X under the the relevant flopping
transformation, a codimension one wall between adjacent chambers corresponding
to the flop between the corresponding minimal models, thus defining a Type I
contraction on both of them.
The other cone of divisor classes which will be of interest to us is the closure of
the cone generated by effective classes. the pseudo-effective cone Eff (X), and its
interior the big cone Big(X); hence Big(X) = Eff (X). Thus Mov (X) ∩ Big(X)
consists of big movable classes; a strictly movable class is big and movable, although
the converse does not in general hold. Any rational class in Mov (X) ∩ Big(X)
corresponds (under a sequence of flops) to a big nef class on some birationally
equivalent minimal model (see proof of Theorem 5.3 in [11]). In fact, any rational
class in Big(X) has an integral multiple which can be written as a mobile divisor
plus an effective divisor, where the mobile divisor defines a birational map. The
advantage of the convex cones just defined is that, unlike the Ka¨hler cone, they are
birational invariants.
Another crucial tool that we shall constantly use is the formula for how the cu-
bic form and the linear form c2 transform under flops from one minimal model to
another. This is explained in [31], where it is observed that by locally deforming
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the complex structure in a neighbourhood of the exceptional locus of the Type I
contraction, we may reduce down to the case of a disjoint set of (−1,−1)-curves,
which may not necessarily be achievable by a global complex deformation of X (al-
though will be achievable by an almost complex deformation). The idea behind this
claim may be found on page 679 of [3]: the contraction of a connected component
Z of the exceptional locus is a cDV (compound Du Val) singularity, for which we
can take a Stein neighbourhood U¯ , with corresponding open set U ⊃ Z in X . A
general hyperplane section of U¯ is then a rational double point Y0, and we have a
holomorphic map g : ∆→ Def Y0 to the versal deformation space of the singularity.
Pulling back the flat family to U , we have a partial resolution X0 of Y0 and g lifts
to a holomorphic map f : ∆→ DefX0, the versal deformation space of the partial
resolution, where there is a natural morphism pi : DefX0 → Def Y0.
If Y˜0 is the minimal resolution of Y0, then DefY0 is the quotient of Def Y˜0 by the
Galois action of the Weil Group W of the singularity, and DefX0 is the quotient
of Def Y˜0 by a subgroup W0 ⊂ W determined by the (−2)-curves on Y0 contacted
under the map to X0 (see Section 8 of [23]). If the rational double point singularity
has rank n, then all these spaces are just neighbourhoods of the origin in Cn, and
on each deformation space we have a (reduced) divisor given by the inverse image
of the discriminant locus on DefY0, which on DefX0 we denote by D, and on Def Y˜0
is a collection of hyperplanes corresponding to the roots of the system (so that D
is the image of these hyperplanes under the quotient map). Deforming f so that
it is transverse to D gives the local deformation of U under which Z splits up
into a finite number δ of (−1,−1)-curves (cf. [30], Section 1). In particular, we
may explicitly calculate the number r of irreducible components of D and then we
observe δ ≥ r.
The simplest case here is when Y0 is an A1-singularity, and then δ is the ramifi-
cation index of f and we have the situation studied in [24]. The next case is when
Y0 is an A2-singularity; here either Z is irreducible and so X0 is a partial resolution
(in which case r = 2), or we have X0 = Y˜0, in which case Z has two irreducible
components and r = 3. In the latter case, we will have δ ≥ 3 with equality only if
f is locally an isomorphism and transverse to each of the three hyperplanes (lines
this case). It may be checked from the explicit description of roots and Weil groups
found in Chapter V of [25] that if Z has precisely two components and we are
not in the case described above (so either Y0 is an A2-singularity but f is ramified
or not generic, or Y0 is worse than an A2-singularity and so X0 is only a partial
resolution of Y0), then δ ≥ 4 (in the latter case r ≥ 4). If for instance Y0 is an
An-singularity (n > 2), and we are contracting all (−2)-curves on Y˜0 except for
those corresponding to two adjacent nodes in the Dynkin diagram, then in fact
r = 4.
Knowledge of these virtual (−1,−1)-curves is enough to determine the transfor-
mation law for the cubic and linear forms. Let φ : X → X¯ be the Type I contraction,
and η ∈ H2(X,Z)/Tors the primitive class contacted by φ, i.e. φ∗η = 0. Let nd
denote the total number of (−1,−1)-curves in the above local deformation which
have image the class dη in H2(X,Z)/Tors. It is shown in [31] (building on the
theory from [30] and [2]) that the cubic and linear forms transform according to
the following formulae:
D32 = D
3
1 − (D1 · η)3
∑
d>0
ndd
3, D2 · c2(X ′) = D1 · c2(X) + 2(D1 · η)
∑
d>0
ndd,
BOUNDEDNESS QUESTIONS FOR CALABI–YAU THREEFOLDS 5
where X ′ denotes the flopped threefold and D2 is the divisor on X
′ corresponding
to a divisor D1 on X . This then leads to a pivotal observation.
Proposition 1.1. For Calabi–Yau threefolds X, knowledge of D3 and D · c2 for
some big movable class D ∈ H2(X,Z) determines X up to a bounded family.
Proof. Suppose we have a big movable integral divisor class D on X , by Section
5 of [11] or [13] Corollary 6.3 therefore corresponding to a big nef class D′ on
some birationally equivalent (smooth) minimal model X ′; note that c2(X
′) · D′
is non-negative [32, 17]. The birational transformation from X to X ′ is obtained
by successively making directed flops in curves on which D, and subsequently the
transforms of D, are negative [11, 13, 15]. Thus successively applying the above
formula for the transformation of the linear form, we obtain c2(X) · D in terms
of c2(X
′) · D′, and so knowledge of c2(X) · D bounds all the additional terms on
the right-hand sides of the above formulae. If furthermore we know D3, then the
transformation law for the cubic form will then bound (D′)3. Thus knowing a big
movable integral class D on X will yield a big nef integral class D′ on a birationally
equivalent minimal model X ′, where we also have a bound on (D′)3.
If D′ is ample, we know that 10D′ is very ample [21]; if D′ big but not ample,
then it determines a birational contraction φ : X ′ → Y , with Y a singular Calabi–
Yau threefold with canonical singularities, and D′ = φ∗L for some ample Cartier
divisor L on Y . The results of [21] then imply that 14L is very ample on Y .
Applying the theory of Hilbert schemes, we deduce in both cases that X ′ lies in a
bounded family (in the second case, coming from components of the discriminant
locus of a family, corresponding to a Hilbert scheme of Calabi–Yau threefolds, under
resolution of canonical singularities). Note here that a Calabi–Yau threefold with
canonical singularities only has finitely many possible crepant resolutions by [13]
Corollary 5.6 or [15] Theorem 6.42. Knowledge of the cubic and linear forms on
a big movable class on X therefore shows that X lies in a birationally bounded
family.
To see boundedness, we use the fact that the Ka¨hler cone is essentially invariant
in families (maybe jumping down on a countable union of subfamilies) [29]. The
previous argument implies a bound on the number and types of flops (e.g. D′ · l for
curves flopped) needed to pass from X ′ to X , we argue that there are only finitely
many families for X . The basic idea is that the first flop has D′ · l bounded for
all curves flopped, and hence the Hilbert scheme of the possible flopping curves
on X ′ is bounded and so by Hilbert scheme theory there are only finitely many
possible curves, all of which are rigid in X ′. This remains true in the case when
D′ not ample, by arguing on the contracted threefold Y . Thus there are only
finitely many possible families for the threefold X1 obtained after the first flop
(corresponding to an adjacent Ka¨hler cone). With this notation, we set H ′1 to be
any ample divisor on X1, whose class therefore represents a movable divisor H1 on
X . Using the above argument with c2 ·H1, we deduce that there are only finitely
many possibilities for the flop on X1, and the result will follow by induction on
the number of flops. Implicitly we are using here the essential invariance of Ka¨hler
cones in families [29] and the ability to flop in families ([15], Theorem 11.10). 
So given a big movable integral class D, the above shows that there are only
finitely many possibilities for the Euler number e(X). This can however be made
explicit in the case when D corresponds to an ample divisor H on a birationally
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equivalent (smooth) minimal model, i.e. when D lies in the interior of one of the
chambers in the decomposition of Mov (X). There is an explicit bound on H3, for
H ample corresponding to D on the flopped model, a function of D3 and D · c2.
However |e(X)| is then bounded by an explicit multiple of H3 by results in [9], and
hence by a function of D3 and D · c2.
Given knowledge of the cubic and linear forms onH2(X,Z), the aim in this paper
therefore will be to find a finite set of integral classes, one of which must represent a
big movable divisor. Crucial to this problem will be the rigid non-movable surfaces
contained in X .
2. Rigid non-movable surfaces
Given an irreducible surface E on a Calabi–Yau threefold X , we may perform
a sequence of directed flops on X so that either E corresponds to a nef divisor on
a birationally equivalent minimal model X ′, or the corresponding surface E′ on
X ′ may be contracted ([11] Theorem 7.1, [13] Corollary 6.3). In the former case,
we know that some multiple of the (irreducible) nef divisor moves and defines a
morphism on X [19]. In the latter case, the birational contraction is either of Type
II, in which case E′ is a generalised del Pezzo surface, or it is of Type III and E′ is
a conic bundle over a smooth curve C of genus g; see [30] for further details.
Given the previously noted result which enables us to flop in families ([15],
Theorem 11.10), the surface E deforms with small deformations of the complex
structure on X if and only if E′ deforms under small deformations of the complex
structure on X ′. The exceptional surface of a Type II contraction on X ′ always
deforms as a surface, and the same is therefore true of the corresponding surface E
on X . If E′ is the exceptional divisor of a Type III contraction, it will not deform
as a surface if g > 0 but will deform if g = 0 (see [30], §4), and this then determines
whether E deforms or not under small deformations of the complex structure on
X . In the cases when g > 0, the Type III contraction becomes a Type I contraction
on a generic small deformation, or in the special cases studied in [29] ceases to be
a contraction.
For proving boundedness of families, we can assume the threefold is general in
moduli and so will be able to ignore those surfaces which do not deform under
general small deformations; we are therefore led to a basic definition.
Definition 2.1. If X denotes a Calabi–Yau threefold, a rigid non-movable surface
on X is an irreducible surface E, whose divisor class inH2(X,R) represents a surface
on any small deformation of the complex structure on X, but for which no integer
multiple is mobile. In particular, if X is general in moduli, any irreducible surface
on X is either movable or rigid non-movable.
Thus from the above discussion, the rigid non-movable surfaces on X are pre-
cisely those which correspond to the exceptional surface of a contraction of Type
II or Type III with g = 0 on some minimal model.
We now recall known results concerning such exceptional surfaces. First we
consider the case when E is the exceptional surface of a Type II contraction, where
we quote from the discussion in [30], §2. Here E is an irreducible generalized del
Pezzo surface. The normal irreducible del Pezzo surfaces are either elliptic cones
or del Pezzo surfaces with rational double point singularities (cf. page 620 of [30]),
and for these 1 ≤ E3 ≤ 9, where E ∼= P2 if E3 = 9 and E ∼= F1 or P1 × P1 if
BOUNDEDNESS QUESTIONS FOR CALABI–YAU THREEFOLDS 7
E3 = 8, where F1 denotes the Hirzebruch surface, namely the blow-up of P
2 in a
point. The only case when E might be non-normal is when E3 = 7 and E is either
of the surfaces F3,2 or F5,1 described in the proof of Lemma 2.3 in [30] — see also
the proof of Theorem 5.2 in [6], noting also Remark 5.3 there. These specific non-
normal surfaces both contain a curve of double points isomorphic to P1. Finally we
recall that all these surfaces are smoothable to smooth del Pezzo surfaces — this
is clear when E3 ≤ 3, the cases where the contraction is a hypersurface singularity
(cf. pages 620-1 of [30]), and follows for all other cases by Lemma 5.6 of [6].
In particular we have χ(E,OE) = 1, from which it follows via Riemann-Roch that
2E3+c2(X) ·E = 12. The moral therefore is that we have fairly precise information
on the exceptional surfaces of Type II contractions.
We now consider the case when E is the exceptional locus of a Type III con-
traction of X ; E is therefore a conic bundle over a smooth curve C of genus g. If
g > 0, then only finitely many fibres will deform under a generic small deforma-
tion of the complex structure on X ; if however g = 0, then the whole divisor will
always deform (see [30], §4). In other words, for g = 0 the Type III contraction
remains Type III under deformations, whilst for g > 0 it either becomes a Type I
contraction under generic deformations, or in the special case of E an elliptic ruled
or quasi-ruled surface studied in [29], ceases to be a contraction. If however g = 0,
the exceptional surface E might be non-normal, therefore having generic fibre over
C a line pair. However under a generic deformation of X , the surface E will deform
to a normal surface over P1 (having irreducible generic fibre), except for the case
when E has precisely two double fibres over C and E3 = 7 ([7] Proposition 1.2 and
Theorem 1.4, and [30] Proposition 3.2); cf. the Type II case. Assuming X is general
in moduli, we therefore have a characterization of possible exceptional surfaces for
Type III contractions, where a full description of the ones with irreducible generic
fibre may be found in Theorem 2.2 of [29]. In particular we deduce in general that
E3 ≤ 8 (although in this case it may be negative). If the conic bundle is denoted by
pi : E → C, then R1pi∗OE = 0 and pi∗OE = OC and so χ(E,OE) = χ(C,OC) = 1
as for the Type II case; in particular 2E3 + c2(X) · E = 12. Note therefore that
c2(X) · E ≥ −6 for the Type II case and ≥ −4 for the g = 0 Type III case.
If E now is a rigid non-movable surface on a Calabi–Yau threefold X , it corre-
sponds to an exceptional surface E′ on some birational minimal model X ′ obtained
by a succession of flops. Given the ability to flop in families ([15], Theorem 11.10), it
follows that if we take X to be general in moduli, i.e. in the complement of a count-
able union of subvarieties in its moduli space (which will not affect boundedness
questions), we may assume without loss of generality that any (rigid) non-movable
surface E on X corresponds, on some birationally equivalent minimal model X ′, to
a surface E′ as described in the previous two paragraphs. Using the transformation
laws for the cubic and linear forms described in §1, we deduce the following.
Proposition 2.2. Let E denote a rigid non-movable surface on a Calabi–Yau three-
fold X. If c2(X) ·E is bounded above, then there are only finitely many possibilities
for E3. If c2 ·E < 0, then all these possibilities have E3 > 0. If E3 is bounded below,
then there are only finitely many possibilities for c2(X) · E. If ρ = 2, and E3 and
c2(X) · E are specified, there are only finitely many possible associated cohomology
classes in H2(X,Z).
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Proof. Recall from Section 1 that
E3 = (E′)3 − (E′ · η)3
∑
d>0
ndd
3, E · c2(X) = E′ · c2(X ′) + 2(E′ · η)
∑
d>0
ndd,
or an iteration of these if there is more than one flop involved. Since c2(X
′) ·E′ is
bounded below, knowledge of an upper bound for c2(X) ·E restricts the correction
terms on the right-hand sides to a finite number of possibilities. But (E′)3 is
bounded below as c2(X
′) ·E′ ≤ c2(X) ·E is bounded above, and thus the previous
observation implies that there are only finitely many possibilities for E3. A similar
argument is valid if E3 is bounded below to deduce that there are only finitely
many possibilities for c2(X) · E. If c2(X) · E < 0, then (as it is an even number)
either c2(X) · E = −6 and so E3 = 9, or c2(X) · E = −4 and then the formulae
yield E3 = 8, or c2(X) · E = −2 and the formulae yield E3 = 7 or 1 (the latter
case corresponding to E′
3
= 9 and either n2 = 1 and E
′ · η = 1, or n1 = 1 and
E′ · η = 2, all the other ni being zero).
For ρ = 2, the last part is clear since an affine cubic in one variable has at at most
three roots, unless E3 = 0 and c2(X) · E = 0; in this case, it is observed from the
above formula that there must be a flopping curve l on X , in fact a (−1,−1)-curve,
with E · l = −1 or −2, and the claim again follows. 
Remark 2.3. Working a bit harder here, under the assumption that X is general
in moduli, we can prove that in the cases c2(X) · E < 0, or c2(X) · E = 0 and
E3 > 0, the general hyperplane section of E is a curve with restricted singularities
(in a sense we define below). We shall need this in Section 7 for some boundary
cases in the proof of Theorem 0.3, when we wish to apply the Kawamata–Viehweg
form of Kodaira Vanishing to a real divisor on a general hyperplane section of X ,
the fractional part of this divisor being supported on the given curve.
The crucial point is that in the cases under consideration, the above formulae
then imply that nd = 0 for d > 2; if n2 6= 0, then n2 = 1 with E′ = P2 and n1 = 0
(otherwise E3 ≤ 0) and the flopping curve is both unique and a (−1,−1)-curve on
X (meeting E′ at most twice). If n2 = 0, then n1 ≤ 3. If n1 = 1 then there is a
unique flopping curve on X which is both a (−1,−1)-curve and meets E′ at most
twice, and in fact once unless E′ = P2. In the case when the corresponding surface
E′ on X ′ has (E′)3 = 7 for instance (and therefore c2(X
′) · E′ = −2), it may be
that we are in the case when E′ is non-normal, but then we are only allowed to flop
in a (−1,−1)-curve to obtain E and the flopping curve will not meet the double
locus of E′. Thus in all cases where n1 ≤ 1, the general hyperplane section H of E
will only have at worst simple nodes or simple cusps as singularities.
If 2 ≤ n1 ≤ 3, we assume for simplicity that only one flop is needed to pass
from X ′ to X (the case when there is more than one flop will be simpler). Then
E′ is either P2 or P1 × P1 (only the former if n1 = 3) with E′ · η = 1. If Z
denotes a connected component of the exceptional locus of the Type I contraction
on X ′, then the image U¯ of an appropriate neighbourhood U of Z is a compound
Du Val singularity. If Z has only one irreducible component, either Y0 has an A1-
singularity with resolution X0, and the map f : ∆→ Def X0 has ramification index
at most 3, with the local relative geometry of U and Z being fully understood [24],
or Y0 has a more complicated singularity (and so X0 is a partial resolution) but
for which there is a finite classification [10, 12] — note here that the number of
components of the discriminant locus D in DefX0 is at least two, so ramification of
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f : ∆→ DefX0 is ruled out. In the case when Z has two or more components, we
can calculate that D has at least four components, with the only exception being
the case of a full resolution of an A2-singularity where D has three components and
our assumptions then imply that f is unramified and generic. In this latter case,
we again have a finite number of possibilities for the local relative geometry of U
and Z. Given the fact that E′ · η = 1, one could then analyse explicitly the local
possibilities for the codimension one singular locus of E, and hence the types of
singularities of a general hyperplane section C = E|H , but we shall not need such
a precise statement.
Less precisely, we have a finite number of essential possibilities for the local
(around Z) geometry of Z and E′, which in turn gives locally only finitely many
types of singularity in codimension one on E, the image of E′ under the flop, and
hence only finitely many types of singularity for C. Thus for all the cases being
considered, there exists a fixed µ0 > 0 such that the pair (H,µC) is klt for all
rational µ < µ0, with µ0 independent of the hyperplane H . This simpler statement
will suffice for our later applications, and is what we meant by saying that C had
‘restricted singularities’.
We comment that if we wish to extend the final statement of the above Proposi-
tion to higher Picard number we shall need to use some more sophisticated number
theory on algebraic varieties; for instance if ρ = 3 we shall need Siegel’s Theorem
concerning integral points on affine curves [8].
A final question concerns how many rigid non-movable surfaces on X there can
be. An easy argument shows that for any given ρ + 1 irreducible surfaces on X ,
some integral combination of at most [(ρ+1)/2] of them must be mobile, where [ . ]
denotes the integral part of a number (there will be an integral dependence between
the corresponding classes, and then just take terms with negative coefficients to
the other side). Since c2(X
′) is non-negative on nef divisors on a flopped model
X ′ [32, 17], we deduce from the transformation formula that c2(X) is non-negative
on any mobile class on X ; this implies that we cannot have more than ρ rigid
non-movable surfaces E with c2 · E < 0. In fact we cannot have more than ρ such
surfaces E with c2 · E ≤ 0, unless there is a base point free linear system |D| on
X with c2(X) ·D = 0; X then has a very special structure, as studied in [19]. In
general there may exist infinitely many rigid non-movable surfaces, as for instance
would be the case with an elliptic Calabi–Yau threefold over a rational surface S
for which the generic fibre over C(S) had infinite Mordell–Weil group. A natural
question to ask if whether any Calabi–Yau threefold X containing infinitely many
rigid non-movable surfaces has to be of fibre type. In the case we study in detail
later in this paper, namely ρ = 2, it will however be clear that there are at most
two rigid non-movable surfaces.
3. Components of the positive index cone
We assume from now on that the cubic and linear forms on H2(X,Z) are given;
to obtain boundedness, we are trying to find specific movable big rational classes in
H2(X,Z). We may consider the classes D for which both the cubic form is positive
and at which the quadratic form L 7→ D · L2 has index (1, ρ − 1). Note that any
rational strictly movable class has some multiple which is mobile and big and hence
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irreducible by Bertini, and has the given index; thus every strictly movable class
has this index, whilst the Ka¨hler classes in addition have positive cube.
The cone of classes with strictly positive cube and with index (1, ρ− 1) will be
called the positive index cone. If we consider the complement of the real projective
hypersurface in Rρ defined by the product of the cubic form with its Hessian, this is
an open cone with finitely many connected components; indeed there is an explicit
upper bound on the number of such connected components which is proved in [28].
The positive index cone is then a finite union of (disjoint) open cones corresponding
to a certain subset of these components. Let us fix a connected component P ◦ of
the positive index cone — by the above discussion there are only finitely many
possibilities for P ◦. We let P denote the closure of P ◦.
Lemma 3.1. If D1, D2, D3 ∈ P ◦, then D1 · D2 · D3 > 0. In particular, a convex
combination of two classes in P ◦ has strictly positive cube.
Proof. This is an argument using the index. We show first that D21 ·D2 > 0 for all
D1, D2; suppose not, so that D
2
1 ·D2 ≤ 0. We can join D2 to D1 by a real curve
(say piecewise linear) in P ◦, on which there are only finitely many points D with
D21 ·D = 0. Suppose that D is the last point (going from D2 to D1) for which this
occurs. Then (D2 ·D1)D31 ≤ (D21 ·D)2 = 0, and hence in particular (since D31 > 0)
we deduce D2 · D1 ≤ 0; equality would imply that D · D1 ≡ 0, contradicting our
assumption on the index of the quadratic form determined by L 7→ D1 · L2. In the
case however of strict inequality, there exists D′ on the curve between D and D1
for which D′2 ·D1 = 0. From this it follows that D′ ·D21 ≤ 0, which is enough to
contradict our assumption on D.
Thus D21 ·D2 > 0 for all D1, D2 ∈ P ◦; now suppose D1 ·D2 ·D3 ≤ 0 and join D3
to D1 by a curve, and let D denote a point on the curve for which D1 ·D2 ·D = 0.
From this we deduce that (D21 · D)(D22 · D) ≤ 0, a contradiction since we showed
above that D21 ·D and D22 ·D must both be strictly positive. 
The Ka¨hler cone K of X will be contained in one of these connected cones P ◦.
However for any surface E on X , we also have D2 · E > 0 for all D ∈ K. In the
next section, we shall take E to be the class of a rigid non-movable surface; here
we prove a general result.
Proposition 3.2. Suppose E is a class whose associated quadratic form has index
(1, s) for some s ≤ ρ−1 (for instance the class of an irreducible surface). Then the
extra condition that D2 ·E > 0 subdivides each P ◦ into a finite number of connected
open subcones; for D1, D2 in such a subcone, we have D1 ·D2 ·E > 0.
Proof. We follow the same ideas as in the proof of Lemma 3.1. The condition
D2 ·E = 0 defines a further hypersurface, and by the result from [28] will subdivide
each P ◦ into a finite number of open connected subcones on which D2 · E > 0.
Suppose D1, D2 are in such a subcone Q with D1 ·D2 ·E ≤ 0. Joining D1 to D2
by a real curve in Q, we may find D on this curve with D1 ·D · E = 0. Thus the
index condition on E implies that (D21 · E)(D2 · E) ≤ 0, a contradiction. 
Corollary 3.3. If we have any finite set of classes E1, . . . , Er with indices as
given in the Proposition, then the extra conditions that D2 · Ei > 0 for i = 1, . . . r
subdivide each P ◦ into a finite number of connected open subcones; for D1, D2 in
such a subcone, we have D1 ·D2 ·Ei > 0 for i = 1, . . . , r.
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Assuming that P ◦ is the connected component containing the Ka¨hler cone K,
and E1, . . . , Er are classes of rigid non-movable surfaces onX , there are only finitely
many connected open subcones Q of P◦ defined by the extra conditions D2 ·Ei > 0
for i = 1, . . . r. The Ka¨hler cone will be contained in one of these subcones. In
particular, if K is contained in such a subcone Q, then we take H to be a very
ample divisor class, and so D ·H ·Ei > 0 for all D ∈ Q and i = 1, . . . , r.
If X is general in moduli and {E1, . . . , Er} is a complete set of rigid non-movable
classes, we observe in the next section for H a general very ample divisor that D|H
is nef for allD ∈ Q. If D is any rational class in Q, then we can apply cohomological
methods as below to obtain effectivity ofmD (and indeed a non-trivial mobile part)
for some integer m depending only on D3 and c2(X) ·D.
4. Finding big movable classes
With the notation as in Section 3, let us assume that P ◦ contains the Ka¨hler
cone; there are only be finitely many possible components P ◦, so for the purposes
of proving boundedness this assumption may be made without loss of generality.
Proposition 4.1. Suppose H is a very ample divisor on X and D ∈ P ◦ as above;
if D|H is nef, then h0(mD) > 1 for some integer m > 0, depending only on D3 and
c2(X) ·D, and moreover D is big.
Proof. This is an argument using Riemann–Roch and vanishing. We note that
D2 ·H > 0, D ·H2 > 0, and so Riemann–Roch onH implies that h0(H,OH(mD)) ∼
m2 for m≫ 0 — this has not used the assumption of D|H being nef. Using nefness
of D|H however, we deduce also that h1(H,OH(rH +D)) = 0 for all r ≥ 1. Now
take the long exact sequence of cohomology associated (for r ≥ 1) to the short
exact sequence of sheaves
0→ OX(D + (r − 1)H)→ OX(D + rH)→ OH(D + rH)→ 0
to deduce that h2(X,OX(D+(r−1)H)) ≤ h2(X,OX(D+ rH)) for all r ≥ 1. Serre
vanishing implies that h2(X,OX(D+rH)) = 0 for r ≫ 0, and so h2(X,OX(D)) = 0,
and similarly h2(X,OX(nD)) = 0 for all n ≥ 1.
Now use Riemann–Roch on X to deduce that
χ(OX(mD)) = 1
6
m3D3 +
1
12
mD · c2(X),
which is > 1 for some positive integerm depending only on D3 and D ·c2; moreover
h0(X,OX(nD)) ∼ n3 for large n, i.e. D is big. 
Replacing D with mD, we may assume that D is a non-trivial movable divisor ∆
plus a fixed divisor. The idea now is to work with this movable divisor ∆, despite
the fact that we don’t know that ∆ itself is necessarily big in general. The proof
of Theorem 4.4 below illustrates the nature of the argument that will be employed
in subsequent sections. We first relate the condition that D|H is nef to the rigid
non-movable surfaces.
Lemma 4.2. Suppose that X is general in moduli and there are only finitely many
rigid rational surfaces E on X. Moreover let Q denote the particular connected
component of the open subcone of P ◦ consisting of classes L with L2 ·E > 0 for all
the rigid non-movable surfaces E, with Q also containing the Ka¨hler cone. Then if
H is a general very ample divisor on X, we have D|H is nef for any D ∈ Q.
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Proof. Recall from the proof of Proposition 4.1 that D|H is big. If D|H were
negative on some curve on H , then our assumption on H being general in its linear
system ensures that by varying H in the linear system, a surface E is swept out
by such curves. Given that X is assumed to be general in moduli, it follows that
E must be a rigid non-movable surface. By Corollary 3.3, we know that D|H is
positive on each of the curves E|H , and hence D|H is nef. 
A similar proof to Theorem 4.1 yields a fact about rigid non-movable surfaces.
Proposition 4.3. Suppose P ◦ is the component of the positive index cone which
contains the Ka¨hler cone (with corresponding closed cone P ) and E is the class of
a rigid non-movable surface on X; then E 6∈ P unless both E3 = 0 and c2 · E = 0.
Proof. Suppose E ∈ P . From Lemma 3.1 it follows that E|H is nef on a general
very ample smooth divisor H , and either E2 ≡ 0 or E2 · H > 0. In the former
case however E will be nef, and we can then deduce from [19] that some positive
multiple of the effective class E is mobile (in fact free), a contradiction.
In the latter case, we use the short exact sequence of sheaves
0→ OX(nE)→ OX(nE +H)→ OH(H + nE)→ 0,
where H denotes a very ample divisor, assumed smooth and irreducible. Our
assumptions imply that E|H is nef and big. Therefore Kodaira Vanishing implies
that h1(H,OH(H + nE)) = 0, and hence h2(X,OX(nE)) = h2(X,OX(nE +H)),
and we may assume that H was chosen so that this latter term is zero. Thus
Riemann–Roch yields that h0(X,OX(nE)) ≥ χ(X,OX(nE)) = 16n3E3+ 112nc2 ·E.
We now have two cases. If E3 > 0, we can choose n > 0 such that 2n3E3 +
nE · c2 ≥ 24, from which it follows that h0(X,OX(nE)) > 1, contradicting non-
movability. We must therefore have E3 = 0, and then from Proposition 2.2 that
c2 · E ≥ 0. If however E3 = 0 and c2 · E > 0, then we can still choose n so that
2n3E3+nE · c2 ≥ 24, from which it follows that h0(X,OX(nE)) > 1, contradicting
non-movability. Thus we are left only with the case E3 = 0 and c2 ·E = 0.

Theorem 4.4. Suppose that in addition to the cubic and linear forms on H2(X,Z)
we are given ρ + 1 rigid non-movable surface classes E; then either some bira-
tionally equivalent minimal model X ′ is of fibre type or X lies in a bounded family.
If there are at most ρ rigid non-movable surfaces on X, all of whose classes are
specified and have the property that each class E satisfies c2 ·E > 0, then (assuming
X to be general in moduli) the same conclusion holds.
Proof. When there are ρ + 1 classes E, they are linearly dependent, which then
shows that some positive convex combination ∆ of these divisors moves (cf. argu-
ment from the end of Section 2). Provided we have started from a minimal linear
dependence relation, the linear system |∆| does not have any fixed component, and
so ∆ is mobile. If ∆ is also big, then we have boundedness by Proposition 1.1. If
∆ is not big, we see that we are in the fibre-type case (a component of a general
element of |∆| gives rise to a nef, but not big, irreducible divisor on some smooth
minimal model X ′ birationally equivalent to X , and hence by [19] to a fibre space
structure on X ′).
We assume therefore that there are at most ρ such classes E, and each such class
E satisfies c2 · E > 0. From the previous discussion there are only finitely many
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possibilities for the cone P ◦ containing the Ka¨hler cone, and by Corollary 3.3 these
cones P ◦ are in turn subdivided into finitely many open cones by the conditions
that D2 ·E > 0 for all the (given) rigid non-movable surface classes E on X . Let Q
denote such a cone, which without loss of generality we may assume contains the
Ka¨hler cone, and let D be a choice of integral divisor in Q.
Let H be a general very ample divisor on X ; we know from Lemma 4.2 that D|H
is nef and big. We now apply Proposition 4.1 to produce an m > 0, depending only
on D3 and c2(X) ·D, with h0(X,mD) > 1, and we can write |mD| = |∆|+ E , with
∆ strictly effective and not having any rigid non-movable surface as an irreducible
component, whilst E is just supported on the (finite) set of rigid non-movable
surfaces. As X is assumed to be general in moduli, any irreducible component
of ∆ will correspond on some minimal model X ′ to a nef divisor and thus ∆ is a
movable class on X .
The facts now that c2 ·∆ ≥ 0 (as noted in the last paragraph of Section 2) and
the assumption that c2 ·E > 0 for each of the rigid non-movable surfaces, and that
mD · c2 is known, ensures that there are only finitely many possibilities for the
coefficients of E . Thus there are only finitely many possibilities for the class of the
movable divisor ∆. If now ∆ is also big, the fact that we have an bound on c2 ·∆
shows via Proposition 1.1 that X lies in a bounded family. (Observe that in the
case when there are no rigid non-movable surfaces on X , we are trivially in this
case since ∆ = mD is big.)
In the exceptional case where the movable divisor ∆ is not big, this will also be
true for any of its components; such a component will correspond to a nef but not
big divisor on some birationally equivalent minimal model X ′, where X ′ will be of
fibre type by [19]. 
Remark 4.5. If X ′ is of fibre type, then it is either elliptic, a K3 fibre space over P1
or an abelian fibre space over P1. For the first of these fibre types, we have at least
birational boundedness from [5]; for the fibre spaces over P1 we in general do not
even know this. Given the extra information in the hypotheses of the theorem, we
would however still hope to prove boundedness (as we do in the case ρ = 2 later),
but we do not pursue the question at this stage. We remark in respect of the second
case in the theorem that rigid non-movable surfaces E with c2 ·E ≤ 0 will be very
special, as can be seen from the arguments of Section 2 (cf. Proposition 2.2).
When there are no rigid non-movable surfaces on X , the proof given above yields
Theorem 0.1 and Corollary 0.2 as stated in the Introduction (using the knowledge
that D is big). When we study the special case ρ = 2 later, we are able to obtain
boundedness in general, even without prior knowledge of the rigid non-movable
surface classes. There is a second proof of Theorem 0.1, which we shall now also
give since the technique employed will be useful later, and it will moreover yield
a stronger version of Corollary 0.2. We use the concept of the volume vol(D) of a
real divisor D, as explained in [18] or Section 2.2 of [16], Vol 1. We recall that the
volume only depends on the numerical class of a divisor, and that a divisor being
big is equivalent to its having strictly positive volume. Moreover, as a function
on the space of real numerical divisor classes, the volume is a continuous function
([16], Vol 1, Theorem 2.2.44).
Proof. We show that given the connected component P ◦ of the positive index cone
containing the Ka¨hler cone, there can exist only finitely many families. To see this,
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we first show that under the assumptions of Theorem 0.1, we have Mov (X) ⊃ P .
For suppose not, then some part on the boundary ofMov (X) is in P ◦. The formula
for how L3 changes under flops implies that for any strictly movable class L, we
have the inequality vol(L) ≥ L3. Since vol is continuous on P ◦, there exists a class
M ∈ P ◦ \ Mov (X) such that vol(M) > 0. Using the σ-decomposition of the big
divisor M (see [18], Chapter 3) in terms of a sum of positive and negative parts,
the negative part is effective and non-zero (if zero then M would be movable).
Assuming that X is general in moduli, the components of the negative part of M
must be rigid non-movable surfaces, contradicting the assumption in the theorem.
Thus we choose any integral D ∈ P ◦; we know that it is in the interior of the
movable cone, and so is both big and movable. Proposition 1.1 then shows that X
lies in a bounded family. 
Remark 4.6. If we know that the cubic hypersurface (defined by the cubic form) in
Pρ−1(R) has only one component and only singularities in codimension > 1, then
some part of the boundary of Mov (X) will have points on which the cubic form is
strictly positive. The above argument with the volume then yields a contradiction
unless there exist rigid non-movable surfaces on X . Here Corollary 0.2 is true
without reference to b3(X). Moreover, if the cubic hypersurface has two components
and there are no rigid non-movable surfaces on X , then the same argument shows
that the Ka¨hler cone must lie in one of the two cones corresponding to the ‘bounded’
component of the hypersurface and that the hyperplane c2 = 0 does not cut this
component — in fact the relevant cone on the bounded component is then a subcone
of Mov (X).
The rest of this paper is devoted to applying the above theory to the case of
Picard number ρ(X) = 2, and proving Theorem 0.3. In particular, when b2(X) = 2
and the cubic and linear forms on H2(X,Z) are known, this implies that b3(X) is
bounded.
5. Case ρ = 2: general results.
In the case ρ = 2, the various cones under consideration, including the connected
cones P ◦ of the previous sections, are seen to be convex, and therefore are deter-
mined by their edge rays; this provides a significant simplification not available
for higher Picard number. Given two real rays A,B ∈ H2(X,R), we shall denote
by Cone〈A,B〉 the closed convex cone determined by the rays. To understand the
proofs we give in the remaining sections, the reader will find it helpful to draw
diagrams of the various cones involved.
We shall consider below the various basic possibilities for the cubic form on
H2(X,R): we enumerate these here and fix on notations that we subsequently use.
(a) The cubic form may have three distinct real roots. In this case real (but not
necessarily rational) coordinates may be chosen so that the form is xy(x+ y). The
index is easily checked to be (1, 1) for all non-zero classes and so the only condition
for P ◦ is that the cubic is strictly positive; there are therefore three possible cones.
We may without loss of generality assume that P = Cone〈A,B〉, where A = (0, 1)
and B = (1, 0) — we shall adopt this convention (when the cubic has three distinct
real roots) for the remainder of this paper.
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(b) The cubic may have three (rational) roots but with two being coincident —
the case of three coincident roots cannot occur by a simple application of the Hodge
Index theorem. Thus (rational) coordinates may be chosen so that the cubic takes
the form x2y. Here positivity is just given by y > 0 and the index condition is
x 6= 0. Thus there are two possibilities for P and without loss of generality we
may take P = Cone〈A,B〉 with A = (0, 1) and B = (1, 0). In this case we may
assume that in fact A and B are integral and primitive, at the expense of the cubic
form being a rational multiple of x2y. In this case A and B will generate a fixed
sublattice of H2(X,Z) of finite index.
(c) Finally we have the possibility of one real root and two complex roots of
the cubic. Here real coordinates may be chosen so that the cubic is of the form
y(x2 + y2). The positivity condition is y > 0 and the index condition y2 < x2/3,
i.e. |y| < |x|/√3. There are again only two possibilities for P , and without loss of
generality we take P = Cone〈A,B〉 with A = (1, 1/√3) and B = (1, 0).
Proposition 5.1. Suppose ρ(X) = 2 and P ◦ is the connected component of the
positive index cone which contains the Ka¨hler cone; if P denotes the corresponding
closed convex cone, then P ⊂ Eff (X).
Proof. This follows in a similar way to the alternative proof of Theorem 0.1 given
in the previous section. We first note that it is sufficient to prove the result when X
is general in moduli. Suppose P = Cone〈A1, A2〉; we ask about Mov (X)∩P . This
is a subcone of P and therefore of the form Cone〈B1, B2〉, with B1 ∈ Cone〈A1, B2〉
and B2 ∈ Cone〈B1, A2〉. We claim that Ai ∈ Eff (X) for i = 1, 2, and hence the
result follows. By symmetry we need only prove this claim for A1; if B1 = A1, then
trivially A1 ∈ Mov (X) ⊂ Eff (X).
Suppose now B1 ∈ P ◦, so in particular B1 6= A1. Arguing via the volume
function as in the alternative proof above of Theorem 0.1, we can find a nearby
ray with integral generator L for which L 6∈ Mov (X) with vol(L) > 0, that is L
is big but not movable. Therefore there exists a prime divisor E (which must be
rigid non-movable) such that A1 ∈ Cone〈E,B1〉 — in fact any L as above has a
σ-decomposition in the sense of [18] as a movable class plus bE for some positive
real number b. Finally we note from Proposition 3.3 that E 6∈ P ◦; thus the class
A1 is a convex combination of the effective divisor class E with some movable (or
even ample) class and hence A1 ∈ Eff (X) as claimed. 
Remark 5.2. Assuming that X is general in moduli, we see that if A is a rational
pseudo-effective class which is not in Mov (X), then it may be written as L + aE
for a well-determined rigid non-movable surface E, a rational class L ∈ Mov (X)
and a a positive rational number. If we allow L to be a real class and a a real
number, then there is a unique decomposition with a minimal (true also when A
a real class), the σ-decomposition of [18]. We note that we cannot have two rigid
non-movable surface classes Ei (i = 1, 2) such that Cone〈Ei, A〉 ∩ P = {A} (i.e.
with E1, E2 ‘on the same side’ of P ), since if so we have without loss of generality
that E2 = aE1 + L
′ with L′ in the interior Mov (X) of Mov (X), and thus that E2
is big (a contradiction).
Therefore in the case ρ = 2, there are at most two rigid non-movable surfaces
on X , whose classes lie one either side of P . In the case of two such classes, no
convex combination can lie in −P , since Proposition 5.1 implies that P ⊂ Eff (X);
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moreover Eff (X) = Cone〈E1, E2〉. In this case, suppose that c2 ·Ei ≤ 0 for i = 1, 2,
then both these will be zero and c2 · H = 0 for all ample H (i.e. c2 ≡ 0). This
happens only when X is an e´tale quotient of an abelian threefold and hence not
simply connected; in any case such threefolds form a bounded family by results of
Oguiso.
In the light of Theorem 0.1 therefore, which deals with the case when there
are no rigid non-movable surfaces on X , in order to prove Theorem 0.3 we may
assume that X is general in moduli and we are reduced to considering the following
possibilities.
(1) There is a unique rigid non-movable surface E on X .
(2) There are precisely two rigid non-movable surfacesE1, E2 onX , where c2·Ei ≥
0 for i = 1, 2, and at least one inequality is strict.
(3) There are precisely two rigid non-movable surfacesE1, E2 onX , where c2·E1 >
0 and c2 ·E2 < 0.
Remark 5.3. Given the cubic and linear forms on H2(X,R), by Proposition 2.2
there are only finitely many possibilities for rigid non-movable classesE with c2·E ≤
0, all of which have E3 > 0 if c2 · E < 0, but with a small number of possibilities
with E3 ≤ 0 if c2 ·E = 0.
In the case ρ = 2, we can strengthen the result from Proposition 4.3.
Lemma 5.4. If E is the class of a rigid non-movable surface on a Calabi–Yau
threefold X with ρ(X) = 2, and P is the closure of the component of the positive
index cone which contains the Ka¨hler cone, then E 6∈ P .
Proof. By Proposition 4.3, note that E could only generate an edge ray of P — in
fact E3 = 0 and c2 · E = 0. I claim that there is a mobile divisor L on X with
E2 ·L < 0. To see this claim, we recall that E corresponds to an exceptional divisor
E′ for a Type II or III contraction on some flopped model X ′ 6= X . In the Type III
case, we set L′ to be the semi-ample class on X ′ defining the contraction and note
that (E′)2 ·L′ < 0. In the Type II case, we set L′ to be a very ample divisor on X ′
and note that (E′)2 ·L′ < 0. If L denotes the mobile big divisor on X corresponding
to L′, then polarizing the formula for the transformation of the cubic form under
flops, it will follow in both caases that E2 · L < 0 as required.
Suppose then that E generates an edge ray of P and H is a very ample divisor on
X . Since E2 is not numerically trivial, we deduce from Lemma 3.1 that E2 ·H >
0. Since −L 6∈ P by Proposition 5.1, it follows from E2 · L < 0 that E is a
convex combination of L and H , and in particular that E is movable, contrary to
assumption. 
We finish this section with two rather technical results, which we prove now
to avoid breaking the flow of later proofs. We assume ρ = 2 and the cubic and
linear forms are known, along with the component P ◦ of the positive index cone
containing the Ka¨hler cone. The first of these results refers to the case where E is
a rigid non-movable class (not necessarily unique) on X . The last and most crucial
part of this Proposition restricts how closely Mov (X) can approach the ray −E.
Proposition 5.5. Given a rigid non-movable surface class E, there exists a real
class (unique up to a positive multiple) ∆ ∈ P ◦ with E ·∆2 = 0; the Ka¨hler cone is
contained in the interior of the subcone P ∩ {D : E ·D2 ≥ 0} = Cone〈∆,−E〉 ∩ P .
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If E ·∆ ≡ 0, then ∆ may be taken integral and semi-ample, where for large enough
n we have a birational morphism φ = φn∆ contracting E and with image a Calabi–
Yau threefold (with a canonical singularity) of Picard number one. If E · ∆ 6≡ 0,
then there exists a class R (depending on the cubic form, the cone P and the class
E, and with P and R in the same open half-plane of the complement to the line
generated by E) such that Mov (X) ⊂ Cone〈E,R〉.
Proof. We first give a proof of this in the case (a), when the cubic form has three
distinct real linear factors. Note that in this case, the possibility of E ·∆ ≡ 0 does
not occur, since E and ∆ would be distinct (rational) roots of the Hessian quadric,
which only occurs in possibility (c) for the cubic. We adopt the notation above, so
P is one of the three components of the positive cone, say P = Cone〈A,B〉 with
A = (0, 1) and B = (1, 0), and E 6∈ P by Lemma 5.4. By Proposition 5.1, E cannot
lie in the quadrant generated by (0,−1) and (−1, 0), and so it must lie in the interior
of one of the other two quadrants, say Cone〈(−1, 0), (0, 1)〉. With these conventions,
it is then clear that E · A2 < 0 and E · B2 > 0, and that for some ∆ ∈ P ◦ (with
corresponding ray being unique) we haveE·∆2 = 0. The Ka¨hler cone is contained in
the interior of the subcone P ∩{D : E ·D2 ≥ 0} = Cone〈∆, B〉 = Cone〈∆,−E〉∩P .
Since E ·∆ 6≡ 0, we know from the index assumption on P ◦ that ∆ · E2 < 0.
For the last sentence of the Proposition, we consider separately the cases E3 ≥ 0
and E3 ≤ 0. When E3 ≥ 0, we suppose that ∆−αE is movable for some real α > 0
and bound α in terms of the given data. There exists some β > 0 (unknown) for
which the class ∆− βE is ample. Therefore
(∆− αE)2 · (∆− βE) = ∆3 − (β + 2α)∆2 ·E + α(α+ 2β)∆ ·E2 − α2βE3 ≥ 0.
Since ∆2 · E = 0, ∆ · E2 < 0 and E3 ≥ 0, we deduce that α2 is bounded above by
−∆3/∆ ·E2. This then gives the required statement when E3 ≥ 0.
When E3 ≤ 0, we show instead that we can bound α such that B − αE is
movable. In this case, we know that B2 · E > 0, but we do not have information
on B · E2. There does however exist β > 0 such that B + βE is ample, and given
that E does not lie in P , we have an upper bound (known) on such β. Therefore
(B − αE)2 · (B + βE) = B3 − (2α− β)B2 · E + α(α− 2β)B ·E2 + α2βE3 ≥ 0,
where B3 = 0 in this case. When α > β/2 the second term is negative, and by
assumption E3 ≤ 0. If now B · E2 ≤ 0, we get a contradiction for α ≥ 2β, and so
we deduce that α ≤ 2β. If instead B ·E2 ≥ 0, then a similar argument shows that
B − αE cannot be movable for β/2 < α < 2β, and so cannot be movable for any
α > β/2 by convexity of the movable cone. This then gives the required statement
when E3 ≤ 0.
We now look at possibility (b) for the cubic form. We know that P ◦ is one
of the two possible components of the positive index cone, say the interior of
Cone〈(0, 1), (1, 0)〉 (under the notation of the previous section). If we have a rigid
non-movable surface class E, then by Proposition 5.1 the class is not contained in
−P , and by Lemma 5.4 it is not contained in P , and so in particular we haveE3 6= 0.
If E3 > 0, then E is in the interior of Cone〈(−1, 0), (0, 1)〉, say E = (−a, b) with
a > 0 and b > 0. Polarizing the cubic form with respect to E we get x(bx− 2ay)/3.
Setting ∆ = (2a, b) ∈ P ◦, we have ∆2 · E = 0 and the Ka¨hler cone is contained in
the interior of the subcone P ∩ {D : E ·D2 ≥ 0} = Cone〈∆,−E〉 ∩ P . If E3 < 0,
we have a similar statement, since E = (a,−b) with a > 0 and b > 0 and −E
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also has index (1, 1), so applying the previous calculation to −E gives the required
statement. The previous argument from case (a) then yields the last sentence when
E3 > 0. If however E3 < 0, then A cannot be in the interior of Mov (X) and we
may take R = A (if the rational class A were in the interior on Mov (X), then we
could write A = D+H for some rational movable class D and some rational ample
class H , from which we see that A2 ≡ 0 is impossible).
Finally we look at possibility (c) for the cubic form, where we can assume that
P = Cone〈(1, 1/√3), (1, 0)〉, as in the notation of the previous section. A rigid non-
movable surface E cannot by Proposition 5.1 have a class lying in −P . If E3 > 0, its
class must either lie in the interior of the cone generated by (−1, 0) and (−1, 1/√3),
with the corresponding ray generated by (−1, b) with 0 < b < 1/√3, or it generates
the same ray as (−1, 1/√3). Polarizing the cubic form with respect to E gives a
quadratic form proportional to 3by2 − 2xy + bx2; i.e. if D = (x, y), then E ·D2 is
a positive multiple this form. For b = 0, this is just −2xy (negative on P ◦), and
for b = 1/
√
3 this gives (x −√3y)2/√3 (positive on P ◦). For 0 < b < 1/√3, there
is a unique class ∆ ∈ P ◦ with E · ∆2 = 0, and again we have the Ka¨hler cone is
contained in the interior of the subcone P ∩{D : E ·D2 ≥ 0} = Cone〈∆,−E〉∩P . In
the remaining case with E3 > 0, namely E generating the same ray as (−1, 1/√3),
we take ∆ generating the same ray as (1, 1/
√
3) and we have that E · ∆ ≡ 0.
Therefore E and ∆ represent roots of the Hessian quadratic, and so in particular
∆ may be chosen to be integral. Since ∆ = aH + bE for suitable ample H and
rationals a, b > 0, we know that −E|E is ample. Standard arguments [29] say that
the wall of the nef cone closest to E is generated by an integral semi-ample divisor
D (noting that D3 > 0) defining a contraction of Types I, II or III of curves lying
on E. Since however ∆ = αD+βE for some rational α > 0, β ≥ 0 and ∆|E ≡ 0, we
deduce that D is proportional to ∆ and hence that ∆ is semi-ample, and that for
large n we have a morphism φ = φn∆ contracting E and with image a Calabi–Yau
threefold (with a canonical singularity) of Picard number one.
The case when E3 < 0, where now E ∈ Cone〈(1, 0), (1,−1/√3)〉 has a similar
statement, since we may apply the previous calculation to −E (which also has
index (1, 1)), but in this case E cannot generate the same ray as (1,−1/√3) as the
corresponding quadratic form would then be negative on P ◦.
The last sentence follows in the case E3 > 0 with E not generating the same ray
as (−1, 1/√3) by the same argument as in cases (a) and (b), calculating with the
divisor ∆. In the case E3 < 0, we may again take R = A by the convexity of the
movable cone and fact that any point in its interior has index (1, 1). 
The second technical result has the effect that for cases (2) and (3) above, know-
ing the class of any integral movable divisor is enough to yield boundedness, whilst
in case (1) we may also need to specify the class of a rigid non-movable surface.
Theorem 5.6. With the notation above, suppose we also specify the class L of a
non-trivial integral movable divisor on X which is not big.
(i) Assuming L is not semi-ample, we have boundedness for the corresponding
family of Calabi–Yau threefolds. If L is semi-ample, there exists at most one rigid
non-movable surface on X.
(ii) If L is semi-ample and we also know the class E of the rigid non-movable
surface, then we have boundedness of the family.
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Proof. (i) Recall that −L 6∈ P by Proposition 5.1. As the movable divisor L is not
big, it corresponds on some minimal model X ′ to a nef divisor L′ with (L′)3 = 0,
and hence on X we have L3 ≤ 0. If L 6∈ P , we can choose any integral divisor
D′ in the interior of the cone generated by L and P but not in P , which will then
be movable and big (for any ample H , Cone〈H,L〉 ⊂ Mov (X)), and so the result
follows from Proposition 1.1..
We are reduced therefore to the case when L generates an edge ray of P and
that L3 = 0. By the transformation formula for the cubic form under flops and
the assumption that L is not big, we deduce that L is already nef and is in a wall
of the nef cone. Thus L is semi-ample by results from [19]. There are then two
cases to consider, namely L2 6≡ 0 and L2 ≡ 0, corresponding to the morphism φnL
for n sufficiently large defining an elliptic fibre space structure on X , respectively
a K3 or abelian fibration over P1. In the light of Theorem 0.1, we will assume in
both cases that there exists some rigid non-movable surface E on X . Since the
class E is not a multiple of L, we know that L2 · E > 0 in the first case, and in
the second case L ·E ·H > 0 for any very ample class H . These facts imply easily
that E is the only rigid non-movable surface class and is ‘on the other side’ of P
to L, i.e. that nL + E is ample on X for all n ≫ 0. Note also that in both cases
h0(X,OX(nL− E)) = 0 for all n > 0 (just intersect with L2, respectively L ·H) .
(ii) We assume that the class of E of the unique rigid non-movable surface is also
given. We deal first with the case where there is an elliptic fibre space structure
on X defined by a morphism φnL : X → W for n sufficiently large. Moreover
L2 · E > 0 is known. We show that this is enough information to give not just
birational boundedness (which is implied by [5]) but also actual boundedness.
We know that the base surface W is Q-factorial with only finite quotient singu-
larities, and is rational asX is assumed to be simply connected ([20], §3). Moreover,
results of Alexeev [1] imply that these base surfaces form a bounded family ([20] ,
§5 or [22], Proof of Theorem 1). Since in our case ρ(W ) = 1, there is a universal
positive integer r such that for any effective Weil divisor H on one of our base
spaces W , we have that rH is Cartier and very ample. In particular we deduce on
X that L′ = rL is free, with r independent of X and the elliptic space structure,
albeit r not explicitly given. We also have h0(X,OX(nL′ − E)) = 0 for all n > 0,
and so we deduce that h0(X,OX(nL′)) ≤ h0(E,OE(nL′)). Since L′|E is free, we
can argue via the short exact sequence
0→ OE(((n− 1)L′)→ OE(nL′)→ OC(nL′)→ 0,
where C = L′|E and the estimate h0(C,OC(nL′)) ≤ nL′ · C = nL′2 · E, to deduce
by induction an effective (quadratic in n) upper-bound (depending on the universal
integer r as well the given invariants, the classE and the cone P ) for h0(E,OE(nL′))
and hence for h0(X,OX(nL′)).
Since however we also know E, there exists a fixed s > 0 for which D = sL′+E ∈
P ◦ satisfies D2 · E > 0, and from Lemma 4.2 and Proposition 4.1, we can find a
m > 0 depending only on D3 and c2(X) · D with h0(X,OX(mD)) > 1; also we
have a formula (cubic in n) giving a lower bound for h0(X,OX(nmD)). Thus for
some n, depending on the universal integer r as well as the given invariants, the
class E and the cone P , the mobile part of |nmD| is |nmsL′ + cE| for some c > 0
and hence is big. Since c ≤ nm, there are only finitely many possibilities for the
big mobile divisor class M found in this way, where the bounds on M3 and M · c2
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depend not only on the initial data but also on the fixed but non-explicit integer r.
Boundedness follows from Proposition 1.1.
The second case is where the morphism φnL for n ≫ 0 is a K3 or abelian fibre
space over P1. Here the cubic must be as in (b) above with L in the edge ray of
P generated by A. Since NL + E is ample for all N ≫ 0, we note that L · E2 =
L · (NL + E)2 > 0; suppose s > 0 has the property that sL + E is ample (in the
following argument we do not need to know what s is), and then H = 10(sL+E) is
very ample by [19]. For any n > 0, h0(X,OX(nL−H)) = 0, and taking cohomology
of a standard short exact of sheaves then yields h0(X,OX(nL)) ≤ h0(H,OH(nL)).
Now apply the same argument on H , observing that h0(H,OH(nL−H)) = 0 since
(nL−H) ·H · (NL + E) ∼ −100NL · E2 < 0 for N large compared with n and s
and hence in particular is negative. Therefore h0(H,OH(nL)) ≤ h0(C,OC(nL)) ≤
nL ·H2 = 100nL ·E2, where C denotes the intersection of two generic elements of
|H |. Thus h0(X,OX(nL)) ≤ 100nL · E2.
However, given the classes of L and E, we can find a fixed r > 0 for which
D = rL + E ∈ P ◦ satisfies D2 · E > 0, and hence by Lemma 4.2 and Propo-
sition 4.1 we can then find a positive integer m > 0 depending only on known
data with h0(X,OX(mD)) > 1; also Riemann–Roch yields a formula (cubic in n)
giving a lower bound for h0(X,OX(nmD)) for n > 0. Therefore we can find a
positive integer n depending only on the known data (and not on the integer s)
with h0(X,OX(nmD)) > 100nmrL · E2. Hence the mobile part of |nmD| is not
|nmrL|, and is therefore big. Arguing as in the previous case, there are only finitely
many possibilities for the big mobile divisor classM found in this way, and we may
again apply Proposition 1.1.

6. Case of ρ = 2 and a unique rigid non-movable surface.
Theorem 6.1. If ρ(X) = 2, the cubic and linear forms are known and there is
exactly one (unknown) rigid non-movable surface E, then boundedness holds.
Proof. Throughout the proof, we may assume that X is general in moduli. Given
the data, we will show that there are only finitely many possibilities for the class
of E, and that finitely many integral classes L may be found at least one of which
will be movable. Boundedness will then follow from Proposition 1.1 and Theorem
5.6.
Consider first case (a) for the cubic; we apply Proposition 5.5; we are not in the
case ∆ · E ≡ 0, since that only occurs in case (c). As in the proof of Proposition
5.5, we may take E to be in the interior of Cone〈(−1, 0), (0, 1)〉, and we have a real
class ∆ ∈ P ◦ with E · ∆2 = 0. We consider the two subcases, namely c2 · E ≤ 0
and c2 ·E > 0.
In the former subcase, the class E is determined up to finitely many possibilities
by Proposition 2.2, so we may assume it is given. Now choose an integral D in
the interior of Cone〈∆, B〉; then D|H is nef for a general very ample divisor H by
Lemma 4.2, and so by Theorem 4.1, there exists an m > 0 depending on the known
data such that h0(X,OX(mD)) > 1. Writing |mD| = |L|+ aE with L non-trivial
movable, we deduce an bound for a (from the knowledge of an explicit class R as
in Proposition 5.5 with Mov (X) ⊂ Cone〈E,R〉). So there are only finitely many
possibilities for the movable class L = mD − aE, and boundedness follows from
Proposition 1.1 and Theorem 5.6.
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The other subcase that we need to consider for the proof of the theorem for
(a) is when we have c2 · E > 0. We may assume that E3 < 0, since otherwise
there are again only finitely many possibilities for E and the previous argument
applies. Thus E may be taken in the interior of Cone〈(−1, 1), (0, 1)〉 and ∆ is
then in the interior of Cone〈(0, 1), (1, 1)〉, and so for any choice of D in the interior
of Cone〈(1, 1), (1, 0)〉, we have D|H is nef for a general very ample divisor H by
Lemma 4.2; hence by Theorem 4.1, there exists a positive integer m depending on
the known data with h0(X,OX(mD)) > 1. If now L = mD − aE is movable, then
either a = 0 (and so mD is movable) or the inequality L · c2 ≥ 0 bounds both c2 ·E
and the coefficient a. Such a bound on c2 ·E then restricts E to a finite number of
possibilities, and so the previous argument yields boundedness.
We now essentially repeat this argument for cases (b) and (c), indicating where
changes are needed.
For possibility (b) we know that P ◦ is one of the two possible components of
the positive index cone, which we take to be the interior of Cone〈(0, 1), (1, 0)〉.
If we have a rigid non-movable surface class E, then E is not in −P by Propo-
sition 5.1, and it is not in P by Lemma 5.4, so E3 6= 0. If E3 > 0, then
E ∈ Cone〈(−1, 0), (0, 1)〉, with E = (−a, b) with a > 0 and b > 0. There are
only finitely possibilities for the class E such that E3 > 0, and for each one of
these we may apply Proposition 5.5 to obtain only finitely many possibilities for
the mobile class L constructed as in case (a).
We assume therefore that E3 < 0, and so E = (a,−b) with a > 0 and b > 0.
Using Proposition 5.1 and considerations of the index, it is clear that A is in this
case a boundary ray of the movable cone. If c2 ·E ≤ 0, then by Proposition 2.2 there
are finitely many possibilities for E, and for each possibility we choose D ∈ P ◦ with
D2 ·E > 0 and prove as before that h0(X,OX(mD)) > 1 for some m > 0 depending
on the known data. This yields finitely many possibilities for the movable class L,
again using Proposition 5.5.
We now need to cover the case E3 < 0 and c2 · E > 0. We note that the
line c2 = 0 cannot contain B, since otherwise c2 · D ≥ 0 implies that D3 ≥ 0,
and so in particular c2 · E > 0 would imply that E3 ≥ 0, a contradiction; we
suppose first that the line does not contain A. As the line c2 = 0 does not cut P
by Proposition 5.1 (using assumption c2 · E > 0), we may take integral F in the
interior of Cone〈(1, 0), (0,−1)〉 generating the line c2 = 0, and a real class ∆ ∈ P 0
such that ∆2 · F = 0, i.e. c2 is a positive multiple of ∆2. Thus taking integral D
in the interior of Cone〈A,∆〉, we note that D2 · E > 0 for all possible classes E,
and then we can as before find m > 0 depending only on known data such that
h0(X,OX(mD)) > 1.
We suppose then that E3 < 0 and c2 · E > 0, and c2 = 0 does contain the
primitive class A; here we exploit the integral structure to find an integral D ∈ P ◦
for which D2 · E > 0 for all the possible rigid non-movable surface classes E with
c2 ·E > 0. Recall that the cubic form is written k1x2y and the linear form c2 is now
k2x, for suitable positive rationals k1, k2. Suppose that a given rigid non-movable
surface E on X corresponds to a surface E′ on a birationally equivalent model X ′
with E′ the exceptional locus of a Type II or Type III contraction as described in
Section 1. We noted before that (E′)3+c2(X
′) ·E′/2 = 6; since c2(X ′) ·E′ ≥ −6, it
follows that (E′)3+(c2(X
′) ·E′/2)3 ≥ −18, and then from the transformation laws
described in Section 1 we deduce that E3 + (c2(X) · E/2)3 ≥ −18 on X . Thus if
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we write E = (a,−b), where a, b will be positive rationals whose denominators are
bounded above, this says that −k1a2b+(k2)3a3/8 ≥ −18. If we set c = (k2)3/(4k1),
we have that b ≤ 1
2
ca+18/(k1a). Given that the denominators of a, b are bounded,
there will only be finitely many possible classes (a,−b) of rigid non-movable surfaces
for which b > ca, and thus for some appropriate c′ ≥ c we will have b ≤ c′a for all
possible rigid non-movable surface classes. This then enables us to find an integral
D ∈ P ◦ for which D2 · E > 0 for all possible classes E. Again there exists m > 0
depending only on known data such that h0(X,OX(mD)) > 1.
Thus in both cases with E3 < 0 and c2 · E > 0 (namely where c2 = 0 does or
does not contain A), we write |mD| = |L|+ aE with non-trivial L movable; unless
a = 0 (when we are done) we can deduce bounds for a and c2 · E, and hence by
Proposition 2.2 there are only finitely many possibilities for E and hence also L.
For possibility (c), we assume that P = Cone〈A,B〉 with A = (1, 1/√3) and B =
(1, 0) as in the previous convention. If E3 ≥ 0, then by consideration of the index,
its cohomology class must be in Cone〈(−1, 0), (−1, 1/√3)〉 and by Proposition 5.1
it is not in the ray generated by (−1, 0) — in particular E3 > 0. Moreover by
Proposition 2.2 there are only finitely many possibilities for the class of such an
E, and for each possibility there exists a real class ∆ ∈ P with ∆2 · E = 0. If for
instance E is in the ray generated by (−1, 1/√3) then ∆ is in the ray generated by
A and may be taken integral, and by Proposition 5.5 it is big and semi-ample with
the corresponding morphism contracting X to a Calabi–Yau threefold of Picard
number one with a canonical singularity and boundedness then follows. In all the
other cases, we can just choose an integral class D in the interior of Cone〈∆, B〉 and
obtain boundedness as in the proof in case (a), finding m with h0(X,OX(mD)) > 1
and then applying Proposition 5.5 to get finitely many possibilities for the movable
part L.
Finally, we show that E3 < 0 does not occur in this case; if it did, its class would
be in the cone Cone〈(1, 0), (1,−1/√3)〉. By Proposition 5.1 and consideration of
the index, A = (1, 1/
√
3) would generate a boundary of both the pseudo-effective
and movable cones. Note that vol(A) ≥ A3 as in the alternative proof of Theorem
0.1 from Section 4, and thus as in the proof of Proposition 5.1, we can find a nearby
ray with integral generator L for which L 6∈ Mov (X) with vol(L) > 0; such an L
would be big and L− aE movable for some a > 0, a contradiction. 
7. Case of ρ = 2 and two rigid non-movable surfaces.
If there are two rigid non-movable surfaces Ei (i = 1, 2) on X , then we are in
cases (2) or (3) from Section 5. Moreover Eff (X) = Cone〈E1, E2〉. Throughout we
may assume that X is general in moduli. By Proposition 1.1 and Theorem 5.6, to
prove boundedness it suffices just to exhibit a finite collection of integral classes,
depending on the initial data, at least one of which is movable. The next two
results prove Theorem 0.3 when there are two rigid non-movable surfaces, thereby
completing the proof of Theorem 0.3.
Theorem 7.1. The result in Theorem 0.3 is true in case (2) from Section 5.
Proof. By assumption we have rigid non-movable surfaces Ei with i = 1, 2, with
c2 · Ei ≥ 0 and the inequality is strict for at least one of them.
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We consider first case (a) for the cubic form. Our assumptions imply that the
linear form c2 does not vanish on a wall of P , since then one of the Ei would lie in
that wall, which doesn’t occur by Lemma 5.4. By Proposition 5.1, the line c2 = 0
does not cut the interior of P ; it is therefore either the third line of the cubic (that
is given by x+ y = 0 in the coordinates chosen before) or without loss of generality
it cuts the interior of the cone Cone〈(1, 0), (1,−1)〉. We let F1 denote a positive
multiple of (−1, 1) and F2 the primitive integral generator in Cone〈(1, 0), (1,−1)〉
of the line c2 = 0; in the case when c2 = 0 is the third line of the cubic, we shall
take F1 = −F2. We can the choose specific corresponding classes Di in the interior
of P , unique up to positive multiples, for which D2i ·Fi = 0 (i = 1, 2); in particular
note that D2 ∈ Cone〈D1, F2〉 and that c2 is a positive multiple of D22 .
In the exceptional case where c2 = 0 is the third line of the cubic, we may take
∆ = D1 = D2. Here the equation F1 · D2 = 0 defines two lines, one of them
generated by the integral class F1 and one generated by ∆ ∈ P ◦. Both lines are
therefore defined over the rationals, and we may take ∆ to be integral in this case.
Note that the conditions on the Ei imply that Ei · ∆2 ≥ 0 for i = 1, 2. The
usual argument via Lemma 4.2 and Theorem 4.1 then produces an integer m > 0
depending only on known data such that h0(X,OX(m∆)) > 1, and that therefore
we can write |m∆| = |L|+ aE1 + bE2 with L non-trivial movable. Without loss of
generality we assume c2 ·E2 > 0; then either b = 0 and we are no longer concerned
with what E2 is, or we have an upper bound on both b and c2 · E2, the latter
then restricting the possible classes for E2 to a finite set by Proposition 2.2. If
c2 ·E1 > 0, then the same argument works for E1 and we conclude boundedness for
X by the usual argument, finding a finite set of possibilities for a movable divisor
L. If however c2 ·E1 = 0, then there are also only finitely many possibilities for the
class E1, and then for each choice of E1, E2 and b, we may bound a by Proposition
5.5, and hence again we have reduced L down to a finite set of possibilities.
In the general case (where c2 = 0 is not the third line of the cubic), we may
assume that E2 ∈ Cone〈B,F2〉, and in particular has E32 < 0; on the other hand
E1 ∈ Cone〈−F2, A〉 may have either E31 ≥ 0 or E31 < 0. The easy case is when E31 <
0, since we may just choose an integral divisor D in the interior of Cone〈D1, D2〉,
which ensures that D2 · Ei > 0 for i = 1, 2. We can then argue as in the previous
paragraph, namely finding m such that h0(X,OX(mD)) > 1, and then bounding
the fixed part of the linear system |mD| supported on E1 and E2, exhibiting a finite
number of possibilities for the movable class L.
The more difficult case is when E31 ≥ 0; here there are only finitely many pos-
sibilities for its class, which we now assume is known. If c2 · E2 = 0, then there
are only finitely many possibilities for E2 too, and the usual argument runs. If
c2 · E1 > 0 and c2 · E2 > 0, and ∆ ∈ P ◦ is a class with ∆2 · E1 = 0 (unique up
to positive multiples), then we can choose an integral D ∈ Cone〈∆, D2〉, which
therefore has D2 · Ei > 0 for i = 1, 2, and conclude as before (finding m such
that h0(X,OX(mD)) > 1, and then bounding the fixed part of the linear system
supported on E1 and E2). We must then deal with the case, in the above notation,
where E1 is known but has c2 ·E1 = 0 (so E1 and −F2 generate the same ray), and
therefore it is E2 which satisfies c2 ·E2 > 0. Note that our assumptions imply in this
case that E31 > 0 since E1 does not lie in the ray generated by F1. By Lemma 4.2,
the restriction of D2 to a general very ample divisor is nef. If the ray generated by
D2 is rational, we can choose D2 to be integral and then just proceed by finding m
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such that h0(X,OX(mD2)) > 1 and conclude as before; we need however to extend
this argument to the case where rationality no longer holds for ray generated by
D2.
For the case when the ray generated by D2 is not rational we shall need a further
idea. We have reduced to the case where the known classE1 has c2·E1 = 0 andE31 >
0; for a general very ample divisor H on X we noted in Remark 2.3 that the curve
C = E1|H on H then has the property that the pair (H,µC) is klt for all rational
µ < µ0, for some fixed µ0 > 0, independent of H . Choose integral D0 in the interior
of Cone〈D2, B〉, and then we may assume that a specific D2 has been chosen of the
form D2 = D0 + λE1, with λ a positive non-rational real number; for notational
simplicity we now set D = D2. We first claim that h
1(H,OH(KH + ⌈mD⌉)) = 0
for all m > 0 for which the fractional part of mλ is less than µ0 — as λ is assumed
non-rational this last condition holds for infinitely many m (depending only on
λ and µ0), and we refer to such m as relevant. Here ⌈mD⌉ = mD0 + ⌈mλ⌉E1,
the round-up of mD. The claim follows from the Kawamata–Viehweg version of
Kodaira Vanishing for real divisors on the surface H , since D|H is nef and big on
H and (H,µC) is klt for µ < µ0. Usually this form of Kodaira Vanishing is stated
with Q-divisors, but it may be extended to real divisors by the argument in [16],
Vol. II, Remark 9.1.23. Using the short exact sequence
0→ OX(⌈mD⌉)→ OX(⌈mD⌉+H)→ OH(KH + ⌈mD⌉)→ 0,
we deduce that h2(X,OX(⌈mD⌉)) = 0 for all relevant m > 0, since for any fixed
such m, we may choose H large enough so that h2(X,OX(⌈mD⌉+H)) = 0. Now
choose such an m with (⌈mD⌉)3 > 0 suitably large, i.e. that χ(X,OX(⌈mD⌉)) =
1
6
(⌈mD⌉)3 + 1
12
c2 · ⌈mD⌉ > 1, and hence h0(X,OX(⌈mD⌉)) > 1 for some large
(relevant) m depending only on the known data. Write |⌈mD⌉| = |L|+ aE1 + bE2
as before; since c2 · E2 > 0, we either have b = 0 or a bound on both b and E2,
in which case we know E2 up to finitely many possibilities. Either way, we may
conclude as before using Proposition 5.5.
We now consider case (2) when the cubic form is as in (b). If c2 were to vanish on
a wall of P , then this wall would contain one of the rigid non-movable surfaces Ei,
and this is ruled out by Lemma 5.4. Thus we may assume that c2 is strictly positive
on P , and we choose a specific class D ∈ P ◦, unique up to positive multiples, for
which c2 is a multiple of D
2. Note then that we may assume E31 > 0 and E
3
2 < 0
with E1 ∈ Cone〈(−1, 0), (0, 1)〉 and E1 ∈ Cone〈(1, 0), (0,−1)〉; in particular the
class of E1 is determined up to finitely many possibilities. The argument then runs
as before: the easier case is when c2 · E1 > 0, in which case one can choose an
integral ∆ ∈ P ◦ for which ∆2 · E1 > 0 and ∆2 · F2 > 0 (F2 a generator of the line
c2 = 0 in the quadrant Cone〈(1, 0), (0,−1)〉), the latter inequality implying that
∆2 ·E2 > 0 for all possible classes E2, and then argue as above. The more difficult
case is again when c2 · E1 = 0; here we may assume that the class of E1 is known
but there are perhaps infinitely many possible classes for E2. Again we may argue
as before: if the ray generated by D is rational, we may choose D integral, and the
usual argument shows that h0(X,OX(mD)) > 1 for some fixed m > 0; if the ray
is non-rational, then as above we need the stronger version of Vanishing to obtain
m > 0 with h0(X,OX(⌈mD⌉)) > 1. In both cases we again bound the fixed part
of the linear system |⌈mD⌉| supported on E1 and E2 as in the previous part of the
proof and deduce boundedness as before.
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Finally we prove case (2) when the cubic form is as in (c), we know that neither
Ei lies in P by Lemma 5.4. We then have the possibility that c2 = 0 is the line
y = −x/√3, i.e. gives a rational solution to the Hessian quadric. In this case, the
wall y = x/
√
3 of P , i.e. generated by A, is in fact generated by an integral divisor
∆, where c2 is a positive rational multiple of ∆
2. We will have that ∆2 ·Ei ≥ 0 for
i = 1, 2, and then that there exists m > 0 depending on the known data such that
h0(X,OX(m∆)) > 1. Boundedness then follows by the earlier argument in which
we bounded the fixed part of the linear system supported on E1 and E2.
Therefore we may assume without loss of generality that the line c2 = 0 divides
the interior of the cone Cone〈(1, 0), (1,−1/√3)〉 and its negative. We let F1 =
(−1, 1/√3) and F2 in the interior of Cone〈(1, 0), (1,−1/
√
3)〉 generating the line
c2 = 0, with D2 ∈ P ◦ satisfying D2 · F2 = 0. We may suppose then that E1 ∈
Cone〈−F2, F1〉 and E2 ∈ Cone〈B,F2〉. In particular E31 > 0 and E32 < 0. Thus
there are only finitely many possibilities for the class of E1; for any given choice,
we have ∆ ∈ P ◦ with ∆2 · E1 = 0, and we may take integral D in the interior
of Cone〈∆, D2〉, for which therefore D2 · Ei > 0 for i = 1, 2, and so the usual
argument shows that there exists m > 0 depending on known data such that
h0(X,OX(m∆)) > 1. Boundedness then follows by the usual argument in which
we bound the fixed part of the linear system.

Theorem 7.2. The result in Theorem 0.3 is true in case (3) from Section 5.
Proof. By assumption we have rigid non-movable surfaces Ei with i = 1, 2, where
say c2 ·E1 < 0 and c2 ·E2 > 0. Thus by Proposition 2.2, given the cubic and linear
forms, there are only finitely many possible classes for E1, and for each of these
E31 > 0.
We consider first the case when the cubic has three distinct real roots, namely
case (a), With our usual coordinates, we assume that P = Cone〈A,B〉, where
A = (0, 1) and B = (1, 0). For a given choice of class for E1, we have a unique (up
to positive multiples) real class ∆1 ∈ P ◦ such that ∆21 · E1 = 0. Since ∆21 · E2 > 0
(as any ample divisor is a convex combination of E1 and E2, we would otherwise
obtain a contradiction to Lemma 3.1) we deduce that ∆1|H is nef on the general
very ample divisor H . Now choose integral F ∈ Cone〈E1,∆1〉 with c2 ·F = 0; note
that ∆21 ·F > 0. Moreover, by Proposition 5.5, there exists an explicit integral R in
the interior of Cone〈B,−E1〉 such thatMov (X) ⊂ Cone〈F,R〉; note that ∆21 ·R > 0.
Suppose first that ∆1 may be chosen rational, and so may also be assumed integral;
then we may find a positive integer m depending only on known data such that
|m∆1| = |L|+ aE1 + bE2, with L movable and a, b non-negative. In particular we
note that ∆21 · L is bounded above. Since L ∈ Cone〈F,R〉 and ∆21 · L is bounded,
there are only finitely many possibilities for the class of the mobile divisor L (since
the lattice ZF + ZR has finite index in H2(X,Z)). Boundedness then follows by
the previous arguments.
For the case when D = ∆1 cannot be chosen rational, we employ the argument
from the previous proof. For a general very ample divisor H on X , we again have
the curve C = E1|H and the pair (H,µC) is klt for µ < µ0, where µ0 > 0 fixed; this
fact is easier here since we do not need to worry about the case c2 · E1 = 0. With
integral D0 chosen as in the previous proof, we may assume that D = D0 + λE1,
with λ a positive non-rational real number. The argument from the previous proof
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then shows that h2(X,OX(⌈mD⌉)) = 0 for infinitely many (relevant) m > 0. Now
choose m large enough so that
χ(X,OX(⌈mD⌉)) = 1
6
(⌈mD⌉)3 + 1
12
c2 · ⌈mD⌉ > 1,
and hence we find m depending only on the known data with h0(X,OX(⌈mD⌉)) >
1. Write |⌈mD⌉| = |L|+ aE1 + bE2 as before; note that D2 · ⌈mD⌉ = mD3 and so
D2 · L is also bounded. As before L ∈ Cone〈F,R〉, and so there are only finitely
many possibilities for the class of the movable divisor L and the same argument
still goes through.
For the case when the cubic has a double root, namely case (b), the same argu-
ments as in case (a) work, yielding a finite number of possibilities for the movable
divisor L.
Finally in case (c) for the cubic; with the usual coordinates, since c2 · E1 < 0
and thus E31 > 0, here E1 ∈ Cone〈(−1, 0), (−1, 1/
√
3)〉 and it is not a multiple of
−B. Since −E2 6∈ P , we have E2 is in the interior of Cone〈(−1, 0), (−1, 1/
√
3)〉; it
is not in the ray generated by (−1, 1/√3), since then we would have E2 · H2 < 0
for any H ∈ P ◦. For each of (the finite number of) possibilities for the class E1, we
have a ray generated by ∆1 ∈ P \R+B with E1 ·∆21 = 0. If for instance E1 is in
the ray generated by (−1, 1/√3) then ∆1 is in the ray generated by A and it may
be chosen integral; in particular, as ∆1 · E1 ≡ 0, we then know that ∆1 is big and
semi-ample as in Proposition 5.5, and boundedness for X then follows.
In the general case where E1 is not in the ray generated by (−1, 1/
√
3), the ray
generated by ∆1 may be rational or irrational. If it is rational, we may take it to
be integral and as before find an m > 0 depending only on the known data with
h0(X,OX(m∆1)) > 1; since now E1 ·∆1 6≡ 0, we may then conclude by the same
argument as in case (a) employing Proposition 5.5. When the ray generated by ∆1
is not rational, it must lie in P ◦. The more delicate argument from case (a) may
then be seen to work, and boundedness follows in the same way. 
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