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a b s t r a c t
This paper is concerned with the numerical solution of nonlinear functional differential
and functional equations. The adaptation of one-leg methods is considered. It is proved
that an A-stable one-leg method is globally stable and a strongly A-stable one-leg method
is asymptotically stable under suitable conditions. A numerical test is given to confirm the
theoretical results.
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1. Introduction
Neutral delay differential equations (NDDEs) possess many applications in science and engineering, such as in physics,
biology, control theory, population dynamics and so on (see [1,2] and the references therein). They are usually formulated
in the form
y′(t) = f (t, y(t), y(φ(t)), y′(φ(t))), t ≥ 0, (1.1)
where f and φ are given functions with φ(t) ≤ t for t ≥ 0.
Since most of NDDEs cannot be solved analytically, it is of importance to study efficient numerical methods for NDDEs.
In recent years, the numerical methods for NDDEs have been studied extensively and a number of important results have
been found (see [3–13]).
A form more general than (1.1) is{
y′(t) = f (t, y(t), y(φ(t)), z(φ(t))),
z(t) = g(t, y(t), y(φ(t)), z(φ(t))), t ≥ 0. (1.2)
It is easily seen that NDDE (1.1) can be transformed into (1.2). In fact, (1.1) is equivalent to{
y′(t) = f (t, y(t), y(φ(t)), z(φ(t))),
z(t) = f (t, y(t), y(φ(t)), z(φ(t))), t ≥ 0. (1.3)
Systems of the form (1.2) are sometimes called hybrid systems [14] or systems of functional differential and functional
equations (FDFEs) [15]. Obviously, the form of (1.2) includes NDDEs (1.1) as special cases. In 1999, Liu [15] investigated the
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numerical stability of Runge–Kutta collocation methods with a constrained grid and linear θ-methods with a uniform grid
for linear systems of FDFEs:{
y′(t)+ A1y(t)+ A2y(t − τ)+ B1z(t − τ) = 0,
z(t)+ A3y(t)+ A4y(t − τ)+ B2z(t − τ) = 0, t ≥ 0, (1.4)
where τ is a positive constant, A1, A2, A3, A4, B1 and B2 are the coefficient matrices. Then, the asymptotic stability of linear
multistep methods, one-leg methods, Runge–Kutta methods, multistep Runge–Kutta methods, and Rosenbrock methods
for linear systems of FDFEs (1.4) was discussed in papers [16–18], respectively. However, little attention has been focused
on nonlinear systems of FDFEs. Recently, Yu and Li [19] investigated the stability and asymptotic stability of solutions of
nonlinear FDFEs:{
y′(t) = f (t, y(t), y(t − τ), z(t − τ)),
z(t) = g(t, y(t), y(t − τ), z(t − τ)), t ≥ 0, (1.5)
with the initial conditions
y(t) = ϕ(t), z(t) = ψ(t), t ≤ 0, (1.6)
where τ > 0 is a real constant, y and z are unknown vectors of complex functions, f and g are given vectors of complex
functions with appropriate domains of definition, and ϕ and ψ are given vectors of complex functions which satisfy the
consistency condition
ψ(0) = g(0, ϕ(0), ϕ(−τ), ψ(−τ)). (1.7)
The aim of the present paper is to deal with the numerical methods for nonlinear systems of FDFEs (1.5). The adaptation
of one-leg methods is considered for solving the nonlinear FDFEs. It is proved that an A-stable one-leg method is globally
stable and a strongly A-stable one-leg method is asymptotically stable under the suitable conditions.
2. Problem class D(α, β1, β2, γ1, γ2, δ)
Let 〈·, ·〉 be an inner product and ‖ · ‖ be the corresponding norm in complex N-dimensional space CN ; assume that the
mappings f and g in (1.5) satisfy the following conditions:
Re〈u1 − u2, f (t, u1, v, w)− f (t, u2, v, w)〉 ≤ α‖u1 − u2‖2, ∀ t ≥ 0, u1, u2, v, w ∈ CN , (2.1)
‖f (t, u, v1, w1)− f (t, u, v2, w2)‖ ≤ β1‖v1 − v2‖ + β2‖w1 − w2‖, ∀ t ≥ 0, u, v1, v2, w1, w2 ∈ CN , (2.2)
‖g(t, u1, v1, w1)− g(t, u2, v2, w2)‖ ≤ γ1‖u1 − u2‖ + γ2‖v1 − v2‖ + δ‖w1 − w2‖,
∀ t ≥ 0, u1, u2, v1, v2, w1, w2 ∈ CN , (2.3)
where α, β1, β2, γ1, γ2 and δ are real constants and δ < 1.
For the stability analysis, we will also need to consider the perturbed problem of (1.5):{
y˜′(t) = f (t, y˜(t), y˜(t − τ), z˜(t − τ)),
z˜(t) = g(t, y˜(t), y˜(t − τ), z˜(t − τ)), t ≥ 0, (2.4)
with the initial conditions
y˜(t) = ϕ˜(t), z˜(t) = ψ˜(t), t ≤ 0, (2.5)
which satisfy the consistency condition
ψ˜(0) = g(0, ϕ˜(0), ϕ˜(−τ), ψ˜(−τ)). (2.6)
Throughout this paper, we assume that the problems (1.5) and (2.4) have unique exact solutions y(t), z(t) and
y˜(t), z˜(t), respectively, and denote the problem class consisting of all the problems (1.5) with (2.1)–(2.3) the class
D(α, β1, β2, γ1, γ2, δ).
Remark 2.1. Linear systems of FDFEs (1.4) belong to the class D(α, β1, β2, γ1, γ2, δ), where α = µ(−A1), µ(·) is the
logarithmic matrix norm corresponding to the inner product norm in CN , and β1 = ‖A2‖, β2 = ‖B1‖, γ1 = ‖A3‖,
γ2 = ‖A4‖, δ = ‖B2‖.
For problems of the class D(α, β1, β2, γ1, γ2, δ), we have the following stability results (see [19]).
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Theorem 2.1. Suppose the problem (1.5) belongs to the class D(α, β1, β2, γ1, γ2, δ) and α+ β1+ β2+ β2(γ1+γ2)1−δ ≤ 0. Then we
have
‖y(t)− y˜(t)‖ ≤ max
−τ≤t≤0
{
‖ϕ(t)− ϕ˜(t)‖, ‖ψ(t)− ψ˜(t)‖
}
, t > 0. (2.7)
‖z(t)− z˜(t)‖ ≤
(
γ1 + γ2
1− δ + δ
)
max
−τ≤t≤0
{
‖ϕ(t)− ϕ˜(t)‖, ‖ψ(t)− ψ˜(t)‖
}
, t > 0. (2.8)
The inequalities (2.7) and (2.8) characterize the stability property of the problem (1.5).
Theorem 2.2. Suppose the problem (1.5) belongs to the class D(α, β1, β2, γ1, γ2, δ) and α+β1+β2+ β2(γ1+γ2)1−δ < 0. Then we
have
lim
t→+∞ ‖y(t)− y˜(t)‖ = 0, limt→+∞ ‖z(t)− z˜(t)‖ = 0, (2.9)
which characterizes the asymptotic stability property of the problem (1.5).
3. Stability analysis of one-leg methods for FDFEs
Consider using a one-leg k-step method (for ordinary differential equations)
ρ(E)yn = hf (σ (E)tn, σ (E)yn), n = 0, 1, 2, . . . , (3.1)
to solve FDFEs (1.5); we have{
ρ(E)yn = hf (σ (E)tn, σ (E)yn, σ (E)yn−m, Zn),
zn = g(tn, yn, yn−m, zn−m), n = 0, 1, 2, . . . , (3.2)
where h = τ/m, m is an arbitrarily given positive integer, tn = nh, E is the translation operator: Eyn = yn+1, yn and zn are
approximations to y(tn) and z(tn), and yn = ϕ(tn), zn = ψ(tn) for n ≤ 0, and also Zn is an approximation to z(σ (E)tn − τ),
which is obtained by using the following formula:
Zn = g(σ (E)tn − τ , σ (E)yn−m, σ (E)yn−2m, Zn−m), (3.3)
where Zn = ψ(σ(E)tn − τ) for σ(E)tn − τ ≤ 0, ρ(x) =∑kj=0 αjxj and σ(x) =∑kj=0 βjxj are generating polynomials, which
are assumed to have real coefficients, and no common divisor. We also assume ρ(1) = 0, ρ ′(1) = σ(1) = 1.
Similarly, applying the same method to the perturbed problem (2.4), we have{
ρ(E)y˜n = hf (σ (E)tn, σ (E)y˜n, σ (E)y˜n−m, Z˜n),
z˜n = g(tn, y˜n, y˜n−m, Z˜n−m), n = 0, 1, 2, . . . , (3.4)
where y˜n and z˜n are approximations to y˜(tn) and z˜(tn), and y˜n = ϕ˜(tn), z˜n = ψ˜(tn) for n ≤ 0, and also Z˜n is an approximation
to z˜(σ (E)tn − τ) that is obtained by using the following formula:
Z˜n = g(σ (E)tn − τ , σ (E)y˜n−m, σ (E)y˜n−2m, Z˜n−m), (3.5)
where Z˜n = ψ˜(σ (E)tn − τ) for σ(E)tn − τ ≤ 0.
For a real symmetric positive definite k× kmatrix G = [gij], the norm ‖ · ‖G is defined by
‖U‖G =
(
k∑
i,j=1
gij〈ui, uj〉
) 1
2
, ∀U = [uT1, uT2, . . . , uTk ]T ∈ CkN .
Theorem 3.1. Assume that the one-leg method (3.1) is A-stable. Then the numerical solutions yn, zn and y˜n, z˜n, obtained by
applying the corresponding method (3.2) to the problems (1.5) and (2.4) which belong to the class D(α, β1, β2, γ1, γ2, δ) with
α + β1 + β2 + β2(γ1+γ2)1−δ ≤ 0, respectively satisfy the global stability inequalities
‖yn − y˜n‖ ≤ C max
{
max
1≤j≤k−1
‖yj − y˜j‖, Γ
}
, n = 1, 2, 3, . . . , (3.6)
‖zn − z˜n‖ ≤
(
C(γ1 + γ2)
1− δ + δ
)
max
{
max
1≤j≤k−1
‖yj − y˜j‖, Γ
}
, n = 1, 2, 3, . . . , (3.7)
where C depends only on the method, β1, β2, γ1, γ2, δ and τ , and
Γ = max
−τ≤t≤0
{
‖ϕ(t)− ϕ˜(t)‖, ‖ψ(t)− ψ˜(t)‖
}
.
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Proof. Let
wn = yn − y˜n, Wn = (wTn , wTn+1, . . . , wTn+k−1)T , qn =
⌊
n+ σ ′(1)
m
⌋
where b·c denotes the integer part; then qnτ ≤ σ(E)tn < (qn + 1)τ .
Since A-stability is equivalent to G-stability (cf. [20]), there is a k× k real symmetric positive definite matrix G such that
for any real sequence {ai}ki=0, the following inequality holds:
AT1GA1 − AT0GA0 ≤ 2σ(E)a0ρ(E)a0,
where Ai = (ai, ai+1, . . . , ai+k−1)T (i = 0, 1). Therefore, we can easily obtain (cf. [20,21])
‖Wn+1‖2G − ‖Wn‖2G ≤ 2Re〈σ(E)wn, ρ(E)wn〉
= 2hRe〈σ(E)wn, f (σ (E)tn, σ (E)yn, σ (E)yn−m, Zn)− f (σ (E)tn, σ (E)y˜n, σ (E)y˜n−m, Z˜n)〉. (3.8)
Using condition (2.1), we have
2Re〈σ(E)wn, ρ(E)wn〉 ≤ 2hα‖σ(E)wn‖2 + 2h‖σ(E)wn‖ ‖f (σ (E)tn, σ (E)y˜n, σ (E)yn−m, Zn)
− f (σ (E)tn, σ (E)y˜n, σ (E)y˜n−m, Z˜n)‖. (3.9)
When σ(E)tn − τ < 0, i.e. qn ≤ 0, (3.9) leads to
2Re〈σ(E)wn, ρ(E)wn〉 ≤ 2hα‖σ(E)wn‖2 + 2h‖σ(E)wn‖ × (β1‖σ(E)wn−m‖ + β2 max−τ≤θ≤0 ‖ψ(θ)− ψ˜(θ)‖). (3.10)
On the other hand, when σ(E)tn − τ ≥ 0, i.e. qn ≥ 1, using conditions (2.1)–(2.3) and δ < 1, (3.9) leads to
2Re〈σ(E)wn, ρ(E)wn〉 ≤ 2hα‖σ(E)wn‖2 + 2h‖σ(E)wn‖(β1‖σ(E)wn−m‖ + β2‖Zn − Z˜n‖)
≤ 2hα‖σ(E)wn‖2 + 2h‖σ(E)wn‖
[
β1‖σ(E)wn−m‖ + β2γ1
qn∑
j=1
δj−1‖σ(E)wn−jm‖
+β2γ2
qn∑
j=2
δj−2‖σ(E)wn−jm‖ + (β2γ2δqn−1 + β2δqn)Γ
]
, (3.11)
where here and below, we define
∑t
k=s equal to 0 for t < s. Combining (3.10) and (3.11) yields
2Re〈σ(E)wn, ρ(E)wn〉 ≤ 2hα‖σ(E)wn‖2 + 2h‖σ(E)wn‖
[
β1‖σ(E)wn−m‖ + β2γ1
qn∑
j=1
δj−1‖σ(E)wn−jm‖
+ β2γ2
qn∑
j=2
δj−2‖σ(E)wn−jm‖ + (β2γ2δqn−1 + β2δqn)Γ
]
. (3.12)
Substituting (3.12) into (3.8) and using condition α + β1 + β2 + β2(γ1+γ2)1−δ ≤ 0, we obtain
‖Wn+1‖2G ≤ ‖Wn‖2G + 2hα‖σ(E)wn‖2 + 2h‖σ(E)wn‖
[
β1‖σ(E)wn−m‖ + β2γ1
qn∑
j=1
δj−1‖σ(E)wn−jm‖
+ β2γ2
qn∑
j=2
δj−2‖σ(E)wn−jm‖ + (β2γ2δqn−1 + β2δqn)Γ
]
≤ ‖Wn‖2G + 2hα‖σ(E)wn‖2 + hβ1‖σ(E)wn‖2 + hβ1‖σ(E)wn−m‖2
+ hβ2γ1
qn∑
j=1
δj−1(‖σ(E)wn‖2 + ‖σ(E)wn−jm‖2)
+ hβ2γ2
qn∑
j=2
δj−2(‖σ(E)wn‖2 + ‖σ(E)wn−jm‖2)+ h(β2γ2δqn−1 + β2δqn)(‖σ(E)wn‖2 + Γ 2)
≤ ‖Wn‖2G + h
(
2α + β1 + β2γ1 + β2γ21− δ + β2δ
qn
)
‖σ(E)wn‖2
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+ hβ1‖σ(E)wn−m‖2 + hβ2γ1
qn∑
j=1
δj−1‖σ(E)wn−jm‖2
+ hβ2γ2
qn∑
j=2
δj−2‖σ(E)wn−jm‖2 + h(β2γ2δqn−1 + β2δqn)Γ 2
≤ ‖Wn‖2G + hα‖σ(E)wn‖2 + hβ1‖σ(E)wn−m‖2 + hβ2γ1
qn∑
j=1
δj−1‖σ(E)wn−jm‖2
+ hβ2γ2
qn∑
j=2
δj−2‖σ(E)wn−jm‖2 + h(β2γ2δqn−1 + β2δqn)Γ 2. (3.13)
By induction, (3.13) gives
‖Wn+1‖2G ≤ ‖W0‖2G +
n∑
i=0
hα‖σ(E)wi‖2 +
n∑
i=0
hβ1‖σ(E)wi−m‖2
+
n∑
i=0
h
β2γ1 b i+σ
′(1)
m c∑
j=1
δj−1‖σ(E)wi−jm‖2 + β2γ2
b i+σ ′(1)m c∑
j=2
δj−2‖σ(E)wi−jm‖2

+ hβ2Γ 2
n∑
i=0
(
γ2δ
b i+σ ′(1)m c + δb i+σ
′(1)
m c
)
≤ ‖W0‖2G +
n∑
i=0
h
(
α + β1 + β2γ1 + β2γ21− δ
)
‖σ(E)wi‖2
+ h
(
β1 + β2γ1 + β2γ21− δ
) −1∑
i=−m
‖σ(E)wi‖2 + hβ2Γ 2 γ2 + 11− δ m
≤ ‖W0‖2G +
(
β1 + β2γ1 + β2γ21− δ
)
τ max
−m≤j≤−1
‖σ(E)wj‖2 + β2τ γ2 + 11− δ Γ
2. (3.14)
Let λ1 and λ2 denote the maximum and minimum eigenvalues of the matrix G, respectively. Then, we have
λ2‖wn+k‖2 ≤ λ1
k−1∑
j=0
‖wj‖2 +
(
β1 + β2γ1 + β2γ21− δ
)
τ max
−m≤j≤−1
‖σ(E)wj‖2 + β2τ γ2 + 11− δ Γ
2.
Hence
‖wn+k‖2 ≤ kλ1
λ2
max
0≤j≤k−1
‖wj‖2 +
(
β1 + β2γ1 + β2γ21− δ
)
τ
λ2
max
−m≤j≤−1
‖σ(E)wj‖2 + β2τ γ2 + 1
(1− δ)λ2Γ
2.
Therefore, there is a real constant C depending only on the method, β1, β2, γ1, γ2, δ and τ such that the inequality (3.6)
holds. On the other hand, using conditions (2.3) and δ < 1, we have
‖zn − z˜n‖ ≤
(
C(γ1 + γ2)
1− δ + δ
)
max
{
max
1≤j≤k−1
‖yj − y˜j‖,Γ
}
,
and this completes the proof of Theorem 3.1. 
Remark 3.1. It is well known that many one-leg methods, such as the implicit Euler method, the second-order BDF formula
method, and one-leg θ-methods ( 12 ≤ θ ≤ 1), are all A-stable. Therefore, in terms of Theorem 3.1, the corresponding
methods are globally stable for solving the nonlinear FDFEs of the class D(α, β1, β2, γ1, γ2, δ) which satisfy the condition
α + β1 + β2 + β2(γ1+γ2)1−δ ≤ 0.
In the following we further discuss the asymptotic stability of the method (3.2). A one-leg method (3.1) is called strongly
A-stable if it is A-stable and the modulus of any root of σ(x) is strictly less than 1.
Theorem 3.2. Assume that the one-leg method (3.1) is strongly A-stable. Then the numerical solutions yn, zn and y˜n, z˜n, obtained
by applying the corresponding method (3.2) to the problems (1.5) and (2.4)which belong to the class D(α, β1, β2, γ1, γ2, δ)with
α + β1 + β2 + β2(γ1+γ2)1−δ < 0, respectively satisfy
lim
n→+∞ ‖yn − y˜n‖ = 0, limn→+∞ ‖zn − z˜n‖ = 0. (3.15)
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The relation (3.15) characterizes the asymptotic stability property of the method (3.2).
Proof. In terms of the proof of the Theorem 3.1, we have
‖Wn+1‖2G ≤ ‖W0‖2G +
n∑
i=0
h
(
α + β1 + β2γ1 + β2γ21− δ
)
‖σ(E)wi‖2
+ h
(
β1 + β2γ1 + β2γ21− δ
) −1∑
i=−m
‖σ(E)wi‖2 + β2τΓ 2 γ2 + 11− δ . (3.16)
Since α + β1 + β2 + β2(γ1+γ2)1−δ < 0, it is easily obtained from (3.16) that
lim
n→+∞ ‖σ(E)(yn − y˜n)‖ = 0. (3.17)
By analogy to the proof of the Theorem 4.3 in [22], we have
lim
n→+∞ ‖yn − y˜n‖ = 0. (3.18)
On the other hand, using condition (2.3) and δ < 1, this yields
lim
n→+∞ ‖zn − z˜n‖ = 0,
and this completes the proof of Theorem 3.2. 
Remark 3.2. It is well known that many one-leg methods, such as the implicit Euler method, the second-order BDF formula
method, and one-leg θ-methods ( 12 < θ ≤ 1), are all stronglyA-stable. Therefore, in terms of Theorem3.2, the corresponding
methods are asymptotically stable for solving the nonlinear FDFEs of the class D(α, β1, β2, γ1, γ2, δ) which satisfy the
condition α + β1 + β2 + β2(γ1+γ2)1−δ < 0.
4. Numerical experiments
Consider the following initial value problem in nonlinear functional differential and functional equation:
y′1(t) = −6y1(t)+ sin y2(t − pi) cos z1(t − pi),
y′2(t) = −4.8y2(t)+ cos y1(t − pi) sin z2(t − pi),
z1(t) = cos y2(t) sin y1(t − pi)+ 0.1z2(t − pi),
z2(t) = sin y1(t) cos y2(t − pi)− 0.2z1(t − pi),
t ≥ 0, (4.1)
with the initial conditions
y1(t) = 0.5 sin t, y2(t) = 0.1+ cos t, z1(t) = 0.5 sin t, z2(t) = 0.5 sin t, −pi ≤ t ≤ 0. (4.2)
It can be verified easily that the problem (4.1) belongs to the class D(α, β1, β2, γ1, γ2, δ) with α = −4.8, β1 = β2 = γ1 =
γ2 = 1 and δ = 0.2, where the inner product is the standard inner product. Thus, the condition α+β1+β2+ β2(γ1+γ2)1−δ ≤ 0
(< 0) is satisfied. As an example, we consider the BDF method of order 2:
3
2
yn+2 − 2yn+1 + 12yn = hf (tn+2, yn+2), (4.3)
for solving the problem (4.1) and its perturbed problem, where the initial conditions of the perturbed problem are
y˜1(t) = sin t, y˜2(t) = 0.2+ 0.5 sin t, z˜1(t) = sin t, z˜2(t) = sin t, −pi ≤ t ≤ 0. (4.4)
It is well known that the second-order BDFmethod (belonging to the one-leg methods) is A-stable and strongly A-stable.
Therefore, in view of Theorems 3.1 and 3.2, the correspondingmethod (for FDFEs) will be globally stable and asymptotically
stable. We denote the numerical solutions of problem (4.1) and its perturbed problem as yn, zn and y˜n, z˜n, where yn and zn
are approximations to [y1(tn), y2(tn)]T and [z1(tn), z2(tn)]T , respectively. The values ‖yn − y˜n‖ and ‖zn − z˜n‖ are listed in
Fig. 4.1.
It is obvious that the values ‖yn − y˜n‖ and ‖zn − z˜n‖ are bounded and tend to zero in Fig. 4.1.
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Fig. 4.1. Values of ‖yn − y˜n‖ (left) and values of ‖zn − z˜n‖ (right) with h = 0.1.
5. Conclusion
In the present paper, an adaptation of one-legmethods is applied for solving nonlinear systems of FDFEs. It is proved that
an A-stable one-legmethod is globally stable and a strongly A-stable one-legmethod is asymptotically stable under suitable
conditions. For simplicity, we deal only with the case of one constant delay. But the stability results can be extended to cases
with several constant delays:{
y′(t) = f (t, y(t), y(t − τ1), . . . , y(t − τk), z(t − τ1), . . . , z(t − τk)),
z(t) = g(t, y(t), y(t − τ1), . . . , y(t − τk), z(t − τ1), . . . , z(t − τk)), t ≥ 0, (5.1)
with the initial conditions
y(t) = ϕ(t), z(t) = ψ(t), t ≤ 0. (5.2)
However, it is difficult to extend the present research to nonlinear FDFEs with variable delays:{
y′(t) = f (t, y(t), y(t − τ(t)), z(t − τ(t))),
z(t) = g(t, y(t), y(t − τ(t)), z(t − τ(t))), t ≥ 0, (5.3)
where τ(t) ≥ 0 is a function. It is our future work to research into the stability of theoretical solutions and numerical
solutions of (5.3) subject to (5.2).
Acknowledgements
The authors would like to thank the referees for their many valuable suggestions and carefully correcting a preliminary
version of the manuscript.
References
[1] J.K. Hale, Theory of Functional Differential Equations, Springer-Verlag, New York, 1977.
[2] V. Kolmanovskii, A.Myshkis, Introduction to the Theory andApplications of Functional Differential Equations, Kluwer Academic Publishers, Dordrecht,
1999.
[3] R.K. Brayton, R.A. Willoughby, On the integration of a system of difference–differential equations, J. Math. Anal. Appl. 18 (1967) 182–189.
[4] J.X. Kuang, J.X. Xiang, H.J. Tian, The asymptotic stability of one-parameter methods for neutral differential equations, BIT 34 (1994) 400–408.
[5] L. Qiu, B. Yang, J.X. Kuang, The NGP-stability of Runge–Kutta methods for neutral delay differential equations, Numer. Math. 81 (1999) 451–459.
[6] C.J. Zhang, S.Z. Zhou, The asymptotic stability of solutions and numerical methods for neutral differential equations with multiple delays, Sci. China
Ser. A 28 (1998) 713–720.
[7] A. Bellen, Z. Jackiewicz, M. Zennaro, Stability analysis of one-leg methods for neutral delay-differential equations, Numer. Math. 52 (1988) 605–619.
[8] G.D. Hu, T. Mitsui, Stability analysis of numerical methods for systems of neutral delay-differential equations, BIT 35 (1995) 504–515.
[9] T. Koto, A stability property of A-stable collocation-based Runge–Kutta methods for neutral delay differential equations, BIT 36 (1996) 855–859.
[10] W.S. Wang, S.F. Li, Stability analysis of nonlinear delay differential equations of neutral type, Math. Numer. Sin. 26 (2004) 303–314 (in Chinese).
[11] W.S. Wang, Y. Zhang, S.F. Li, Nonlinear stability of one-leg methods for delay differential equations of neutral type, Appl. Numer. Math. 58 (2008)
122–130.
[12] W.S. Wang, S.F. Li, K. Su, Nonlinear stability of Runge–Kutta methods for neutral delay differential equations, J. Comput. Appl. Math. 214 (2008)
175–185.
[13] F. Iavernaro, F. Mazzia, D. Trigiante, Stability and conditioning in numerical analysis, J. Numer. Anal. Ind. Appl. Math. 1 (2006) 91–112.
[14] V. Kolmanovskii, A. Myshkis, Applied Theory of Functional Differential Equations, Kluwer Academic Publishers, Dordrecht, 1992.
[15] Y.K. Liu, Runge–Kutta-collocation methods for system of functional-differential and functional equations, Adv. Comput. Math. 11 (1999) 315–329.
824 Y. Yu, L. Wen / Journal of Computational and Applied Mathematics 235 (2010) 817–824
[16] C.M. Huang, Q.S. Chang, Stability analysis of numerical methods for systems of functional-differential and functional equations, Comput. Math. Appl.
44 (2002) 717–729.
[17] S.Q. Gan, W.M. Zheng, Stability of multistep Runge–Kutta methods for systems of functional-differential and functional equations, Appl. Math. Lett.
17 (2004) 585–590.
[18] S.Q. Gan, Asymptotic stability of Rosenbrock methods for systems of functional differential and functional equations, Math. Comput. Modelling 44
(2006) 144–150.
[19] Y.X. Yu, S.F. Li, stability analysis of nonlinear functional differential and functional equations, Appl. Math. Lett. 22 (2009) 787–791.
[20] G. Dahlquist, G-stability is equivalent to A-stability, BIT 18 (1978) 384–401.
[21] S.F. Li, Stability criteria for one-leg methods and linear multistep methods, Natur. Sci. J. Xiangtan Univ. 9 (1987) 21–27 (in Chinese).
[22] C.M. Huang, H.Y. Fu, S.F. Li, G.N. Chen, Stability and error analysis of one-legmethods for nonlinear delay differential equations, J. Comput. Appl. Math.
103 (1999) 263–279.
