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Abstract In this paper we analyze reliability of the real-time system for face
detection and recognition from low-resolution images, e.g., from video monitor-
ing images. First, we briefly describe main features of the standards for bio-
metric face images. Available scientific databases have been checked for com-
pliance with these biometric standards. During the research we have consid-
ered both the correctness of extraction (location) of the face from the image
as well as the correctness of the identification (based on the eigenfaces ap-
proach). To the tests we have used the face databases that allow to study tol-
erance to illumination and face positions. We have compared various face de-
tection techniques and analyzed minimum requirements for the resolution of fa-
cial images. Finally, an influence of the resolution reduction on the FAR/FRR
of the recognition is presented.
Keywords Face detection and recognition · Biometric standards · Low-resolution
images
1 Introduction
Nowadays more and more automatic access systems are based on various biometric
techniques. Face recognition systems [8, 21] are characterized by low invasiveness
This paper was prepared within the INDECT project and partly with the DS funds.
T. Marciniak (B) · A. Chmielewska · R. Weychan · M. Parzych · A. Dabrowski
Division of Signal Processing and Electronic Systems,
Poznan University of Technology,
Chair of Control and Systems Engineering,
ul.Piotrowo 3a, 60-965 Poznan, Poland
e-mail: tomasz.marciniak@put.poznan.pl




of acquisition and increasingly better reliability. The main problem that occurs in
such systems is low resolution of details in the case of photographs taken from
long distances. The identification (recognition) from this kind of images becomes
an important scientific issue to solve [31, 32]. It can be observed that the detection
stage and the recognition stage are typically analyzed separately. The second one is
described in [19] in terms of video quality, testing methods and system requirements
as an expansion of ITU-T P.912 standard. Our paper examines the effect of resolu-
tion reduction on both the face detection and the face identification.
The authors have prepared a Matlab based GUI (graphical user interface) ap-
plication for experimental testing of face detection and recognition effectiveness.
Our programs are based on standard solutions. The developed application enables
real-time people identification using IP wireless cameras and batch processing of
databases with various qualities of facial images. Batch processing has been used
for testing the effectiveness of face identification with different parameters. The face
recognition system is based on the eigenfaces approach.
The paper is organized as follows: Section 2 describes the related work, Section 3
presents the regulations of biometric standards related to face identification, in Sec-
tion 4 we shortly describe and compare the face databases from various universities.
Next sections describe elements of our face detection (Section 5) and recognition
(Section 6) system and study effectiveness of these processes with variable lighting,
face angle, and image resolution. Section 7 summarizes the obtained results.
2 Related work
Issues related to the face recognition in real-time monitoring systems can be found
in paper [8]. The authors of this paper conclude that most of the techniques of
the identification systems capture a full-frontal image of the face. Face recognition
from a video stream is a more difficult task, because the system has to be resistant
to changes in illumination, scale (size) of pictures, and face position. A solution
proposed in article [8] is the use of the OpenCV Face Detector, which implements
the technique proposed by Viola-Jones. The detection process can also be realized
by the detection of the skin color.
Problems related to the low resolution of images and the SR (super resolution)
technique are presented in [32]. Based on a set of training LR-HR (low-resolution–
high-resolution) image pairs and LR input image, the SR algorithm estimates the
HR image. During experiments the authors manually aligned all images by the eyes
positions and the experiments have been concentrated on the frontal view.
In [17] face detection from color images is analyzed. Section 2 of this paper
presents a set of potentially possible detection techniques. It is shown that the 12-bit
Color Census Transform even for 6 × 6 pixel facial image resolution allows for 80 %
detection efficiency. Aspects of the face detection at low resolution are unfortunately
analyzed without taking the identification stage into account.
The face identification is typically solved using the following techniques: principal
component analysis (PCA) [23], Fisherfaces based on linear discriminant analysis
(LDA), independent component analysis (ICA), support vector machine (SVM)
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and other approaches as e.g., the nonnegative matrix factorization (NMF) [10]. A
Comparative Study of eigenfaces vs. Fisherfaces vs. ICA faces can be found in [29].
3 Biometric face recognition standards relevant to CCTV
Biometric standards describe general rules, directives, and features concerning bio-
metric input data, such as e.g. face images.
Data interchange formats are one of four main kinds of the biometric standards
and they specify contents and formats presentation for the exchange of biometric
data [14]. The data presented below are based on two international standards:
ISO/IEC 19794 5 (Biometric data interchange formats—Part 5: Face image data, 2005)
[15] and ANSI/INCITS 385 2004 (Face Recognition Format for Data Interchange,
2004) [5].
The above-mentioned standards describe an example of proper face position in
an image. They contain distances (in pixels) for a picture made with 320 × 240 res-
olution. The most interesting regions have been separated (the inner region and the
outer region). Line Mx in these standards approximates horizontal midpoints of the
mouth and of the bridge of the nose and My line defines the line through the center
of the left eye and the center of the right eye. At the intersection of these lines an M
point is placed and it defines the center of the face. The x-coordinate Mx of M should
be between 45 % and 55 % of the image width and the y-coordinate My of M should
be between 30 % and 50 % of the image height. The width of the head should be in
the range between 50 % and 75 % of the image width, and the length of the head—
between 60 % and 90 % of the image height. Rotation of the head should be less than
about 5◦ from frontal in every direction—roll, pitch, and yaw. This standard includes
also a width-to-height ratio of the image, which should be between 1.25 to 1.34.
Details about the proper use of these biometric norms in public databases are shown
in Table 1.
The second important standard relevant to the CCTV (closed-circuit television)
is the European norm EN 50132-7: CCTV and alarm systems [3]. It describes the
recommended minimum size of the object (in this case a person). The object in the
face detection process should occupy at least 50 % of the height of the screen (for the
CCTV systems, where the screen height is 480 lines). As regards the need to precisely
identify the human object, it should occupy at least 120 % of the image height.
Figure 1 presents a schema of the minimum size of the observed object according
to this norm.
4 Scientific databases of faces in relation to biometric standards
There are several face image experimental databases prepared by academic insti-
tutions. Below we shortly describe some of them and compare their performance
against the standards for facial biometrics.
Selection of the face databases used for testing was dedicated by the lack of face
image databases acquired directly from real CCTV systems.


























































































































































































































































































































































































































































































Multimed Tools Appl (2015) 74:4329–43494332
Fig. 1 Schema of the recommended minimum size of the observed object according to European
norm “EN 50132-7: CCTV and alarm systems”
A database of the Sheffield University contains 564 images of 20 persons [7].
Each of them is shown in different positions, from the view of the profile to frontal
position. The files are in PGM (Portable Graymap) format in various resolutions and
256-bit grayscale. A disadvantage of this database is that the frontal face images are
not clearly separated from the others. From all pictures, only the frontal photos were
selected for our experiments. The results are shown in Table 1.
One of the best-constructed databases in terms of the use, ease of processing, and
sorting files in terms of features is the Yale Face Database. It includes 5,760 images
of ten people [12]. Each of the photographed persons has 576 images in 9 positions
and different lighting conditions. Every file in this database can be easily separated,
because of a clear description of file names for frontal photos and the others. The
pictures are of good quality and in high resolution (640 × 480 pixels) but still do not
fully meet the requirements mentioned in the previous section (Table 1).
The next tested database for biometric standards was the MUCT Face Database
from the University of Cape Town [24]. It consists of 3,755 face images of 276
subjects. Each face was photographed with the use of five different cameras at the
same time. Thanks to that five facial images with different poses were obtained.
Additionally, each individual was photographed with 4 different lighting sets.
The Color FERETDatabase [26] from the George Mason University was collected
between the years 1993 and 1996 and includes 2,413 facial images, representing 856
individuals.
Summarizing, Table 1 shows that none of the above databases entirely respects the
required biometric standards. The main problems in conforming the standards for
these databases are: wrong proportions of image dimensions and too long distances
of a person being photographed to the lens (particularly for older databases). It
should of course be noted that non-compliance with the biometric recommendations
of the tested face databases is even in some sense an advantage because they allow
to analyze the identification effectiveness in the case of non-cooperation with the
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tested individuals. Such situations just occur when the face analysis is based on the
recordings made with the video surveillance systems.
5 Face detection
5.1 Methods overview
Face detection in a picture is the preliminary step for the face recognition. By
detection we understand location of the face in the image or determination of its
position. There are many programs for face detection [4, 13, 18, 21]. An example of
web application is faint (The Face Annotation Interface) [30].
Typically, the detection is realized in three stages. The first stage is the reduction
of impact of interfering factors with the use of histogram equalization and noise
reduction. The next stage is determination of areas with high probability where a
face can be placed. At a later stage verification of the previously selected areas is
performed. Finally, the face is detected and marked [11].
There are several common approaches for face detection. The first one consists
in a face location based on the color of the human skin. The human skin color
is different in terms of lighting intensity (luminance) but has the same chroma.
Thanks to that other elements in the image, which do not correspond to the skin,
can be effectively removed. Then, using mathematical morphology operations in the
selected ROI (Region of Interest) further features can be isolated, which indicate the
presence of a face in the picture [18]. Examples of the face detection in different
conditions obtained with the Face Detection in Color Images algorithm are shown in
Fig. 2. As we can see in this figure, the algorithm generally properly detects faces, but
has significant disadvantages. As the method finds the skin, together with the face de-
tection the neck and sometimes even the blond hair can also be detected, increasing
the ROI. This method does not deal with images with low lighting and intensive side
illumination.
Next technique for finding face location is the use of geometric models. This
method is based on comparing the location of the selected models of the test face with
the processed image. An advantage of such detection is an opportunity of working
with static images in grayscale. This method is based on the knowledge of geometry
of a typical human face and on dependencies between them—position, distance, etc..
This method is based on the use of the Hausdorff distance [16, 25]. TheFDMver1.0
[4] (Fig. 2) algorithm does not deal with changes in rotation of the face greater than
45◦ in the vertical and horizontal direction and greater than 25◦ on the bias direction.
Also, as the Skin Detection algorithm, method using geometric models does not work
properly in case of intensive side illumination.
The third technique of face detection is the use of the Haar-like features [13].
This method is based on the object detector proposed by Paul Viola and Michael J.
Jones and then improved by Rainer Lienhart and Jochen Maydt [20]. The programs
input and output are, respectively, the image (IplImage* type—an algorithm was
written using the OpenCV library) and parameters with position of the localized
area—the face. This program uses four classifiers (for face which is seen from the
front), both eyes and separately left and right eye detection. Thanks to the histogram
equalization, this algorithm deals with variable lighting and is even effective to
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Fig. 2 Examples of face detection with different methods
Multimed Tools Appl (2015) 74:4329–4349 4355
Fig. 3 Influence of image resolution and various face positions on face detection process
the side illumination (Fig. 2). As already mentioned, the Haar-like method uses
classifiers for eyes detection (in the previously determined ROI, in which the face was
found), thus if the eyes are hidden (as in Fig. 2—an example of the top part of the face
hidden) the face will not be detected. Summarizing, the Haar-like method precisely
determines the face location in color and in grayscale images. It is resistant to changes
in lighting (thanks the histogram equalization) and to inconsiderable rotation of the
head. This method has been used in our research for face detection.
Fig. 4 Example of face
detection in image with low
resolution of 54 × 40 taken
from Yale database
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Fig. 5 Dependence of light emission angle for face detection process from image with resolution of
640 × 480 pixels
5.2 Influence of image resolution on detection process
During the study of influence of image resolution on the detection process, we ex-
amined 5,760 facial images from Yale database in 5 resolutions, starting at 640 × 480
pixels and then reducing the image size 2, 4, 8 and 12 times. As we mentioned in
Section 4, the Yale database contains images of 10 people. Every person has his head
in 9 positions. Every position has 64 different light conditions. Thus, we examined
28,000 photos with the use of the Haar-like method of the face detection.
Fig. 6 Dependence of light emission angle for face detection process from image with resolution of
160 × 120 pixels
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Fig. 7 Dependence of light emission angle for face detection process from image with resolution of
54 × 40 pixels
Figure 3 shows an influence of the image resolution on the face detection process
for various face positions, i.e. for each individual position from the database. It can be
noted, that the reduction of the image resolution even by 4 times does not affect the
detection process. When the image is downsampled 8 times, the detection efficiency
is reduced by about 10 % for P00 position and about 20 % for face in position P08—
head directed down (by 45◦) and to the left (by 30◦). Figure 3 indicates that the Haar-
like method has the best detection results for positions P00 – P03 (Fig. 3). If the face
is rotated from the frontal position, the face detection efficiency is much lower.
It can be observed (Fig. 3), that the face can be detected (with a lower efficiency)
even from an image with dimensions of 54 × 40 pixels. As shown in Fig. 4 the face in
Fig. 8 Impact of face detection efficacy study depending on light emission angle (in the horizontal
direction) and head positions (P00, P03, P07)
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Fig. 9 Impact of face detection efficacy study depending on light emission angle (in the vertical
direction) and head positions (P00, P03, P07)
the photo with resolution of 54 × 40 pixels has dimensions of about 17 × 21 pixels.
Other faces in the images were not exactly the same size, but similar. This example
has been included to illustrate that 54 × 40 pixels detection limit does not apply
to the size of the face, but the whole picture. Facial area is much smaller and is
approximately 20–30 pixels.
Figures 5, 6, 7 show an influence of the light source angle on the face detection
process for different image resolutions. Like in the case of detection efficiency of
rotated faces, the resolution does not have significant impact on the detection of im-
ages with 640 × 480 (Fig. 5) and 160 × 120 (Fig. 6) pixels—graphs are similar to each
other and face detection efficiency is between 70–100 %. As shown in Figs. 5–7, the
effectiveness of the face detection is high (70–100 %) for the face illuminated from
Fig. 10 Impact of face detection efficacy study depending on light emission angle (in the horizontal
direction) and head positions (P00, P01, P05)
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Fig. 11 Impact of face detection efficacy study depending on light emission angle (in the vertical
direction) and head positions (P00, P01, P05)
the front. When the face is illuminated from the bottom, the effectiveness of detec-
tion is 80 % for 640 × 480 and 160 × 120 image resolutions, and 20 % for the 54 × 40
resolution. The worst detection results occur when the face is illuminated from the
bottom right side. In this case, the detection efficiency is 70–90 % for 640 × 480 and
160 × 120 image resolutions and 0–19 % for the resolution of 54 × 40 pixels.
Figures 8, 9, 10, 11 show the impact of face detection efficacy depending on light
emission angle (separately in horizontal and vertical direction) and head positions:
P00, P01, P03, P05 and P07. Abbreviations of a particular face position from Yale
database are shown in Fig. 3. This study may be useful in the intelligent monitoring,
where we can choose the location of the camera position in relation to prevailing in
the interior lighting conditions in order to high detection efficiency.
6 Face recognition
6.1 Software description
During analysis of face recognition we used a modified software Face Recognition
System 2.1 [27] working in MATLAB environment. This program uses an algorithm
based on PCA (principal component analysis), called also eigenfaces (eigenvectors
determined by PCA are called eigenfaces, when the PCA is used to analyze the
face image) [2, 6]. Face recognition is based on the distance from the nearest class,
according to the numbering assigned at the beginning to individual photographs
(indicating a person in the class).
Our software is equipped with GUI (graphical user interface) (Fig. 12) and allows
for operation in two modes: continuous and batch processing [28]. A simplified block
diagram of the recognition software is shown in Fig. 13.
In the first mode (continuous processing) we can acquire the image from an
IP wireless webcam (e.g. D-Link DSC-930L [9]) or a standard USB camera and
recognize face belonging to the person, which is in front of the camera. In case of
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Fig. 12 Face recognition program interface (Matlab environment)
problems according with image acquired in the YUV color palette, a procedure of
automatic conversion from YUV to RGB color space was used. The next operations
possible in this mode is noise reduction, face detection in an image (the skin color
filter described in Section 5 was used) and also the background removing—in order
to reduce the processing area and the calculation time. Images entering the base must
be the same size. Thus we could not let the direct use of the ROI—the facial images
were scaled to the resolution of 100 × 120 pixels.
Fig. 13 Simplified block diagram of face recognition program
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The batch processing mode gives two possibilities: loading images from the data-
base and save results in .xls format or a specified number of frames can be recorded
from a camera and saving results in .xls format.
6.2 Influence of image resolution on the recognition process
In the presented experiment the Yale Face Database [12], FullFaces [1] and MUCT
[24] databases have been used.
The first database (Yale FaceDatabase) includes rotated face pictures (9 positions)
of 10 individuals in various light conditions (64 different illumination angle for each
position)—each of the photographed person has 576 images. Due to the difficult
detection of images, in which the light source was at a high angle, we have decided
to limit the database to 25 % for the recognition process. Person number 5, has
been rejected from the experiment in case of very poor face detection (average of
50 % for all face positions). From original pictures with the resolution of 640 × 480
pixels, faces have been extracted using the Haar-like algorithm and resampled to the
resolution closest to a power of 2. In this case it is 256 × 256 pixels. All of pictures
have been downsampled 2, 4, 8, and even 12 times. It corresponds to resolutions
128 × 128, 64 × 64, 32 × 32, and 21 × 21, respectively.
As reference images for the experiment with Yale database, 48 random face
pictures of every individual have been chosen. Another 95 face images (for every
person) have been used for testing.
Figure 14 shows FAR (false acceptance rate)/FRR (false rejection rate) plots for
resolutions from 256 × 256 down to 21 × 21. As it can be seen, downsampling 2 and
4 times does not influence the recognition accuracy. Downsampling 8 and 12 times
decreases the recognition by about 8 %. The EER (equal error rate) in 3 first cases
is about 30 %. The presented results show, that even the 4 times downsampling does
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not influence recognition accuracy, irrespective of face rotation and light conditions.
Combination of various light conditions and face rotation cause however some dete-
rioration of results in comparison to the previous experiments described in [22]. The
previously shown results of the front images, i.e., with no rotated faces (which is the
main requirement in the norms) can be very well distinguished between each other.
The second database (FullFaces) includes 10 (horizontally and vertically) rotated
face pictures of 30 individuals in constant light conditions saved with resolution
512 × 342. For the experiment all of pictures have been chosen. After the detection
stage, the face images have been saved with resolution 256 × 256 and then downsam-
pled 2, 4, 8, and 12 times.
In case of the FullFaces database, 4 random pictures of each individual have been
used to create models, and other 6 files were used in the recognition stage. In contrast
to the Yale database, face pictures are only rotated horizontally and vertically. It
noticeably influences the recognition accuracy, which can be seen in Fig. 15. The
EER is in all cases in range of 18–23 %. It can be noticed that even downsampling by
8 and 12 times does not decrease significantly the recognition accuracy in contrast to
the Yale database. Main differences can be seen at the ends of lines. The presented
results show, that in stable light conditions, face rotation and decimation does not
significantly decrease the face recognition accuracy at least using the PCA algorithm.
To make previous results more visible, we also have used the MUCT database with
color images and greater number of persons. Unfortunately, this database contains
various numbers of images for particular individuals. In this case, our research was
divided into two separately stages.
The first stage of MUCT database recognition research was the analysis of the
effectiveness when the head position was changed. Two hundred-seventy six subjects
photographed with five different positions have been taken for designation of
recognition effectiveness. One face image from each person has been taken for the
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Fig. 16 Recognition efficiency for original and downsampled MUCT database for different face
positions
training stage and the remaining four was used for the recognition stage. Recognition
efficiency for the original and downsampled MUCT database for different face
positions is shown in Fig. 16. This figure shows, that upward and down directed
head positions have the highest recognition efficiency: 90 % and 75 %, respectively.
Generally, our face recognition algorithm is resistant to face resolution changes.
Recognition efficiency for resolution of 21 × 21 pixels is reduced only up to 10 %
for each tested positions.
The second stage of MUCT database recognition research was the examination
of the effectiveness for lighting changes. One hundred-ninety nine differently illumi-
Fig. 17 Recognition efficiency for original and downsampled MUCT database for different light
emission angle
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Table 2 Comparison of EN
50132-7 norm and our study
for face detection and
recognition
The minimum face height in the picture [pixels]
EN 50132-7 norm Our study
Detection 31 21
Recognition 74 21
nated individuals (2 lighting set) have been taken for recognition process. The first
illumination set (marked as ‘q’, ‘r’, ‘s’) has been used in the experiment and consists
of 91 individuals. The second illumination set (marked as ‘t’, ‘u’, ‘v’) consists of 108
individuals. The first type from two illumination sets (‘q’ and ‘t’) has been used for
two different training stages, separately. The remaining illuminations (‘r’, ‘s’ and ‘u’,
‘v’, respectively) have been used for the recognition stage. Fig. 17 shows recognition
efficiency for the original and downsampled MUCT database for different set of
lights. Differences in the recognition efficiency between these two illumination sets
was only about 5 %. In the case of 256 × 256 pixels resolution, the recognition
efficiency has been on the level of 75 %. After decimation, when the face image
size has 21 × 21 pixels, recognition efficiency decreasing by about 5 % and was at the
level of 61 %.
7 Conclusions
This paper examines the effect of resolution reduction on both the face detection
stage and the face identification. The obtained results may find widespread use in
CCTV image analysis. Plots discussed in Section 6 indicate that the face recognition
is correct even for images of the resolution of 21 × 21 pixels. It means, that persons
can be recognized from a large distance (of several meters) by using basic monitoring
systems. A confident image acquisition of the frontal face position can additionally
be realized by placing the camera e.g. on the top of the straight stairs.
The achieved EER in every case (even for low resolution) was between 18–23 %
(for the FullFaces database). An additional advantage of our approach is that it
operates correctly even with a little amount of the training data. Proportions of the
training data to the testing data in our experiments are up to ca. 0.3. Another positive
feature, in relation to the EN 50132-7 norm, is that the face detection and recognition
can take place with lower resolutions than those, that are indicated in the above-
mentioned standards. The minimum face height in the picture in the EN 50132-7
standard and in our research is shown in Table 2.
Open Access This article is distributed under the terms of the Creative Commons Attribution
License which permits any use, distribution, and reproduction in any medium, provided the original
author(s) and the source are credited.
References
1. Achermann database (FullFaces) (2013) The face database of The University of Bern.
http://www.cs.columbia.edu/∼jebara/htmlpapers/UTHESIS/node81.html
2. Agarwal M, Agrawal H, Jain N, Kumar M (2010) Face Recognition using principle component
analysis, eigenface and neural network. In: International conference on signal acquisition and
processing, 2010. ICSAP ’10, pp 310–314
Multimed Tools Appl (2015) 74:4329–4349 4365
3. Alarm systems—CCTV surveillance systems for use in security applications, part 7 (1996) EN
50132-7
4. Algorithm for face detection using Hausdorff distance: FDMver1.0 (2012). http://en.freesion.
com/3865/4898908/30215154/
5. ANSI/INCITS 385-2004 (2004) Information technology—face recognition format for data inter-
change
6. Belhumeur PN, Hespanha JP, Kriegman DJ (1997) Eigenfaces vs. fisherfaces: recognition using
class specific linear projection. IEEE Trans Pattern Anal Mach Intell 19(7):711–720
7. Database of the Sheffield University (2013). http://www.sheffield.ac.uk/eee/research/iel/research/
face
8. Davis M, Popov S, Surlea C (2010) Real-time face recognition from surveillance video. Stud
Comput Intell 332:155–194
9. Description of D-Link camera (2013). http://mydlink.dlink.com/products/DCS-930L. Data sheet
(2011). ftp://ftp10.dlink.com/pdfs/products/DCS-930L/DCS-930L_ds.pdf
10. FACE RECOGNITION HOMEPAGE, Algorithms (2013). http://www.face-rec.org/algorithms/
11. Frischholz RW (2013) The face detection homepage. http://www.facedetection.com
12. Georghiades AS, Belhumeur PN, Kriegman DJ (2001) From few to many: illumination cone
models for face recognition under variable lighting and pose. IEEE Trans Pattern Anal Mach
Intell 23(6):643–660
13. Haar Feature-based Cascade Classifier for Object Detection (2009) OpenCV 2.0 C Reference.
Image Processing and Computer Vision
14. Introduction to Biometrics, Cross-Cutting Topics, Biometrics Standards (2013). http://www.
biometrics.gov/Documents/BioStandards.pdf
15. ISO/IEC 19794-5:2005 (2005) Information technology—biometric data interchange formats—
Part 5: Face Image Data
16. Jesorsky O, Kirchberg KJ, Frischholz RW (2001) Robust face detection using the Hausdorff
distance. BioID AG, Berlin, Germany
17. Jun Z, Ramírez GA, Fuentes O (2010) Face detection in low-resolution color images image
analysis and recognition. Lect Notes Comput Sci 6111:454–463
18. Kapur JP (1997) Face Detection in Color Images, EE499 Capstone Design Project, Univer-
sity of Washington Department of Electrical Engineering. http://www.oocities.org/jaykapur/face.
html
19. Leszczuk M, Kon A, Dumke J, Janowski L (2012) Redefining ITU-T P.912 Recommendation
requirements for subjects of quality assessments in recognition tasks. Multimed Tools Appl.
doi:10.1007/s11042-012-1199-5
20. Lienchart R, Maydt M (2002) An extended set of Haar-like features for rapid object detection.
In: International conference on image Processing, vol 1, pp I-900–I-903
21. Marciniak T, Drgas Sz, Cetnarowicz D (2011) Fast face location using AdaBoost algorithm and
identification with matrix decomposition methods. In: Multimedia Communications, Services
and Security; Communication in Computer Vision and Information Science, vol 149, pp 242–
250
22. Marciniak T, Dabrowski A, Chmielewska A, Weychan R (2012) Face recognition from low
resolution images, In: Multimedia Communications, Services and Security; Communications in
Computer and Information Science vol 287, pp 220–229
23. Marciniak T, Weychan R, Chmielewska A, Dabrowski A (2012) Influence of pose angle on face
recognition from very low resolution images. In: New trends in audio and video/IEEE Signal
Processing: algorithms, architectures, arrangements and applications. IEEE NTAV/SPA 2012,
pp 177–181, 27–29 Sept 2012
24. Milborrow S, Morkel J, Nicolls F (2010) The MUCT landmarked face database. Pattern Recog-
nition Association of South Africa 2010. http://www.milbo.org/muct/
25. Nilsson M (2006) Face detection algorithm for Matlab. Blekinge Institute of Technology School
of Engineering Department of Signal Processing, Ronneby, Sweden. http://www.mathworks.
com/matlabcentral/fileexchange/13701-face-detection-in-matlab
26. Portion of the research in this paper use the FERET database of facial images collected under
the FERET program (2000) sponsored by the DOD counterdrug technology development pro-
gram office. Phillips, P.J. and others: The FERET evaluation methodology for face recognition
algorithms. IEEE Trans Pattern Anal Mach Intell 22:1090–1104
27. Rosa L (2013) Face Recognition System 2.1. http://www.advancedsourcecode.com//face.asp
28. Rzepecki Sz (2011) Real-time localization and identification of faces in video sequences,
(M.Sc. Thesis), Supervisor: Marciniak T, Poznan University of Technology
Multimed Tools Appl (2015) 74:4329–43494346
29. Sharkas M, Elenien MA (2008) Eigenfaces vs. Fisherfaces vs. ICA for face recognition; a compar-
ative study. In: 9th International Conference on Signal Processing, 2008. ICSP 2008, pp 914–919,
6–29 Oct 2008
30. The Face Annotation Interface (2013). http://faint.sourceforge.net
31. Xu Y, Jin Z (2008) Down-sampling face images and low-resolution face recognition. In: The 3rd
international conference on innovative computing information and control, pp 392–392
32. Zou WW, Yuen PC (2012) Very Low Resolution Face Recognition Problem. IEEE Trans Image
Process 21(1):327–340
Tomasz Marciniak is an Assistant Professor at the Chair of Control and Systems Engineering of
Poznan University of Technology in Poland. He received Ph.D. in Automatics and Robotics in 2003.
In 1994, he obtained M.Sc. degree in Electronics and Telecommunications. His research interests
include effective implementation of algorithms in biometric and multimedia systems using digital
signal processors. As every author of this article, he is engaged in research of FP7 EU project
entitled INDECT—Intelligent information system supporting observation, searching and detection
for security of citizens in urban environment.
Agata Chmielewska is a Ph.D. student at the Poznan University of Technology (Poland). She
received M.Sc. degree in Automatics and Robotics in 2009. She has developed algorithms for the
detection of dangerous situations on the basis of video sequences from city monitoring. She also deals
with issues of speakers segmentation from the telephone conversation recordings using an acoustic
watermark.
Multimed Tools Appl (2015) 74:4329–4349 4367
Radoslaw Weychan is a Ph.D. student at the Poznan University of Technology (Poland). He
obtained M.Sc. degree in Automatics and Robotics in 2009. His research interests include audio
processing applications and biometric systems, especially speaker and face recognition from de-
graded signals, and effective implementation of algorithms on microcontrollers and digital signal
processors.
Marianna Parzych is a Ph.D. student at the Poznan University of Technology (Poland). She received
M.Sc. degree in Automatics and Robotics in 2012. Her research interests include biometric systems,
image and video processing. Recently involved in recognition of gender, age and people based on
face, moving objects tracking and estimating people density in trade spaces.
Multimed Tools Appl (2015) 74:4329–43494348
Adam Dabrowski is a full professor in digital signal processing at the Department of Computing,
Poznan University of Technology, Poland. His scientific interests concentrate on: digital signal
and image processing (filtering, signal separation, multirate and multidimensional systems, wavelet
transformation), multimedia, biometrics, visual systems, and processor architectures. He is author or
co-author of 4 books and over 300 scientific papers.
He was a Humboldt Foundation fellow at the Ruhr-University Bochum (Germany), visiting
professor at the ETH Zurich (Switzerland), Catholic University in Leuven (Belgium), University
of Kaiserslautern (Germany), and the Technical University of Berlin (Germany). Currently he is
Chairman of the Signal Processing (SP) and Circuits & Systems (CAS) Chapters of the Poland IEEE
Section.
In 1995 Professor Adam Dabrowski won the IEEE Chapter of the Year Award, New York, USA.
In 2001 he was also awarded with the diploma for the outstanding position in the IEEE Chapter of
the Year Contest.
Multimed Tools Appl (2015) 74:4329–4349 4369
