In this paper, we prove the existence of mild solutions for a first order impulsive neutral evolution differential inclusion with state-dependent delay. We transform it into an integral equation and use a fixed point theorem for condensing multi-valued maps. As an application of the main theorem, we consider the case when the multi-valued nonlinearity has sub-linear growth in the state variable.
Introduction
The theory of impulsive differential equations appears as a natural description of several real processes subject to certain perturbations whose duration is negligible in comparison with the duration of the process. It has seen considerable development in the last decade, see the monographs of Benchohra et al. [1] , Haddad et al. [2] , Lakshmikantham et al. [3] , the papers [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] and the references therein.
Neutral differential systems with impulses arise in many areas of applied mathematics and for this reason these systems have been extensively investigated in the last decades. There are many contributions relative to this topic and we refer the readers to [15] [16] [17] [18] [19] [20] and the book [21] . Recently, much attention has been paid to existence results for partial functional differential equations with state-dependent delay, and we cite the works [22] [23] [24] [25] [26] [27] and the references therein. To the best of our knowledge, few papers can be found in the literature on the existence of mild solutions for an abstract impulsive evolution differential inclusions with state delay. Being directly inspired by References [22] [23] [24] [25] [26] , in the present paper we consider existence results for impulsive evolution differential inclusions with state-dependent delay such as where A(t) : D ⊂ X → X , t ∈ J, is a family of closed linear operators defined on a common domain D which is dense in a Banach space (X, · ) and independent of t; F : J ×B → P(X ) is a bounded closed convex-valued multi-valued map, P(X ) is the family of all nonempty subsets of X , g :
ξ (t − ) and ξ (t + ) represent the left and right limits of ξ (t) at t. The histories
belong to the abstract phase space B.
Preliminaries
In this section, we introduce some basic definitions, notations and results which are used throughout this paper.
Let C (J, X ) be the Banach space of continuous functions y from J into X with the norm y ∞ = sup { y(t) : t ∈ J}. L(X ) denotes the Banach space of bounded linear operators from X into itself. A measurable function y : J → X is Bochner integrable if and only if y is Lebesgue integrable. For properties of the Bochner integral see Yosida [28] . L 1 (J, X ) is the Banach space of continuous functions y : J → X which are Bochner integrable and equipped with the norm 
).
An upper semi-continuous multi-valued map G : X → P(X ) is said to be condensing [29] if for any subset B ⊂ X with N (B) = 0 we have N (G (B)) < N (B), where N denotes the Kuratowski measure of non-compactness [30] .
Let P cp,cv (X) denote the classes of all bounded and compact convex subsets of X . G has a fixed point if there is an x ∈ X such that x ∈ G(x). For more details on multi-valued maps, see the books of
Deimling [29] and Hu and Papageorgiou [31] .
Let {A(t) : t ∈ J} be a family of linear operators satisfying:
is dense in X and independent of t, A(t) is a closed linear operator for t ∈ J. A2. for each t ∈ J, the resolvent R (λ, A(t)) exists for all λ with Reλ ≤ 0 and there exists
A3. There exist constants ϑ > 0 and 0 < α < 1 such that for t, s, τ ∈ J
A4. for each t ∈ J and some λ ∈ ρ(A(t)), the resolvent set of A(t), R(λ, A(t)) is a compact operator. Let P C formed by all functions y : [0, a] → X such that y is continuous at t = t i , y t exists for all i = 1, 2, . . . n. In this paper we always assume that P C is endowed with the norm y P C = sup s∈J y(s) . It is clear that (P C, · P C ) is a Banach space.
To set the framework for our main existence results, we need to introduce the following definitions.
Definition 2.1 ([32]). A two parameter family of bounded linear operator
system if the following two conditions are satisfied:
In this work we will employ an axiomatic definition for the phase space B which is introduced in [20] . Specifically, B
will be a linear space of functions mapping (−∞, 0] into X endowed with a seminorm · B , and satisfies the following axioms:
the following conditions hold:
(
The space B is complete.
Lemma 2.1 ([33]). Let X be a Banach space. Let
is nonempty. 
Lemma 2.2 ([32]). Under the assumptions A1-A3, there exists a unique evolution system U(t, s) on
0 ≤ s ≤ t ≤ a, satisfying: (i) U(t, s) ≤ M for 0 ≤ s ≤ t ≤ a. (ii) For 0 ≤ s ≤ t ≤ a, U(t, s) : X → D and t → U(t, s) is strongly differentiable in X . The derivative ∂ ∂t U (t, s) ∈ L(X ) and it is strongly continuous on 0 ≤ s ≤ t ≤ a. Moreover, ∂ ∂t U(t, s) + A(t)U (t, s) = 0 for 0 ≤ s ≤ t ≤ a, ∂ ∂t U(t, s) = A (t) U(t, s) ≤ M t − s and A(t)U(t, s)A(s) −1 ≤ M for 0 ≤ s ≤ t ≤ a. (iii) For every v ∈ D and t ∈ [0, a], U(t, s)v is differentiable with respect to s on 0 ≤ s ≤ t ≤ a and ∂ ∂t U(t, s)v = U (t, s) A (s) v.y(t) ∈ U(t, 0) [ϕ(0) − g (0, ϕ)] + g(t, y t ) + t 0 U(t, s)A(s)g(s, y s )ds + t 0 U(t, s)F s, y ρ(s,y s ) ds + 0<t i <t U (t, t i ) I i (y t i ) is satisfied. Lemma 2.3 ([34]). Let {A(t) : t ∈ J} satisfy conditions A1-A4. If {U(t, s) : 0 ≤ s ≤ t ≤ a} is the linear evolution system generated by {A(t) : t ∈ J}, then { U(t, s) : 0 ≤ s ≤ t ≤ a} is a compact operator whenever t − s > 0.
Existence results
To prove our results on the existence of mild solutions for the problem ( 
H2. U(t, s) is compact operator whenever t − s > 0 and there exists a constant
H3. There exists a constant
and
is measurable with respect to t for each ψ ∈ B, u.s.c. with respect to ψ for each t ∈ J, and for each fixed ψ ∈ B the set
is nonempty.
H5(ii).
There exists an integrable function m : J → [0, +∞) and a continuous nondecreasing function W : [0, +∞) → (0, +∞) such that 
Remark 3.1 ([20] ). Let ϕ ∈ B and t ≤ 0. The notation ϕ t represents the function defined by ϕ t (θ ) = ϕ (t + θ ). Consequently, if the function x (·) in axiom A is such that x 0 = ϕ, then x t = ϕ t . Remark 3.2. H3 can be deduced from A3 directly. 
Lemma 3.1 ([20]). If y : (−∞, a] → X is a function such that y 0 = ϕ and y| J
Proof. On the space Y = {u ∈ P C : u (0) = ϕ(0)} endowed with the uniform convergence norm ( · ∞ ), we define the operator Γ :
U(t, s)A (s) g s, y s ds
where 
U(t, s)A(s)A(0)
and thus, 
Step 2. Γ (y) is convex for each y ∈ Y . Indeed, if u 1 , u 2 ∈ Γ (y), then there exist f 1 , f 2 ∈ S F ,y ρ , such that for each t ∈ J we have,
Let 0 ≤ λ ≤ 1. Then for each t ∈ J we have,
Step 3. Γ (y) is closed for each y ∈ Y . Let {x n } n≥0 ∈ Γ (y) such that x n → x in Y . Then x ∈ Y and there exists f n ∈ S F ,y ρ , such that, for each t ∈ J,
Using the fact that F has a nonempty compact value, there is a subsequence if necessary to get that f n converges to f in L 1 (J, X ) and hence f ∈ S F ,y ρ . Then for each t ∈ J,
Thus, x ∈ Γ (y).
Step 4. Γ is u.s.c. and condensing.
To prove that Γ is u.s.c. and condensing, we introduce the decomposition Γ = Γ 1 + Γ 2 , where
We will verify that Γ 1 is a contraction while Γ 2 is a completely continuous operator. To prove that Γ 1 is a contraction, we take y * , y * * ∈ B r arbitrarily. Then for each t ∈ J we have that,
,
− y * * P C . Therefore, by (3.1) we obtain that Γ 1 is a contraction.
Next, we show that Γ 2 is u.s.c.
Let y ∈ B r and u ∈ Γ 2 (y). Then there exists f ∈ S F ,y ρ such that for each t ∈ J, we have
where r * is defined in (3.3).
As t 2 → t 1 and for ε sufficiently small, the right-hand side of the above inequality tends to zero independently of y ∈ B r , since U(t, s) is strongly continuous and the compactness of U(t, s), t > s implies the continuity in the uniform operator topology.
(iii) (Γ 2 B r ) (t) = {u (t) : u ∈ Γ 2 (B r ) , t ∈ J} is precompact for each t ∈ J. Obviously, Γ 2 (B r ) (t) is relatively compact in Y for t = 0. Let 0 < t ≤ a be fixed and 0 < < t, for y ∈ B r and u ∈ Γ 2 (y), there exists a function f ∈ S F ,y ρ such that
where r * is defined in (3.3) . We note that there are relatively compact sets arbitrarily close to the set {u(t) : u ∈ Γ 2 (B r )}. So the set {u(t) : u ∈ Γ 2 (B r )} is relatively compact in Y .
From the Arzela-Ascoli theorem we can conclude that Γ 2 is a completely continuous multi-valued map.
(iv) Γ 2 has a closed graph.
Let y n → y * , y n ∈ B r , u n ∈ Γ 2 (y n ) and u n → u * , we prove that u * ∈ Γ 2 (y * ). The relation u n ∈ Γ 2 (y n ) means that there exists f n ∈ S F ,y n ρ such that for each t ∈ J, u n (t) = U(t, 0)ϕ(0) + t 0 U(t, s)f n (s)ds.
We must prove that there exists f * ∈ S F ,y * ρ such that for each t ∈ J, u * (t) = U(t, 0)ϕ(0) + t 0 U(t, s)f * (s)ds.
We have
Consider the linear continuous operator
From Lemma 2.1, it follows that Γ *
• S F is a closed graph operator. Moreover, we have u n (t) − U(t, 0)ϕ(0) ∈ Γ * S F ,y n ρ .
In view of y n → y * , it follows from Lemma 2.1 again that u * (t) − U(t, 0)ϕ(0) ∈ Γ * S F ,y * ρ , that is, there must exist a f * (t) ∈ S F ,y * such that u * (t) − U(t, 0)ϕ(0) = Γ * f * (t) = t 0 U (t, s) f * (s)ds.
Therefore, Γ 2 is u.s.c. Hence Γ = Γ 1 + Γ 2 is u.s.c. and condensing. By the fixed point Lemma 2.4, there exists a fixed point y for Γ on B r , which implies that the problem (1.1)-(1.3) has a mild solution.
As an immediate result of Theorem 3.1, we can obtain the following corollary when the nonlinearity F has sub-linear growth with its state variable. 
