Global existence and exponential stability of solutions in H4 for the compressible Navier–Stokes equations with the cylinder symmetry  by Qin, Yuming & Jiang, Limin
J. Differential Equations 249 (2010) 1353–1384Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Global existence and exponential stability of solutions in H4
for the compressible Navier–Stokes equations with the
cylinder symmetry
Yuming Qin a,∗, Limin Jiang b
a Department of Applied Mathematics, Donghua University, Shanghai, Songjiang 201620, PR China
b Department of Mathematics, Henan University, Kaifeng 475001, PR China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 23 April 2008





This paper is concerned with the global existence and exponential
stability of solutions in H4 for the compressible Navier–Stokes
equations with the cylinder symmetry in R3 when the initial total
energy is suﬃciently small. Moreover, the global existence and
exponential stability of the classical solution can be also derived.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we establish the global existence and exponential stability of solutions in H4 for
the compressible Navier–Stokes equations with the cylinder symmetry in R3. We assume that the
corresponding solutions depend only on the radial variable r ∈ G = {r ∈ R+,0 < a < r < b < +∞} and
the time variable t ∈ R+ = [0,+∞). The equations now take the following form (see [3,7]):
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− Q = 0 (1.5)

















The velocity vector V = (u, v,w), where u, v,w are given by the radial, angular and axial velocities,
respectively. We consider P = γρθ and μ 0 and 3λ + 2μ 0 (ν = λ + 2μ) (see [3,7]). The param-
eters γ , CV , κ , λ > 0 and μ  0 are physical constants. We consider Eqs. (1.1)–(1.5) subject to the
following boundary and initial conditions
V = 0, θx = 0, at ∂G, (1.6)
t = 0: (ρ, V , θ) = (ρ0(r), V0(r), θ0(r)), r ∈ G. (1.7)
We ﬁnd it convenient to transfer problems (1.1)–(1.7) into that in Lagrangian coordinates and draw
the desired results. It is known that Eulerian coordinates (r, t) are connected to the Lagrangian coor-
dinates (ξ, t) by the following relation
r(ξ, t) = r0(ξ) +
t∫
0
u˜(ξ, τ )dτ (1.8)
where u˜(ξ, t) = u(r(ξ, t), t) and
r0(ξ) = η−1(ξ), η(r) =
r∫
a
sρ0(s)ds, r ∈ G. (1.9)















sρ0(s)ds = ξ (1.10)





sρ0(s)ds, ∀t  0. (1.11)a a
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In general, for a function φ(r, t), if we denote φ˜(ξ, t) = φ(r(ξ, t), t), then we get
∂t φ˜(ξ, t) = ∂tφ(r, t) + u∂rφ(r, t),
∂ξ φ˜(ξ, t) = ∂rφ(r, t)∂ξ r(ξ, t) = ∂rφ(r, t)r(ξ, t)−1ρ(r, t)−1. (1.13)
In what follows, without danger of confusion, we denote (ρ˜, ˜V , θ˜ ) still by (ρ, V , θ) and (ξ, t) by
(x, t). We use τ = 1ρ to denote the speciﬁc volume. Thus, by (1.12)–(1.13), Eqs. (1.1)–(1.7) in Eulerian
coordinates can be written in Lagrangian coordinates in the new variables (x, t), x ∈ Ω , t  0 as
follows:
τt = (ru)x, (1.14)
ut = r
[












































− 2μ(u2 + v2)x (1.18)
subject to the following initial and boundary conditions:
τ (x,0) = τ0(x), V (x,0) = V0(x), θ(x,0) = θ0(x), x ∈ Ω, (1.19)










By (1.8) and (1.12), we get









Now let us recall some related results in the literature. In the one-dimensional case, for the initial–
boundary value problems in bounded domains it is known that, for arbitrary large datum, a unique
global solution exists and converges (exponentially) to a steady state as time goes to inﬁnity (see [1,
4,10,11]) and the global existence, asymptotic behavior and exponential stability of solutions in non-
linear thermoviscoelasticity have been proved (see [12,16,23,25,26]). In [13–15,17–19,21], Qin proved
the global existence, asymptotic behavior, exponential stability and universal attractor of solutions for
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maximal attractor for the system of one-dimensional polytropic viscous ideal gas. In two or three
dimensions, the global existence and large-time behavior of smooth solutions to the equations of
a viscous and heat-conductive polytropic ideal gas in general domains have been investigated only
for suﬃciently small smooth initial data (see [2,3,7–9]). Particularly, the exponential decay of global
smooth solutions with small initial data has been established in the general domains (see [8,9]), while
in the present paper, we do not need the smallness of the initial density ρ0 (we only need the smallness
of the initial total energy which does not include the initial density ρ0). This is a new ingredient
of the paper. For the spherically symmetric motion of a viscous and heat-conductive polytropic ideal
gas in an annular bounded domain or in an exterior domain the global existence and uniqueness and
universal attractor of generalized solutions for arbitrary large initial data have been proved in [5,6,
20,22,31]. In [22], Qin proved the exponential stability of spherically symmetric solutions in H4 for
the Navier–Stokes equations of compressible and heat-conductive ﬂuid in bounded annular domains
in Rn (n = 2,3). In [3], Frid and Shelukhin established the global existence in H1 of solutions to prob-
lem (1.1)–(1.7) of the compressible ﬂuids for the ﬂows with the cylinder symmetry. This model was
dealt with in [7]. Moreover, we would like to mention those works in [27–29]. In [24], Qin proved
the exponential stability in H1 and H2 of global weak solutions to the compressible Navier–Stokes
equations with the cylinder symmetry in R3 when the initial total energy (which does not include
the initial density ρ0) is suﬃciently small. Based on the results in [24], this paper further discusses
the global existence and exponential stability of solutions in H4 which implies the global existence
and exponential stability of classical solutions.
It is noteworthy that the circular coaxial cylinder symmetric domain in R3 is an unbounded do-
main. However, under our assumptions made by Landau and Lifshitz [7] that our solutions depend
only on one spatial variable r ∈ G = {r ∈ R+: 0 < a  r  b}, the related domain G to equations is a
bounded domain. Moreover, there are some essential differences between our results and those re-
sults of Matsumura and Nishida [8,9] in the following aspects: the circular coaxial cylinder symmetric
unbounded domain via the general bounded domain; the small total initial energy (not including the
initial density ρ0) via the small smooth initial data; the weak solutions via the smooth solutions.
Moreover, it seems that Eqs. (1.1)–(1.7) and constitutive relations are more complicated than those in
[22,31] for a spherically symmetric ideal gas and in [14,15,17–19,21] for a viscous heat-conductive
real gas, so some mathematical diﬃculties have to be overcome and more delicate estimates should
be exploited.
Now we study problem (1.14)–(1.20) (where L > 0 is ﬁxed), let
H1+ =
{
(τ , V , θ) ∈ H1[0, L] × (H1[0, L])3 × H1[0, L]: τ (x) > 0, θ(x) > 0, x ∈ [0, L],





(τ , V , θ) ∈ H2[0, L] × (H2[0, L])3 × H2[0, L]: τ (x) > 0, θ(x) > 0, x ∈ [0, L],





(τ , V , θ) ∈ H4[0, L] × (H4[0, L])3 × H4[0, L]: τ (x) > 0, θ(x) > 0, x ∈ [0, L],
V |x=0 = V |x=L = 0, θ ′(x)|x=0 = θ ′(x)|x=L = 0
}
.
The notation in this paper will be as follows: Lp (1  p  +∞), Wm,p , m ∈ N ,
H1 = W 1,2, H10 = W 1,20 , H2 = W 2,2, H4 = W 4,2 denote the usual Sobolev spaces on (0, L). ‖ · ‖B
denotes the norm in the space B; we also put ‖ · ‖ = ‖ · ‖L2 . We denote by Ck(I, B), k ∈ N0, the
space of k-times continuously differentiable functions from I ⊆ R into a Banach space B . Subscripts
t and x denote the (partial) derivatives with respect to t and x, respectively. We use Ci (i = 1,2,4)
to stand for the generic constant depending only on the Hi+ norm of initial data, minx∈[0,L] τ0(x) and
minx∈[0,L] θ0(x).
Y. Qin, L. Jiang / J. Differential Equations 249 (2010) 1353–1384 1357Our main results in this paper read as follows:







∣∣ V0(x)∣∣2 + CV θ0
)
dx. (1.23)
Then there exists a constant δ0 > 0 such that as E0  δ0 , for any (τ0, V0, θ0) ∈ H4+ there exists a unique
global solution (τ (t), V (t), θ(t)) ∈ H4+ to problem (1.14)–(1.20) such that for any (x, t) ∈ [0, L] × [0,+∞),
the following estimates hold,
0 < C−11  θ(x, t) C1, (1.24)
0 < C−11  τ (x, t) C1, (1.25)
0 < a r(x, t) b, 0 < C−11  rx(x, t) C1, (1.26)




{‖τ − τ¯‖2H4 + ‖V ‖2H5 + ‖θ − θ¯‖2H5}(s)ds C4. (1.27)
Theorem 1.2. Under the conditions of Theorem 1.1, for any (τ0, V0, θ0) ∈ H4+ , there exist constants C4 > 0
and γ4 = γ4(C4) > 0 such that for any ﬁxed γ ∈ (0, γ4] and for any t > 0, the following estimates hold,
eγ t





















Corollary 1.1. Assume that (τ (t), V (t), θ(t)) ∈ H4+ is a global solution obtained in Theorems 1.1–1.2 and
satisﬁes the corresponding compatibility conditions, then it is also the classical global solution verifying that
for any ﬁxed γ ∈ (0, γ4],
∥∥(τ (t) − τ¯ , V (t), θ(t) − θ¯)∥∥2
C3+
1
2 ×(C3+ 12 )3×C3+ 12  C4e
−γ t, ∀t > 0. (1.30)
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Lemma 2.1. For any (τ0, V0, θ0) ∈ H1+ , as E0  δ0 , there exists a unique global solution (τ (t), V (t), θ(t)) ∈
H1+ to problem (1.14)–(1.20) and the following estimates hold,
0 < C−11  θ(x, t) C1, (x, t) ∈ [0, L] × [0,+∞), (2.1)
0 < C−11  τ (x, t) C1, (x, t) ∈ [0, L] × [0,+∞), (2.2)
0 < a r(x, t) b, (x, t) ∈ [0, L] × [0,+∞), (2.3)
0 < C−11  rx(x, t) C1, (x, t) ∈ [0, L] × [0,+∞), (2.4)




{‖τ − τ¯‖2H1 + ‖τt‖2H1 + ‖V ‖2H2 + ‖θ − θ¯‖2H2 + ‖Vt‖2 + ‖θt‖2
+ ‖r − r¯‖2H2 + ‖rt‖2H2
}
(s)ds C1, ∀t > 0, (2.5)
and there exist constants C1 > 0 and γ1 = γ1(C1) > 0 such that for any ﬁxed γ ∈ (0, γ1], we have that for
any t > 0,
eγ t





{‖rt‖2H2 + ‖r − r¯‖2H2 + ‖τ − τ¯‖2H1 + ‖τt‖2H1 + ‖θ − θ¯‖2H2




r¯ = (a2 + 2r¯x) 12 .
Proof. See, e.g., Qin [24]. 
Lemma 2.2. For any (τ0, V0, θ0) ∈ H2+ , there exists a unique global solution (τ (t), V (t), θ(t)) ∈ H2+ to prob-
lem (1.14)–(1.20) and the following estimates hold,
∥∥rt(t)∥∥2H2 + ∥∥r(t) − r¯∥∥2H3 + ∥∥τ (t) − τ¯∥∥2H2 + ∥∥τt(t)∥∥2H1 + ∥∥ V (t)∥∥2H2 + ∥∥θ(t) − θ¯∥∥2H2
+ ∥∥ Vt(t)∥∥2 + ∥∥θt(t)∥∥2 +
t∫
0
{‖rt‖2H3 + ‖r − r¯‖2H3 + ‖τ − τ¯‖2H2 + ‖τt‖2H2
+ ‖θ − θ¯‖2H3 + ‖V ‖2H3 + ‖Vt‖2H1 + ‖θt‖2H1
}
(s)ds C2 (2.7)
and there exist constants C2 > 0 and γ2 = γ2(C2)( γ1) > 0 such that for any ﬁxed γ ∈ (0, γ2], we have that
for any t > 0,
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{∥∥rt(t)∥∥2H2 + ∥∥r(t) − r¯∥∥2H3 + ∥∥τ (t) − τ¯∥∥2H2 + ∥∥τt(t)∥∥2H1 + ∥∥ V (t)∥∥2H2 + ∥∥θ(t) − θ¯∥∥2H2




{‖rt‖2H3 + ‖r − r¯‖2H3 + ‖τ − τ¯‖2H2 + ‖τt‖2H2
+ ‖V ‖2H3 + ‖θ − θ¯‖2H3 + ‖Vt‖2H1 + ‖θt‖2H1
}
(s)ds C2. (2.8)
Proof. See, e.g., Qin [24]. 
Lemma 2.3. For any (τ0, V0, θ0) ∈ H4+ and any t > 0,




‖uttx‖2(s)ds C4 + C4
t∫
0




‖vttx‖2(s)ds C4 + C4
t∫
0




‖wttx‖2(s)ds C4 + C4
t∫
0













(‖uttx‖2 + ‖vttx‖2 + ‖wttx‖2)(s)ds. (2.15)
Proof. Differentiating (1.15) with respect to x, we have
utx = rx
[


















ν(ru)xx − γ θx
τ





ν(ru)xxx − γ θxx
τ
− (ν(ru)xx − γ θx)τx
τ 2













Using the Gagliardo–Nirenberg inequality and the Young inequality, we have
‖τx‖L∞  C
(‖τx‖ 12 ‖τxx‖ 12 + ‖τx‖) C(‖τx‖ + ‖τxx‖),
‖τx‖24  C
(‖τx‖ 34 ‖τxx‖ 14 + ‖τx‖)2  C(‖τx‖ 32 ‖τxx‖ 12 + ‖τx‖2) C(‖τx‖2 + ‖τxx‖2).L
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∥∥(ru)xx∥∥ C2(‖ux‖ + ‖uxx‖) C2‖uxx‖,∥∥(ru)xxx∥∥ C2(‖uxx‖ + ‖uxxx‖) C2‖ux‖H2 .
Thus, we have
‖utx‖ C2
(‖ux‖H2 + ‖θx‖H1 + ‖τx‖L∞‖ux‖ + ‖τx‖L∞‖uxx‖
+ ‖τx‖H1 + ‖τx‖L∞‖θx‖ + ‖τx‖2L4 + ‖vx‖
)
.
By Lemmas 2.1–2.2 again, we have
‖utx‖ C2
(‖ux‖H2 + ‖τx‖H1 + ‖θx‖H1 + ‖vx‖) (2.16)
or
‖uxxx‖ C2
(‖ux‖H1 + ‖τx‖H1 + ‖θx‖H1 + ‖vx‖ + ‖utx‖). (2.17)
Differentiating (1.15) with respect to x twice, using Lemmas 2.1–2.2 and the Gagliardo–Nirenberg
inequality and the Young inequality, we have
‖utxx‖ C2
(‖ux‖H3 + ‖τx‖H2 + ‖θx‖H2 + ‖vx‖H1) (2.18)
or
‖uxxxx‖ C2
(‖ux‖H2 + ‖τx‖H2 + ‖θx‖H2 + ‖vx‖H1 + ‖utxx‖). (2.19)


























Using Lemmas 2.1–2.2 and the Gagliardo–Nirenberg inequality and the Young inequality, we derive
‖vtx‖ C2
(‖ux‖ + ‖τx‖H1 + ‖vx‖H2) (2.20)
or
‖vxxx‖ C2
(‖ux‖ + ‖τx‖H1 + ‖vx‖H1 + ‖vtx‖). (2.21)
Differentiating (1.15) with respect to x twice, using Lemmas 2.1–2.2 and the Gagliardo–Nirenberg
inequality and the Young inequality, we have
‖vtxx‖ C2
(‖ux‖H1 + ‖τx‖H2 + ‖vx‖H3) (2.22)
or
‖vxxxx‖ C2
(‖ux‖H1 + ‖τx‖H2 + ‖vx‖H2 + ‖vtxx‖). (2.23)
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inequality, we deduce that
‖wtx‖ C2
(‖τx‖H1 + ‖wx‖H2) (2.24)
or
‖wxxx‖ C2
(‖τx‖H1 + ‖wx‖H1 + ‖wtx‖) (2.25)
and
‖wtxx‖ C2
(‖τx‖H2 + ‖wx‖H3) (2.26)
or
‖wxxxx‖ C2
(‖τx‖H2 + ‖wx‖H2 + ‖wtxx‖). (2.27)
Differentiating (1.18) with respect to x, we arrive at



































− 2μ(u2 + v2)xx
= κ
[
2τxθx + 2τθxx + r2θxxx
τ



































− 4μ(u2x + v2x + uuxx + vvxx).
Using Lemmas 2.1–2.2, we can infer that
‖θtx‖ C
{‖τx‖L∞‖θx‖ + ‖θxxx‖ + ‖τx‖L∞‖θxx‖ + ‖θx‖L∞‖τxx‖ + ‖θx‖L∞‖τx‖2L4
+ ‖θx‖L∞
∥∥(ru)x∥∥+ ‖τx‖L∞∥∥(ru)x∥∥2L4 + ‖τx‖L∞∥∥(ru)x∥∥+ ∥∥(ru)xx∥∥
+ ‖τx‖L∞
∥∥(rv)x∥∥2L4 + ‖ωx‖2L4 + ‖ωx‖L∞‖ωxx‖ + ‖τx‖L∞‖ωx‖2L4 + ‖ux‖2L4
+ ‖uxx‖ + ‖vxx‖ + ‖vx‖2L4 +
∥∥(ru)x∥∥L∞∥∥(ru)xx∥∥+ ∥∥(rv)x∥∥L∞∥∥(rv)xx∥∥}.
Using Lemmas 2.1–2.2 and the Gagliardo–Nirenberg inequality and the Young inequality, we have
‖θtx‖ C2
(‖θx‖H2 + ‖ux‖H1 + ‖τx‖H1 + ‖vx‖H1 + ‖wx‖H1) (2.28)
or
‖θxxx‖ C2
(‖θx‖H1 + ‖ux‖H1 + ‖τx‖H1 + ‖vx‖H1 + ‖wx‖H1 + ‖θtx‖). (2.29)
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inequality and the Young inequality, we have
‖θtxx‖ C2
(‖θx‖H3 + ‖ux‖H2 + ‖τx‖H2 + ‖vx‖H2 + ‖wx‖H2) (2.30)
or
‖θxxxx‖ C2
(‖θx‖H2 + ‖ux‖H2 + ‖τx‖H2 + ‖vx‖H2 + ‖wx‖H2 + ‖θtxx‖). (2.31)
By virtue of the boundary condition (1.20) and the Poincaré inequality, we get
‖ut‖ C1‖utx‖ C1‖utxx‖, ‖vt‖ C1‖vtx‖ C1‖vtxx‖,
‖wt‖ C1‖wtx‖ C1‖wtxx‖.
Differentiating (1.15) with respect to t , we arrive at
utt = rt
[
ν(ru)xx − γ θx
τ





ν(ru)txx − γ θtx
τ
− ν(ru)xxτt − γ θxτt
τ 2
− [nu(ru)x − γ θ]tτx + [nu(ru)x − γ θ]τtx
τ 2









Using Lemmas 2.1–2.2 and the Gagliardo–Nirenberg inequality and the Young inequality, we infer
‖utt‖ C2
{‖θx‖ + ‖θtx‖ + ‖θt‖ + ‖uxx‖ + ‖utxx‖ + ‖τx‖ + ‖vt‖}. (2.32)
Similarly, we deduce from (1.16)–(1.17),
‖vtt‖ C2
{‖vxx‖ + ‖vtxx‖ + ‖τx‖ + ‖ut‖ + ‖uxx‖}, (2.33)
‖wtt‖ C2
{‖wxx‖ + ‖wtxx‖ + ‖τx‖ + ‖uxx‖}. (2.34)
By (1.18), we have
‖θt‖ C2
(‖θx‖H1 + ‖ux‖H1 + ‖τx‖H1 + ‖vx‖H1 + ‖wx‖H1). (2.35)
Thus inserting (2.18), (2.22), (2.28), (2.35) into (2.32), we get
‖utt‖ C2
(‖θx‖H2 + ‖ux‖H3 + ‖τx‖H2 + ‖vx‖H3 + ‖wx‖H1). (2.36)
Similarly, inserting (2.18), (2.22) into (2.33), we have
‖vtt‖ C2
(‖θx‖H2 + ‖ux‖H3 + ‖τx‖H2 + ‖vx‖H3). (2.37)
Inserting (2.26) into (2.34), we get
‖wtt‖ C2
(‖ux‖H1 + ‖τx‖H2 + ‖wx‖H3). (2.38)
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Poincaré inequality, we have
‖θtt‖ C2
{‖θxx‖ + ‖θtx‖ + ‖θtxx‖ + ‖ux‖H1 + ‖τx‖ + ‖utx‖ + ‖vtx‖ + ‖wtx‖}
 C2
{‖θx‖H3 + ‖ux‖H2 + ‖τx‖H2 + ‖vx‖H2 + ‖wx‖H2}. (2.39)
Thus estimates (2.9)–(2.11) follow from (2.16), (2.18), (2.20), (2.22), (2.24), (2.26), (2.28), (2.30) and
(2.36)–(2.39).
Differentiating (1.15) with respect to t twice, multiplying the resulting equation by utt in L2(0, L),






)‖uttx‖2 + C2(δ){‖θx‖2 + ‖uxx‖2 + ‖τx‖2 + ‖utx‖2
+ ‖θt‖2 + ‖utt‖2 + ‖θtt‖2 + ‖vtt‖2
}
. (2.40)
Choosing δ > 0 small enough, integrating with respect to t , using Lemmas 2.1–2.2 and (2.10), (2.32)–




‖uttx‖2 ds C4 + C4
t∫
0
(‖utxx‖2 + ‖vtxx‖2 + ‖θtxx‖2)(s)ds. (2.41)




‖vttx‖2(s)ds C4 + C4
t∫
0




‖wttx‖2(s)ds C4 + C4
t∫
0
(‖utxx‖2 + ‖wtxx‖2)(s)ds. (2.43)
Differentiating (1.18) with respect to t twice, multiplying the resulting equation by θtt in L2(0, L),






)‖θttx‖2 + ε(‖uttx‖2 + ‖vttx‖2 + ‖wttx‖2)+ C2ε−1{‖θx‖2 + ‖θtx‖2
+ ‖ux‖2 + ‖utx‖2 + ‖θt‖2 + ‖θtt‖2 + ‖θtxx‖2
}+ C2‖θt‖‖utx‖2. (2.44)






t∫ (‖uttx‖2 + ‖vttx‖2 + ‖wttx‖2)(s)ds + C4(ε)0


























(‖uttx‖2 + ‖vttx‖2 + ‖wttx‖2)(s)ds.  (2.45)




‖utxx‖2 ds C3ε−6 + C2ε2
t∫
0


















‖θtxx‖2 ds C3ε−6 + C2ε2
t∫
0
(‖utxx‖2 + ‖θttx‖2 + ‖vtxx‖2 + ‖wtxx‖2)(s)ds
(2.49)
with ε ∈ (0,1) small enough.
Proof. Differentiating (1.15) with respect to x and t , multiplying the resulting equation by utx in










































































































ν(ru)xx − γ θx
τ

















− [ν(ru)tx − γ θt]τx
τ 2
− [ν(ru)x − γ θ](ru)xx
τ 2








Using Sobolev’s interpolation inequality and Lemmas 2.1–2.2, we deduce that
I0  C2
{‖uxx‖ 12 ‖uxxx‖ 12 + ‖uxx‖ + ‖τx‖ 12 ‖τxx‖ 12 + ‖τx‖ + ‖θt‖ 12 ‖θtx‖ 12
+ ‖θt‖ + ‖utxx‖ 12 ‖utxxx‖ 12 + ‖utxx‖
}(‖utx‖ 12 ‖utxx‖ 12 + ‖utx‖)
≡ I01 + I02
where
I01 = C2
(‖uxx‖ 12 ‖uxxx‖ 12 + ‖uxx‖ + ‖τx‖ 12 ‖τxx‖ 12 + ‖τx‖
+ ‖θt‖ 12 ‖θtx‖ 12 + ‖θt‖
)(‖utx‖ 12 ‖utxx‖ 12 + ‖utx‖)
and
I02 = C2
(‖utxx‖ 12 ‖utxxx‖ 12 + ‖utxx‖)(‖utx‖ 12 ‖utxx‖ 12 + ‖utx‖).









‖utxx‖2 + ε2‖utxxx‖2 + C2ε−6‖utx‖2
whence
I0  ε2
(‖utxx‖2 + ‖utxxx‖2)+ C2ε−6(‖uxx‖2H1 + ‖τx‖2H1 + ‖θt‖2H1 + ‖utx‖2). (2.51)






(‖utxx‖2 + ‖utxxx‖2)ds + C2ε−6. (2.52)
Similarly, we get






















ν(ru)xx − γ θx
τ















dx+ ε2‖utxx‖2 + C2ε−2
{‖uxx‖2 + ‖τx‖2











‖utxx‖2 ds + C2ε−2. (2.54)




























Using Lemmas 2.1–2.2 and a proper embedding theorem, we get
‖D‖ C2
(‖ux‖H2 + ‖θx‖H1 + ‖θtx‖H1 + ‖τx‖H1 + ‖vx‖ + ‖vtx‖ + ‖utxx‖). (2.57)
Using (2.56) and (2.57), we have
‖utxxx‖ C1‖uttx‖ + C2
(‖ux‖H2 + ‖θx‖H1 + ‖θtx‖H1 + ‖τx‖H1 + ‖vx‖ + ‖vtx‖ + ‖utxx‖).
(2.58)
Inserting (2.58) into (2.55) and using Lemmas 2.1–2.3, taking ε ∈ (0,1) small enough, we can derive
the desired estimate (2.46).





























































































Using Sobolev’s interpolation inequality and Lemmas 2.1–2.2, we deduce that
A0  C2
{‖vxx‖ 12 ‖vxxx‖ 12 + ‖vxx‖ + ‖τx‖ 12 ‖τxx‖ 12 + ‖τx‖ + ‖uxx‖ 12 ‖uxxx‖ 12
+ ‖uxx‖ + ‖vtxx‖ 12 ‖vtxxx‖ 12 + ‖vtxx‖
}(‖vtx‖ 12 ‖vtxx‖ 12 + ‖vtx‖)
≡ A01 + A02
where
A01 = C2
(‖vxx‖ 12 ‖vxxx‖ 12 + ‖vxx‖ + ‖τx‖ 12 ‖τxx‖ 12 + ‖τx‖
+ ‖uxx‖ 12 ‖uxxx‖ 12 + ‖uxx‖
)(‖vtx‖ 12 ‖vtxx‖ 12 + ‖vtx‖),
A02 = C2
(‖vtxx‖ 12 ‖vtxxx‖ 12 + ‖vtxx‖)(‖vtx‖ 12 ‖vtxx‖ 12 + ‖vtx‖).









‖vtxx‖2 + ε2‖vtxxx‖2 + C2ε−6‖vtx‖2.
Hence
A0  ε2
(‖vtxx‖2 + ‖vtxxx‖2)+ C2ε−6(‖vxx‖2 1 + ‖τx‖2 1 + ‖uxx‖2 1 + ‖vtx‖2). (2.60)H H H





















































dx+ ε2‖vtxx‖2 + C2ε−2










‖vtxx‖2 ds + C2ε−2. (2.63)





























Using Lemmas 2.1–2.2 and a proper embedding theorem, we derive
‖D1‖ C2
(‖vx‖H2 + ‖τx‖H1 + ‖τt‖H1 + ‖rt‖H1 + ‖ut‖H1 + ‖vtx‖H1). (2.66)
Using (2.65) and (2.66), we get
‖vtxxx‖ C1‖vttx‖ + C2
(‖vx‖H2 + ‖τx‖H1 + ‖τt‖H1 + ‖rt‖H1 + ‖ut‖H1 + ‖vtx‖H1). (2.67)
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desired estimate (2.47).





























































































Using Sobolev’s interpolation inequality and Lemmas 2.1–2.2, we deduce that
B0  C2
{‖wxx‖ 12 ‖wxxx‖ 12 + ‖wxx‖ + ‖τx‖ 12 ‖τxx‖ 12 + ‖τx‖ + ‖uxx‖ 12 ‖uxxx‖ 12
+ ‖uxx‖ + ‖wtxx‖ 12 ‖wtxxx‖ 12 + ‖wtxx‖
}(‖wtx‖ 12 ‖wtxx‖ 12 + ‖wtx‖)
≡ B01 + B02
where
B01 = C2
(‖wxx‖ 12 ‖wxxx‖ 12 + ‖wxx‖ + ‖τx‖ 12 ‖τxx‖ 12 + ‖τx‖
+ ‖uxx‖ 12 ‖uxxx‖ 12 + ‖uxx‖
)(‖wtx‖ 12 ‖wtxx‖ 12 + ‖wtx‖),
B02 = C2
(‖wtxx‖ 12 ‖wtxxx‖ 12 + ‖wtxx‖)(‖wtx‖ 12 ‖wtxx‖ 12 + ‖wtx‖).









‖wtxx‖2 + ε2‖wtxxx‖2 + C2ε−6‖wtx‖2
whence
B0  ε2
(‖wtxx‖2 + ‖wtxxx‖2)+ C2ε−6(‖wxx‖2 1 + ‖τx‖2 1 + ‖uxx‖2 1 + ‖wtx‖2). (2.69)H H H





















































dx+ ε2‖wtxx‖2 + C2ε−2










‖wtxx‖2 ds + C2ε−2. (2.72)





























Using Lemmas 2.1–2.2 and a proper embedding theorem, we get
‖D2‖ C2
(‖wx‖H2 + ‖τx‖H1 + ‖τt‖H1 + ‖rt‖H1 + ‖wtx‖H1). (2.75)
Using (2.74) and (2.75), we have
‖wtxxx‖ C1‖wttx‖ + C2
(‖wx‖H2 + ‖τx‖H1 + ‖τt‖H1 + ‖rt‖H1 + ‖wtx‖H1). (2.76)
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desired estimate (2.48).



























































Using Sobolev’s interpolation inequality and Lemmas 2.1–2.2, we deduce that
M0  C2
{‖θxx‖ 12 ‖θxxx‖ 12 + ‖θxx‖ + ‖θtxx‖ 12 ‖θtxxx‖ 12 + ‖θtxx‖ + ‖τx‖
+ ‖τx‖ 12 ‖τxx‖ 12 + ‖utx‖ 12 ‖utxx‖ 12 + ‖utx‖ + ‖vtx‖ 12 ‖vtxx‖ 12 + ‖vtx‖
+ ‖wtx‖ 12 ‖wtxx‖ 12 + ‖wtx‖ + ‖ux‖ 12 ‖uxx‖ 12 + ‖ux‖ + ‖vx‖ 12 ‖vxx‖ 12
+ ‖vx‖ + ‖wx‖ 12 ‖wxx‖ 12 + ‖wx‖
}(‖θtx‖ 12 ‖θtxx‖ 12 + ‖θtx‖)
= M01 + M02 (2.78)
where
M01 = C2
{‖θxx‖ 12 ‖θxxx‖ 12 + ‖θxx‖ + ‖τx‖ 12 ‖τxx‖ 12 + ‖τx‖
+ ‖ux‖ 12 ‖uxx‖ 12 + ‖ux‖ + ‖vx‖ 12 ‖vxx‖ 12 + ‖vx‖ + ‖wx‖ 12 ‖wxx‖ 12
+ ‖wx‖ + ‖utx‖ + ‖vtx‖ + ‖wtx‖
}(‖θtx‖ 12 ‖θtxx‖ 12 + ‖θtx‖),
M02 = C2
{‖utx‖ 12 ‖utxx‖ 12 + ‖vtx‖ 12 ‖vtxx‖ 12 + ‖wtx‖ 12 ‖wtxx‖ 12 + ‖wtx‖
+ ‖θtxx‖ 12 ‖θtxxx‖ 12 + ‖θtxx‖
}(‖θtx‖ 12 ‖θtxx‖ 12 + ‖θtx‖).





{‖θxx‖H1 + ‖uxx‖H1 + ‖vx‖H1 + ‖wx‖H1







(‖utxx‖2 + ‖vtxx‖2 + ‖wtxx‖2 + ‖θtxxx‖2)
+ C2ε−6
(‖utx‖2 + ‖vtx‖2 + ‖wtx‖2 + ‖θtx‖2).
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M0  ε2
(‖θtxx‖2 + ‖utxx‖2 + ‖vtxx‖2 + ‖wtxx‖2 + ‖θtxxx‖2)+ C2ε−6{‖θxx‖H1
+ ‖uxx‖H1 + ‖vx‖H1 + ‖wx‖H1 + ‖τx‖H1 + ‖utx‖2 + ‖vtx‖2 + ‖wtx‖2 + ‖θtx‖2
}
.






























dx+ ε2‖θtxx‖2 + C2ε−2
{‖θxx‖2 + ‖τx‖2 + ‖θtx‖2











‖θtxx‖2 ds + C2ε−2. (2.80)





‖θtxx‖2 ds C3ε−6 + C2ε2
t∫
0
(‖θtxxx‖2 + ‖utxx‖2 + ‖vtxx‖2 + ‖wtxx‖2)ds. (2.81)
Differentiating (1.18) with respect to x and t , we arrive at




which, by Lemmas 2.1–2.2 and a proper embedding theorem, yields
‖D3‖ C2
{‖θtx‖H1 + ‖θx‖H2 + ‖τx‖H1 + ‖τt‖H2 + ‖ux‖H1 + ‖vx‖H1 + ‖wx‖H1
+ ‖ut‖H1 + ‖vt‖H1 + ‖wt‖H1 + ‖utxx‖ + ‖vtxx‖ + ‖wtxx‖ + ‖rx‖H1 + ‖rt‖H2
}
. (2.83)
By virtue of (2.82) and (2.83), we get
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{‖θtx‖H1 + ‖θx‖H2 + ‖τx‖H1 + ‖τt‖H2
+ ‖ux‖H1 + ‖vx‖H1 + ‖wx‖H1 + ‖ut‖H1 + ‖vt‖H1 + ‖wt‖H1
+ ‖utxx‖ + ‖vtxx‖ + ‖wtxx‖ + ‖rx‖H1 + ‖rt‖H2
}
. (2.84)
Inserting (2.84) into (2.81), we can derive the desired estimate (2.49). 
Lemma 2.5. For any (τ0, V0, θ0) ∈ H4+ , there holds that for any t > 0,
‖utx‖2 + ‖vtx‖2 + ‖wtx‖2 + ‖θtx‖2 +
t∫
0
(‖utxx‖2 + ‖vtxx‖2 + ‖wtxx‖2 + ‖θtxx‖2)ds
 C3ε−6 + C2ε2
t∫
0
(‖θttx‖2 + ‖uttx‖2 + ‖vttx‖2 + ‖wttx‖2)ds (2.85)
with any ε ∈ (0,1) small enough.
Proof. Adding (2.46)–(2.48) to (2.49), taking ε ∈ (0,1) small enough, we can derive the desired esti-
mate (2.85). 
Lemma 2.6. For any (τ0, V0, θ0) ∈ H4+ , there holds that for any t > 0,
‖utt‖2 + ‖vtt‖2 + ‖wtt‖2 + ‖θtt‖2 + ‖utx‖2 + ‖vtx‖2
+ ‖wtx‖2 + ‖θtx‖2 +
t∫
0
(‖uttx‖2 + ‖vttx‖2 + ‖wttx‖2
+ ‖θttx‖2 + ‖utxx‖2 + ‖vtxx‖2 + ‖wtxx‖2 + ‖θtxx‖2
)
ds C4 (2.86)
with any ε ∈ (0,1) small enough.
Proof. Multiplying (2.12)–(2.14) by ε respectively, multiplying (2.15) by ε
3
2 , adding the resultant to
(2.85), taking ε ∈ (0,1) small enough, we can derive the desired estimate (2.86). 




‖τxxx‖2H1 ds C4, (2.87)




(‖uxxxx‖2H1 + ‖vxxxx‖2H1 + ‖wxxxx‖2H1 + ‖θxxxx‖2H1)ds C4. (2.88)










= r−1utx + r−2τ
[
γ θx − ν(ru)xx
τ
















= r−1utx + E(x, t), (2.89)
where
E(x, t) = r−2τ
[
γ θx − ν(ru)xx
τ



























= E1(x, t) (2.90)
where











− r−3τutx + r−1utxx + Ex(x, t). (2.91)
By a proper calculation, we can derive
‖E1‖ C2
(‖ux‖H2 + ‖τx‖H1 + ‖θx‖H2 + ‖vx‖H1 + ‖utx‖H1). (2.92)
Using Lemmas 2.1–2.2 and (2.86), we have
t∫
0
‖E1‖2 ds C4. (2.93)
Multiplying (2.90) by τxxxτ in L















‖τxxx‖2 ds C4. (2.95)
By (2.17), (2.21), (2.25), (2.29) and Lemma 2.1–2.2 and (2.86), we infer




(‖uxxx‖2H1 + ‖vxxx‖2H1 + ‖wxxx‖2H1 + ‖θxxx‖2H1)ds C4. (2.96)
Differentiating (1.15) with respect to t , using Lemmas 2.1–2.2, we can deduce
‖utxx‖ C1‖utt‖ + C2
{‖θx‖ + ‖θtx‖ + ‖uxx‖ + ‖utx‖ + ‖τx‖ + ‖vt‖}. (2.97)
Using Lemmas 2.1–2.2 again and (2.86), we have
‖utxx‖ C4 (2.98)




(‖utxx‖2 + ‖uxxxx‖2)(s)ds C4. (2.99)










(‖wtxx‖2 + ‖wxxxx‖2)(s)ds C4 (2.101)
which, combined with (2.99), (2.100) and (2.101), give
‖uxxxx‖2 + ‖vxxxx‖2 + ‖wxxxx‖2 +
t∫
0
(‖uxxxx‖2 + ‖vxxxx‖2 + ‖wxxxx‖2)(s)ds C4. (2.102)




‖θxxxx‖2 ds C4. (2.103)










= E2(x, t) (2.104)
where
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τ 2
+ 2γ θτxxxτx − 2ν(ru)xτxxxτx
τ 3
+ E1x(x, t). (2.105)
By (2.89) and using Lemmas 2.1–2.2, we can derive
‖Exx‖ C4
(‖θx‖H3 + ‖ux‖H3 + ‖τx‖H2 + ‖vx‖H2) (2.106)
which, combined with (2.91) and using Lemmas 2.1–2.2, implies
‖E1x‖ C4
(‖θx‖H3 + ‖ux‖H3 + ‖τx‖H2 + ‖vx‖H2 + ‖utx‖H2). (2.107)
Hence
‖E2‖ C4
(‖ux‖H3 + ‖τx‖H2 + ‖θx‖H3 + ‖vx‖H2 + ‖utx‖H2). (2.108)
Using (2.58), (2.86) and Lemmas 2.1–2.2, we have
t∫
0
(‖utxx‖2 + ‖utxxx‖2)(s)ds C4. (2.109)
Using (2.96), (2.103), (2.108), (2.109) and Lemmas 2.1–2.2, we obtain
t∫
0
‖E2‖2 ds C4. (2.110)
Multiplying (2.104) by τxxxxτ in L















‖τxxxx‖2 ds C4, ∀t > 0. (2.112)
Differentiating (1.15) with respect to x three times and using Lemmas 2.1–2.2, we get
‖uxxxxx‖ C2
(‖ux‖H3 + ‖τx‖H3 + ‖θx‖H3 + ‖vx‖H2 + ‖utxxx‖). (2.113)




Similarly, we can deduce that









Finally, using (2.95), (2.96), (2.102), (2.103), (2.112) and (2.114)–(2.117), we can obtain the desired
estimates (2.87) and (2.88). The proof is complete. 
3. Exponential stability
In this section, based on the estimates established in Section 2, we will show the exponential
stability of global solution in H4+ .
Lemma 3.1. For any (τ0, V0, θ0) ∈ H4+ , there exists a constant 0 < γ (1)4 = γ (1)4 (C4) γ2(C2) > 0 such that
























(‖utxx‖2 + ‖wtxx‖2)ds. (3.3)
Proof. Multiplying (2.40) by eγ t and integrating the resulting inequality with respect to t , integrating
by parts and using the Poincaré inequality, we can derive
eγ t‖utt‖2  C4 −
(
C−11 − δ − C1γ
) t∫
0





+ ‖τx‖2 + ‖utx‖2 + ‖θt‖2 + ‖utt‖2 + ‖θtt‖2 + ‖vtt‖2
}
ds. (3.4)
Taking γ and δ so small that 0 < δ  14C1 and 0 < γ min[1,min( 14C21 , γ2(C2))] ≡ γ
(1)
4 , using (2.32)–
(2.34), (2.39) and Lemmas 2.1–2.2, we can obtain estimate (3.1) from (3.4).
Similarly, we can obtain estimates (3.2) and (3.3). 




eγ s‖θttx‖2 ds C2ε−1
t∫
0







(‖uttx‖2 + ‖vttx‖2 + ‖wttx‖2)ds. (3.5)
Proof. Multiplying (2.44) by eγ t and integrating the resulting inequality with respect to t , using
(2.39), we have
eγ t‖θtt‖2  C4(ε) + γ
t∫
0
































 C4(ε) + C2
(
ε−1 + γ )
t∫
0










(‖uttx‖2 + ‖vttx‖2 + ‖wttx‖2)ds + C2eγ t sup
0st
‖utx‖2.
Taking ε ∈ (0,1) small enough, we can derive (3.5). 




eγ s‖utxx‖2 ds C3ε−6 + C2ε2
t∫
0




eγ s‖vtxx‖2 ds C3ε−6 + C2ε2
t∫
0
eγ s‖vtxxx‖2 ds, (3.7)
eγ t‖wtx‖2 +
t∫
eγ s‖wtxx‖2 ds C3ε−6 + C2ε2
t∫
eγ s‖wtxxx‖2 ds, (3.8)0 0








{‖utxxx‖2 + ‖vtxxx‖2 + ‖wtxxx‖2 + ‖θtxxx‖2}ds. (3.9)
Proof. Multiplying (2.50) by eγ t and integrating the resulting inequality with respect to t , using (2.51)
and (2.53), we have
1
2





















(‖uxx‖2H1 + ‖τx‖2H1 + ‖θt‖2H1 + ‖θx‖2 + ‖utx‖2 + ‖vt‖2)ds. (3.10)




eγ s‖utxx‖2 ds C3ε−6 + C2ε2
t∫
0
eγ s‖utxxx‖2 ds. (3.11)
In the same manner, we can derive (3.7)–(3.9). 
Lemma 3.4. For any (τ0, V0, θ0) ∈ H4+ and for any ﬁxed γ ∈ (0, γ (1)4 ], there holds that for any t > 0,
eγ t




(‖utxx‖2 + ‖vtxx‖2 + ‖wtxx‖2 + ‖θtxx‖2)ds




{‖uttx‖2 + ‖vttx‖2 + ‖wttx‖2 + ‖θttx‖2}ds. (3.12)
Proof. Adding (3.6)–(3.8) to (3.9) and choosing ε ∈ (0,1) small enough, we have
eγ t




(‖utxx‖2 + ‖vtxx‖2 + ‖wtxx‖2 + ‖θtxx‖2)ds
 C3ε−6 + C2ε2
t∫
eγ s
{‖utxxx‖2 + ‖vtxxx‖2 + ‖wtxxx‖2 + ‖θtxxx‖2}ds.
0
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tain (3.12). The proof is complete. 
Lemma 3.5. For any (τ0, V0, θ0) ∈ H4+ , there exists a constant 0 < γ (2)4  γ (1)4 such that for any ﬁxed γ ∈
(0, γ (1)4 ], there holds that for any t > 0,
eγ t





(‖uttx‖2 + ‖vttx‖2 + ‖wttx‖2 + ‖θttx‖2 + ‖utxx‖2
+ ‖vtxx‖2 + ‖wtxx‖2 + ‖θtxx‖2
)
ds C4. (3.13)
Proof. Multiplying (3.1)–(3.3) by ε respectively, multiplying (3.5) by ε
3
2 , adding the resulting inequal-
ity to (3.12), taking ε ∈ (0,1) small enough, we can obtain (3.13). 
Lemma 3.6. For any (τ0, V0, θ0) ∈ H4+ , there exists a constant 0 < γ (2)4  γ (1)4 such that for any ﬁxed γ ∈




eγ s‖τxxx‖2H1 ds C4, (3.14)
eγ t





{‖uxxxx‖2H1 + ‖vxxxx‖2H1 + ‖wxxxx‖2H1 + ‖θxxxx‖2H1}ds C4. (3.15)




















{‖ux‖2H2 + ‖τx‖2H1 + ‖vx‖2H1 + ‖θx‖2H2 + ‖utx‖2H1}ds. (3.16)
Taking γ > 0 small enough such that 0 < γ  γ (2)4 ≡ min[ 12C1 , γ
(1)



















eγ s‖τxxx‖2 ds C4, ∀t > 0. (3.18)
By (2.17), (2.21), (2.25) and (2.29), we obtain
eγ t
{‖uxxx‖2 + ‖vxxx‖2 + ‖wxxx‖2 + ‖θxxx‖2}
 C2eγ t
{‖ux‖2H1 + ‖vx‖2H1 + ‖wx‖2H1 + ‖θx‖2H1
+ ‖τx‖2H1 + ‖utx‖2 + ‖vtx‖2 + ‖wtx‖2 + ‖θtx‖2
}
. (3.19)
Using Lemmas 2.1–2.2 and Lemma 3.5, we can derive
eγ t





{‖uxxx‖2 + ‖vxxx‖2 + ‖wxxx‖2 + ‖θxxx‖2}ds C4. (3.20)
By (2.19), (2.23), (2.27) and (2.31), we infer
‖uxxxx‖2 + ‖vxxxx‖2 + ‖wxxxx‖2 + ‖θxxxx‖2
 C2
{‖ux‖2H2 + ‖vx‖2H2 + ‖wx‖2H2 + ‖θx‖2H2
+ ‖τx‖2H2 + ‖utxx‖2 + ‖vtxx‖2 + ‖wtxx‖2 + ‖θtxx‖2
}
. (3.21)
Using (3.18), (3.20) and Lemmas 2.1–2.2 and Lemma 3.5, we can derive
eγ t





{‖uxxxx‖2 + ‖vxxxx‖2 + ‖wxxxx‖2 + ‖θxxxx‖2}ds C4. (3.22)



















{‖ux‖2H3 + ‖τx‖2H2 + ‖vx‖2H2 + ‖θx‖2H3}ds.
Using Lemmas 2.1–2.2 and (2.19), (2.31), (3.18), we have






















{‖ux‖2H2 + ‖τx‖2H2 + ‖vx‖2H2
+ ‖θx‖2H2 + ‖utxx‖2 + ‖wx‖2H2 + ‖θtxx‖2
}
ds.


















eγ s‖τxxxx‖2 ds C4, ∀t > 0. (3.24)
By (2.113), we have
t∫
0




{‖ux‖2H3 + ‖τx‖3H2 + ‖vx‖2H2 + ‖θx‖2H3 + ‖utxxx‖2}ds.
Using (2.58), (3.18)–(3.24) and Lemmas 2.1–2.2 and Lemma 3.5, we obtain
t∫
0
eγ s‖uxxxxx‖2 ds C4. (3.25)




{‖vxxxxx‖2 + ‖wxxxxx‖2 + ‖θxxxxx‖2}ds C4. (3.26)
Combining with (3.18) and (3.24), we can derive (3.14). Combining with (3.20), (3.22), (3.25) and
(3.26), we obtain (3.15). The proof is complete. 
Proof of Theorem 1.1. Using Lemmas 2.1–2.2 and Lemma 2.7, we can derive (1.27). 
Proof of Theorem 1.2. Using Lemmas 2.1–2.2 and Lemma 3.6, we can derive (1.28). 
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