Introduction
Statistical analyses are often conducted to understand relations between two variables, such as the relation between age and size. As a research area matures, research questions are elaborated to address how third variables affect bivariate relationships, such as how nutrition affects the relationship between age and size. The addition of a third variable into theoretical models can result in a variety of effects known as third-variable effects. Third variables can be described as moderators, confounders, covariates and mediators. The focus of this article is on mediator variables. A mediator is a variable (M) that affects a dependent variable and is itself affected by an independent variable [1] and should be contrasted with a confounding variable which is related to two variables but is not in a causal mediation sequence between the two variables. Mediators are unique because these variables transmit part or all of the influence of an independent variable (X) to a dependent variable (Y) [2, 3] . Statistical mediation analysis is used to assess evidence of a media-tion process that describes how, or through what mechanism, an independent variable is related to a dependent variable. Investigating how an independent variable is related to a dependent variable is important for isolating and understanding sequences of causal events and is an important question in many disciplines [1, 4, 5] , including child growth.
Mediating processes are hypothesized for many aspects of child growth. For example, recently, a randomized clinical trial was conducted to determine the effects of protein content of infant formulas on children's body mass index (BMI) later in life [6] . In this study, children were randomly assigned to conditions for which they were either fed high-or low-protein infant formula for the first 6 months of their lives. At 6 months of age, insulin-like growth factor-1 axis serum levels were assessed and various other outcomes were measured at 2 and 6 years of age. Of main importance are insulin-like growth factor-1 axis serum level and BMI outcome measures. Protein intake of children during the first 6 months of their lives (X) resulted in higher insulin-like growth factor-1 axis serum levels at 6 months of age (M) which in turn resulted in higher BMI levels at 6 years of age (Y) . The area of child growth has many examples of hypothesized mediating processes [7] [8] [9] [10] . For example, girls' weight status (X) is related to math performance (Y) through its relationship with interpersonal skills (M) [7] . Iron deficiency anemia (X) in children is related to levels of physical activity (Y) through its relationship with cognitive development (M) [9] . Intervention programs (X) promote healthy behavior (Y) by changing norms (M) that are associated with those behaviors [10] .
There are two overlapping motivations for the study of mediating variables. First, statistical mediation can be planned before an experiment and incorporated into an experimental design. In this case, a mediator is targeted specifically by an experimental manipulation because it is hypothesized to be causally related to an outcome variable [4] . If a mediating variable is causally related to a dependent variable and an experiment is conducted that changes the mediator, the experimental manipulation will change the dependent variable. In this mediation by design example, the mediating variables are selected before the intervention. An example of mediation by design would be an experimental manipulation to change nutrition that is hypothesized to then affect child growth. A second use of mediation analysis is to explain an observed relationship between two variables. Mediation analysis is a way to explain what mechanism was responsible for an observed relationship between an independent variable and a dependent variable. Mediation for explanation generally investigates mediation after an observed relation is found. Statistical mediation by design relies on a prior hypothesis regarding the role of a mediating variable and statistical mediation for explanation relies on post hoc explanations of how two variables were related within a study.
The Single-Mediator Model
The single-mediator model is described first and models that include longitudinal measurement are described later. The following three regression equations are used to represent the relations between a single independent variable (X) , a single mediating variable (M) and a single dependent variable (Y):
Equation 1 i 2 and  i 3 , respectively, and e 1 , e 2 and e 3 represent the unexplained variability in Y after accounting for the predictors in equations 1-3, respectively. Though not shown in equation 2, an interaction of X and M on Y can be added to equation 2 to investigate whether the relation of M to Y differs across levels of X . These equations can be estimated using multiple regression or structural equation modeling (SEM) software. Often only equations 2 and 3 are estimated to investigate mediation [11] .
The Mediated Effect
There are different approaches to estimating mediated effects from regression models. The product of the â and b  coefficients ( â  b ) is an estimator of the mediated effect under certain assumptions, including lack of confounding of the X to M and M to Y relations. Because X affects Y indirectly through M , the mediated effect is also known as the indirect effect . The effect of X on Y after adjustment for M ( ĉ′ ) is an estimator of the direct effect . The mediated effect is also equal to the difference between the ĉ and ĉ′ coefficients ( ĉ -ĉ′ ). The rationale behind the â b  mediation measure is that mediation depends on the extent to which the independent variable affects the mediator (coefficient â ) and the extent to which the mediator affects the dependent variable (coefficient  b ). Similarly, the change in the ĉ coefficient when adjusted for the mediator, ĉ′ , reflects how much of the relation between the independent variable and the dependent variable is explained by the mediator. As a result, the total effect ĉ ( fig. 1 , top panel) can be decomposed into a direct effect ĉ′ and an indirect effect â b  ( fig. 1 , bottom panel). For the multiple regression equations described above, â b  = ĉ -ĉ′ , but these quantities are not equal for other models such as logistic regression [12] .
Recent developments in causal mediation analysis have generated estimators of mediation effects accurate for linear and nonlinear models [13] . For accurate identification of mediation effects, several assumptions are needed regarding the causal relations among variables for identification of effects [14] : (1) no confounders of the X to M relation, (2) no confounders of the M to Y relation, (3) no confounders of the X to Y relation and (4) no effects of X on confounders that then affect the relation of X to Y . Randomization of X is assumed so that assumptions 1 and 3 are satisfied which allows for estimators â and ĉ to be treated as causal effects. Randomization of X does not satisfy assumptions 2 and 4 which are required for interpretation of b  and ĉ′ as causal effects. Violation of these assumptions can be addressed with statistical methods that adjust for confounders and also methods that assess the sensitivity of results to violation of these assumptions [15] . However, randomization of X does not guarantee that the mediator has been randomized to persons and is a general weakness of the mediation model as now well described in the research literature [4, 13, 14] . Furthermore, for any longitudinal mediation analysis, theory for when effects occur for X to M and M to Y must match the times when data are collected to obtain accurate estimates of effects [4] . Longitudinal issues may be more complicated for multilevel analysis because if M and Y are measured concurrently, there is no lag, yet temporal precedence is necessary for causal inference in mediation models at least in terms of the causal ordering of M and Y , when X is randomized. Even if M is lagged relative to Y when estimating the effects, the between-cluster effects still represent the averages across concurrent measurements. 
Multilevel Mediation Models
Equations 6, 7, 9, and 10 specify multilevel models for within-individual measures (level 1) and between-individual measures (level 2) corresponding to equations 2 and 3 for the single-level analysis and equations 4 and 5 for the repeated-measure example. The independent variable is at the between-individual level, and the mediator and the dependent variables are at the within-individual level. At level 1, a model is specified for repeated observations within each individual that could be for two observations per person as in equations 4 and 5 or for more observations per person. At level 2, another linear model is specified, but the dependent variable is the intercept (and possibly slopes, although only random inter- 
Multilevel Equations for Y Predicted by X and M
Within-individual level 1:
Equations 6 and 7 include two predictors, one at the within-individual level, M , and the other at the betweenindividual level, X . In equation 6, the within-individual level score on the dependent variable is equal to an intercept B 0 jY plus random error, e ijY associated with the i th score for the j th individual for the prediction of Y . The within-level random error, e ijY , is assumed to have a normal distribution with Var (e ijY ) = Φ Y 2 . In equation 7, the dependent variable is the between-level intercept, B  0 jY , which is equal to an overall mean, γ  00 Y , plus the slope,  c′ , times independent variable X , plus the residual representing the difference of the cluster mean and the grand mean, u 0 jY . The b  estimate is at the within-level, because the mediator is assumed to work through within-person processes. The  c′ estimate, on the other hand, is in the between-level equation because the individuals are assigned to conditions for this example. There is some controversy regarding the estimation of mediation by using coefficients at different levels, e.g. the X to M relation at the between level and the M to Y relation at the within level related to the theoretical mediation model [16, 17] .
There are several additional models that include the X and M predictors that may be appropriate given the substantive context of the research. One such model investigates whether the slopes relating M to Y differ across the individuals. This model would include two level-2 regression equations; one for the random slope and one for the random intercept, so in principle b  in equation 6 could be random. Another model would include the between-level mean of M as an additional predictor to investigate both between-and within-level relations between M and Y . The deviations in the level-2 equation, u 0 jY , are assumed to have a normal distribution with variation between individual means, Var( u 0 jY ) = ϑ 00Y . The  c′ coefficient is estimated at the between-level because assignment to a condition is assumed to be at the between-level for this example. The estimation of error terms at both levels of the model ( e ijY at the within-individual level and u 0 jY at the between-individual level) allows for a non-zero intraclass correlation (ICC) to be incorporated in the analysis. As shown in equation 8, random-effect estimates of the variance between individuals, ϑ 00Y and the variance of the residuals at the within-individual level, Φ Y 2 provide an estimator of the residual ICC.
Using this equation, the ICC conditional on other effects in the model can be easily calculated. The residual ICC can be used to assess the amount of dependency after adjusting for different predictors.
Multilevel Equations for M Predicted by X
Equations 9 and 10 are analogous to equation 3, but X predicts the dependent variable M rather than Y in a multilevel framework. The â estimate at the between-level because the assignment to conditions is at the between-level for this example.
Because of the complex structure of the multilevel model with error terms at multiple levels, the parameters of the model are estimated with iterative methods such as restricted maximum likelihood techniques, rather than the ordinary least squares (OLS) methods typically employed to estimate the parameters of single-level models [18] [19] [20] model are consequently more accurate than those for a single-level individual-as-unit-of-analysis model of multilevel data because they incorporate the dependence of subjects measured within groups (i.e. a non-zero ICC). The â b  and ĉ- c′ estimators of the mediated effect, algebraically equivalent in single-level models, are not exactly equivalent in the multilevel models [21] . The nonequivalence between â  b and ĉ- c′ , however, is unlikely to be problematic because the discrepancy between the two estimates is typically small [21] . The standard error of the mediated effect estimates and standard errors of â and  b may come from equations at different levels of analysis and may require the covariance between â and b  . As described below, there are situations where â and b  are random effects and a different formula must be used to estimate the mediated effect [22] .
Centering, which usually consists of removing the group mean from predictors, is important when analyzing both between-and within-level effects of the same predictor. In general, it is important to center predictor variables prior to estimation of multilevel models because the value and meaning of the intercept depends on the coding of the X variable and the intercept is a dependent variable in some equations. The intercept is the value of Y when all X variables are zero for any regression equation. If an X variable is not centered, then the intercept will be the value of Y when X is zero, even when a zero value of X is meaningless. After centering the X variables by subtracting the mean of the variable, the intercept is the value of Y at the average value of X . In the case of including both between-and within-level predictors, it is also important to create a new variable by subtracting the between level mean for each observation for a person. Making this new variable will simplify interpretation and reduce any correlation between the between-and withinlevel predictors [23] [24] [25] .
There are different multilevel models corresponding to the level at which measurements are obtained as described by Krull and MacKinnon [26] . For example, the example equations described above correspond to a 2-1-1 model corresponding to X measured at the between level and M and Y measured at the within level. The 2-1-1 model is common when there is a randomized intervention, X , at the between level. If both X and M were measured at the second level, then the model would be a 2-2-1 model. If there are repeated measures for X, M and Y , then the model would be a 1-1-1 model. In this 1-1-1 model, it is possible to assess mediation effects at withinand between-individual levels.
There are several limitations of multilevel models as described by several researchers [27, 28] . Measurement error is not explicitly included in these models. Yet, many measures are obtained with error. Also, most discussions of multilevel mediation models focus on estimation equations separately [4] , although there are multivariate multilevel models that could be applied [29] . There are also limited measures of model adequacy and fit in the multilevel mediation model. SEM are used to accommodate each of these limitations of the multilevel model. Several researchers have noted the need to combine the multilevel models with SEM to include the strengths of both approaches [30] [31] [32] .
Multilevel Structural Equation Models
The mediation model is an SEM in which X causes M and M causes Y . SEM can be used to simultaneously estimate regression models [27, 28] . For example, SEM for mediation would simultaneously estimate equations 2 and 3 for the single-level model and equations 6, 7, 9, and 10 for the multilevel regression models. So the SEM allows for estimation of relations among variables at different levels of analysis. In this framework with two-level data, there are potentially two different models, one for the between-individual level data and a model for relations among times for an individual. Muthén and Muthén [33] represent these types of models as models for individual-level data ( fig. 3 , top panel) and models for the average among the individuals (i.e. cluster average), or, in the case of repeated measures, the person-specific average ( fig. 3 , bottom panel) . In this case, there can be many different levels of analysis. Using the 1-1-1 example where repeated measures of X , M and Y are available, different models can be estimated at the within-and between-individual levels.
In summary, the multilevel structural equation model (MSEM) allows for measurement models for constructs thereby accommodating measurement error. MSEM provides a very general model that allows simultaneous estimation of all regression coefficients (e.g. mediation model coefficients) and some of the fit indices from SEM can be used to assess model fit in MSEM. Furthermore, there is software available to estimate a variety of MSEM including Mplus [33] and GLLAMM [32] .
Example
To clarify, a few concepts consider a model with repeated measures of X , M and Y , e.g. repeated measures of available food (X) , food intake (M) and height (Y) . It is possible that the relation between X and M may differ across persons and the relation of M to Y , adjusted for X , may differ across persons. Also, the relation of X to Y adjusted for X may differ across persons. This would be a model with random slopes. In this situation, the covariance between â and b  is needed to compute the mediated effect and the standard error of the mediated effect. In order to get this correlation or covariance, there are several options. Kenny et al. [22] noted the need to include this covariance and used a method similar to resampling to get the average correlation between â and b  . Bauer et al. [34] describe a method to compute the covariance using an estimation trick, and Mplus will estimate this correlation and covariance and use it in the estimation of standard errors of the mediated effect [4, 35] .
One useful extension of MSEM is its use for growth curve modeling. SEM and multilevel models are equivalent ways to specify simple growth curves [36] . Multilevel modeling clearly includes the different levels and analyses at each level. Traditional SEM does not explicitly include the multiple levels but can specify latent variables to model measurement error. MSEM has the best of both methods but because of the options for levels of analysis and measurement error it can be tricky to program the exact model of interest [33] . Fortunately, there are several resources to help in this endeavor, including articles outlining the different modeling options [37] and new books to provide some guidance for these methods in mediation [4, 35] .
Discussion
Mediation models are common in prevention and treatment studies in many fields [4] and are useful for the study of growth. Mediation analysis provides a way to investigate a chain of relations among variables, including testing the theory of how growth changes as a function of potential variables including intervention exposure. Although mediation analyses hold promise for uncovering causal mediation relations, there are limitations for how well the methods can identify effects in the presence of confounding variables. Designing randomized studies to change mediating variables improves interpretation of effects, but there can still be confounders of the M to Y relation because even though X is randomized, the value of the mediator is self-selected. Modern methods are available to investigate and adjust effects for possible confounding variables. Multilevel mediation models more accurately model mediation at different levels of analysis. The multilevel model can be specified as a special case of SEM. The combination of multilevel models for accurate investigation of relations at different levels of analysis with SEM for testing multiple equations simultaneously and incorporating measurement error makes MSEM a powerful technique that is only beginning to be applied. There are some complex issues for testing and evaluating these models, however, at least in part, because of the sheer number of potential models that can be tested. MSEM allows for incorporation of measurement error, relations among many variables including mediation and estimation of the entire model simultaneously. General software is available to estimate these models and there are resources to more clearly specify and test these models. 
