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Abstract The behavior of systems of coupled nonlin-
ear oscillators and, connected with it, the synchroniza-
tion phenomena are of significant interest in many ar-
eas of science. One of the most important problems in
this field is the stability of the synchronous state. The
most often applied tool which allows one to quantify
this stability is the largest Transversal Lyapunov Ex-
ponent (TLE) and, connected with it, Master Stability
Function (MSF) theory (Pecora and Carroll in Phys.
Rev. Lett. 80:2109, 1998). Thus there is still need to
elaborate fast and simple methods of TLE calculation.
The new method of the TLE estimation is presented
in this paper. It applies the perturbation vector and
its derivative Dot Product to calculate the largest Lya-
punov exponent in the direction transversal to the syn-
chronization manifold. The method (TLEVDP) of the
TLE calculation is very simple in its background and
numerical application. It does not require calculations
of the Jacobi matrix eigenvalues and orthonormaliza-
tion in each integration step. Thus it is fast and sim-
ple. Used methodology applies the method of Master
Stability Function proposed by Pecora and Carroll (in
Phys. Rev. Lett. 80:2109, 1998) which is undepend-
able on the system type. Moreover on the base of the
one MSF calculation one can predict complete syn-
A. Dabrowski ()
Division of Dynamics, Technical University of Lodz,
ul. Stefanowskiego 1/15, Lodz, Poland
e-mail: Ar2rDe@p.lodz.pl
chronization of the sets of oscillators coupled in any
coupling scheme. The theoretical improvement of the
method is introduced. Results of the numerical simula-
tions are shown and compared with other publications.
Investigations of the system of Duffing oscillators cou-
pled in ring scheme as well as the coupled Van der Pol
oscillators made with use of the (TLEVDP) method
are presented. Fast stabilization of the TLE value was
shown.
Keywords Chaos synchronization · Transversal
Lyapunov exponent · Master stability function ·
Stability · Nonlinear dynamics
1 Introduction
Dynamics of oscillating systems can be characterized
different types of invariant, depending on the dynam-
ical system type and kind of the information that is
useful in its investigations. One can use for instance
Kolmogorov entropy [1] or correlation dimension [2,
3], to determine chaotic level or complexity of the sys-
tem dynamics [4]. But when there is a need to pre-
dict the behavior of the real system with possibility of
different disturbances existence, Lyapunov exponents
are one of the most often applied tools. That is be-
cause these exponents determine the exponential con-
vergence or divergence of trajectories that start close
to each other. The existence of such numbers has been
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proved by Oseledec theorem [5], but the first numeri-
cal study of the system behavior using Lyapunov expo-
nents has been done by Henon and Heiles [6], before
the Oseledec theorem publication. The most important
algorithms for calculating Lyapunov exponents for a
continuous systems have been developed by Benettin
et al. [7] and Shimada and Nagashima [8], later im-
proved by Benettin et al. [9, 10] and Wolf [11]. For the
system with discontinuities or time delay one possi-
ble approach is the estimation of Lyapunov exponents
from the scalar time series basing on Takens procedure
[12]. Numerical algorithms for such estimation have
been developed by Wolf et al. [13], Sano and Sawada
[14] and later were improved by Eckmann et al. [15],
Rosenstein et al. [16] and Parlitz [17]. The set of Lya-
punov exponents contains much physical information
characterizing the considered dynamical system, but
calculation of the full spectrum demands much time
and labor. Thus only the largest Lyapunov exponent
(LLE), which determines the predictability of the dy-
namical system, is frequently referred [18–24]. That is
because the presence of at least one positive Lyapunov
exponent, by definition, is the most important evidence
for chaos [18].
In the special types of the coupled systems LLE
can be used for determining stability of the syn-
chronous state [25–29]. In the cases of the more com-
plicated coupling schemes conditional Lyapunov ex-
ponents can be calculated. For the coupled identical
systems and the complete synchronization stability,
one can use Lyapunov exponent measured in direc-
tion transversal to the synchronization manifold. It al-
lows obtaining the MSF which is the base for search-
ing the CS in different coupling schemes. Although
the method of Master Stability Function assumes that
each node system is of the same type with no param-
eter mismatch, experiments show that it works for the
real systems which of course cannot have the same
parameters values. In that case synchronization is al-
most complete [38]. Nowadays TLE and MSF are em-
ployed in many different areas of the scientific re-
search [30–36]. Thus there is still need to elaborate
fast and simple methods of TLE calculation. The new
method of the TLE estimation is presented in this pa-
per. The method (TLEVDP) applies the perturbation
vector and its derivative dot product to calculate the
largest Lyapunov exponent in the direction transversal
to the synchronization manifold, which is the TLE.
2 The method
In the article the new method of the (TLE) calculation
is presented. The method was applied to obtain (MSF)
and then synchronization study of the chosen coupled
oscillators were made.
2.1 Master stability function
Consider the network of the coupled n identical oscil-
lators
x˙ = F(x) (1a)
described in the block form
x˙ = F(x) + (αG ⊗ H)x (1b)
where:
x = (x1,x2, . . . ,xn) ∈ Rm;
F(x) = (f(x1), f(x2), . . . , f(xn)
);
G-connectivity matrix; H-engaged equations matrix;
α-overall coupling coefficient; ⊗-Kronecker product.
Examples of such a notation application for the spe-
cific oscillators connections are given in the next para-
graphs.
After linearization of (1b) one can obtain varia-
tional equation in the following form:
z˙ = (DF(x) + αDG ⊗ DH)z (2)
The idea of the synchronization study with use of
the MSF [30–33] is based on the analysis of the matrix
G eigenvalues (λ1, . . . , λn−1) considered in transver-
sal directions to the synchronization manifold. The
eigenvalue λn = 0 corresponds to the eigenvector tan-
gent to the synchronization manifold and has no influ-
ence on the stability of the synchronous state.
After substituting αλ = γ +iη, where γ = α Re(λ),
η = α Im(λ), into (2) one obtains the generic varia-
tional equation:
z˙ = (DF(x) + (γ + iη)DH)z (3)
where z symbolizes an arbitrary transverse mode. The
connectivity matrix G satisfies condition zero row sum
so that the synchronization manifold x1 = x2 = · · · =
xn is invariant and all the real parts of the eigenval-
ues (λ1, . . . , λn−1) associated with transversal modes
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are negative. Now, one can define the MSF as a sur-
face representing the largest transversal Lyapunov ex-
ponent (TLE), calculated for the generic variational
equation, over the complex number plane (γ,η). If
all the eigenmodes corresponding to the eigenvalues
αλ = γ + iη can be found in the range of nega-
tive TLE, then the synchronous state is stable for the
considered configuration of couplings. In the case of
so called real coupling [32, 33], when coupling be-
tween each two nodes is symmetrical and causes mu-
tual reaction, all the eigenvalues are real. MSF is re-
duced then to the dependence of the largest TLE on
the γ . Taking into account the relation γ = αλ one can
rescale the MSF and obtain the curves representing
each eigenvalue separately, and conclude from its pro-
ceedings about stability of the synchronization mani-
fold for the real coupling values.
2.2 The method (TLEVDP) of the largest transversal
Lyapunov exponent (TLE) determination
The method for determination of the TLE employs
a concept of the vectors dot product. Generally, the
essence of this approach is based on the analysis of
the vector z(t) obtained from the variational equation
(2) representing evolution of the synchronization man-
ifold disturbance. Te graphical interpretation one can
see in (Fig. 1). Vector z(t) determines difference be-
tween solution y(t) along the synchronization mani-
fold and the disturbed solution x(t):
z(t) = x(t) − y(t) x,y, z ∈ Rm (4)
After linearization one can obtain variational equa-
tion describing approximate disturbance behavior
Fig. 1 Graphic illustration of the TLEVDP method
along the synchronization manifold. We have
dz
dt





Analyzing transformation of the vector z in the direc-
tion of the chosen transversal eigenvector w∗ of the







= λ∗ dt (7)
and integration for z∗(0) = z∗0 one obtains
z∗ = z∗0eλ
∗t (8)
where: z∗-component of the vector z in direction of
the eigenvector w∗; λ∗-eigenvalue in direction of the
eigenvector w∗.
Equation (8) describes the mean transformation
of the vector z∗ after time t . For t → ∞λ∗ is a
value of Lyapunov exponent in direction of w∗.
For the n-dimensional transversal eigenvectors set
(w∗1,w∗2, . . . ,w∗n) and respective eigenvalues (λ∗1,λ∗2,
. . . ,λ∗n) one can obtain the whole disturbance z trans-





2t + · · · + a2w∗2eλ
∗
nt (9)
where a1, a2, . . . , an depend on the initial conditions.





2t , . . . , eλ
∗
nt become negligible and in the space
transversal to the synchronization manifold perturba-
tion evolves as eλ∗t what is of the most importance for
presented method (TLEVDP) of the largest Transver-
sal Lyapunov Exponent calculation. LLE is of course
value of λ∗.
In the presented method (5b) is used for the sys-










Fig. 2 Simplified graphical interpretation of the U transforma-










The average value λˆ∗ of the λ∗ is the parameter al-
lowing one to determine stability of the synchroniza-
tion manifold in the direction of the disturbance z.
Taking also into account that the direction of the dis-
turbance vector z is convergent to the eigenvector re-
spective to the largest transversal Lyapunov of the
transformation DF(x(t)) in (5b) one can conclude that
obtained value λˆ∗ is similar to the value of the TLE.
However, values λˆ∗ and TLE can differ a bit. That
is because the disturbance vector z is influenced not
only by the largest eigenvalue (see (9)). As was men-
tioned earlier, the direction with respect to the TLE
has the main influence on changes of the vector z. Si-
multaneously during the evolution of the system, the
other eigenvalues have influence in that direction too.
It causes that λˆ∗ shows general stability of the syn-
chronization manifold. A simplified graphical inter-
pretation of such deliberations is presented in Fig. 2.
One can see vectors w1 and w2 in it. These are eigen-
vectors of the DF transformation (5b) treated as the
mean transformation along the disturbance z trajec-
tory. Eigenvectors w1 and w2 can form the new base of
the space, and vector z can be decomposed into direc-
tions of these eigenvectors. One gets the component
vectors z1 and z2 then. Transformation DF acts in that







It means that differences dz1 and dz2 depend straightly
on the eigenvalues λ1, λ2 and components z1 and z2.
Assuming that Re(λ1) > Re(λ2) > 0 and Im(λ1) =
Im(λ2) = 0 one can see in Fig. 2 that in the case
‖z1‖ = ‖z2‖ it causes ‖dz1‖ > ‖dz2‖. From Fig. 2 one
can see that vector z rotates and after transformation,
the direction of the vector z+dz is closer to the vector
w1 connected with the larger eigenvalue λ1. Following
further the results of that transformation one can see
from Fig. 2 that vector z grows more in direction of
w1 than w2. From (12) one can conclude that in the
next step of the transformation, growth of the vector
z in that direction will be bigger than in the first step.
Thus direction of the vector z in each step asymptot-
ically approaches the direction of the vector w1 con-
nected with the larger eigenvalue λ1. Concluding that
reasoning the track proposed in the method of the pa-
per of the TLE determination applies the feature of
the convergence of the vector z to the direction of the
eigenvector connected with the largest eigenvalue of
the mean transformation DF which is in our case TLE
value.
The most important attributes of the method pro-
posed is its simplicity and connected with it possi-
bility of building the fast acting algorithms. There is
no need of the calculating eigenvalues of the Jacobi
matrix in each step of the integration, no need of the
Gram–Schmidt vector orthonormalization, the vector
z can be just normalized, which preserves it from the
fast growth.
3 Numerical simulations
Program code was written in Delphi. The numerical
simulations were based on integration of the differ-
ential (8), (9) with use of the Runge–Kutta (RK4)
method of the fourth order. An integration step was
fit to the system behavior as a function of the mean
oscillation period. It was important to find the opti-
mal value of the step taking into account the accuracy
of simulations on the one side and time of the numeri-
cal integration on the second. Especially in some cases
TLE stabilized after thousands of the oscillations pe-
riod.
Depending on the system type and parameters the
proper value of the integration step can differ much,
thus an integration step was estimated for each param-
eter case. The value of the required steps for the aver-
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age period T was obtained by comparing results ob-
tained with use of the procedure of integration with
control of the integration error (RungeKutta4system
[37]) and standard procedure (RK4). The proper step
value was referred to the average oscillations period
T and fit to each system parameters set with use of
the required steps per period T . Then it was applied
into (4) with constant integration step, and in both the
equations sets, the system variables x and the z, were
integrated in each step of RK4.
To obtain the value λ∗ at first dot product of the
vectors z and dz/dt was calculated. The vector z co-
ordinates were estimated from (4) with use of the pro-
cedure (RK4). dz/dt vector was obtained with use of
(4) too, and got from within the RK4 procedure during
estimation of z coordinates. Vector z was normalized
before integration in the RK4 procedure, which pre-
served it from the fast growth.












m—the dimension of the node system space; was ap-
plied according (8) to calculate the actual value λ∗:




The value λ∗ was calculated at each integration
step. To obtain its average value λˆ∗ actual values λ∗
were summed up in time of all the computations, and
after a fixed number of the average periods T the aver-
age value λˆ∗ of the λ∗ was calculated. Computations
were continued till the increment δλˆ∗ of the λˆ∗ in the
number of the consecutive λˆ∗ calculations periods was
smaller than the matched ε value.
∣∣δλˆ∗
∣∣ < ε (15)
The last value attained λˆ∗ was accepted for TLE
value.
3.1 Synchronization of the four systems coupled in
the ring scheme
In this section synchronization of four Duffing systems
and then four Van der Pol ones coupled in the ring
Fig. 3 Ring coupling
scheme
scheme (Fig. 3) will be analyzed with use of the pre-
sented method. The prepared results concern synchro-
nization of the node systems working in the periodic
and chaotic regimes.
The mathematical model of such a set of Duffing
oscillators can be described by eight differential equa-






x˙2 = −βx2 − x31 + q sin(ηt) − 2αx1+ α(x3 + x7)
x˙3 = x4
x˙4 = −βx4 − x33 + q sin(ηt) − 2αx3+ α(x5 + x1)
x˙5 = x6
x˙6 = −βx6 − x35 + q sin(ηt) − 2αx5+ α(x7 + x3)
x˙7 = x8
x˙8 = −βx8 − x37 + q sin(ηt) − 2αx7
+ α(x1 + x5)
(16)
The mathematical model of such a set of Van der
Pol oscillators can be described by eight differential






x˙2 = β(1 − x21)x2 − x1 + cos(ηt) − 2αx1+ α(x3 + x7)
x˙3 = x4
x˙4 = β(1 − x23)x4 + cos(ηt) − 2αx3+ α(x5 + x1)
x˙5 = x6
x˙6 = β(1 − x25)x6 + cos(ηt) − 2αx5+ α(x7 + x3)
x˙7 = x8
x˙8 = β(1 − x27)x8 + cos(ηt) − 2αx7
+ α(x1 + x5)
(17)
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Fig. 4 Comparison of the
MSF obtained with MSFDP
method with results
presented in [35]
Fig. 5 MSF rescaled with
use of the eigenvalues
λ1 = −4, λ2,3 = −2 and
synchronization error δ
Such the networks of the four coupled oscillators can
be described in the following block form:
x˙ = F(x) + (αG ⊗ H)x (18)
where: G-connectivity matrix; H-engaged equations






−2 1 0 1
1 −2 1 0
0 1 −2 1










Due to the fact that eigenvalues of the H matrix can
achieve only values of zero, or one, only α and eigen-
values of the G matrix have influence on the general
coupling coefficient. In the considered case the eigen-
values of the G matrix are as follows:
λ1 = −4, λ2 = −2, λ3 = −2, λ4 = 0,
and the corresponding eigenvectors:
v1 = [−1,1,−1,1], v2 = [−1,0,1,0],
v3 = [0,−1,0,1], v4 = [1,1,1,1],
respectively.
As was mentioned in Sect. 2.1 the last eigenvalue
λ4 = 0 corresponds to the eigenvector tangent to the
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Fig. 6 Time dependence of
the λˆ∗ for the
synchronization and
desynchronization states
Fig. 7 Comparison of the
MSF obtained with MSFDP
method with results
presented in [35]
synchronization manifold and has no influence to the
stability of the synchronous state.
After substituting αλ = γ into (16), (17) one ob-
tains the generic variational equation
z˙ = (DF(x) + γ H)z (21)
It allows the numerical calculating the MSF.
For comparing results obtained with use of the pre-
sented method with other results, simulations were fol-
lowed with ones presented in [35].
The first analyzed is the ring of the four Duffing os-
cillators working in the periodic regime. For periodic
systems synchronization analysis the following system
parameters values were assumed: β = 0.1, η = 1.0,
q = 7 (16). Comparison of the MSF obtained with use
of the presented method with the one presented in [35]
can be seen in Fig. 4. Convergence of the results prove
the efficiency of the TLEVDP method. After rescaling
MSF with use of the eigenvalues λ1 = −4, λ1,2 = −2,
with respect to the dependence αλ = γ , Fig. 5, one
obtains graphs of the functions dependent on the real
coupling coefficient α, which show the stability of
the synchronization manifold in the directions of the
eigenvectors v1, v2, v3. One can conclude about com-
plete synchronization feature with use of these graphs.
For the range of α where both of the rescaled func-
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Fig. 8 MSF rescaled with
use of the eigenvalues
λ1 = −4, λ2,3 = −2 and
synchronization error δ




tions achieve negative values, complete synchroniza-
tion in the system of coupled oscillators occurs. For
the synchronization proof the bifurcation diagram of
the synchronization error. We have
δ = {(x1 − x3)2 + (x1 − x5)2 + (x1 − x7)2
+ (x2 − x4)2 + (x2 − x6)2 + (x2 − x8)2
}1/2
(22)
was contained in the presented in Fig. 5, chart. One can
see that for the range of α where both of the rescaled
functions achieve negative values, synchronization er-
ror achieves values close to zero. All these facts prove
the efficiency of the presented TLEVDP method.
The time dependent results of the λˆ∗ estimation is
shown in Fig. 6. The diagrams presented show the be-
havior of the λˆ∗ for negative and positive TLE values.
In the case TLE > 0 the value of the λˆ∗ stabilizes in al-
most 100 excitation periods. Computations were con-
tinued till the increment δλˆ∗ of the λˆ∗ in the number
of the consecutive λˆ∗ calculations periods was smaller
than the matched ε = 1e−4. In the case TLE < 0 value
of the λˆ∗ stabilization takes a little more time, but after
400 oscillations period differences became very small.
The largest transversal Lyapunov exponent and master stability function from the perturbation vector 1233
Fig. 10 MSF of the Van
der Pol oscillator set
obtained with TLEVDP
method
Fig. 11 MSF of the Van
der Pol oscillator set
rescaled with use of the
eigenvalues
λ1 = −4, . . . , λ2,3 = −2
and synchronization error δ
The second analyzed is the ring of the four Duff-
ing oscillators working in the chaotic regime. For
chaotic systems synchronization analysis the follow-
ing system parameters values were assumed: β = 0.1,
η = 1.0, q = 5.6 (16). Comparison of the MSF ob-
tained with use of the presented method with the one
presented in [35] can be seen in Fig. 7. One can see
at first that points with zero TLE values agree each
other. Convergence of the results prove the efficiency
of the TLEVDP method in the synchronization feature
study. However, TLE values differ a bit. That is be-
cause the disturbance vector z is influenced not only
by the largest eigenvalue, what was explained in par.
(1.2). After rescaling MSF with use of the eigenvalues
λ1 = −4, λ1,2 = −2, with respect to the dependence
αλ = γ , Fig. 8, one obtains graphs of the functions de-
pendent on the real coupling coefficient α, which show
the stability of the synchronization manifold in direc-
tions of the eigenvectors v1, v2, v3. One can conclude
to complete synchronization feature with use of these
graphs. For the range of α where both of the rescaled
functions achieve negative values, complete synchro-
nization in the system of coupled oscillators occurs.
For the synchronization proof the bifurcation diagram
of the synchronization error was contained in the pre-
sented in Fig. 8, chart. One can see that for the range of
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α where both of the rescaled functions achieve nega-
tive values, and the synchronization error achieves val-
ues close to zero. All these facts prove the efficiency
of the presented TLEVDP method.
The time dependent results of λˆ∗ estimation are
shown in Fig. 9. The diagrams presented show the be-
havior of the λˆ∗ for negative and positive TLE values.
One can see that in this case stabilization of the λˆ∗
values takes much more time for chaotic coupled sys-
tems stabilization than for periodic ones. In the case
TLE < 0 value of the λˆ∗ stabilizes longer and it takes
almost 10 000 oscillations periods. As for the periodic
systems computations were continued till the incre-
ment δλˆ∗ of the λˆ∗ in the number of the consecutive
λˆ∗ calculations periods was smaller than the matched
ε = 1e−4. In the case TLE < 0 value of the λˆ∗ sta-
bilization takes less time, but there is still long time
needed for λˆ∗ stabilization.
The third analyzed is the ring of the four Van der
Pol oscillators. For systems synchronization analysis
the following system parameters values were assumed:
β = 0.401, η = 0.366 (17). MSF obtained with use
of the presented method is presented in Fig. 10. After
rescaling MSF with use of the eigenvalues λ1 = −4,
λ1,2 = −2, with respect to the dependence αλ = γ ,
one obtains graphs of the functions dependent on the
real coupling coefficient α, which show stability of the
synchronization manifold in directions of the eigen-
vectors v1, v2, v3 Fig. 11. One can conclude to com-
plete synchronization feature with use of these graphs.
For the range of α where both of the rescaled func-
tions achieve negative values, complete synchroniza-
tion in the system of coupled oscillators occurs. For
the synchronization proof the bifurcation diagram of
the synchronization error was contained in the pre-
sented chart. One can see that for the range of α where
both of the rescaled functions achieve negative val-
ues, the synchronization error achieves values close to
zero. All these facts prove the efficiency of the pre-
sented TLEVDP method.
4 Conclusions
The new method of the TLE estimation is presented
in this paper. It applies the perturbation vector and
its derivative Dot Product to calculate the largest Lya-
punov exponent in the direction transversal to the syn-
chronization manifold. It was shown that the method
(TLEVDP) is very simple in its background and nu-
merical application. Theoretical improvement was in-
troduced. Results of the numerical simulations were
shown and compared with other publications [35]. In-
vestigations of the Duffing oscillators coupled in a
ring scheme were made with use of the (TLEVDP)
method. Predicted regions of the synchronization exis-
tence were confirmed with use of the synchronization
error diagrams. Times of the TLE stabilization were
compared for the cases presented. Fast stabilization of
the TLE value was proved.
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