We study the effects of bank-specific capital requirements on Small and Medium Enterprises (SMEs) in the UK from 1998 to 2006. Following a 1% increase in capital requirements, SMEs' asset growth contracts by 6.9% in the first year of a new bankfirm relationship, but the effect declines over time. We also compare the effects of capital requirements to those of monetary policy. Monetary policy only affects firms with higher credit risk and those borrowing from small banks, whereas capital requirements affect both. Capital requirement changes, instead, do not affect firms with alternative sources of finance, but monetary policy shocks do.
Introduction
Do higher capital requirements affect the real economy? While this question is at the heart of the current debate about the social costs and benefits of increasing capital requirements under Basel III, empirical evidence is still scarce (Jimenez et al. (2015) ), since capital requirements in most countries were kept constant in the past. One exception was the UK, where the Financial Services Authority (FSA), the bank regulator between 1998 and 2006, imposed bank-specific capital requirements and adjusted them over time. In this paper we test if these capital requirement changes affect the asset growth and tangible investment of Small and Medium Enterprises (SMEs) that borrow from the affected banks. We examine whether access to alternative sources of finance, either via capital markets or the presence of foreign branches, not subject to UK capital regulation, can mitigate the impact of prudential policy. We also study the impact of monetary policy on SMEs and compare its effects to those of capital requirement changes. Finally, we test if prudential and monetary policies interact with each other, a topic of great current policy relevance.
If the Miller-Modigliani theorem (1953) fails and capital requirements are a binding constraint on bank's equity, then an increase in capital requirements will result in either an increase in capital or in a reduction in risk-weighted assets (RWA). Indeed, several previous studies exploit the same UK FSA capital requirements setup that we analyse in this paper (Aiyar, Calomiris and Wieladek (2014a,b,c) , Bridges et al (2014) ) and, focusing on bank level data, find that banks affected by changes in capital requirement reduce lending to the private sector. However, due to alternative sources of credit, either from competing banks or capital markets, a contraction in bank-specific lending does not necessarily need to translate to an impact on the real economy. In this paper we can directly test whether this is the case with matched bank-firm data.
A second implication of the failure of the Miller-Modigliani theorem for banks is that it is costlier to raise uninsured than insured debt. As a result, monetary policy will affect banks through the bank lending channel (Bernanke and Blinder (1988) ). We test this hypothesis with a newly constructed measure of monetary policy for the UK based on forecast surprises from a Taylor rule and we compare the differential impact of monetary and prudential policy by bank and firm characteristic. Finally, we explore whether the two policies interact when they are used jointly. The UK experience is helpful in this respect, as the FSA and Bank of England set these instruments independently. This paper allows us to shed further light on this key policy question.
Our results suggest that a one percent rise in capital requirements leads to a decline in asset growth and investment in tangible assets of an SME of about 6.9% and 12%, respectively, in the first year of a new bank-firm relationship. The effect dissipates over time, as the length of the relationship increases. This is consistent with the literature on relationship lending that argues that banks, when hit by a shock, would not cut lending to their long-time customers, but rather to the newly acquired borrowers (Bolton et al. (2013) ). The results are robust to a variety of fixed effects, such as bankyear or bank-sector-area-year fixed effects, and to various assumptions on loan terms that we do not directly observe, such as early loan repayments or refinancing of existing loans.
We also explore several transmission mechanisms to explain the effect of capital requirements in interaction with bank and firm characteristics. First, consistent with the idea that capital requirements need to be binding to affect the real economy, we observe that those SMEs that borrow from banks with tight capital buffers experience a larger contraction. Second, we find no evidence that our main result is driven by risk-shifting, i.e. the notion that banks with higher capital requirements would lend to ex-ante riskier customers. In fact, we find that firms with high or medium level of credit risk are equally affected by changes in capital requirements. This is important, as one could worry that risky firms tend to have shorter bank relationships and also seek loans from banks with relatively low capital requirements, because this implies easier access to credit. However, this does not seem to be the case in our data.
Third, we test whether alternative sources of finance can mitigate the impact of capital requirements. For example, we find that firms operating in sectors where a significant fraction of lending comes from foreign branches, which are not subject to UK regulation, contract assets by less. Those with multiple banking relationships, in contrast to those with single bank relationships, are not affected by capital requirement changes at all. Intuitively, single-bank firms should be more affected by changes in capital requirements as they cannot easily substitute funding away from the affected bank, while firms with multiple banks can. This is also important, as it shows that a possible substitution effect, where risky firms switch from safe to risky banks, cannot explain our baseline results: since most firms borrow from a single bank, there is no substitution of credit at all.
We then analyse the effects of monetary policy shocks on SMEs: we find again a negative effect for firms with short banking relationships. We then compare monetary policy and capital regulation: the two policies have very heterogeneous effects by type of firms and banks. First of all, we find that only borrowers of small banks are affected by monetary policy shocks. This is consistent with the results in Kashyap and Stein (2000) who show that monetary policy in the US only affects the lending of small banks, as large banks can easily offset a fall in reserves by issuing uninsured debt.
Capital requirements, on the other hand, affect both large and small banks. Second, both single and multiple-banking firms are affected by monetary policy shocks, although this is not the case for capital requirements. Third, unlike capital requirements, monetary policy tends to affect riskier firms more, consistent with the risk-taking channel of monetary policy (Jimenez et al. (2014) and Dell'Ariccia et al (2015) ). Fourth, both policies affect the commercial real estate sector, which is highly leveraged, the most. Finally, there is some evidence that these instruments reinforce each other when monetary policy is tightened, but only for small banks.
A potential identification issue in our setup is that capital requirement changes may be endogenous with respect to unobservable bank or firm characteristics. In principle, in fact, the FSA regulatory changes had to address legal, operational and interest rate risks, which were not allowed for in Basel I. In practice, anecdotal evidence suggests that the capital requirements changes for each bank were based on organization structures, IT systems and reporting procedures rather than overall risk. Aiyar et al (2014a,b) argue that for these reasons capital requirement changes are orthogonal to balance sheet risks. In this paper, we explore this proposition by regressing the change in capital requirements on 23 bank-level variables that regulators had access to at the time of the decision. This exercise suggests that balance sheet variables explain only about a third of the total variation in capital requirement changes.
The residuals from this regression will be orthogonal to balance sheet variables by definition. When we use them as an alternative capital requirement measure, instead of the actual changes in capital requirements, we find very similar effects to the baseline model across a number of specifications.
Ours is not the only study that examines the impact of prudential regulations on real economic activity with firm-level data. Jimenez et al. (2015) provide evidence for the impact of dynamic loan provisioning, a macroprudential instrument, on lending growth and employment outcomes with a detailed loan-level dataset on loans granted and applied for by firms operating in Spain. They find that in good times, 2001Q2-2008Q1, although credit committed declines, there is no change in credit available to firms, total assets or employment. They do find some negative effect of macroprudential policy on employment growth and firm survival for the borrowing firms, but only in bad times (2008) (2009) (2010) (2011) (2012) . Compared to Jimenez et al. (2015) , we only analyse capital requirement changes in good times (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) and we still find negative effects on asset growth, but only in the first two years of a new bank-firm relationships. Brun et al (2013) use credit-registry data from France to examine the impact of the introduction of Basel II in 2007-2008 on French firms and banks. In comparison, all of our regulatory changes occurred before the global financial crisis and the introduction of Basel II, which means that we can confidently say that any effect we find is due to regulatory changes.
The advantage of the time period we analyse is that it is easier to interpret changes in capital requirements as what they are, in the absence of any other major shocks to the banking system. However, we acknowledge the fact that we are examining the impact of micro-prudential, rather than macro-prudential, policy. Furthermore, with 100 changes for 67 banks over a period of 9 years, capital requirements changes were very infrequent. The results in our paper are therefore perhaps more informative about the costs associated with the permanent increases in capital requirements experienced by the banking system today.
The remainder of the paper is structured as follows: Section 2 describes the UK regulatory regime and the data. Section 3 describes the empirical approach for each of the proposed hypotheses, Section 4 presents the results and examines them for robustness. Section 5 concludes.
UK capital requirement regulation and data

Bank-level data
After the introduction of Basel I in 1988, most countries set bank capital requirements at a fixed 8% of RWA for all banks. However, this did not happen in the UK, where regulators adopted bank-specific capital requirements. These requirements were subject to review either on an on-going basis or every 18-36 month. This regulatory regime was first implemented by the Bank of England, with the Financial Services Authority (FSA) taking over in 1997. The FSA based regulatory decisions for banks on a system of guidelines called ARROW (Advanced Risk Responsive Operating frameWork), which covers a wide array of criteria related to operational, management, legal and interest rate risks and many others.
The ARROW approach was risk-based, but anecdotal evidence suggests that there was greater emphasis on operational (Pillar II), as oppose to balance sheet and credit risk (Pillar I). For example, in his high-level review into UK financial regulation prior to the financial crisis of 2008, lord Turner, the chief executive of the FSA, concluded that: "Risk Mitigation Programs set out after ARROW reviews therefore tended to focus more on organisation structures, systems and reporting procedures, than on overall risks in business models" (Turner, 2009) . Similarly, the inquiry into the failure of the British bank Northern Rock concluded that "under ARROW I there was no requirement on supervisory teams to include any developed financial analysis in the material provided to ARROW Panels" (FSA, 2008) . Moreover, in the same report it was recognized that 'the FSA is short of expertise in some fundamental areas, notably prudential banking experience and financial data analysis ' (FSA, 2008) .
Based on this anecdotal evidence, Aiyar et al (2014a,b,c) argue that capital requirement changes are mostly based on qualitative, rather quantitative analysis and hence they are plausibly uncorrelated with respect to banks' balance sheet risks. In this paper, we test whether balance sheet characteristics available to supervisors at the time the decision was made can predict capital requirement changes. For example, we can test if the capital requirement change depends on the amount of mortgage-backed securities or mortgage lending (see Appendix A for a list of all variables). We find that bank balance sheet characteristics are only responsible for about a third of the variation in capital requirement changes and mostly because of interest rate risk. Admittedly, we do not know exactly what regulators were looking at when setting capital requirements for the remaining two-thirds of the variation. We know for sure that the FSA was not responding to macroeconomic factors such as changes in the business cycle since it was using a microprudential not a macroprudential approach. Importantly, when we use the residuals from this regression, which are orthogonal to balance sheet conditions by definition, we find very similar baseline results across a range of specifications.
The Bank of England has kindly made these regulatory capital requirements data available. We collect data on a total of 67 regulated banks' lending to UK Private relied on the risk-weights associated with Basel II. Unlike the Basel I risk weights, which simply assigned a weight of 100% to PNFC loans, risk weights under Basel II can be calculated using banks' Internal Risk Based (IRB) models. This additional regulatory margin would add a further layer of complexity to our analysis. Regulated institutions were affected by 100 capital requirement changes during this time, all of which are shown in Figure 1 , with summary statistics provided in Table 2 . All of the other lender level balance sheet data were provided by the Bank of England's Statistics and Regulatory Data Division. The control variables we derive from these data are described in greater detail in Table 1 , with the corresponding summary statistics provided in Table 2 .
Firm-level data
Firm level data come from the Bureau Van Dijk Financial Analysis Made Easy
(BvD FAME) database, based on companies' filings with Companies House, the UK's firm registry. The key aspect of this dataset is that it contains the names of the banks each firm has a secured loan with. Banks are legally required to register these loans with Companies House twenty-one days after the loan has been created. If the bank fails to do so, it would not be able to seize the collateral in case the company became insolvent. Indeed, the Bank of England surveyed one of the UK's 5 largest lenders in 2013 to examine whether these data actually reflect bank-firm relationships. This was the case for 99.8% of the firm-bank relationships in this dataset, which suggest a high degree of accuracy. There are some important dimensions in which these data are different from the Credit Registry data used in other work (Jimenez et al. (2012 (Jimenez et al. ( , 2014 (Jimenez et al. ( , 2015 , Brun et al. (2013) , Gobbi and Sette (2012) among others); in particular, they do not contain information on the amount of credit provided by each bank. Therefore, we cannot use the firm×time fixed-effects identification pioneered by Khwaja and Mian (2008) , as we do not have data on the loan amounts each bank provides to each firm. 1 However, the most important feature of the data is that it allows us to link the banks in our sample to individual firms. Moreover it does so at a specific point of time, which means that we can calculate the length of the bank-firm relationship based on actual transactions rather than on survey data (Petersen and Rajan (1994) ). Finally, in order to examine our results for robustness, the firm-bank panel nature of the data also allows us to include bank-year effects, which fully control for endogeneity bias at the bank level.
There is a total of 331,000 PNFCs with charges registered in BvD FAME (June 2007 version) and financial data for 1998 to 2006. We match a total of 252,992 firms to 67 banks with available capital requirements data. Most of the firms in our sample are small: 92% have assets below $2.8mil, the official threshold for "small" companies as defined by Companies House. The large presence of small firms, that do not need to report full balance sheet, generates many missing items. Indeed, other than age and length of the relationship, Total Assets is the most highly populated balance sheet variable, while Turnover and Employees are under-represented (Table 2) . We also have a good coverage of current liabilities -which include short-term debt, trade credit and taxes -and of credit scores, as these are calculated by an external credit rating agency on the basis of both financial and non-financial information (directors' and shareholders' history, County Court Judgements). Importantly information on the sector (4 digit Standard Industry Classification (SIC) code) and the full postcode are available for all firms, including small ones. Single-bank relationship is dominant (88%), which is not surprising in light of the fact that most of the firms in our sample are small. However, even if only 12% of firms have a banking relationship with multiple institutions, given our large sample size we still have 26,800 firms with two banks. Another characteristic of the UK banking system is that it is very concentrated: the top 5 banks provide credit to 91% of firms in our sample. Regarding the distribution of firms by sector, we find that the Commercial Real Estate (CRE) sector is the most dominant (37%) followed by Wholesale and Retail Trade (17%), Construction (13%) and Manufacturing (12%). Together these sectors comprise 79% of the companies in our sample.
In conclusion, our dataset contains 252,000 UK PNFC firms, borrowing from 67 different banks with capital requirement changes between 1998-2006. Most firms are small, they borrow from a single bank, especially one of the big 5, and they are concentrated in the CRE sector. We know both the age of the firm and the length of the relationship with each bank. We have good coverage of firms' credit scores and share of current liabilities over total assets, but not of turnover, profits or number of employees. Finally, we know the full 4digit SIC code and postcode area where these firms operate.
Empirical approach
For capital requirements to affect the real economy, through the impact on loan supply, three conditions need to be satisfied: i) Bank equity needs to be more expensive than bank debt; ii) Capital requirements need to be a binding constraint on a bank's choice of capital and iii) borrowers need to have limited access to alternative sources of finance other than lending from affected banks. The first condition implies a failure of the Miller-Modigliani (1958) theorem for banks. Economic theory provides good reasons for why condition i) should be satisfied, such as asymmetric information (Myers and Majluf (1984) ) and the difference in tax treatment between debt and equity.
While we will assume that condition i) holds from theory, we can directly test whether conditions ii) and iii) are present in the data.
Regarding condition ii), we sort banks by their capital buffers (i.e. the difference between the actual capital ratio and the capital requirement). Presumably, banks with tight capital buffers find the capital requirement to be binding and hence they will be more affected by capital requirement changes. A cursory examination of our data (Figure 2 ) suggests that this indeed case: the average capital requirement (KR) and average capital ratios co-move almost one-to-one for banks in the bottom quartile of the capital buffer distribution. Moreover several empirical studies, namely Alfon et al (2005) and Bridges et al (2014) , demonstrate that UK capital requirements were a binding constraint on UK bank's capital choices with a regression framework.
Condition iii) has testable implications too. For example, if firms can borrow from branches of foreign banks, then they will be less affected by changes in capital requirements at UK-resident banks. In fact, as long foreign branches are not incorporated in a subsidiary, they are not subject to UK capital regulation and they can offset the fall in lending from UK banks (Aiyar, Calomiris and Wieladek (2014b) . More in general, if firms can access capital markets, they will not be affected by changes in bank lending. We have sectoral (1 digit SIC) level information on the lending by foreign branches and capital markets borrowing that we will explore in more detail in section 3.6. In short, we find evidence for credit substitution from foreign branches, but not from capital markets.
If conditions i)-iii) are satisfied then we expect a negative impact on borrowers following a rise in capital requirements at their main relationship bank. Thus, ideally and intuitively, we would test this hypothesis with the following regression:
where ∆ , is the change in the natural logarithm of total assets (or investment or current liabilities) of firm i that has an existing loan from bank j at time t. ∆ , is change in the minimum capital requirement ratio of bank j associated to firm i at time
, , and , are vectors of firm and bank characteristics, all of which are listed in Table 1 . is a firm fixed effect to account for firm unobservable time-invariant characteristics.
3 ℎ is a vector of sector-area year effects to account for unobservable geographical and sector differences, in particular for loan demand and unobservable characteristics. All standard errors are clustered at the firm level in each regression specification. However, the estimated 1 from equation (1) would not be significant if the effect of capital requirements was not linear but instead was dependent on the length of the bank-firm relationship. Economic theory suggests that this could be important:
Bolton et al (2013) find that relationship banks attenuate negative shocks to individual firms during a crisis. Since the change in capital requirements should affect firms with short-relationships relatively more, we interact the change in capital requirements with a non-linear function of length. For example, we could use a log-interaction:
2 For firms with a single bank relationship (88% of the sample), we just use the ∆ , of the main relationship bank j, but for banks with multiple relationships, since we have a regression at the firm level, we take the average of ∆ , across all banks that lend to firm i. Taking the average is not crucial for our results: Table 10 in fact shows that the baseline result only hold for banks with single banking relationships. 3 The nature of our data (lacking the loan amounts for each bank-firm pair) does not allow for a firm×time fixed-effect a' la Khwaja and Mian (2008) where , , is the length of the relationship between firm i and bank j a time t measured in years. In this specification we expect 1 < 0 and 2 > 0, meaning that the initial negative effect of capital requirement changes on firms' asset growth is attenuated as the length of the bank-firm relationship increases. Alternatively and equivalently, we could use the following:
This would imply a 1 > 0 and 2 < 0. The specific convex and decreasing functional form for the length (1/(1 + , , )) has the same property of the log-specification allowing for the effect of capital requirements changes to be largest in the first year of a new bank-firm relationship ( i,j,t = 0) and then quickly decline over time. We choose this specific functional form so we can draw inference of the negative impact of capital requirements using 2 and experiment with different type of fixed-effects, such as bank-year effects, that absorb the main effect 1 . However, as Table 3 shows, choosing the log-specification or
is identical in terms of estimated magnitudes.
In this study we aim to identify the loan supply effect of changes in capital requirements, and hence it is crucial to control for loan demand. To the extent that loan demand varies over time and across geographical boundaries, we can fully control for demand with sector-area-year fixed-effects. Information on the sector and location of the firm in our sample is very detailed: there is a total of 400 4-digit sectors and 2,757
full postcodes which we group in 122 postcode areas. Importantly, our matched firmbank-year panel also allows us to use bank-year effects to control for any unobserved, time-varying omitted variable at the bank level. Going even further, we can construct bank-sector-area-year effects, to ease concerns that capital requirement changes are correlated with the credit portfolio of a specific bank. Indeed, with bank-sector-area-year effects we're fully controlling for each bank-borrower type pair, where the borrower type is identified by the sector and area where the firms operate. Table 3 presents estimates of equations (1)- (2) for the growth rate of total assets. All specifications include firm fixed effects and either year or sector×area×year fixed-effects. In column (1) we show that the direct effect of capital requirement changes on firms' total assets is not significant on its own. In column (2), where we interact with ( , , ), the coefficient on ∆ , is negative and it implies that for a 1 percentage point rise in capital requirements, the growth rate of assets declines by 2.5% in the first year of the relationship. This effect is then attenuated for firms with longer relationships, as the coefficient on the interaction term ∆ , * ( , , ) is positive. In column (3) we explore the alternative specification using
Results
is positive, but the interaction term is negative. It implies that following a 1 percent rise in the capital requirement of bank j, firms i's asset growth declines by -2.6% (-0.034+0.08) in the first year of bankfirm relationship. This is very similar to the estimate obtained with the logspecification. Again this effect becomes weaker as the length of the relationship
is a decreasing function of length). This is consistent with a "positive" view of relationship lending whereby the affected bank does not cut lending to its longterm customers, but rather offer worse credit conditions to new borrowers. The coefficients barely change when the year effect (column (3)) is replaced with a more highly disaggregated sector×area×year effect (column (4)).
The regressions in columns (2)- (4) do not contain firm controls. In column (5) we therefore control for firms lagged characteristics: credit ratings, the share in current liabilities over total assets (as a proxy for short-term debt exposure) and the age of the firm. 4 The coefficient on the interaction term actually increases in absolute value, implying a decrease of 6.9% for any 1% increase in capital requirements in the first year of the relationship. Figure 3 plots the partial effect of a change in ∆ , on the growth rate of total assets ( 1 + 2 × 1/(1 + , , ) ) for the estimates in column (5).
The negative effect of a 1 percent increase in capital requirements is greatest during the first year and then dissipates quickly over time, with an effect that is not significantly different from zero by the time 3 years have passed from the beginning of the relationship. Note that the smooth shape of the function is given by the convex function chosen for length (
), but this is borne out in the data too. A non-parametric regression, interacting ∆ , with 15 dummies, one for each year of length, yields a broadly similar shape (see appendix C), although the significance of the effect is now somewhat more dependent on the type of fixed-effects used.
Next, we explore the robustness of our results to a large battery of sample selection, model and exogeneity assumptions about capital requirements in Table 4 .
First of all, our results hold if we change the dependent variable to investment, i.e. the growth rate of tangibles normalized by lagged total assets. This is important because it means that we can say with confidence that capital requirements have real, tangible effects on SME firms that borrow from the bank the first time. The concurrent decline in current liabilities also indicates that the decline in total assets is driven by a fall in short-term debt, such as bank debt.
Then, we test two important econometric assumptions equation (2) hinges on.
First, we interpret , , as the length of the bank-firm relationship, but this could just reflect the age of the firm: young firms can only have short-relationships. In that case our regression estimates would imply that older, perhaps safer, firms are less affected by capital requirement changes rather than those with long-relationship. We explore this in the third row of Table 4 by replacing , , with age in our baseline regression:
the results are not statistically significant anymore. This supports our interpretation of , , as the length of the firm-bank relationship rather than just being a proxy for age.
Second, we assume that changes in capital requirements can affect the asset growth of the borrowing firm, even after the relationship has been established (∆ , can be different from zero in any year of the bank-firm relationship). However, we do not observe re-financing or changes in loan terms and firms could be taking out a single loan with fixed terms. To test for this, we could fix the change in capital requirements at its value in the first period of the relationship (∆ ̅̅̅̅ ). These results, shown in row 4
of Table 4 , are very similar to the baseline model. In row 5 we show that the results also hold for those loans for which we have a maturity date. This is important because the results may not be due to relationship lending but to a more mechanical reason:
firms can repay their loans over time, and this would also decrease the average impact.
However this does not seem to be the case.
A separate econometric issue is sample selection among both banks and firms. Table 2 suggests that our sample is dominated by small firms: the median firm has total assets of £350,000. With very small firms there is the risk that our sample might contain entities which exist purely on paper for tax purposes (shell companies). To explore if this is an issue, we exclude firms in the bottom half (£350,000) and 3 rd quartile (£914,000) of the distribution in rows (6) and (7) of Table 4 . To explore whether ownership structure matters, we estimate the base-line regression separately for firms where either more or less than 50% belongs to the same owner in the following two rows ( (8) and (9)). The results are robust. Finally, 91% of the firms in the sample have relationships with 5 large UK banks. The remaining 9% have relationships with 62 different banks. In rows (10) and (11) is -.051, which is very similar to the base-line regression. Rows (13)- (15) take this even further by allowing the bank-year effects to vary with the sector (bank×sector×year) or area (bank×area×year) where the bank is lending or both simultaneously (bank×sector×area×year). The results are remarkably stable to the inclusion of all these fixed-effects. This is especially comforting for us because it means that an institution's credit portfolio, as measured by its exposure to borrowers in a specific sector and area, is not correlated with changes in capital requirements. Overall this suggests that omitted variable bias at the bank-balance sheet level, and hence endogeneity from that source, does not seem to be a significant issue, consistent with our main identification assumption of an exogenous change in capital requirements with respect to credit conditions. Finally, the main identification assumption in this paper, which we discussed extensively in section 2 is that changes in capital requirements were not determined by the quality of individual banks balance sheets. Although there is anecdotal evidence to support this assumption, it is possible that this is not the case. We re-examine our assumption in rows (16)- (17). For this purpose, we collect 23 balance sheet variables that supervisors could have taken into account in their regulatory decisions. We then use single, multiple and Bayesian Model Averaging regression models to identify the most important predictors of capital requirement changes (see appendix A for more details). We find that balance sheet characteristics, in particular the change in interest rate risk, can at most explain up to 36% of the variation in capital requirement changes.
This suggests that the majority of capital requirement changes are due to non-balance 5 In unreported results, we also drop each of the large banks one at a time and the results still hold.
sheet risk, in line with our initial assumption. Admittedly, we do not know exactly what regulators were looking at when setting capital requirements over this period. We know that the FSA was not responding to the business cycle since it was using a microprudential not a macroprudential approach. Importantly, this exercise rules out that regulators were concerned with specific bank risks such as holdings of mortgagebacked securities or excessive mortgage lending. We therefore use the residuals from the regressions predicting capital requirements as two alternative measures of ∆ , , called ∆ _ 1 and ∆ _ 2. Rows (16) - (17) show that results with these 'more' exogenous measures of changes in capital requirements are remarkably similar to the base-line results. The results are robust to all bank-year fixed effects perturbation (not shown).
Overall Table 4 suggests that the results obtained with the base-line model are robust to sample selection issues at firm and bank level, more restrictive econometric modelling choices, omitted variables bias and exogeneity assumptions about ∆ , .
Interaction with Bank and Firm Characteristics
Bank characteristics may affect the adjustment to changes in capital requirements. Banks with a greater fraction of retail deposit funding, which is subject to deposit insurance, will find equity relatively more expensive than debt and hence may adjust lending to a greater extent. Those with a lot of liquid assets can sell them for a profit and hence grow capital back through retained earnings. Changes to capital requirements should also affect highly-leveraged banks relatively more. While banks with high levels of capital can always choose to have a smaller capital buffer in response to a higher capital requirement, it is unlikely that this would be an option for banks whose capital buffer is already tight. Indeed, Figure 1 suggests that capital choices of banks in the bottom size quartile of capital buffers co-move almost contemporaneously with requirements, unlike those in the top quartile. Finally, banks with a large trading book, that has lower average risk-weights then the banking book, should be less affected by capital requirement changes.
We examine all of these hypotheses in Table 5 , by interacting ∆ , * 1/(1 + , , ) with each of these variables either linearly or with two dummies for top and bottom quartile. We report the marginal effects for the high and low category in the last two columns. This exercise suggests that only the capital buffer, both as a linear and non-linear interaction, is a statistically significant variable that affects the transmission of capital requirements: banks with tight capital buffers transmit this shock to a much greater extent. With the linear interaction, for any 1% increase in the buffer, the effect on new borrowers is attenuated by 1.4%. With the non-linear interaction, the results are similar. Note that the large magnitude of the effect for banks with small buffers (-19%) depends on the presence of the more disaggregated sector-area-year fixed-effects; with year fixed-effects only (not shown) the effect is more moderate, around -10%.
Firm characteristics may also affect the way in which a firm reacts to a loan supply contraction. Firms which are more debt reliant should be affected to a greater extent. Older firms are less likely to be affected by asymmetric information and could be affected less. Finally, riskier firms may also adjust in a different way and self-select with riskier banks because of easier access to credit. These regressions, shown in the lower panel of Table 5 , do not suggest a significant degree of variation by individual firm characteristics, as opposed to the strong results by bank characteristics. In particular, the fact that we do not find that riskier firms are more affected than other firms is important because we can rule out that our baselines results are driven by firm riskiness and self-selection of these firms with banks that are more likely to have their capital requirement changed. When we split the effect by sector, the results suggest that changes in capital requirements have the biggest impact in the commercial real estate (CRE) sector, which is the most leveraged sector. This is consistent with the evidence in Bridges et al. (2014) , who also find that lending to this sector shrinks the most in response to higher capital requirements. Subtracting the expectations for the forecast from the announced forecast in that time period, yields CPI inflation and real GDP growth forecast surprises. We then apply the estimated Taylor rule coefficients to these two surprises to construct our proposed measure of monetary policy shocks (see appendix B for more details).
Monetary policy
From an econometric modelling perspective, we assume that monetary policy affects asset growth of the borrowing firms exactly as changes in capital requirements.
That is, we again assume that firms will be less affected by monetary policy changes as the bank-firm relationship becomes longer over time. Given the aggregate nature of monetary policy, the main effect of monetary policy shocks will be absorbed by the time fixed-effects, so only the interaction with the function of length will show up in the regressions. Table 6 explores the impact of monetary policy on asset growth within our econometric framework. Rows (1) - (2) show that monetary policy has an independent negative effect on individual firm's asset growth, with both sector-area-year and bankyear fixed-effects. These firm-level multipliers are similar in magnitude to those found in Aiyar et al. (2016) for bank lending to PNFC firms. In terms of the macro impact of monetary policy, since the fraction of new relationships is about 20% of total relationships each year, it would give an effect on aggregate investment of about 0.8-1.38% for any 1% rise in the bank rate. We then split the sample between large and small banks in rows (3)-(6). We define a large bank as one of the top 6 UK banks, while a small bank is any of the remaining 61 banks in the sample. Our results are consistent with the literature: monetary policy has a much smaller effect on firms that borrow from large banks. With bank year effects, the impact on large bank borrowers is not statistically significant anymore.
Next, we explore interactions with firm credit risk in rows (7) 
The Interaction of Monetary Policy and Capital Requirements
A debated issue is whether monetary and capital requirement policy should be co-ordinated. Clearly if each instrument has one target, and the effects of both instruments are completely orthogonal, no co-ordination is necessary. In that case, monetary policy would only focus on price stability, while capital requirement policy would only address financial stability. However, if one instrument affects the transmission of the other, then this will need to be taken into account. In this section we study whether these two instruments interact with each other. The UK experience between 1998 and 2006 is helpful in this respect, as the FSA and Bank of England were setting these instruments independently 7 .
Economic theory suggests that these two instruments could affect the transmission of each other, but the direction of the effect is unclear. Van den Heuvel (2002 , 2005 proposes a bank capital channel of monetary policy. He shows that the two may reinforce each other, since an unexpected monetary policy contraction can lead to a smaller capital buffer, as a result of realised interest rate risk. Du and Miles (2015) argue that the two are imperfect substitutes, implying that optimal level of the central (2016) is one of the first studies to undertake this task with UK bank-level balance sheet data. Across a large number of different specifications, they do not find any statistical evidence that these two tools reinforce each other.
We introduce our measure of monetary policy and capital requirements jointly in Table 7 . Column (1) shows that once monetary policy is included, a 100 basis points rise in monetary policy ( ℎ ) leads to an asset growth contraction of about 6.89%, roughly the same magnitude as a rise from capital requirements. Importantly, capital requirement changes still have an independent negative effect of a similar magnitude as before, even after controlling for monetary policy shocks. Column (2) adds the interactions between the monetary policy and capital requirements, together with the function of length with year fixed-effects. Note that both ∆ , × ℎ and
have a significant effect on the growth rate of assets, suggesting that using both at the same time would have an additional negative interaction for firms with short relationships. However the effect is not robust to the use of other fixed-effects, such as bank-year in column (3) and sector×area×year in column (4). This suggests that, at first sight, there is no consistent interaction between the two, confirming the results in Aiyar, Calomiris and Wieladek (2016) and contrary to the bank capital channel in Van den Heuvel (2002) . The results are robust to the alternative measures of monetary policy described in Appendix C (not shown, available upon request).
In (2015) show that US banks are significantly exposed to interest rate risk and that lending by the most exposed banks is more sensitive to monetary policy, especially for small and unhedged institutions.
In conclusion, monetary policy has an independent negative effect on individual firm asset growth. Our results suggest that the sectors which react to monetary policy, are also the ones most affected by changes in capital requirements.
We also find a strong additional negative interaction with capital requirements for small banks, following a monetary policy tightening. The result is intuitive insofar as small banks' capital buffers are more sensitive to interest rate risk than those of large banks and the smaller the buffer, the larger the impact of capital requirement changes, as shown in Table 5 .
Does credit substitution affect the real impact of changes to capital requirements?
So far we have examined to which extent changes in capital requirements on individual banks affect the asset growth rate of the borrowing firms within a partial equilibrium framework. But in general equilibrium, alternative sources of credit from branches of foreign banks, which are not affected by capital requirement changes, or from capital markets, may offset these effects.
In Table 9 , we interact the fraction of either foreign branch lending (BLnonreg) or capital markets finance (equity + bond issuance, Nonbank) over the lending done by all UK-resident bank (BLreg) at the 1digit sector level with our main coefficients of interests. The bottom panel of Table 9 shows the partial derivative of total asset growth with respect to changes in capital requirements for a zero or one standard deviation increase in either BLnonreg/BLreg or Nonbank/BLreg. We can see that for firms in sectors with a high dependence on lending by foreign branches (i.e. one standard deviation increase in the ratio of foreign branches' lending over regulated lending) the effects of capital requirements is reduced by 3% (column (1)). Increasing capital markets finance over regulated lending (columns (2)) has no significant effect instead.
These regression results overall confirm the previous findings in Aiyar, Calomiris and Wieladek (2014b) that credit substitution from foreign branches, in these data, is substantially stronger than that from capital markets.
However, our data allow for a much more direct and powerful test of the credit substitution hypothesis. If financial entities, which were not affected by changes in capital requirements, truly are a source of credit substitution, then firms with multiple bank relationships should not be affected by capital requirement changes to only one of their relationship banks. On the other hand, we expect monetary policy to affect all firms, regardless of the number of banking relationships. This is consistent with the idea that monetary policy is an aggregate policy instrument. Note that to run this test we need to somewhat modify our baseline specification: ∆ , is in fact the average of the capital requirement changes of all banks related to one particular firm. Thus, we will allow the capital requirement of each bank to affect the asset growth of the related firm individually, rather than as an average. We interact both capital requirement changes and monetary policy shocks with 2 , that takes value one if the firm has two relationship banks and 0 otherwise. In that case we are interacting with the capital requirement of the second bank.
The results from this exercise are presented in These results are important as they indicate that, since most SMEs have only one firm in our sample, there is no credit substitution away from affected banks into safer banks. The baseline results cannot be explained with a simple credit substitution from risky firms switching from safe to risky banks. Moreover, estimated on the same sample, we find that monetary policy affects all of the firms through the length of the relationship, regardless whether the firm is a single or multiple relationship bank. This is a novel result in the empirical literature and it carries important policy implications for the use of monetary versus prudential policy.
Conclusion
Following the global financial crisis of 2007-09, countries around the world are raising capital requirements to increase the resilience of the financial system to financial crises. But, to date, there is little evidence of how this affects the real economy. The UK's unique regulatory regime, where banks were subject to individual and time-varying capital requirements, together with a large firm-bank level database allows us to provide a first empirical examination of this important question. We also compare our effect to monetary policy and examine if credit substitution may offset some of these effects.
We find that a 1% increase in a bank's capital requirement or monetary policy leads to a decline in the asset growth rate of the borrowing firm of about 6.9% in the first year of new bank-firm relationship. SMEs borrowing from banks with tight capital buffers are more affected by the regulatory change. While prudential policy affect single-bank firms only, i.e. those that cannot easily find alternative sources of external finance, monetary policy shocks have a larger aggregate effect. There is also a powerful negative interaction between capital requirements and a tightening of monetary policy, but only for small banks, whose buffers are more likely to respond to interest rate risk.
Since these interactions are only present for small banks, imperfect co-ordination of these policies may not necessarily result in large macroeconomic costs.
Our findings also have important policy implications. At present, capital requirements throughout the world are rising, as envisioned under Basel III. Our work suggests that this will lead to a temporary, but significant, contraction in investment.
We also show that monetary policy only affects borrowers of small banks and hence cannot fully offset the total effect of capital requirement changes via the bank lending channel. Overall, this means that the transition to higher capital requirements, even when monetary policy is expansionary, will be costly, particularly in bank-based financial systems such as the Euro Area. This table presents the results for the baseline regression. The dependent variable is the log difference of total assets by firm i between time t and t-1. All specifications include firm fixed-effects and either year fixed effects (column (3)) or SIC4dig*postcodearea*year fixedeffects (other columns). ∆ , is the change in capital requirements between year t and year t-1 for the bank lending to firm i (it is averaged over all banks lending to firm i at time t in case of multiple banks). , is the length of the relationship between firm i and its banks, measured in years since the creation of the loan.
, is the credit score of the firm, measured on a scale of 0 (worst risk) to 100 (no risk).
/ , is the ratio of Current Liabilities (short term debt, trade credit, taxes and dividends) over total assets. , are dummies for the age of the firm, at the 25 th and 75 th percentiles (4 and 16 years old respectively). For statistical significance, we use the following convention throughout: *** p<0.01, ** p<0.05, * p<0.1. Firm-clustered standard errors are reported in parenthesis. policy between large and small banks. The dependent variable is the log difference of total assets by firm i between time t and t-1. All specifications include firm fixed-effects and the SIC4dig*postcodearea*year or bank-year fixed-effects All specifications include the following lagged firm variables, not shown:
, −1 , / , −1 and , . All specifications are fully saturated, but the some double and triple interactions coefficients are not shown. ℎ is a monetary policy shock constructed from a Taylor rule fitted on UK data (see Appendix C for details).
is a dummy variable that takes value one if the monetary policy surprise is positive and zero otherwise. Given that ℎ , , are aggregate time shocks, they are absorbed by the time fixed-effects, so their coefficients are not shown in the regression. Firm-clustered standard errors are reported in parenthesis. The dependent variable is the log difference of total assets by firm i between time t and t-1. All specifications include firm fixed-effects and the SIC4dig*postcodearea*year and lagged firm controls. / is the ratio between the lending by branches of foreign banks (not FSA regulated) and that by UK resident banks (FSA regulated) at the sector level.
/ is the ratio between capital market funding (equity+bonds outstanding) over the lending by UK resident banks. Firm-clustered standard errors are reported in parenthesis. Appendix A -Exogeneity of ∆ , An important assumption within our regression framework is the exogeneity of changes in the capital requirement with respect to bank balance sheet variables. Our argument that this condition is satisfied relies on anecdotal evidence from speeches of senior policy makers and FSA reports during the time that regulatory changes took place. In this section we explore this assertion formally. Specifically, we test if bank balance sheet variables that supervisors had access to at the time of the regulatory decision can statistically predict the regulatory change. If this is the case and the predictors can explain a high fraction of the variation in capital requirements, then our initial assertion would have been invalid. If all relevant balance sheet variables have been included in the predicting model, then the residual will reflect capital requirement changes that reflect non-balance sheet risk. We can therefore use the residual to verify if the results change when we use these "non-balance sheet based" capital requirement changes in our model. We have collected 23 such variables (Table 1A ). The first 12 variables are taken from the regulatory returns form, the BSD3 form. This is the form that records capital requirements. Of course, supervisors could have also relied on additional balance sheet information that was not recorded on the BSD3 form. We therefore also use additional balance sheet information, such as the change in different sectors, scaled by lagged total assets, and the change in the liquid asset and core funding ratio. We then explore if changes in capital requirements can be predicted by any of these variables with the following regression framework:
Where ∆ is the non-zero change in capital requirement for bank i and ∆ is the matrix of the changes in the exogenous variables that helps to predict this particular instance of ∆ . We use this regression framework in three different ways to isolate the predictors of changes in capital requirements. First we regress each individual predictor against the change in the capital requirement with a single regression. Then we run a multi-variate regression, including all of the predictors together. However, we have little information on whether supervisors looked at these indicators together or individually to form their judgement about a capital requirement change. Given 23 variables, there are over 8 million linear regression models that could be explored for this purpose. We therefore follow the Bayesian Modelling approach proposed in the economic growth literature (Doppelhofer, Miller and Sala-i-Martin (2004) ) to explore all of these possible model combinations. Due to the inherent model uncertainty, we only use predictors which are found to be statistically significant in all three approaches. Table 1A presents the results from this exercise. This suggests that the change in total loans scaled by total assets in the previous period, change in total interest rate risk and total profits&losses scaled by risk-weighted assets in the previous period are the most important predictors of capital requirement changes. We select these variables and run a regression in Table 2A . According to the 2 in column (1) they can only explain 30% of the variation in capital requirements The residual from the regression in column (1) will yield our first measure ∆ _ 1 . In the regression in column (2), we also add another important control variable: the change in the capital buffer. We abstained from including this variable in the original variable selection framework since, given a constant capital to risk-weighted asset ratio, the change in the capital buffer will be correlated with the change in the capital requirement almost by construction. But adding the change in the capital buffer increases the 2 to 36%. The residual from this regression will yield ∆ _ 2 Charts 1A and 2A show these residuals plotted against actual capital requirement changes. Consistent with the regression results, this suggests that the majority of capital requirement changes were due to non-balance sheet risk. It is therefore not surprising that the results ∆ _Exog1 and ∆ _Exog2 are very similar to those obtained with the baseline specification. DKR_exog1. The change in the capital buffer can also explain a significant variation of the R2 (7%), but this could because the variables might be correlated by construction. As a result we include this variable in column 2 separately and refer to the residual from column (4) as DKR_exog2 for the rest of this paper.
CHART 1A: DKR vs DKR_Exog1
Source: Authors Calculation. Source: Authors Calculation.
Details on Bayesian Model Averaging
In this section we provide more detail on our implementation of Bayesian Model Averaging. We have up to 23 (k) possible predictors of the change in capital requirements, but only some of these predictors seem to matter the most for regulatory decision. The economic growth literature has proposed Bayesian Model Averaging to objectively determine which variable has the highest explanatory power. We follow this approach here to select the best predictors of changes in capital requirements based on their posterior inclusion probabilities.
The idea underlying Bayesian Model Averaging is to consider the results for all the models which include all possible combinations of the regressors and average them. In our case there are 2 or up to 8,388,608 models. The weights in the averaging are given by the posterior model probabilities ( | ) where M is the model and y is the data. In order to compute the posterior model probabilities by means of Bayes rule, two elements are required. First, we need the posterior distribution of the parameters in each model M, which is used to derive the marginal likelihood ( | ). Second, we need to specify the prior distribution of the models ( ). With marginal likelihood and model prior distributions at hand, the model posterior probabilities can be derived as ( | ) ∝ ( | ) ( )(9)
As to the setup of the priors, we follow Fernandez, Ley and Steel (2001) . In particular, for each model, we compute the posterior probability distribution of the parameters by assuming an uninformative prior on the variance of the residuals and on the intercept. For the remaining regression coefficients we use the g-prior of .We set a uniform prior for the distribution of the models. We evaluate each one of them to obtain the exact likelihood, without having to rely on MCMC methods for approximation. High posterior inclusion probabilities indicate that, irrespective of which other explanatory variables are included, the regressor has a strong explanatory power.
APPENDIX B -MONETARY POLICY MEASURE
In this appendix we describe our proposed measure of monetary policy surprises. Ideally, we would use an established measure of monetary policy shocks for the UK, similar to the measure proposed by Romer and Romer (2004) for the US. 8 After 1997, the Bank of England gained operational independence to choose policy to implement the inflation target set by the government. During the time period of relevance here, 1998-2007, the Bank of England used the "Bank Rate", the overnight rate on sterling denominated central bank reserve assets, as it main policy instrument. The Monetary Policy Committee's main objective was to keep inflation on at target at the 2-year horizon, subject to minimising volatility in output. The Taylor rule we estimate is the following = + _ + _ + where _ and _ are the Bank of England's inflation and GDP forecasts, respectively. We would like a measure of monetary policy surprises, since economic agents may have already reacted in anticipation of the announcement. Therefore, we need to measure agents' expectation of _ and _ . While measuring expectations is not easy, the Bank of England surveys professional forecasters, the week before the Bank's official forecast is announced. We use the mean of these professional forecasters forecast as our measure of agents' expectation of the MPC's forecast. Subtracting this actual announced forecast from this expectation yields inflation and real GDP growth forecast surprises. i.e. For our first measure of the interest rate surprise, we set −1 to zero and to 1.5 and to 1. Figure 1C shows our measure together with the "Bank Rate". This suggests that the two series co-move especially during tightening and loosening cycles, when surprises are likely to be larger, with an overall correlation coefficient of .53.
To ensure that our results are robust to different Taylor rule coefficients we also constructed this monetary policy series with alternative Taylor rule coefficients, all of which are shown in table 1C. The resulting time series, along with the change in the "Bank Rate", are shown in Figure 8 . The resulting five different measures of monetary policy are all displayed in Figure 8 . They are all clearly highly correlated with the proposed baseline measure. Only the 'alternative Taylor rule 3' and 'alternative Taylor rule 4' (with a smoothing coefficient on the interest rate) are markedly different from each other.
While no monetary policy measure is likely to be perfect, given the properties of our measure and the co-movement with bank rate during tightening and loosening cycles, we believe that our measure does indeed reflect monetary policy surprises and it hence suitable for our purposes. Note: This figure plots the estimated Taylor rule for the UK economy: a linear combination of the surprises to CPI inflation and GDP forecast using the estimated Taylor coefficients of 1.5 and 1 for the baseline. Alternative Taylor rules with different coefficients are specified in Table 1B Bank-year fixed-effects
