A note on the computation of a Green’s function for short wavelength water waves over a plane incline  by Ehrenmark, Ulf
Journal of Computational and Applied Mathematics 236 (2011) 1667–1674
Contents lists available at SciVerse ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
A note on the computation of a Green’s function for short wavelength
water waves over a plane incline
Ulf Ehrenmark ∗,1
181 Hampstead Way, London NW11 7YA, United Kingdom
a r t i c l e i n f o
Article history:
Received 8 June 2011
Received in revised form 26 September
2011
MSC:
76B15
65E05
65D30
Keywords:
Green’s function
Water waves
Bromwich line
Residue theorem
Boole’s rule
a b s t r a c t
A recently developed Green’s function for two-dimensional water wave problems on a
plane beach was given in a form requiring (in part) direct numerical quadrature of a com-
plex valued integral on the Bromwich line ℜs = 12 , ℑ(s) ∈ [−∞, ∞]. These calculations
would fail numerically for waves of sufficiently short wave-length.
For special angles of inclination a more robust method is presented here which has no
wavelength restrictions.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The Green’s function constructed to solve the problem of waves of wavelength λ incident on a finite dock of length ℓ
over a sloping bed of angle α = π/2k has hitherto been computed using direct numerical quadrature on the Bromwich
line [1]. Whilst this has proved effective for moderate ℓ it is found restrictive for cases where ℓ≫ λ in the sense that chosen
numerical routines from the QUADPACK package would ultimately fail as the wavenumber is gradually increased.
If k is an integer, it is possible to improve on this technique by considering expansion in terms of residues in the complex
plane. It turns out that this expansion can be organized as a finite integral in terms of the known standing wave solutions
ϕ(r), ϕ(s) described fully in [2, pp 77–84]. Here ϕ(s) is the solution with a logarithmic singularity at the shoreline whilst ϕ(r)
is regular there.
The further object of this note is then to render the complete computation of the Green’s function accessible also to users
without numerical libraries. Moreover it should be computable by anyonewith access to (i) a basic home computer of 1990s
technology and (ii) the paper in [3] which provides tables enabling ϕ(s) to be assembled for some simple values of k.
2. General form of the Green’s function
Let R denote the field point and z denote the source point (expressed in complex notation as ζ = Reiθ , z = ρeiγ
respectively). The full form of the Green’s function, using the usual polar coordinate system,2may then be written
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2 The bed is taken as θ = −α, the shoreline as R = 0 and the still water line as θ = 0.
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G(ζ |z) = G0(ζ |z)+ 4πϕ(r)(ρ, γ )ϕ(s)(R, θ)+ 1
i
∫ 1
2+i∞
1
2−i∞
R−sBk(s)Γ (s)fk(s|ρ) cos s(θ + α)cos sα ds (2.1)
where
fk(s|ρ) = ρs
∞−
N=1
(−ρ)N cos(s+ N)(γ + α)
sin(s+ N)αΓ (1+ s+ N)Bk(s+ N) ,
Bk(s) = 2k−1√(2π) cscπs
k−1∏
j=0
cos(s+ j)α, 0 < ℜs < 1
and
G0(ζ |z) = log
 (ζ π/α − zπ/α)(ζ π/α − z π/α)ζ 2π/α
 . (2.2)
The system of equations satisfied by G in the wedge is
1G = 2πR−1δ(R− ρ)δ(θ − γ ), R > 0, α < θ < 0,
Gθ = 0, R > 0, θ = −α,
R−1Gθ = G, R > 0, θ = 0,
G bounded as R → 0, −α ≤ θ ≤ 0,
G bounded as R →∞, −α ≤ θ ≤ 0.
Symmetry of G has been established in [1] so computation of the ‘tail integral’ is only required for, say, ρ ≤ R and is also
often only required when both field and source points are on the surface. When they are not, the Bromwich integral has
better (exponential) convergent properties and there is less need for an alternative approach. Thus the case considered here
is θ = γ = 0.
3. The tail integral
The requirement is to compute
1
i
∫ c+i∞
c−i∞
cos s(θ + α)
cos sα

R
ρ
−s ∞−
N=1
cos(s+ N)(γ + α)
(s+ N) sin(s+ N)α
N−1∏
j=0
(−ρ) cot(s+ j)α
s+ j ds
when θ = γ = 0. Accordingly, define
− ρI(R|ρ) = 1
2π i
∞−
N=1
∫ c+i∞
c−i∞

R
ρ
−s N∏
j=0
(−ρ) cot(s+ j)α
s+ j ds (3.1)
whence
G(R, 0|ρ, 0) = G0(R, 0|ρ, 0)+ 4πϕ(r)(ρ, 0)ϕ(s)(R, 0)+ 2π I(Rρ). (3.2)
4. Sample computation of I(R, ρ)
The initial approach (in [1]) to the computation of I was to use the quadrature routine dqawf which computes sine and
cosine Fourier transforms where the frequency parameter is log R/ρ. If R = ρ the routine reverts to an appropriate routine
for non-oscillatory functions.
We choose the simple case k = 15 for illustration. The computation by quadrature with R ≥ ρ is shown in Fig. 4.1. It
is to be noted that the value of ϵabs (i.e. EPSABS) had to be significantly increased for the larger values of R when ρ > 10.
The routine dqawf produces runtime errors if this is not done. Thus it is not entirely clear what effect this has on accuracy,
though for cases where it was possible to use ϵabs = 10−8 a subsequent run with ϵabs = 10−4 showed no visual change in
the output graphic. With ρ > 27 it was not possible to obtain results. Experiments with the case k = 4 has indicated that
this problem is not related to k-values.
5. An alternative approach
It is observed that, with the k integral, the cotangents occurring in the product term will be periodic of period 2k.
Moreover, the simple poles they give rise to are only at s = Q ; Q = 1, 2, . . . . These are of course the only poles
in the r.h. half plane. It can be noted also that Jordan’s lemma is applicable to the integral over a large semicircle of
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Fig. 4.1. Computation of tail integral by quadrature. Case: α = π/30; ρ = 10 : 5 : 25.
appropriate radius drawn to complete the Bromwich contour in this plane. Thus applying the residue theorem, there follows
directly
I(R|ρ) = −
∞−
N=1
∞−
Q=1

R
ρ
−Q
(−ρ)N
Q (Q + 1) · · · (Q + N)Ress=Q
N∏
j=0
cot(s+ j)α (5.1)
and this is shown convergent if R ≥ ρ since the residue product term will have an upper bound independent of N because
of the periodicity. In fact we can write
Ress=Q
N∏
j=0
cot(s+ j)α = 2k
π
J∏
j=0, ≠−Q mod 2k
cot(Q + j)α
where J = N − 2k N−12k .
5.1. Convergence
The convergence of the double series (5.1) can be examined in the absolute sense. Since R ≥ ρ we have
|I(R|ρ)| < 2k
π
∞−
N=1
ρN
∞−
Q=1
1
Q (Q + 1) · · · (Q + N)
J∏
j=0, ≠−Q mod 2k
| cot(Q + j)α|.
There are at most 2k non-zero cotangents in the product term and none of these are greater than cotα. Thus
|I(R|ρ)| < 4k
2 cotα
π
∞−
N=1
ρN
∞−
Q=1
1
Q (Q + 1) · · · (Q + N) .
From Art 0.141.3 in [4] (setting p = q = 1 and ℓ = N − 1 therein and allowing the limit N →∞) there follows
∞−
Q=1
1
Q (Q + 1) · · · (Q + N) =
1
N.N!
so that absolute convergence of the outer series is assured by the comparison test. The original series can therefore be
evaluated by rows or by columns.3
3 The final result |I(R|ρ)| < 4k2 cotα
π
 ρ
0
et−1
t dt is not likely to be of much use given that a very large number of the cotangent products will in fact vanish
resulting in a more sparse series.
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6. The case k = 3
The pivotal difficulty in [1] (where the focus was on reflective properties of a finite platform) is the Taylor expansion
nature of the residue sum with ever increasing powers occurring of the distance measure on the plate. This has to be
overcome in order to compute G for very long sheets (or equivalently for waves of short wavelength). Taking k = 3 as
the initial test case there follows
I(R|ρ) = −
∞−
N=1
∞−
Q=1

R
ρ
−Q
(−ρ)N
Q (Q + 1) · · · (Q + N)Ress=Q
N∏
j=0
cot(s+ j)π
6
. (6.1)
Note again that the residue product term is periodic in N , now of period 12. Hence consider groups of terms N =
pmod 6; p = 1, . . . , 6. Denote the contribution−Sp.
For p = 1 the product term is cot sα cot(s+ 1)α and there are poles at Q = 5, 6 mod 6 Thus
S1α = −√3
−
N=1 mod 6
ρN
 −
Q=6 mod 6
fQ ,N(ρ/R)−
−
Q=5 mod 6
fQ ,N(ρ/R)

where, for brevity,
fQ ,N(X) = (−)
νXQ
Q (Q + 1) · · · (Q + N)
and ν is a counter for the N-groups (e.g. for N = 5 mod 6, write N = 6j + 5, j = 0, 1, . . . then ν ≡ jk). Thus if k is even
(−)ν = 1 whilst if k is odd (−)ν = (−)j where j = 0, 1, . . . is the N-summation counter.
For p = 2 there are poles for Q = 4, 5, 6 mod 6 resulting in
S2α =
−
N=2 mod 6
ρN
 −
Q=4 mod 6
fQ ,N(ρ/R)− 3
−
Q=5 mod 6
fQ ,N(ρ/R)+
−
Q=6 mod 6
fQ ,N(ρ/R)

.
Proceeding through, noting there are no poles for p = 5, there follows also
S3α = −√3
−
N=3 mod 6
ρN
 −
Q=4 mod 6
fQ ,N(ρ/R)−
−
Q=5 mod 6
fQ ,N(ρ/R)

,
S4α =
−
N=4 mod 6
ρN
−
Q=4 mod 6
fQ ,N(ρ/R)
and
S6α = −
−
N=6 mod 6
ρN
−
Q=6 mod 6
fQ ,N(ρ/R).
Note the result4 (Art 0.243.2 in [4])−
Q=q mod 6
fQ ,N(X) = (−)
ν
N!
∫ X
0
tq−1(1− t/X)N
1− t6 dt. (6.2)
This enables the assembly of equivalence classes for Q in place of N , so that denoting these by Tp there is
T4α =
−
Q=4 mod 6
 −
N=2 mod 6
−√3
−
N=3 mod 6
+
−
N=4 mod 6

ρN fQ ,N
which is equivalent to
T4α =
∫ X
0
t3
1− t6
 −
N=2 mod 6
−√3
−
N=3 mod 6
+
−
N=4 mod 6

(−)νyN
N! dt
where y = ρ(1− t/X) = ρ − Rt .
By solving5 the differential equation f (6) + f = 0 with data f = f ′ = 0; f ′′ = 1; f (3) = −√3; f (4) = 1; f (5) = 0 at
y = 0, the closed form expression
T4αρ =
∫ X
0
t3
1− t6
[
1√
3

sin y− 2e−y√3/2 sin(y/2)
]
dt
4 The result quoted in [4] is in error: Replace l− 1 by l on the l.h.s.
5 This tedious exercise was aided by MATLAB and MATHEMATIKA applications.
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is obtained for the composition of sums. In a similar manner
T5α = √3
∫ X
0
t4
1− t6
 −
N=1 mod 6
−√3
−
N=2 mod 6
+
−
N=3 mod 6

(−)νyN
N! dt
leading to
T5α =
∫ X
0
t4
1− t6

cos y− e−y
√
3
2

cos
y
2
−√3 sin y
2

dt
by solving the d.e. with data f = f (4) = f (5) = 0; f ′ = 1; f ′′ = −√3; f (3) = 1 at y = 0.
Finally
T6αρ =
∫ X
0
t5
1− t6
 −
N=0 mod 6
−√3
−
N=1 mod 6
+
−
N=2 mod 6
−1

(−)νyN
N! dt,
now solving the d.e. f (6) + f = −ywith data f = 1; f ′ = −√3; f ′′ = 1; f (3) = f (4) = f (5) = 0 at y = 0, yields
T6αρ =
∫ X
0
t5
1− t6
[
−1− 1√
3

sin y+ e−y√3/2(sin(y/2)−√3 cos(y/2))
]
dt.
With ρ ≤ R it follows that X ≤ 1 and when X = 1 one finds y = 0 at t = 1 so that the integrals are guaranteed to converge
regardless of how large ρ is taken. This should give a great advantage numerically where before, restriction was to values of
ρ < 27. It turns out that these results can be expressed more succinctly (using the superscript (n) to denote nth derivative)
thus
(T4, T5, T6) = 1
α
√
3
∫ X
0
1
1− t6

t3φ(4)r ,
√
3t4φ(5)r , t
5φ(6)r − t5
√
3

dt
where φr = sin y + e−y
√
3/2(sin(y/2) −√3 cos(y/2)), the exact regular wave solution on the surface. Accordingly, adding
up the contributions,
I(R|ρ) = 1
α
√
3
∫ X
0
1
1− t6

t3φ(4)r +
√
3t4φ(5)r − t5(φ(0)r +
√
3)

dt (6.3)
remembering that the argument of the potentials is ρ − Rt and X = ρ/R ≤ 1.
7. The general case
Starting with
I(R|ρ) = −
∞−
N=1
∞−
Q=1

R
ρ
−Q
(−ρ)N
Q (Q + 1) · · · (Q + N)Ress=Q
N∏
j=0
cot(s+ j) π
2k
(7.1)
groups of terms N = pmod 2k, p = 1, 2, . . . , 2k are considered.
For p = 1, . . . , k − 1 there are no cancellations in the cotangent products. Hence the pth term has poles at Q =
2k, 2k− 1, . . . , 2k− p, giving the contributions−S1,−S2, . . . ,−Sk−1 where
S1α = cotα
−
N=(1)
 −
Q=(2k)
−
−
Q=(2k−1)

(−ρ)N fQ ,N(ρ/R).
Likewise
S2α =
−
N=(2)

c2
−
Q=(2k)
−c1c1
−
Q=(2k−1)
+c2
−
Q=(2k−2)

Ω
and
S3α =
−
N=(3)

c3
−
Q=(2k)
−c1c2
−
Q=(2k−1)
+c2c1
−
Q=(2k−2)
−c3
−
Q=(2k−3)

Ω
where Ω ≡ (−ρ)N fQ ,N(ρ/R), ∑Q=(q) is shorthand notation for∑j=∞Q=2kj+q,j=0 and cq = ∏qσ=1 cot σα. More generally,
therefore, for p = 1, . . . , k− 1
Spα =
−
N=(p)

cp
−
Q=(2k)
−c1cp−1
−
Q=(2k−1)
· · · (−)p−1cp−1c1
−
Q=(2k−p+1)
(−)pcp
−
Q=(2k−p)

Ω
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which is expressible as
Spα =
−
N=(p)

p+1−
j=1
(−)j−1cj−1cp+1−j
−
Q=(2k−j+1)

Ω.
From p = k, . . . , 2k cancellation occurs and it turns out that the contribution for p = 2k− 1 is zero whilst that for p = 2k is
S2kα = −
−
N=(2k)
−
Q=(2k)
Ω.
For p = k, . . . , 2k− 2 we find that
Sk+rα =
−
N=(k+r)
k−1
q=r+1
(−)qck−q−1cq−r−1
−
Q=(2k−q)
Ω.
So, once again, the sums of these are re-grouped in favour of Q -equivalence classes 2k, . . . , k + 1 mod 2k. Noting that∑
N=0 mod 2kΩ +
∑
N=2k mod 2kΩ = 1 contributions (inverting the order of summations to resolve in terms of Q -classes)
can be added up thus
k−1
p=1
Spα + S2kα =

k−1
j=0
k−1
p=j
(−)jcjcp−j
−
N=(p)
−
Q=(2k−j)
−
−
N=(0)
−
Q=(2k)

Ω
and
k−2
p=k
Spα =

k−1
q=1
k+q−1−
p=k
(−)qck−q−1cq−1−p+k
−
N=(p)
−
Q=(2k−q)

Ω.
Peel off the term for j = 0 so that the two expressions can be conveniently added. This gives, for the full sum, the following
operator onΩ ≡ (−ρ)N fQ ,N(ρ/R)
k−1
q=1
(−)q

k+q−1−
p=k
ck−q−1cq−1−p+k +
k−1
p=q
cqcp−q
 −
N=(p)
−
Q=(2k−q)
+

k−1
p=0
cp
−
N=(p)
−
−
N=(0)
 −
Q=(2k)
where, as before, it is understood that all N,Q summations are takenmodulo 2k.
The cancellation of cotangents in the products, imply the general result ck−j = cj−1, j = 1, . . . , k and invoking this in
the above results reduces Eq. (7.1) to the simpler form
I(R|ρ)α = −
k−1
q=0
(−)q
k−1
r=0
cqcr
−
N=(q+r)
−
Q=(2k−q)
Ω +
−
N=(0)
−
Q=(2k)
Ω. (7.2)
Now use the corrected result from [4] in the form−
Q=q mod 2k
Ω = (−)
ν+N
N!
∫ X
0
tq−1(ρ(1− t/X))N
1− t2k dt (7.3)
considering first a further special case.
7.1. Application: case k = 4
In this case α = π/8, c1 = c2, c3 = 1 and denote, for convenience, by ϕ∗ that multiple of the regular potential (denoted
ϕ(r)) which takes the value 1 at y = 0.6A short hand calculation then yields the result
I(R|ρ) = −1
α
∫ X
0
t4
1− t8

ϕ(5)∗ + t cotαϕ(6)∗ + t2 cotαϕ(7)∗ + t3(ϕ∗ − 1)

dt (7.4)
where, again, it is understood the arguments of the ϕ∗ terms are R− ρt . The adoption of ϕ∗ at this point obviates the need
for solving the 2k-th order differential equation with varying data as was done in the exploratory case k = 3. Having got
the above form it is now a simple matter of replacing ϕ∗ by φ/
√
k and then the Stoker forms [2, p.82] can be used which
expresses these potentials in terms of sinusoidal and decreasing exponentials making computation accessible for arbitrarily
large values of the field variable.
6 This was implicitly given in [1] in the form ϕ∗ = ∑∞N=0 ρNN! dN where dN = ∏Nj=1− cot jα; d0 = 1 which must be interpreted as dN = lims→0∏N
j=1− cot(s+ jα).
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7.2. The generalisation
The recognition of the above form (Eq. (7.4)) expressed for general values of the integer k requires the Taylor expansion
of the Stoker potential on θ = 0. This can be written
ϕ∗ =

1− ρc1 + ρ
2
2! c2 · · ·
(−ρ)k−1
(k− 1)! ck−1

+ · · · (−)k

ρ2k
2k! −
ρ2k+1
(2k+ 1)! c1 · · ·
(−ρ)3k−1
(3k− 1)! ck−1

+ · · · .
One can, by combining in groups corresponding terms from each of the infinite number of braces, rewrite this in the form
ϕ∗ =
−
N=(0)
(·)− c1
−
N=(1)
(·)+ c2
−
N=(2)
(·) · · · (−)k−1ck−1
−
N=(k−1)
(·) =
k−1
p=0

(−)pcp
−
N=(p)
(·)

where (·) denotes (−)ν ρNN! . For differentiation purposes, this is expressed more explicitly in the form
ϕ∗ =
k−1
p=0
(−)pcp
∞−
q=0
(−)qkρ2kq+p
(2kq+ p)! (7.5)
so differentiating r times (k− 1 < r ≤ 2k)w.r.t. ρ
ϕ(r)∗ =
k−1
p=0
(−)pcp
∞−
q=0
(−)(q+1)kρ2k(q+1)+p−r
(2k(q+ 1)+ p− r)!
or, swapping dummy suffices,
ϕ(2k−q)∗ = (−)k
k−1
r=0
(−)r cr
−
N=(q+r)
(·), q = 1, . . . , k (7.6)
in the abbreviated notation.
Consider this alongside Eqs. (7.3) and (7.2) slightly rewritten thus:
I(R|ρ)α = −
k−1
q=1
(−)q
k−1
r=0
cqcr
−
N=(q+r)
−
Q=(2k−q)
Ω −
k−1
r=1
cr
−
N=(r)
−
Q=(2k)
Ω (7.7)
so that using (7.3) the first of the two terms on the right is
−
k−1
q=1
∫ X
0
t2k−q−1
1− t2k
k−1
r=0
(−)rcqcr
−
N=(q+r)
(−)νρN
N! dt
and with the use also of (7.6) this is just
−
k−1
q=1
∫ X
0
t2k−q−1
1− t2k
k−1
r=0
(−)kcqϕ(2k−q)∗ (ρ)
where ρ = ρ − Rt . With a similar consideration of the second term in the expression for Iα, this quantity is now readily
seen to reduce to the compact form
I(R|ρ)α =
∫ ρ/R
0
tk
1− t2k

tk−1(1− ϕ∗)(ρ)− (−)k
k−1
q=1
cqtk−q−1ϕ(2k−q)∗ (ρ)

dt. (7.8)
Note again that with ρ ≤ R the point t = 1 is at most an end point of the integral and then ρ = ρ − R = 0 so that with
the derivatives ϕ(2k−q)∗ and 1−ϕ∗ all vanishing at the origin, the integral is well behaved. For values ρ > R the symmetry of
the full Greens function is exploited.
8. Final comment and a computation
The construction in [1] of a Green’s function to deal with obstacle focusedwater wave problems over a plane beach opens
opportunities of extensions possibly to elastic plates and ice floe theories with some fairly practical applications. However
these applications would almost certainly require a theory that is not computationally restricted to long waves and for that
reason the work provided herein should prove useful to others. It has been shown that the Green’s function is now readily
computed, on a very basic platform without the need for auxiliary libraries, in the special cases where the beach angle is of
the ‘very simple’ form envisaged by Stoker and others. A generalisation to the still ‘simple’ form α = pπ/2q < π (with p, q
integer and (p, q) = 1) should also be readily possible but this is not considered in this note.
1674 U. Ehrenmark / Journal of Computational and Applied Mathematics 236 (2011) 1667–1674
Furthermore, the Green’s function satisfying, as it does, an impedance condition on one boundary, the work could have
applications also in the field of acoustics.
In conclusion, a calculation is presented of I(R|50) for values of ρ up to 100 for the case k = 4 where I(R|ρ) is given by
Eq. (7.4). To effect this on a basic platform without recourse to numerical libraries, a formula (detailed in [5]) is chosen, on
account of its relative simplicity, on the basis that the oscillation frequencies κ in ϕ∗ are equivalent to R and that formula
was shown to perform better than Filon’s rule [6] in cases where this frequency became large (e.g. Example 3 in [5]). The
formula, given in local form for the interval [0, 2h] is written∫ 2h
0
f (x)dx ≈ Af (0)+ 2Bf (h)+ Af (2h); κA = θ − sin θ
1− cos θ , B = h− A and θ = κh. (8.1)
The results are presented in Column B in the table below. By comparison the results using the QUADPACK routine dqag is
in column Awhilst the results of a 2-parameter Boole’s rule generalised for highly oscillatory integrals (see [7]) was applied
for the results in column C .
R A B C
50.00 4.8171558246 4.8171551333 4.8171558216
60.00 0.5087824905 0.5087825479 0.5087824906
70.00 0.1345289297 0.1345289296 0.1345289297
80.00 0.0445268820 0.0445268765 0.0445268820
90.00 0.0168684272 0.0168684225 0.0168684272
100.00 0.0070435560 0.0070435527 0.0070435560
Clearly the generalised Boole’s rule matches the dqag application though the latter is of course only accessible through
libraries such as slatec. It may be of interest to know that the number of subdivisions for methods B and C have been set so
that each of the three computations take approximately the same time. Computation of a fuller 200 row table of this type
takes about 10 s using Salford Plato f95 on a PC running a Pentium 1.6 GHz processor.
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