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The dynamic Mott insulator-to-metal transition (DMT) is key to many intriguing phenomena in condensed
matter physics yet it remains nearly unexplored. The cleanest way to observe DMT without the interference
from disorder and other effects inherent to electronic and atomic systems, is to employ the vortex Mott states
formed by superconducting vortices in a regular array of pinning sites. The applied electric current delocalizes
vortices and drives the dynamic vortex Mott transition. Here we report the critical behavior of the vortex system
as it crosses the DMT line, driven by either current or temperature. We find universal scaling with respect to
both, expressed by the same scaling function and characterized by a single critical exponent coinciding with
the exponent for the thermodynamic Mott transition. We develop a theory for the DMT based on the parity
reflection-time reversal (PT ) symmetry breaking formalism and find that the nonequilibrium-induced Mott
transition has the same critical behavior as thermal Mott transition. Our findings demonstrate the existence
of physical systems in which the effect of nonequilibrium drive is to generate effective temperature and hence
the transition belonging in the thermal universality class. We establish PT symmetry-breaking as a universal
mechanism for out-of-equilibrium phase transitions.
INTRODUCTION
A Mott insulator [1–3] is a material that should be a conduc-
tor according to the standard band theory of electrical conduc-
tivity, but acts as an insulator nonetheless. The Mott insulat-
ing state arises because of the concurrent action of electron-
electron strong correlations and periodic atomic potential has
been always viewed as an exemplary manifestation of many-
body quantum physics [4]. However, the correspondence be-
tween the quantum mechanics of a D-dimensional system
and the classical statistical mechanics of aD+ 1-dimensional
system [5], lead to a conjecture that a vortex Mott insulator
forms in a type II superconductor if the density of supercon-
ducting vortices matches the density of the pinning sites [6].
The vortex Mott insulator, albeit purely classical formation,
harbors all essential features of its 2D quantum electronic
parent: it is incompressible and vortices remain localized at
low temperatures. The existence of the vortex Mott insu-
lator was conclusively evidenced in [7] by measurements of
the compressibility of the vortex system localized by the pe-
riodic surface holes. Importantly, the observed Mott insula-
tor is actually a 2D classical formation, which therefore can
be viewed as the commensurate vortex state that was exten-
sively discussed in the vortex community in terms of the en-
hanced pinning at matching magnetic fields, see, for exam-
ple, [8] and references therein. The implications of the exis-
tence of the vortex Mott state are far reaching and two-fold.
First, it teaches us that Mott physics embraces more than be-
lieved before and includes classical systems. Second, it offers
an opportunity of studying quantum many-body strongly cor-
related physics by experiments on more easily accessible clas-
sical systems. Recent numerical simulations of the 2D sys-
tem of Coulomb-interacting classical particles [9] that demon-
strated critical scaling at the dynamic Mott transition are in a
perfect concert with this conclusion.
Indeed, Mott insulating state can be destroyed not only by
varying temperature or pressure, but also by applied driving
field delocalizing particles [4, 10–13]. The observation of the
current-driven vortex Mott insulator-to-metal transition in a
proximity array [14], where the vortex Mott insulator state
forms [6, 15], was an enabling discovery in experimental Mott
physics. It provided the first tangible example of a dynamic
Mott transition having settled the vortex quantum mechani-
cal mapping on a firm experimental basis. That the revealed
nonequilibrium critical behavior with respect to the nonequi-
librium drive is the same as that of conventional thermal Mott
transition with respect to temperature, raises a largely open
class of questions. Among these is a central issue in con-
densed matter physics: the generalization of a thermodynamic
phase transition to nonequilibrium conditions. There have
been tantalizing reports that in systems where tuning param-
eters like temperature, pressure, or magnetic field alter the
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2symmetry, the nonequilibrium drive generates the effective
temperature and the corresponding transition appears in the
conventional thermal universality class [16, 17]. The finding
of [14] paves the way for further generalizing this conclusion
to a wider nontrivial class of phase transitions, which, like the
Mott transition, are not accompanied by a change of symme-
try, and calls for intensifying experimental study of the DMT
and the interchangeability of external drive and temperature
when crossing the transition line.
The hallmark of an electronic Mott insulator-to-metal tran-
sition derived from the Hubbard model[18], which encom-
passes the essential physics of the Mott insulator and Mott
transition, is a change in the electronic density of states (DOS)
from gapped (insulator) to peaked (metal) shape[10, 19, 20]
near the Fermi level. Experimentally, the Mott transition can
be detected by measuring the tunneling differential conduc-
tance as a function of the particle density and observing the
change from a sharp dip, which reflects depletion of the elec-
tronic states at the Fermi level, to a peak, which signals that
a Mott metal has formed. We build on the fact that a vortex
system trapped in a regular array of pinning sites is a much
purer realization of the Hubbard model than standard elec-
tronic Mott materials. In the dual vortex system, the quantum
particles – vortex correspondence maps the tunneling differ-
ential conductance of particles onto the thermally activated
differential resistance, dV/dI. Hence dip-to-peak reversal of
the latter measured as a function of the magnetic field heralds
the vortex Mott transition [14].
FIG. 1. Experimental realization of charge-vortex duality for Mott
insulator. (a) A sketch of the device. The device consists of a square
array of 270 × 270 superconducting Nb islands on a conducting Au
layer. On both sides of the array, a Nb bar is placed to ensure the
current passes through the array homogeneously. The potential dif-
ference between the bars is measured as a function of the external
current and an external magnetic field perpendicular to the plane of
the array. (b) Scanning electron microscopy image of the sample.
RESULTS
We focus on the vortex Mott insulator that forms as the
vortex matches the density of the regular potential minima,
i.e. at the applied magnetic field corresponding to a single
flux quantum Φ0 = pi~/e per pinning site. We create an egg-
crate periodic pinning potential patterning a square array of
270 × 270 Nb islands with the lattice constant a = 250 nm
on a 40 nm-thick base layer of Au on Si/SiO2 as shown in
Fig. 1. The islands are 45 nm in height and 142 ± 5 nm in di-
ameter. Additionally we placed Nb bars on either sided of the
array structure to ensure uniform current injection. The super-
conducting transition temperature of the array, Tc = 2.8 K, is
determined as the midpoint of the transition in temperature-
resistance curve.
For our square array, the magnetic field at which the num-
ber of vortices matches the traps is B0 = Φ0/a2. It is conve-
nient to introduce the vortex filling fraction f = B/B0, so that
f = 1 corresponds to one vortex per lattice cell. We measure
current-voltage characteristics with small steps in magnetic
field and temperature and obtain dV( f )/dI curves by numer-
ical differentiation. From these data, the phase boundary was
determined by tracking the position of the dip-to-peak reversal
as a function of current (I) and temperature (T ). The details
of measurement technique are given in Supplementary Mate-
rials (SM). Figure 2(a) presents the phase diagram of the Mott
states in the T -I coordinates summarizing the experimental
results of our work. Representative sets of dV/dI curves are
shown in Fig. 2(b,c). These data were taken using a standard
lock-in technique near the transition with very small steps of
5 µT in magnetic field, 0.5 µA in current (Fig. 2(b)), and 5 mK
in temperature (Fig. 2(c)). The isothermal plots of panel (b)
display the expected dip-to-peak reversal upon increasing the
current. The separatrix current I0 divides between the insulat-
ing I < I0 and metallic I > I0 phases. Note the asymmetry in
the dV/dI behaviors at f < 1 and at f > 1. The loci of I0(T )
yield phase transition lines in Fig. 2(a) for f < 1 and f > 1.
Fixing the current I . I0 and then varying temperature yield
the similar dip-to-peak reversal behavior, see Fig. 2(c). Sub-
tracting the separatrices from the dV/dI data, yields the fan-
like set of curves displayed in Fig. 2(d,e), indicating a transi-
tion from insulating (bent down towards f = 1) to metallic
(bent up) behaviours.
CRITICAL SCALING
We start our analysis with the following question: is the
observed current-driven dip-to-peak flip indeed a purely dy-
namic effect, or rather a mere result of the heating due to
current-induced vortex motion? To answer it, let us consider
the quantity N(T, B) = dV/dI − V/I that measures the degree
of nonlinearity. Figures 3(a) and 3(b) show the color plots of
N(T, B) in coordinates f -I and f -T , respectively. The bright
red regions (‘red flames’) indicate domains of strong nonlin-
earity that arise around f = 1. Apart from the critical re-
3FIG. 2. Vortex dynamic Mott insulator-to-metal transition. (a) The temperature-current phase diagram of the vortex Mott states. The left and
right panels present the transition line between the insulating and metallic states at f < 1 and f > 1, respectively. In the former the elementary
excitations are vortex holes, i.e. some of the traps lack vortices. In the latter the elementary excitations are the excess vortices i.e. some traps
contain more than one vortex. (b) The set of differential resistance vs. filling factor curves taken at different currents in the critical region at
temperature T = 1.0 K. The set corresponds to current-wise crossing of the phase boundary. The currents increase from the bottom to the top,
the range of currents is shown in the color legend. The black dotted line is the separatrix dV/dI|I=I0 , I0 = 51.0 µA for f > 1. The separatrix
divides current ranges corresponding to the vortex Mott insulator (at I < I0, dV/dI bend down as f → 1) and vortex Mott metal (at I > I0,
dV/dI turning up as f → 1). (c) The similar set of differential resistances vs. filling factor curves, but taken at different temperatures and
fixed current I = 50.5 µA. The temperature increases from the bottom to the top and corresponds to the temperature-wise crossing of the phase
boundary line. The black dotted line is the separatrix dV/dI|T=T0 , T0 = 1.0 K for f > 1. (d,e) The differential magnetoresistances dV/dI
after subtracting the separatrices dV/dI|I=I0 and dV/dI|T=T0 , respectively. The fan-like sets of curves near f = 1 visualize the dynamic Mott
transition.
gion near the transition the plots are predominantly blue in
color. This shows that the response of the system is almost
linear, dV/dI ≈ V/I. Since dissipation is proportional to I · V
and the experiment is carried out at constant I, the dissipation
FIG. 3. The critical region of the vortex dynamic Mott transition. The
color plots of the measure of degree of nonlinearityN = dV/dI−V/I
as function of the filling factor f and current at T = 1.0 K (a) and as
function of f and temperature at I = 90 µA (b). The color legend is
the same for both plots.
is higher where R is larger. Within the experimental range
of currents and temperatures across the transition, the resis-
tance grows linearly R ∝ |b| ≡ |1 − f | upon the deviation from
f = 1. This reflects the linear increase of the density of vortex
“holes” or the excess vortices that mediate the motion of the
vortex system upon deviation from f = 1, see Fig. 6(c,d) in
SM, and implies that the mobility of vortices remains nearly
unchanged in our experiment. Therefore, had the nonlinear-
ity originated from heating, it could have only increased with
increasing |b|. The observed effect is the opposite: the non-
linearity associated with the dip-to-peak reversal exists only
in the nearest vicinity of f = 1. Hence the contribution of
heating effects from vortex motion is negligible and cannot be
the origin of the observed dip-to-peak flip in the differential
resistance.
At first glance, the fact that temperature can delocalize vor-
tices as well as current comes as no surprise. However, closer
inspection reveals that while the applied current decreases the
activation barrier for vortex motion via a mere tilt of the egg-
crate potential, the effect of temperature, is by far more com-
plex. It manifests via an interplay of thermal suppression of
the Josephson coupling and the smoothing of the egg-crate
potential due to thermal fluctuations in vortex positions. One
4FIG. 4. Scaling analysis of the dynamic Mott transition. (a,b) The log-log plots of [∂(dV/dI)/∂I]I0 and of [∂(dV/dI)/∂T ]T0 vs. b, both shown
by symbols. The solid lines show the linear fits. (c) The semi-log plot of the differential magnetoresistances dV/dI after subtracting the
separatrix dV/dI|I=I0 presents the same data as Fig. 2(d) as function of the scaling variable |I − I0|/b2/3. The perfect collapse onto two generic
scaling curves for I < I0 and I > I0 at I = 2/3 evidences the critical behaviour of the current-driven vortex Mott transition. (d) The semi-log
plot of the differential magnetoresistances dV/dI after subtracting the separatrix dV/dI|T=T0 presents the same data as Fig. 2(e) as function of
the scaling variable |T − T0|/b2/3. This illustrates the critical behaviour of the temperature-driven crossing of the DMT transition line. (e) The
plots from panels (c) (blue symbols) and (d) (red symbols) perfectly collapse on top of each other upon rescaling the abscissa of the panel (d)
by factor 1/r with r = 1.5 · 104 K/A, evidencing the identity of the FI and FT scaling functions defined by Eqs.(1),(2). The inset shows the
segment of the phase transition line. The blue and red arrows stand for current-driven and temperature-driven crossings of the transition line,
respectively.
might thus expect quite disparate behaviors with respect the
temperature and the current. Yet the detailed examination of
hundreds of recorded dV/dI curves versus temperature and
magnetic field uncovers striking and far reaching affinity be-
tween current and temperature manifestations in the DMT
critical behaviour. The scaling analysis of the DMT using the
representative set of dV/dI curves from Fig. 2(b,c) is shown
in Fig. 4. The benchmarks of Mott transition are the scaling
relations governing the behaviour of dV/dI in the critical re-
gion [4, 10–12, 14]:
dV
dI
(b, I,T ) − dV
dI
(b, I,T )|I=I0 ∝ FI
( |I − I0|
bI
)
, (1)
dV
dI
(b, I,T ) − dV
dI
(b, I,T )|T=T0 ∝ FT
( |T − T0|
bT
)
, (2)
where I and T are exponents describing the current- and
temperature-driven critical behaviours near DMT, respec-
tively, and b ≡ | f − 1|.
The formal procedure introduced in Ref. [21] for determin-
ing these critical exponents is to evaluate the derivative of the
dynamic resistance with respect to I (or T ) at its critical value
I0 (T0). Taking into account that F ′I,T(0) are constants, we ar-
rive at
[∂(dV/dI)/∂I]I0 ∝ b−I , [∂(dV/dI)/∂T ]T0 ∝ b−T . (3)
Plotting [∂(dV/dI)/∂I]I0 and [∂(dV/dI)/∂T ]T0 as functions of
b on a log-log scale should yield straight lines with slopes
equal to −I and −T, respectively. The results of this pro-
cedure are displayed in Fig. 4(a,b). The data are indeed the
straight lines for both, current and temperature derivatives,
and the linear fit yields exponent values I = 0.64 ± 0.02 and
T = 0.63 ± 0.03. Note, that the employed approach to deter-
mining scaling exponents uses only the values of the deriva-
tives of the dynamic resistance at the critical point as given
by Eq. (3). This gives us a good starting point for the scal-
ing analysis of the entire set of data following Eqs.(1), (2). In
the Figs. 4(c,d) we plot the data of Figs. 2(b,c) as functions of
the scaling variables |I − I0|/bI and |T − T0|/bT , respectively.
5The collapse of the data on the single curves is excellent over
two orders of magnitude of scaled abscissas for identical val-
ues of exponents I = 2/3 and T = 2/3. The same I for the
current-driven transition was reported previously [14] for the
similar proximity system, but with the distinctly different pa-
rameters. Namely, the critical temperature was significantly
higher, 7.3 K, and the island separation was smaller by factor
two compared to the present case. More results of the scaling
analysis supporting the universality of the critical exponents
are given in Fig. 7 of the SM. As a next step we superim-
pose the scaling curves from panels (c) and (d) by dividing
the temperature abscissa by the factor r = 1.5 ·104 K/A, which
on a log scale corresponds to a mere shift of the curves, see
Fig. 4(e). The striking collapse of the isocurrent and isother-
mal scaling curves heralds universality of the critical scaling
at the DMT. The identity of the scaling functions FI and FT
from Eqs. (1) and (2) together with the equality I = T, es-
tablishes the interchangeability of temperature and current ef-
fects in the critical region. Finally, the collapse evidences the
linear relation between the current- and temperature-induced
effects and thus completely rules out the heating origin of the
current-driven transition.
DISCUSSION AND THEORY
We begin our theory discussion by noting that the exper-
imental value T = 2/3 coincides with the similar exponent
for the thermodynamic Mott transition in an electronic sys-
tem [22]. This implies that the thermodynamic Mott critical
behavior extends onto far-from-equilibrium DMT. We con-
jecture that the nonequilibrium extension of the Ginzburg-
Landau theory [17] applies to thermodynamic Mott transition
and that the derivation of Landau functional in Ref. [19] can be
generalized onto the DMT by including the driving current on
the same footing as temperature. In the presence of the current
the linear form eliminating the quadratic term in the Landau
functional for the order parameter generalizes toL(| f −1|,T −
T0, I − I0) ≡ const f ( f − 1) + constT (T − T0) + constI(I − I0).
Accordingly, the condition that L = 0 near the transition [19]
implies that constT (T −T0)+constI(I− I0) = 0 if we put f = 1.
This gives rise to (T0 − T )/(I0 − I) = −const ' (dT0/dI0).
Making use of the phase diagram in Fig. 2(a), one finds at
T0 = 1.0 K, (dT0/dI0) = 1.7 · 104 K/A in a fair agreement
with the experimental rescaling factor 1.5·104 K/A.
To gain insight into the meaning of this parameter, let us re-
call that the energy that sets the depth of the potential well lo-
calizing vortices is estimated for a square sinusoidal egg-crate
potential as 0.2EJ [23], where the Josephson coupling of a sin-
gle junction EJ = (~/2e)ic, ic = Ic/(N − 1) is the critical cur-
rent for a single junction, Ic is the critical current of the array,
and N is the number of rows in the array. In this case we find
that the fundamental temperature-to-current conversion ratio
for a Josephson junction array [T/I]≡ 0.2EJ/[(N − 1)kBic] =
1.77 ·104 K/A – which nicely compares with the experimental
r = 1.5 ·104 K/A. That [T/I] & r – indicates that the dielectric
breakdown of the Mott insulator occurs under the condition
that vortices are still pinned, which accords with our direct
observation.
Identical scaling functions and resulting interchangeability
of current and temperature have far reaching consequences,
most notably, that dynamic critical behaviour of the Mott tran-
sition would teach us about thermodynamic criticality as well.
To construct a theory of the DMT, we first find whether vor-
tices behave like 3D or 2D objects with respect to vortex line
wiggling induced by thermal fluctuations, in the conditions of
our experiment. The proximity length in gold films induced
by the Nb islands is expected to be & 100 nm (see, for ex-
ample [24]), which exceeds the thickness, 40 nm of the gold
substrate. Therefore, one expects that Nb islands induce su-
perconductivity throughout the gold substrate. Therefore, the
system can be viewed as a superconducting film with periodi-
cally modulated thickness, the thinnest volleys corresponding
to inter-island areas. To check whether a vortex can be viewed
as a flexible 3D string, one has to verify that the longitudinal
size of the thermal vortex fluctuation, `T, fits within the gold
film thickness. One estimates `T ∼ u2Tε/kBT [6], where uT is
the average lateral thermal fluctuation of the vortex line and
ε is its linear tension. The maximal possible umaxT , such that
the energy of the thermal fluctuations would not exceed the
elastic interactions with other vortices localizing the test vor-
tex within the potential well (i.e. that thermal fluctuations do
not melt vortex lattice), is given by umaxT ' cLa, [25, 26] where
a ≈ 200 nm at f = 1 is the equilibrium vortex spacing. Mak-
ing use of the relation εa ' 6Tm ≈ 6T0, Tm being the vor-
tex lattice melting temperature, and recalling that for the vor-
tex lattice cL = 0.16 [25], one finds that under the conditions
of the experiment the longitudinal fluctuations do not exceed
`T ' 30 nm. This means that vortices can bend exercising
3D thermal fluctuations and hence the 3D → 2D quantum
mechanical mapping applies. In this mapping, the thermally
activated motion of a 3D vortex over the energy barrier cor-
responds to the quantum tunneling of a 2D quantum particle
across the same barrier. This enables us to describe the de-
cay of the vortex Mott insulator as the electric field-driven
Landau-Zener-Schwinger (LZS) tunneling of a charged quan-
tum particle across the Mott gap, ∆, [27, 28] and construct
a quantitative non-Hermitean LZS theory of the critical be-
haviour of the DMT [29]. We find that in the presence of dis-
sipation the applied electric field F generates an imaginary
field χ(F). The Hamiltonian becomes non-Hermitean while
retaining its invariance under the combined parity reflection
and time reversal (PT ) transformation. The Mott gap is de-
fined as ∆ ≡ E1 − E0, where E0 and E1 are the energies of the
ground, |0〉, and the first excited, |1〉, eigenstates. Remarkably,
within a framework of non-Hermitean LZS, the very defini-
tion of ∆ that prohibits the introduction of the standard order
parameter for Mott insulator, ceases to be a stumbling block
for a theory, but becomes a stepping stone enabling a descrip-
tion of the Mott insulator’s decay as the probability of the LZS
tunneling, P = |〈0|1〉|2, across the gap. The DMT occurs at the
field where P becomes unity. At the critical value χ0 = χ(F0),
6where F0 is the field of the dielectric breakdown, the eigen-
values E0 and E1 merge and the Mott gap collapses to zero
(see Appendix for the details of calculation). Simultaneously,
at this bifurcation point the ground state loses its PT sym-
metry. We thus identify DMT as the PT symmetry-breaking
phase transition. Analyzing the spectrum behavior near the
bifurcation point, we find the critical collapse of the Mott gap
as ∆ ∝ (F0 − F)1/2 leading to P ∼ exp(−2γ) with the effective
action γ ∝ (F0 − F)3/2/F. Upon returning to the vortex sys-
tem via the reversed quantum mapping, i.e. substituting ~ by
temperature T and the field F by the current I, the probability
of the decay of the vortex Mott insulating state assumes the
thermally activated form P ∝ exp[−A(I0 − I)3/2/T ] (A is the
constant to ensure the correct dimensionality) with the activa-
tion barrier that scales as (I0 − I)3/2 near the DMT. This leads
directly to the critical exponent I = 2/3 (see Methods) and is
exactly what our experiment shows.
In the opposite limit of very thin superconducting sys-
tem such that `T exceeded the thickness of the proximity-
induced superconducting film, the vortices are effectively two-
dimensional and quantum mapping would not apply. How-
ever, as we now show, the non-Hermitian description of the
DMT, leading to the (I0− I)3/2 scaling, holds even in this case.
To see that, note that in the vicinity of the commensurability
point, f = 1, the transport properties of a near-commensurate
vortex system are governed by the density of the excess/deficit
excitations over its commensurate value. We thus introduce a
classical field Ψ(x, t) describing the excess vortices (or vortex
holes). The fluctuating part of the vortex system free energy
is then given by the 2D Ginzburg-Landau functional
F =
∫
d2x
[
D|∇Ψ|2 + m2|Ψ|2 + u|Ψ|4
]
, (4)
where D is the stiffness of the excess vortices system, and
m and u are respectively the mass and interaction parame-
ters that govern the mean-field transition. Although the vortex
fields are not intrinsically dynamic, they are subject to tem-
poral fluctuations due to coupling to the Ohmic environment
of the metallic vortex cores. This results in the overdamped
equation of motion,
∂Ψ
∂t
+ ρ
δF
δΨ∗
= 0, (5)
where ρ represents viscous damping of the vortex motion and
is phenomenologically proportional to the (charge) resistivity.
Performing gauge transformation to turn the vector potential
into the scalar one, we can recast Eq. (13) into the form
∂Ψ
∂t
− i(I/ρ)xΨ = D∇2Ψ − m2Ψ − 2u|Ψ|2Ψ , (6)
where I is the applied imaginary current driving vortices.
This equation is formally identical to a nonlinear Schro¨dinger
equation in Euclidean time for 2D interacting particles sub-
ject to an imaginary electric field. In the vicinity of the transi-
tion one can neglect the nonlinear term, and again exercise the
machinery of the LZS tunneling of a charged quantum parti-
cle across the Mott gap described above and find (I0 − I)3/2
scaling near the DMT.
Note finally that ourPT symmetry-based description of the
DMT rests on the general properties of non-Hermitian quan-
tum mechanics rather than on specifics characteristic to Mott
systems. Therefore, our approach applies to a broad class of
phenomena well beyond the immediate context of the Mott
physics and provides a universal tool for analytical descrip-
tion of out-of-equilibrium phase transitions and instabilities
in open quantum dissipative systems. The general principle is
that if at small drives the system’s non-Hermitian Hamiltonian
is endowed with the PT symmetry, the out-of-equilibrium
phase transition manifests as a PT symmetry-breaking at the
corresponding threshold value of the driving field.
APPENDIX A: DERIVATION OF THE MOTT GAP
COLLAPSE
The vortices frozen into the minima of the egg-crate poten-
tial near f = 1 are described by the Hubbard model [27, 28].
The Mott gap, ∆(Ψ(t)) = E1 − E0, is defined as the differ-
ence of energies of the first excited state E1 and the ground
state E0 of the Hubbard Hamiltonian, with Ψ(t) being the
time-dependent gauge field describing the combined effects
of the applied field F and dissipation. The rate of the decay
of the Mott insulating state is given by the LSZ probability
of the |0〉 → |1〉 transitions, P ≡ |〈0|1〉|2 ∼ exp(−2γ). The
reduced action is given by the Landau-Dykhne formula [30],
γ = (1/~) Im
∫
dt [E1(Ψ(t)) − E0(Ψ(t))], with Ψ = Ft + iχ.
The imaginary part of the field, χ, which arises as a result
of combined action of driving field and dissipation, increases
monotonously with the applied field F and renormalizes the
Mott gap ∆ to zero at the Mott transition. The dissipation,
i.e. energy relaxation, makes the quantum amplitudes along
and opposite to the applied field unequal, the difference being
quantified by the factor e2χ, see Ref. [15]. One can show anal-
ogously to [17] that integrating out the thermal bath degrees
of freedom generates the imaginary potential χ ∼ iF near the
critical point. The Mott gap closes at the critical field F = F0
which maps onto the critical point Ψc in the complex Ψ-plane.
In terms of the non-Hermitian Hamiltonian, merging of E0
and E1 and closing the corresponding spectral gap marks the
PT symmetry breaking transition. At this point the eigenstate
|0〉 loses its PT symmetry and E0 simultaneously acquires the
imaginary part, i.e. the energy spectrum ceases to be real [31].
The DMT is then identified with the PT symmetry-breaking
phase transition. The Mott insulating state corresponds to
the regime of unbroken PT symmetry with the real energy
spectrum [29]. The exact field-dependence of the imaginary
part of the gauge field, χ(F), depends on microscopic details,
but for analysis of the critical behaviour it suffices to know
that χ(F) is a well-behaved function of F near the critical
field F0. Expanding around the critical value χ0 ≡ χ(F0),
where ∆(F0) = 0, yields γ ≈ (1/~)
∫ χ0
χ
dχ′ ∆(χ′)/|dΨ/dt| =
7(1/F~)
∫ χ0
χ
dχ′ ∆(χ′) ≡ (Fth/F) ∝ (F0 − F)3/2/F (see SI). Far
below the transition γ reduces to the standard Landau-Zener
formula [27, 28], where the threshold field Fth is related to the
Mott gap ∆ ∼ |U − Uc| as Fth ∼ ∆2. Here U is interaction
strength, and Uc is the critical interaction at which the Mott
transition takes place. To relate the critical exponent for the
collapse of the Mott gap with I , we recall that in the system
of superconducting vortices, their interaction strength is con-
trolled by the vortex density, which is proportional to the ex-
ternal magnetic field, hence |U −Uc| ∼ |b|. Replacing the field
F by the current I according to the quantum mapping recipe,
the energy gap collapses non-analytically as ∆ ∼ |χ0 − χ|1/2,
upon approaching to the Mott transition, I → I0, see Ref. [32].
Accordingly, the threshold current Ith (γ = Ith/I) scales as
|I0 − I|3/2 since ∆ ∼ |χ0 − χ|1/2. Since near the DMT, the ki-
netic energy gained by a vortex in nearest-neighbour hopping
down an effective field Ith scales as EJ (corresponding to the
strength of the Coulomb repulsion in quantum particle rep-
resentation), the universal scaling function is a homogeneous
function of |I − I0|3/2/b, i.e., I = 2/3. In the SM, we provide
details of the scaling analysis and discuss the relation between
I and the standard critical exponents z and ν.
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SUPPLEMENTARY MATERIALS
Experimental methods
The device was fabricated on a SiO2-covered Si substrate.
The 40 nm thick gold square was patterned using photolithog-
raphy and sputter deposition. On top of the Au film the square
array of 270-by-270 Nb dots was deposited using standard
e-beam lithography and DC sputtering. The Nb layer has a
thickness of 45 nm. The dots have diameters of 142±5 nm, the
center-to-center distance between two adjacent dots is 250 nm.
On either side of the array a Nb crossbar was patterned to en-
sure that the current is injected homogeneously into the array.
Figure S1 shows the temperature dependence of the resistance
near the superconducting transition Tc. Transport measure-
ments were performed in a 3He/4He dilution refrigerator.
Two sets of measurements were performed in the configu-
ration where the magnetic field was perpendicular to the plane
of the array. In the first set of measurements the V(I) curves
were taken at a constant temperature and at a constant mag-
netic field. This was done for multiple values of the magnetic
field (between 0 mT and 38 mT in 0.1 mT steps) and the tem-
perature (between 70 mK and 1.27 K in 25 mK steps). This
results in the data V(I, B,T ), from which the differential re-
sistance was obtained by taking a numerical derivative with
respect to the current.
To carry out the detailed scaling analysis, the high-
resolution data were taken using the standard lock-in mea-
surement technique with the AC excitation current 1 µA. The
data presented in Fig. 2(b,d) and Fig. 6 a,c are taken at fixed
temperature T = 1.0 K. The current and magnetic field were
swept over the ranges from 43 µA to 57 µA (with 0.5 µA steps)
and from 32.8 mT to 33.6 mT (with 5 µT steps), respectively.
The data shown in Fig. 2(c,e) and Fig. 6(b,d) were collected
at the fixed current I = 50.5 µA while the magnetic field was
FIG. 5. Superconducting transition. The superconducting transi-
tion temperature of the array, determined as the midpoint of the tem-
perature resistance curve, is Tc = 2.7 K, which is 6.6 K lower than
that of bulk Nb (Tc0 = 9.3 K)
swept from 32.8 mT to 33.6 mT with the step 5 µT and the
temperature increased from 0.900 K to 1.095 K with the 5 mK
steps.
Differential resistance dV/dI and resistance R = V/I
Figure 6 juxtaposes the differential resistance dV/dI and re-
sistance R = V/I as functions of filling factor f inferred from
the same set of the current-voltage characteristics. Plots in the
panels a and b reproduce Fig. 2(b,c) displaying the evolution
of dV/dI upon increasing I (at constant T ) and T (at constant
I), respectively. The dip to peak reversal at f = 1 signals the
crossing of the dynamic Mott transition line. Panels c and d
show that the corresponding resistances maintain pronounced
dips at f = 1. As the measurements are carried out under con-
stant currents, the plots for the resistances coincide up to the
numerical factor, I2, with the plots for the dissipated power.
Therefore, the dissipated power is minimal at f = 1.
Scaling analysis at T = 0.75 K and I = 68.5 µA
Figure 7 shows scaling analysis around T = 0.75 K. The
scaling exponents I = 0.63 and T = 0.67 are found, from
which we conclude that  = 2/3. The measured data has the
same stepsizes and resolution as the data around T = 1.0 K
described above. This data supports the finding shown in Fig.4
of the main text.
9FIG. 6. Vortex Mott insulator-to-metal transition. a,c Differential magnetoresistance dV/dI and resistance respectively, taken at different
currents increasing from bottom to top as a function of the filling factor f in the vicinity of the commensurate value f = 1 at T = 1.0 K. b,d
Differential resistance dV/dI and resistance R = V/I, respectively, taken at different temperatures increasing from bottom to top as a function
of the filling factor f in the vicinity of the commensurate value f = 1 at I = 50.5 µA.
FIG. 7. Scaling analysis of the dynamic Mott transition around T = 0.75 K. a,b The log-log plots of [∂(dV/dI)/∂I]I0 and of [∂(dV/dI)/∂T ]T0
vs. b, both shown by symbols. The current driven data (a,c) is taken at T = 0.75 K with I0 = 67 µA. The thermally driven data (b,d) is taken
at I = 68.5 µA with T0 = 0.73 K. c, The semi-log plot of the differential magnetoresistances dV/dI after subtracting the separatrix dV/dI|I=I0
as function of the scaling variable |I − I0|/b2/3. The perfect collapse onto two generic scaling curves for I < I0 and I > I0 at I = 2/3 evidences
the critical behaviour of the current-driven vortex Mott transition. d, The semi-log plot of the differential magnetoresistances dV/dI after
subtracting the separatrix dV/dI|T=T0 as function of the scaling variable |T − T0|/b2/3. This illustrates the critical behaviour of the temperature-
driven crossing of the DMT transition line. e, The plots from panels c (blue symbols) and d (red symbols) perfectly collapse on top of each
other upon rescaling the abscissa of the panel d by factor 1/r with r = 1.42 · 104 K/A. This value of r is close to the value of r = 1.5 · 104 K/A
found around T = 1 K.
Mott transitions in a vortex lattice system
A vortex system in the presence of a finite current is equiv-
alent to a 2D bosonic Coulomb gas in the presence of an
electric field. Vortices have a bare mass proportional to the
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electrostatic charging energy Ec and the Coulomb interaction
scale is determined by the Josephson energy EJ . In the pres-
ence of a periodic potential generated by the proximity array
(analogous to lattice matrix for charged bosons), the bare vor-
tex mass transforms into the band mass, which, at commen-
surate fillings, can become considerably larger than the bare
mass. The latter promotes vortex localization and the forma-
tion of a vortex Mott insulator. Careful numerical studies [1]
of a 2D bosonic Coulomb gas (not on a lattice) show that the
Mott transition takes place at rs ≈ 12, where rs is the ratio
of intervortex separation and the vortex Bohr radius. To the
best of our knowledge, there is no comparable study of the 2D
bosonic Coulomb gas on the lattice.
What has been studied in detail is a variety of
bosonic Hubbard models on 2D lattices that exhibit Mott-
insulator/superfluid transitions as a function of vortex chemi-
cal potential µ and hopping energy t measured in terms of the
local repulsion U. Thus to be able to utilize a rich lore of the
Hubbard model machinery and yet preserve the important fea-
tures of the long-range vortex-vortex interaction, we adopt a
Bose-Hubbard model with hard-core repulsion and finite near-
est and next-nearest neighbour repulsive interactions (we call
these V1 and V2, respectively):
H = −t
∑
〈i j〉
(b†i b j + h.c.) + V1
∑
〈i j〉
nin j + V2
∑
〈〈i j〉〉
nin j , (7)
where ni = 0, 1. Here b
†
i creates a boson at site i, ni = b
†
i bi is
the boson number at site i. Such long-range interactions open
the further possibility of spatial order of the bosons with or
without underlying superfluidity. Tuning the magnetic field
changes the vortex chemical potential as well as the inter-
vortex interaction strength. This corresponds to the trajectory
in the µ/V1 vs t/V1 phase diagram. The hard-core constraint
makes the model equivalent to an XXZ antiferromagnet where
t maps to Jx/2 and V1 maps to Jz etc. Half-filling corresponds
to the zero magnetization sector. The chemical potential is
equivalent to the applied magnetic field B = (µ − zV1/2).
Detailed numerical studies are available for such a V1 − V2
hard core boson model on a square lattice [2]. Near fc = 1, the
Mott insulating phase consists of one vortex per site, and the
vortex Mott insulator - superfluid quantum phase transition is
mean-field like (except perhaps at the tip of the Mott lobe). In
this work, we have focused on this regime.
Alongside with the magnetic field that acts as a chemical
potential for vortices and, therefore, controls the vortex Mott
transition by varying the relative strength of vortex kinetic and
potential energies, another parameter that tunes the quantum
vortex Mott transition, is the current I. The current for vortices
plays therole of the electric field which induces the dynamic
Mott transitions in electronic Mott insulators.
Scaling analysis
Near the quantum critical point ( fc, I0) corresponding to the
vortex Mott transition, the dynamic resistance dV/dI is ex-
pected to show the scaling behavior,
dV
dI
= |δ|pΦ
(
T
|δ|zν ,
|I − I0|
|b|I
)
. (8)
Here Φ is the universal scaling function depending on the uni-
versality class of the phase transition and not on the micro-
scopic details of the model. The parameter δ = g−gc measures
the distance from the quantum critical point gc in the param-
eter space and is itself a function of the parameters fc, I0, ν
is the scaling exponent for the length, and z is the dynamical
scaling exponent. The exponent I describes the relative scal-
ing with respect to the current and the filling fraction respec-
tively, p is the scaling exponent for the dynamic resistance,
and b = f − fc. Before turning to estimates for I , we discuss
the effect of temperature on the Mott transition.
For certain universality classes of quantum phase transi-
tions, the scaling function Φ shows a singular behavior at
finite temperatures T0( fc, I), which corresponds to a clas-
sical phase transition. The transition temperature T0 is a
function of f and I and its scaling with these parameters is
governed by the underlying quantum critical theory. Within
a small range of temperature, current and filling such that
|T − T0( fc, I)|/Tc  1, the dynamic resistance will have a
scaling form
dV
dI
∼ F
( |T − T0|
|b|T ,
|T − T0|
|I − I0|∆I , . . .
)
, (9)
where T and ∆I are scaling exponents corresponding to the
finite temperature transition. Away from the quantum critical
point where the relative scaling of the temperature and I −
I0 may be nonanalytic, we use the Taylor expansion of the
critical temperature
Tc( fc, I) ≈ Tc( fc, I0) + (I − I0)T ′c( fc, I0) + . . . .
Then, together with Eq. (9), we get the scaling function F (|I−
I0|/|b|T ), and ∆I = 1. The exponent T may be estimated
as follows. In [4] the critical behaviour of the classical Mott
transition in a half-filled Hubbard model has been studied in
terms of the order parameter that corresponds to the fraction of
doubly-occupied sites. The Coulomb correlation U can then
be naturally regarded as a conjugate field that couples linearly
to the order parameter. As a result, the order parameter scales
as O ∼ (U − Uc)1/δT , where δT is the critical exponent asso-
ciated with scaling of the order parameter with the conjugate
field. On the other hand, as a function of temperature (or cur-
rent), the order parameter behaves as O ∼ (T0−T )βT . Since |b|
tunes the distance from fc and therefore the relative strength
of the Mott repulsion, we posit that |b| ↔ |U − Uc|. It then
follows that T = 1/βTδT for the vortex Mott transition. Near
fc = 1, the Mott transition is of the mean-field type, so we use
δT = 3 and βT = 1/2 to arrive at T = 2/3. This is remarkably
consistent with our finite temperature and finite current data.
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Dielectric breakdown in dissipative Mott insulators
The driving field promotes conduction in a dissipative
gapped system in two ways: (i) through generation of free
particle-hole pairs by the Landau-Zener mechanism while
keeping the gap magnitude fixed, and (ii) by renormalization
of the energy gap (mass) which affects the Landau-Zener tun-
neling probability. Consider an interacting quantum system
in its ground state |0〉 separated from the lowest excited state
|1〉 by the spectral gap ∆. If the driving field is applied adi-
abatically, the probability P = |〈0|1〉|2 ∼ e−2γ for the system
to transit to the excited state is given by the Landau-Dykhne
formula
γ = Im
∫ ∞
−∞
dt [E1(Ψ(t)) − E0(Ψ(t))], (10)
where Ψ denotes a time-dependent phase factor related to the
driving field F, E0 is the ground state energy (parametrically
dependent on Ψ) and E1 − E0 ≡ ∆. For an electron hopping
along a constant electric field, we choose the gauge where
the driving field is the time derivative of the vector poten-
tial, hence Ψ = Ft is the Aharanov-Bohm phase acquired
for a nearest-neighbour hop. Then changing variables we re-
place the integral over time with the integral over complex
Ψ = Ft ± iχ and deform contour in the complex Ψ-plane. The
imaginary part of the integral over Ψ comes from the degen-
eracy point iχc in the complex Ψ-plane where the gap closes.
Assuming no other singularities, we deform the Ψ contour to
the imaginary axis and obtain
γ =
1
F
Re
∫ χc
χ
dχ′[E1(χ′) − E0(χ′)], (11)
for the Landau-Zener tunnelling factor. In non-dissipative
models, including in strongly-correlated models such as the
half-filled Hubbard chain [5], Eq. (10) reduces to the well-
known Landau-Zener result γ ∼ ∆2/vF ≡ Fth/F, where
v = |d∆/dt|/F denotes the “velocity” of the mutual approach
of the two levels as Ψ is varied, and is assumed to be a constant
(i.e. independent of ∆) in the usual Landau-Zener analysis,
and Fth is to be regarded as the threshold field for the Landau-
Zener tunnelling. In the presence of dissipation, Fth = ∆2/v is
no longer valid and we need to directly look at Eq. (11).
Note that the imaginary component of the vector poten-
tial, χ, vanishes in equilibrium conditions and also in the
absence of dissipation. We assume χ to be a well-behaved
function of the driving field F near the field-driven transi-
tion at Fc : χ(Fc) = χc. It is evident from Eq. (11) that for
the calculation of the Landau-Zener tunneling factor γ, it suf-
fices to obtain the energy gap for a simpler auxiliary problem
with a purely imaginary vector potential since the expression
for Fth is entirely determined by an integral in the ImΨ di-
rection. The resulting model is non-Hermitian and invariant
under simultaneous parity (P) and time reversal (T ) opera-
tions [10]. For small values of the drive, the eigenvalues of the
PT -symmetric models are real and the corresponding eigen-
functions are invariant under PT transformation. For driv-
ing fields exceeding the critical value, the spectral gap closes,
the eigenvalues acquire finite imaginary parts, and the corre-
sponding eigenfunctions break PT symmetry. More details
on the connection between the dynamic Mott transition in dis-
sipative systems and the loss of the PT symmetry are given
in [10].
Dynamic vortex Mott transition near fc = 1 and PT symmetry
breaking
We consider now the dynamic vortex Mott transition near
the integer filling fc = 1, where the vortex Mott transition
is described by an analysis of the nonrelativistic Landau-
Ginzburg-Wilson effective action in Euclidean time,
S =
∫
d2x dτ
[
Ψ†
∂
∂τ
Ψ + D|∇Ψ|2 + m2|Ψ|2 + u|Ψ|4
]
. (12)
Here Ψ is the vortex field, D the vortex stiffness, m and u are
respectively the mass and interaction parameters that govern
the mean-field transition. In mean-field theory, the “super-
fluid” phase of the vortices corresponds to m2 < 0. In the
presence of the finite electric current, the magnus force on the
vortices can be modeled by incorporating an external vector
potential Ax = It, Ay = 0. Approaching from the “normal”
or Mott-insulating side of the vortex superfluid-Mott insula-
tor transition, we consider the motion of a vortex in an iso-
lated cell consisting of an Ohmic region bounded by a large
superconducting region, which enables us to impose the sim-
ple boundary condition Ψ = 0 outside the Ohmic region. If
motion in the Ohmic environment is overdamped, we may as-
sume the time evolution is entirely governed by Brownian pro-
cesses and neglect Berry phase effects (first term in Eq. (12)).
We thus get an equation of motion (in real time) as
∂Ψ
∂t
+ ρ
δH
δΨ∗
= 0, (13)
where H =
∫
d2x
[
D|∇Ψ|2 + m2|Ψ|2 + u|Ψ|4
]
is the Hamil-
tonian corresponding to Eq. (12), and ρ represents viscous
damping of the vortex motion and is phenomenologically pro-
portional to the (charge) resistivity. Performing gauge trans-
formation to turn the vector potential into the scalar one, we
can recast Eq. (13) into the form
∂Ψ
∂t
− i(I/ρ)xΨ = D∇2Ψ − m2Ψ − 2u|Ψ|2Ψ . (14)
For simplicity we ignore the nonlinear term and consider so-
lutions of the form Ψ(x, y, t) = eikyy−λtu(x) with the boundary
conditions Ψ = 0 in the square superconducting region sur-
rounding an Au pad which leads us to consider the eigenvalue
equation
Duxx + i(I/ρ)xu = −(λ − m2 − k2y)u. (15)
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We can associate a “Hamiltonian” H = − Duxx − i(I/ρ)xu
with Eq. (15) which is evidently PT−symmetric. It is easy
to see that tuning the current takes us through a PT symme-
try breaking phase transition. When I → 0, the eigenvalues λ
are evidently real, and as I → ∞, the eigenvalues λ ∼ ±iIa/ρ.
The latter limit corresponds to merging of discrete energy lev-
els since the real part of the eigenvalues has vanished. We
rewrite Eq. (15) in terms of dimensionless variables ξ = x/a
and E = (λ − m2 − k2y)/ET , where ET = D/a2 is the Thouless
energy:
uξξ + i(Ia/ETρ)u = −Eu. (16)
The critical current I0 at which the eigenvalues of equations
of the above form merge has been calculated earlier in the
literature [8, 9]. Near this bifurcation point, the eigenvalues
merge in the following manner:
E1 − E0 ≈ ET
√
η
1 − I2
I20
 ∼ ET √ I0 − II0 , (17)
where η ≈ (pi2/√2)(I0a/ETρ). Equation (17) leads to the fol-
lowing scaling of the Landau-Zener tunneling factor:
γ ∼ (I0 − I)3/2. (18)
It remains to relate the critical scaling of the Landau-Zener
factor γ with the exponent I in the universal scaling func-
tion F . In Eq. (11), from the form of the Landau-Zener fac-
tor, γ = Ith/I, we identify Ith as a barrier to the generation of
free particle-hole pairs. Near the dynamic Mott transition, we
propose that one should relate the potential energy loss asso-
ciated with a nearest neighbour hop, Itha ∼ (I0 − I)3/2, with
the Coulomb repulsion |h| ∼ |Uc−U | associated with the local
correlation. We thus expect the scaling function to be homo-
geneous in |I0 − I|/|h|2/3 near fc = 1, and thus I = 2/3.
Relation of I with critical exponents z and ν
From dimensional analysis, the threshold field for the dy-
namic Mott transition scales as Ith ∼ |δ|ν(z+1) ≡ |I0 − I|ν(z+1),
where ν and z refer to the quantum critical theory. Near the
Mott transition, we compare as usual the potential energy
change Itha associated with a nearest-neighbour hop with the
local correlation |h| and arrive at the scaling |I0 − I|/|h|1/ν(z+1).
For the non-relativistic mean-field case, we use ν = 1/2 and
z = 2 and confirm I = 1/ν(z + 1) = 2/3.
PT−symmetry mechanism of the electric field-driven Mott
transition in a dissipative fermionic Hubbard chain
In the discussion above for driven vortex systems, we ar-
gued that a “non-Hermitian” imaginary electric field term ap-
pears naturally in the presence of dissipation. The driving
current in this case appears as an electric field acting on the
vortex “charges”. The current-driven vortex Mott transition
is associated with PT symmetry breaking. The idea of PT
symmetry breaking is also relevant for dynamic Mott transi-
tions in dissipative fermionic systems. We consider now a
one-dimensional fermionic Hubbard model in the presence
of a background current. As explained in the section about
the dielectric-breakdown, in order to obtain the finite-field
renormalization of the spectral gap, one should consider an
auxiliary problem with the purely imaginary vector potential.
This is equivalent to perturbing the equilibrium Hamiltonian
H with the current operator J through the Lagrange multi-
plier [14, 15],
H′ = H − iλJ, (19)
where λ is real. The model H′, while non-Hermitian, has
PT−symmetry if H also has this symmetry, implying a real
spectrum in some parameter range where the eigenstates do
not breat PT−symmetry. In models with the charge conser-
vation, for example the Hubbard model, the current operator
also commutes with H and one can simultaneously diagonal-
ize H and J. It is easy to see that the nonequilibrium transi-
tion is brought about by tuning λ. For small λ the presence
of the spectral gap means that the expectation value of J (in
the model H′) vanishes. On the other hand, for very large val-
ues of λ, the eigenfunctions of H′ are essentially those of J,
and a gapless phase with carrying the finite steady current I
becomes possible. The phase transition from the zero current
carrying to the finite current carrying state thus takes place at
the critical value λ = λc.
Let us consider the following model for a half-filled
fermionic Hubbard chain subjected to an imaginary gauge
field χ:
H′ = −t
∑
〈i j〉,σ
[eχc†iσc jσ + e
−χc†jσciσ] + U
∑
i
ni↑ni↓. (20)
Rewriting the above Hamiltonian as
H′ = − t(cosh χ)
∑
〈i j〉,σ
[c†iσc jσ + c
†
jσciσ] + U
∑
i
ni↑ni↓
− i sinh(χ)J, (21)
we can identify tanh(χ) with the Lagrange multiplier λ in
Eq. (19) which describes a dissipative model with the current
constraint. To solve Eq. (20), we utilize the coupled Bethe
ansatz solutions presented in Ref. [16] for the charge and spin
distribution functions ρ(k) and σ(λ):
ρ(k) =
1
2pi
− cos k
2pi
∫ ∞
−∞
dλ θ′(sin k − λ)σ(λ), (22)
σ(λ) = − 1
2pi
∫
C
dk θ′(sin k − λ)ρ(k)+
1
4pi
∫ ∞
−∞
dλ′ θ′
(
λ − λ′
2
)
σ(λ′), (23)
χ(b) = b − i
∫ ∞
−∞
dλ θ(λ + i sinh b)σ(λ). (24)
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Here θ(x) = −2 arctan(x/u), with u = U/4t, and for b <
bcr = arcsinh(u), the contour C is chosen as a pathway in the
complex k–plane consisting of the three line segments [16],
−pi + ib → −pi → pi → pi + ib. At half-filling, the charge and
spin distributions satisfy the constraints
∫
C dk ρ(k) = 1 and∫
dλσ(λ) = 1/2. To solve the coupled integral equations for ρ
and λ, we take the Fourier transform of Eqs. (22), (23) and ob-
tain σ(λ) =
∫
dω/2pi[J0(ω)/2 cosh(ωu)]eiλω. The solution for
σ(λ) is then used in Eq. (24) to find the relation between the
imaginary gauge field χ and the imaginary part of the charge
rapidity, b. We are particularly interested in the solution for
b near the threshold value bcr. Let χcr be the imaginary gauge
field corresponding to bcr in Eq. (24). Using our solution for
σ(λ), and taking the derivative with respect to b in Eq. (24) we
have
dχ
db
= 1 − pi cosh(b)
∫ ∞
−∞
dω
2pi
J0(ω)
cosh(ωu)
e−ω sinh(b)−|ω|u . (25)
At bcr, it is easy to see that dχ/db = 0. Expanding the solution
around b = bcr,we have dχ/db = 2C(b−bcr), (C is a constant)
which gives upon integrating,
χcr − χ = C(b − bcr)2. (26)
The Mott gap is given by[17] ∆ = U − 2µ, where
µ = E(N ↓,N ↑) − E(N ↓ −1,N ↑) . (27)
At finite b, the Mott gap can be expressed as [16]
∆(b) = 4t
[
u − cosh(b) +
∫ ∞
−∞
dω
2pi
J1(ω)eω sinh(b)
ω(1 + 22u|ω|)
]
. (28)
It is easily checked that ∆(bcr) = 0, and near the threshold,
∆(b) = C′(bcr − b), where C′ is a constant. Combining this
with the relation between χ and b we obtained in Eq. (26), we
have finally
∆(χ) = A
√
χcr − χ. (29)
The above χ-dependent Mott gap can be further re-expressed
in terms of the electric field by using the relation I = σF =
tr(ρJ). For well-behaved I(χ), the same square root singular-
ity ∆(F) ∼ √Fc − F is expected for the field dependence of
the Mott gap. This leads to the exponent γ vanishing of the
threshold field Fth as γ ∼ (Fc − F)3/2 near the field-induced
transition. For stronger driving fields such that χ > χcr, the
spectrum of the model becomes complex.
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