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Abstract: This paper investigates asymptotic properties of a class of algorithms that can
be viewed as robust analogues of the classical empirical risk minimization. These strategies
are based on replacing the usual empirical average by a robust proxy of the mean, such
as the (version of) the median-of-means estimator. It is well known by now that the ex-
cess risk of resulting estimators often converges to 0 at optimal rates under much weaker
assumptions than those required by their “classical” counterparts. However, much less is
known about the asymptotic properties of the estimators themselves, for instance, whether
robust analogues of the maximum likelihood estimators are asymptotically efficient. We
make a step towards answering these questions and show that for a wide class of para-
metric problems, minimizers of the appropriately defined robust proxy of the risk converge
to the minimizers of the true risk at the same rate, and often have the same asymptotic
variance, as the estimators obtained by minimizing the usual empirical risk. Moreover, our
results show that robust algorithms based on the so-called “min-max” type procedures in
many cases provably outperform, is the asymptotic sense, algorithms based on direct risk
minimization.
MSC 2010 subject classifications: Primary 62F35; secondary 62E20, 62H12.
Keywords and phrases: robust estimation, median-of-means estimator, adversarial con-
tamination, asymptotic normality, consistency.
1. Introduction.
The concept of robustness addresses stability of statistical estimators under various forms of per-
turbations, such as the presence of corrupted observations (“outliers”) in the data. The questions
related to robustness in the framework of statistical learning theory have recently seen a surge
in interest, both from the theoretical and practical perspectives, and resulted in the develop-
ment of novel algorithms. These new robust algorithms are characterized by the fact that they
provably work under minimal assumptions on the underlying data-generating mechanism, often
requiring the existence of moments of low order only. Majority of existing works have focused
on the bounds for the risk of the estimators (such as the classification or prediction error) pro-
duced by the algorithms, while in this paper we are interested in the asymptotic properties of
the estimators themselves.
Next, we introduce the mathematical framework used in the exposition. Let pS,Sq be a mea-
surable space, and let X P S be a random variable with distribution P . Suppose that X1, . . . , XN
are i.i.d. copies of X . Moreover, assume that L “  ℓpθ, ¨q, θ P Θ Ď Rd( is a class of measurable
functions from S to R indexed by an open subset of Rd. “Population” versions of many estima-
tion problems in statistics and statistical learning can be formulated as risk minimization of the
form
E ℓpθ,Xq Ñ min
θPΘ
. (1)
In particular, when tpθ, θ P Θu is a family of probability density functions with respect to some
σ-finite measure µ and ℓpθ, ¨q “ ´ log pθp¨q, the resulting problem corresponds to maximum
likelihood estimation. In what follows, we will set Lpθq :“ Eℓpθ,Xq. Throughout the paper,
∗Author acknowledges support by the National Science Foundation grants DMS-1712956 and CIF-1908905.
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we will assume that the minimum in problem (1) is attained at a unique point θ0 P Θ. The
true distribution P is typically unknown, and an estimator of θ0 is obtained via minimizing the
empirical risk, namely, rθN :“ argmin
θPΘ
LNpθq, (2)
where LNpθq :“ 1N
řN
j“1 ℓ pθ,Xjq. If the marginal distributions of the process tℓpθ, ¨q, θ P Θu are
heavy-tailed, meaning that they possess finite moments of low order only, then the error |LN pθq´
Lpθq| can be large with non-negligible probability, motivating the need for alternative proxies
for the risk Lpθq. Another scenario of interest corresponds to the adversarial contamination
framework, where the initial dataset of cardinality N 1 is merged with a set of O ă N outliers
generated by an adversary who has an opportunity to inspect the data, and the combined dataset
of cardinalityN “ N 1`O is presented to the algorithm responsible for constructing the estimator
of θ0. In what follows, the proportion of outliers will be denoted by κ :“ ON . Similarly to the
heavy-tailed scenario, the empirical loss LN pθq is not a robust proxy for Eℓpθ,Xq in this case,
therefore estimation and inference results based on minimizing LNpθq may be unreliable.
One may approach the problem of estimating θ0 robustly from different angles. One class
of popular methods consists of robust versions of the gradient descent algorithm for the opti-
mization problem (1), where the gradient ∇Lpθkq is estimated on each iteration k; for example,
this approach has been explored by Prasad et al. (2018); Chen et al. (2017); Yin et al. (2018);
Alistarh et al. (2018), among others. Another technique (the one that we investigate in this pa-
per) is based on replacing the average LN p¨q by a robust proxy of Lpθq. Its advantage is the fact
that we only need to estimate a real-valued quantity Lpθq, as opposed to the high-dimensional
gradient vector ∇Lpθq. On the other hand, favorable properties, such as convexity, that are “in-
herited” by the formulation (1) from (1), are usually lost in this case. Several representative pa-
pers that explore this direction include the works by Audibert et al. (2011); Lerasle and Oliveira
(2011); Brownlees et al. (2015); Lugosi and Mendelson (2016); Lecue´ and Lerasle (2017); Cherapanamjeri et al.
(2019); Minsker and Mathieu (2019); also, see an excellent survey paper by Lugosi and Mendelson
(2019). Instead of the empirical risk LNpθq, these works employ robust estimators of the risk such
as the median-of-means estimator (Nemirovski and Yudin, 1983; Alon et al., 1996; Devroye et al.,
2016) or Catoni’s estimator (Catoni, 2012).
In this paper, we study estimators based on the modifications of the median-of-means principle
introduced in (Minsker, 2019a) and constructed as follows. Let k ď N{2 be an integer, and assume
that G1, . . . , Gk are disjoint subsets of the index set t1, . . . , Nu of cardinality |Gj | “ n ě tN{ku
each. For θ P Θ, let sLjpθq :“ 1
n
ÿ
iPGj
ℓpθ,Xiq
be the empirical risk evaluated over the subsample indexed by Gj . Assume that ρ : R ÞÑ R`
is a convex, even function that is increasing on p0,8q and such that its (right) derivative is
bounded. Let t∆nuně1 be a sequence of positive scalars (called “scaling factors” below) such
that ∆n “ op
?
nq and ∆8 :“ limnÑ8∆n P p0,8s exists 1, and define
pLpθq :“ pLn,kpθq “ argmin
zPR
kÿ
j“1
ρ
ˆ?
n
sLjpθq ´ z
∆n
˙
.
pLpθq is the estimator that we referred to as robust proxy of Lpθq, where robustness is justified by
the fact that the error
ˇˇˇpLpθq ´ Lpθqˇˇˇ satisfies non-asymptotic exponential deviation bounds under
minimal assumptions on the tails of the random variable ℓpθ,Xq, and the ability of pLpθq to resist
1The most interesting case is when ∆8 ă 8 as it corresponds to the most “robust” estimator
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adversarial outliers. For example, Theorem 3 in (Minsker, 2019a) essentially states that for all
s À k,
ˇˇˇpLpθq ´ Lpθqˇˇˇ ď C Var1{2 ´a s
N
` k
N
` O
?
n
N
¯
with probability at least 1 ´ e´s, assuming
that E|ℓpθ,Xq|3 ă 8. Given robust proxy pLpθq of the risk, a natural analogue of the classical
empirical risk minimizer rθN can be obtained by minimizing pLpθq instead, that is,pθn,k :“ argmin
θPΘ
pLpθq, (3)
where the minimum is assumed to be achieved (this is not crucial for our results, as they
still hold if pθn,k is replaced by a “near-minimizer” of the risk). This approach has been pre-
viously investigated by Brownlees et al. (2015); Holland and Ikeda (2017); Lecue´ et al. (2018);
Minsker and Mathieu (2019), where the main object of interest was the excess risk Eppθn,kq :“
Lppθn,kq ´ Lpθ0q. In the present work however, we will be interested in the asymptotic behavior
of the estimator error pθn,k ´ θ0, rather than the risk: specifically, we will establish asymptotic
normality of the sequence
?
N
´pθn,k ´ θ0¯. Let us mention that the nonlinear nature of the es-
timator pLpθq makes the proofs more technical compared to the classical theory of empirical risk
minimization.
Another fruitful approach is based on the so-called “median-of-means tournaments” (Lugosi and Mendelson,
2016) and the closely related “min-max” (Audibert et al., 2011; Lecue´ and Lerasle, 2017) estima-
tors. The latter is based on a simple observation that
θ0 “ argminθPΘmaxθ1PΘ pLpθq ´ Lpθ1qq. Therefore, an estimator of θ0 can be constructed by
replacing the difference Lpθq ´ Lpθ1q by its robust proxy. A natural candidate is defined via
pLpθ, θ1q :“ argmin
zPR
kÿ
j“1
ρ
ˆ?
n
sLjpθq ´ sLjpθ1q ´ z
∆n
˙
,
where t∆nuně1 is same as before, and´pθp1qn,k, pθp2qn,k¯ “ argmin
θPΘ
max
θ1PΘ
pLpθ, θ1q. (4)
This approach, based on a seemingly “tautological” idea, often leads to stronger results as it
allows one to overcome the difficulty caused by the fact that pLpθ, θ1q ‰ pLpθq ´ pLpθq by directly
estimating the difference of the risks. Our results demonstrate that in the classical parametric
framework, the sequences
?
N
´pθpiqn,k ´ θ0¯ , i “ 1, 2, are asymptotically normal under essentially
the same set of sufficient conditions as required by the standard M-estimators (van der Vaart,
2000). On the other hand, assumptions required for the asymptotic normality of
?
N
´pθn,k ´ θ0¯
are slightly more restrictive. A somewhat surprising fact is that is that the estimators pθpiqn,k, i “
1, 2 are often asymptotically efficient, while pθn,j is not.
Finally, let us remark that the “classical” median-of-means estimator (Nemirovski and Yudin,
1983; Alon et al., 1996) corresponds to the choice ρpxq “ |x|. In this paper, we will only deal with
smooth loss functions ρ, and the possibility of extensions of our results to the case ρpxq “ |x| is
left as an open problem.
1.1. Notation.
Absolute constants will be denoted c, c1, C, C1, C
1, etc., and may take different values in different
parts of the paper. Given a, b P R, we will write a ^ b for minpa, bq and a_ b for maxpa, bq. For
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a function f : Rd ÞÑ R, define
argmin
yPRd
fpyq :“ ty P Rd : fpyq ď fpxq for all x P Rdu,
and }f}8 :“ ess supt|fpyq| : y P Rdu. Moreover, Lpfq will stand for the Lipschitz constant of f ;
if d “ 1 and f is m times differentiable, f pmq will denote the m-th derivative of f . For a function
gpθ, xq mapping RdˆR to R, Bθg will denote the vector of partial derivatives with respect to the
coordinates of θ; similarly, B2θg will denote the matrix of second partial derivatives.
For x P Rd, }x} will stand for the Euclidean norm of x, }x}8 :“ maxj |xj |, and for a matrix
A P Rdˆd, }A} will denote the spectral norm of A. We will frequently use the standard big-
O and small-o notation, as well as their in-probability siblings oP and OP . For vector-valued
sequences txjujě1, tyjujě1 Ă Rd, expressions xj “ opyjq and xj “ Opyjq are assumed to hold
coordinate-wise. For a square matrix A P Rdˆd, trA :“ řdj“1 Aj,j denotes the trace of A.
Given a function g : R ÞÑ R, measure Q and 1 ď p ă 8, we set }g}p
LppQq :“
ş
R
|gpxq|pdQ.
For i.i.d. random variables X1, . . . , XN distributed according to P , PN :“ 1N
řN
j“1 δXj will stand
for the empirical measure; here, δXpgq :“ gpXq. The expectation with respect to a probability
measure Q will be denoted EQ; if the measure is not specified, it will be assumed that the
expectation is taken with respect to P , the distribution of X . Given f : S ÞÑ Rd, we will write
Qf for
ş
fdQ P Rd, assuming that the last integral is calculated coordinate-wise. For θ P Θ, let
σ2pθq “ Var pℓpθ,Xqq and for Θ1 Ď Θ, define σ2pΘ1q :“ supθPΘ1 σ2pθq.
Finally, we will adopt the convention that the infimum over the empty set is equal to `8.
Additional notation and auxiliary results are introduced on demand.
2. Statements of the main results.
We begin by listing the assumptions on the model; these conditions are very similar to the stan-
dard assumptions made in the parametric estimation framework (van der Vaart, 2000; van der Vaart and Wellner,
1996). The first assumption lists the requirements for the loss function ρ (chosen by the statis-
tician).
Assumption 1. The function ρ : R ÞÑ R is convex, even, and such that
(i) ρ1pzq “ z for |z| ď 1 and ρ1pzq “ const for z ě 2.
(ii) z ´ ρ1pzq is nondecreasing;
(iii) ρp5q is bounded and Lipschitz continuous.
An example of a function ρ satisfying required assumptions is given by “smoothed” Huber’s
loss defined as follows. Let
Hpyq “ y
2
2
It|y| ď 3{2u ` 3
2
ˆ
|y| ´ 3
4
˙
It|y| ą 3{2u
be the usual Huber’s loss. Moreover, let ψ be the “bump function” ψpxq “ C exp
´
´ 4
1´4x2
¯  |x| ď 1
2
(
where C is chosen so that
ş
R
ψpxqdx “ 1. Then ρ given by the convolution ρpxq “ ph ˚ ψqpxq
satisfies assumption 1.
Assumption 2. The Hessian B2θLpθ0q exists and is strictly positive definite.
An immediate implication of this assumption is the fact that in a sufficiently small neighbor-
hood of θ0, cpθ0q}θ ´ θ0}2 ď Lpθq ´ Lpθ0q ď Cpθ0q}θ ´ θ0}2 for some 0 ă cpθ0q ď Cpθ0q ă 8.
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Assumption 3A. For any θ P Θ, there exists a ball Bpθ, rpθqq such that for all θ1, θ2 P Bpθ, rpθqq
and some measurable functionMθ, |ℓpθ1, xq ´ ℓpθ2, xq| ďMθpxq}θ1´θ2}. Moreover, EM2`τθ pXq ă
8 for some τ P r0, 1s. Finally, for every θ P Θ, the map θ1 ÞÑ ℓpθ1, xq is differentiable at θ for
P -almost all x (where the exceptional set of measure 0 can depend on θ), with derivative Bθℓpθ, xq.
Assumption 3A is very similar to the standard set of sufficient conditions for the asymptotic
normality of M-estimators, see for instance Theorem 5.23 in the book by van der Vaart (2000).
Stronger requirement τ ą 0 is only needed to prove asymptotic normality of the estimator (1),
while the rest of our results hold with τ “ 0. Next, define
ωN pδq :“ E sup
}θ1´θ0}ďδ
?
N
››pPN ´ P q `Bθℓpθ1, ¨q ´ Bθℓpθ0, ¨q˘›› .
Assumption 3B. Suppose that limδÑ0 lim supNÑ8 ωNpδq “ 0. Moreover, there exists τ P p0, 1s
such that E |ℓpθ,Xq|2`τ ă 8 for all θ P Θ, and the envelope function Vpx; δq :“ sup}θ´θ0}ďδ }Bθℓpθ, xq}
of the class tBθℓpθ, ¨q : }θ ´ θ0} ď δu satisfies EV2`τ pX ; δq ă 8 for sufficiently small δ.
Assumption 3B is only used in the proof of asymptotic normality of the estimator (1). When
both assumption 3A and 3B are imposed, we will assume that they hold for the same constant
τ ą 0. Assumption 3B requires that the empirical processes indexed by coordinates of the class
of vector-valued functions tBθℓpθ, ¨q : }θ ´ θ0} ď δu are asymptotically continuous at θ0, plus
imposes an additional mild integrability condition on the envelope function. It is well known
(van der Vaart and Wellner, 1996) that it holds for classes that satisfy uniform entropy bounds
such as VC-subgraph classes as well as classes that are Ho¨lder continuous in parameter, meaning
that }Bθℓpθ1, xq ´ Bθℓpθ2, xq} ď ĂMθ0pxq}θ1 ´ θ2}α for some α ą 0 and all θ1, θ2 in a neighborhood
of θ0, where E
ˇˇˇĂM2`τθ0 pXqˇˇˇ ă 8.
The final assumption that we impose allows us to treat non-compact parameter spaces. Essen-
tially, we require that the estimators pθn,k and pθpjqn,k, j “ 1, 2 defined via (1) and (1) respectively
belong to compact sets of sufficiently large diameter with high probability, namely,
lim
RÑ8
lim sup
n,kÑ8
P
´›››pθn,k ´ θ0››› ě R¯ “ 0 and
lim
RÑ8
lim sup
n,kÑ8
P
´›››pθpjqn,k ´ θ0››› ě R¯ “ 0, j “ 1, 2.
The following condition turns out to be sufficient for the display above to hold:
Assumption 4. Given t, R ą 0 and a positive integer n, define
Bpn,R, tq :“ P
˜
inf
θPΘ, }θ´θ0}ěR
1
n
nÿ
j“1
ℓpθ,Xjq ă Lpθ0q ` t
¸
.
Then limRÑ8 lim supnÑ8Bpn,R, tq “ 0 for some t ą 0.
Requirements similar to assumption 4 are commonly imposed in the framework of M-estimation,
see (van der Vaart, 2000). Of course, when Θ is compact, assumption 4 holds automatically; an-
other general scenario when assumption 4 is true occurs if the class tℓpθ, ¨q : θ P Θu is Glivenko-
Cantelli (van der Vaart and Wellner, 1996). Otherwise, it can usually be verified on a case-by-
case basis. For instance, consider the framework of linear regression, where the data consist
of i.i.d. copies of the random couple pZ, Y q P Rd ˆ R such that Y “ xθ˚, Zy ` ε for some
θ˚ P Rd and a noise variable ε that is independent of Z and has variance σ2. Moreover, as-
sume that Z is centered and has positive definite covariance matrix Σ. It is easy to see that
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1
n
řn
j“1 ℓpθ, Zj, Yjq “ 1n
`}~ε}2 ` }Zpθ ´ θ˚q}2 ´ 2x~ε,Zpθ˚ ´ θqy˘, where ~ε “ pε1, . . . , εnqT and
Z P Rnˆd has Z1, . . . , Zn as rows. Cauchy-Schwarz inequality combined with a simple relation
2|ab| ď a2{2` 2b2 that holds for all a, b P R yield that
1
n
nÿ
j“1
ℓpθ, Zj , Yjq ě 1
2n
}Zpθ ´ θ˚q}2 ´ 1
n
}~ε}2,
hence inf}θ´θ˚}ěR
1
n
řn
j“1 ℓpθ, Zj , Yjq ě R
2
2
inf}u}“1xΣnu, uy ´ 1n}~ε}2 where Σn “ 1n
řn
j“1 ZjZ
T
j
is the sample covariance matrix. Since inf}u}“1xΣnu, uy ě λminpΣq´}Σn´Σ} “ λminpΣq´oP p1q
and 1
n
}~ε}2 “ Opp1q, it is easy to conclude that assumption 4 holds.
We are ready to state the main results regarding consistency and asymptotic normality of the
estimators defined in (1) and (1). Recall the adversarial contamination framework defined in sec-
tion 1. In all statements below, we assume that the sequences tkjujě1 and tnjujě1 corresponding
the the number of subgroups and their cardinality respectively are non-decreasing and converge
to 8, and that the total sample size is Nj :“ kjnj.
Theorem 1. Let assumptions 1, 2, 3A and 4 be satisfied, where we take τ “ 0 in assumption
3A. Suppose that the number of outliers Oj is such that lim sup
jÑ8
Oj
kj
ď c for a sufficiently small
constant c ą 0.
1. If moreover Var pℓpθ,Xqq ă 8 for all θ P Θ, then the estimator pθnj ,kj defined in (1) is
consistent: pθnj ,kj Ñ θ0 in probability as j Ñ8.
2. Under no additional assumptions, pθp1qnj ,kj Ñ θ0 and pθp2qnj ,kj Ñ θ0 in probability as j Ñ 8,
where
´pθp1qnj ,kj , pθp2qnj ,kj¯ were defined in (1).
This result is essentially a corollary of the fact that under the stated assumptions,
supθPΘ1
ˇˇˇpLpθq ´ LpθqˇˇˇÑ 0 over compact subsets Θ1 Ď Θ. Note that we impose an extra condition
Var pℓpθ,Xqq ă 8, θ P Θ (in fact, it suffices to require this some θ1 P Θ) to obtain consistency of
the sequence tpθnj ,kj ujě1; this assumption seems to be unavoidable and has been imposed in the
prior work on the topic (Brownlees et al., 2015). The following statements constitute the main
contribution of the paper.
Theorem 2. Assume that the the sample is free of adversarial contamination (that is, κ “ 0).
Let assumptions 1, 2, 3A and 4 be satisfied, where we take τ “ 0 in assumption 3A. Thena
Nj
´pθpiqnj ,kj ´ θ0¯ dÝÑ N `0, D2pθ0q˘ as j Ñ8, i “ 1, 2,
where D2pθ0q “
“B2θLpθ0q‰´1Σ “B2θLpθ0q‰´1 and Σ “ E “Bθℓpθ0, XqBθℓpθ0, XqT ‰.
In essence, this result establishes the fact that when the sample is free of adversarial corrup-
tion, no loss of asymptotic efficiency occurs if the standard M-estimator based on empirical risk
minimization is replaced by its robust counterpart pθp1qN or pθp2qN , as their asymptotic covariances
are equal. For example, maximum likelihood estimator corresponds to the case when tpθ, θ P Θu
is a family of probability density functions with respect to some σ-finite measure µ and ℓpθ, ¨q “
´ log pθp¨q. If it holds that ´B2θ E log pθ0pXq “ Ipθ0q :“ E
“Bθ log pθ0pXqBθ log pθ0pXqT ‰, then it
follows that pθpiqNj , i “ 1, 2 are asymptotically equivalent to the maximum likelihood estimator.
However, as the next result shows, the situation is different if we use the estimator pθn,k instead.
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Theorem 3. Assume that the the sample is free of adversarial contamination (meaning that
κ “ 0). Suppose that assumptions 1 – 4 hold where τ ą 0 in assumptions 3A and 3B. Moreover,
suppose that kj “ opnτj q as j Ñ8. Then the estimator pθnj ,kj defined in (1) satisfiesa
Nj
´pθnj ,kj ´ θ0¯ dÝÑ N `0, V 2pθ0, ρq˘ as k, nÑ8,
where V 2pθ0, ρq “
“B2θLpθ0q‰´1A2pθ0, ρq “B2θLpθ0q‰´1 and
A2pθ0, ρq “
ˆ
Eρ2
ˆ
Z1
∆8
˙˙´2˜
E
«ˆ
ρ2
ˆ
Z1
∆8
˙˙2
Z2Z
T
2
ff
` 1
∆28
´
Eρp4q
´
Z1
∆8
¯¯2
E
´
ρ1
´
Z1
∆8
¯¯2
´
Eρ2
´
Z1
∆8
¯¯2 Γpθ0qΓT pθ0q
` 2
∆8
Eρp4q
´
Z1
∆8
¯
E
”
ρ2
´
Z1
∆8
¯
ρ1
´
Z1
∆8
¯
Z1
ı
VarpZ1qEρ2
´
Z1
∆8
¯ Γpθ0qΓT pθ0q¸.
Here, ∆8 “ limjÑ8∆nj , Γpθ0q “ E rℓpθ0, Xq Bθℓpθ0, Xqs P Rd, and pZ2, Z1q P Rd ˆ R is a
centered multivariate normal vector with covariance matrix
Σpθ0q “
ˆ
E
“Bθℓpθ0, Xq Bθℓpθ0, XqT ‰ Γpθ0q
Γpθ0qT Var pℓpθ0, Xqq
˙
.
Let us briefly discuss the result of Theorem 3. First of all, the requirement kj “ opnτj q is
imposed to guarantee that the bias of the estimator pLpθq is of order opN´1{2j q; this condition
“compensates” for the fact that estimator pLpθq is not linear with respect to ℓpθ, ¨q. The expression
for the asymptotic variance in the previous result is long and somewhat hard to parse. First,
notice that if we set ρpxq “ x2 (at least formally, as this choice of ρ does not satisfy assumption
1), then we get A2pθ0, ρq “ EZ2ZT2 is the Fisher information, as one would expect. The (rather
complex) expression for the covariance matrix V 2pθ0, ρq stems from the fact, rigorously estab-
lished in the course of the proof, that
?
N
´pθn,k ´ θ0¯ is asymptotically equivalent, up to the
linear transformation, to the sequence
1?
k
kÿ
j“1
ρ2
ˆ?
n
∆n
`
L¯jpθ0q ´ Lpθ0q
˘˙?
n ¨ BθL¯jpθ0q ` V pρ, θ0,∆nq?
k
kÿ
j“1
ρ1
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙
for some fixed vector V pρ, θ0,∆nq P Rd. The latter is a sum of i.i.d. random vectors that is
asymptotically normal, with covariance matrix being exactly A2pθ0, ρq. Let us mention several
examples where A2pθ0, ρq takes the simple form
A2pθ0, ρq “
E
´
ρ2
´
Z1
∆8
¯¯2
´
Eρ2
´
Z1
∆8
¯¯2 E “Z2ZT2 ‰ ,
while the second and third terms in the expression of A2pθ0, ρq vanish; it is also easy to notice
that
Epρ2p Z1∆8 qq2
pEρ2p Z1∆8 qq2
E
“
Z2Z
T
2
‰
ľ E
“Bθℓpθ0, Xq Bθℓpθ0, XqT ‰, where A1 ľ A2 means that the matrix
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A1 ´ A2 is nonnegative definite. The most obvious situation occurs when limjÑ8∆nj “ 8,
whence A2pθ0, ρq “ E
“
Z2Z
T
2
‰
and pθN is asymptotically equivalent to the standard M-estimatorrθN . However, letting ∆n Ñ 8 causes the estimator to be less robust, as indicated by Theorem
1, which makes this example less interesting.
The second scenario when A2pθ0, ρq takes a simple form corresponds to the case when Γpθ0q “
0. One example that fits this scenario is given by linear regression where X “ pZ, Y q P RdˆR, Z
is a random vector satisfying E}Z}4 ă 8, and Y “ xθ˚, Zy ` ε for some θ˚ P Rd and a centered
noise variable ε that is independent of Z. Another example is the maximum likelihood estimation
of the location parameter. Here, ℓpθ, xq “ ´ log fpx´θq, θ P Rd, where f is a probability density
function with respect to some shift-invariant measure µ, and X has density fpx´θ0q for θ0 P Rd.
Assuming that f is sufficiently regular, it is easy to check that in this case Γpθ0q is equal to the
gradient of the function Epθq “ ş
Rd
fpx´ θq ¨ log fpx´ θqdµpxq, which is equal to the differential
entropy corresponding to the density fpx´ θq. If µ is shift-invariant, the entropy in the location
family is constant, hence it follows that Γpθ0q “ 0.
An interesting open question is whether one can reduce the asymptotic variance by re-
placing the estimator pθn,k with its permutation-invariant version pθUn,k defined as follows. Let
A
pnq
N :“ tJ : J Ď t1, . . . , Nu, cardpJq “ nu be a collection of all distinct subsets of t1, . . . , Nu of
cardinality n. Given J P ApnqN , let sLpθ; Jq :“ 1n řiPJ ℓpθ,Xiq. Consider U-statistic of the form
Un,kpz; θq :“
ÿ
JPApnq
N
ρ
ˆ?
n
sLpθ; Jq ´ z
∆n
˙
.
The permutation-invariant version of pLpθq is naturally defined as
pLU pθq :“ argmin
zPR
Un,kpz; θq,
and the permutation-invariant version of pθn,k is consequently
pθUn,k :“ argmin
θPΘ
pLU pθq.
There exists preliminary evidence that in some special cases, pLU pθq, unlike pLpθq, is an asymp-
totically efficient estimator of the risk Lpθq, meaning that ?N
´pLU pθq ´ Lpθq¯ dÝÑ Np0, σ2pθqq;
results of this type can be found in the recent work by DiCiccio and Romano (2020), however,
they do not directly apply to our setup due to requirement that nj “ opkjq as j Ñ8. It is natural
to expect therefore that the estimator pθUn,k is an improvement, asymptotically, over pθn,k. Precisely
characterizing the asymptotic variance of pθUn,k will likely require some advances in the theory of
U-statistics of growing order which at this point, to the best of author’s knowledge, is not fully
developed (however, interesting results in this direction were obtain in the aforementioned paper
by DiCiccio and Romano (2020)).
3. Proofs.
The strategies of the proofs of Theorems 2 and 3 are different: the proof of Theorem 2 uses
characterization of
´pθp1qn,k, pθp2qn,k¯ as the minimizer/maximizer of the risk, and follows a standard
pattern of consequently establishing consistency, rate of convergence and finally the asymptotic
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normality. The arguments are quite general and can be extended beyond the classes that satisfy
Lipschitz property imposed by assumption 3A. The proof on Theorem 3 on the other hand is
based on treating pθn,j as a “Z-estimator” solving the estimating equation BθpLppθn,jq “ 0. Required
reasoning is slightly more technical, and the Lipschitz property of the class plays an important
role in controlling the product empirical process arising in the course of the proof.
3.1. Technical tools.
We recall some of the basic facts and existing results that our proofs often rely upon. Given a
metric space pT, ρq, the covering number NpT, ρ, εq is defined as the smallest N P N such that
there exists a subset F Ď T of cardinality N with the property that for all z P T , ρpz, F q ď ε.
Let tY ptq, t P T u be a stochastic process indexed by T . We will say that it has sub-Gaussian
increments with respect to some metric ρ if for all t1, t2 P T and s P R,
EespYt1´Yt2 q ď e s
2ρ2pt1 ,t2q
2 .
Fact 1 (Dudley’s entropy bound). Let tY ptq, t P T u be a centered stochastic process with sub-
Gaussian increments. Then the following inequality holds:
E sup
tPT
|Y ptq ´ Y pt0q| ď 12
DpT qż
0
a
logNpT, ρ, εqdε,
where DpT q is the diameter of the space T with respect to ρ.
Proof. See the book by Talagrand (2005).
Lemma 1. Let tAnpθq, θ P Θu, tBnpθq, θ P Θ Ď Rdu be sequences of stochastic processes
such that for every θ P Θ, the sequences of random variables tAnpθquně1 and tBnpθquně1 are
stochastically bounded, and for any ε ą 0,
lim sup
nÑ8
P
˜
sup
}θ´θ0}ďδ
|Anpθq ´Anpθ0q| ě ε
¸
Ñ 0 as δ Ñ 0,
lim sup
nÑ8
P
˜
sup
}θ´θ0}ďδ
|Bnpθq ´Bnpθ0q| ě ε
¸
Ñ 0 as δ Ñ 0.
Then
lim sup
nÑ8
P
˜
sup
}θ´θ0}ďδ
|AnpθqBnpθq ´Anpθ0qBnpθ0q| ě ε
¸
Ñ 0 as δ Ñ 0.
Moreover, if there exists c ą 0 such that
lim inf
nÑ8
Pp|Bnpθ0q| ě cq “ 1,
then the following also holds:
lim sup
nÑ8
P
˜
sup
}θ´θ0}ďδ
ˇˇˇˇ
Anpθq
Bnpθq ´
Anpθ0q
Bnpθ0q
ˇˇˇˇ
ě ε
¸
Ñ 0 as δ Ñ 0.
Proof. The result follows in a straightforward manner from the triangle inequality hence the
details are omitted.
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The following bound that we will frequently rely upon allows one to control the error
ˇˇˇpLpθq ´ Lpθqˇˇˇ
uniformly over compact subsets Θ1 Ď Θ. Recall the adversarial contamination framework intro-
duced in section 1, and define r∆ :“ max `∆n, σpΘ1q˘ .
Lemma 2. Let L “ tℓpθ, ¨q, θ P Θu be a class of functions mapping S to R, and assume
that supθPΘ E |ℓpθ,Xq ´ Lpθq|2`τ ă 8 for some τ P r0, 1s. Then there exist absolute constants
c, C ą 0 and a function gτ,P pxq satisfying gτ,P pxq xÑ8“
#
op1q, τ “ 0,
Op1q, τ ą 0 such that for all s ą 0,
n and k satisfying
s?
k∆n
E sup
θPΘ1
1?
N
Nÿ
j“1
|ℓpθ,Xjqq ´ Lpθq| ` gτ,P pnq sup
θPΘ1
E |ℓpθ,Xq ´ Lpθq|2`τ
∆2`τn nτ{2
` O
k
ď c,
the following inequality holds with probability at least 1´ 1
s
:
sup
θPΘ1
ˇˇˇpLpθq ´ Lpθqˇˇˇ ď C«s ¨ r∆
∆n
E sup
θPΘ1
ˇˇˇˇ
ˇ 1N
Nÿ
j“1
´
ℓpθ,Xjq ´ Lpθq
¯ˇˇˇˇˇ
` r∆˜ 1?
n
O
k
` gτ,P pnq?
n
sup
θPΘ1
E |ℓpθ,Xq ´ Lpθq|2`τ
∆2`τn nτ{2
¸ff
.
The proof of this bound is mimics the argument behind Theorem 3.1 in (Minsker, 2019b); we
outline the necessary modifications in section 3.7. For the illustration purposes, assume that O “
0, whence the result above implies that as long as E supθPΘ1
1?
N
řN
j“1 |ℓpθ,Xjqq ´ Lpθq| “ Op1q
and σpΘ1q À ∆n “ Op1q,
sup
θPΘ1
ˇˇˇpLpθq ´ Eℓpθ,Xqˇˇˇ “ Op ´N´1{2 ` n´p1`τq{2¯ .
Moreover, ifO “ κN , then, setting k — Nκ 22`τ , we see that supθPΘ1
ˇˇˇpLpθq ´ Lpθqˇˇˇ “ Op ´N´1{2 ` κ 1`τ2`τ ¯ .
3.2. Proof of Theorem 1.
To simplify and clarify the notation, we will omit subscript j in most cases and simply write
“k, n” instead of “kj , nj” to denote the increasing sequences of the number of subgroups and
their cardinalities. Observe that
Lppθn,kq “ Lppθn,kq ´ pLppθn,kq ` pLppθn,kq ď Lppθn,kq ´ pLppθn,kq ` pLpθ0q
ď Lpθ0q `
´
Lppθn,kq ´ pLppθn,kq¯ ` ´pLpθ0q ´ Lpθ0q¯ .
Given ε ą 0, assumption 2 implies that there exists δ ą 0 such that inf}θ´θ0}ěε Lpθq ą Lpθ0q ` δ
(in fact, this inequality holds under weaker condition than assumption 2). Therefore, for any
R ą 0
P
´
}pθn,k ´ θ0} ě ε¯ ď P˜ sup
θPΘ:}θ´θ0}ďR
|pLpθq ´ Lpθq| ą δ{2¸` P´}pθn,k ´ θ0} ě R¯.
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It follows from Lemma 2 that
sup
θPΘ:}θ´θ0}ďR
ˇˇˇpLpθq ´ LpθqˇˇˇÑ 0 in probability
as long as lim supk,nÑ8
Opk,nq
k
ď c as n, k Ñ8. To see this, observe that
E sup
θPΘ:}θ´θ0}ďR
ˇˇˇˇ
ˇ 1?N
Nÿ
j“1
ℓpθ,Xjq ´ Lpθq
ˇˇˇˇ
ˇ
ď E sup
θPΘ:}θ´θ0}ďR
1?
N
Nÿ
j“1
pℓpθ,Xjq ´ ℓpθ0, Xjq ´ pLpθq ´ Lpθ0qqq `
a
Var pℓpθ0, Xqq.
Therefore, it suffices to show that
lim sup
NÑ8
E sup
θPΘ:}θ´θ0}ďR
1?
N
Nÿ
j“1
pℓpθ,Xjq ´ ℓpθ0, Xjq ´ pLpθq ´ Lpθ0qqq ă 8.
To this end, we use a well-known argument based on symmetrization inequality and Dudley’s
entropy integral bound (see Fact 1). Let ε1, . . . , εN be i.i.d. random signs, independent of the
data X1, . . . , XN . Then symmetrization inequality (van der Vaart and Wellner, 1996) yields that
E sup
θPΘ:}θ´θ0}ďR
1?
N
ˇˇˇˇ
ˇ Nÿ
j“1
pℓpθ,Xjq ´ ℓpθ0, Xjq ´ pLpθq ´ Lpθ0qqq
ˇˇˇˇ
ˇ
ď 2E sup
θPΘ:}θ´θ0}ďR
1?
N
ˇˇˇˇ
ˇ Nÿ
j“1
εj pℓpθ,Xjq ´ ℓpθ0, Xjqq
ˇˇˇˇ
ˇ .
Conditionally on X1, . . . , XN , the process ℓpθ, ¨q ÞÑ 1?N
řN
j“1 εj pℓpθ,Xjq ´ ℓpθ0, Xjqq has sub-
Gaussian increments with respect to the metric d2N pθ1, θ2q :“ 1N
řN
j“1 pℓpθ1, Xjq ´ ℓpθ2, Xjqq2. It
follows from compactness of the set Bpθ0, Rq “ tθ : }θ ´ θ0} ď Ru and assumption 4 that there
exist θ1, . . . , θNpRq such that
ŤNpRq
j“1 Bpθj , rpθjqq Ě Bpθ0, Rq and
|ℓpθ1, xq ´ ℓpθ2, xq| ďMθjpxq}θ1 ´ θ2}
for all θ1, θ2 P Bpθj , rpθjqq, where Mθjpxq is defined in assumption 3A. To cover Bpθ0, Rq by the
balls of dN -radius τ , it suffices to cover each of the NpRq balls Bpθj , rpθjqq. It is easy to see that
the latter requires at most
´
6rpθjq}Mθj }L2pPN q
τ
¯d
balls of radius τ . Therefore,
log1{2NpBpθ0, Rq, dN , τq ď log1{2
¨˝
NpRqÿ
j“1
«ˆ
6rpθjq}Mθj}L2pPN q
τ
˙d
_ 1
ff‚˛.
Note that for any x1, . . . , xm ě 1,
řm
j“1 xj ď m
śm
j“1 xj , or log
´řm
j“1 xj
¯
ď logm`řmj“1 log xj ,
so that
log1{2
¨˝
NpRqÿ
j“1
«ˆ
6rpθjq}Mθj}L2pPN q
τ
˙d
_ 1
ff‚˛ď log1{2NpRq`NpRqÿ
j“1
?
d log
1{2
`
ˆ
6rpθjq}Mθj}L2pPN q
τ
˙
,
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where log`pxq :“ maxplog x, 0q. Moreover, the diameter DN of the set Bpθ0, Rq is at most
2
řNpRq
j“1 rpθjq}Mθj }L2pPN q. Therefore,ż DN
0
log1{2NpBpθ0, Rq, dN , τqdτ
ď C
¨˝
DN log
1{2NpRq `
?
d
NpRqÿ
j“1
rpθjq}Mθj}L2pPN q
ż 1
0
log1{2p1{τqdτ‚˛
and
E sup
θPΘ:}θ´θ0}ďR
1?
N
ˇˇˇˇ
ˇ Nÿ
j“1
εjℓpθ,Xjq
ˇˇˇˇ
ˇ ď C log1{2pNpRqq
NpRqÿ
j“1
rpθjq}Mθj}L2pP q ă 8.
It remains to establish that }pθn,k´θ0} ď R for R large enough with probability close to 1. Recall
that
Bpn,R, tq “ P
˜
inf
}θ´θ0}ěR
1
n
nÿ
j“1
ℓpθ,Xjq ă Lpθ0q ` t
¸
.
Assumption 4 states that limRÑ8 lim supnÑ8Bpn,R, tq “ 0 for some t ą 0. In particular, one
can choose R0 and n0 such that Bpn0, R0, tq ă 0.01 for all n ě n0 and R ě R0. As
pLpθq “ argmin
zPIR
kÿ
j“1
ρ
ˆ?
n
∆n
pL¯jpθq ´ zq
˙
,
it solves thse equation
řk
j“1 ρ
1
´?
n
∆n
pL¯jpθq ´ pLpθqq¯ “ 0. Assumption 1 implies that ρ1pxq “ }ρ1}8
for x ě 2. Therefore, pLpθq ă Lpθ0q ` t{2 only if L¯jpθq ă Lpθ0q ` t{2` 2∆n?n for j P J such that
|J | ě k{2. To see this, suppose that there exists a subset J 1 Ď t1, . . . , ku of cardinality |J 1| ą k{2
such that L¯jpθq ě Lpθ0q ` t{2` 2∆n?n for j P J 1 while pLpθq ă Lpθ0q ` t{2. In turn, it implies that
L¯jpθq ´ pLpθq ą 2∆n?n , j P J 1, whence
kÿ
j“1
ρ1
ˆ?
n
∆n
pLjpθq ´ pLpθqq˙ ą k
2
}ρ}8 `
ÿ
jRJ 1
ρ1
ˆ?
n
∆n
pLjpθq ´ pLpθqq˙ ą 0,
leading to a contradiction. Therefore,
P
ˆ
inf
}θ´θ0}ěR
pLpθq ă Lpθ0q ` t{2˙
ď P
ˆ
DJ Ď t1, . . . , ku, |J | ě k{2 : inf
}θ´θ0}ěR
L¯jpθq ă Lpθ0q ` t{2` 2∆n?
n
, j P J
˙
ď
ˆ
k
tk{2u
˙
pBpn,R, tqqk{2 ď p2eqk{2 pBpn,R, tqqk{2 (5)
whenever 2∆n?
n
ď t{2 and where we used the inequality `M
l
˘ ď pMe{lql. Moreover, if n ě n0 and
R ě R0, we deduce that p2eqk{2 pBpn,R, tqqk{2 ă 0.25k Ñ 0 as k Ñ 8. As pLpθ0q Ñ Lpθ0q in
probability (e.g., by Lemma 2), the preceding display implies that P
´
}pθn,k ´ θ0} ă R¯ Ñ 1 as
n, k,RÑ 8.
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The proof of of the second claim of the theorem proceeds in a similar way, with some mod-
ifications. For every θ1 P Θ, define pθpθ1q :“ argmaxθPΘ pLpθ1, θq. Observe that pL´pθp1qn,k, pθp2qn,k¯ ďpL´θ0, pθpθ0q¯, hence, whenever }pθpjqn,k ´ θ0} ď R, j “ 1, 2,
Lppθp1qn,kq ´ Lppθp2qn,kq “ Lppθp1qn,kq ´ Lppθp2qn,kq ˘ pLppθp1qn,k, pθp2qn,kq
ď pL´θ0, pθpθ0q¯` sup
}θj´θ0}ďR,j“1,2
ˇˇˇpLpθ1, θ2q ´ pLpθ1q ´ Lpθ2qqˇˇˇ
ď Lpθ0q ´ Lppθpθ0qq ` 2 sup
}θj´θ0}ďR,j“1,2
ˇˇˇpLpθ1, θ2q ´ pLpθ1q ´ Lpθ2qqˇˇˇ
ď 2 sup
}θj´θ0}ďR,j“1,2
ˇˇˇpLpθ1, θ2q ´ pLpθ1q ´ Lpθ2qqˇˇˇ ,
where we used the fact that Lpθ0q ´ Lppθpθ0qq ď 0 on the last step. On the other hand, for any
ε ą 0,
inf
}θ1´θ0}ěε
sup
θ2
pLpθ1q ´ Lpθ2qq ą Lpθ0q ` δ ´ Lpθ0q “ δ
where δ :“ δpεq ą 0 exists in view of assumption 2. Therefore,
P
´
}pθp1qN ´ θ0} ě ε¯ ď P
˜
sup
}θj´θ0}ďR,j“1,2
ˇˇˇpLpθ1, θ2q ´ pLpθ1q ´ Lpθ2qqˇˇˇ ą δ{2¸
` P
´›››pθp1qn,k ´ θ0››› ą R or ›››pθp2qn,k ´ θ0››› ą R¯.
Similarly, observe that by the definition of pθp2qn,k, whenever }pθpjqn,k´ θ0} ď R, j “ 1, 2 we have that
Lppθp1qn,kq ´ Lppθp2qn,kq “ Lppθp1qn,kq ´ Lppθp2qn,kq ˘ pLppθp1qn,k, pθp2qn,kq ě pLppθp1qn,k, pθp1qn,kqloooooomoooooon
“0
´ sup
}θj´θ0}ďR,j“1,2
ˇˇˇpLpθ1, θ2q ´ pLpθ1q ´ Lpθ2qqˇˇˇ .
In view of assumption 2, for any ε ą 0,
inf
θ1
sup
}θ2´θ0}ěε
pLpθ1q ´ Lpθ2qq ă Lpθ0q ´ Lpθ0q ´ δ “ ´δ.
Hence,
P
´
}pθp2qn,k ´ θ0} ě ε¯ ď P
˜
sup
}θj´θ0}ďR,j“1,2
ˇˇˇpLpθ1, θ2q ´ pLpθ1q ´ Lpθ2qqˇˇˇ ą δ¸
` P
´›››pθp1qn,k ´ θ0››› ą R or ›››pθp2qn,k ´ θ0››› ą R¯.
Following the standard steps for bounding the expected supremum outlined in the fist part of
the proof, it is easy to show that
E sup
}θj´θ0}ďR,j“1,2
ˇˇˇpLpθ1, θ2q ´ pLpθ1q ´ Lpθ2qqˇˇˇÑ 0 as k, nÑ8,
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so that P
´
sup}θj´θ0}ďR,j“1,2
ˇˇˇpLpθ1, θ2q ´ pLpθ1q ´ Lpθ2qqˇˇˇ ą δ{2¯ Ñ 0. It remains to establish
that P
´›››pθp1qn,k ´ θ0››› ą R or ›››pθp2qn,k ´ θ0››› ą R¯ Ñ 0. To this end, notice that by the definition ofpθp1qn,k,
0 ď pLppθp1qn,k, pθp2qn,kq ď pL´θ0, pθpθ0q¯ ď Lpθ0q ´ L´pθpθ0q¯loooooooooomoooooooooon
ď0
` sup
}θ´θ0}ďR
ˇˇˇpLpθ0, θq ´ pLpθ0q ´ Lpθqqˇˇˇ
on the event
!
}pθpθ0q ´ θ0} ď R). Repeating the steps presented in the first part of the proof for
the class tθ ÞÑ ℓpθ, ¨q´ℓpθ0, ¨q, θ P Θu, it is easy to see that E sup}θ´θ0}ďR
ˇˇˇpLpθ0, θq ´ pLpθ0q ´ LpθqqˇˇˇÑ
0 and P
´
}pθpθ0q ´ θ0} ą R¯Ñ 0 for R large enough and as n, k Ñ8, implying that
pLppθp1qn,k, pθp2qn,kq Ñ 0 in probability. (6)
On the other hand, by the definition of pθp2qn,k, it holds that pLppθp1qn,k, pθp2qn,kq ě pLppθp1qn,k, θ0q. Now,
assume that }pθp1qn,k ´ θ0} ą R while pLppθp1qn,k, θ0q ă Lpθ0q ` t{2 ´ Lpθ0q “ t{2. Arguing as in
the first part of the proof, we see that there exists J 1 Ă t1, . . . , ku such that |J 1| ą k{2 and
L¯jppθp1qn,kq ´ L¯jpθ0q ă Lpθ0q ` t{2´ Lpθ0q ` 2∆n?n for j P J 1, which implies the inequalities
inf
}θ´θ0}ąR
L¯jpθq ă Lpθ0q ` t{2` 2∆n?
n
` `L¯jpθ0q ´ Lpθ0q˘ , j P J 1.
Clearly, P
`ˇˇ`
L¯jpθ0q ´ Lpθ0q
˘ˇˇ ě t{4˘ ď 16
nt2
Var pℓpθ0, Xqq, therefore, for n and R large enough,
P
´
inf}θ´θ0}ąR L¯jpθq ă Lpθ0q ` t{2` 2∆n?n `
`
L¯jpθ0q ´ Lpθ0q
˘¯ ă 0.01 for any j. Reasoning as in
(3.2), we see that
P
´pLppθp1qn,k, θ0q ă t{2 and }pθp1qn,k ´ θ0} ą R¯Ñ 0 as k, nÑ8.
We deduce that on the one hand,
P
´pLppθp1qn,k, θ0q ě t{2č }pθp1qn,k ´ θ0} ą R¯Ñ P´}pθp1qn,k ´ θ0} ą R¯.
In view of (3.2), we see that on the other hand,
P
´pLppθp1qn,k, θ0q ě t{2č }pθp1qn,k ´ θ0} ą R¯ ď P´pLppθp1qn,k, θ0q ě t{2¯Ñ 0,
implying that P
´
}pθp1qn,k ´ θ0} ą R¯Ñ 0 for R large enough as n, k Ñ8.
Finally, assume that }pθp2qn,k´ θ0} ą R and that pLppθp1qn,k, pθp2qn,kq ą Lppθp1qn,kq´Lpθ0q´ t{2. Repeating
the reasoning behind (3.2), we see that the latter implies that there exists J 1 Ă t1, . . . , ku such
that |J 1| ą k{2 and L¯jppθp1qn,kq´ L¯jppθp2qn,kq ą Lppθp1qn,kq´´Lpθ0q ` t{2` 2∆n?n¯ for j P J 1, yielding that
on the event
!
}pθp1qn,k ´ θ0} ď R),
inf
}θ´θ0}ąR
L¯jpθq ă Lpθ0q ` t{2` 2∆n?
n
`
´
L¯jppθp1qn,kq ´ Lppθp1qn,kq¯
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ď Lpθ0q ` t{2` 2∆n?
n
` sup
}θ1´θ0}ďR
ˇˇ
L¯jpθ1q ´ Lpθ1q
ˇˇ
for j P J 1. We have shown before that P
´
}pθp1qn,k ´ θ0} ą R¯Ñ 0 for R large enough as n, k Ñ8.
As E sup}θ1´θ0}ďR
ˇˇ
L¯jpθ1q ´ Lpθ1q
ˇˇ Ñ 0 for any R ą 0 as n Ñ 8, for n and R large enough, the
argument similar to (3.2) implies that
P
˜
sup
}θ´θ0}ąR
pLppθp1qn,k, θq ą Lppθp1qn,kq ´ Lpθ0q ´ t{2
¸
Ñ 0 as k Ñ8,
therefore P
´
}pθp2qn,k ´ θ0} ą R Ş pL´pθp1qn,k, pθp2qn,k¯ ď Lppθp1qn,kq ´ pLpθ0q ` t{2q¯Ñ P´}pθp2qn,k ´ θ0} ą R¯.
On the other hand,
P
´pL´pθp1qn,k, pθp2qn,k¯ ď Lppθp1qn,kq ´ pLpθ0q ` t{2q¯ ď P´pL´pθp1qn,k, θ0¯ ď Lppθp1qn,kq ´ pLpθ0q ` t{2q¯
P
˜
Lppθp1qn,kq ´ Lpθ0q ´ sup}θ´θ0}ďR
ˇˇˇpLpθ, θ0q ´ pLpθq ´ Lpθ0qˇˇˇ ď Lppθp1qn,kq ´ pLpθ0q ` t{2q
¸
`P
´
}pθp1qn,k ´ θ0} ą R¯ “ P
˜
sup
}θ´θ0}ďR
ˇˇˇpLpθ, θ0q ´ pLpθq ´ Lpθ0qˇˇˇ ě t{2¸`P´}pθp1qn,k ´ θ0} ą R¯Ñ 0
for R large enough as n, kÑ8, therefore completing the proof of consistency.
3.3. Proof of Theorem 2.
As in the proof of Theorem 1, we will omit subscript j and write “k, n” instead of “kj , nj” to
denote the increasing sequences of the number of subgroups and their cardinalities. The argument
is divided into two steps. The first step consists in establishing the fact that the estimatorspθp1qn,k, pθp2qn,k converge to θ0 at ?N -rate, while on the second step we prove asymptotic normality
by “zooming” to the resolution level N´1{2; this proof pattern is quite standard in the empirical
process theory (van der Vaart and Wellner, 1996).
We present a detailed argument establishing the convergence rate for pθp1qn,k, and outline the
modifications necessary to establish the result for pθp2qn,k. Our goal is to show that
lim
MÑ8
lim sup
n,kÑ8
P
´?
N}pθp1qn,k ´ θ0} ě 2M¯ “ 0. (7)
Define SN,j :“
 
θ : 2j´1{?N ă }θ ´ θ0} ď 2j{
?
N
(
, S¯N,j :“
 
θ : 0 ď }θ ´ θ0} ď 2j{
?
N
(
, and
observe that
?
N}pθp1q ´ θ0} ě 2M ùñ inf
θPSN,j
´pLpθ, pθpθqq ´ pLpθ0, pθpθ0qq¯ ď 0 for some j ąM,
where pθpθ1q :“ argmaxθPΘ pLpθ1, θq. As pLpθ, pθpθqq ě pLpθ, θ0q for any θ, the inequality ?N}pθp1q ´
θ0} ě 2M implies that infθPSN,j
´pLpθ, θ0q ´ pLpθ0, pθpθ0q¯ ď 0 for some j ą M, which in turn
entails that
inf
θPSN,j
´pLpθ, θ0q ´ Lpθ, θ0q ´ pLpθ0, pθpθ0qq ` Lpθ0, pθpθ0qq¯ ď Lpθ0, pθpθ0qq ´ inf
θPSN,j
Lpθ, θ0q
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for some j ą M . Since Lpθ0, pθpθ0qq ´ infθPSN,j Lpθ, θ0q ď 0 by the definition of θ0, the previous
display yields that
sup
θPSN,j
ˇˇˇpLpθ, θ0q ´ Lpθ, θ0q ´ pLpθ0, pθpθ0qq ` Lpθ0, pθpθ0qqˇˇˇ
ě inf
θPSN,j
Lpθ, θ0q ´ Lpθ0, pθpθ0qq ě inf
θPSN,j
Lpθ, θ0q,
which further implies that either
sup
θPSN,j
ˇˇˇpLpθ, θ0q ´ Lpθ, θ0qˇˇˇ ě inf
θPSN,j
Lpθ, θ0q
2
, or
ˇˇˇpLpθ0, pθpθ0qq ´ Lpθ0, pθpθ0qqˇˇˇ ě inf
θPSN,j
Lpθ, θ0q
2
.
Let 0 ă η1 ď rpθ0q be small enough so that Lpθq´Lpθ0q ě c}θ´θ0}2 for θ such that }θ´θ0} ď η1
(existence of η1 follows from the assumption 2), and observe that P
´
}pθp1qn,k ´ θ0} ě η1¯ Ñ 0 as
n, k Ñ8 due to consistency of the estimator. We then have
P
´?
N}pθp1qn,k ´ θ0} ě 2M¯ ď Pˆ?N ˇˇˇpLpθ0, pθpθ0qq ´ Lpθ0, pθpθ0qqˇˇˇ ě c22M?
N
˙
` P
¨˚
˝ ď
j:jěM`1, 2j?
N
ďη1
sup
θPSN,j
?
N
ˇˇˇpLpθ, θ0q ´ Lpθ, θ0qˇˇˇ ě c22j´2?
N
‹˛‚` P´}pθp1qn,k ´ θ0} ě η1¯. (8)
To estimate P
ˆŤ
j:jěM`1, 2j?
N
ďη1 supθPSN,j
?
N
ˇˇˇpLpθ, θ0q ´ Lpθ, θ0qˇˇˇ ě c 22j´2?N
˙
, we invoke Propo-
sition 2 applied to the class
 
ℓpθ, ¨q ´ ℓpθ0, ¨q, θ P S¯N,j
(
. Since |ℓpθ, xq ´ ℓpθ0, xq| ď Mθ0pxq 2
j?
N
by assumption 3A, it is easy to see that σ2pδq ď EM2θ0pXq2
2j
N
. Together with the union bound
applied over M ă j ď Jmax :“ tlogp
?
Nη1qu ` 1 with sj :“ j2, it implies that for all θ P SN,j,
M ` 1 ď j ď Jmax,
?
N
´pLpθ, θ0q ´ Lpθ, θ0q¯
“ ∆n
Eρ2
´?
n
∆n
`
L¯1pθq ´ L¯1pθ0q ´ Lpθ, θ0q
˘¯ 1?
k
kÿ
i“1
ρ1
ˆ?
n
∆n
`
L¯ipθq ´ L¯ipθ0q ´ Lpθ, θ0q
˘˙
`Rn,k,jpθq, (9)
where
sup
θPS¯N,j
|Rn,k,jpθq| ď Cpd, θ0q
ˆ
22j
N
j4?
k
` 2
3jj2
N3{2
`
?
k
26j
N3
˙
uniformly over all M ď j ď Jmax with probability at least 1 ´ 3
ř
j:jěM`1 j
´2 ě 1 ´ C
M
. Let
E denote the event of probability at least 1 ´ C
M
on which the previous representation holds.
Moreover, observe that, in view of Lemma 5, for η1 small enough and N large enough,
sup
}θ´θ0}ďη1
ˇˇˇˇ
Eρ2
ˆ?
n
∆n
`
L¯1pθq ´ L¯1pθ0q ´ Lpθ, θ0q
˘˙´ ρ2p0qˇˇˇˇ ď ρ2p0q
2
“ 1
2
.
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Taking this fact into account and noting that 2
j?
N
j4?
k
` 22jj2
N
`
?
k 2
5j
N3{2 ď c2j for any j ď Jmax
and any c ą 0 given that n is large enough (in particular, it implies that the remainder term
Rn,k,jpθq is smaller than c2 2
2j´2?
N
on event E), we deduce that
P
¨˚
˝ ď
j:jěM`1, 2j?
N
ďη1
sup
θPSN,j
?
N
ˇˇˇpLpθ, θ0q ´ Lpθ, θ0qˇˇˇ ě c22j´2?
N
‹˛‚ď C
M
`
ÿ
j:jěM`1, 2j?
N
ďη1
P
˜
sup
θPSN,j
ˇˇˇˇ
ˇ 1?k
kÿ
i“1
ρ1
ˆ?
n
∆n
`
L¯ipθq ´ L¯ipθ0q ´ Lpθ, θ0q
˘˙ˇˇˇˇˇ ě c1 22j?N
¸
.
Invoking Lemma 5 again, we see that
sup
θPS¯N,j
ˇˇˇˇ
Eρ1
ˆ?
n
∆n
`
L¯1pθq ´ L¯1pθ0q ´ Lpθ, θ0q
˘˙ˇˇˇˇ ď C 22j
N
.
Let us denote ρ1n,ipθ, θ0q “ ρ1
´?
n
∆n
`
L¯ipθq ´ L¯ipθ0q ´ Lpθ, θ0q
˘¯
, i “ 1, . . . , k for brevity. As
?
k 2
2j
N
ď c1 22j?
N
for any c1 ą 0 and sufficiently large n,
P
˜
sup
θPSN,j
ˇˇˇˇ
ˇ 1?k
kÿ
i“1
ρ1n,ipθ, θ0q
ˇˇˇˇ
ˇ ě c1 22j?N
¸
ď P
˜
sup
θPSN,j
ˇˇˇˇ
ˇ 1?k
kÿ
i“1
˜
ρ1n,ipθ, θ0q ´ Eρ1n,ipθ, θ0q
¸ˇˇˇˇ
ˇ ě c2 22j?N
¸
ď
?
N
c222j
E sup
θPSN,j
ˇˇˇˇ
ˇ 1?k
kÿ
i“1
˜
ρ1n,ipθ, θ0q ´ Eρ1n,ipθ, θ0q
¸ˇˇˇˇ
ˇ
where we used Markov’s inequality on the last step. To bound the expected supremum, we
proceed in exactly the same fashion (using symmetrization, contraction and desymmetrization
inequalities) as in the proof of Proposition 1, and deduce that
E sup
θPSN,j
ˇˇˇˇ
ˇ 1?k
kÿ
i“1
˜
ρ1n,ipθ, θ0q ´ Eρ1n,ipθ, θ0q
¸ˇˇˇˇ
ˇ
ď C
∆n
E sup
θPSN,j
ˇˇˇˇ
ˇ 1?N
Nÿ
j“1
pℓpθ,Xjq ´ ℓpθ0, Xjq ´ Lpθ, θ0q
ˇˇˇˇ
ˇ .
The right side of the display above can be bounded by Cpd,θ0q
∆n
2j?
N
(using Lemma 8), implying
that
P
˜
sup
θPSN,j
ˇˇˇˇ
ˇ 1?k
kÿ
i“1
˜
ρ1n,ipθ, θ0q ´ Eρ1n,ipθ, θ0q
¸ˇˇˇˇ
ˇ ě c2 22j?N
¸
ď Cpd, θ0q
∆n
1
2j
,
whence
P
¨˚
˝ ď
j:jěM`1, 2j?
N
ďη1
sup
θPSN,j
?
N
ˇˇˇpLpθ, θ0q ´ Lpθ, θ0qˇˇˇ ě c22j´2?
N
‹˛‚
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ď C
M
` Cpd, θ0q
∆n
ÿ
jěM
2´j ď C
M
` Cpd, θ0q
∆n
2´M`1 Ñ 0 as M Ñ8
whenever n, k are large enough. In view of (3.3), it only remains to show that
P
ˆ?
N
ˇˇˇpLpθ0, pθpθ0qq ´ Lpθ0, pθpθ0qqˇˇˇ ě c22M?
N
˙
Ñ 0 as n, k Ñ8. (10)
To this end, it suffices to repeat the argument presented above, with several simplifications. First,
we will start by proving that limMÑ8 lim supn,kÑ8 P
´?
N}pθpθ0q ´ θ0} ě 2M¯ “ 0. We have al-
ready shown in the course of the proof of Theorem 1 that pθpθ0q is a consistent estimator of θ0,
so that P
´
}pθpθ0q ´ θ0} ě η2¯ Ñ 0 for any η2 ą 0. If ?N}pθpθ0q ´ θ0} ě 2M , then pθpθ0q P SN,j
for some j ą M , implying that supθPSN,j pLpθ0, θq ě pLpθ0, θ0q “ 0, which entails the inequal-
ity supθPSN,j
´pLpθ0, θq ´ Lpθ0, θq¯ ě ´ supθPSN,j Lpθ0, θq “ infθPSN,j Lpθ, θ0q ě c 22j´2N whenever
2j{?N ď η2 and η2 is small enough. Therefore,
P
´?
N}pθpθ0q ´ θ0} ě 2M¯ ď P´}pθpθ0q ´ θ0} ě η2¯
` P
¨˚
˝ ď
j:jěM`1, 2j?
N
ďη2
sup
θPSN,j
?
N
ˇˇˇpLpθ0, θq ´ Lpθ0, θqˇˇˇ ě c22j´2?
N
‹˛‚.
The probability of the union is estimated as before using Proposition 2, implying that it converges
to 0 as M Ñ8. To complete the proof of (3.3), observe that
P
ˆ?
N
ˇˇˇpLpθ0, pθpθ0qq ´ Lpθ0, pθpθ0qqˇˇˇ ą c22M?
N
˙
ď P
ˆ
}pθpθ0q ´ θ0} ě 2M?
N
˙
` P
¨˝
sup
}θ´θ0}ď 2M?
N
?
N
ˇˇˇpLpθ0, θq ´ Lpθ0, θqˇˇˇ ě c22M?
N
‚˛
and that P
ˆ
sup}θ´θ0}ď 2M?
N
?
N
ˇˇˇpLpθ0, θq ´ Lpθ0, θqˇˇˇ ě c 22M?
N
˙
ď C
M
` Cpd,θ0q
∆n
2´M Ñ 0 as M Ñ8,
which follows from the representation (3.3) in the same fashion as before. This completes the
proof of relation (3.3). To prove that
lim
MÑ8
lim sup
n,kÑ8
P
´?
N}pθp2qn,k ´ θ0} ě 2M¯ “ 0,
we begin by observing that the inequality
?
N}pθp2qn,k´θ0} ě 2M implies that supθPSN,j pLppθp1qn,k, θq ěpLppθp1qn,k, θ0q for some j ą M . If 2j?N ď η3 for sufficiently small constant η3 ą 0, we see that it
further entails the inequality
sup
θPSN,j
´pLppθp1qn,k, θq ´ Lppθp1qn,k, θq ´ pLppθp1qn,k, θ0q ` Lppθp1qn,k, θ0q¯
ě ´ sup
θPSN,j
Lppθp1qn,k, θq ` Lppθp1qn,k, θ0q “ inf
θPSN,j
Lpθ, pθp1qn,kq ` Lppθp1qn,k, θ0q
/Robust ERM 19
“ inf
θPSN,j
Lpθ, θ0q ě c2
2j´2
N
.
We deduce from the display above that
P
´?
N}pθp2qn,k ´ θ0} ě 2M¯ ď P´}pθp2qn,k ´ θ0} ě η3¯` P´?N}pθp1qn,k ´ θ0} ě 2M{2¯
` P
¨˚
˝ ď
j:jěM`1, 2j?
N
ďη3
sup
θPSN,j,θ1PS¯N,M{2
?
N
ˇˇˇpLpθ1, θq ´ Lpθ1, θqˇˇˇ ě c1 22j´2?
N
‹˛‚
` P
˜
sup
θPS¯N,M{2
?
N
ˇˇˇpLpθ, θ0q ´ Lpθ, θ0qˇˇˇ ě c1 22M?
N
¸
.
We have shown before that the first and second term on the right side of the previous display
converge to 0 asM , n and k tend to infinity, while the last term converges to 0 in view of argument
presented previously in detail (see representation (3.3) and the bounds that follow). It remains
to estimate P
ˆŤ
j:jěM`1, 2j?
N
ďη3 supθPSN,j,θ1PS¯N,M{2
?
N
ˇˇˇpLpθ1, θq ´ Lpθ1, θqˇˇˇ ě c1 22j´2?
N
˙
. To this
end, we again invoke Proposition 2 applied to the class
 
ℓpθ1, ¨q ´ ℓpθ2, ¨q, θ1 P S¯N,M{2, θ2 P S¯N,j
(
;
here, the “reference point” is pθ0, θ0q. Since |ℓpθ, xq ´ ℓpθ1, xq| ďMθ0pxq2
j`2M{2?
N
, it is easy to see
that σ2pδq ď EM2θ0pXq2
2j`1`2M
N
ď Cpθ0q22jN , and to deduce that
?
N
´pLpθ1, θq ´ Lpθ1, θq¯
“ ∆n
Eρ2
´?
n
∆n
`
L¯1pθ1q ´ L¯1pθq ´ Lpθ1, θq
˘¯ 1?
k
kÿ
i“1
ρ1
ˆ?
n
∆n
`
L¯ipθ1q ´ L¯ipθq ´ Lpθ1, θq
˘˙
`Rn,k,jpθ1, θq,
where
sup
θPS¯N,j,θ1PS¯N,M{2
ˇˇ
Rn,k,jpθ1, θq
ˇˇ ď Cpd, θ0qˆ22j
N
j4?
k
` 2
3jj2
N3{2
`
?
k
26j
N3
˙
uniformly over all M ď j ď Jmax with probability at least 1 ´ CM . The remaining steps again
closely mimic the argument outlined in detail after display (3.3) and yield that
P
¨˚
˝ ď
j:jěM`1, 2j?
N
ďη3
sup
θPSN,j,θ1PS¯N,M{2
?
N
ˇˇˇpLpθ1, θq ´ Lpθ1, θqˇˇˇ ě c1 22j´2?
N
‹˛‚ď Cpd, θ0q
∆n
2´M`1 Ñ 0
as M Ñ8, therefore implying the last claim in the first part of the proof.
Now we are ready to establish the asymptotic normality of pθp1qn,k and pθp2qn,k. To this end, consider
the stochastic process MN ph, qq indexed by h, q P Rd and defined via
MN ph, qq :“ N
´pLpθ0 ` h{?N, θ0 ` q{?Nqq ´ Lpθ0 ` h{?N, θ0 ` q{?Nq¯ .
Below, we will show thatMN ph, qq converges weakly to the Gaussian processW ph, qq :“WT ph´
qq, h, q P Rd, where W „ Np0,ΣW q and ΣW “ E
“Bθℓpθ0, XqBθℓpθ0, XqT ‰. Let us deduce the
conclusion assuming that weak convergence has already been established. We have that
N ¨ pLpθ0 ` h{?N, θ0 ` q{?Nqq “ N ¨ Lpθ0 ` h{?N, θ0 ` q{?Nq `MN ph, qq.
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Note that, in view of assumption 2 and the fact that θ0 minimizes Lpθ0q,
N ¨ Lpθ0 ` h{
?
N, θ0 ` q{
?
Nq Ñ 1
2
hT B2θLpθ0qh´
1
2
qT B2θLpθ0qq as N Ñ8,
therefore N ¨ pLpθ0 ` h{?N, θ0 ` q{?Nqq dÝÑWTh` 12hT B2θLpθ0qh´ `WT q ´ 12qT B2θLpθ0qq˘. It is
easy to see that´
´ “B2θLpθ0q‰´1W,´ “B2θLpθ0q‰´1W¯
“ argmin
h
max
q
WTh` 1
2
hT BdθLpθ0qh´
ˆ
WT q ´ 1
2
qT BdθLpθ0qq
˙
,
where ´ “B2θLpθ0q‰´1W „ N ´0, “B2θLpθ0q‰´1ΣW “B2θLpθ0q‰´1¯. Therefore, since´?
N
´pθp1qn,k ´ θ0¯ ,?N ´pθp2qn,k ´ θ0¯¯ “ argmin
h
max
q
pLpθ0 ` h{?N, θ0 ` q{?Nqq,
continuous mapping theorem yields the desired conclusion.
Next, we will establish the required weak convergence. To this end, we apply Proposition 2 to
the class rLN :“ "rℓNph, q, ¨q :“ ℓpθ0 ` h{?N, ¨q ´ ℓpθ0 ` q{?N, ¨q, ››››ˆhq
˙›››› ď R* , (11)
and note that
››››ˆθ0 ` h{?Nθ0 ` q{?N
˙
´
ˆ
θ0
θ0
˙›››› ď R?N . We will also introduce the following notation for
brevity (that will be used only in this part of the proof):
L¯jph, qq :“ 1
n
ÿ
iPGj
rℓN ph, q,Xiq,
rLph, qq :“ ErℓN ph, q,Xq. (12)
The quantities δ and σ2pδq defined in Proposition 2 admit the bounds δ ď R?
N
and, in view of
assumption 3A,
σ2pδq :“ sup
}ph,qqT }ďR
Var
´rℓN ph, q,Xq¯ ď 2EM2θ0pXqR2N , (13)
hence Proposition 2 yields that
MN ph, qq “ ∆n
Eρ2
´?
n
∆n
´
L¯1ph, qq ´ rLph, qq¯¯
?
N?
k
kÿ
j“1
ρ1
ˆ?
n
∆n
´
L¯jph, qq ´ rLph, qq¯˙ ` oP p1q
uniformly over
››ph, qqT ›› ď R. In view of assumption 1,
P
ˆˇˇˇˇ?
n
∆n
´
L¯jph, qq ´ rLph, qq¯ˇˇˇˇ ď 1˙ ď Eρ2 ˆ?n
∆n
´
L¯1ph, qq ´ rLph, qq¯˙ ď 1.
As sup}ph,qqT }ďR P
´ˇˇˇ?
n
∆n
´
L¯jph, qq ´ rLph, qq¯ˇˇˇ ě 1¯ ď sup}ph,qqT }ďR Varprℓph,q,Xq∆2n Ñ 0 as n, k Ñ8,
we deduce that Eρ2
´?
n
∆n
´
L¯1ph, qq ´ rLph, qq¯¯Ñ 1 and
MN ph, qq “ ∆n
?
N?
k
kÿ
j“1
ρ1
ˆ?
n
∆n
´
L¯jph, qq ´ rLph, qq¯˙` oP p1q.
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It remains to establish convergence of the finite dimensional distributions as well as asymptotic
equicontinuity. Convergence of finite dimensional distributions will be deduced from Lindeberg-
Feller’s central limit theorem. As ρ1pxq “ x for |x| ď 1 by assumption 1,
ρ1
ˆ?
n
∆n
´
L¯jph, qq ´ rLph, qq¯˙ “ ?n
∆n
´
L¯jph, qq ´ rLph, qq¯
on the event Cj :“
!›››?n∆n ´L¯jph, qq ´ rLph, qq¯››› ď 1). Chebyshev’s inequality and assumption 3A
imply that
P
`
C¯j
˘ ď Varˆ?n
∆n
´
L¯jph, qq ´ rLph, qq¯˙ ď Erℓph, q,Xq
∆2n
ď EM
2
θ0
pXq}h´ q}2
∆2nN
,
therefore, P
´Ťk
j“1 C¯j
¯
ď EM
2
θ0
pXq}h´q}2
∆2nn
Ñ 0 as nÑ8, and
MN ph, qq “ ∆n
?
N?
k
kÿ
j“1
?
n
∆n
´
L¯jph, qq ´ rLph, qq¯` oP p1q
“ 1?
N
Nÿ
j“1
?
N
´rℓN ph, q,Xjq ´ rLph, qq¯` oP p1q
on the event
Şk
j“1 Cj . Hence, the limits of the finite dimensional distributions of the processes
MN ph, qq and xMN ph, qq :“ 1?
N
řN
j“1
?
N
´rℓN ph, q,Xjq ´ rLph, qq¯ coincide. It is easy to con-
clude from the Lindeberg-Feller’s theorem that the finite dimensional distributions of the process
ph, qq ÞÑ xMNph, qq are Gaussian, with covariance function
lim
NÑ8
cov
´xMN ph1, q1q, xMN ph2, q2q¯ “ ph1 ´ q1qT E ”Bθℓpθ0, Xq pBθℓpθ0, XqqT ı ph2 ´ q2q ,
Indeed, the aforementioned relation follows from the dominated convergence theorem, where
pointwise convergence and the “domination” hold due to assumption 3A. Lindeberg’s condition
is also easily verified, as
´?
NrℓN ph, q,Xq¯2 ď M2θ0pXq}h ´ q}2, implying that the sequence"´a
Nj rℓNjph, q,Xq¯2*
jě1
is uniformly integrable, where Nj “ nj ¨ kj .
Finally, we will prove asymptotic equicontinuity of the processMNph, qq. To this end, it suffices
to establish that
lim
δÑ0
lim sup
n,kÑ8
E sup
}ph1,q1qT´ph2,q2qT }ďδ
|MNph1, q1q ´MNph2, q2q| “ 0,
which is equivalent, in view of Proposition 2, to the requirement that
lim
δÑ0
lim sup
n,kÑ8
E sup
}ph1,q1qT´ph2,q2qT }ďδ
ˇˇˇˇ
ˇ∆n
?
N?
k
kÿ
j“1
˜
ρ1
ˆ?
n
∆n
´
L¯jph1, q1q ´ rLph1, q1q¯˙
´ ρ1
ˆ?
n
∆n
´
L¯jph2, q2q ´ rLph2, q2q¯˙¸
ˇˇˇˇ
ˇ “ 0. (14)
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To establish relation (3.3), we first observe that for any h, q,
?
Nk
ˇˇˇˇ
Eρ1
ˆ?
n
∆n
´
L¯1ph, qq ´ rLph, qq¯˙ˇˇˇˇ “ op1q
as k, nÑ8 by Lemma 5 and inequality (3.3). Therefore, we only need to show that
lim sup
n,kÑ8
E sup
}ph1,q1qT´ph2,q2qT }ďδ
|MN ph1, q1q ´MN ph2, q2q ´ pEMN ph1, q1q ´ EMN ph2, q2qq| δÑ0ÝÝÝÑ 0.
Next, we will apply symmetrization inequality with Gaussian weights (van der Vaart and Wellner,
1996). Specifically, let g1, . . . , gk be i.i.d. Np0, 1q random variables independent of the data
X1, . . . , XN . Then, setting Bpδq :“
 ph1, q1q, ph2, q2q : }ph1, q1qT ´ ph2, q2qT } ď δ(, we have that
E sup
Bpδq
|MNph1, q1q ´MN ph2, q2q ´ pEMN ph1, q1q ´ EMNph2, q2qq| ď
Cpρq∆nE sup
Bpδq
ˇˇˇˇ
ˇ
?
N?
k
kÿ
j“1
gj
˜
ρ1
ˆ?
n
∆n
´
L¯jph1, q1q ´ rLph1, q1q¯˙
´ ρ1
ˆ?
n
∆n
´
L¯jph2, q2q ´ rLph2, q2q¯˙¸
ˇˇˇˇ
ˇ.
Let us condition everything on X1, . . . , XN ; we will write Eg to denote the expectation with
respect to g1, . . . , gk only. Consider the Gaussian process Yn,kptq defined via
R
k Q t ÞÑ 1?
k
kÿ
j“1
gj
?
Nρ1ptjq,
where tj :“ tjph, qq “
?
n
∆n
´
L¯jph, qq ´ rLph, qq¯ , j “ 1, . . . , k. In what follows, we will rely on the
ideas behind the proof of Theorem 2.10.6 in van der Vaart and Wellner (1996). Let us partition
the set tph, qq : }h, q} ď Ru into the subsets Sj , j “ 1, . . . , Npδq of diameter at most δ with
respect to the Euclidean distance } ¨ }, and let tpjq :“ tpjqphpjq, qpjqq P Sj j “ 1, . . . , Npδq be
arbitrary points; we also note that Npδq ď ` 6R
δ
˘2d
. Next, set T pjq :“ ttph, qq : ph, qq P Sju. Our
goal will be to show that
lim sup
n,kÑ8
E max
j“1,...,Npδq
sup
tPT pjq
ˇˇˇ
Yn,kptq ´ Yn,kptpjqq
ˇˇˇ
Ñ 0 as δ Ñ 0,
whence the desired conclusion would follow from Theorem 1.5.6 in van der Vaart and Wellner
(1996). By Lemma 2.10.16 in van der Vaart and Wellner (1996),
Eg max
j“1,...,Npδq
sup
tPT pjq
ˇˇˇ
Yn,kptq ´ Yn,kptpjqq
ˇˇˇ
ď C
˜
max
j“1,...,Npδq
Eg sup
tPT pjq
ˇˇˇ
Yn,kptq ´ Yn,kptpjqq
ˇˇˇ
` log1{2Npδq max
1ďjďNpδq
sup
tPT pjq
Var1{2g
´
Yn,kptq ´ Yn,kptpjqq
¯¸
. (15)
Observe that Varg
`
Yn,kptq ´ Yn,kptpjqq
˘ “ N
k
řk
i“1
´
ρ1ptiq ´ ρ1ptpjqi qq
¯2
, therefore,
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E max
1ďjďNpδq
sup
tPT pjq
Var1{2g
´
Yn,kptq ´ Yn,kptpjqq
¯
ď E1{2 sup
tp1q,tp2q
N
k
kÿ
i“1
´
ρ1ptp1qi q ´ ρ1ptp2qi q
¯2
ď
?
NLpρ1qE1{2 sup
tp1q,tp2q
´
t
p1q
1 ´ tp2q1
¯2
“ Lpρ1qE1{2 sup
}ph1,q1q´ph2,q2q}ďδ
˜?
nN
∆n
´
L¯1ph1, q1q ´ L¯1ph2, q2q ´ prLph1, q1q ´ rLph2, q2q¯¸2 ,
where the supremum is taken over all tp1qph1, q1q, tp2qph2, q2q such that }ph1, q1q ´ ph2, q2q} ď δ.
To estimate the last expected supremum, we invoke Lemma 8 with fh,qpXq :“ ℓpθ0`h{
?
N,Xq´
ℓpθ0 ` q{
?
N,Xq, noting that, in view of assumption 3B,
?
N |fh1,q1pXq ´ fh2,q2pXq| ďMθ0pXq p}h1 ´ h2} ` }q1 ´ q2}q
ď 2Mθ0pXq }ph1, q1q ´ ph2, q2q} . (16)
Therefore,
E
1{2 sup
}ph1,q1q´ph2,q2q}ďδ
˜?
nN
∆n
´
L¯1ph1, q1q ´ L¯1ph2, q2q ´ prLph1, q1q ´ rLph2, q2q¯¸2
ď C
?
dE1{2M2θ0pXq ¨ δ,
yielding that the second term on the right side of (3.3) converges in probability to 0 as δ Ñ 0. It
remains to show that the first term maxj“1,...,Npδq Eg suptPT pjq
ˇˇ
Yn,kptq ´ Yn,kptpjqq
ˇˇ
converges to
0 in probability. As ρ1 is Lipschitz continuous, the covariance function of Yn,kptq satisfies
E
´
Yn,kptp1qq ´ Yn,kptp2qq
¯2
ď L2pρ1qN
k
kÿ
j“1
´
t
p1q
j ´ tp2qj
¯2
,
where the right side corresponds to the variance of increments of the process Zn,kptq “ Lpρ
1q?
k
řk
j“1 gj
?
Ntj .
Therefore, Slepian’s lemma (Ledoux and Talagrand, 1991) implies that for any j,
Eg sup
tPT pjq
ˇˇˇ
Yn,kptq ´ Yn,kptpjqq
ˇˇˇ
ď Eg sup
ph,qqPSj
1?
k
ˇˇˇˇ
ˇ
?
Nn
∆n
kÿ
i“1
gj
´
L¯iph, qq ´ L¯iphpjq, qpjqq ´ prLph, qq ´ Lphpjq, qpjqqq¯
ˇˇˇˇ
ˇ .
In turn, it yields the inequality
E max
j“1,...,Npδq
Eg sup
tPT pjq
ˇˇˇ
Yn,kptq ´ Yn,kptpjqq
ˇˇˇ
ď E sup
}ph1,q1q´ph2,q2q}ďδ
1?
k
ˇˇˇˇ
ˇ
?
Nn
∆n
kÿ
i“1
gj
´
L¯iph1, q1q ´ L¯iph2, q2q ´ prLph1, q1q ´ rLph2, q2qq¯
ˇˇˇˇ
ˇ .
To complete the proof, we will apply the multiplier inequality (Lemma 2.9.1 in van der Vaart and Wellner,
1996) to deduce that the last display is bounded, up to a multiplicative constant, by
max
m“1,...,k
E sup
}ph1,q1q´ph2,q2q}ďδ
1?
m
ˇˇˇˇ
ˇ
?
Nn
∆n
mÿ
i“1
εj
´
L¯iph1, q1q ´ L¯iph2, q2q ´ prLph1, q1q ´ rLph2, q2qq¯
ˇˇˇˇ
ˇ
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where ε1, . . . , εk are i.i.d. Rademacher random variables. Next, desymmetrization inequality
(Lemma 2.3.6 in van der Vaart and Wellner, 1996) implies that for any m “ 1, . . . , k,
E sup
}ph1,q1q´ph2,q2q}ďδ
1?
m
ˇˇˇˇ
ˇ
?
Nn
∆n
mÿ
i“1
εj
´
L¯iph1, q1q ´ L¯iph2, q2q ´ prLph1, q1q ´ rLph2, q2qq¯
ˇˇˇˇ
ˇ
ď 2E sup
}ph1,q1q´ph2,q2q}ďδ
1?
mn
ˇˇˇˇ
ˇ
?
N
∆n
mnÿ
i“1
´rℓNph1, q1, Xiq ´ rℓN ph2, q2, Xiq ´ prLph1, q1q ´ rLph2, q2qq¯
ˇˇˇˇ
ˇ
where rℓN ph, q,Xq and rLph, qq were defined in (3.3) and (3.3) respectively. It remains to apply
Lemma 8 in exactly the same way as before (see (3.3)) to deduce that the last display is bounded
from above by C
?
dE1{2M2θ0pXq ¨ δ Ñ 0 as δ Ñ 0. This completes the proof of asymptotic
equicontinuity, and therefore weak convergence, of the sequence of processes MNph, qq.
3.4. Proof of Theorem 3.
Define vector-valued functions Gpθq :“ BθLpθq and let GN pθq :“ BθpLpθq. Therefore, Gpθ0q “ 0
and GN ppθn,kq “ 0 by the definition of θ0 and pθn,k.
Remark 1. We give formal justification of differentiability of pLpθq in section 3.5 below.
As pθn,k Ñ θ0 in probability by Theorem 1,
Gppθn,kq ´Gpθ0q “ B2θLpθ0q´pθn,k ´ θ0¯` o´}pθn,k ´ θ0}¯ . (17)
On the other hand,
Gppθn,kq ´Gpθ0q “ GN ppθn,kq ´GN pθ0q ` ´Gppθn,kq ´GN ppθn,kq¯´ pGpθ0q ´GN pθ0qq
“ GN ppθn,kq ´GN pθ0q ` rN , (18)
where rN “
´
Gppθn,kq ´GN ppθn,kq¯´ pGpθ0q ´GN pθ0qq. Note that for any δ ą 0,
?
N}rN } ď
?
N sup
}θ´θ0}ďδ
}GN pθq ´GN pθ0q ´ pGpθq ´Gpθ0qq} `
?
N}rN }It}pθn,k ´ θ0} ą δu.
We need show that both terms in the sum above converge to 0 in probability. Uniform consistency
of pθn,k proved in Theorem 1 implies that the second term converges to 0, while result for the
first term will follow from asymptotic continuity of the process θ ÞÑ ?NpGN pθq ´Gpθqq at θ0.
Lemma 3. Under assumptions of the theorem and for any ε ą 0,
lim
δÑ0
lim sup
k,nÑ8
P
˜
sup
}θ´θ0}ďδ
›››?N´GN pθq ´Gpθq ´ pGN pθ0q ´Gpθ0qq¯››› ě ε¸ “ 0.
The proof of Lemma 3 is long and is presented in section 3.6. Combining the result of this
lemma with (3.4) and (3.4), we deduce that
B2θLpθ0qppθn,k ´ θ0q ` o´}pθn,k ´ θ0}¯ “ ´pGN pθ0q ´Gpθ0qq ` oppN´1{2q.
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It will be established in Lemma 4 below that
?
N pGN pθ0q ´Gpθ0qq is asymptotically multivari-
ate normal, therefore, }GNpθ0q ´ Gpθ0q} “ OppN´1{2q. Moreover, B2θLpθ0q is non-singular by
assumption 2. It follows that }pθN ´ θ0} “ OppN´1{2q, and we conclude that
?
Nppθn,k ´ θ0q “ ´ `B2θLpθ0q˘´1?N pGN pθ0q ´Gpθ0qq ` opp1q. (19)
The claim of the theorem follows from display (3.4) above and Lemma 4 that is stated below.
Lemma 4. Under assumptions of Theorem 3,
?
N pGN pθ0q ´Gpθ0qq Ñ N
`
0, A2pθ0, ρq
˘
,
where
A2pθ0, ρq “
ˆ
Eρ2
ˆ
Z1
∆8
˙˙´2˜
E
«ˆ
ρ2
ˆ
Z1
∆8
˙˙2
Z2Z
T
2
ff
` 1
∆28
´
Eρp4q
´
Z1
∆8
¯¯2
E
´
ρ1
´
Z1
∆8
¯¯2
´
Eρ2
´
Z1
∆8
¯¯2 Γpθ0qΓT pθ0q
` 2
∆8
Eρp4q
´
Z1
∆8
¯
E
”
ρ2
´
Z1
∆8
¯
ρ1
´
Z1
∆8
¯
Z1
ı
VarpZ1qEρ2
´
Z1
∆8
¯ Γpθ0qΓT pθ0q¸,
where Γpθ0q “ E rBθℓpθ0, Xq pℓpθ0, Xq ´ Lpθ0qqs and pZ2, Z1q P Rd ˆ R is a centered multivariate
normal vector with covariance matrix Σpθ0q “
ˆ
E
“Bθℓpθ0, Xq Bθℓpθ0, XqT ‰ Γpθ0q
Γpθ0qT Var pℓpθ0, Xqq
˙
.
The proof of this lemma is given in the following section.
3.5. Proof of Lemma 4.
Recall that pLpθq satisfies the equation řkj“1 ρ1 ´?n sLjpθq´pLpθq∆n ¯ “ 0. Setting
Hpzq :“
kÿ
j“1
ρ1
ˆ?
n
sLjpθq ´ Lpθq ´ z
∆n
˙
,
we see that H 1pzq “
?
n
∆n
řk
j“1 ρ
2
´?
n
sLjpθq´Lpθq´z
∆n
¯
. We will show that H 1ppLpθ0qq ‰ 0 with high
probability, whence the implicit function theorem applies and yields that
GN pθ0q “ BθpLpθ0q “ kÿ
j“1
ρ2j pθ0q ¨ BθL¯jpθ0qřk
j“1 ρ
2
j pθ0q
“ 1
k
kÿ
j“1
ρ2j pθ0q ¨ BθL¯jpθ0q
1
k
řk
j“1 ρ
2
j pθ0q
, (20)
where we set ρ2j pθq :“ ρ2
´?
n
∆n
´
L¯jpθq ´ pLpθq¯¯ for brevity. The following lemma justifies implicit
differentiation.
Proposition 1. Let θ P Θ, and set δ0 :“ rpθq, where rpθq is defined in assumption 3A. Then
for all 0 ă δ ď δ0,
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E sup
}θ1´θ}ďδ
ˇˇˇˇ
ˇ1k
kÿ
j“1
ρ2
ˆ?
n
∆n
`
L¯jpθ1q ´ Lpθ1q
˘˙´ Eρ2ˆ?n
∆n
`
L¯1pθ1q ´ Lpθ1q
˘˙ˇˇˇˇˇ
ď 8
∆n
?
k
E sup
}θ1´θ}ďδ
ˇˇˇˇ
ˇ 1?N
Nÿ
j“1
`
ℓpθ1, Xjq ´ Lpθ1
˘ˇˇˇˇˇ
therefore
sup
}θ1´θ}ďδ
ˇˇˇˇ
ˇ1k
kÿ
j“1
ρ2
ˆ?
n
∆n
`
L¯jpθ1q ´ Lpθ1q
˘˙´ Eρ2 ˆ?n
∆n
`
L¯1pθ1q ´ Lpθ1q
˘˙ˇˇˇˇˇ
ď 8s
∆n
?
k
E sup
}θ1´θ}ďδ
ˇˇˇˇ
ˇ 1?N
Nÿ
j“1
`
ℓpθ1, Xjq ´ Lpθ1
˘ˇˇˇˇˇ
with probability at least 1 ´ 1
s
, where C ą 0 is an absolute constant. Moreover, the bound still
holds if ρ2 is replaced by ρ3, up to the change in constants.
The proof is given in section 3.8.
Remark 2. We will also frequently use the corollary of the previous lemma stating that
E sup
}θ1´θ}ďδ
ˇˇˇˇ
ˇ1k
kÿ
j“1
ρ2
ˆ?
n
∆n
´
L¯jpθ1q ´ pLpθ1q¯˙´ Eρ2ˆ?n
∆n
`
L¯1pθ1q ´ Lpθ1q
˘˙ˇˇˇˇˇ
ď 8
∆n
?
k
1?
N
E sup
}θ1´θ}ďδ
ˇˇˇˇ
ˇ Nÿ
j“1
`
ℓpθ1, Xjq ´ Lpθ1
˘ˇˇˇˇˇ` Lpρ2q
?
n
∆n
sup
}θ1´θ}ďδ
ˇˇˇpLpθ1q ´ Lpθ1qˇˇˇ .
Indeed,
1
k
kÿ
j“1
ρ2
ˆ?
n
∆n
´
L¯jpθ1q ´ pLpθ1q¯˙ “ 1
k
kÿ
j“1
ρ2
ˆ?
n
∆n
`
L¯jpθ1q ´ Lpθ1q
˘˙
` 1
k
kÿ
j“1
„
ρ2
ˆ?
n
∆n
´
L¯jpθ1q ´ pLpθ1q¯˙´ ρ2ˆ?n
∆n
`
L¯jpθ1q ´ Lpθ1q
˘˙
.
As ρ2 is Lipschitz continuous with constant equal to 1,ˇˇˇˇ
ˇ1k
kÿ
j“1
„
ρ2
ˆ?
n
∆n
´
L¯jpθ1q ´ pLpθ1q¯˙´ ρ2ˆ?n
∆n
`
L¯jpθ1q ´ Lpθ1q
˘˙ˇˇˇˇˇ ď
?
n
∆n
ˇˇˇpLpθ1q ´ Lpθ1qˇˇˇ .
Therefore, result follows from Proposition 1.
It follows from Lemma 8 that
1?
k
1?
N
E sup
}θ1´θ}ďδ
ˇˇˇˇ
ˇ Nÿ
j“1
`
ℓpθ1, Xjq ´ Lpθ1
˘ˇˇˇˇˇÑ 0 as k Ñ8.
Moreover, the bound of Lemma 5 implies thatˇˇˇˇ
Eρ2
ˆ?
n
∆n
`
L¯1pθ1q ´ Lpθ1q
˘˙´ Eρ2ˆZpθ1q
∆n
˙ˇˇˇˇ
ď Cpρ,∆nq
nτ{2
E
ˇˇ
ℓpθ1, Xq ´ Lpθ1qˇˇ2`τ ,
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where Zpθ1q „ N p0,Varpℓpθ1, Xqqq. As ρ2 is positive near the origin, we see that for n, k large
enough, ρ2
´?
n
∆n
`
L¯1pθ1q ´ Lpθ1q
˘¯ ą 0 with high probability uniformly over θ1 in a neighborhood
of θ. Preceding argument also implies that for any θ P Θ,
1
k
kÿ
j“1
ρ2j pθq Ñ Eρ2
ˆ
Zpθq
∆8
˙
(21)
in probability as k, n Ñ 8. Invoking Slutsky’s lemma, we see that it remains to find the weak
limit of the sequence
?
N
k
kÿ
j“1
ρ2j pθ0q ¨
`BθL¯jpθ0q ´ BθLpθ0q˘ “ 1?
k
kÿ
j“1
ρ2j pθ0q ¨
?
n BθL¯jpθ0q, (22)
where we used the fact that BθLpθ0q “ 0. Next, we will show that right side of display (3.5) is
asymptotically equivalent to
1?
k
kÿ
j“1
ρ2
ˆ?
n
∆n
`
L¯jpθ0q ´ Lpθ0q
˘˙?
n ¨ BθL¯jpθ0q ` Ωpρ, θ0q
?
N
´pLpθ0q ´ Lpθ0q¯ (23)
for some fixed vector Ωpρ, θ0q P Rd to be found. Indeed, Taylor’s expansion around Lpθ0q yields
that
ρ2
ˆ?
n
∆n
´
L¯jpθ0q ´ pLpθ0q¯˙
“ ρ2
ˆ?
n
∆n
`
L¯jpθ0q ´ Lpθ0q
˘˙´ ?n
∆n
ρ3
ˆ?
n
∆n
`
L¯jpθ0q ´ Lpθ0q
˘˙ ppLpθ0q ´ Lpθ0qq
` n
2∆2n
ρp4q
ˆ?
n
∆n
´
L¯jpθ0q ´ rLjpθ0q¯˙ ppLpθ0q ´ Lpθ0qq2
for some rLjpθ0q P rLpθ0q, pLpθ0qs. Plugging in this expansion in the right-hand side of (3.5), it is
easy to see (using the bound of Lemma 2), that the sum of terms involving ρp4q is asymptotically
negligible: indeed,››››› n2∆2n?k ppLpθ0q ´ Lpθ0qq2
kÿ
j“1
ρp4q
ˆ?
n
∆n
`
L¯jpθ0q ´ Lpθ0q
˘˙?
n BθL¯jpθ0q
›››››
ď }ρp4q}8n
?
k
2∆2n
ppLpθ0q ´ Lpθ0qq2 1
k
kÿ
j“1
?
n
››BθL¯jpθ0q›› . (24)
By Lemma 2, ppLpθ0q ´ Lpθ0qq2 “ OP p1{Nq, while 1k řkj“1?n ››BθL¯jpθ0q›› “ OP p1q since
E
››?n BθL¯1pθ0q›› ď E1{2 ››?n BθL¯1pθ0q››2 “ `trE “Bθℓpθ0, XqBθℓpθ0, XqT ‰˘1{2 .
Therefore, the right-hand side in (3.5) is of order OP pk´1{2q “ oP p1q as k Ñ 8. Next, observe
that
?
n
´pLpθ0q ´ Lpθ0q¯?
k∆n
kÿ
j“1
ρ3
ˆ?
n
∆n
`
L¯jpθ0q ´ Lpθ0q
˘˙?
n ¨ BθL¯jpθ0q
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“
?
N
´pLpθ0q ´ Lpθ0q¯« ?n?
k
?
N∆n
kÿ
j“1
ρ3
ˆ?
n
∆n
`
L¯jpθ0q ´ Lpθ0q
˘˙?
n ¨ BθL¯jpθ0q
ff
“
?
N
´pLpθ0q ´ Lpθ0q¯« 1
k∆n
kÿ
j“1
ρ3
ˆ?
n
∆n
`
L¯jpθ0q ´ Lpθ0q
˘˙?
n ¨ BθL¯jpθ0q
ff
.
We will show that 1
k∆n
řk
j“1 ρ
3
´?
n
∆n
`
L¯jpθ0q ´ Lpθ0q
˘¯?
n ¨ BθL¯jpθ0q Ñ Ωpρ, θ0q in probability
as k, nÑ 8 and that ?N
´pLpθ0q ´ Lpθ0q¯ is asymptotically normal, whence weak convergence
of the product will follow from Slutsky’s lemma. To this end, note that
Var
˜
1
k∆n
kÿ
j“1
ρ3
ˆ?
n
∆n
`
L¯jpθ0q ´ Lpθ0q
˘˙?
n ¨ BθL¯jpθ0q
¸
ď 1
k∆n
E
ˆ
ρ3
ˆ?
n
∆n
`
L¯1pθ0q ´ Lpθ0q
˘˙?
n ¨ BθL¯1pθ0q
˙2
ď }ρ
3}8
k∆n
E pBθℓpθ0, Xqq2 kÑ8ÝÝÝÑ 0.
Therefore,
1
k∆n
kÿ
j“1
ρ3
ˆ?
n
∆n
`
L¯jpθ0q ´ Lpθ0q
˘˙?
nBθL¯jpθ0q
´ 1
∆n
Eρ3
ˆ?
n
∆n
`
L¯1pθ0q ´ Lpθ0q
˘˙?
n ¨ BθL¯1pθ0q Ñ 0
in probability. It remains to find the limit of the vector of expectations Eρ3
´?
n
∆n
`
L¯1pθ0q ´ Lpθ0q
˘¯?
nBθL¯1pθ0q
as n Ñ 8. Note that for any jointly normal, centered random variables Z1, Z2, ErZ2|Z1s “
γ
VarpZ1qZ1, where γ “ covpZ1, Z2q. Therefore, for a differentiable function f ,
EfpZ1qZ2 “ EE rfpZ1qZ2|Z1s “ γ
VarpZ1qEfpZ1qZ1 “ γ Ef
1pZ1q, (25)
where the last equality follows from Stein’s identity. It is easy to see that the random vector
?
n
ˆ BθL¯1pθ0q
L¯1pθ0q ´ Lpθ0q
˙
P Rd`1 is asymptotically multivariate normal with covariance matrix
Σpθ0q “
ˆ
E
“Bθℓpθ0, Xq Bθℓpθ0, XqT ‰ Γpθ0q
Γpθ0qT Var pℓpθ0, Xqq
˙
, (26)
moreover, the sequence of random variables
!
ρ3
´?
n
∆n
`
L¯1pθ0q ´ Lpθ0q
˘¯?
n ¨ BθL¯1pθ0q
)
ně1
is
uniformly integrable due to assumption 3B. Hence, it suffices to find the “cross-covariance”
vector Γpθ0q; the latter is equal to
Γpθ0q “ E rBθℓpθ0, Xq pℓpθ0, Xq ´ Lpθ0qqs .
Therefore, (3.5) applies coordinatewise with fpxq “ ρ3
´
x
∆8
¯
and yields that
Ωpρ, θ0q “ 1
∆28
Γpθ0qEρp4q
ˆ
Zpθ0q
∆8
˙
, (27)
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where Zpθ0q „ N p0,Varpℓpθ0, Xqqq. We have thus established relation (3.5). Next, if we prove
joint asymptotic normality of
1?
k
kÿ
j“1
ρ2
ˆ?
n
∆n
`
L¯jpθ0q ´ Lpθ0q
˘˙?
n ¨ BθL¯jpθ0q
and
?
N
´pLpθ0q ´ Lpθ0q¯, then asymptotic normality of ?N pGN pθ0q ´Gpθ0qq will follow from
(3.5). The the key observation follows from Proposition 2 (stated and proved in section 4) which
yields a representation of the form
?
N
´pLpθq ´ Lpθq¯ “ ∆n
Eρ2
´?
n
∆n
`
L¯1pθq ´ Lpθq
˘¯ 1?
k
kÿ
j“1
ρ1
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙` oP p1q (28)
that holds uniformly in a neighborhood of θ (to see that the remainder term is oP p1q, it suffices
to use the assumption requiring that k “ opnτ q). Furthermore, it follows from Lemma 5 thatˇˇˇˇ
Eρ2
ˆ?
n
∆n
`
L¯1pθq ´ Lpθq
˘˙´ Eρ2ˆZpθq
∆8
˙ˇˇˇˇ
Ñ 0
where Zpθq „ N p0,Varpℓpθ,Xqqq. Therefore, the limiting distribution of ?N
´pLpθq ´ Lpθq¯
coincides with the limiting distribution of the sequence
∆8
Eρ2
´
Zpθq
∆8
¯ 1?
k
kÿ
j“1
ρ1
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙
.
Remark 3. Representation (3.5) and Lemma 5 readily imply asymptotic normality of the se-
quence
!?
N
´pLpθq ´ Lpθq¯)
n,kě1
: indeed, we have that
ˇˇˇˇ?
kEρ1
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙ˇˇˇˇ ď Cpρ,∆nqc k
nτ
k,nÑ8ÝÝÝÝÝÑ 0
by Lemma 5 and assumptions of Theorem 3, therefore asymptotic normality follows from the
Lindeberg-Feller’s central limit theorem.
Combined with (3.5) and (3.5), Proposition 2 allows us to establish asymptotic normality of?
N Bθpℓpθ0q. Indeed, we only need to consider the asymptotic behavior of the sequence
1?
k
kÿ
j“1
ρ2
ˆ?
n
∆n
`
L¯jpθ0q ´ Lpθ0q
˘˙?
n¨BθL¯jpθ0q` ∆8 Ωpρ, θ0q
Eρ2
´
Zpθ0q
∆8
¯ 1?
k
kÿ
j“1
ρ1
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙
.
(29)
This expression is a sum (over k) of independent random vectors, moreover, it is asymptotically
centered. Indeed, the first term in (3.5) is asymptotically unbiased due to Lemma 6 and the
fact that k “ opnτ q by assumption, while asymptotic unbiasedness of the second term follows
from Lemma 5 together with an observation that, due to ρ1 being odd, Eρ1pZq “ 0 for normally
distributed Z. Finally, asymptotic normality of the sum in (3.5) follows from Lindeberg-Feller’s
central limit theorem. To verify Lindeberg’s condition, set ξn,j :“ ρ2
´?
n
∆n
`
L¯jpθ0q ´ Lpθ0q
˘¯?
n ¨
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BθL¯jpθ0q and ηn,j :“ ∆n Ωpρ,θ0q
Eρ2
´
Zpθ0q
∆8
¯ρ1 ´?n
∆n
`
L¯jpθq ´ Lpθq
˘¯
, j “ 1, . . . , k. Then, for any unit vector
v P Rd, t P R and k large enough,
Epxξn,1 ´ Eξn,1, vy ` tpηn,1 ´ Eηn,1qq2I
!
|xξn,1 ´ Eξn,1, vy ` tpηn,1 ´ Eηn,1q| ě Cpv, tq
?
k
)
ď 2E}ξn,1 ´ Eξn,1}2I
!
}ξn,1 ´ Eξn,1} ě C 1
?
k
)
` 8M2ηP
´
}ξn,1 ´ Eξn,1} ě C 1
?
k
¯
ď 2
´
E}ξn,1 ´ Eξn,1}2p1`τ{2q
¯2{p2`τq ´
P
´
}ξn,1 ´ Eξn,1} ě C 1
?
k
¯¯τ{p2`τq
` 8M2ηP
´
}ξn,1 ´ Eξn,1} ě C 1
?
k
¯
Ñ 0 as k Ñ8,
where we use the fact that ηn,1 is bounded almost surely by a constantMη and that supn E}ξn,1}2`τ ă
8 in view of assumption 3A. It remains to find the limit of the vector of covariances 2
cov
ˆ
ρ2
ˆ?
n
∆n
`
L¯1pθ0q ´ Lpθ0q
˘˙?
n ¨ BθL¯1pθ0q, ρ1
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙˙
,
which is equal to the limit, as nÑ8, of
E
„
ρ2
ˆ?
n
∆n
`
L¯1pθ0q ´ Lpθ0q
˘˙?
n BθL¯1pθ0q ¨ ρ1
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙
.
It is easy to see that for any i P t1, . . . , du, the sequence of random variables"
ρ2
ˆ?
n
∆n
`
L¯1pθ0q ´ Lpθ0q
˘˙?
nxBθL¯1pθ0q, eiy ¨ ρ1
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙*
ně1
is uniformly integrable due to assumption 3A and the fact that both }ρ1}8 and }ρ2}8 are finite,
therefore the limit is equal to Eρ2
´
Z1
∆8
¯
ρ1
´
Z1
∆8
¯
Z2, where pZ2, Z1q P Rd ˆ R is a centered
multivariate normal vector with covariance Σpθ0q defined in (1). Using (3.5), we deduce that
Eρ2
ˆ
Z1
∆8
˙
ρ1
ˆ
Z1
∆8
˙
Z2 “ Γpθ0q 1
Var pℓpθ0, XqqEρ
2
ˆ
Z1
∆8
˙
ρ1
ˆ
Z1
∆8
˙
Z1.
Therefore, it follows from simple but tedious algebra that the limiting variance of the sequence
in (3.5) is equal to
E
«ˆ
ρ2
ˆ
Z1
∆8
˙˙2
Z2Z
T
2
ff
` 1
∆28
´
Eρp4q
´
Z1
∆8
¯¯2
E
´
ρ1
´
Z1
∆8
¯¯2
´
Eρ2
´
Z1
∆8
¯¯2 Γpθ0qΓT pθ0q
` 2
∆8
Eρp4q
´
Z1
∆8
¯
E
”
ρ2
´
Z1
∆8
¯
ρ1
´
Z1
∆8
¯
Z1
ı
VarpZ1qEρ2
´
Z1
∆8
¯ Γpθ0qΓT pθ0q,
where pZ1, Z2q are defined same as before. The final result follows from (3.5), (3.5) and the
display above.
2Given a random variable ξ and a random vector X P Rd, we write covpξ,Xq for the vector
pcovpξ,X1q, . . . , covpξ,Xdqq
T .
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3.6. Proof of Lemma 3.
Our goal is to show that for any ε ą 0,
lim sup
nÑ8
P
˜
sup
}θ´θ0}2ďδ
ˇˇˇ?
N
´
BθpLpθq ´ BθLpθq ´ ´BθpLpθ0q ´ BθLpθ0q¯¯ˇˇˇ ě ε¸
converges to 0 as δ Ñ 0. Recall representation (3.5) which states that
BθpLpθq ´ BθLpθq “ 1
k
kÿ
j“1
ρ2j pθq ¨
`BθL¯jpθq ´ BθLpθq˘
1
k
řk
j“1 ρ
2
j pθq
,
where ρ2j pθq “ ρ2
´?
n
∆n
´
L¯jpθq ´ pLpθq¯¯. In view of Lemma 1, it suffices to treat the numerator
and the denominator in the representation above separately. We will first show that
lim sup
mÑ8
P
˜
sup
}θ´θ0}ďδ
|Bn,kpθq ´Bn,kpθ0q| ě ε
¸
Ñ 0 as δ Ñ 0,
and lim infn,kÑ8 Pp|Bn,kpθ0q| ě cq “ 1 for some c ą 0, where
Bn,kpθq “ 1
k
kÿ
j“1
ρ2
ˆ?
n
∆n
´
L¯jpθq ´ pLpθq¯˙ .
These claims immediately follow from Proposition 1 (see formula (3.5)), and the fact that the
function θ ÞÑ Eρ
´
Zpθq
∆8
¯
is continuous under our assumptions, moreover, Eρ
´
Zpθ0q
∆8
¯
ą 0. The
main part of the proof consists in establishing the asymptotic continuity of the process
An,kpθq “
?
N
1
k
kÿ
j“1
ρ2j pθq
`BθL¯jpθq ´ BθLpθq˘ .
As we have shown before (see display (3.5)),
An,kpθq “ 1?
k
kÿ
j“1
ρ2
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙?
n
`BθL¯jpθq ´ BθLpθq˘
` Ωpρ, θq
?
N
´pLpθq ´ Lpθq¯` opp1q
uniformly over the neighborhood of θ0, where Ωpρ, θq was defined in (3.5). Therefore, it suffices
to control each part in the sum above separately.
1. Controlling Kn,kpθq “ 1?
k
řk
j“1 ρ
2
´?
n
∆n
`
L¯jpθq ´ Lpθq
˘¯?
n
`BθL¯jpθq ´ BθLpθq˘.
It follows from Lemma 6 that whenever k{nτ Ñ 0 as k, n Ñ 8, the process Kn,kpθq is
asymptotically unbiased, hence it suffices to prove the asymptotic continuity of the centered
process Kn,kpθq ´ EKn,kpθq. Moreover, we can establish the result for each coordinate of the
vector-valued process Kn,kpθq separately, and we will set Kpiqn,kpθq “ xKn,kpθq, eiy, Bpiqθ L¯jpθq “
xBθL¯jpθq, eiy, and Bpiqθ Lpθq “ xBθLpθq, eiy. Without the loss of generality, we only treat the case
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of i “ 1 below. To this end, we will apply symmetrization inequality with Gaussian weights
(Ledoux and Talagrand, 1991) to deduce that
E sup
}θ´θ0}ďδ
ˇˇˇ
K
p1q
n,kpθq ´Kp1qn,kpθq ´
´
EK
p1q
n,kpθq ´ EKp1qn,kpθ0q
¯ˇˇˇ
ď CE sup
}θ´θ0}2ďδ
|Wn,kpθq ´Wn,kpθ0q| ,
where
Wn,kpθq “ 1?
k
kÿ
j“1
gj ρ
2
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙?
n
´
Bp1qθ L¯jpθq ´ Bp1qθ Lpθq
¯
and g1, . . . , gk are i.i.d. Np0, 1q random variables independent of X1, . . . , XN . Let Eg denote the
expectation with respect to g1, . . . , gk only, conditionally on X1, . . . , XN . Observe that
EgpWn,kpθ1q ´Wn,kpθ2qq2
ď 2}ρ
2}28
k
kÿ
j“1
´?
n
´
Bp1qθ L¯jpθ1q ´ Bp1qθ Lpθ1q ´
´
Bp1qθ L¯jpθ2q ´ Bp1qθ Lpθ2q
¯¯¯2
` 2
k
kÿ
j“1
F 21,jpδq
ˆ
ρ2
ˆ?
n
∆n
`
L¯jpθ1q ´ Lpθ1q
˘˙´ ρ2ˆ?n
∆n
`
L¯jpθ2q ´ Lpθ2q
˘˙˙2
,
where we set F1pδ;x1, . . . , xnq :“ sup}θ´θ0}ďδ
ˇˇˇ
1?
n
´řn
j“1pBp1qθ ℓpθ, xjq ´ Bp1qθ Lpθqq
¯ˇˇˇ
and
F1,jpδq :“ F1pδ;Xi, i P Gjq “ sup
}θ´θ0}ďδ
ˇˇˇ?
n
´
Bp1qθ L¯jpθq ´ Bp1qθ Lpθq
¯ˇˇˇ
.
Slepian’s lemma (Ledoux and Talagrand, 1991) therefore implies that for an absolute constant
C ą 0,
Eg sup
}θ´θ0}ďδ
|Wn,kpθq ´Wn,kpθ0q|
ď CEg sup
}θ´θ0}ďδ
ˇˇ
W 1n,kpθq ´W 1n,kpθ0q
ˇˇ` CEg sup
}θ´θ0}ďδ
ˇˇ
W 2n,kpθq ´W 2n,kpθ0q
ˇˇ
,
where
W 1n,kpθq “
1?
k
kÿ
j“1
gj
?
n
´
Bp1qθ L¯jpθq ´ Bp1qθ pθq
¯
,
W 2n,kpθq “
1?
k
kÿ
j“1
gjF1,jpδqρ2
ˆ?
n
∆n
`
L¯jpθ1q ´ Lpθ1q
˘˙
.
The estimate for E sup}θ´θ0}ďδ
ˇˇˇ
W 1n,kpθq ´W 1n,kpθ0q
ˇˇˇ
is standard: it follows from the multiplier
inequality (van der Vaart and Wellner, 1996) that
E sup
}θ´θ0}ďδ
ˇˇ
W 1n,kpθq ´W 1n,kpθ0q
ˇˇ
ď C max
m“1,...,k
E sup
}θ´θ0}ďδ
1?
m
ˇˇˇˇ
ˇ mÿ
j“1
εj
?
n
´
Bp1qθ L¯jpθq ´ Bp1qθ Lpθq ´
´
Bp1qθ L¯jpθ0q ´ Bp1qθ Lpθ0q
¯¯ˇˇˇˇˇ ,
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where ε1, . . . , εk are i.i.d. Rademacher random variables independent of X1, . . . , XN . Moreover,
desymmetrization inequality (Lemma 2.3.6 in van der Vaart and Wellner, 1996) yields that for
all m,
E sup
}θ´θ0}ďδ
1?
m
ˇˇˇˇ
ˇ mÿ
j“1
εj
?
n
´
Bp1qθ L¯jpθq ´ Bp1qθ Lpθq ´
´
Bp1qθ L¯jpθ0q ´ Bp1qθ Lpθ0q
¯¯ˇˇˇˇˇ
ď CE sup
}θ´θ0}ďδ
1?
mn
ˇˇˇˇ
ˇmnÿ
j“1
´
Bp1qθ ℓpθ,Xjq ´ Bp1qθ Lpθq ´
´
Bp1qθ ℓpθ0, Xjq ´ Bp1qθ Lpθ0q
¯¯ˇˇˇˇˇ δÑ0ÝÝÝÑ 0,
where the last relation follows from assumption 3B. The bounds for the process W 2n,kpθq are
more involved. Our goal will be to estimate the covering numbers associated with this process.
Observe that for τ ą 0,
pd2n,kpθ1, θ2qq2 :“ Eg
`
W 2n,kpθ1q ´W 2n,kpθ2q
˘2
“ 1
k
kÿ
j“1
F 21,jpδq
ˆ
ρ2
ˆ?
n
∆n
`
L¯jpθ1q ´ Lpθ1q
˘˙´ ρ2ˆ?n
∆n
`
L¯jpθ2q ´ Lpθ2q
˘˙˙2
ď
˜
1
k
kÿ
j“1
F 2`τ1,j pδq
¸2{p2`τq
ˆ
˜
1
k
kÿ
j“1
ˇˇˇˇ
ρ2
ˆ?
n
∆n
`
L¯jpθ1q ´ Lpθ1q
˘˙´ ρ2ˆ?n
∆n
`
L¯jpθ2q ´ Lpθ2q
˘˙ˇˇˇˇ2p2`τq{τ¸τ{p2`τq
, (30)
where the last relation follows from Ho¨lder’s inequality. Define the classes
Fpδq :“
#
px1, . . . , xnq ÞÑ F1pδ;x1, . . . , xnqρ2
˜?
n
∆n
˜
1
n
nÿ
j“1
ℓpθ, xjq ´ Lpθq
¸¸
, θ P Θ, }θ ´ θ0} ď δ
+
,
Gpδq :“
#
px1, . . . , xnq ÞÑ ρ2
˜?
n
∆n
˜
1
n
nÿ
j“1
ℓpθ, xjq ´ Lpθq
¸¸
, θ P Θ, }θ ´ θ0} ď δ
+
.
We will also define the process Yn,kpθq :“ 1?
k
řk
j“1 gj ρ
2
´?
n
∆n
`
L¯jpθq ´ Lpθq
˘¯
that is Gaussian
conditionally on X1, . . . , XN , and the associated L2 distance
d2n,kpθ1, θ2q :“ Eg pYn,kpθ1q ´ Yn,kpθ2qq2 .
Inequality (1) and the fact that }ρ2}8 ă 8 imply the bound
NpFpδq, ε, d2n,kq ď N
¨˚
˝Gpδq,
¨˝
cpρqε
}F 21 pδq}1{2L1`τ{2pPn,kq
‚˛p2`τq{τ , dn,k‹˛‚,
where
››F 21 pδq››L1`τ{2pPn,kq :“ ´ 1k řkj“1 F 2`τ1,j pδq¯2{p2`τq. To estimate the covering numbers of
Gpδq, observe that the Euclidean ball tθ : }θ´ θ0} ď δu can be covered by at most Kpεq “
`
6δ
ε
˘d
balls of radius ε ă δ with centers θ1, . . . , θKpεq. Hence, Gpδq can be covered by Kpεq sets of
the form
!
px1, . . . , xnq ÞÑ ρ2
´?
n
∆n
´
1
n
řn
j“1 ℓpθ, xjq ´ Lpθq
¯¯
, }θ ´ θj} ď ε
)
, j “ 1, . . . ,Kpεq. It
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remains to find an upper bound for the covering number of such a set by the balls with respect
to the metric dn,kp¨, ¨q. Sudakov minoration principle (Ledoux and Talagrand, 1991) yields the
inequality
sup
0ăzďε
z
b
logN pGpεq, z, dn,kq
ď C sup
θ1
Eg sup
}θ´θ1}ďε
1?
k
ˇˇˇˇ
ˇ kÿ
j“1
gj
ˆ
ρ2
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙´ ρ2ˆ?n
∆n
`
L¯jpθ1q ´ Lpθ1q
˘˙˙ˇˇˇˇˇ .
Therefore,b
logN pGpεq, ε, dn,kq
ď C
ε
sup
θ1:}θ1´θ0}ďδ
Eg sup
}θ´θ1}ďε
1?
k
ˇˇˇˇ
ˇ kÿ
j“1
gj
ˆ
ρ2
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙´ ρ2ˆ?n
∆n
`
L¯jpθ1q ´ Lpθ1q
˘˙˙ˇˇˇˇˇ .
We apply Slepian’s lemma again (where we use the fact that the function x ÞÑ ρ2pxq is Lipschitz
continuous) to deduce that the latter supremum is dominated by
Qn,kpεq :“ Cpρq
∆n
sup
θ1:}θ1´θ0}ďδ
Eg sup
}θ´θ1}ďε
1?
k
ˇˇˇˇ
ˇ kÿ
j“1
gj
?
n
`
L¯jpθq ´ Lpθq ´ pL¯jpθ1q ´ Lpθ1qq
˘ˇˇˇˇˇ ,
whence log1{2NpFpδq, ε, d2n,kq ď
c
d log`
´
6δ
ετ
¯
` 1
ετ
Qn,kpετ q, where ετ “
˜
cpρqε
}F 2
1
pδq}1{2
L
1`τ{2pPn,kq
¸p2`τq{τ
and log`pxq “ log x _ 0. Let D2n,kpδq be the diameter of Fpδq with respect to the metric d2n,k.
We will apply Dudley’s entropy integral estimate (Fact 1) to deduce that
Eg sup
}θ´θ0}ďδ
ˇˇ
W 2n,kpθq ´W 2n,kpθ0q
ˇˇ ď ż D2n,kpδq
0
H1{2
`
Fpδq, ε, d2n,k
˘
dε
ď Cpτq
ż D2n,kpδq
0
?
d log
1{2
`
¨˝
Cδτ{p2`τq}F 21 pδq}1{2L1`τ{2pPn,kq
ε
‚˛dε` C ż D2n,kpδq
0
1
ετ
Qn,kpετ qdε
ď Cpτq
?
dδτ{p2`τq}F 21 pδq}1{2L1`τ{2pPn,kq
ż 1
0
a
logp1{zqdz
` Cpρq}F 21 pδq}1{2L1`τ{2pPn,kq
ż D2n,kpδq{C}F 21 pδq}1{2L
1`τ{2pPn,kq
0
Qn,kpεp2`τq{τ q
εp2`τq{τ
dε. (31)
It follows from (1) that
D2n,kpδq{}F 21 pδq}1{2L1`τ{2pPn,kq
ď Cpρq sup
θ1,θ2:}θj´θ0}ďδ
˜
1
k
kÿ
j“1
ˆ
ρ2
ˆ?
n
∆n
`
L¯jpθ1q ´ Lpθ1q
˘˙´ ρ2ˆ?n
∆n
`
L¯jpθ2q ´ Lpθ2q
˘˙˙2¸τ{p4`2τq
“ CpρqdiampGpδq; dn,kqτ{p2`τq.
Clearly, as ρ2 is bounded, Dn,kpδq :“ diampGpδq; dn,kq is also bounded by a constant C1pρq that
depends only on ρ. Therefore, application of Ho¨lder’s inequality yields that
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ż D2n,kpδq{C}F 21 pδq}1{2L
1`τ{2pPn,kq
0
Qn,kpεp2`τq{τ q
εp2`τq{τ
dε
ď C1
´
D2n,kpδq{}F 21 pδq}1{2L1`τ{2pPn,kq
¯1{2˜ż C1pρq
0
ˆ
Qn,kpεp2`τq{τ q
εp2`τq{τ
˙2
dε
¸1{2
.
Taking expectation with respect to X1, . . . , XN in (1) and applying the Cauchy-Schwartz in-
equality twice to the last term, we deduce that
E sup
}θ´θ0}ďδ
ˇˇ
W 2n,kpθq ´W 2n,kpθ0q
ˇˇ ď Cpτq?dδτ{p2`τqE1{2}F 21 pδq}L1`τ{2pPn,kq
` C2E1{4}F 21 pδq}L1`τ{2pPn,kqE1{4D2n,kpδqE1{2
«ż C1pρq
0
ˆ
Qn,kpεp2`τq{τ q
εp2`τq{τ
˙2
dε
ff
.
We will show that lim supn,kÑ8 ED
2
n,kpδq Ñ 0 as δ Ñ 0 and that E
„şC1pρq
0
´
Qn,kpεp2`τq{τ q
εp2`τq{τ
¯2
dε

and E}F 21 pδq}L1`τ{2pPn,kq are bounded, which suffices to complete the proof of the lemma. First,
observe that relation (1) combined with Ho¨lder’s inequality implies that
ED2n,kpδq ď E2{p2`τq
«
1
k
kÿ
j“1
F 2`τ1,j pδq
ff
ˆEτ{2p2`τq sup
θ1,θ2:}θj´θ0}ďδ
1
k
kÿ
j“1
ˇˇˇˇ
ρ2
ˆ?
n
∆n
`
L¯jpθ1q ´ Lpθ1q
˘˙´ ρ2ˆ?n
∆n
`
L¯jpθ2q ´ Lpθ2q
˘˙ˇˇˇˇ2p2`τq{τ
.
Note that
EF 2`τ1,1 pδq “ E sup
}θ´θ0}ďδ
ˇˇˇˇ
ˇ 1?n
nÿ
j“1
´
Bp1qθ ℓpθ,Xjq ´ Bp1qθ Lpθq
¯ˇˇˇˇˇ
2`τ
ď 21`τ
˜
E
ˇˇˇˇ
ˇ 1?n
nÿ
j“1
´
Bp1qθ ℓpθ0, Xjq ´ Bp1qθ Lpθ0q
¯ˇˇˇˇˇ
2`τ
` E sup
}θ´θ0}ďδ
ˇˇˇˇ
ˇ 1?n
nÿ
j“1
´
Bp1qθ pℓpθ,Xjq ´ ℓpθ0, Xjqq ´ Bp1qθ pLpθq ´ Lpθ0q
¯ˇˇˇˇˇ
2`τ ¸
. (32)
Rosenthal’s inequality (see e.g. Ibragimov and Sharakhmetov, 2001) implies that
E
ˇˇˇˇ
ˇ 1?n
nÿ
j“1
´
Bp1qθ ℓpθ0, Xjq ´ Bp1qθ Lpθ0q
¯ˇˇˇˇˇ
2`τ
ď Cpτq
¨˚
˝E
ˇˇˇ
Bp1qθ pℓpθ0, Xq ´ Lpθ0qq
ˇˇˇ2`τ
nτ{2
`Var1`τ{2
´
Bp1qθ ℓpθ0, Xq
¯‹˛‚,
where the right side of the display above is finite due to the second part of assumption 3B. It is also
straightforward to deduce from the previous sequence of inequalities that E}F 21 pδq}L1`τ{2pPn,kq
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is bounded. To estimate the second term on the right side of (1), we use Theorem 2.4.15 in
van der Vaart and Wellner (1996), which gives that
E sup
}θ´θ0}ďδ
ˇˇˇˇ
ˇ 1?n
nÿ
j“1
´
Bp1qθ pℓpθ,Xjq ´ ℓpθ0, Xjqq ´ Bp1qθ pLpθq ´ Lpθ0qq
¯ˇˇˇˇˇ
2`τ
C
˜
E sup
}θ´θ0}ďδ
ˇˇˇˇ
ˇ 1?n
nÿ
j“1
´
Bp1qθ pℓpθ,Xjq ´ ℓpθ0, Xjqq ´ Bp1qθ pLpθq ´ Lpθ0qq
¯ˇˇˇˇˇ
` n´τ{p4`2τqE |VpX ; δq|2`τ
¸
,
where Vpx; δq is the envelope function defined in assumption 3B. In view of the first part of the
same assumption, both terms on the right side of the display above converge to 0 as nÑ8 and
δ Ñ 0. Next, as }ρ2}8 ă 8,
E sup
θ1,θ2:}θj´θ0}ďδ
1
k
kÿ
j“1
ˇˇˇˇ
ρ2
ˆ?
n
∆n
`
L¯jpθ1q ´ Lpθ1q
˘˙´ ρ2ˆ?n
∆n
`
L¯jpθ2q ´ Lpθ2q
˘˙ˇˇˇˇ2p1`τq{τ
ď CpρqE sup
θ1,θ2:}θj´θ0}ďδ
1
k
kÿ
j“1
ˇˇˇˇ
ρ2
ˆ?
n
∆n
`
L¯jpθ1q ´ Lpθ1q
˘˙´ ρ2ˆ?n
∆n
`
L¯jpθ2q ´ Lpθ2q
˘˙ˇˇˇˇ
ď CpρqE sup
θ1,θ2:}θj´θ0}ďδ
ˇˇˇˇ
ρ2
ˆ?
n
∆n
`
L¯1pθ1q ´ Lpθ1q
˘˙´ ρ2ˆ?n
∆n
`
L¯jpθ2q ´ Lpθ2q
˘˙ˇˇˇˇ
ď Cpρq
∆n
E sup
θ1,θ2:}θj´θ0}ďδ
1?
n
ˇˇˇˇ
ˇ nÿ
j“1
pℓpθ1, Xjq ´ ℓpθ2, Xjq ´ pLpθ1q ´ Lpθ2qqq
ˇˇˇˇ
ˇ ,
where we used Lipschitz continuity of ρ2 on the last step. Lemma 8 implies that the last display
is bounded by C
1pρq
∆n
?
d δE1{2M2θ0pXq, allowing us to conclude that lim supn,kÑ8 ED2n,kpδq Ñ 0
as δ Ñ 0. It remains to estimate
„şC1pρq
0
E
´
Qn,kpεp1`τq{τ q
εp1`τq{τ
¯2
dε

. Set ε1 “ εp1`τq{τ so that
EQ2n,kpε1q ď
Cpρq
∆2n
E sup
θ˜,θ:}θ˜´θ0}ďδ
}θ´θ˜}ďε1
˜
1?
k
ˇˇˇˇ
ˇ kÿ
j“1
gj
?
n
´
L¯jpθq ´ Lpθq ´ pL¯jpθ˜q ´ Lpθ˜qq
¯ˇˇˇˇˇ
¸2
.
Application of Lemma 7 allows us to replace Gaussian random variables gj ’s by a sequence of
Rademacher random variables ε1, . . . , εk independent from X1, . . . , XN , implying that
EQ2n,kpε1q ď
Cpρq
∆2n
max
m“1,...,k
E sup
θ˜,θ:}θ˜´θ0}ďδ
}θ´θ˜}ďε1
˜
1?
m
ˇˇˇˇ
ˇ mÿ
j“1
εj
?
n
´
L¯jpθq ´ Lpθq ´ pL¯jpθ˜q ´ Lpθ˜qq
¯ˇˇˇˇˇ
¸2
.
Furthermore, desymmetrization inequality followed by the application of Lemma 8 yields that
for any m P t1, . . . , ku,
E sup
θ˜,θ:}θ˜´θ0}ďδ
}θ´θ˜}ďε1
˜
1?
m
ˇˇˇˇ
ˇ mÿ
j“1
εj
?
n
´
L¯jpθq ´ Lpθq ´ pL¯jpθ˜q ´ Lpθ˜qq
¯ˇˇˇˇˇ
¸2
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ď 4E sup
θ˜,θ:}θ˜´θ0}ďδ
}θ´θ˜}ďε1
˜
1?
mn
mnÿ
j“1
´
ℓpθ,Xjq ´ ℓpθ˜, Xjq ´ pLpθq ´ Lpθ˜qq
¯¸2
ď Cdε2EM2θ0pXq,
Therefore, E
„şC1pρq
0
E
´
Qn,kpε1q
ε1
¯2
dε

ď C2pρqdEM2θ0pXq ă 8, therefore completing the proof of
asymptotic continuity of the process Kn,kpθq at θ “ θ0.
2. Controlling Ln,kpθq “ Ωpρ, θq
?
N
´pLpθq ´ Lpθq¯.
Asymptotic continuity of the process θ ÞÑ ?N
´pLpθq ´ Lpθq¯ follows from Proposition 2.
Indeed, it implies that for δ small enough,
sup
}θ´θ0}ďδ
ˇˇˇ?
N
´pLpθq ´ pLpθ0q ´ pLpθq ´ Lpθ0q¯ˇˇˇ
“ ∆8?
k
sup
}θ´θ0}ďδ
ˇˇˇˇ
ˇ 1
Eρ2
´
Zpθq
∆8
¯ kÿ
j“1
ρ1
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙
´ 1
Eρ2
´
Zpθ0q
∆8
¯ kÿ
j“1
ρ1
ˆ?
n
∆n
`
L¯jpθ0q ´ Lpθ0q
˘˙ ˇˇˇˇˇ` opp1q.
As the function θ ÞÑ Eρ2
´
Zpθq
∆8
¯
is continuous under our assumptions, it suffices to show that
sup
}θ´θ0}ďδ
1?
k
ˇˇˇˇ
ˇ kÿ
j“1
„
ρ1
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙´ ρ1ˆ?n
∆n
`
L¯jpθ0q ´ Lpθ0q
˘˙ ˇˇˇˇˇ (33)
converges to 0 in probability as δ Ñ 0. The process θ ÞÑ 1?
k
řk
j“1 ρ
1
´?
n
∆n
`
L¯jpθq ´ Lpθq
˘¯
is
asymptotically unbiased in view of Lemma 5 and a fact that Eρ1pZq “ 0 for normally distributed
Z, therefore, we may consider centered processes in (2). Setting ρ1jpθq :“ ρ1
´?
n
∆n
`
L¯jpθq ´ Lpθq
˘¯
and applying symmetrization and contraction inequalities, we see that
E sup
}θ´θ0}ďδ
1?
k
ˇˇˇˇ
ˇ kÿ
j“1
`
ρ1jpθq ´ ρ1jpθ0q ´ Epρ1jpθq ´ ρ1jpθ0qq
˘ ˇˇˇˇˇ
ď 2E sup
}θ´θ0}ďδ
1?
k
ˇˇˇˇ
ˇ kÿ
j“1
εj
`
ρ1jpθq ´ ρ1jpθ0q
˘ ˇˇˇˇˇ
ď 4}ρ
1}8
∆n
E sup
}θ´θ0}ďδ
1?
N
ˇˇˇˇ
ˇ Nÿ
j“1
pℓpθ,Xjq ´ ℓpθ0, Xjq ´ pLpθq ´ Lpθ0qq
ˇˇˇˇ
ˇ
ď Cpρq
?
d
?
δE1{2M2θ0pXq,
where the last inequality follows from Lemma 8. This completes the proof of the main claim.
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3.7. Proof of Lemma 2.
As it was mentioned after the statement of the lemma, the proof repeats the argument behind
Theorem 3.1 in (Minsker, 2019b). The only difference is in the way we estimate
Tn,kpΘ1q :“ sup
θPΘ1
˜
1
k
kÿ
j“1
ρ1
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙´ Eρ1 ˆ?n
∆n
`
L¯1pθq ´ Lpθq
˘˙¸
.
Instead of applying Talagrand’s concentration inequality, we will use Markov’s inequality, which
yields that
Tn,kpΘ1q ď sE sup
θPΘ1
ˇˇˇˇ
ˇ1k
kÿ
j“1
ρ1
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙´ Eρ1 ˆ?n
∆n
`
L¯1pθq ´ Lpθq
˘˙ˇˇˇˇˇ
with probability at least 1´ 1
s
. It remains to check that (see (Minsker, 2019b) for the details)
E sup
θPΘ1
ˇˇˇˇ
ˇ1k
kÿ
j“1
ρ1
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙´ Eρ1 ˆ?n
∆n
`
L¯1pθq ´ Lpθq
˘˙ˇˇˇˇˇ
ď Cpρq 1
∆n
?
k
E sup
θPΘ1
ˇˇˇˇ
ˇ 1?N
Nÿ
j“1
pℓpθ,Xjqq ´ Eℓpθ,Xqq
ˇˇˇˇ
ˇ .
3.8. Proof of Proposition 1.
Let ε1, . . . , εk be i.i.d. Rademacher random variables independent of X1, . . . , XN , and note that
by symmetrization and contraction inequalities for the Rademacher sums (Ledoux and Talagrand,
1991),
E sup
}θ1´θ}ďδ
ˇˇˇˇ
ˇ1k
kÿ
j“1
ρ2
ˆ?
n
∆n
`
L¯jpθ1q ´ Lpθ1q
˘˙´ Eρ2ˆ?n
∆n
`
L¯1pθ1q ´ Lpθ1q
˘˙ˇˇˇˇˇ
ď 2E sup
}θ1´θ}ďδ
1
k
ˇˇˇˇ
ˇ kÿ
j“1
εj
ˆ
ρ2
ˆ?
n
∆n
`
L¯jpθ1q ´ Lpθ1q
˘˙´ ρ2p0q˙ˇˇˇˇˇ
ď 4Lpρ
2q
∆n
?
k
E sup
}θ1´θ}ďδ
kÿ
j“1
ˇˇˇˇ
εj
?
n?
k
pL¯jpθ1q ´ Lpθ1q
ˇˇˇˇ
,
where we used the fact that φpxq :“ ρ2
´?
n
∆n
x
¯
´ρ2 p0q is Lipschitz continuous (in fact, assumption
1 implies that the Lipschitz constant is equal to 1) and satisfies φp0q “ 0. Now, desymmetrization
inequality (Lemma 2.3.6 in van der Vaart and Wellner, 1996) implies that
E sup
}θ1´θ}ďδ
kÿ
j“1
ˇˇˇˇ
εj
?
n?
k
pL¯jpθ1q ´ Lpθ1q
ˇˇˇˇ
ď 2?
N
E sup
}θ1´θ}ďδ
ˇˇˇˇ
ˇ Nÿ
j“1
`
ℓpθ1, Xjq ´ Lpθ1
˘ˇˇˇˇˇ ,
hence the claim follows.
The fact that ρ2 can be replaced by ρ3 follows along the same lines as ρ3 is Lipschitz continuous
and }ρ3}8 ă 8 by assumption 1.
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4. Auxiliary results.
The following proposition is one of the key technical results that the proofs of Theorems 2 and
3 rely on.
Proposition 2. Let L “ tℓpθ, ¨q, θ P Θu be a class of functions, and, given θ0 P Θ, set σ2pδq :“
sup}θ´θ0}ďδ Var pℓpθ,Xqq. Moreover, let assumption 3A hold. Then for every δ ď rpθ0q 3, the
following representation holds uniformly over }θ ´ θ0} ď δ:
?
N
´pLpθq ´ Lpθq¯ “ ∆n
Eρ2
´?
n
∆n
`
L¯1pθq ´ Lpθq
˘¯ 1?
k
kÿ
j“1
ρ1
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙`Rn,k,jpθq,
where
sup
}θ´θ0}ďδ
|Rn,k,jpθq| ď Cpd, θ0q
ˆ
pδ _ σpδqq2 s
2
?
k
` spσ2pδq ^ n´τ{2q pδ _ σpδqq `
?
k
´
σ2pδq ^ n´τ{2
¯3˙
with probability at least 1´ 3
s
.
Proof. Define pGkpz; θq :“ 1
k
kÿ
j“1
ρ1
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq ´ z
˘˙
so that pGkppLpθq ´ Lpθq; θq “ 0, and let Gkpz; θq :“ E pGkpz; θq. Next, consider stochastic process
Rkpθq “ pGkp0; θq ` BzGkpz; θqˇˇz“0 ´pLpθq ´ Lpθq¯ .
We claim that for any θ P Θ,
?
N
Rkpθ1q
BzGkpz; θ1q|z“0 “ OP
˜
pδ _ σpδqq2?
k
` pσ2pδq ^ n´τ{2q pδ _ σpδqq `
?
k
´
σ2pδq ^ n´τ{2
¯3¸
(34)
uniformly over θ1 in the neighborhood of θ. Taking this claim for granted for now, we see that?
N
´pLpθq ´ Lpθq¯ “ ´?N pGkp0qBzGkpz;θq|z“0 `?N RkpθqBzGkpz;θq|z“0 , and in particular it follows from the
claim above that the weak limits of
?
NppLpθq ´ Lpθqq and
´
?
N
pGkp0; θq
BzGkpz; θq|z“0 “
∆n?
k
řk
j“1 ρ
1
´?
n
∆n
`
L¯jpθq ´ Lpθq
˘¯
Eρ2
´?
n
∆n
`
L¯1pθq ´ Lpθq
˘¯ .
coincide. It remains to establish the relation (4). To this end, define peNpθq :“ pLpθq´Lpθq so that
GkppeN pθq; θq “ 0, and let Gkpz; θq :“ E pGkpzq. Recall the definition of Rkpθq and observe that
the following identity is immediate:
Rkpθq “ pGk ppeNpθq; θqloooooomoooooon
“0
`BzGkpz; θq
ˇˇ
z“0peN pθq ´ ´ pGk ppeN pθq; θq ´ pGkp0; θq¯ .
For any θ P Θ and j “ 1, . . . , k, there exists τj “ τjpθq P r0, 1s such that
3rpθ0q was defined in assumption 3A
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ρ1
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq ´ peN pθq˘˙ “ ρ1 ˆ?n
∆n
`
L¯jpθq ´ Lpθq
˘˙
´
?
n
∆n
ρ2
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙ ¨ peN pθq ` n
∆2n
ρ3
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq ´ τjpeN pθq˘˙ ¨ ppeNpθqq2 .
Therefore,
pGk ppeNpθq; θq ´ pGkp0; θq “ ´ ?n
k∆n
kÿ
j“1
ρ2
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙ ¨ peN pθq
` n
k∆2n
kÿ
j“1
ρ3
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙ ¨ ppeNpθqq2
` n
k∆2n
kÿ
j“1
ˆ
ρ3
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq ´ τjpeN pθq˘˙´ ρ3ˆ?n
∆n
`
L¯jpθq ´ Lpθq
˘˙˙ ¨ ppeNpθqq2
and
Rkpθq “
?
n
∆n
1
k
kÿ
j“1
ˆ
ρ2
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙´ Eρ2ˆ?n
∆n
`
L¯jpθq ´ Lpθq
˘˙˙ ¨ peN pθq
´ n
∆2n
1
k
kÿ
j“1
ρ3
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙ ¨ ppeNpθqq2
´ n
∆2n
1
k
kÿ
j“1
ˆ
ρ3
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq ´ τjpeNpθq˘˙´ ρ3ˆ?n
∆n
`
L¯jpθq ´ Lpθq
˘˙˙ ¨ ppeN pθqq2
“ R1pθq `R2pθq `R3pθq. (35)
It follows from Lemma 2 (with O “ 0) and Lemma 8 that
sup
}θ´θ0}ďδ
|peNpθq| ď Cpd, θ0qˆδ _ σpδq?
N
s` σ
2pδq ^ n´τ{2?
n
˙
with probability at least 1 ´ s´1 whenever s À ?k. Moreover, Proposition 1 combined with
Lemma 8 yields that
sup
}θ´θ0}ďδ
ˇˇˇˇ
ˇ1k
kÿ
j“1
ˆ
ρ2
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙´ Eρ2ˆ?n
∆n
`
L¯jpθq ´ Lpθq
˘˙˙ˇˇˇˇˇ ď Cpd, θ0q δ _ σpδq?k s
with probability at least 1´ s´1. Therefore, the first term R1pθqin (4) satisfies
sup
}θ´θ0}ďδ
ˇˇ
R1pθqˇˇ ď C ˆpδ _ σpδqq2 s2
k
` spσ2pδq ^ n´τ{2qδ _ σpδq?
k
˙
on event E of probability at least 1´ 2
s
. Observe that
sup
}θ´θ0}ďδ
ˇˇˇˇ
ˇ1k
kÿ
j“1
ˆ
ρ3
ˆ?
n
∆n
`
L¯jpθq ´ Lpθq
˘˙´ Eρ3ˆ?n
∆n
`
L¯jpθq ´ Lpθq
˘˙˙ˇˇˇˇˇ ď Cpd, θ0q δ _ σpδq?k s
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with probability at least 1 ´ s´1, again by Proposition 1, and
ˇˇˇ
Eρ3
´?
n
∆n
`
L¯jpθq ´ Lpθq
˘¯ˇˇˇ ď
C
`
σ2pδq ^ n´τ{2˘ by Lemma 5. Therefore, the term R2pθq admits an upper bound
sup
}θ´θ0}ďδ
ˇˇ
R2pθqˇˇ ď C ˆ pδ _ σpδqq3
k3{2
s3 `
´
σ2pδq ^ n´τ{2
¯3˙
which holds with probability at least 1´s´1. Finally, as ρ3 is Lipschitz continuous by assumption,
the third term R3pθq can be estimated via
sup
}θ´θ0}ďδ
ˇˇ
R3pθqˇˇ ď C n
∆2n
|peNpθq|3 ď C?
n
ˆ pδ _ σpδqq3
k3{2
s3 `
´
σ2pδq ^ n´τ{2
¯3˙
on event E (note that this upper bound is smaller than the upper bound for sup}θ´θ0}ďδ |R2pθq|
by the multiplicative factor of
?
n). Combining the estimates above and excluding all the higher
order terms (taking into account the fact that s ď cpd, θ0q
?
k), it is easy to conclude that
?
N sup
}θ´θ0}ďδ
ˇˇˇˇ
Rkpθq
BzGkpz; θq|z“0
ˇˇˇˇ
ď Cpd, θ0q
˜
pδ _ σpδqq2 s
2
?
k
` spσ2pδq ^ n´τ{2q pδ _ σpδqq
`
?
k
´
σ2pδq ^ n´τ{2
¯3¸
with probability at least 1´ 3
s
.
Lemma 5. Let F : R ÞÑ R be a function such that F 2 is bounded and Lipschitz continuous.
Moreover, suppose that ξ1, . . . , ξn are independent centered random variables such that E|ξj |2 ă 8
for all j, and that Zj , j “ 1, . . . , n are independent with normal distribution N p0,Varpξjqq. Thenˇˇˇˇ
ˇEF
˜
nÿ
j“1
ξj
¸
´ EF
˜
nÿ
j“1
Zj
¸ˇˇˇˇ
ˇ ď CpF q nÿ
j“1
E
“
ξ2j ¨minp|ξj , 1q
‰
.
In particular, if E|ξj |2`τ ă 8 for some τ P p0, 1s and all j, thenˇˇˇˇ
ˇEF
˜
nÿ
j“1
ξj
¸
´ EF
˜
nÿ
j“1
Zj
¸ˇˇˇˇ
ˇ ď CpF q nÿ
j“1
E|ξj |2`τ .
Proof. We will apply the standard Lindeberg’s replacement method (see e.g. O’Donnell, 2014,
chapter 11). For 1 ď j ď n` 1, define Tj :“ F
´řj´1
i“1 ξi `
řn
i“j Zj
¯
. Thenˇˇˇˇ
ˇEF
˜
nÿ
j“1
ξj
¸
´ EF
˜
nÿ
j“1
Zj
¸ˇˇˇˇ
ˇ “ |ETn`1 ´ ET1| ď nÿ
j“1
|ETj`1 ´ ETj |.
Moreover, Taylor’s expansion formula gives that there exists (random) µ P r0, 1s such that
Tj`1 “ F
˜
j´1ÿ
i“1
ξi `
nÿ
i“j`1
Zj
¸
` F 1
˜
j´1ÿ
i“1
ξi `
nÿ
i“j`1
Zj
¸
ξj ` F 2
˜
j´1ÿ
i“1
ξi `
nÿ
i“j`1
Zj
¸
ξ2j
2
`
˜
F 2
˜
j´1ÿ
i“1
ξi `
nÿ
i“j`1
Zj ` µξj
¸
´ F 2
˜
j´1ÿ
i“1
ξi `
nÿ
i“j`1
Zj
¸¸
ξ2j
2
.
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Similarly,
Tj “ F
˜
j´1ÿ
i“1
ξi `
nÿ
i“j`1
Zj
¸
` F 1
˜
j´1ÿ
i“1
ξi `
nÿ
i“j`1
Zj
¸
Zj ` F 2
˜
j´1ÿ
i“1
ξi `
nÿ
i“j`1
Zj
¸
Z2j
2
`
˜
F 2
˜
j´1ÿ
i“1
ξi `
nÿ
i“j`1
Zj ` µ1Zj
¸
´ F 2
˜
j´1ÿ
i“1
ξi `
nÿ
i“j`1
Zj
¸¸
Z2j
2
.
Lipschitz continuity and boundedness of F 2 imply that |F 2pxq ´ F 2pyq| ď CpF qminp1, |x ´ y|q
with CpF q “ maxp}F }8, LpF 2q. Therefore,
|ETj`1 ´ ETj| ď
ˇˇˇˇ
ˇE
˜
F 2
˜
j´1ÿ
i“1
ξi `
nÿ
i“j`1
Zj ` µξj
¸
´ F 2
˜
j´1ÿ
i“1
ξi `
nÿ
i“j`1
Zj
¸¸
ξ2j
2
ˇˇˇˇ
ˇ
`
ˇˇˇˇ
ˇE
˜
F 2
˜
j´1ÿ
i“1
ξi `
nÿ
i“j`1
Zj ` µ1Zj
¸
´ F 2
˜
j´1ÿ
i“1
ξi `
nÿ
i“j`1
Zj
¸¸
Z2j
2
ˇˇˇˇ
ˇ
ď C1pF qE
“
ξ2j minp|ξj |, 1q
‰
,
and the first claim follows. To establish the second inequality, it suffices to observe that for all
j, E
“
ξ2j minp|ξj |, 1q
‰ “ E|ξj |3It|ξj | ď 1u ` E|ξj |2It|ξj | ą 1u. Clearly, |ξj |3 ď |ξj |2`τ on the event
t|ξj | ď 1u, whereas |ξj |2 ď |ξj |2`τ on the event t|ξj | ą 1u.
Lemma 6. Assume that E }Bθℓpθ,Xq}2`τ ă 8 for some τ P p0, 1s. Then››››E „ρ2ˆ?n∆n `L¯1pθq ´ Lpθq˘
˙?
n
`BθL¯1pθq ´ BθLpθq˘››››
8
ď Cpρ,∆nq
E |ℓpθ,Xq ´ Lpθq|2`τ
´
Var1{2 pℓpθ,Xqq _
›››V 1{2θ pθq›››¯
nτ{2
,
where V pθq is the covariance matrix of the random vector Bθℓpθ,Xq.
Proof. It suffices to establish the upper bound for each coordinate of the vector
ρ2
ˆ?
n
∆n
`
L¯1pθq ´ Lpθq
˘˙?
n
`BθL¯1pθq ´ BθLpθq˘ .
Without loss of generality, it suffices to consider the first coordinate. To this end, let ξj “
1?
n
pℓpθ,Xjq´Lpθqq and ηj “ 1?n xBθpℓpθ,Xjq ´ Lpθqq, e1y , j “ 1, . . . , n. Moreover, let pWj , Zjq, j “
1, . . . , n be a sequence of i.i.d. centered bivariate normal vectors such that covpWj , Zjq “ covpξj , ηjq.
Next, observe that Eρ2
´
1
∆n
řn
j“1Wj
¯´řn
j“1 Zj
¯
“ 0. Indeed, the random vector pSn,Z , Sn,W q “´řn
j“1Wj ,
řn
j“1 Zj
¯
is jointly Gaussian, hence
Eρ2
ˆ
1
∆n
Sn,W
˙
Sn,Z “ E
„
ρ2
ˆ
1
∆n
Sn,W
˙
Sn,Z |Sn,W

“ Eρ2
ˆ
1
∆n
Sn,W
˙
E rSn,Z |Sn,W s “ αZ,WEρ2
ˆ
1
∆n
Sn,W
˙
Sn,W “ 0,
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where αZ,W “ ESn,WSn,ZES2
n,W
and the last equality follows since the function x ÞÑ ρ2
´
x
∆n
¯
x is odd.
We can write Eρ2
´řn
j“1 ξj
∆n
¯řn
j“1 ηj as
Eρ2
˜řn
j“1 ξj
∆n
¸
nÿ
j“1
ηj “
nÿ
j“1
ηj
ˆ
ρ2
ˆřn
i“1 ξi
∆n
˙
´ ρ2
ˆř
i‰j ξi
∆n
˙˙
,
where we used the fact that Eηjρ
2
´ř
i‰j ξi
∆n
¯
“ 0 for all j. Taylor expansion of the the function
ρ2
´řn
i“1 ξi
∆n
¯
around the point
ř
i‰j ξi gives that
ρ2
ˆřn
i“1 ξi
∆n
˙
´ ρ2
ˆř
i‰j ξi
∆n
˙
“ ρ3
ˆř
i‰j ξi
∆n
˙
ξj
∆n
`
ˆ
ρ3
ˆř
i‰j ξi ` ζ ¨ ξj
∆n
˙
´ ρ3
ˆř
i‰j ξi
∆n
˙˙
ξj
∆n
for some ζ P r0, 1s. Therefore,
Eρ2
˜řn
j“1 ξj
∆n
¸˜
nÿ
j“1
ηj
¸
“ Eρ2
˜řn
j“1 ξj
∆n
¸˜
nÿ
j“1
ηj
¸
´ Eρ2
˜
1
∆n
nÿ
j“1
Wj
¸˜
nÿ
j“1
Zj
¸
“
nÿ
j“1
1
∆n
E
ˆ
ξjηjρ
3
ˆř
i‰j ξi
∆n
˙
´WjZjρ3
ˆř
i‰j Wi
∆n
˙˙
`
nÿ
j“1
1
∆n
Eηjξj
ˆ
ρ3
ˆř
i‰j ξi ` ζj ¨ ξj
∆n
˙
´ ρ3
ˆř
i‰j ξi
∆n
˙˙
´
nÿ
j“1
1
∆n
EWjZj
˜
ρ3
˜ř
i‰jWi ` ζ 1j ¨Wj
∆n
¸
´ ρ3
ˆř
i‰jWi
∆n
˙¸
.
Using the fact that Eξjηj “ EWjZj, we deduce that
nÿ
j“1
1
∆n
E
ˆ
ξjηjρ
3
ˆř
i‰j ξi
∆n
˙
´WjZjρ3
ˆř
i‰jWi
∆n
˙˙
“ nEWjZj
∆n
E
ˆ
ρ3
ˆř
i‰j ξi
∆n
˙
´ ρ3
ˆř
i‰j Wi
∆n
˙˙
.
It remains to estimate E
´
ρ3
´ř
i‰j ξi
∆n
¯
´ ρ3
´ř
i‰jWi
∆n
¯¯
. Applying the standard Lindeberg’s re-
placement method (see Lemma 5 above), it is easy to deduce that whenever ρp5qp¨q is bounded
and Lipschitz continuous,
E
ˆ
ρ3
ˆř
i‰j ξi
∆n
˙
´ ρ3
ˆř
i‰jWi
∆n
˙˙
ď CpρqE|ξ1|
2`τ
∆2nn
τ{2 .
Moreover, as }ρ3}8 ă 8 and ρ3 is Lipschitz continuous by assumption, |ρ3pxq ´ ρ3pyq| ď
Cpρ, γq}x´ y}γ for any γ P p0, 1s. Taking γ “ τ{2, we see that
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ˇ nÿ
j“1
1
∆n
Eηjξj
ˆ
ρ3
ˆř
i‰j ξi ` τjξj
∆n
˙
´ ρ3
ˆř
i‰j ξi
∆n
˙˙ˇˇˇˇ
ˇ
ď Cpρ, τq
∆n
nÿ
j“1
E
ˇˇˇ
ηjξ
1`τ{2
j
ˇˇˇ
ď Cpρ, τq
∆n
nE1{2η2E1{2|ξj |2`τ ď C
nτ{2
.
Lemma 7. Let Z1pfq, . . . , Zkpfq, f P F be i.i.d. stochastic processes such that E supfPF |Z1pfq| ď
8. Assume that g1, . . . , gk are i.i.d. Np0, 1q random variables independent of Z1, . . . , Zk. Simi-
larly, let ε1, . . . , εk be i.i.d. Rademacher random variables independent of Z1, . . . , Zk. Then the
following inequality holds:
E sup
fPF
˜
1?
k
kÿ
j“1
gjZjpfq
¸2
ď C max
m“1,...,k
E sup
fPF
˜
1?
m
mÿ
j“1
εjZjpfq
¸2
for some absolute constant C ą 0.
Let us first deduce the final bound from the Lemma. Desymmetrization inequality (Lemma
2.3.6 in van der Vaart and Wellner, 1996) yields that
E sup
}θ´θ˜}ďε1
˜
1?
m
ˇˇˇˇ
ˇ mÿ
j“1
εj
ˆ?
n
∆n
`
ℓ¯jpθq ´ ℓpθq
˘´ ?n
∆n
´
ℓ¯jpθ˜q ´ ℓpθ˜q
¯˙ˇˇˇˇˇ
¸2
ď 1
∆2n
E sup
}θ´θ˜}ďε1
˜
1?
mn
ˇˇˇˇ
ˇmnÿ
j“1
´
ℓpθ,Xjq ´ ℓpθ˜, Xjq ´ ℓpθq ` ℓpθ˜q
¯ˇˇˇˇˇ
¸2
.
To estimate the last expression, it suffices to bound
E sup
}θ´θ˜}ďε1
1?
mn
ˇˇˇˇ
ˇmnÿ
j“1
´
ℓpθ,Xjq ´ ℓpθ˜, Xjq ´ ℓpθq ` ℓpθ˜q
¯ˇˇˇˇˇ
and observe that the envelope x ÞÑ sup}θ´θ˜}ďε |ℓpθ, xq ´ ℓpθ˜, xq| is square integrable.
Proof of Lemma 7. Let g˜1 ě . . . ě g˜k ě g˜k`1 :“ 0 be the reversed order statistics corresponding
to |g1|, . . . , |gk|, and note that g˜j “
řk
i“jpg˜i ´ g˜i`1q. Therefore,
E sup
fPF
˜
1
kÿ
j“1
gjZjpfq
¸2
“ E|g|Eε,X sup
fPF
˜
1?
k
kÿ
j“1
εj |gj |Zjpfq
¸2
“ E|g|Eε,X sup
fPF
˜
1?
k
kÿ
j“1
εj g˜jZjpfq
¸2
“ E sup
fPF
˜
1?
k
kÿ
j“1
kÿ
i“j
pg˜i ´ g˜i`1qεjZjpfq
¸2
“ E sup
fPF
˜
1?
k
kÿ
i“1
?
ipg˜i ´ g˜i`1q
iÿ
j“1
1?
i
εjZjpfq
¸2
ď E|g|Eε,X sup
fPF
˜
1?
k
kÿ
i“1
?
ipg˜i ´ g˜i`1q
ˇˇˇˇ
ˇ 1?i
iÿ
j“1
εjZjpfq
ˇˇˇˇ
ˇ
¸2
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“ E|g|
1
k
kÿ
i,l“1
«?
i
?
lpg˜i ´ g˜i`1qpg˜l ´ g˜l`1qEε,X
˜ˇˇˇˇ
ˇ 1?i
iÿ
j“1
εjZjpfq
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ 1?l
lÿ
v“1
εvZvpfq
ˇˇˇˇ
ˇ
¸ff
ď max
i“1,...,k
Eε,X
ˇˇˇˇ
ˇ 1?i
iÿ
j“1
εjZjpfq
ˇˇˇˇ
ˇ
2
E
˜
1?
k
kÿ
i“1
?
ipg˜i ´ g˜i`1q
¸2
.
Finally, note that
E
˜
1?
k
kÿ
i“1
?
ipg˜i ´ g˜i`1q
¸2
ď E
ˆ
1?
k
ż 8
0
a
# ti ď k : |gi| ě tudt
˙2
“ E
ˆ
1?
k
ż 8
0
1?
1` t2
a
1` t2
a
# ti ď k : |gi| ě tudt
˙2
ď
ż 8
0
dt
1` t2
ż 8
0
p1 ` t2qPp|g| ě tqdt ď π
ż 8
0
p1` t2qe´t2{2dt ă 8.
Lemma 8. Let F “  fθ, θ P Θ1 Ď Rd( be a class of functions that is Lipschitz in parameter,
meaning that |fθ1pxq ´ fθ2pxq| ďMpxq}θ1 ´ θ2}. Moreover, assume that EMppXq ă 8 for some
p ě 1. Then
E sup
θ1,θ2PΘ1
˜
1?
n
ˇˇˇˇ
ˇ nÿ
j“1
pfθ1pXjq ´ fθ2pXjq ´ P pfθ1 ´ fθ2qq
ˇˇˇˇ
ˇ
¸p
ď Cppqdp{2diamppΘ1, } ¨ }qE}M}p
L2pΠnq
and
E sup
θPΘ1
˜
1?
n
ˇˇˇˇ
ˇ nÿ
j“1
pfθpXjq ´ Pfθ1q
ˇˇˇˇ
ˇ
¸p
ď Cppq
´
dp{2diamppΘ1, } ¨ }qE}M}p
L2pΠnq ` E1^
p
2 |fθ0pXq ´ Pfθ0 |2_p
¯
for any θ0 P Θ1.
Proof. Symmetrization inequality yields that
E sup
θ1,θ2PΘ1
˜
1?
n
ˇˇˇˇ
ˇ nÿ
j“1
pfθ1pXjq ´ fθ2pXjq ´ P pfθ1 ´ fθ2qq
ˇˇˇˇ
ˇ
¸p
ď CppqE sup
θ1,θ2PΘ1
˜
1?
n
ˇˇˇˇ
ˇ nÿ
j“1
εj pfθ1pXjq ´ fθ2pXjqq
ˇˇˇˇ
ˇ
¸p
“ CppqEXEε sup
θ1,θ2PΘ1
˜
1?
n
ˇˇˇˇ
ˇ nÿ
j“1
εj pfθ1pXjq ´ fθ2pXjqq
ˇˇˇˇ
ˇ
¸p
.
As the process f ÞÑ 1?
n
řn
j“1 εj pfθ1pXjq ´ fθ2pXjqq is sub-Gaussian conditionally onX1, . . . , Xn,
its (conditional) Lp-norms are equivalent to L1 norm. Hence, Dudley’s entropy bound (see The-
orem 2.2.4 in van der Vaart and Wellner (1996)) implies that
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Eε sup
θ1,θ2PΘ1
˜
1?
n
ˇˇˇˇ
ˇ nÿ
j“1
εj pfθ1pXjq ´ fθ2pXjqq
ˇˇˇˇ
ˇ
¸p
ď Cppq
˜
Eε sup
θ1,θ2PΘ1
1?
n
ˇˇˇˇ
ˇ nÿ
j“1
εj pfθ1pXjq ´ fθ2pXjqq
ˇˇˇˇ
ˇ
¸p
ď Cppq
˜ż DnpΘ1q
0
H1{2pz, Tn, dnqdz
¸p
,
where d2npfθ1 , fθ2q “ 1n
řn
j“1 pfθ1pXjq ´ fθ2pXjqq2, Tn “ tpfθpX1q, . . . , fθpXnqq, θ P Θ1u Ď Rn
andDnpΘ1q is the diameter of Θ with respect to the distance dn. As fθp¨q is Lipschitz in θ, we have
that d2npfθ1 , fθ2q ď 1n
řn
j“1M
2pXjq}θ1 ´ θ2}2, implying that DnpΘ1q ď }M}L2pΠnqdiampΘ1, } ¨ }q
and
Hpz, Tn, dnq ď H
`
z{}M}L2pΠnq,Θ1, } ¨ }
˘ ď logˆC diampΘ1, } ¨ }q }M}L2pΠnq
z
˙d
.
Therefore, ˜ż DnpΘ1q
0
H1{2pz, Tn, dnqdz
¸p
ď Cdp{2 `diampΘ1, } ¨ }q ¨ }M}L2pΠnq˘p
and
EXEε sup
θ1,θ2PΘ1
˜
1?
n
ˇˇˇˇ
ˇ nÿ
j“1
εj pfθ1pXjq ´ fθ2pXjqq
ˇˇˇˇ
ˇ
¸p
ď Cdp{2diamppΘ1, } ¨ }qE}M}p
L2pΠnq.
Proof of the second bound follows from the triangle inequality
E sup
θPΘ1
˜ˇˇˇˇ
ˇ nÿ
j“1
1?
n
pfθpXjq ´ Pfθ1q
ˇˇˇˇ
ˇ
¸p
ď Cppq
˜
E
ˇˇˇˇ
ˇ 1?n
nÿ
j“1
pfθ0pXjq ´ Pfθ0q
ˇˇˇˇ
ˇ
p
` E sup
θPΘ1
˜ˇˇˇˇ
ˇ 1?n
nÿ
j“1
pfθpXjq ´ fθ0pXjq ´ P pfθ ´ fθ0qq
ˇˇˇˇ
ˇ
¸p¸
,
and Rosenthal’s inequality (Ibragimov and Sharakhmetov, 2001) applied to the term
E
ˇˇˇ
1?
n
řn
j“1pfθ0pXjq ´ Pfθ0q
ˇˇˇp
.
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