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CHAPTER I 
THE RESEARCH PROBLEM 
The Problem 
The scientific and technological development of recent years and 
the advent of the space age have required rapid changes in tqe manpower 
needs of both industry and business, particularly in the fields of sci-
ence. One of the crucial shortages has been that of adequately trained 
technicians to fill positions as computer programmers and systems ana-
lysts. The shortage of this type of technician is becoming increasingly 
more severe due to the continuous development of more complex and ad-
vanced data .processing equipment and techniques. 
The education and preparation of tecqnical manpower is generally 
conceded to be a functional responsibility of educational institutions, 
and an increasing demand is being placed on two year post-secondary in-
stitutions such as technical institutes, junior colleges, and area 
vocational-technical schools to expand their offerings to include data 
processing programs. 
Although there has been general acceptance of the principle of 
training data processing personnel in a two year post-secondary program 
for a number of years, there has been, and still is, some disagreement 
as to the qualifications necessary to provide adequately trained program-
mers for the industry of today. In fact differences of opinion have 
existed since the development of the first two year post-secondary 
1 
2 
programmers Even before the development of modern electronic 
data processing equipment of today, educators attempted to provide train-
ing in only a few highly specialized aspects of data processing. 
Serious questions have arisen .from differences of opinion as to the 
curriculum needed to train programmers and the requirements of equipment 
so that the student can attain the necessary qualifications. For this 
reason the technique of data communications is being considered as a 
method of providing the qualifications needed by programmers at a more 
economical cost. This technique is also being utilized to provide know-
ledge and experience of data communications itself. This should provide 
the trainee with skills that will greatly enhance his position as a pro-
grammer. This study, therefore, is concerned with the problem of whether 
and to what extent it is feasible to establish a program to train com-
puter programmers utilizing a time-sharing system and remote data-
communications transmission terminals. The terminals would be located 
at the local schools where the majority of .. the training would· be com-
pleted. 
A survey was made of potential employers of the trainees from such 
a system to determine: present and anticipated needs including frequen~y 
and volume, number of data processing peisonnel presently employed, the \ 
number of.data processing personnel needeq in 1966-67, 1968-69, and· 
1970-71, and th.e qualifications needed by graduates of an educational 
program to be recognized as qualified programmers. More specifically, 
the U.S. Office of Education curriculum guide for electronic data pro-
ceasing will be analyzed as it relates to data communications in the 
five following areas: 
1. Wqat general data processing qualifications are needed. 
;1 
by adequately trained programmers for the industry of. 
today and the future? 
2 •. What specialized knowledge of data communications and 
experience with data communications equipment would be 
required to enhance the position of programmers? 
3. What hardware or equipment requirements are needed to 
support the necessary curriculum? 
4. What economic factors are involved in hardware or equip-
ment configurations and program implementation? 
5. What data communications techniques can be utilized in 
a data processing curriculum and how can they extend 
the programmers qualifications? 
3 
The basic method proposed to help alleviate the problem would be a 
two year post-secondary data processing program .. The program comprises 
a succession of coure;es designed to provide an understanding of the con-
cepts, principles, and techniques involved in processing data. 
The method proposed is intended to produce as output a programmer. 
This programmer will be a candidate.for a pos:1,.tion in the business world 
and will be qualified to: 
Apply current available programming techniques to a.defined pro-
blem with minimum supervision; 
Be capable of being retrained for a particular machine in two 
weeks or less; 
Understand and master special techniques as .the "point· of need" 
occurs; 
Communicate his programming decisions to personnel involved 
through proper documentation. 
4 
Existing Need for Data Processing Personnel 
The need for qualified data processing personnel is becoming a mat-
ter of national concern, and many educational institutions are.develop-
ing programs in an attempt to meet this need. However, before making 
any definite decisions regarding the appropriate manner in which to. es-
tablish such an educational program, it is imperative to obtain pertin-
ent .information regarding the existing and anticipated need for data 
processing personnel for the ~ation. This information is needed to prop-
erly establish trends of .the data processing industry. 
Specifically, then, the purpose of this study on existing needs for 
data processing personnel was to identify and assemble important ·Statis-
tical, descriptive and comparative data.related to these manpower needs. 
the co:mputer or electronic data pi::oces~ing industry has grown from 
an infant employing a relatively handful of people to a giant needing 
the seri/ices of .one and one-half.million people in less than two decades. 
The U. S. D_!!par.tment~·of-··Lab·or·-es-t'1,JD;ates -a---growtb· -t·o--eigh t million em-
.--. ____ .,..,-- . 
1 
~!oyee~ _by 1970 •. ,_~-, 
The need for trained data processing personnel, particularly for 
business use, will rise sharply.during the next few years. Programmers 
especially, will be in demand. A l!Uld scranible for programmers andt to a 
lesser extent for other trained data process~ng people ~l take place. 
"Companies want programmers so badly ,"'·-says one educator, "they' 11 take 
anyone with a little bit bf knowledge. The current corps of 100,000 
programmers is about 25,000 fewer than needed to efficiently handle the .. 
1 . . 
DarnO'Wski, Vincent S. A Teacher's Guide !2_ Computers~-Theo!.I_ -~ 
Use. Washington: National.Science Teachers Association, 1964, p. 3. 
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nation's 23,000 computers. 112 The shortage of programmers could be a 
,---; .. / ' .. (' I '1 ,: 
I ',, ' . . . . LI· t i 
threat to future sales of computers,which currently are growing 15 to 
20 per cent yearly. The United States can consider itself lt1cky if many 
trained data processing persons are not lured to other countries. 
One of the crucial shortages has been that of adequately trained 
technicians to fill positions as progranuners and systems analysts. The 
shortage of progranuners and systems analysts is becoming increasingly 
more severe due to the continuous development of more complex and ad-, 
vanced data processing equipment and techniques. The recent requirements 
of industry and science have created a tremendous demand for people 
skilled in the technical field of data processing. Many new industries 
in _engineering, electronics, missiles,, and manufacturing are requiring 
data processing technicians who can work side by side with an engineer 
or scientist to help analyze the specific problem at hand and devise a 
way to instruct the computer to achieve the desired results. As a di-
rect consequence, the educational requirements for many business occupa-
tions have changed considerably. This· i:s especially true of those occu-
pations.which require training peyond.that provided by the general high 
school curriculum. 
During World War II, electronics became an.industry. The applica-
tion of electronics to pusiness accounting and data processing machinery 
led to the development of computers and computer systems. These elec-
tronic tools and systems have been refined and improved since the 1950's. 
Their use in business and industry has mushroomed at a rapid rate. 
So has their use in government and defense projects. 
2 . 
Alemansky, Burt. "Lack of Progranuners Hurts Computer Uses; 
Training Is Stepped Up." The Wall Street Journal (September 21, 1965). 
6. 
Forms, receipts, bills, orders, tax blanks, checks, and other 
pieces of business paper have grown rapidly in number in the past two 
decades. It would be possible for men to keep and work from these writ-
ten records, but the labor and time used wo~ld be fantastic. An _esti-
mate has been made that by 1980, if all.records were handwritten and 
hand-processed, an army of workers equal-in number_to the present_ popu-
lation of the United States would be needed to process the records pro-
3 duced by the Federal Government alone. 
A variety of estimates are .. available concerning th_e market. for com-
puters in the 1970 1 s. A consensus of the most reliable pf these indi-
cates that by 1970 the number of-computer systems installed will approx!-
mate 52,000 with another 10,000 on order. Base_d on _the number of pro-
jected installations, actual personnel require~ents·are staggering--the 
number of technical people required is 104,000 analysts, 240,000 pro-
grammers, an4 132;000 operators.· This grand total,of-470,000 computer 
specialists is almost twice the number.of doctors in the United States· 
. 4 
today. 
Technological changes .. in the industry will help reduce._ the number 
of personnel requi.red. These changes. are.expected to reduce the number, 
of p~rsonnel to appro:dmately 92,000 systems .-analysts, 145,000 programmers 
. , ' . ' . ' 
and 80,000 operators, but this is still a grand total Of 318,000 _people.5 . 
3 Gibson, Dr. E. Dana. · International ~ Processing-. Elmhurst:_ 
The Business Press, 1965, pp. 119-121. 
4Brandon, Richard H. "The Computer Personnel Revolution," Computers 
and Automation (August, 1964), pp._ 22-25. 
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It is fa-r-f_etched to imagine that in the three years r.emaining be-_ 
fore· 1970, the number of people in the e-omputer field can b-e tr--i-p--1-ed 
unless ·something_ is done immediately. The education facilities for this 
kind of undertaking are not presently available nor is the econ01J1ic capa-
bility for absorbing a training program of-this magnitude~ 
There exist shortages within the schools. with reference to compu- · 
ters. There is a shortage-of competent, educated personnel to operate 
and. teach about -computers. .There is a shortage of basic knowledge on 
the part of all school personnel about computers and·the associated 
field of data processing. The general education of most Americans at 
all levels still contains little if.any mention of these machines. 
In yiew of these shortages and the acute n~ed already expressed by. 
users of .-data processing equipment, .a practic~l sol~tion is needed to. 
the problem of educating people in the f:f,.eld of data processing. How 
does the high school· or _ college student obtain .. the ed:ucat:f,.on .he needs 
in order to become proficient as a data processing technician? (Data 
processing technician refers to the business programm~r, sc.ientific; pro":" 
gr~er _ and· sys tell!,s analyst.), 
Many academic institutions are developing courses for pt;"ogramming. 
Miami-,,.Dade Juni,or College in Florida says ~t is doubling :f,.ts programmer 
training plans because it has been unable to fill the standing requests 
from companies f 6r programmers • 6 · 
Industries. in the United States. are .rapidly eJC;panding their data 
processing facilities in.the area of data communications. Data 
6 Alemansky, Burt. "Lack of Programmers Hurts Computer Uses, 
Training is Stepped -Up." The Wall Street Journal (September,21, 1965). 
8 
connnunications as the term is used in this study refers to transmission 
of data over communications medium from computer to computer or computer 
to terminal. This technique is. also referred to as tele-processing, 
tele-communications, on-line computing systems and occasionally time-
sharing; even though time-sharing is only one aspect of the total data 
communications technique. A recent research program conducted at the 
University of California in Los Angeles with the participation of 638 
major companies and universities throughout the United States showed 
that in 1965 one per cent of all computer activities were on-line data 
communications computing systems. By "1.--9.20_,_./i-1;:. was es tima ~~.!LiJ1_!=.hls 
__ .,,.,. --·-- ~----
.. --------· 
resear.im.._that 50 per cetJ.t,_o:L~l!: .. ~G.Qtn.PJJting activities would be on-line 
-~-....... ~---~------,.,...,-.---.. - --- ·- - )-/~---"". --.......... , ___ ·::.-.. -. ··-··-· •. -·· ·- ,. . . .. - ' 
"-'/ computitig,.s.-ye-tems, and, .. by_::·;97~, 90+ percent of all. computing activities 
would be on-line computing systems. 7 
From the interest of American industry in this new and rapidly ex-
panding area of data processing and.the trends of these companies to ex-
pand in this area, the idea was considered to develop an educational 
system along these lines. The technique.of data communicatio-ns·was con~ 
sidered to provide this level of progra.Iil. The student's knowledge of 
data communications would be a definite asset to hi4 if he can enter any 
", . ' 
data processing installation with very little, if anr, ;training within 
i ,, 
the data processing installation in which he secures '.employment. 
The Need for the Study 
Differences in opinion about the requirements to train data pro-
cessing programmers do exist among professional educators throughout the 
7Burgess, Eric. On-Line Computing Systems. Detroit: American 
Data Processing, Inc., 1965, p. 14. 
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country. Serious questions have been raised by industrial and educa-
tional personnel as to the need for, and desirability of, certain know-
ledge and experience requirements of data processing programmers. These 
questions have great bearing on whether the purposes of training data. 
processing programmers are being carried out adequately at the two year 
post-secondary level (based on the USOE suggested electronic data pro-
cessing curriculum guide), and subsequently, as to whether all the nee-
essary training requirements are included in the curriculum. Should the 
present methods, techniques and requirements be continued? Should the 
curriculum be updated with additional requirements? Should newly devel-
oped techniques be considered to provide more knowledge and experiences 
in the training program? Also, should techniques be considered to pro-
vide more economical approaches to program implementation? 
Specific Assumptions and Resulting Hypotheses 
From the standpoint of most technical educators involved in data 
processing, it is generally recognized that students in the field must, 
in order to have a background to meet the employment needs, have famil-
iarity with and knowledge of the overall field of data processing, have 
operational knowledge of one or more basic computing systems, and an 
~/' 
understanding of the total systems concept of data process;t,p.gcas ft:has 
"'·:,_\."" 
progressed and the trends with which it is developing. ' General national 
trends can easily be established from.the large volume of literature 
available from the many national publications. However, these trends 
are general in nature and do not identify the specific qualifications 
needed by data processing programmers. The lack of adequate infonnation 
on the state level concerning the needed.training requirements made it 
advisable to investigate the data processing requirements of the state. 
10 
It was assullleq that the majority of the industr.ial concerns in the state 
would not completely understand what was meant by the two year post-'-
secondary technical educatiqn data processing program. For this reason, 
each of the industrial concerns was provided.a U.S. Office of Education 
Suggested Curriq_ilum.,Gu;i.,q~, :to..assis-t.J;_hem with definitions and explana-
tions of &eneral .pro.gram."rJ~.quirements, content and .'organization. It is 
also decided that to properly survey all the data processing installa-
tio.ns in the state would be impractical and not necessarily required to 
secure adequate estimates. The cooperation of certain installations that 
were randomly sampled would .reveal the requirecl information. A complete 
list of all the data processing installations was.secured and divided in-
to four groupeaccording to the number of programmers employed at each 
installation. From each of the four size groups a.sample was randomly 
selected using a sampling ,ratio recommended by members of the committee. 
The sampling ratio provided that 100% of the installations employing 20 
or more programmers be surveyed, 75% of those employing 10 to 19 program-
mere be surveyed, 50% of those employing 5 to 9 programmers be surveyed, 
and 25% of those employing Oto 4 programmers be surveyed. The large 
number of smaller installations would have given them an undue represen-
tation if the sampling. ratio was not varied in the collection of data. 
The data was collected to test seven hypotheses. Hypothesis num-
bers 1, 2, 3, 5, 6 and 7 were tested as single hypotheses; however, hy-
pothesis number 4 was tested as ten subhypotheses. These ten subhypoth-
eses were based on the following size classificat:ions, application 
classifications, and location classifications: 
Size Classif~cations 
S-A 20 or more programmers employed in the data processing 
installation 
S-B 10 to 19 programmers employed.in the data processing 
installation 
S-C 5 to 9 progrannners employed in the data processing 
installation 





Business application utilized·in.the data processing 
installation 




L-A Data processing installation in area with 75,000 population 
or more in a ten mile radius 
L-B Same as above with change to 50,000 to 74,999 population in. 
a ten mil.e radius . 
L-C Same as above with change to 25,000 to 49,999 population in 
a ten.mile radius 
L-D Same as above with change to Oto 24,999 population in a ten 
mile radius 
Hypothesis number one was that the installations employing a larger 
number of programm,ers require more qualifications·of their programmers 
than installations with a fewer number of programmers.employed. This 
hypothesis was designed to test if there would be a difference in the 
level of requirements needed by programmers among all size groups. 
Hypothesis number two was that the installations utilizing scieri-
tific data · p-roee$:sing applications require more qualifications of their 
programmers than the installations utilizing business data·processing 
applications.· This hypothesis.was designed to test if there would be 
a difference in,the level.of·requirements needed by prqgramm,ers between 
the scientific and the business applications. 
CJ 
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Hypothesis numb.er three was that installations-located iQ. larger 
population areas require more qualifications of their programmers ~ha-q. 
the installaUans loc~ted in less populated areas~·. This hypothesis. was 
designed to tes~ if there would b_e a dif,=erence in. the leveL of require-
, . ' ' 
ments needed by programmers in. relation to the. loca,tion of the installa-
ti.ons by population. The installationei will be diviqecl inta fou.r major 
la,cation groups. 
Hypothesis number four was that the .. insta.llations of specific· com-
• • : • . ! • • 
binatfons of size, application and location require different levels of 
qualific,ations of their progrannners than the installations; of othe;- cam-
bina~ions of si.ze, application or lacation. Th~s hypothesis is ·tha,t in.,. 
staUations '· in a remo;e loca,tion, with a less ·Scientific based applica-
tion and·employing fewer programmers, would generally have less ability 
to properly evaluate the qualification r~quirements of an adequately 
trained.programmer than an.installation employing a large number. of pro-
grammars, with ·a more scientific based application, and·se:rving a more 
populated.area~ +his lack of ability to properly evaluate.the qualifi-
cations·required is mainly due to tp.eir.lack af familiarit~ witq the 
newly developing techniques and. concepts. relating to the. requirements 
for prc,gr~mmers. 
It :was considered of great . importance to. examine th.is hypoth.~sia 
to properly understand various stages af ,-systems development in the. indi.,- · 
vidual installations ,and· to. reveal if differences,· existed in the .accep-
tance of requirements because of various installations' lack of familiar-·· 
ity in certain areas. Hypothe!,lis number four.was designed to test if 
there would be an alternative difference in the understanding.of one 
group in.a more populated area, with a more,scientific based applicatio1>; 
13 
and·larger number of programming personnei employed, than other groups 
of fewer .. progrannning personnel, less popu:t.ation, and· 1ess scientific 
. 8 1 application., In this hypothe~is, subhypothesis r1umber. IV •compares.• 
group I (size A, applicat;ion .A, and location A) with group II (size A, 
2 application A, location B); sub~ypothef:!is number_ IV compares group I 
with group II.I (size A, application A, location C); subhypothel:iiS number. 
rv3 compares group I with group·rv.(size A, application A, location D); 
4 subhypothesis number IV . compares group. I with group V (s.ize D, applica-
5 tion A, location D); subhypothesis number IV compares group II with III; 
6 subhypothesis number IV compares group II with group IV; subhypo~hesis 
number rv7 compares group II with group V; subhypothesis number IV8 com-. 
pares. group III with group IV; subhypothesis number rv9 cempares group 
10 III with group.V; subhypothesis number IV compares group IV with group 
v. 
Hypothesis number five was that installations utilizing scientific 
progrannning applications are more,able .to evaluate the requirements 
needed by programmers. in a data~connnu,nications system thar1. installations 
utilizing business progrannning applications.· This can be directly at-
tributed to the.fact that more scientific installations are utilizing 
or contemplating the utilization of certain newly d~veloping specializeq 
techniques or cancepts such as monitor systems, process control, data 
communicatio.ns, etc. For this reason a comparison of· the installations 
usiri.g mainly business programming applications·was made with the i1:1stal"".' 
lations.using·mainly scientific programming applications. Hypothesis 
8 1 · 2 3 4 IVS, 6 7 8 9 10 Symbols IV, IV, IV, IV·, IV, IV, IV, IV, IV , are·used· 
to identify the ten . subhypotheses whi~h combine to make hypothesis mnn".'" 
ber !Vo 
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number five was designed·to test if there would.be alternative difference 
in the ability of group A-B (installations utilizing or contemplating 
the utilization of certain newly developed speciali~ed techniques or 
concepts of the data processing industry) to evaluate the. requirements 
needed by programmers to adequately.function .in the data processing in-
dustry of today and the near future, over group A-A (installations not 
utilizing or contemplating the utilization of th.ese techniques or .. con-
cepts). One major difference exists between this hypothesis and·hypoth:-
esis number two, which also relates to the two types of applications. 
The basic difference is that in hypothesis number two the objective .is· 
to consider all the business applic4tions as one group and all the sci:-
entific applications as the other group, while. in hypothesis number five 
the objective is to consider a group of installations of a.certain size 
utilizing the scientific application compared.to a group of installations 
of the same size utilizing the business application. 
Hypothesis number six was that the training requirements needed by 
programmers in the. present time period are up-graded in the 1970-7+ time 
period. It was assumed·that almost.all the installations would require 
more qualifications of their progrannners over an established time period. 
For this reason a hypothesis was established to evaluate the requirements 
in the present time period.and·cqmpare these requirements with the re-
quirements established in the 1970-71 time period. Hypothesis number 
six was designed to test if there would be a difference in.the qualifi-
cations required by all installations in the present time period compared 
to the 1970-71 time period. 
Hypothesis number seven was that the data communications training 
requirement needed by programmers in.the present·time period are· 
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up-graded in.each of the following time periods. The·technique of.data 
communications is an extremely new Jnd highly specialized aspect of data 
processing, It has been.established as the technique being utilized i11. 
only a few insta.llations in the state; However, it is anticipated that 
this technique will be utilized more in each time period. .. For this 
reason a hypothesis was developed to evaluate the data communications 
requirements needed in the present time period and the 1966-67 time 
period, 1968-69 time period, and. 1970-71 time period. Hypothesis number 
seven was designed to establis~ that there would be an alternative dif-
ference between t~e data cqmmunications technique requirement: needed iri 
the present: time period a~d' eaeh .· o.f -the followtng)tintee : d~etJ"eti.ods. 
CHAP'J;'ER II 
REVIEW OF SCIENTIFIC INFORMATION 
Review of Literature 
In.formation concerning data communications and its relation to com-
puterized instruction is elusive. Generally this information exists on 
paper or in notebooks. Printouts of.the instructions to the computer 
and of characteristic student-computer interaction are sometimes avail-
able, but not through customary publication channels in.the manner of a 
textbook or programmed instruction text~ To overcome this problem, a 
review of literature relating to data colliili.unications was developed. 
However, to adequately consider the literature that is available 
in the area of data communications it should be considered in the four 
basic areas of: general literature, time-sharing literature, systems 
literature, and computer assisted instruction literature. The majority 
of the.available literature is in the computer assisted instruction 
area~ which has very little if any relationship t;:,o the prOP,OS~d systtem; 
however, it is being discussed to assist those who may have potential 
utilization ·in conjunction with a system similar to the . proposed system. 
General Literature 
"The Development and Current Status of Computer Based Instruction 
and Equipment Research," by W •. Dick, describes the development and cur~ 
rent status of computer-based instruction, including: (1) learning 
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principles, (2) current computer-instruction projects, (3) typical 
computer-instruction equipment, (4) programs and programmed texts, (5) 
research with computer instruction, (6) programming and equipment im-
provements, (7) current problems, and (8) future prospects. 
"Individual Instruction and the Computer-Potential for Mass Educa-
tion," by R. T, Filep, lists the unique characteristics of computerized 
instruction and the potential high-priority applications, and compares 
the impersonal nature of computerized instruction with "live" instruction. 
The author: also comments on several possible system configurations and 
describes a current project to use computerized instruction for in-se.rvice 
teacher education. He con.eludes with a list of six research objectives. 
S~veral authors have discussed the developing potential of computer 
assisted instruction ina more general vein. "An Overview of Potentials 
of Computer Assisted Instruction,11 by R. H •. Bolt, sees computer assisted 
instruction as a useful partner of book- and teacher-aided instruction. 
He points out that a system which accommodates both computer assisted in-
struction and educational management could evolve into an information 
environment of extraordinary power for educati.onal research. 
"The Computer As an Instructional Tool," by D. D. Bushnell, not 
only reviews the development of computer-based teaching machines, but 
also describes (1) the potential use of rapid information retrieval sys-
tems in instruction and (2) the possibilities for computer-aided diag-
nosis of student learning needs. 
The availability of computer assisted instruction will also have 
an important effect on contemporary.research on learnjng and streE!ses. 
"Computer Based Systems--the New Research Aid," by D. J. ·Davis and, L. M. 
Stolurow, points out that computer assisted instruction equipment makes 
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_,,/·· 
possible the stµdy of response"'contingency variables which cannot be 
/ ___ ._ .. .,... 
/ 
investiga~d in any other way. They draw illustrations from. research 
,_ 
studies. 
A broadly based paper on the technology of training, "Current. 
Status of.the Technology of Training," by G. A. Eckstand, holds that the 
psychology of learning is at.last bridging the gap between basic science 
and.a practical technology. He sees the individualization of training, 
including computer assisted instruction, as a promising research area. 
There have been some considerations of the role of computers, not 
just in the computer assisted instruction, but in educational processing 
generally. "The Role of Computers in Education," by N. McDonald, while 
emphasizing adaptability of computer assisted instruction lessons to in-
dividual needs, also considers the use of co,mputers for automated class 
scheduling. "Computers·in Education" by R. E. Packer, lists seven cate-
gories in discussing the application of computers .to automated education: 
educational administration, military training, reference and research 
automation, sch,ool. counseling, sports, teaching, .and· training ~n. com--
put er technology. 
Time-Sharing Literature 
It is undoubtedly·the increased availability of .computer.time-
sharing software and hardware which has sparked the widespread interest 
in computerized instruction in the pas.t y,ear. Many 'reports. contain. a 
reference to time-sharing, although most systems have.reached a.point 
of developmen~ when the non~technical user can take the time-sharing 
capability for granted. Several companies now offer on~line, time-
shared.computer service.adaptable for instruction. 
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Project MAC (Multiple-Access ·Computer) has·pioneered the utilization 
of time-shared equipment. Tp.e article "CoI1D11unications ImplicatiOns of 
the Project MAC Multiple-Access Computer System," by R. C. Mi,llsi sug-
gests·some new transmission and terminal equipment requirements, includ'."." 
ing a general purpose terminal, perhaps with keyboard input and visual. 
display output.· He believes transmission requirements for time-shared 
multiple-access syst·ems probably c;.annot be metJ>y ·straightforward E!,ilCte,n-
sions-of services now available ,through common carriers. 
"Teaching Mathematics-Through the Use of a.Time"'."Shared Computer," 
by J. C. Richardson, has established a project -to answer. three questions 
' . . ' . 
about time-sharing: (1) How can a time~shared computer be programmed-to 
act as a. useful tool for teaching mathematics? (2) How can teachers ·be .. 
taught the necessary tec~niq'3,es _to·use it?· (3) How can a time-sharing 
system be made economically feasible? The study is ·being conducted in· 
several schools in suburban Boston. Students in grades 6, 9 .and 11 use 
a time-shared computer at Bolt; Beranek and, Newman as a mathematical 
laboratory. The investigators·anticipate~ several .. b~ne:l;its frotn.a time-
sharing system: (1) The student will have the.f~eling of working.on his 
own.computer. (2) Having a computer on an "always ready" basis will et\-· 
courage students. to engage in extracurricu:].ar use of the ·c0,mpute1:. (3) 
Students will achieve a more t'qorough grounding in. basic-concepts of· 
mathematics. 
The PLATO (Programmed Logic.for Automatic,Tea~hing Operatiqn) ·sys-· 
tem at the University of Illinois ·Coordinated Science Laboratories was ex-
panded to ten stations early in 1965, as .revealed in the_ article, "Com-
puter Assistance for Instruction-.,..A Review of Systems and Projects," by 
Karl L. Zinn. In the article a corresponding improvement in software 
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was noted, a new tutorial logic was developed which allows·authors to 
enter parameters from any student station while other stations are in· 
useo 
Only·a few papers trace the procedure by which specifications·were 
set and computers selected for particular systems. Beginning with a 
consideration of the capabilities of a particular-computer, "Capacity of 
the PLATO II System, Using the CSXL Computer as the Control Element," 
by H. Bobotek, analyzed the restrictions storage would impose on the 
number and length of lesson.programa.and·the number.·of students·served 
by the PLATO II system at the University of Illinois. The article also 
describes the storage problems of the PLATO·II system when confronted 
by requirements of the flexible PLATO teaching .programs. The first com-
puter employed in PLATO II was a meditµn-speed qigital compute; with high 
speed memory of 1,024 words. Because of this limiteq memory capacity, 
PLATO II could be used to instruct only two students, though the program 
was written to handle more. To stretch the memory~ textual information 
stored on slides was displayed to the student .. elea tronically on .. a tele-
vision screeno The computer used as the control element may limit the 
capacity of.the system either by the am,ount.of ava~lable storage'or by 
the speed of its ·Operations. The U.m,itations clue to speed·, however, .do 
not appear to be significant for.a system serving less than 1;000 atu-
d.~nts-;-....the~restrictions.imposed by storage seem most importat?-t~ .... 
Research·in the development of memory units q.as tended towards 
qua+itative changes·in.memory. Severa+ developments, both in hardware 
and software, seem promising for time-sharing. These include vocabulary. 
compressions, slave mell).ories; special storage languages; and associative 
networks. "Slave Memories and· Dynamic Storage Allocations,," by M~ V. 
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Wilkes, proposes a fast core memory of, say, 32,000 words as a slave to 
a slower core memory of, say, one million words in such a way that in 
practical cases the effective access time is nearer that of the fast' 
memory than that of the slow memory. 
In an information retrieval system, the Magnacard system can be 
used to store large files of inventory information. It consists of a 
bankof filing cabinet drawers containing oxide coated cards, each one 
inch by three inches, which can be read from or written onto by magnetic 
heads similar to those found in tape recorders. Access to th~ stored 
information is provided through a mechanism which can remove a drawer 
from the bank, read from or write onto the cards in that drawer, and re"'.' 
turn the drawer ta the.bank. "A Statistical Optimization qf Search Time 
in an Information Retrieval System," by P. L. Leifer, discusses the or-
ganization of the inventory file within the drawers in order to optimize. 
the retrieval time for a given number of interrogations of the file in a 
time-sharing environment. 
"Human Factor Problems in Computer Generated Graphic Displays,!' by 
J. Barmack, reviews current practices in computer-generated graphic dis-
plays from the point of view of engineering psychology. Input devices 
which are integral with computer assist~d instruction systems are also 
considered. Theories of cognition are .examined.with respect to their 
applicability to computer-graphics. 
Much of the research on computer~assisted information retrieval is 
on a natural language capability to facili.tate interaction between stu-
dent and computer during.the search. "Automatic Message Retrieval--
Studies for. the Design of an English Command and Control Language Systems" 
by Arthur D. Little, Inc., has reported on an associative searching 
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technique which (1) permits the user to employ his own vocabulary in for-
mulating a typewritten request, and (2) allows the machine to find rele-
vant information even when there is no direct matching of vocabulary 
items. The answers made by the computer are based on the network of 
associations implicit in the stored message data, and the item output 
is in order of decreasing relevance to the question. 
"The Massachusetts Institute of Technology Technical Information 
Project," by M. M. Kessler, has described a working model of a technicai 
information retrieval system in use at MIT. It involves the literature 
of 21 journals in the field of physics. Remote consoles give the student 
access to a time-sharing computer facility. Programs have been developed. 
for a variety of search techniques based on key words, citation index, 
bibliographic coupling, author, location, or combinations of these. The 
computer responses may be in real time or delayed. A teaching program 
in the computer teaches the student how to use the system. 
Systems Literature 
As in other applications of compute:i:: .. technology, there is an under-
standable tendency on the part of.educators and manufacturers to build 
instructi.onal systems ar-ound available hardware a'Q.d software. "State-of-
the-art'' systems, however, often distract investigators from a proper 
search for an optimum learning environment or instruction system config-
uration. The systems literature presented in.this section of the review 
of literature will. be.oriented toward the development and implementation 
of hardware in existing systems~ 
"The Use of PLATO--A Computer Controlled Teac~ing System, II by D .. L. 
Bitzer, Elisabeth R. Lyman, and J. A. Easley, compares the merits of a 
large central system, such as PLATO, with a smaller local system, such 
- -·----~ . 
.,. ......... . 
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as the McGraw-Edison Responsive·Environment. The use of a high-speed 
digital computer as a central control element provides a great flexibili-
ty in an automatic teaching system. Using a computer-based system per-
mits versatility in teaching logics since changing the type of teacher 
merely requires changing the computer program, not the hardware. In 
addition, having access to the decision-making capacity of a large com-
puter located as one unit permits complicated decisions to be made for 
each student. Such capacity would be prohibitively expensive to provide 
by means of decision-making equipment located at each student station. 
The results of exploratory queuing studies show that·a large system could 
teach as many as a· thousand students simultaneously without incurring 
noticeable delay for any student's request. 
In a monograph on an information system approach to education, "An 
Information Approach to Education," D. C. Ryans has described a teaching 
model which emphasizes three characteristics of teaching-learning: (1) 
the interdependence and interrelatedness of conditions influencing 
tea.ching-learning, (2) the importance of information processing in the 
description of teaching behavior and pupil learning behavior, and (3) 
the basic information-conveying nature of instruction. Some aspects of 
the model are illustrat.ed with the system at the System Development 
Corporation. 
"The Computer As an Educator, 11 by W. Fuerzeig, considers the compu,t-
er as it relates to educators. The article classifies computer-based 
instruction in four.categories: computer-controlled systems,· student-
controlled systems. He cites specific examples of systems that fall into 
each category. 
The student, like the instructor, the central processing unit, the 
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terminal" and the software, is a component in the instructional system. 
Consequently, system studies should take into consideration student vari-. 
ables ranging from motivation .to perception.. Iri the article "Modern. 
Learning Theory and the Elementary-School Curriculum," by P. Suppes, case 
studies relating to these student variables are given; for example, he 
is emphatic about the importance of careful attention to individual dif-
ference variables in planning computer assist·ed instruction systems. He 
reports that, when freed from a lock-step instructional procedure, the 
fastest child in a first grade mathematics program achieved 50 per cent 
more than the slowest; the fastest child in a kindergarten required 196 
trials on a reading experiment, the slowest 2506 trials; .and rate was 
not strongly correlated with I. Q. 
For those who are mainly interested in designing systems as ·a train-
ing system and not as answering-processor, G. A. Eckstrand's article, 
"Current Status of the Technology of Training," has identified three 
steps in the design of a training system: (1) setting training require-
ments, (2) designing the training environment, and (3) designing evalua-
tion techniques. He describes each step in helpful detail. 
IBM publications from.Poughkeepsie .deal with the Coursewriter pro-
gram for the !BM 1401, 1440, and 1460-1448 dat.a processing systems, "IBM 
1401 or IBM 1440 Operating Systems-Comput~r Assisted Instruction," and 
the IBM 1800 data.acquisition and control.system, "IBM Data Acquisition 
and Control System--Systems Summary." 
From the IBM Poughkeepsie computer, a pilot st1,1dy by·the American 
Society for Training and Developme,nt, was· initiated in the industrial 
training of .employees at IBM off.ices in Philadelphia, Los Angeles, San 
Franc;l.sco and Washington, D, C.; the students were IBM customer engineerf:il. 
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"IBM Begins Coast to Coast Test of Computer Assisted Instruction." 
Computer Assisted Instruction 
"Computer Assistance for Instruction--A Review of Systems and Proj-
ects," by Karl L. Zinn, lists 89 computer assisted instruction programs, 
including data on subject-matter, author, system, language, terminal 
characteristics and availability. Of the 89 programs in Zinn's list, 65 
are an hour or more long and not specifically designated as demonstration 
programs. Of these 65 programs, 57 have been run on a CAI system and 26 
are listed as having received some form of empirical evaluation. The 
availability of the program in Zinn's list is uncertain as he did not 
request this information in his survey. 
"A descriptive list of PLATO Programs," by Elisabeth Lyman, provides 
a comprehensive index of programs developed at the University of Illinois 
for use on the PLATO system. The programs are. classified by the type of 
teaching logic used, or by their research use. 
Catalogs and lists are not the only source of data on CAI programs. 
Many programs are described in greater detail in.research reports. Nota-
ble among such rep1orts is "Computer Based Laboratory for Learning and 
Teaching," by P. Suppes, D. Hansen, and M. Jerman. They outline 320 
sessions, 160 each for spelling and arithmetic, developed at the Stanford 
Computer-Based Laboratory for Learning and Teaching and now in use at 
the Brentwood Elementary School, East Palo Alto. Each session is of 30 
minutes durati~n, the student·engaging in two sessions per day, one each 
in spelling and arithmetic. 
"Computer-Based Mathematics Instruction by P. Suppes, and "Those 
Wonderful Teaching Machines--or Are They?" by P. Suppes, M. Jerman, and 
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Groen, describe the Stanford mathematics programs for grades 1, 4, and 6. 
Six concepts are taught by computer in grade 1: (1) use of light pen, 
(2) concrete objects to show sets, (3) set notation to show sets, (4) 
empty set, (5) equal sets (2-answer choices), and (6) equal s e ts (3-
answer choices). 
"Computer Assisted Instruction in Initial Reading at Stanford," by 
Atkinson and Hansen describes the Stanford Computer Assisted Instruction 
curriculum for teaching initial reading. The article includes a descrip-
tion of the Stanford Computer Assisted Instruction IBM/System 1500, the 
nature of reading lesson preparation and software example, the nature of 
the initial reading curriculum and some tentative empirical results by 
five-year-olds utilizing this material. A brief description is given of 
certain optimal quantitative models for instruction in the reading area. 
Near the other end of the educational spectrum, "Application of a 
Computer Controlled Automatic Teaching System to Network Synthesis," by 
R. Backman, describes two computer assisted instructions lessons on the 
synthesis of two-terminal reactive networks programmed for the PLATO II 
teaching system and used in the electrical engineering curriculum at the 
University of Illinois. 
"The Use of Programmed Learning and Computer Based Instruction Tech-
niques to Teach Electrical Engineering Network Analysis," by Roger 
Johnson, also used the PLATO system to teach electrical network analysis 
(EE322, University of Illinois). Two groups of students were selected 
to use each of the two types of instruction logic, inquiry and tutorial. 
Both the instruction sequences were to achieve the same performance ob-
jectives . The desired performance objectives were obtained satisfactori-
ly in both cases, although in certain aspects the inquiry teaching pro-
gram exhibited some advantages. 
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IBM's Watson Research Center in Yorktown has been conducting experi-
mentation with Computer Assisted Instruction. Programs will be developed 
for students ranging from kindergarten through graduate school. In the 
Florida State University publication, "Study of Computer Potential in 
Helping Pupils Learn," Pennsylvania State University publicati.on, "Experi-
mental Computer Assisted Instruction System," and J. J. Schurdak's arti-
cle on Columbia University participation, "An Approach to the Use of Com-
puter in the Instructional Process and an Evaluation," are among the in-
stitutions that have been linked to IBM computers at Yorktown. At the 
American Management Association conference on educational technology IBM 
presented "IBM Uses Computer to Train Employees in Four Scattered Loca-
tions," where segments of courses in statistics, American History, 
English, bridge, number. squaring and cub iµg,, spelling, and . i::eaqing were 
present dailyo 
E. N. Adams of IBM Yorktown has discussed the "Roles of the Elec-
tronic Computer in University Instruction," A research report on a 
computer-controlled language laboratory. 
Other research reports from the IBM Yorktown staff include H. W. 
Morrison's paper on "Computer Processing of Responses in Verbal Training" 
and E. M. Quinn's classification.of content independent Course ... writer 
programs which are·economical in terms of preparation and computer 
storage. 
Computer Assisted Instruction is being explored at the new Irvine 
campus of the University of.California, which, under a joint research 
agreement with IBM, will become a computer laboratory for investigating 
all the ways in which the computer can aid educational institutions. 
The University of California was the site of a conference on the uses 
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of the computer in Undergraduate Physics Instruction, which included 
discussion of curricular-administrative problems, pedagogical techniques, 
systems, and equipment. University of California at Santa Barbara is the 
center of the Culler-Fried "Computer-Based Blackboard" system, connected 
also with the Harvard Computation Center. The display is a CRT with a 
memory, Using a keyboard in the classroom, the instructor can cause the 
computer to generate a graphic display on the CRT of simple or complex 
functions, as well as symbols. 
The presentation by J.M. Newton at the ONR Conference in 
Newberyport, Massachusetts, on "Computer Assisted Instruction Language~," 
explains this system. 
Dartmouth College is the site of an evolving time-sharing system 
which has been in operation for over two years. It is explained in the 
article by C. M. Louhner, "The Evolving Time-Sharing System at Dartmouth 
College," GE 235 and now 635 computers with the. Data-Net are used. Termi-
nals are 20 teletypes installed in dormitories and at other locations. 
When the system was first put into operation, only one algebraic compiler, 
BASIC, was available. Subsequent additions have included the following: 
TEACH, a system which allows an instructor to code BASIC programs to an-
alyze the results of a student program while the student's progress is 
running; a fairly complete version of ALGOL 60; a machine-language inter-
pretive program called DIP; a program maintenance system called.EDIT. 
Numerous New England schools have accessed.the Dartmouth time-shared 
computer, among them Phillips Exeter Academy. An article by Edward C. 
Berkeley, "The Romance of Good Teaching--and the Time-Shared Computer," 
explains the relation with this Institution and Dartmouth College. 
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A central library of useful programs has been established; it now 
contains 16 categories. In each category, there are a dozen to two dozen 
routines. 
One of the early projects of MIT's Project MAC was a computer pro-
gram for semantic information retrieval, "SIR, a Computer for Semantic 
Information Retrieval,'' by B. Raphael, discusses this system. Further 
experience with MAC (Multiple-Access Computer) suggested some significant 
new transmission and terminal equipment requirements. MIT's Project MAC 
is wide in scope; research has been done on slave memories and dynamic 
storage allocation and the findings are presented in "Slave Memories and 
Dynamic Storage Allocations" by M. V. Wilkes. 
' 
Systems Development Corporation has a broad program in computer-
assisted education. Specific projects include an author language, PLANIT, 
and computer-assisted counselling. The entire program is sununarized in 
the proceedings of an ONR-sponsored meeting of the CAI interest group at 
SDC in September 1966. 
COBIS (Computer-Based Instruction System) at the Electronic Systems 
Division, Hanscom Air Force Base, Bedford, Massachusetts, has three prin-
cipal features: (1) a light-pencil is used in a multiple-choice format, 
(2) the student indicates his degree of certainty on a CRT screen, (3) 
the computer considers both the student' .s answers and his degrees of cer-
~ainty when branching to remedial sequences or further steps. A descrip-
tit>fi :by'J~ D'. Baker of a special scoring system dev,eloped fo-r· this pur- · 
Florida State University is linked to IBM's Watson Research Center 
in Yorktown, New York. Subject matter being developed includes: solu-
tion of trigonometric identities, educational measurement, non-matric 
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geometry, learning paited-associates, test validi~y, and·stress and. 
strain tensions. 
The relationship between Florida State Unive1:sity to the Yorktown·· 
Research Center is explained in the University's publication, !'Study of, 
Computer Potential, in Helping Pupils Learn .. " 
The Laboratory for Comput;er-Assis.ted Instruction at the University . ; . . . 
of .. Texas opened in September, 1965. An IBM +401-1026 system beca~e oper- , 
ation~l in.February, 1966. There are 33 course development projects 
. . . .· . . ' 
underway, and statistic~ on system utiliza~ion are availa~le in "Quarter-
ly Progress Report..;.-June 30, 1966." 
This project.evolved from work between IBM (Advanced Systems Develop-
ment Division) and schools in. North,ern Westchester County~ Remote, access 
to IBM 7090 and 1401 computer systems; was made via.1050 terminals. The· 
project is oriented mainly toward simulation as a method of providing in-
dividualized instruction ineconomics, although oth~r programs are in. 
development for other subject matters;. The description .of this project 
. 1 . 
by R. L. Win,g is found in "Status Report, Project 2841, June, 1966." 
The Learning Research and Development Center at the University of. 
Pittsburgh is .described, in a general report, "The Learning R-D Center," 
coveting the fiye major projects (Individually Pr.escribed Irist;ructian, 
Computer-Assisted Instruction, Curriculum Design, SUCEED, Responsive .. 
Environments) and.the exploratory reaearch areas:. Learning Lab0ratories, 
Measurement.and·Decision Processes, and.Educational Sociology. 
Westinghouse Electric; Corporation is developing a computer-based 
educational system, centered about six areas of.effort: hardware devel-
opmEmt, computer programming, educational materials preparation, student 
motivation planni'!lg, teacher role determination, and administrative 
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implementation development. The heart of the system is the control com-
puter and the student consoles, designated as SLATE. The Behavioral 
Technology Department, located in Albuquerque, N. M., is particularly 
concerned with development of computer,-based educational material, stu-
dent motivation planning, and teacher role determination. This system 
is described in the publication "An Introduction to the Behavioral Tech-
nology Department." 
Background.of Data-Commun:l.cations 
A dozen years ago the Bell System did not consider data transmission 
important enough to include it in a discussion of their future plans -
ten characters per second teleprinters and associated equipment were sat-
isfying all existing needs. Now, talking about·on-line data processing 
and clamoring for faster, more sophisticated remote terminal equipment 
is common. The computer manufacturers are all announcing on,-line and 
real time capabilities. Recently the Bell System estimated that by 1970 
sixty per cent of their revenue would come from the transmission of data. 9 
High-speed communications devices, linked t~ sateilites in space, 
will transmit data to and.from virtually any point on earth with the 
ease of a dial system. Students., businessmen, scientists, government 
officials, and housewives will converse with computers as readily as 
10 they now talk by telephone. 
Some of the most profound changes wrought by the computer will be 
in education. Here, the machine will do more than assist students to 
9computer/Connnunications Terminal Equipment; Honeywell Electronic 
Data Processing, Wellesley Hills, Massachusetts, 1965. pp II-1~ 
10 11 11 Sarnoff, David. No Life Untouched, Saturday Review, July 23, 1966. 
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solve problems and to locate up-to-date information. It will fundament-
ally improve and enrich the entire learning process. The student's edu-
cational experience will be analyzed by the computer from the primary 
grades through university. Computer-based teaching machines, programmed 
and operated by teachers thoroughly trained in electronic data processing 
techniques, will instruct students at the rate best suited to each indi-
vidual. The concept of mass education will give way to the concept of 
personal tutoring, with the teacher and the computer working as a team. 
Computers will bring many new learning dimensions to the classroom. For 
example, they will simulate nuclear reactors and other complex, dangerous, 
or remote systems, enabling students to learn through a form of experi-
ence that could formerly be taught only in theory. 
In just ten years, the typical electronic data processor has become 
ten times smaller, 100 times faster and 1,000 times less expensive to 
operate. These trends will continue, and our national computing power,,; 
which is doubling every year, will soon be sufficient to make the com-
puter a genuinely universal tool. 
In 1956, there were fewer than 1,000 computers in the United States. 
Today, there are 30,000 or more than $11 billion worth; and by 1976 the 
machine population may reach 100,000. And these figures will, of course, 
be greatly increased through the growth of data processing in other 
nations. 
A decade ago, our machines were capable of 12 billion computations 
per hour; today, they can.do more than 20 trillion, and by 1976--a decade 
from now--they will attain 400 trillion - or about two billion computa-
tions per hour for every man, woman and child. Quite evidently, the 
11 threshold of the computer has barely been crossed. 
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Dr. Jerome B. Wiesner, Dean of Science at the.Massachusetts Insti-
tute of Technology and former science advisor to President Kennedy, wrote 
recently in The New York Times: 
The computer, with its promise of a million-fol.d in'crease in 
man's capacity to handle information, will undoubtedly have 
the most far-reaching social consequences of any contemporary 
technical development. The potential for good in the computer 
and the danger inherent in its misuse~ exceed our ability 
to imagine •••• We have actually entered a new era of evolu-
tionary history, one in which rapid change is a dominant.con-
sequence. Our only hope is to.understand the forces at work 
and to take advantage of the knowledge we find to guide the 
evolutionary process .12 
Advances in this evolutionary process are coming so. quickly that 
educators are all hard pressed to keep up with them. Today, card proces-
sors, tape handling devices, computer to computer processing, etc., can 
digest mountains of information. This type of equipment is capable of 
much more than computer users are doing with them. For this reason the 
equipment manufacturer and using organizations are devoting more and more 
effort toward developing more sophisticated sys1;:ems.~ 
' From the first basic method of data transmission known as the tele-
graph to the development of the first basic computerized data transmis-
sion system was an approximate 120-year span of time. The computer 
itself ca1l be tak~n back by historians to the origin of the ten digits. 
Much has been written about notched sticks, counting stones, and the 
persistence qf the abacu.s with its 800 year record of efficiency. The 
chronological progress carries through the 1600's and the efforts of 
11 Sarnoff, David. "No Life Untouched," Saturday Review, 
July 23, 1966 ~ ·. 
12 "The New Computerized Age": A·Special Section of Saturday Review 
July 23, 1966. 
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Pascal, Grillet, Leibnitz, and others; then to Jacquard of the late 1700's 
13 and his punched cards, the first basic form of mechanical programming. 
These early efforts to remove drudgery from the accounting operation 
can be said to be automatic, if, in its connection with data processing, 
automation c,an be .taken to mean the mechanization of arithmetic prc,cess. 
However, this chapter is not planned to be. conce.rned with the basic de-
velopments of the computer, or data transmission in the broad sense. 
'This study will concentrate on computerized data transmission as an inte-
gral part of a total data .communication system. 
Within the United States the Bell Telephone System has approximately 
70 million miles of long distance circuits. When these lines are all 
tied together with switching centers and ,central information offices, it 
becomes the world's largest and oldest fixed-program computer, The major 
question that confronts computer users when considering data connnunica-
tions applications is what would be the limitations for their company 
and what costs factors will arise? 
The June, 1966, issue of "Datamation" presents an item in the "Look 
Ahead" section that will have a great impact on these questions and the 
future of data communications. It. was pointed out that reductions in 
data transmission rates could offset such efforts of integrated circuit 
breakthroughs. It's conceivable, says the hardware expert, that with 
your own satellite, you might be able to achieve coast-to-coast trans-
14 mission rates of 5¢ per hour. This compares (assuming voice grade 
lines) to approximately $8.10/hour. 
13 
Ly tel, Allen. ABC's of Computer Programming, Indianapo"lis: 
Bobb-Merrill, 1962. 
14 
Datamation, F.D.T. Thompson Publication, Inc., Chicago, Illinois. 
June, 1966. pp. 19. 
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However, without trying to predict the future in the next three to 
five years we must consider data c~unications as they presently exist 
if we plan to utilize .such.a system as an ~ducational tool·for today's 
education program. 
The basic elements involved, in data comt11unicationS1 may be divided 
into four general areas: circuits and networks, modulating~demodulating 
" t ' • ·. . ' • : 
equipment for convert:f.ng recorded digital or analog information to signal· 
suitable for transmis.s:Lon over tel~phone lines; tqe comput:f.ng and termi-
nal equipment, and, communications package control routines. 
The first general area of.circuits a~d networks_ must cons::(.der the 
sources available for data-transmission by·type of line .c:,ircuits and the 
type of companies providing the line sery:f.ce. These factors must be con-
sidered in any data transmission system; however, the planners of such a 
system must also consider three other parameters within which they must 
work. They are the information rate (speed .of communicat;t.ons), the accu~ 
racy required, and the band wtdth used. Each of these items places re-
stri~ions on the planning of such a system. As. an ,_example, there is a 
terrific 'amount of redundancy in the English language. On.e can garble· 
up a written or spoken mes:sage badly and. still. determine what '.s ·intended. 
This is not . the case with, figures, however. A d:f.gi t 2 t·ha.t comes out a 
digit -7, or _even an alphE!.betic_ charact~r,- ;i.s of n~ value b~cause missing 
digit cannot generally be recreated f-rom context as can sometimes be .· 
done- i-n a sentence. Th'is gets into. the subjee:t of ,error detec,tion and, 
control -which must pe considered in the des::(.gn .. of· an effective system. 
I .· ' ' ,,I 
To adequately utflize these .pa:t:~meters·the typ~s ·of .communication 
J,;ines-·muc~ be .. understpod •. · These line,s ca~ be categorized, as -simplex·, 
half-duplex, and dup]J:ex, depending upon its ab::(.lity ·to handle 
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communications. The simplex line refers to a line that has the ability 
to communicate one way only,. the half-duplex line refers .to a line_tqat 
has the ability to communicate either way but not simultaneously~ and 
the duplex_line refers to a line that has the ability to communicate 
both ways simultaneously. After understanding the three basic categories 
of communication lines, one must then consider the types of lines or 
channels. 
At present the most commonly used data communications line or chan-
nel is the narrow-band channel with speed capabilities of approximately 
150 bits per second. This is the channel commonly used for handling 
teletype and some typewriter terminals. The voice grade is the communi-
cation line or channel that has been used much more widely in the past 
few years. The voice-grade is capable of handling speeds at approximately 
2,400 bits per second. This channel is becoming widely used on a lease 
or toll basis for computer-terminal communications and in specialized 
areas of computer to computer communications. It usually is used for 
computer to computer communications when transmission speed is not nec-
essarily the prime consideration. For example; in a teaching situation 
where a computing terminal configuration of equipment is required at a 
remote terminal location and the speed of the transmission could be held 
to approximately 2,400 bits per second. However, the most·efficient com-
puter to computer communications where production is involved would re-
quire wide-band facilities which are capable of handling data at speeds 
of greater than 2,400 bits per second. Some examples of wide-band chan-
nels are telpak A (40,800 bits per second), telpac B (62,500 bits per 
second, telpac C (105,000 bits per second), telpak D ( 437,500 bits per 
second, microwave, and coaxial angle. 
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Following this discussion of types of communications lines.or chan-
nels used in data communications, it is ·necessary to discuss other fac-
tors on voice-grade channels, mainly because these would be the types of 
channels used in the designed educational system. The basic reason for 
the use of the voice-grade channel would be cost. In a strictly educa-
tional system, the cost must be a prime consideration. However, .if the 
system can justify a large number of administrative or production pro-
grams, a higher speed.channel should also be considered. For the pur-
poses of this study, we will consider only the voice-grade channel. 
The voice-grade channel presents five basic physical restriction 
factors from the laws of electricity that limit the ability of companies 
providing data communications line service to transmit data. They .. are 
as follows; 
1. Net Loss. 4. Distraction 
2. Band width 5. Interference 
3. Distortion 
If something about these basic p~ysical resti-ictions are understood, 
it can be seen that, while a system can transmit phenomenal amounts of 
information, it cannot violate the laws nor exceed their limitations. 
To better understand these limitations each physical restriction must ~e 
examined; the first will be net loss. 
Quite simply a signal gets weaker the farther it travels. It is 
similar to whispering in a long hallway. The fa.rt her apart the sending 
and the receiving are, the harder it is to hear. In data transmission,. 
this means that it becomes exceedingly difficult to distinguish one char• 
acter from another. Direct current pulses are not suitable for long dts-
tance transmission for this reason. In 1920, a long distance call was· 
38 
the equivalent of two people speaking to each other at a distance of· 
about 35 feet. Today it is something like from 4 to 12 feet. This is 
a big itliprovement, but it is still not good enough. The way that net 
loss is overcome in long distance transmission is by first converting 
the DC pulses to tones or.frequencies and then amplifying and.transmit-
ting these frequencies over the line where they are then reconverted to 
the DC pulses. This builds in what is called "gain" which can preserve 
the clarity of the signal. This, in turn, allows the receiving device 
to distinguish between characters. 
The second physical restriction to be examined will be band width. 
The normal range of audible sound is somewhere between 20 and 20,000 
cycles. These are the sounds that most people can. hear. Normal voi.ce 
sound, however, comes somewhere in between 300 and 3,000 cycles. If we 
chop off a little at each end of this voice grade line, we don't lose too 
much. It may tend to distort the voice of the speaker a little, but if 
we don't chop too much, one can still recognize the voice. 
In the case of digital transmission of data, there. is another prob-
lem. The speed at which we can transfer information in digital form is 
restricted by the band width. Theoretically we can transfer information 
at 1 bit per cycle of band width per second, i.e.: 2700 cycle band width• 
2700 bits/second. 
The practical upper limit of the switched network voice has been 
thought to be about 2000 bits per second and, on a private line 2400 bits 
per second. As. you.can see, if the.volume of data to be transferred 
within a given time exceeds the "speed. limit" of the line, other means · 
must be found.. One way is to· simply expand the band width. This is 
called broad band. 
By discrete assignment of many voice channels to specHic frequency 
bands, and by separation, many voice paths can be put on a wire. Each 
path is limited to about 3,000 bits but each one is separated in the 
frequency spectrum. One of the standard forms of carrier can carry 1800 
voice messages simultaneously over one pair of copper tubes in a cable. 
~ow, if they do not separate the voice paths but dedicate a whole 
wide frequency spectrum to one data link, more data can be sent quickly; 
this is broad band. One of the standard offerings is now able to trans-
mit at 40,800 bits per second, others up to 62,500 pits per second. 
The limit is unknown. 
With these speeds i~ is p~~ible to hook computers together over 
\ 
long distance or to c,o,rinec t tape \ to tape, tape to. core, etc. However, 
the telephone compa~y will be del~ged with requests for this type of 
service in the nea,/ future. Most\ applications can be economically solved 
.· \ 
by transmission with the voice gr~de line. I . 
i 
The third ,physical restrictio to be examined will be distortion, 
I 
,; \ 
or sometimes 9alled delay. \ 
The voi~' (and many data codes)\is ~ade up of various frequencies--
I \ . 
some low, s"f1e high. It is a peculia, property of these various frequen-
cies that, ,bn a given communications 11nk, cable, radio, etc. , some fre-
quencies tfavel faster than others. Th}s is called propagation.time. \ . 
It is like a·horse race. If one signal i~ made up of three frequencies 
I \ 
sent froni El Paso to New York and one frequ~ncy beats the other two 
f 
. I ' there by/ five micro seconds, it -cannot distinguish just what the signal,,, 
{ . . "'· 
/' ''·. 
I is. It /may repeat the code for a comma instead of a digit 2 .,.. What must 
I 
be don1 is condition the circuits so _the frequencies all arrive together 
to crefte what is called a flat response. By conditioning the circuits 
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it, in effect, slows the faster frequencies down to the speed of the 
slowest. This is one of the limitations that drops the possible trans-
mission rate from a theoretical 2700 bits per second. 
The fourth physical restriction to be examined will be distraction, 
or usually called echo. 
You have undoubtedly heard your own voice echoing in your ears on a· 
phone. If the time delay between the· time you spok~ and heard the echo 
I . 
was very short and, if the volume of the echo was 1~, it didn't bother 
you too much. However, if the t111l~ d'elay was. apprec~able and loud enough, 
I \ I :: 
it was very distracting. It may/be annoying, but it ;doesn't ruin the . I . t 
call. Such is not the case wi/bb digital communicatior. That echo keeps 
. I 
going around the loop (getting weaker all the time) oterriding or distort-
/ i l ·. 
ing other signals so that the receiving business mach~ne misreads the 
l ~ 
I l 
message. It garbles the me~sage. Devices can.be instrlled on most LD I . . 
lines called "echo suppre~,sors" These devices are ditectional. They 
l i 
operate in the opposite 1'1rection of the source. They\take a fraction 
of a second to "turn ar1hnd". \ 
I l. 
· In data transmission, some devices have answer bac\ signals to sig-
nify receipt of the m,/.sage block. In these cases a de+y can be built 
in to allow the echo/suppressor to "turn around". Under1certain situa-
,1 \ 
tions. a continuous !signal can be sent .out that deactiva~es the echo 
. / r. 
.. ' suppressor, but in/most instances the "tutn aro.und" time ~lows it down. 
. i 
The last and/probably most restrictive of the limitations is inter-
ference. It is qsually noise. There are two types: 
\. 
steady or random . \ 
I 




Steady noi•e is sometimes called "white noise" for the reason tnat, 
I 
! 






in some degree. These noises are ii;id~c~d.:by sµcl.t things as he~t_changes, 
wind, sandstorms, etc. The problem is to make the intelligence signal 
sufficiently.bigger than the. noise sisnal. This is called.the si11a1 to 
noise ratio. 
., 
" Impulse noise is th.¢ biggest problem in data transmission. You have 
., 
/ 
probably heard it as l;oud pops or clicks on the line. Even1 though these 
I 
noises can be heard,/they usually don't bother a voice transmission. 
'/ 
However, it causes great problems.with data transmission. Impulse noise 
on the line can ·b~ caused by lightning, switches operating in the central 
/ 
office, by peop~~ lifting an exte~sion, etc. In transmitting printed 
j 
information it }mBY change a legal character to another character, perhaps 
,I 
.1 15 illegal thus garbling a data message. . 
I 
These fiie basic 
J 
factors that limit data. tz:i11,nsmission over voice-
' 
band channels are factors that must be consider,~d and understood in the 
I f 
l I/ 
design of a ;data communications system that utd.lizes voice-band channels. 
f t 
I J 
The se~ond general area, the modulating-,&emodulating equipment for 
I / 
! / 
converting tecorded d.igital or analog info~tion to tones suitable for 
I . f. 
I f 
transmissiop over telephone lines, requites/a great deal of cooperative 
I v 
work relatibnships between the telephone companies and the equipment 
manufacturers. 
The relationship requires that the common.carriers companies work 
very closely with all of the equipment manufacturers to standardize 
interfaces between all equipment concerned. The interf~cing equipment 
that connec.ts the data transmission line and the terminal itself is known 
15 Data Communications. Mountain ... State Telephone Company, El Paso, 




as the "Dataphe.ne" data. set. The m,ast cammon used. data set is km>wn as 
a "data phone11 , 16 The Dataset is a device that takes .the D. C. pulse, 
converts it to tone, modulates it, and sends it out on the line. The 
tone.is then taken off the line at the other end. It demodulates the 
tone back to the business machine language~ The function of the Dataset 
is a simple one; however, it is a t1,ece,ssar.y fui;1ction of the total 
17 system. 
Next., we ,will discuss the thifd general area of. computing and. ter- . 
minal equipment as it relates to data commun::l,.cationei and. time-sharing•'----.....,, 
.- ,_/The important te~hnological adyance that makes a computer-based -~\ 
teaching system practical is "time-shariµ.g", whereby the immense capac- } 
ity and speed of the computer allow many students, working independently 
in different locations, to.use a single computer at the same t~e with 
little delay in computer response to individual.commands, questions, or 
18 answers, 
The time-sharing technique alsa provides dimensional data connnuni-
cation, a merger.of two tecqnologies. The computer at the hub of the 
system provides a modular facility for processing large volumes of data 
at high speeds, The fesponsiveness of the system can be tailored_to a 
user's on-line ,requirements by sel.ecting a. combi.nation of transmission 
facilities and terminal devices best suited to serve the needs. 
16 Dataphone 201-A, American Telephone and Telegraph Co. - The Bell 
System, March, 1963, 
17Data Communications Services~ American Telephone.and Telegraph 
Co, The Bell System, April, 196L 
18 Suppes, Patrick, "Pl.ug-~n. Instr_uction, "Saturday Review, 





First, let us consider the computing system as the hub. Towards 
the end of World War II. the armed services maintained inventories of 
supplies on punch cards. They also maintained communication networks to 
link outlying points by means of teleprinters with paper-tape input and 
output. Shortly after the conclusion of th.e war, conversion equipment 
was developed to convert the paper•tape input to card input which pro-
vided a card input and paper-tape output convera,on. 
In 1954, a data transceiver was added to transmit and receive 
punched card data over wire or microwave circuits. eliminating the con• 
version step. The data receiver was the first of a long line of termi• 
nals that could be connected to existing communication circuit• for data 
transmission. 
Near the start of the 1960'& a magnetic-tape terminal waa developed 
which could transmit and receive data at the 1ame time. This was quickly 
expanded to include card transmission and the ability to move data·from 
one computer's internal core memory directly to another. Transmission 
speed up through these devices ranged from 75 to 300 characters per sec• 
v"\, 
' .. , 





broad-band microwave or coaxial cable services.19 
Approa:imately three years later, a typewriter-keyboard. termittal .. to 
which a card or paper•tape reader can be attached was developed. Thia 
typ~iter•keyboard terminal was about 50 per cent faster than other 
keyboard terminals at that time and operated over standard voice-grade 
line facilities. 20 
19nata Communications Capabilities, Honeywell Elec·tronic Data Pro-
cessing, Wellesley Hills, Massachusetts. · 
20tBM Tele-Processing Equipment, International Business Machines 
Corp. Data Processing Division. White Plains, N. Y. 
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The major limitation until 1965 on the expansion of remote computer 
techniques was communications cost. At that time a method was developed. 
to help cut these costs. This development was the use of line adapters 
that modulate and demodulate signals sent over private or leased communi-
cation lines. 
These adapters make it possible for a line's relative wide band 
width to be divided among several terminals of narrow band width. The 
design of the adapter and the number of terminals that can be qandled 
depend on the type of terminals (magnetic tape, punched cards, etc.), 
and on the type of line used (full - duplex voice-grade, microwave, 
coaxial cable or other). Until the development of the line adapter and 
data communications control units, the majority of all data communica-
tions utilized the batch processing. technique. This is the technique of 
executing several programs in series or one at a time. 
A newer more refined technique is time-sharing in which programs 
are handled in parallel. Even though a higher level of ,data communica-
tions has been developed in time-sharing, batch processing will never 
disappear. Where a time-sharing system exists, there will not always 
be constant demand from the remote terminals, and programs run in batch-
process· mode give the computer something to do in these idle intervals. 
The general definition in the preceding paragraph refers to time-
sharing as a system where programs are handled in parallel. Tq.e defini• 
tion is extremely general. To define time-sharing in the proper mannert 
it must be broken down into three basic divisions. These three basic 
divisions are.multiprogrannning, multiprocessing, and on-line real time. 
Fii-st, consider the multiprogramming aspect of time-sharing. This 
aspect refers to several programs stored in a computer memory 
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simultaneously. In multiprogramming, only one program can run at any 
given time. The multiprogrannned computer immediately switches to another 
program after one program is completed or reaches a point where the cen-
21 tral processor cannot proceed, 
The second aspect of time-sharing to be considered .is multiproces-
sing. Multiprocessing is the simultaneous operation of two or tnore in-
dependent computers executing more or less independent programs, with 
access to each others internal memories. 22 
The third aspect of ti.me-sharing would be that of on-line, real 
time, An on-line, real-time system combines two kinds of activities. 
One, an on-line system receives information about current activities as 
soon as it occurs. Secondly, a real-time system is one in which an an-
swer to a continuing problem for the most recent set of input values is 
always available. The time-shared computer is on-line because the com-
puter user interacts directly with the computer and real time for the 
availability of the answers. 23 
Although the achievement of practical time-sharing techniques made 
use of the accomplishments that have been noted, there were a number of 
other problems to be solved. These pro~lems and their solut.ions appeared 
in such diverse fields as dedicated business file applications (airline 
reservations) and real-time military applications (range safety, fire 
21R1.'ley. tlallace B., T1.'me-Shar1·na•. 0 M h' S M M t , n O ne ac 1.ne erves any as ers, 
Electronics, November 29, 1965. 
22Riley, Wallace B., Time..;.Sharing: One Machine Serves Many Masters, 
Electronics, November 29, 1965. 
23Riley, Wallace B., Time-Sharing: One Machine Serves Many Masters, 
Electronics, November 29, 1965. 
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control, weapon allocation, etc). Other important pieces of time-sharing 
achievement came from efforts to speed up batch processing and from the 
successful solutions to the prob,lems of multiprogramming and multipro-
cessing. These resulted in time in multiplexing the work of one compu• 
ter and in bringing together the arithmetic and logic capabilities of 
several. 
There also were a few more specific problems which had to be solved 
before time-sharing could arrive at its present status: 
L High capacity communication. Time-sharing systems demand 
the efficient handling of massive communications facilities 
and the development of hardware capable of dealing with many 
different communications lines at one time with a minimum of 
programming overhead. 
2. Interrupt orientation. Because the course of events i.n a 
general-purpose ti.me-sharing system is not predictable, it 
would be most inefficient for the central computer to in-
i 
quire continually concerning the needs of other parts of 
th.e system. Instead, it has proved far more efficient to 
orient time-sharing systems to e,r:ternal stimuli (i.e., the 
need of the users). Th.erefore, in time-sharing every request 
for service initiates a priority interrupt which is dealt 
with according to its priority level. 
3. · Memory .and file protection. Wit~ many users entering the 
system simultaneously. the problem had to be solved of pro-
vi.ding protection both to active memory and to the library 
of files. Unauthorized access to or accidental destruction 
of existing files could not be tolerated. Memory and file 
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protection has progressed from initial reliance on software, 
to hardware and software safeguard combinations, and from 
there to providing sufficient hardware to insure absolute 
memory and file protection for every user's data. 
4. Access authorization. With each of the users isolated 
through memory and file protection, it then became nec• 
essary to determine if each user was, :bt fact, authorized 
to have access to the system and., in addition. to provide 
facilities so that one user could authorize another to 
have access to his program, either fully or on some re-
stricted basis such as, "read only". Here again, hard-
ware support was required to make the function efficient. 
5. Shared programs. As the number of users in time-sharing 
systems increased, it became important to avoid storing 
duplicate copies of heavily used programs or portions 
thereof in the main memories. Thus, techniques had to 
b.e developed to provide for the intermixed access of 
many users to a single program. in such a way that each 
did not interfere with the other. This led to the con• 
cept of program segmentation and pure procedure, the 
latter so designated because the program procedure .is 
not altered by execution or partial execution. 
6, Memory allocation. In a large time-sharing system, the 
number of users and· th.eir probable problem sizes will 
vastly exceed the amount of Dlain memory available. To 
accommodate.them, the time-sharing system must indulge 




( ''-,.\! \_, 
L 
11 
and must be provided with techn~ques for efficient 
i 
allocation of memory to program~ requiring service. 
\ . 
Also, for high efficiency, the system must be given 
I 
tech~iques which allow for the ptrtial allocation 
f 
I 
of memory so that only the activ~ portions of a 
l 
particular program are in memo~ at a particular 
i 
time. This allows more memory to remain avai1able 
I ,, 
for other users. An important ¢onsequence is that 
·!1 
I 
the actual mem.ory'used in the so~ution of a, user's ,, 
\. 
program is not equal to the appa~ent memory·the user 
t 
i (: 
believes he ?ad occupied. Thus; fhe user need not be 
aware of thJ true memory size of !he computer. This 
•{ I j1 
i ~ 
will have i~portant bearing on sub~equent di~cussions. 
~ 
7. Hierarchal files~ As a direct con,equence of the memory 
allocation /problem and its solution:), various levels of 
l . 1 
mass stora~r have been developed. 'Qe higher levels pro-
vide more rtpid access at .a higher cbst per bit and more 
\ ' limited tot~ capacity. Handling of ~nfomat:lon within 
the hierarch~, may be either by the us~r or aa a part of 
the executive\,program of the time-sha~~na system. 
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\ ' Today, a second geri~ration of time-sharing\systems is on the horizon. 
\ ~ 
The n"" major systeias_ w11\\begin practicalaetiv\ty some tillle-.betwae,, the 
\ I 
middle and end of 196 7. \ \ 
\ ' This second 8eneration wil~ consist of two r~ther different kinds 
of time-sharing computer system~, The most signif:t.~a:ttt, perhaps, will 
\ 
be those using equipment heavily modified of redesigned for the specific 
need of servicing hundreds rather than tens of individual·uaers. The 
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other. providing a JDUCh more limited service, will be improved versions 
of the first generation systems using more up~to-date equipment at some-
what lower cost than the presently i.nstalled machines. 24 
Almost any large coinputer can be time-shared, but for the most effi-
cient operation, a specially designed computer is necessary. The newer 
systems designed for time-sharing contain.hardware for special tasks such 
as program relocation and memory protection.· 
Relocation permits a prog~am to be loaded anywhere in the memory, 
at the option of the supervisory program--the program may be in a differ• 
ent location every time the computer resumes work on it. For time-
sharing, the relocation problem is complicated enough to warrant putting 
the solution into hardware, rather than software as has been used for 
many years in standard computer practice. The supervisory program loads 
a constant--the address of the program's first instruction--into a hard-
ware register and adds this constant to each address reference. 
Memory protaction is necessary whenever more than one program exists 
in the memory; it establishes bounds for instructions and data pertain-· 
25 in$ to a particular program. 
A time-shared computer requires a large memory, or storage•-both a 
main memory (rapid-access core memory) and bulk back-up storage (magnetic 
drum, disk, etc.). A typical ma.in memory has a capacity of several hun-
dred.thousand characters and an access time of one or two microseconds. 
The magnetic druu,. usually has a capacity of about a million characters, 
24 Weil, John w •• "The Impact of Time-Sharing on Data Processing 
Management," Systems _and Processors Operation ... General Electric Computer 
Division, Phoenix, Arizona. 
25Itlley, Wallace B., Time-Sharing: One Machine Sexves Many Masters, 
Electronics, November 29, 1965. 
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and its average access time is in the tens of milliseconds. The magnetic 
file usually has a capacity of hundreds of millions of characters and a 
typical average access time is 200 milliseconds. The main memory usually 
contains the supervisory program, some frequently used subroutines, and 
the present user's program. The demand for large memory areas comes 
from the compilers and subroutines of the general-purpose system, and 
even more, from the large requirements of the supervisory program that 
directs the "traffic" of otb,er programs. 
Current users' programs are typically carried in a magnetic drum 
memory, so they can be swapped into main memory on short notice. Magnet-
ic disk memory is for programs that are not being used at the moment but 
26 that are called upon frequently. 
,---.------~~~~~~ 
These time-sharing systems handle a wide variety of remote terminals / 
from typewriter keyboard terminals to specially designed configurations I 
I.
I 
of smaller computing equipment planned for specific utilization. Large . 




nies throughout the world, and to compllcate matters further, new devices \ 
'.\ 
~ 
With this wide variety of terminal de- \ are entering the market daily. 




is the lack of compatibility between computer manufacturers hardware. 
Naturally. one company's hardware is compatible with its own equipment; 
· however, i.t is doubtful if it could be interfaced with other companies 
equipment without some major revisions that would probably cost a 
26 Riley, Wallace B., Time-Sharing: 





considerable amount" The mix of different.types of term.i~als would also 
present problems in designing of software pack.ages. 
Remote terminal devices are generally classified into either general 
purpose or special purpose devices. General purpose devices are those 
that can be used in a variety of data transmission applications, while 
special purpose devices are those designed for a specific type of appli-
cation. The various types of terminal equipment available allow trans-
mission of information from punched cards, punched paper tape, magnetic 
tape, internal memories of computers, keyboards and magnetic·disk, as 
well as from handwritten messages and maps, etc. Infonnation can be 
received in these media or as printed copy. Some manufa.cturers have 
devised configurations of terminal equipment in which the data received 
do not have to be in the same media as the data transmitted. The data 
could be sent on magnetic tape -0r punched cards and received on plotters. 
The five major types of terminals that would be involved with typi-
speed!_J,.q_,~ educational situati~11,,}!Qµl.cLbe,:.~.-=,,,"'"""·'··~·-· .... ,--''"""'"~""=-,'-> . 
/ ...... .,........,_ _,_..,,,.,.,,,_.,...~.-:3' ...... __ •. ,,- -,-"""' " 





from the communications line, from the keyboard, or from the 
/'~ ' . ... _ \\', 
\ 
.,__/I paper tape or card reader. The· keyboard can send data to 
the communication line, to the printer, or to the paper 
tape or card punch. 
2. Card transmission terminals-send and receive punched cards. 
Transmission speeds are determined by the limited speed of 
transmission line, with typical card reading devices the. 
seri~l reading device of approximately 300 columns per 
second. or the serial punching device of approximately 
160 columns per second. 
\ , .
\ 
' \ ,, 
3. Magnetic tape transmission terminals can receive and write 
or read and transmit seven track magnetic tape. Line ser-
vice determines the speed of transmission. 
4. Print read punch terminal is a combination terminal com ... 
bining the equivalent components of card reader, card 
punch, control unit and printer. The card transmission 
speeds are basically the same ae the card transmission 
terminal listed above with the addition of a printer 
with capabilities of approximately 190 lines per minute. 
The terminal operates on-line as a data communications 
terminal or off-line as a reader and printer. 
5. A data transmission processing terminal or computer ter-
minal generally is a configuration that is equipped with 
a communication adapter. The terminal consists of card 
reader, card punch, printer, data communications control 
~nit. and central processor. This terminal could range 
from a basic processing unit consisting of.a card reader 
of approximately 190 cards per.minute. card punch of 
approximately 160 characters per second, printer of 
approximately 1.90 lines (120 characters per line) per 
minute, and a processing unit of approximately 4.ooo 
c~aracters of core memory to a large computer tied 
into an even larger configuration of computing system. 
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This fifth type of terminal would be best suited for an educational 
situation devoted to the training of high level language programmers. 
It would provide an on-line system that would have capabilities similar 
to that of the larger centralized configuration of the computing system 
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limited in speed mainly by the type of coIIUllunication line itse+f· The 
smaller remote computer would be capable of utilizing the higher level 
compiler languages of the data center configuration, on-line. Tt!,is type 
of time-sharing system would not only provide a·hardware backup from the 
central computer to the remote terminal but it would also provide a per-
sonnel backup to the remote location ~rom the central location. This 
aspect of providing personnel backup is a key factor-in the staffing of 
the remote educational configuration. If an instructor or a group of 
instructors encountered problems in their data processing instructional 
programs and had additional knowledgeable personnel.without data centers 
to help solve these problems, it would prevent the breakdown of communi-
cations and help to insure high quality instruction betwe~ the instructor 
and the students. This type of confiiuration for the remote terminal 
would also provide off-line capabilities for the instructor to do the 
more repetitious aspects of.a basic instructional program.. It would 
also provide a computing facility that could assist the institutions in 
their aclministr$t1ve functions. 
The final hardware consideration that wil,1 be diiicussed :l.s data 
transmission units and controls. This will be 4 key factor in the selec-
tion of a system. The data transmission unit anq tra~smission controls 
are.the units that permit computing hardware.to be used as part of a 
total systein. It permits equipment to be ua.ed as a transmission termi-
nal with any of its connected input/output units ava:Uable as the storage 
mediu,m for the data being transmitted such as card, magnetic tape, -print-
er. disk, etc. 
A complete knowledge of the capabilities. expansion flextbilities, 
line capabilities, line options, channel posittons, automatic polling, 
,, 
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speed, etc., is required by the data communications user before making 
any decision on system configuration. The data transmission hardware 
can be designed with necessary options to serve the total syste11t. Any 
substitutes to control the system must be analyzed from all standpoints. 
The control units must, above all, have the necessary capabilities for 
the designed systems with the adequate number of lines for simultaneous 
transmission of data to the central processor. 
The final area to be considered in the use of data communications 
is the area of software. This area would be classified in data communi-
cations as the communications package control routine. 
When time-sharing is being utilized, most data processing personnel 
are concerned with the ultimate goal of the routine computations. They 
generally fail to realize.that these routine computations are controlle~ 
by the computer's supervisory program, also called the executive or the 
monitor software packages. In batch-processing systems, it supervises 
such recurring tasks as loading of new programs, data recovery after an 
error, and the mechanics of input and output. Software often includes 
a library of subroutines for such recurring processes as calculation of 
square roots, sorting of lists, and other tasks that are primarily math-
ematical or clerical. Usually the programmer can specify one of these 
subroutines with a single instruction, called a macro-instruction, in 
his program. The supervisory program then initiates these subroutines 
at the proper time. 
In time-sharing systems, supervisory programs have additional house-
keeping tasks. The system supervisory program. must keep a record of 
each users time on the machine, even if this occurs in millisecond incre• 
ments. As for language, one of the first inputs from each user of a 
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general-purpose computer is a designation of the language he expects to 
use. The supervisory program then calls the proper processor into inter-
val memory. 
For time-shared systems, the supervisory program must be large be- -
cause of the complex sequence that must be controlled. 
CHAPTER. IH 
THE METHODOLOGY AND PROCEDUilf: 
The advancements m.ad.e in the arM. of data processing which have pro-
vi<;ied rapid quality ntethods of data~cormnunica.tion$ for mode,rn ittdu$try 
should also be utilized artd developed in educational institutions. This 
would not only provide £or 'tnore efficient data processing. but would also 
train students to efficiently program, operate, a.n<l' design such systems. 
This study, therefore; is concerned with the prob!~: ls it feasible to 
establish a program to train computer pro~rarmners utilizirt8 a time-
sharitig system and remote data-Communications transmission terminal? 
Inventory and Classification of Acti~ities 
The first step of the study was to obtain a group of activities 
which are 1 or might be, engaged in by computer programmers and. systems 
analysts on existing systems and anticipated systexns. A seventeen page 
preliminary propos!il and inqui:t;y form wa$ designed to obtain a list at 
suggested data processing actiyities from a selected jury of forty 
leaders in industry, local; state and federal government a:nd local, state 
and federal technical educa.to~s with wide varieties of back,grounc;l and 
experience. A copy of the inquiry form is in Appendix B. 
The activities used ~ere broadly based on standard data processing 
. . 
practices, concepts, and techniques which provided familiarity to the 
members on the jury. These activities were intended to ,serve as a frame 
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of reference to guide them in thinking of :meaningful educatfona.l data 
processing practices, concepts, and techniques. 
Illustrations of all necessary activities were l:i.sted by the author 
to stimulate the jury members to suggest additional activities ot r·evf .. 
sions of the illustrated activity. Further assistat'l.ce and stimulation 
of jury members were provided by sending an outiine of the study, Apperi-
dix C, along with the transmittal letter; Appendix A. The transmittal 
letter includes the following: (1) the purpose of the study and a re-
quest for assistance; (2) a definition of the educational data-processing 
activity; (3) the broad classification of activities, as a frame of ref-
erence; and (4) specific explanation of what the jury members were asked 
to do to assist in the study. The outline of the study & .. t forth the 
foliowing: the problem statement, objectives, procedure$, significance 
of study, hypotheses to be tested, assumptions of the study, and limita-
tions of the study. 
Selection of Preliminary Jury and Pre•Test of Instruments 
'the pre ... test of the inst;\!:um.ent was obtain~d ftoa the forty indus-
trial and educational leaders'<on the, preliminary jury who examined the 
transmittal letter, the outlin• of the study, and by combining their 
efforts to complete the inquiry .forlll,. by '1.Sil:18 the informati1:>n supplied 
and by following the instructLons; reeulted in valuable constructive 
criticisms and suggestions. These 'Wet'~ used by the author in refining 
and improving the fo;n( and the instructions. Table I on the nex;t 
page lists the t~pes of institutions and positions of the prelinlinary 
jury. 
The suggestions regarding the prelilllinary i~quiry fonn received from 
the preliminary jury were assembled exactly as sut3iil,itted; considering 
TABLE l 
TYPES OF.INSTITUTIONS AND POSITIONS OF PRELIMINARY JURY 
TYPES OF INSTITU+IONS. TYPES OF POSITIONS· 
Private and Public College Director, Data Processing 
Private and Pu:t,lic College Data Processing Instructor 
Private and Public Junior College Director. »a.ta Processing 
Private and Public Junior College Data Processing Instructor 
Private and Public University Director, Data Center 
Private and Public University Data Processing Instructor 
Technical Institutes & Extensions of Institute Director 
University Systems 
Technical Institutes & Extensions of Director, Data Processins 
Un~versity Systems 
Technical tnstitutes & Exte~sions of Data Processing Instructor 
University S~stema 
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.. · State Department of Education Director of. Statistical Services 
State Department of Education Pirect~i-. Data Center 
State Oepartment of Education Data Center Coordinator 
u. s. Office of Educatio.n Tech. Ed. Proaram Specialist 
,County Of fices 'Director• Da~a Processing 
l>rivate Research ·corporation · Syatems Analye~a 
~ational Education Associations Program Specialist 
u. s. Military Coordinator of Data Procesaina 
Ac-ti vi ties 
Da~a 1rocessin9 Equipment Manufae- tec.hnical iepreaentativea 
turers , 
Data Processing Equipment Manufac• Syst~ Ensineers 
turera 
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each of the activities. Each suggestion was reviewed and examined criti-
cally as to meaning and clarity of expression. The majority of the pre-
liminary jury suggested little or no change in the preliminary inquiry 
form. The suggestions that were considered valid were cl•ssified and 
eliminated of duplication. These activities were then rephrased and re-
written when they were justified as bein9 specifically related to the 
educational data processing activity. 
Obviously, many suggested activities were dropped from the list en-
tirely by including only those which met the following general criteria. 
1. That the activities would have application in the area of 
educational data processing at a level compatible to that 
of programmers and data processing technicians. 
2. That the activity was specific enough to be developed as 
an activity on the inquiry form and would be of practical . . . . 
value to the problem. 
3. '!'hat the activities suggested by ihe pr~Um:l.nary jury member be 
of a nature ~hat ~uld not discount -the overall'objective of 
the study, and that the preli111inary jury member truly 
understood the basic data-communication concept involved 
as it would relate to the educational situation. Once an. 
activity regarding educational data processing was made 
by a preliminary jury member- who understood the objectives · 
of the study and the basic concepts involved, it would 
then be considered as having practical value to the 
problem. 
4. That the results of the suggestion would not eliminate an 
area of the inquiry form that is of value to the -study. 
60 
All suggestions were considered and the newly designed final inquiry 
form was completed. The final inquiry form and the one page transmittal 
letter designed to give necessary instructions briefly, without sacrific-
ing clarity was completed. The final inquiry form and the transmittal 
letter are Appendix n· and Appendix E. 
Selection of Final Jury 
In order to gather the necessary.list of educational data processing 
activities, a final jury of randomly selected organizations in the State 
of Oklahoma that employed data processing programmers and systems ana-
lysts were selected by the author. The random selections were made from 
a list comprising all.the data processing installations as of November, 
1965, in the State of Oklahoma. The total list was developed with the 
assistance of associates on.the staff of the Oklahoma Sate Board for Vo-
cational Education and the major computer companies in the State. The 
major contributor in the development of this list was made by the IBM 
Corporation with assistance given by Honeywell. Inc., General Electric · 
Corporation, and Univac Division of the Sperry Rand .Corporation. ·The 
major-computer companies also assisted in the development of four sub~ 
divisions of this list by size of comput~r installation and number of 
programmers and systems analysts em.ployed in each firm on the list. 
This assistance was of great value due to. the necessity for proper sam-
pling by· size groups. 
The 269 oraanization.s were divided into four size groups .. as indi• 
cated in Chapter 1. The sampling ratio, auggested by the committee, 
was used to determine the sample size with~n each size group and the 
samples were drawn. As can be seen in Table II, a higher samplina ratio 
TABLE II 
ORGANIZATIONS SAMPLED BY SIZE GROUPS* 
I 
Size Number Total: Sampling llesu1tant Number Nµmber Number 
of Number of of of 
Group· Progranmers of Ratio Sampling Organizations Organizations Organizations 
or . . Organizations Returning Interviewed not 
Systems Size. Mail in 
Analysts Questionnaire Sample 
A 20.or more· 12 100 12 9. 3 .o 
-
B 10-19 14 75 11 11 0 3 
C 5-9 31 50 16 14 2 15 
D o-4 212 25 53 46 7 159 
*See .Appendix P- for.alphabetiiecl list of organizations. locations, resource persons, and method of· 
sampliltg by si~e groups. 
(J\ .... 
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was used for the size groups empioying more programmers or systems 
analysts. 
Questionnaires were mailed to the organizations in each sample. 
Follow-up questionnaires were sent to those who had not returned their 
original questionnaires at the end of the first month. If the follow-up 
questionnaire was not received at the end of the second month, an inter-
view was conducted by a staff member of the division of technical educa-
tion. In a few cases the interviews were required to clarify a state-
ment or reaction to the questionnaire. Table II shows the number of.or-
ganizations in each size group~ the number returning mail questionnaires, 
the number interviewed and the numbernot included in the sample. 
Au Exandnation of iests 
Actually, a random. selection method was used to obtain the samples, 
but a sampling ratio was maintained to an overall consistency by size 
groupa. One basic problem developed from the use of the random sample 
technique used in the study. that of absence ·of representation in some 
. . 
specialized area where only one or two firms existed .. When these special-
ized areas were not represented in the random sample,- it required a revi-
sion in the number of subhypotheses within hypothesis. IV •. This was the 
basic reason that the total number of 32 subhypotheses in hypothesis IV 
was reduced to ten. This reduction was directly attributed to the num• 
ber.of possible -cotnbinations of these groups. 
These combination groups. as originally planned, had ten groups 
(4 site, 2 application, and 4 location) which offered 32 possibilities 
or combinations to be tested; however, after random samples were made 
only five groups were adequately represent~d by the random samples. 
These five groups offered ten posaihilities or combinations to be tested. 
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Table II! shows the responses by groups of size and location involved 
in the business application. The responses fo.r the scientific applica-
tion, according to group size and location, are shown in Table IV; how-
ever, these responses were limited to the degree that no significant dif• 
ference could be established •. The five adequately represented groups·in 
the business applications are shown on Table III. these five adequately 
represented groups are: Group I (size A, applic•tion A, location A), 
Group II (size A, application A, location B), Group II! (size A, applica• 
tion At location C), Group IV (size A, application A, location D), and 
Group V (size D, application A, location D). 
After an exceptionally gratifying response on the original question-
naire of 74 percent (68 out of 92), it was discovered that most of the 
major comput·er companies had informed all their . sales engineers and sys-
tems engineers about our project; and they had instructed them to. assist. 
or encourage the local organizations to realistically aftd properly com-
plete and return the questionnaires •. This was the major factor in the 
rapidness and thoroughness of the completed original questionnaires. A 
delay of one month was given befQre a follow-up questionnaire was sent 
to the 24 or8anizations of the final jury who had not completed the in-
quiry form. The follow-up questionnaire consisted of the original trans~ 
mittal letter and questionnaire. The number of follow•up questionnaires 
received was 13 percent of all organi2at:l.ons sampled. 
A waiting period of.one additional mo~th was allowed to complete 
the follow-up questionnaire. If at the end of that t~e the follow-up 
questionnaire had not been receivedt an interview was then required! A 
total of 12 interviews were made or a total of 13 percent of all organi-
zations sampled. The assistance given in acquiring the responses and the 
TABLE II! 
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responses·them,selves were gratifying, and·the interest in tqe concept 
far exceeded expectations. 
Treatment of.Data 
The ~2 responses were tabulated i,n the cqmputer center; pf tb,e State;. 
Department of Education in Oklahoma City, Oklahoma. In twelve cases,· 
the! information .on·the questionnaire could 11ot be:interpreted prpperly 
so interviews were :µiade to clarify the data. The data center. 009rdi:q.ator 
a11d a systems analyst of the State.Board for Vocatian~l Education assist-
ed in the planning of the final tabulation of the sampled da~a~ The 
key punch staff of the offi~e of the Department of Education punched all 
of the cards. The data were tqen run to test.significant differen~es 
(chi-square) in .the data fqr each of the hypotheses included in the, 
research proposal and additional statistical treatment was give11 to.the 
data to test significant differe11ces in specialized,iteme which would 
provide specific information that would be useful in the development of: 
the study. 
After the listing was made of the firms participating by size groups· 
(see Table II) a tabulation was made pf the responses of all ninety-tW,o 
participants by size group A (see Table V), size group B (see.Table VI), 
size group C (see Table VI!), and. size ,gr(i)up D (see Table VIII). These 
tables .were designed to record.the number of responses and percentages 
in each of the describeq classifi,cations. The basic data on Table V, 




(N) Ca.nnot answer due to .. lack ,,of knowledge ef this 
aspect of· the data. proc~ssing system·: 
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TABLE V (continued) 
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44 29 0 0 * * * * *· * * * 
29 76 10 90 0 X X * * X * 0 X * 34 81 
40 85 12 88 0 X X * * X * 0 * * 42 88 0 X 0 * * X 0 * * * 
45 90 0 X 0 * * X 0 * * * 
30 23 13 87 0 * * * * * *· * 0 '* 
30 23 * * * * * *· * 0 * 
37 18 16 84 0 0 X * * X * * * * 
46 30 9 91 0 0 X * ,~ X 0 * ,~ * 55 35 0 0 X * * X 0 * ,>c ,~ 
13 10 10 90 0 X X X 0 X X X X X 
14 11 
16 12 0 0 X X X X X X X X 
19 14 15 85 0 0 X X X X X X X X 
21 16 20 80 0 0 X X X X X X X ·X 
45 20 40 60 0 '.l( X * 0 0 * 0 0 * 45 20 
65 30 45 55 0 0 X •* 0 0 * * * * 
65 30 0 0 X' * * 0 * *' * * 65 30 0 0 X * * 0 * * * * 
67 
ta 
. Q} .!,J 
(I) . =i 00 t'l., 
.µ er 4-) Q) A,. ··r-1 ·P., C) 
Q) ·s:i Q) § () ,..c: () 
i::i () = u 0 (I) 0 I] u E-1 u 
! bO 
.-1 
A 0 I,.µ 
··r-l ·1-1 fg .µ I'll .µ 
(I) Cl) g I u ::,.. Q) 
C/J () (j .-1 
0 Clj 
1-1 1-1 Cl) () 
0 p.., (I) •l"'I 
.µ I Q) 1-1 
•rl QI tJ (I) a rl 0 § 
I~ 
1-1 
~ 111 z 
* * * ·* 
* * *· * 
* * *· * 
* * *· * X X X N 
X X X N 
X * X N 
X. * X N 
* 0 0 0 
* 0 0 0 
X * 0 0 
X * 0 0 
X * 0 0 
X X X X 
X X X X 
0 X X X 
0 X X X 
* 0 0 * 
* * 0 * 
* * * * 





TABULATION OF RESPONSES FROM SIZE GROUP B 
!"'.' . 
~ Ill> .µ ::, -rt l::l 
~· A I ·s {IJ •ri Q) IIJ .µ I-! "'. bO I I-! <II 
I@ . ~ 
{IJ bO bO Q) 1-1 l::l a, as I-!. . IIJ ·::s UI : I>, l::l l::l ,.c: bO •ri I-! ~ "' ,I.I C' ,I.I .-1 'i 1 
.µ 0 I bO I-! 't, ·~ {I) w C' 'or! C' g rt.I as 0 .µ 1-1 e bO I-! ,I,.! .µ 1:1 
""' ,!a l::l ~ 0 "' I-! A. Cl, g ,d u 0 OJ 1-1 Q) a.i I-! ~ 1-1 IJ:I as Q) QI u g u 
ffl 
I-! I-! 0 [ bO ~ = u u 0 QI fl.I bO bO ~ bO 0 I-! i:I i:I g u E-4 u., .-1 
m 0 0 ·g ~ I-! OJ OJ 0 :s;.1 0 .-1 .e I-! I-! 1-1 "C ~ .-1 bD •ri ·o u u a bl) Organizations bO .µ ~ ~ Q) O" l •ri ! ,I.I ..... ·i:1 0 · . .µ 0 fl.I Q) i:r:I ij t \'II :,&.I fl) Q) •l"f ·I-! . i:I in 1-1 I>, C) ~ 1-4 if. ~. : " fl) Cl, ,1,.1 'fl) ,&.I ·O ~ en •,-t ~ 'ti ...:I I-! .... Q) ti fl) fl) g u Size Group ~ .,f'i 1-4 .µ u Cd m . QI u I>, . QI ~ ~ ,,-t C) rl 0 J.j I-! ...:I. :m ~ en u .U .-1 .µ I-! OJ CJ Q) 0 'O ~ u 0 al .µ .µ @ OJ a OJ rl ~ cu ~ t!I '". ... 1,,1 fl) u B 1:1. m ~ ~ 1 I C) 'ti . a ,&.I 0 ·~ U) '" cu •ri 0 .-1 la •r+ i:I ·"ti 0 ! ,1,.1 t Q) I-! fl) rll C) ~ ,1,.1 0 ,.c: 0 ... "C '" u ·g cu (ti en u . ··ri fl) ..0 i ~ u :~ ! i g 'al 0 I-! J:: cu :§ ~ 0 cu ... ~ ~ ~ ~ u en ~ E-4 .~ IZi 
Org. II 1 7 2 43 57 0 * * * ·* * * ·* * * * * * ·* Present Needs 10 3 43 57 0 
1966-67 Needs 10 3 50 50 0 :* * * * * *· * * * * * *· * 1968-69 Needs 12 5 60 40 O· * * * * * * ·* * * * * *· ·* 1970-71 Needs 15 5 70 30 0 * * * * *· * ·. * * * * * * .* Ore. II 2 5 7 10 90 3 0 '* 0 0 0 * 0 X * * * * * Present Needs 6 7 10 90 3 
1966-67 Needs 6 7 10· 90 3 0 * X * 0 X ·x X X X X x· 0 1968-69 Needs 6. 7 10 90 3 .0 X X * 0 0 * * X X X X 0 1970-71 Needs 6 7 10 90 ·3 0 X X * 0 0 * *' X X X X 0 Ore:. II 3 10 2 99 0 4 X * * * * * . * *' * * X ·o 0 Present Needs 15 3 80 20 1 
1966-67 Needs 15 3 80 20 5 X * * * * * * * 
,• * * X 0 0 
1968-69 Needs 20 3 80 20 5 X * * * * * ·* * * * X ·O 0 1970-71 Needs 25 3 80 20 5 X * * * * * * * * * X 0 0 Org. II 4 11 6 5 95 0 * * * N ·O *· * * * * * N 0 Present Needs 17 8 5 95 0 
1966-67 Needs 17 10 5 95 0 0 * * '* * * ·* * * N 0 1968-69 Needs 17 12 5 95 0 0 * *' * '* * * * * N 0 1970-71 Needs 17 14 5 95 0 0 * * * * * * * * N ·o Org. II 5 3 0 99 0 3 N 0 * * 0 * x 0 * * X n ·y Present Needs 3 0 99 0 3 
1966-67 Needs 4 0 99 .0 4 N 0. *· * 0 ·x 0 * * * n Y .. 1968-69 Needs 4 0 99 0 4 N 0 ·. * * 0 .·x 0 * * '* X ·y 1970-71 Needs 4 0 99 0 4 N 0 * * 0 X 0 * * *· * • Ora. II 6 8 2 25 75 3 * * * * * * n N * 0 * 0 n Present Needs 8 2 2.S 75 ·3 
1966-67 Needs 8 2 25 75 3 * * * * * * ·o N * () * * ic 1968-69 Needs 8 2 25 75 3 0 * * * * * n * * * * ·* * 1970-71 Needs 8 2 25 75 ~ n * * * .. * 0 ·* * * * '* • * OrR. II 7 8 12 12 88 0 X X * 0 0 X X * 0 0 0 0 Present Needs 8 16 .1? 88 0 
1966-67 Needs 10 16 16 Ali. n X X * n 0 :x X * n n n· n 1968-69 Needs 12 20 20 RO 0 X. X * X n y y * n n n n 1970-71 Needs 12 20 ?n An n X X * X 0 X y * n n n n 
69 
TABLE VI (continued) 
TABULATION OF RESPONSES FROM'srzE GROUP B 
.c gi bO 
::, •.-1 s:: bO 
A ! •.-1 s:: Cl) I •.-1 (I) Cl) .µ I-! bO I I-! <ll ill 
.l,J 
Cl) bO bO (I) I-! s:: tU ~ {I) :I 
Cl) p.. 
:>. s:: s:: ..c: bO •.-1 I-! ~ .µ O' .µ Q) 
,-j •.-1 •.-1 .µ 0 ! bO I-! 'ti . !3: 00 Ul p.. •.-i 
p.. ti 
Cl) tU ! ! 0 
.µ 1-1 0 bO 1-1 'ti .µ .µ (I) s:I (I) s:: 
I-! .§1 s:: P-t I-! 0 C\j I-! p.. p.. u .d u 0 (I) I-! (I) I-! P-t I-! ::i:: C\j (I) Cl) s:: u s:: C..) 
! I-! I-! 0 s (I) bO P-t ::i:: u u 0 Cl) 0 Cl) bO bO r,,. p.. bO 0 I-! s:: s:: s:: C..) ~ C..) !] al 0 0 •.-1 cu 1-1 (I) (!) 0 . s:: 0 0 I-! 1-1 I-! 'ti ::, ::, P-t ,-j bO •r-l 0 C.) C.) Cl) bO ,-j 
Drganiza tions bO .µ P-t P-t (I) O' bO •r-l C\j .µ ···r-l m s:: 0 
. .µ 
0 Cl) (I) . r:i::i § s:: ~ 
::, C\j .µ Cl) Cl) •r-l ·$-I Is in 1-1 :>. u ,-j I-! Cll bO 1-1 C\j Cl) p.. .µ Cl) .µ P-t Cl) •r-l C\j r,,. 'ti i-l 1-1 0 s:: Q) $-1 Cl) C\j fJl Cl) s:: I u 
Size Group lH •r-l I-! .µ C.) Ill s:: Q) u ~ :>. (I) 0 ~ ~ •r-l u ,-j 0 1-1 I-! i-l (I) s:: u Cl) u C..) ,-j .µ I-! (I) CJ (I) 0 'ti (..') Cl) < CJ 0 Ill B .µ .µ @ Cl) s:: (I) r-j r,,. (I) Cl) (..') •r-l 1-1 I-! fJl CJ s:: s:: I s:: ~ '® I CJ s:: 'ti s .µ 0 P-t {I) .... (I) (I) •r-l 0 ,-j s:: •r-l A ·~ 0 (I) .µ I (I) I-! fJl Cl) CJ ~ .µ (!) 0 C\j ..c: 0 1-1 'ti s:: •r-l (I) CJ Cl) (I) (I) Cl) C..) •r-l Ul .0 > CJ CJ ..... s:: bO s:: r-1 0 . 13 
I-! I-! Q) :5 Cl) 0 'ti C\j (I) ..c: ~ Ill 0 (!) I-! ::, P-t P-t N N P-t < C.) < ::;:: Cl) f-1 ::;:: ::;:: ~ P-t z 
Org. II 8 8 7 25 75 0 X 0 0 0 0 N X 0 * 0 * u. u 
Present Needs 9 
1966-67 Needs 9 8 25 75 O· X 0 X 0 0 N· X 0 'I( X 'I( u. u 
1968-69 Needs 10 10 30 70 0 X 0 X 0 0 N X 0 * X * 0 0 
1970-71 Needs 11 10 30 70 0 X 0 X 0 0 N X 0 * X * 0 0 
Org. If 9 6 7 31 69 1 * X * N 0 * * 0 * 0 0 0 0 
Present Needs 6 7 31 69 
1966-67 Needs 8 9 29 71 1 ,~ X * N 0 * * * * 0 0 0 
1968-69 Needs 8 10 28 72 1 * X * N 0 * * * * * * 0 
1970-71 Needs 8 10 29 71 1 * X * N 0 * * ,~ * * * 0 Org. I/IO 9 0 0 99 ·9 * 0 X 0 X N N X X X X X X 
Present Needs 9 9 
1966-67 Needs 9 0 0 99 9 ,~ 0 X 0 X N N X X X X X X 
1968-69 Needs 10 0 0 99 10 * 0 X 0 X N N X X X X X X 
1970-71 Needs 10 0 0 99 10 * 0 X 0 X .N N X X X X X X 
Org. If 11 6 8 20 80 2 X * X 0 X * 0 X * * X 0 0 
Present Needs 6 9 20 80 0 
1966-67 Needs 7 10 20 80 0 X * * X X * * * * * * X X 
1968-69 Needs 10 14 20 80 0 0 * *· * X X * * * * * X X 

















TABULATION OF RESPONSES FROM,SIZE GROUP C 
.c ~ bO ::, •rt r.:: bO 
A ; •rt r.:: Ul ! •rt Ql Ul .µ !-I t1l bO I I-! '" (I) 
,l,.jl 
Ul bO bO Q) 1-1 · r.:: t1l !-I Ul ::, ti) ~ 
>, i:: i:: ,.d bO •rt !-I :?i (lj .µ 10' .l,J (I.I ...., •rt •rt .µ 0 I bO !-I '"d . !3: (ll 00 p.. ..-1 
p.. CJ 
Ul t1l I I 0 .w !-I 0 bO !-I "CJ .µ .µ Ql s:: Ql s:: 1-1 ~ r.:: P-1 !-I 0 t1l !-I p.. p.. CJ ,.d CJ 0 Q) !-I Q) !-I P-1 !-I :::c: rd Ql Ql i::: CJ r.:: u 
~ !-I !-I 0 a 
Q) bO P-1 :::c: CJ CJ 0 (1) 0 IJ Ul bO bO r,:.. p. bf) 0 1-1 r.:: r.:: r.:: u E-t u ti) @ 0 0 •rl ~ 1-1 Ql Q) 0 r.:: 0 0 !-I !-I 1-1 "CJ ::, P-1 ...., bO ·.-i ·o u u Ul 00 ...., ~rganizations bf) .µ P-1 P-1 Ql er b!) •rt m .µ •n ~ s:: 0 0 Ul QJ i:z:i r.:: s:: ~ ::, m .µ Ul Ql •rt ·!-I I· s in 1-1 >, CJ ...., !-I rd [\j bO !-I [\j {/) p.. .l,J ti) .µ P-1 Cl} ·.-i [\j r.,:., "CJ ,-:i !-I 0 r.:: Ql !-I QJ 111 ti) ti) s:: I u 
Size Group 4-1 •r-1 1-1 .µ u m s:: Ql CJ E-t >, QJ 0 ~ ~ •rl CJ ...., 0 1-i !-I ,-:i QJ r.:: CJ Cl} (.) u .-t 
.µ !-I Q) CJ Ql 0 'O 0 Ql <: (J 0 111 .µ .µ fil QJ § Ql 
...., i:,:.i Ql Ql 0 •rl 1-1 !-I {I) CJ 
r.:: r.:: § ~ ~ l (J r.:: "CJ a .µ 0 Pol {/) ·r-l C Ql Q) •rt 0 ...., r.:: •rt r.:: <;j 0 Ql .µ I Ql !-I 
Ul Ul (.) Ul .µ QJ 0 co ,.d 0 !-I "CJ s:: •rl Ql t.) Ql 
Q) Ql Cl} u !-I •rt Ul ,0 :> (.) (.) •rl r.:: bO r.:: .-t 0 § 1-1 1-1 Ql r.:: Ul 0 "O m Ql ..c: ~ ~ 0 Ql 
!-I 
t=l-1 t=l-1 iN! iN! t=l-1 :=> <: u <tl ::a:: er., E-t ::a:: E-t Pol z 
Org. 11 1 5 0 0 99 0 X * 0 0 * *· 0 * * 0 0 0 0 Present Needs 5 
1966-67 Needs 6 0 0 99 X * 
,,, ;'c * * 0 * * 0 0 N N 
1968-69 Needs 6 0 0 99 X X * * ;'. * * * N N N N 
1970-71 Needs 6 0 0 99 X X * * * 'le * * N N N N 
Org. ti 2 8 1 99 0 0 X * 0 X * X * * 0 0 N N 
Present Needs 8 1 99 
1966-67 Needs 8 2 99 0 X * X 1c * . '/( * * * * 
1968-69 Needs 7 3 99 0 X * X * * * -Jc * * * 
1970-71 Needs 6 4 20 80 0 X * X * * * * * * * Org. ti 3 4 1 99 0 * "l'( 0 0 0 * * 0 * 0 0 0 0 
Present Needs 1 0 0 99 
1966-67 Needs 6 1 0 99 * 'le * * * * * 0 0 ·O 0 
1968-69 Needs 7 1 0 99 0 * 'le * 'le * * 0 * 0 0 
1970-71 Needs 8 1 0 99 0 'le * * ,'c * * 0 * 0 0 Org. ti 4 3 2 40 60 0 * ·k 0 0 0 * 0 0 0 0 0 0 
Present Needs 3 0 40 60 
1966-67 Needs 6 3 40 60 0 * * ;'c 0 * * * * 0 0 0 1968-69 Needs 9 3 40 60 0 * ,'c· * 0 * * ;'c * 0 0 0 1970-71 Needs 12 3 40 60 0 * * * 0 8 8 8 8 0 0 0 Org, ti 5 6 1 70 30 2 X 0 * * * 0 * * 0 0 0 Present Needs 8 3 50 50 
1966-67 Needs 8 3 50 50 3 X * * * * * * * * 0 0 
1968-69 Needs 10 4 50 50 4 X * * 0 * * * * * * 0 1970-71 Needs 10 4 50 50 4 X * * 0 * ,'c * * * * 0 Org. If 6 8 0 99 0 1 0 ;'; * 0 ,~ 0 0 0 0 0 * * 0 Present Needs 0 99 0 
1966-67 Needs 10 0 99 0 1 0 * * 0 0 0 0 * * * * * 0 1968-69 Needs 12 0 99 0 1 0 * * 0 0 0 0 * * * ;'c * 0 1970-71 Needs 14 0 99 0 1 0 * -~ 0 ·o 0 0 * * * '* * () Org. II 7 4 2 66 33 3 X ;'; * N X X X X X X N N Present Needs 0 0 
1966-67 Needs 4 2 66 33 3 X * * X X X X X X 1968-69 Needs 4 2 66 33 3 X * * X X X X X X 








































TABLE VII (continued) 
TABULATION OF RESPONSES FROM 1 SIZE GROUP C 
.c ~ bO 
::, ·r-1 s:: oil 
A ! •r-1 i:: m ffl •r-1 Cl.I ,µ 1,.1 oil i 1,.1 Cl.I m oil oil Q) H i:: co H :>-. i:: i:: ,..c: oil ·r-1 1-1 ~ co 
r-1 •r-1 •r-1 ,µ 0 i oil 1-1 'ti -~ m fl) Cl) t1l ! i 0 ,µ 1-1 0 oil H 'C .µ .µ 1-1 s:: s:: p.j 1-1 0 co 1-1 i:i.. (:1. Q) -,r: 1-1 (1) 1-1 p.j 1-1 ::c co Cl.I Cl.I 
! 1-1 1-1 0 s (1) bO p.j ::c CJ CJ Cl) bO bO ii. i:i.. bO 0 1-1 t:I i:: s::I m 0 0 •r-1 t1l 1-1 Cl.I <LI 0 ·i:: 0 0 1-1 1-1 1-1 'ti ::, ::, p.j r-1 bO ..... ·o u u 
bO ,µ p.j p.j (1) O' bO •r-1 co .µ .• ,., 
·2 Cl) (1) r.il § t:I § ::, (lj .µ fl) Cl) :>-. CJ r-1 1-1 ct! bO 1-1 ·(lj II) r:i.. p.j Cl) •r-1 C1l ii. 'ti ...:i 1-1 s::I Qj 1-1 Q) al 
ll-l •r-1 1-1 .µ u C1l i:: ·Cl) CJ E-1 =::,, =::,, •rl CJ r-1 0 1--i 1-1 ...:i Q) i:: CJ .µ H Q) (J Q) 0 'ti C!) Q) <Cl CJ .µ .µ @ (l) § (l) r-1 1:<-1 (l) (l) C!) •rl s:: s:: i rz ~ I (J i:: 'ti s .µ (1) (l) •r-1 0 r-1 ~ •r-1 t:I 't:I 0 Q) Cl) Cl) (J Cl) .µ Cl) 0 ,..c: 0 1-1 'ti 1::1 
(I) (I) Cl.) C..) 1-1 •r-1 Cl) ,.0 ~ CJ (J ...... i:: bO 
1-1 1-1 (I) :§ ~ 0 
,-c:, C1l (I) ,..c: ~ ~ p.j p.j iNl iNl p.j C..) <Cl ~ Cl) t!. 
4 3 0 99 0 X * 0 0 0 X N X X 
0 0 0 
4 3 0 99 o• X * 0 0 0 X X X 
4 3 0 99 0 X * 0 0 0 X X X 
4 3 0 99 1 X * 0 0 0 X X X 
3 3 0 99 0 X * X 0 X X * X 0 1 
5 4 0 99 .X * X 0 X X * X 6 4 0 99 X * X 0 X X * X 6 4 0 99 X * X 0 X X * X 4 1 O 99 0 X * X 0 0 * ·. 0 X X 0 2 
5 3 10 90 X * X X X X X X X 
5 3 10 90 0 X * X X 0 X X X 6 3 10 90 0 X * X X 0 x X X 
4 1 0 99 0 X * 0 0 X * X X * 4 2 0 99 
5 2 0 99 X * 0 0 X * . X. * * 7 2 20 80 X * X X X * X * * 10 4 20 80 X X * * 0 * X. * * 4 2 0 99 0 X * X 0 X 0 0 * * 5 2 0 99 
5 3 0 99 0 * * 0 X 0 ·o * * 6 3 0 99 0 * * * 0 * ·* * * 8 3 12 88 0 X * * 0 * * * * 
4 1 0 99 0 * * 0 N * * X 0 * 5 1 0 99 · 
5 1 0 99 * * 0 N * * X 0 * 
5 1 0 99 * * 0 N * * X 0 * 5 1 0 99 * * 0 N -* * X 0 * 
3 2 0 99 1 0 * * X * 0 0 0 * 4 2 0 99 1 




fl) ::, fl) r:i.. 
.µ C' .µ Cl) 
r:i.. ··r-1 ·r;l. CJ 
(I) s::I Cl) s:: 
CJ -5 CJ 0 s::I s:: u 
0 Cl) 0 
u E-1 u r-1 
0 
II) bO ...... . 1-1 
ffl i:: 0 
. .µ 
..... ·1-1 ,. s::I 
.µ fl) .µ ·O 
fl) fl) s::I 'U 
:>-. Q) 0 
Cl.) CJ u r-1 
0 111 
f,..i 1-1 fl) CJ 
0 p.j fl) ..... 
.µ I Q) 1-1 
•r-1 Q) (J Q) 
s::I r-1 0 § 
~ Q) 
1-1 
E-1 r:i.. z 








0 0 ·o 0 
X X 0 C 
X X 0 (1 
X X 0 0 
0 X 0 n 
X X 0 0 
* * 0 0 
* * 0 0 
X X X n 
* * * n 
* * * X 
* * * * 0 0 0 N 
X 0 0 
X n n 
X ·o 0 
* 0 y n 
* n y n 
* 0 X n 








































TABLE VII (continued) 
TABULATION OF RESPONSES FROM 1 SIZE GROUP C 
?> :?f. .w bl) 
::, ·r-1 1::1 bl) 
A ! •r-1 1::1 (/) ffl •r-1 QI .µ 1-t IJO I 1-1 QJ (/) bO bO QJ 1-1 1::1 Ill Ill H :>. c:I i:l ..c: bl) •r-1 H :;: ti! 
r-1 •r-1 •r-1 .µ 0 I bl) 1-1 'ti ·:;: Cf.I Cf.I rn Ill ! I 0 .µ 1-t 0 bl) 1-t "ti .j,J .u 1-1 !a i::: p., 1-1 0 Cl! 1-1 ~ j;l, QJ 1-t QJ 1-t p., 1-t ::r:: Ill Cl) QJ 
! 1-t 1-t 0 a cu bl) p., ::r:: CJ tJ Cf.I bO bO i::r.. p. bO 0 1-t i:I 1::1 § m 0 0 •r-1 Ill H cu cu 0 :r:: ,8 1-t 1-t 1-t re ::, ::, p., r-1 bl) .... ·o c.., 
bO .µ p., p., cu O' bO •r-1 tl1 ,I.I ..... 
0 co QJ r.,::i c:I i:I ~ ::I as ,I.I 0) cu 1-t :>. CJ r-1 1-1 Ill Ill bl) f<I Q1 (/J p. p., Cl') •r-1 ti! r:,:.. re ..:I 1-t 0 1::1 QJ ... QI ti! 
4-1 •r-1 1-t ,I.I t.) ti! ffl QJ tJ E-t ::::,. ::::,. •r-1 CJ r-1 0 J..j 1-t ..:I r:: ~ .µ 1-t QJ CJ QJ 0 re C!> QI cj .µ .µ @ QJ § QJ r-1 µ:,i cu <iJ C!> •r-1 s:: s:: I lZ 1 I CJ i:I "O ~ ,IJ cu QJ •r-1 0 r-1 § •r-1 1:1 "O cu (/J (/] CJ ~ .µ 0 ..c: 0 1-t "O i:I QJ QJ Cl') (.) •r-1 ] ..0 > CJ tJ ··r-t ! I 1-1 1-t QJ g 0 ~ "' cu B p., p., ~ ~ p., CJ ~ CJ) 
5 1 99 0 1 X * * 0 X x· 0 * 3 1 
8 2 99 0 2 ·x * * 0 X x· 0 * 11 4 99 0 2· 0 X * 0 X 0 * * * 11 5 99 0 2 0 X * * X o· * * * 5 3 0 99 0 0 X X * * * * * * 2 2 0 99 




rn ::I fl.I .i::i. 
,I.I O' ,IJ . Cl) 





1::1 1::1 t.) 
0 Cl) 0 u E-t t.) r-1 
0 
0) bO. r-1 · l-1 
ffl ~ 0 .,1..1 ·1-1 . s:: 
,IJ (/J ,I.I ·O 
co 0) 1::1 t.) 
:>. Cl) 0 
00 CJ t.) r-1 
0 Ill 
1-t 1-t 0) CJ 
0 p., (/J .... 
,IJ I QI 1-t 
•r-1 QJ tJ QJ 
i:I r-1 0 ! ~ QI 1-1 E-t p., 
* 0 O· 0 
* 0 0 0 
* X 0 0 
* X X h 
* * 0 X 
* * 0 X 
* * X y 




TABULATION OF RESPONSES FROM'SIZE GROUP D 
~ 
~ .µ bO 
;:I •rl s::: bO 
A ~ •rl 1:1 CIJ ~ •rl Q) 
0) 
,µ 1-1 Cl! bO I 1-1 (!! © .!,.I Cl) bO bO Cl) 1-l s::: co co 1-1 Cl) ·::J Cl) ~ :>-. s::: s::: .c: bO ·rl 1-l ~ co .µ C' .µ Q) 
r-l •rl •rl .µ 0 
m 
bO 1-1 re, ·~ CIJ Cl) p.. •r-1 p.. t) 
Cl) nl I ~ 0 ,µ 1-l 0 bO 1-1 re, .µ .µ Q) i::I Q) i::I H .;! s::: p., 1-l 0 co 1-l p.. p.. tJ .d t) 0 Cl) rn 1-l Cl) 1-l p., 1-1 ::i:: co Q) Q) 1:1 tJ s::: u 
~ 1-l 1-1 0 s Cl) bO p., ::i:: t) tJ 0 (lj 0 I.] Cl) bO bO Ii< p.. bO 0 1-l i::I 1:1 i:: u E:-1 u C<:l ~ 0 0 •rl al 1-l Cl) Q) 0 i:: 0 0 1-l 1-l 1-l re, ;:I ;:I p., r-l bO -r-1 ·o u u Cl.I bO r-l 
Organizations bO ,µ p., p., (I) O' bO •r-1 nl .µ •r-1 ffl i:: 0 0 Cl) (I) r.LI § s::: 0.. ::l al .µ Cl) Q) •r-1 1-l Is in 1-l :>-. CJ r-l H al s bO t,..i al Cl.I p.. .µ (I] .µ p., Cl) •rl ct! Ii< re, ,_:i 1-l 0 i:: Cl) H Q) co Cl) Cl.I i:: •u 
Size Group 4-1 •r-1 1-l .µ u co i:: Q) CJ E:-1 I>, Ql 0 ~ ~ •rl (J r-l 0 H 1-l ,_:i Q) s:: (J Cll t) u ,-f 
.µ 1-1 Cl) (J (I) 0 't:I 0 Ql < t) 0 co .µ .µ g G) § (I) r-l Ii< (l) Q) 0 •r-1 t,..i 1-1 Cl) t) i::: i:: I ~ .0 I (J i::: 't:I s .µ 0 p., (I] •r-1 D Q) Q) •rl 0 ~ r-l i:: •rl 1:1 'd 0 (JJ .µ I Ql 1-l Cl) Cl) (J ~ ,µ 0 ct! .c: 0 1-l 'O i::: •rl Ql u Ql Cl) (I) Cll u •rl rn .0 i> tJ CJ ··.-1 i:: bO s:: ,-f 0 ~ 1-1 1-1 Ql § Cl) 0 '"d ct! Ql .c: ~ ct! 0 Ql 1-1 p., p., ~ ~ p., < u < ~ Cll E:-1 ~ ~ E:-1 p., z 
Org. II __l 1 0 0 99 1 * 0 0 0 *· 0 0 0 0 Q. 0 
Present Needs 1 
1966-67 Needs 2 0 0 99 l· * 0 0 0 X N N 0 X 0 N 
1968-69 Needs 3 0 0 99 1 * X 0 0 * N N N * N N 
1970-71 Needs 3 0 0 99 1 * X 0 0 * N N N * N N 
Org. II 2 1 0 0 99 3 0 * * X X * * * * X 0 0 0 
Present Needs 0 0 0 
1966-67 Needs 0 99 3 X X * * * * * 0 0 0 
1968-69 Needs 0 99 4 * X ,~ * * * * * 0 0 
1970-71 Needs 0 99 3 * X * * * * * * 0 0 
Org. fl 3 2 2 0 99 0 * 0 0 0 0 0 0 0 0 0 0 0 0 
Present Needs 
1966-67 Needs 2 ·2 0 99 1 * * * 0 * 0 0 * * 0 0 0 0 
1968-69 Needs 2 2 0 99 2 * * * 0 * 0 0 * * 0 * ·* * 
1970-71 Needs 2 2 0 99 2 * 'I, * 0 * 0 0 * * 0 * * * Org. II 4 2 0 0 99 0 * * X 0 X X * X * 0 * X X 
Present Needs 2 0 0 99 
1966-67 Needs 3 0 0 99 * * * X X X * * * 0 * X X 
1968-69 Needs 5 0 0 99 X * ,~. * X X * * * 0 * X X 
1970-71 Needs 10 0 0 99 X ,~ * * X X * ,~ * 0 * X X 
Org. fl 5 1 0 0 99 1 'le * * 0 0 X X * 0 * 0 0 * Present Needs 1 0 0 99 1 
1966-67 Needs 2 0 0 99 2 X 0 * 0 0 X ·* * 0 * 0 0 * 
1968-69 Needs 2 2 0 99 2 0 0 ,~ 0 0 X ·* '/( 0 * 0 0 * 
1970-71 Needs 2 0 0 99 2 0 0 ,~ X 0 X * * 0 * 0 0 * Org, fl 6 2 1 0 99 0 * 0 0 0 * 0 0 0 0 0 0 
Present Needs 
1966-67 Needs 2 1 0 99 * * 0 0 * 0 0 0 N 0 0 
1968-69 Needs 2 1 0 99 * * 0 0 * 0 0 0 N 0 0 
1970-71 Needs 2 1 0 99 * * 0 o· * 0 0 0 N 0 0 Org. ti 7 2 1 0 99 1 0 * 0 * * * * 0 * * * X X Present Needs 1 
1966-67 Needs 3 1 0 99 0 0 'le 0 * * * * 0 * * * X X 1968-69 Needs 3 1 0 99 0 0 * 0 * * *· * 0 * * * X X 1970-71 Needs 3 1 0 99 0 0 * 0 * * )"( * 0 * * * X X 
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TABLE VIII (continued) 
. I 
TABULATION OF RESPONSES FROM SIZE GROUPD 
.c ~ bO 
::I •r-1 1:1 tlO 
A ~ •r-1 1:1 (/l ~ •r-1 
ii) m 
.µ H ctl tlO 
ffl 
$.I Qj @ ,!,.I 
Cl) bO bO Cl) H 1:1 ctl ctl 1--1 Cl) ::I Cl) ~ 
>, i:: i:: ..c bO •r-1 1--1 ~ ctl ,µ tr 
,I.I (ll 
,-f •.-l •r-1 ,µ 0 
ffl 
tlO H . :.= Cl) Cl) p,, 'M ~ l'J Cl) ctl ! ! 0 
,µ H 0 bO H 'ti ,µ ,µ (II 1:1 s:: 
H ~ 1:1 
p., H 0 ctl H A. p,, CJ ..d CJ 0 
Cl) H Cl) H p., 1-l iJ:l ell Cl) (II i:: CJ s:: u 
! 1-l H 0 s Q) bO p., iJ:l CJ CJ 0 Cll 0 Cl) bO bO i:,:.. p,, i 0 H 1:1 A 1:1 u E-1 
t) ,-f 
~ 0 0 •r-1 l-1 Q) Q) 0 s:: 0 0 0 1--1 H H re ::I p., ,-f bO •r-1 ·o u u 
ffl 
oil ...... J-1 
Organizations 00 ,µ p., Pol (II O" i •r-1 ell .µ 
...... 1:1 0 ',µ 
0 Cl) (I) i::r:l i:: fr ::, ell ,µ II) (I) •.-1 ·1-1 ·A in H >, CJ ...... H Cll 00 ~ ctl Cl) p,, ,µ Cl) ,µ ·O p., Cl) •r-1 Cll i:,:.. re ,_, H 0 m 1,1 (I) ell Cl) Cl) i:: u Size Group I.H •r-1 J-1 ,µ u (::l Cll CJ E-1 >, Cll 0 =:::: ~ •r-1 CJ ,-f 0 1-i H ,_, (I) . i:1 t) Cl) CJ u .-1 
.µ H (I) CJ Cll 0 re t!) (l) < CJ 0 ctl ,µ .µ @ Q) § (I) .-1 i:,:.. (I) (I) t!) •.-1 1-1 H Cl) CJ D A A g ix: 1 I CJ I:! re s 
.µ 0 p., Cl) •l"l 
(I) Q) •r-1 0 ,-f ~ •r-1 I:! res 0 Q) 
,µ I Cll 1-1 
(/l II) CJ ~ 
,µ 0 ..d 0 1-1 re I:! .... (I) CJ Q) 
(I) (l) Cl) u •r-l en ,.c p CJ CJ ..... i:: i 1:1 ..... 0 ·~ 1-1 1-l IJJ :§ ~ 0 re ~ IJJ ..d g! ~ Cll 1-1 Pol p., ~ ;;-e p., u < Cl) E-1 E-1 P-1 z 
Org, 11 8 0 0 0 99 1 * 0 0 0 0 0 0 0 0 0 0 o: C 
PresenE Needs 
1966-67 Needs 2 1 0 99 1 * X 0 X 0 0 0 0 0 0 0 0 C 
1968-69 Needs 2 1 0 99 1 * * 0 * 0 0 0 X X 0 0 0 C 
1970-71 Needs 3 2 0 99 1 * * 0 * 0 0 0 * * 0 0 0 C Org, II 9 2 0 O 99 0 * * 0 0 0 N N * 0 0 0 0 0 
Present Needs 
1966-67 Needs 2 0 O 99 0 * ,~ 0 0 0 N N * 0 0 0 .0 0 1968-69 Needs 2 0 0 99 0 * ·:k. 0 0 0 N N * 0 0 0 0 0 
1970-71 Needs 2 0 O 99 0 * * 0 0 0 N N * 0 0 .0 0 0 
Org, II 19 1 0 0 99 0 0 X X X X X X X X X X X X 
Present Needs 
1966-67 Needs 1 0 0 99 X X X X X X X X X X X X X 
1968-69 Needs 1 0 0 99 X X X X X X X X X X X ·X X 
1970-71 Needs 1 0 0 99 X X X X X X X X X X X X X 
Org. II 11 1 1 0 99 0 X 0 0 . O 0 d * 0 0 N N 
Present Needs 1 1 
1966-67 Needs 2 1 0 99 0 X 0 0 0 0 0 * 0 0 N N 
1968-69 Needs 2 1 0 99 1 X * * 0 * * * * * N N 
1970-71 Needs 2 1 0 99 1 X * * 0 * * * -It 'I, N N 
Qrg. // 12 1 0 0 99 1 X 0 0 0 0 0 (j 0 0 0 0 0 0 
Present Needs 
1966-67 Needs 1 0 0 99 1 X Q 0 0 0 0 '0 0 0 0 0 0 0 
1968-69 Needs 1 0 0 99 1 X 0 0 0 0 0 0 0 0 0 0 0 0 
1970-71 Needs 1 0 0 99 1 X 0 0 0 0 ·o 0 0 0 0 0 0 0 
Ore:. Ii 13 1 1 50 50 0 * * 0 X X * 0 * 0 0 0 0 Present Needs 1 1 
1966-67 Needs 2 1 34 66 0 * * 0 X X * * 0 * 0 0 0 0 1968-69 Needs 2 1 0 66 0 * * 0 X X X * 0 * 0 0 (1 (l 1970-71 Needs 2 1 0 66 0 * * 0 x·x X 8 0 * 0 ·o 0 0 Org. // 14 1 1 0 99 2 X 0 0 0 X * 0 X X X X (1 (1 Present Needs 1 1 








































TABLE VIII. (continued) 
TABULATION OF RESPONSES FROM SIZE GROUP D 
..... Oil 
.w s:: 00 
::I •.-l s:: bO 
A ! .... s:: rJ) ffl •.-l (I) .w l-t bO i 1-t (jJ fJ) bO bO Q) 1-1 s:: (lj 1-1 :>.. s:: s:: ,.c: bO •.-l 1-1 ~ (lj .-I "M •.-l .µ 0 I bO 1-1 ·~ Cll rJ) fJ) (lj I g 0 .µ 1-1 0 bO 1-1 't:I .µ .µ 1-1 £j s:: 11< 1-1 0 (lj 1-1 p.. p.. Q) 1-1 Q) 1-1 11< 1-1 ::c: (lj (I) Q) 
ffl 
1-1 1-t 0 1:3 Q) bO 11< ::c: () () 
fJ) bO bO r::,:.. p.. bO 0 1-t s:: s:: i:: 
ffl 0 0 •.-l al 1-1 (I) Q) 0 ·r:1 0 0 1-t 1-1 1-1 't1 ::I ::I 11< .-I 00 •.-l ·o c., c., 
bO ...... 11< 11< Q) O' 00 •.-l (lj .µ ..... 
0 fJ) (I) ""1 § i:: p.. ::I t'II .µ ro <U 1-1 :>.. tJ .-I 1-1 (lj a bO 1-1 ·(lj fJ) p.. 
P-1 CJ) .... (lj i::r.a 't1 ,-:i 1-1 0 s:: (l) 1-1 Q) (lj 
4-1 •.-l 1-1 .µ c., <ti s:: Cl) tJ E-1 
~ ~ •.-l tJ .-I 0 1-1 1-1 ,-:i <lJ m tJ .µ 1-1 Q) () Q) 0 "Cl ~ < () .µ .µ @ Q) § Q) r-1 ~ Q) Q) ~ .... s:: i:: I tZ ffi I tJ r:I 't:I a .µ Q) Q) •.-l 0 .-I § •.-l s:: "t:I 0 Q) fJ) fJ) tJ fJ) .µ 0 ,.c: 0 1-1 "Cl s:: 
Q) Q) Cl) t.) 1-c •.-l Cll ..0 > tJ () '•.-l s:: bO 
1-1 1-t Q) g {I] 0 "Cl <ti Q) ,.c: ~ "' 11< P-i a,.e N 11< <: u <: ;:.:: CJ) E-1 ;:.:: 
5 0 0 99 0 X * * X X * 0 X * 1 1 
7 1 14 86 ·X * * X X * X X * 
8. 1 12 88 X * * X X * X X * 
8 1 12 88 X * * X X X * * X 2 1 50 50 0 X * 0 0 X * 0 0 0 1 
2 2 50 50 X * 0 0 X * ·O * 0 
2 2 50 50 0 * 0 * 0 0 * * 0 2 2 50 50 * 0 * 0 0 * * 0 
2 0 0 99 ·o * * 0 0 * N N 0 * 
4 0 0 99 * * 0 0 * 0 * 
5 0 0 99 * 0 0 0 * 0 * 
6 0 0 99 * 0 0 0 * 0 * 0 2 0 99 2 0 X 0 0 X * X 0 
1 2 0 99 3 0 X 0 0 X * X 0 2 3 0 99 5 0 X *· 0 X * X· 0 2 3 0 99 5 0 X * 0 X * X 0 
1 0 0 99 0 0 0 X X 0 * X :X X 
1 0 0 99 0 0 * * 0 0 * * * 
2 0 0 99 0 0 * * 0 0 ·* * * 
2 0 0 99 0 0 * * 0 0 * * * 
0 1 0 99 0 * 0 0 0 0 0 0 0 0 
0 1 0 99 * 0 X N X N N * 0 
2 1 0 99 * 0 X N X N N * 0 
2 1 0 99 * 0 X N· X N N * 0 
1 1 0 99 1 * * 0 * 0 0 * * 0 
1 
2 1 0 99 1 * * 0 * 0 0 * * 0 2 1 0 99 1 * * 0 * 0 0 * * 0 




fJ) ::s fJ) p.. .µ O' .j.J <U 
p.. "M p.. 0 
Q) l::l (I) s:: 
() ..c:: CJ 0 s:: CJ s:: c., 
0 Q) 0 
c., E-1 c., le ro 00 .-I 
ffl i:: 0 
. .µ 
•.-l ·1-1 r s:: .µ ro .µ ·O 
ro ro r:I I u 
:>.. Cl) 0 
CJ) () c., .-1 
0 "' 1-1 1-1 QI () 0 11< ro .... .µ I Q) 1-1 
•.-l Q) () Q) 
i:: r-1 0 § 
~ Q) 
1-1 
E-1 P-i z 
0 0 0 · 0 
X X 0 0 
* * X· X 
* * X X 
0 0 0 0 
0 * 0 0 
* * 0 0 
* * 0 0 




* X 0 0 
* X 0 0 
* X 0 0 
* X 0 0 
X X 0 0 
* * 0 0 
* * 0 0 
* * 0 0 0 0 0 0 
* 0 ·o 0 
* 0 0 0 
* 0 0 0 
* 0 0 0 
* 0 a 0 
* 0 0 0 








































TABLE VITI (~ontinued) 
TABULATION OF RESPONSES FROM 1 SIZE GROUP D 
.c ~ oil 
::, •r-1 1:1 oil 
A ! -r-1 1:1 {I) I •r-1 (I) .µ 1-1 oil ffl 1,,1 (I) {I) oil oil (I) 1-1· 1:1 ttl 1-1 l>, s::: 1:1 ,.c:: oil •r-1 1-1 ~ ttl 
r-1 •r-1 -r-1 .µ 0 i bO 1-1 "O ':?; m ti.I {I) ttl ! ffl 0 .µ 1-1 0 bO 1-1 "O ,I.I ,I.I 1-1 ~ 1:1 P-1 1-1 0 ttl 1-1 p. p. (I) 1-1 (I) 1-1 p;. 1-1 ll:1 ttl (I) (I) 
B 
1-1 1-1 0 a (I) bO P-1 ll:1 0 CJ 
(/J bO oil ""' 
p. bO 0 1-1 1:1 1:1 1:1 
m 0 0 •r-1 td 1-1 (I) (I) 0 A 0 0 1-1 1-1 1-1 "O ::, ::, P-1 r-1 oil •r-1 ·o u u 
bO ,I.I P-1 P-1 (I) O' bO •r-1 ttl .µ ··...i 
0 (/J (I) ~ ffi 1:1 g ::, ttl ..... (/J ,<1J 1-1 l>, CJ r-1 1-1 Cll bO 1-1 Cll (I) p. 
P-1 (I) ·r-1 Cll r.:,:.; 'Cl ,..:i 1-1 i:: Q) 1-1 Cl) Cll 
4-1 •r-1 1-1 .µ u Cll i:: Cl) 0 E-1 =::,. =::,. •r-1 0 r-1 0 1-i 1-1 ,..:i Cl) i:: CJ .µ . 1-1 (1) C) Q) 0 "O C!> (I) < CJ .µ .µ ffi (I) a QI r-1 ""' (I) QI C!> -r-1 1:1 1:1 ; P:1 1 I C) s::: 't:I a .µ Q) (1) •r-1 0 r-1 1:1 •r-1 1:1 'C 0 QI (/J (I) C) (IJ .µ 0 Cll ,.c:: 0 1-1 'ti 1:1 
QI (I) (I) u 1-1 •r-1 (IJ ,.0 :> C) CJ ·-r-1 A bO 
1-1 1-1 (I) g (IJ 0 't:I Cll Q) ..c: ~ I~ P-1 P-1 iN! iN! P-1 < u < ~ (I) ~ 
1 1 0 9 2 * * 0 0 0 0 0 * * 
1 1 0 9 2 ·* * 0 0 0 0 0 * * 1 1 0 9 2 * * 0 0 0 0 0 * * 1 1 0 ~9 2 * * 0 0 0 0 0 * * 1 1 0 9 1 0 X 0 0 0 X 0 X 0 
2 2 
2 2 pO 150 1 0 X 0 0 0 X 0 X 0 
3 3 30 70 1 0 X X X X 0 X X X 
3 3 30 70 1 0 X X X X 0 X X X 
0 0 0 9 2 * * 0 0 * 0 0 0 0 1 0 
1 0 0 9 1 * * * 1, 0 0 9 2 * * * 1 0 0 9 2 * * ·* 1 0 0 ~9 0 * 0 0 0 0 o: 0 0 0 1 
1 0 0 ~9 
1 0 0 ~9 
1 0 0 ~9 
2 1 33 )7 1 * * 0 N N * 0 0 3 2 50 .50 
3 3 >0 1>0 * * * N N * 0 * 4 4 >0 1>0 * * * N N * 0 * 4 4 >0 5v * * * N N * 0 * 4 0 15 ~5 2 0 * * 0 0 * 0 * 1 0 
5 0 bO 0 2 0 * * 0 0 * * 0 * 6 0 1>0 1>0 2 0 * * 0 * * 6 0 :;o ,n ? 0 * * ·n * * 
~ 0 0 )Q 0 y * n N 0 n 0 * y 1 () )Q 




{I) ·::, (I) irl, 
.µ O' ..... (1) 
p. o,-1 e:l. y 
(I) ·i:1 (1) g 
CJ -5 CJ i:: i:: u 
0 (I) 0 u E-1 u le r-1 (I) bO 
m i:: 0 
...... 
•r-1 ·1-1 ,. g 
.µ '(/J ..... 
(ll (I) A •u 
l>, (I) 0 
(I) CJ u r-1 
0 Cll 
1-1 1-1 (I) CJ 
0 Pol (/J •r-1 
.µ I Q) 1-1 
•r-1 Q) CJ (1) 
i:: r-1 0 § 0 (I) 1-1 
~ E-1 P-1 z 
* 0 0 ·O 
* 0 0 ·o 
* 0 0 ·o 
* 0 0 0 
0 0 0 0 
0 X 0 0 
X X 0 0 
X X 0 0 
0 0 0 0 
0 0 N N 
0 0 N N' 
* n N l\T 
* 0 N N' 
* * N N 
0 0 o· n 
0 n 0 n 
n * n () '* n n 
n y y t.T 
n V V 1'.T 
·o X X N 








































TABLE VII! (continued) · 
TABULATION OF RESPONSES FROM'SIZE GROUP D 
a ~ bO 




Ul I •rl Ql ,I.I 1-1 bO I 1-1 Ql Ul bO bO Ql 1-1 i:: cu 1-1 I>- i:: A ..c: bO •rl 1-1 ~ CII r-1 •r-1 'i ,I.I 0 m bO 1-1 't3: w 00 Ul cu ffl 0 ,I.I 1-1 0 bO 1-1 'ti .µ .µ 1-1 ~ i:: p., 1-1 0 cu 1-1 p. p.. Q) " tl1 1-1 Ql 1-1 p., 1-1 :r: CII Q) Ql I 1-1 1-1 0 a Q) bO p., :r: tJ tJ Ul bO bO rx. p. bO 0 1-1 i:I i:: i:: ffl 0 0 •rl ~ 1-1 Ql Q) 0 ·i:1 0 0 1-1 1-1 1-1 'ti ;::I p., r-1 bO •rl 0 u u 
bO ,I.I P-t p., Ql C' b!) 'M ~ 
.µ ..... 
0 Ul Ql J:;,;:I g i:: ~ CII ,µ (I) Q) 1-1 I>- tJ r-1 1-1 cu bO 1-1 al Cll p. p., CJ) 'M al Jz., 'ti ...::i 1-1 0 t:I (I) 1-1 Ql lll 
l!-1 •rl 1-1 .µ CJ lll t:I Q) tJ E-1 =::. =::. 'M tJ r-1 0 1-1 1-1 ...::i Ql @ ~ ,I.I 1-1 Ql tJ Ql 0 'ti c.!J u 




I u i:I 'ti s ·,I.J 
Ql Ql •rl 0 ,-f i:: 'M i:I re 0 Ql 
Ul Ul tJ {IJ ,I.I 0 lll ..c: 0 1-1 'ti i:: 
Ql Ql CJ) CJ 1-1 •rl {IJ .0 > tJ tJ ...... i:: bO 
1-1 1-1 Ql g (I) 0 ~ ~ Ql ..c: ~ ~ P-t p., ~ ~ p., <c: u CJ) E-1 
2 1 50 i;n 0 * * * * * * y * X 2 2 
3 3 50 50 * * * * * * X * y 5 5 50 50 * * * * * * X * X 6 6 50 50 * * * * * * X * X 3 1 0 99 0 * * 0 0 0 * * * 
4 1 O 99 * * * * 0 * * * 5 1 0 99 * * * * * * * 6 1 0 99 * * * * * * * 2 1 ·o 99 0 0 * 0 0 * * * 0 2 1 . 
2 1 0 99 0 * 0 0 * * * * 0 2 1 0 99 0 * 0 0 * * * * 0 2 1 0 99 0 * 0 0 * * * * 0 3 0 0 99 0 * * 0 0 0 0 0 0 * 1 0 
4 0 0 99 * * 0 0 0 0.0 * * 4 0 0 99 * * 0 0 0 0 0 * * 4 0 0 99 * * 0 0 0 0 0 * * 1 0 O 99 1 * 0 * 0 * * * 0 0 0 0 
1 0 O 99 1 * * 0 * * * 0 1 0 0 99 1 * 0 * 0 * * * 0 2 0 0 99 2 * 0 * .Q * * * 0 1 1 0 99 1 * * 0 0 * 0 0 0 0 
l 1 0 99 * * 0 0 * 0 0 0 0 1 1 · 0 99 * * 0 0 * 0 0 0 0 1 1 0 99 * * 0 0 '* 0 n 0 n 3 1 0 99 1 * * 0 0 0 "' 0 * 
4 1 0 99 1 * • 0 0 0 * 0 * 5 l 0 99 l * * 0 0 n * 0 * 6 l 0 199 1 Q. * 0 0 0 * 0 * 
Cll 
co ,µ 
Ul ·::, Ul p. 
,I.I tr .µ cu 
p,. ,,-1 i 0 Q) 
~ 
i:: 
tJ tJ 0 
i:: i:: CJ 
0 Q) 0 
t.J E-1 CJ r-1 
0 
(I) bO r-1 1-1 
m i:I 0 ,I.I 'M ·1-1 ·i:I 
.µ Cll .µ 0 
(I) Cll i:I CJ 
I>- Q) 0 
tll tJ CJ r-1 
0 lll 
1-1 1-1 (I) tJ 
0 P-t Ul 'M 
,µ t Ql 1-1 'M tJ Ql 
i:I ,-f 0 ! 0 Q) 1-1 ~ E-1 P-t 
* 11 n ' (1 
* Ji (1 (1 
* Ji (] 0 
* X 0 0 
0 0 0 0 
0 * 0 ( o. * 0 0 
0 * 0 0 0 C . (1 C 
0 0 0 0 
0 0 0 C 
0 0 n 0 
0 0 n C 
0 0 n i1 
0 X 0 n 
0 X .n n 
n 0 0 n 
0 0 n n 
0 n n n 
0 0 n n 
0 0 n n 
n n n n 
0 0 n n 
n ·n n n 
0 0 n n 
0 0 n n 









TABLE VIII (.continued) 
TABULATION OF RESPONSES FROM,SIZE GROUP D 
I .c ~ bO ::, •r-1 A bO 
A ! ...... A (I) ! •r-1 Cl) ..... 1-1 bO I 1-1 Cl) (I) bO bO Cl) 1-1 A 111 1-1 I>, A A ..c: bO •r-1 1-1 :.: 111 
.-1 •r-1 •r-1 .µ 0 I bO 1-1 "Cl ·l3: (I) (I) CD 111 ! ! 0 .µ 1-1 0 bO 1-1 'ti ,I.J ,I.I 1-1 <'ii A Pol 1-1 0 111 1-1 p. p. QJ 1-1 Cl) 1-1 p.. 1-1 IJ:l 111 Cl) QJ 
! 1-1 1-1 0 [ Cl) bO p.. IJ:l tJ tJ (I) bO bO i;... : 0 1-1 A A t::I m 0 0 •r-1 1-1 Cl) Cl) 0 -i:1 0 0 1-1 1-1 1-1 "Cl ::, ::, p.. .-1 bO •rl 0 u u 
bO .µ p.. p.. Cl) O' 00 ...... 111 ,I.I ..... 
0 CD Cl) -~ A ::, 111 4-1 Ill Cl) 
1-1 I>, tJ .-1 1-1 
p.. eel i;... 
~ 111 Fl' bO 1-1 al Ill p. 
Cl) ...... 'O ,..:i 1-1 0 ~ 
(I) ... Cl) eel 
lH •r-1 1-1 .µ u @ - QJ tJ E-t =:;a, =:;a, ...... tJ ..... 0 1-1 1-1 ,..:i @ CJ .µ 1-1 Cl) CJ QJ 0 "Cl (!) < CJ ,I.I .µ @ I a 
Cl) ..... l'.:i (I) (I) (!) •r-1 
i:I t::I ~ 
ffi 
I CJ t::I "Cl s ,I.I 
QJ QJ •r-1 0 ..... 
-~ 
...... t::I re, 0 QJ 
CD (J) tJ ~ 
.µ 0 ..c: 0 1-1 "Cl A 
(I) Cl) Cll u •r-1 CD .c ~ tJ tJ 
...... 1::1 i 1-1 1-1 QJ g ~ 0 ~ Cl) 19 ~ p.. p.. !i'\! N p.. u < Cll 
1 1 0 99 1 ( * 0 ( ( ;I ( )! * 
1 1 0 99 1 ( ii } } l ,, ,, } ,, 
1 -1 0 99 0 ( - :ii } } } ;I ,1 1 ,1 
1970-71 Needs _ 1 1 0 99 0 C ,1 X X :x ;I ;I } ;I 
Ora. t/37 1 1 0 99 1 ,1 } }i 0 ( ] } ( 
Present Needs 1 0 
1966-67 Needs 2 1 0 99 1 ;I } } C 0 :x } ( 
1968-69 Needs 2 1 50 50 2 ,1 } } } N :x } ] 
1970-71 Needs 2 1 50 50 2 ,1 ] } :x l\ }i X } 
Or2. //38 0 1 0 99 1 * ( ( ( C C ( ( ( Present Needs 
1966-67 Needs 0 1 0 99 0 * ) 0 } C X ( ( ( 1968-69 Needs 1 1 0 99 1 * } JI X ( X X l 1' 1970-71 Needs 1 1 0 99 0 ~ _} JI } ( Ji } N ? 
Or2. f/39 1 1 0 99 0 * ,1 ( _( ,1 ( ( ( ( Present Needs 1 1 
1966-67 Needs 1 1 O 99 * :ii 0 0 'ic C . C _,1 ( 1968-69 Needs 2 2 O 99 ( * * ( * C ( ,1 ( 1970-71 Needs 2 2 O 99 ( ,1 '11 0 * C C * C Or2. /140 3 1 O 99 C } :ii Ji '11 11 :ii .,.. Ji Ji 
Present Needs 4 1 
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TABLE VIII (continued) 
TABULATION OF RESPONSES FROM 1 SIZE GROUP D 
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TABLE VIII (continued) 
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TABULATION OF RESPONSES FROM SIZE GROUP D 
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final step in the procedure required the analysis of the data 
responses of the Oklahoma organizations sampled and the inter-
pretation of the results. Data on each activity were tabulated from the 
punched cards. Results were run and a validity check was made. They 
were first tabulated in total number sampled by questionnaires, total 
number sampled by interview, and summaries of each group (see Table II). 
Efforts are made throughout Chapter IV to point up other note• 
worthy and interesting features of the various groups and their re-
sponses. Findings of the study were developed in Chapter V. Conclu-
sions and recommendations were drawn and set forth in Chapter VI. 
CHAPTER IV 
ANALYSIS OF DATA 
The work of the preliminary jury of experienced leaders in the field 
of educational and industrial data processing together with the author 
carried out the first purpose of this study; to identify the items to be 
evaluated in the Oklahoma organizations utilizing data processing tech-
niques and personnel. Randomly sampled responses of 269 organizations 
in the.state of Oklahoma which utilize data processing techniques and 
personnel in phas~s of manufacturing, production, service, etc., were 
evaluated. The~e groups form the basis for carrytng out the second pur-
pose of this study-•namely, to identify the existing data processing 
needs and practices and to determine if computer prosrammers and systems 
analysts who are trained on.remote data-communication .transmission ter-
minals as part of a large data processing system would be adequately pre-
pared to meet .the demands of.modern industry. 
In order to simplify· and clari~y the great amount of 4a~a aaaem'blecl 
~ \ 
on the procedures, techniques, and/personnel in the field of dat~ pro-
; I 
cessing in Oklahoma, separate treatment was given to each of f~ur groups 
' I 
. i I 
based. on the size of the programming and syst!!ms analyst pers~nnel uti-
1 ! 
lized. Each of these four groups were then s!ubdivided into f~ur sub-
• i I / 
,· I I 
groups based on the/location/of each organizftion (populat7on density). 
These four major g~oups and,· each of- their suf-sroupa wer~/used to form 
i I the original frame of reference. 
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The data that were collected and interpret'ed are. presented in two 
parts of this chapter. The first part consists of the tabulation of 
present and anticipated needs of employers in the state of Oklahoma who 
have positions for progra~ers and systems analysts. The second part 
consists of a sunnnary of data relating to the qualifications needed by 
graduates of an educational program to be recognized as qualified 
programmers. 
To justify any occupational education program a demand for the 
graduates of that program must be clearly identified before the program 
is initiated. 
/ 
To.display the present and anticipated needs, certain tabulations 
.were made. Estimated needs for programmers and )for systems analysts 
/ 
are being tabulated separately, · .The sampling ,iatios of 100, 75, 50, 25 
·. / 
percent, respectively,. for the four si~e gro,ups were used to project the 
',~ .... 
estimates of needs to.statewide totals. 'TJ:i~s. the estimated totals were 
the result of suDlDling the projected esti1nates·.of each size group. Within 
each size group, these were obtained bydividing\the total needs indi-
•. 
cated in the sample by the c:orresponding sampling r~tio for that size 
group. 
' 
From these extrapolations the /following tabulations were 1118.de to 
/ 
,.l \ 
sumarize the data listed in Chapter III. Table IX shows\the total num-
/ I 
I . ' ber or programmers presently e~ployed in all f<>ur size groups and the I . . 
·' 
numbers needed from the pres'7ht to.1971 in the state of .Oklahoma. Thi$ 
table shows both the business programmers and the scientific programmers. 
For a breakdown between business and scientific programmers see Tables 
X and XI, Table X shows the total number of business programmers em•· 











TOTAL NUMBER. OF PROGRAMMERS PRESENTLY EMPLOYED, 
PRESENTLY NEEDED AND ANTICIPATED NEEDS TO 1971 
IN THE STATE OF OKLAHOMA 
Size Size Size Size 
A B C D 
(20 or more) (10 to 19) (5 to 9) (Oto 4) 
414 108 148 324 
475 129 170 396 
530 136 190 472 
581 156 224 556 
635 169 256 628 
TABLE X 
TOTAL NUMBER OF BUSINESS PROGRAMMERS PIES!NTLY 
EMPLOYS)), PRESENTLY NEEDED AND ANTICIPATED NE!l>S TO 1971 
IN THE STATE OF OKLAHOMA 
TIME Size Size Size Size 
A B C D 
PERIOD (20 or more) (10 to 19) (5 to 9) (0 to 4) 
Presently 
Em.ployed 277 76 ' 108 300 
Presently • 
Needed 314 93 126 360 
1966-67 331 96 138 420 
1968-69 361 106 154 492 






















1968 .. 69 
1970-71 
TABLE XI 
TOTAL NUMBER OF SCIENTIFIC PROGRAMMERS PRESENTLY 
EMPLOYED, PRESENTLY NEEDED AND ANTICIPATED NEEDS TO 
1971 IN THE STATE OF OKLAHOMA 
Size Size Size Size 
A B C D 
(20 or more) (10 to 19) (5 to 9) (0 to 4) 
137 32 40 24 
161 36 44 36 
199 40 52 52 
220 50 70 64 









Table XI shows the total number of scientific programmers employed 
in all four size groups and the number needed from the present to 1971 
in the state of Oklahoma. 
Table XII shows the total number of systems analysts presently em-
ployed in all four size groups, present number needed in all four size 
groups, and the anticipated number needed in all four siie groups from 
the present to 1971 in the state of Oklahoma. Thie table shows both the 
business and scientific applications. For a breakdown of the business 
application (Table XIII) and for the scientific application (Table XIV) 
see the following tables. 
The objectives of an instructional program to train computer pro-
grammers are not designed to train systems analysts. However, becoming 
a systems analysts may be the ultimate objective of the hisher level stu-
dents in the better data processing programs. Realizing that these stu-
dents seldom become systems analysts upon srad\l.ation from this type of 
program. The opportunities exist for them when they acquire additional 
experience in the field of data processing. 
A composite of the Tablet IX, x. XI and XII, XIII, XIV is shown on 
Table XV. This table ahow1 the total number of c01nputer programmers and 
systems analysts presently employed, preaently needed and anticipated 
needs to 1971 for the state of Oklahoma in all four size groups. 
Part two of this chapter is to summarize the responses for each 
requirement in size groups A, B, C, and D. The responses as shown 01> 
Tables V, VI, VII, and VIII of Chapter III are taken directly from the 
instruments completed by the organizations sampled. To adequately com-
plete the necessary analysis of this data, a summary had to be prepared • 
• 
This summary required that the nature of the responses be presented in a 
TABLE XII 
TOTAL NUMBER OF SYSTEMS ANALYSTS PRESENTLY EMPLOYED, 
PRESENTLY NEEDED AND ANTICIPATED NEEDS TO 1971 IN THE 










Size Size Size Size 
A B C D 
{20 or more) {10 to 19) (S to 9) {Oto 4) 
247 71 ,., 172 
277 83 68 204 
308 91 72 216 
338 111 80 248 
3S9 116 86 260 
TABLE XIII 
TOTAL NUMBER OF BUSINESS APPLICATION SYSTEMS 
ANALYSTS PRESENTLY EMPLOYED, PRESENTLY NEEDED 
AND ANTICIPATED NEEDS TO 1971 IN THE STATE OF OKLAHOMA 
TIMI Size Size Size Si1e 
A B C I) 
PEllOD {20 or more) (10 to 19) (S to 9) {0 to 4) 
Presently 
Employed 185 55 38 1S6 . 
Presently 
Needed 205 66 58 184 
1966-67 218 73 60 184 
1968 ... 69 237 '' 64 208 
















TOTAL NUMBER OF SCIENTIFIC APPLICATION SYSTEMS 
ANALYSTS PRESENTLY EMPLOYED, PRESENTLY NEEDED 



















Size Size Size Size 
A B C D 
(20 or more) (10 to 19) (5 to 9) (0 to 4) 
62 16 10 16 
72 17 10 20 
90 18 12 32 
101 26 16 40 
104 27 20 40 
TABLE XV 
TOTAL NUMBER OF COMPUTER PROGRAMMERS AND SYSTEMS 
ANALYSTS PRESENTLY EMPLOYED, PRESENTLY NEEDED AND 
ANTICIPATED NEEDS TO 1971 IN THE STATE OF OKLAHOMA 
Size Size Size Size 
A B C D 
(20 or more) (10 to 19) (5 to 9) (0 to 4) 
661 179 196 496 
752 212 238 600 
838 227 262 688 
919 267 304 804 















more cbndensed form. Therefore, the responses were analyzed for each of 
the ten requirements. They are: 
1. Assembler language programming 
2. Compiler language programming 
3. Advanced compiler language programming 
4. Machine language programming 
5. Second -s.eneration hardware 
6, Third generation hardware 
7. Random access concepts 
8 . Magnetic tape concepts 
9, Monitor systems concepts 
10. Tele-processing techniques 
For the purpose of the analysis, responses of "required" and "pre-
ferred" were considered positive responses. Responses of "not-required" 
and "cannot answer due to lack of knowledge of this aspect of the data 
. processing system" were considered as negative responses. For each of 
the ten major requirements the number of positive and negative responses 
are tabulated for the present time period. the 1966•67 time period, the 
1968•69 time period and the 1970•71 time period. The tabulation .of re-
sponses for each requirement in size group A, B, C and Dia 1hown on 




Summary of Responses for Each Requiretnent in Size Group A 
---------




~usiness I scientific 1966-67 1968-69 1970-71 
P* N* p N p N p N p N 
Assembler 
Language Programming 11 0 1 0 12 0 12 0 12 0 
Compiler Language Pro .. 
gratllllling Cobol-Fortran 11 0 1 0 12 0 12 0 12 0 
-Advanced Compiler 
Language Programming 6 5 1 0 9 3 10 2 10 2 
--Machine 
Language Programming 9 2 0 1 9 3 9 3 9 3 
Second Generation 




9 2 1 0 10 2 10 2 10 0 
I 
Random Access l 
Concepts I 9 2 l 0 10 2 10 2 10 2 
Magnetic Tape 
Concepts 11 o . 1 0 12 0 12 0 12 0 
Monitor Systems 
Concepts 11 0 1 0 12 0 12 0 12 0 
Tele-Processing 
Techniques 8 3 1 0 9 3 : 9 3 9 3 
*P = Positive responses are a combination of required responses and 
preferred responses. 
*N = Negative responses are a combination of not-required responses and 
cannot answer due to lack of knowledge of this aspect of the data 




Summary of Responses for Each Requirement in Size Group B 
Responses in Time Period 
Present 
REQUIREMENTS 
. Businessl Scientific 
1966-67 1968-69 1970-71 
P* N* p N p N p N p N 
Assembler 
Language Programming 6 3 1 1 7 4 7 4 7 4 
Compiler Language Pro· 
gramming Cobol-Fortrax 7 2 2 0 9 2 9 2 9 2 
Advanced Compiler 
Language Programming· 2 7 2 0 7 4 8 3 8 3 
Machine 
Language Programming 4 5 1 1 5 5 5 5 . 5 5 
Second Generation 
Hardware 6 2 2 0 8 2 8 2 8 2 
Third Generation 
Hardware 5 4 2 0 9 2 9 2 10 1 
Random Access 
Concepts · 6 3 1 1 8 3 9 2 9 2 
Magnetic Tape 
Concepts 8 1 2 0 11 0 11 0 11 0 
Monitor Systems 
Concepts 4 5 2 0 9 2 10 1 10 1 
Tele•Processing 
Techniques 6 3 2 0 9 2 10 1 10 1 
*P • Positive responses are a combination of required responaes and 
preferred responses. 
*N ° Negative responses are a combination of .not-required responses and 
cannot answer due to lack of knowledge of this aspect of the data 
processing system responses. 
9.2 
TABLE XVII! 
Summary of Responses for Each Requirement in Size Group C 
-




1966-67 1968-69 1970-71 
P* ' N* p N p N p N p N 
_......_ 
Assembler 
Language Progrannning 13 0 2 0 15 0 15 0 15 0 
Compiler Language Pro-
gramming Cobol-Fortran 7 7 2 0 13 3 14 2 14 2 
Advanced Compiler 
Language Programtning 3 10 0 2 8 s 9 3 9 3 
Machine 
Language Programming 8 6 2 0 12 3 12 3 12 3 
Second Generation 
Hardware 10 2 0 1 10 3 10 3 10 3 
Third Generation 
Hardware 9 5 1 1 l;l. 4 13 1 13 1 
Random Access 
Concepts 8 6 l 1 13 3 14 2 14 2 
Magnetic Tape 
Concepts 13 1 1 1 16 0 16 0 16 0 
Monitor Systems 
Concepts 6 8 1 1. 13 3 14 2 14 2 
Tele-Processing 
Techniques 5 9 2 0 9 7 11 5 11 5 
+ 
*P = Positive responses are a combination of required responses and 
preferred responses. 
*N = Negative responses are a combination of not-required responses and 
cannot answer due to lack of knowledge of this aspect of the data 
processing system responses. 
93 
TABLE XIX 
Summary of Responses for Each Requirement in Size Group D 




1966•67 1968-69 1970-71 
P* N* p N p N p N p N 
Assembler 
Language Programming 19 15 4 2 33 17 33 17 33 17 
Compiler Language Pro-
gramming Cobol-Fortran 11 33 3 3 23 25 30 20 30 20 
Advanced Compiler 
Language Programming 9 35 0 6 9 41 9 41 9 41 
Machine 
Language Programming 19 27 3 3 27 23 27 23 27 23 
Second Generation 
Hardware 25 17 4 2 29 17 29 17 29 17 
Third Generation 
Hardware 11 24 2 4 23 16 28 11 28 11 
Random Access 
Concepts 24 22 2 4 37 15 37 15 37 15 
Magnetic Tape 
Concepts 20 32 4 2 30 21 · 30 21 30 21 
Monitor Systems 
Concepts 16 30 0 6 20 29 21 26 21 26 
Tele-Processing 
Techniques 11 35 2 4 13 39 13 39 27 24 
P* = Positive responses are a combination of requires responses and 
preferred responses. 
N* = Negative responses are a combination of not"required responses anc 
cannot answer due to lack of knowledge of this aspect of the data 
processing system responses. 
CHAPTER V 
FINDINGS OF THE STUDY 
This chapter reports the results of the empirical research to deter-
mine if computer programmers and systems analysts who are trained on 
remote data communications transmission terminals would be adequately 
prepared to meet the needs of modern industry. It is based on the re-
sponses of the 92 organizations in the sample. 
Statistical treatment of the data was employed to test responses 
ainong classifications by I (size groups), II (types of applications), 
III (locations), and IV (a combination of selected size, applicatio~ 
and location groups). 
As indicated in Chapter IV, the responeee of "required" and "pre• 
ferred11 were considered as positive responses. lle1ponaes of "not-
~equired" and "cannot answer" were considered as nesative response,. 
The analysis for testing of hypotheses I, II and Ill is based on the 
relationship of positive to negative reeponsee for the aasregate of all 
of the ten mtjor items, on the questionnaire (see page 165)e In this 
study, the prepondence of positive responses for an item or group of 
items is an indication of its level of "acceptance". A high level of 
"Jcceptance" indicates that the item or group of items ia important or 
required in any training program. The statistic used was the fract i on 
positive in the total of ail r~spons~s using the ten major items from 
94 
all organizations. A summary of the results of statistic~l tests is 
given in Table XX . 
95 
For hypo.thesis I using the aggregate data, a chi square test among 
the four size groups revealed a significant difference at the .05 level, 
Chart I was developed to illustrate the differences among the size groups. 
A test of the difference between application groups (hypotheses II) 
was made. The method was to test the total reaponees in the business 
application group compared to the scientific application group. The 
statistical treatment (chi square) revealed that there was no sianificant 
difference at the .05 level between the acceptance of the business appli-
cation group and the scientific application group. Chart II was devel-
oped to illustrate the difference between the application aroups. 
A test of the differences among location groups (hypotheses lII) 
was made, The method was to test the total responaes in the four loca-
tion groups. The statistical treatment (chi square) revealed that there 
waa a significant difference. at the .05 level among the acceptance of 
the groups A, B, C and D. The 'basic pattern wae as anUcipated for 
location groups B, C aµd D. However, data on location group A revealed 
that acceptance existed at a much lower level than location group B. 
It was originally anticipated that locatio~ Group A would have a 
higher level of acceptance than location Group B, and location Group B 
would have a higher level of acceptance than location Group C and so on. 
The variation from the anticipated pattern-of Group A can be easily ex• 
plained . Location Group A consisted of organizations of all types of 
applications and organizations of all sizes where location Group B 
generally consisted of organizatione of a specific size and type of 




SUMMARY OF HYPOTHESES 
SIGNIFICANT NO SIGNIFICANT 
HYPOTHESES NUMBER DIFFERENCE DIFFERENCE 
AT 005 LEVEL AT . 05 LEVEL 
HYPOTHESES fl I X 
HYPOTHESES fl II X 
I HYPOTHESES fl III X 
HYPOTHESES ii IV~ X 
HYPOTHESES f; IV2 X 
HYPOTHESES II IV~ X 
HYPOTHESES II IV4 X 
HYPOTHESES# IV5 X 
HYPOTHESES# rv6 • X 
HYPOTHESES fl IV7 X 
HYPOTHESES# 1v8 le 
HYPOTHESES fl rv9 X 
HYPOTHESES# IVlO X 
HYPOTHESES II V X 
HYPOTHESES fl VI X 









OKLAHOMA EMPI.-OYERS (BY SIZE GROUPS) ACCEPTANCE FOR LEVEL 
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the state were found in location Group B, and they are l arger organiza-
tions of a specific type. The make-up of location Group Chad some of 
the same general characteristics as locat ion Group Band this also 
affected to some degree the acceptance level in location Group D. To 
illustrate the differences between each location group percentage Chart 
III was developed. 
Statistical treatment of Hypothesis IV was tested as ten subhypoth-
eses. These ten were formulated as the ten possible pairwise combina-
tions of the five selected size, application and location, classifica-
tions i ndi cat ed i n Table III (A-A-A, A-A-B, A-A-C, A-A-D, and C-A-D). 
They are l i s ted as fol l ows . 
IV1 Size A - Application A - Location A (Group /II) 
Size A -- Application A - Location B (Group #II) 
IV2 Size A - Application A - Location A (Group III) 
Size A - Application A - Location C (Group //III) 
rv3 Size A - Application A - Location A (Group ill) 
Size A - Application A - Location D (Group I/IV) 
I V4 Size A - Application A~ Location A (Group III) 
Size C - Application A - Location D (Group /IV) 
IV5 Size A - Application A - Location B (Group /III) 
Size A - Application A - Location C (Group (/III) 
IV6 Size A - Application A - Location B (Group fill) 
Size A - Application A - Location D (Group IV) 
I V7 Size A - Application A• Location B (Group #II) 
Size C - Application A - Location D (Group /IV) 
IV8 Size A - Application A - Location C (Group IIIII) 
Size A - Application A - Location D (Group I/IV) 
I V9 Size A - Application A - Location C (Group I/III) 






















Radius 10 miles 
Population -
75,000 or more 
CHART 113 
PERCENTAGE OF ORGANIZATIONS ACCEPTANCE 
BY THEIR LOCATION 
80% 
LOCATION B 
Radius 10 .miles. 
Population -






Radius 10 miles 
Population -
25,000 to 49,999 
42% 
LOCATION D 
Radius 10 miles 
Population -




rv10 Size A - Applica1:ion A - Location·. D (Group #IV) 
Size C - Application A - Location D (Group #V) 
Each of the ten subhypotheses were tested to see if there was a 
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significant difference in the ability of groups with fewer progrmldllers, 
less scientific application, or·less populated area, to assess the need 
for this type of program compared to groups-wi~h a larger number of pro-
grammers, more scientific application, or more populated area .. Due to 
the lack of familiarity with and knowledge of.the newly developing con-
cepts in data processing (such as operating under monitor systems, pro-· 
cess control, third generation hard~are, tele-processing, PL/!, etc.), 
some of the groups would probably be less able to evaluate the needs for 
qualified t~ainees. 
A "cannot answer" response was used as .a measure of at,, individual's 
lack of a~il:f,.ty to assess the need for an item. The statistic used was 
the fraction .of "cannot answerlf responses in the.totality of responses 
within a group using all thirteen items. 
'flle·fraction.for "cannot anilwer" responeea we,;e tabulated for 
Group t (A•A-4), Group lI (A•A-B) 9 Group III (A•At'.C) • Group IV (A-A•D), 
and Group V (C•A•D). The fraction for a group was.compared w:lth the 
£,:action fo.r each of the other four. groups. The total of ten . coml:>iaa-. 
tions of group comparisons were macle; each combination represents one . 
of the su'bhypotheses. tune of ~he ten subhypotheaea tested revealed a 
s:&.gnificant difference in tbe ability to aar,e,a the ~~· fc:r. th:ta type 
of program at the .OS level-of a:1.gnificanc.e. 
The n:l.n.t! sub hypotheses which showed at . the • 0.5 level, a significant . 
difference in their ability to aases• the need for th::i.1 type of proaram 
were: Group I (A-A-A) over Group It (A•A•Bh Group l ( ... Al o"Ver 
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group III (A-A-C), Group I (A-A-A) over Group IV (A-A-D), Group I (A-A-A) 
over Group V (C-A-D), Group II (A-A-B) over Group III (A-A~C), Group II 
(A-A-B) over Group IV (A-A-D), Group II (A-A-B) over Group V (C•A•D)• 
Group III (A-A-C) over Group V (C-A-D), Group IV (A-A-D) over Group V 
(C-A-D). 
The one hypothesis which did not show, at the .OS level, a signifi-
cant difference in their ability to assess the need for.this type of pro• 
gram was: Group III (A•A-C) over Group IV (A•A•D). 
Statistical treatment of Hypothesis V reveale.d that there was a 
significant difference in the ability of the scientific application 
groups to assess the need for this type of .program due to their familiar-
ity with and knowledge of the newly developing concepts in data proces• · 
sing•in comparison with the business application groups. The same sta-
tistic was used here as iti: Hypothesis IV, i.e., fraction of "cannot 
answer" responses for the thirteen items~ 
Statistical treatment of Hypothesis VI was to establish if a signif.., 
icant difference existed between the requirements for adequately traine,d 
data processing personnel in the present tim~ period compared to the 
1970-71 time period. It was to test if requirements were upgraded or 
improved by comparing the fraction of positive responses fot each of 
the thirteen items. 
There was a significant difference between the present .time period 
and the 1970-71 time period concernina the improvement or upgrading of 
requirements for adequately trained data processing personnel in ten of 
the thi.rteen items of knowleclge requirements on the inquirY form~ They 
are: (1) Compiler language programmiq (COBOL and.PORTBAN). ·c2) Advanced 
compiler languag~ programming. (3) Machine language progra:mmina, 
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(4) Third generation hardwa-re, (5) Randon1-access concepts;- (6) Magnetic· 
tape concepts, (7) Monitor systems concepts,. (8) Tele•processing tech• 
niques, (9) Process control concepts and (10) Numerical control concepte. 
The three other items of knowledge requirements on the inquiry forac 
(1. Unit record equipment. 2. Assembly language programmins, 3. Seconq 
generation hardware) did not show a significant difference between the 
present time period and the 1970-71 time period concerning the improve• 
mentor up-grading of req~:Lrements for adequately trained data proces• 
sing personnel. In fact. they were ~ested tQ show if a significant di£-
ference betwE!en the present time period and the 1970-71 time period re-
vealed de-emphasizing of requirements in these three items. - This sta-
tistical treatment ahowed that a significant difference .at the .05 level 
did exist between the present time period and the 1970-71 time period. 
This indicated a reduction in the emphasis in these three items of know• 
ledge required. The statistical findings. conceming. tbese last three . 
:f.t.s should be thoroughly understood before any.new program. of. this 
type is undertaken. To better illuetrate the ilqlrovement or up-ara41ng 
of requirements compared to the de•emphasizing of requirements, Cha~t 4 
was developedo 
To provide a~dit~onal constructive results t~ data waa uae4 to 
examine how eac~ of the size groups differed in. their rate of accepta11C• 
of the individual requirements~ the atantftcant diff•re~cea between 
' ' . . 
requitements i:n the present time period and. the 1910•71. time period haa ... 
been established in Hypothesis VI.· H~ever~ the data assembled for 
Hypothesis VI was tested still further anticipating that the additional. 
. . 
statiatical. tteatment would iftcrease the potential of the·etqdy •. Tile . ' 
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acceptance was first established for size groups A, B, C and D. The 
same test was made.for combinations of these size groups. The combina.• 
tions are (A, Band C) and (A, B, C, and D). 
All size groups were tabulated in each of the above ten items and 
statistical treatment of the data on the present needs were made to test 
if a significant difference existed at the .05 level. For example, to 
test an item in a certain time period and a specific size grQup the pro-
cedure would be as follows: let's assume we use item number one (assem-
bler language programming) in the 1966-67 time period anc\ size Group A. 
The number of positive responses (12) and the number of negative re-
sponses (0) would be secured from Table XVI, and tested to reveal if 
significant differences existed at the .05 level; chi square would be 
utilized as the method of statistical treatment. The test would reveal 
that significant difference does exist at the .05 level, 
If a significant difference did not exist in the present needs the 
data was tested for each succeeding two year period up· to 1970-71 period 
to see if a significant difference could be estabHshed. in that time. 
If a significant difference e~isted in the data for an item for the 
present, there was no reason to attempt to establish a significant dif-
ference. in the following two year periods. 
Statistical.treatment of all ten items in size group A, revealed a 
significant.difference in acceptance of all ten items in the present 
time period. This is a complete acceptance of all the items by size · 
group A. Table XXI shows the period in w-hich acceptance level was first 
established. It is assumed, that acceptance would be continued following 
the- first year of acceptance. · 
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Statistical treatment of all ten items in size· group B, established 
a significant difference in acceptance of seven of the ten items in the 
present time period. They are: assembly language program, compiler 
language programming, 2nd generation hardware, 3rd generation hardware, 
random access concepts, magnetic tape concepts, and tele-processing tech"". 
niques. The next time period of 66-67 established a significant differ-
ence in acceptance two more of the ten items. They are: advanced.com-
piler language programming and monitor systems concepts. ·. The remaining 
item (machine language programming) failed to establish a significant 
difference in acceptance for any of the four time periods surveyed. 
Table XXII shows the time period in which acceptance was or was.not 
established. 
Statistical treatment of all ten items in size group .c, esta.:blished 
a significant difference in acceptance of seven of the ten in th, present 
time period. They are: assembly language proaramming, compil~r lan-. 
guage programming (COBOL & FORTRAN), machine language programming, 2nd 
generation hardware, 3rd generation hardware, random. access concepts. 
magnetic tape concepts. The ne2tt time period, eatablisheda significant 
difference i:q acceptanqe of the tbree remaining items (advanced compiler 
programming, monitor systems, tele•processing). Table XXlII showa the. 
time periods in, which acceptance was established. 
Statistical treatment of all ten.items in size group D revealed a 
significant difference in acceptance of two of the ten.iteme in the 
present time period. Thetwo items accepted in the present time period 
were assembly language prQgramming and second generation .hardware. The 
66-67 time period established acceptance.of machine language proara111111na 1 
third generation hardware, rand.om access comcepts, and magnetic, ~pe 
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concepts. The 68 ... 69 time period established acceptance. of compiler· lan- ·. 
guage programming, (COBOL & FORTRAN). The 70-71 time period, ·established 
acceptance of tele-processing technique. The remaining two items of. 
advanced compiler language programming, and mon;i.tor systems faileq. to 
establish a significant difference in acceptance for any of the four 
time periods surveyed. Table XXIV shows the time period in which accep-
tance was or was not established. 
The statistical treatment of the ten items in. each size group wa.s 
tested to show a significant difference in the. acceptance of each item.· 
This acceptance of these items has developed a basis for designing- the 
education program to provide qualified employees for these organizations. 
The time period for each item's acceptance was established for each size 
group, to show when acceptance is predicted to. occur in the individual 
size groups. However, a regional or stt!!te-wide data communications sys-
tem, should not be based on one limited group o.f employers; but on the 
most totally represented group or combination~'Of groups of organizations 
in that region or state. For this reason, the responses for each of the 
ten items, was combined from all four size groups. The respons_es were 
statistically treated to establish a significant difference of acceptance 
for each of the ten items by all the organizations responses. There• 
sponses established a significant diff.ererices. in acceptance. of five of 
the ten items in the present time period. The five items a~cept~d in 
the present time period were; assembly language programming• mafhine ... 
language programming, seaond generation hardware; random access concepts . 
and magnetic tape concepts. The 66-67 time period establisheq acceptance 
of three addit.ionl:1.1 items: 
. i 
compiler language programming, third genera-
. .. . -··---.~-····-· . . 
tion hardware, and monitor systems. The two remaining items established 
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a significant difference of acceptance in the 68-69 time period. These 
two items were advanced compiler language programming and tele-processing 
concepts. These two items received negative responses until this time 
period, because of the lack of adequate development of supporting soft-
ware. The tele-processing item was not a necessary item for the instruc-
tional aspects of the total education program; however~ it is a necessary 
development for the total concept of time-sharing or data-communications. 
This technique can be taught in a time-sharing or data-communications 
system as a secondary item, mainly; because the technique would be used 
to provide a more economical system. It would be available to teach the 
basic concepts of such a system. 
The total responses of all four size groups showed a ai3nificant 
difference in acceptance of all ten items in various time-periods; which 
is significant in itself. How~vert the statistical treatment of data 
was developed with one add~tional step to show a more ad.equate represe11-
tatiot1 of the groups employing the most programmers. It was revealed· in 
the tabulation of dat~ fo.r Table XXV ~ that appToximately 70% of all data. 
processing programmers and technicians were employed by the size groups 
(A, B, C). For this reason statistical treatment of these three size 
groups to establish acceptance was giveno This revelaed that in si·ze 
groups (A, B, C) a significant difference of acceptance was established 
for·all ten items in the present time periodo Table XXV ehowa the time 
period when acceptance was established for a combination of size groups 
A, Band C. 
Table XXVI shows the established acceptance of each of the ten 
items for the combination of all size groups (A, B, C, D)o 
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Statistical treatment of Hypothesis VII was a test specifically of 
the tele•processing technique item. This was a test to indicate whether 
the level of acceptance changed throughout the four time periods covered 
in the study. 
Ther·e was a significant difference among the four time periods con-
cerning the tele•processing techn:f,que. The same statistic was used as 
in Hypothesis Vl, 1. e., comparing the fraction of positive responses 
for the items of tele-processing technique. 
CHAPTER Vt 
SUMMARY, CONCLUSIONS & RECOMMENDATIONS 
Problem Briefly Stated ' 
This study has been concerned with the problem of the adequate pre-
paration of data processing programmers and sy•tems analysts at the most 
reasonable cost to the local school. The basic purposes were to identify 
the newly developed concept of data-communications as it would relate to 
ttle training of data processing programmers and systems analysts• and to 
identify the specialized items required by state organisations to ade-
quately train these individuals on such a system to best serve the exist-
ing and anticipated needs of this highly spe.cialbed field. The work 
and proceedings of the study have been to itlent1.f7 these two basic pur• 
poses. However, to batter illustrat.:e, a basic factor in the consideration 
of a data ... communications system~ train data px:oceeaing programacrs and 
systems an,alystt!J utilizing the, specialized tra:f.nina requirements estab-
lished in Cb.apter IV, a comparison will be made between data communica-
tions system and a stand-alone system emphaaizing the cost to the local 
school to accomplish the basic purpose of adequately trained personnel. 
Important Findings Summarized 
First, to summarize the specialized training requirements estab-
lished in Chapter IV, Table XXV presents the combined es~ablished accep• 
tance of size group& (A, B, & C) and Table XXVI presents the combined 
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established acceptance of size groups (A, B, C, & D) which will be the 
basis for the establishment.of these specialized training requirements. 
The time period to be used in this summary will be the 1966-67 time per-
iod because it most nearly correlates to the effective completion data 
of the research and the proper utilization of the findings. The estab-
lished acceptance of the specialized training requirements for the items 
of assembler language progrannning, compiler language programming (COBOL 
and FORTRAN), machine language programming, second generation hardware, 
third generation hardware, random access concepts, magnetic tape con-
cepts, and monitor systems concepts were made in 1966-67· time periad·.cfr·s'• 
The established acceptance of the specialized training requirements for 
the items of advanced compiler language programming and tele-processing 
(data communications) techniques in the 1968-69 time period. However,· 
Chart V, concerned with the upgrading or de-emphasizing of requirements 
between the present time and the 1970...,71 time period, points out four 
key factors that must be taken into consideration if this system is to 
'\ 
be adequately developed. They are first that a major de-emphasizing is / 
being placed on the two training requirements items of unit record equip-/ 
ment and second generation hardware; secondly, that an upgrading of I 
i/ 
training requirements in the two items of advanced compiler language 
11 
programming and tele-processing (data communications) techniques. 
' \ 
Therefore, to adequately design a system)based on the established ,, 
acceptance of the specialized training requirements outlined by the 
findings of the_ s_~_u?~ the system must include the following: 
1. A limited configuration of unit record equipment to teach 
the basic concepts of the equipment and the relationship 
of _this equipment to the total system.' The school should 
.keep constantly abreast with the trends in the use of 
unit record equipment to titake sure that a de-emphasis 
in the use of this equipment may justify elimination 
of some of the unit record equipment. 
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2. Assembler language programming for third generation hardware 
is a necessity and consideration should be given to assembler 
language programming of second generation hardware if this 
equipment is still in use. 
3. Compiler language programming consisting of the two basic 
languages of COBOL and FORTRAN must be taught if the student 
is to be employed by.the.majority of organizations. These 
two languages were required by the organizations that emp~oyed 
approximately 70% of all the programmers and systems analysts 
(see Table XXV). 
4. Advanced compiler language progra111111.ing should be developed 
into the instructional program as soon as the utilization 
of advanced cotnpiler languages, such as program language #1, 
becomes sufficient enough to justify its use. 
5. Machine language ,programming for the type of system utilized 
should be included in the instructional program. 
6. Second generation equipment should not be considered when it 
is planned to be the complete (stand~along) instructional 
systemo As a back-up system to third generation hardware 
or as terminal equipment on-line to third generation hardware, 
it could be utilized effectively. 
7. Third generation hardware is a necessity in the instructional 
program to adequately instruct data processing persqnnel. The 
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data center or the main processing unit of a data-communications 
system must be a third generation hardware. The terminal ¢quip-
ment should if economically feasible be third generation .hard""' 
ware, and if it is not in the origi~al planning the possibilit,:y 
of upgrading to this generation of hardware should be present. 
A stand""'alone system for an instructional program if the pro-
gram is designed to serve the needs of the field of data pro-
ceasing should be third generation hardware, unless the second 
generation hardware.is only designed.to serve as an interim 
system. 
8. The concepts of random access, magnetic tapes, and monitor 
systems techniques must be taught if the instructional program 
is to produce an adequately trained data processing progrannner 
or systems analysts. 
9. Data-communications technique should be considered as a method 
to provide more computing power for the program. The key to 
better instructional programs is more computer power, and.the 
best way to offer more power to more students is with time-
sharing or the data communications techniques. 
Cost figures for four configurations are given to inclicatethe 
economic feasibility of a data-communications system. All figures will 
be monthly rental costs. These four configurations areas follows: 
Configuration L (data~comt)lunicationa system serving 15 school&) 
Configuration 2. (stand.-alone ijystem - third generation hardware 
with tapes and disk) 
Configuration 3. (stand-alone system - third aeneration hardware 
without ta.pea and disk) 
Configuration 4. (stand-alone system - second generation hardware 
with tapes and disk) 
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Table XXVII shows the degree to which each configuration can 
fulfill the ten major items which are considered important. 
TABLE XXVII 
CONFIGURATION SYSTEMS DEGREE OF FULFILLING. 
THE TEN MAJOR REQUIREMENT ITEMS. 
Coti.f igllll- Configu~ Configu- Configu-
ITEMS ration ration ration ration 
1 2 3 4 
Assembly Language 
X X X X Programming 
Compiler Language 
X X X X Programming 
Advanced Compiler 
Language Programming X X 
Machine LangU4ge 
X X X X Programming 
Second Generation X lt X X fiardware 
Tp.ird Generati~n 
' 
Hat·dware X X X 
Rand.om Access 
Concepts X X X 
Magnetic Tape 
X X X Concepts 
Monitor Systems 























Data Center Computing Hardware 
Description 
Central processing unit {one microsecond unit 
speed) including approximately 102,000 characters 
of memory and.scientific instruction set. 
Card reader control 
Card reader (800 cards per minute) 
Card punch control 
Card punch {100-400 cards per minute) 
Printer control unit 
Printer (650 lines per minute) 
Disk storage control unit 
Disk drive unit (access time 8~5 milliseconds,. 
9.5 million charac.ters) 
Magnetic tape control unit 
Magnetic tape unit, 44,000 characters per second, 
primary unit 
Magnetic tape units, 44,000 characters per sec()nd, 
secondary unit 
Multi-channel communications unit (for 4-15 lines) 
Multi-channel adapter 
Local School Terminal Hardware (15 schools) 
Central processing unit (two microsecond unit 









Card reader/punch (400 cards per minute read, 
100-400 cards per minute punc.h) 
Printer control unit 
Printer (450 lines per minute) 
I/0 adapter 
Communications control unit 
Communications Hardware 
Description 
Bell data sets 201-B-3 
Private full-duplex voice grade communications 
lines (three schools per line) 
ponfiguration 2 
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Central processing unit (1. 5 microsecond unit 
speed) including approximately 16,000 characters 
of memory, memory.protect features, edit instruc~ 
tion, decimal arithmetic, and. floatin8 point 
hardware 
Card reader (600 cards per minute) 
Card punch (250 cards per minute) 
Printer control unit 
Printer (600 lines per minute) 
Disk storage control unit and drive (access 
time 25 milliseconds, 7.25 million characters) 
Magnetic tape unit, 15,000 characters per 
second, primary unit 













Central processing unit (1.5 microsecond unit 
speed) including approximately 16,000 characters 
of memory, memory protect feature, edit instruc~ 
tion, decimal arithmetic, and floating point 
hardware · 
Card reader (600 cards per minute) 
Card punch (250 cards per minute) 
Printer control unit 
Printer (600 lines per minute) 
Configuration 4 












Central processing unit (11.5 microsecond 
unit speed) including approximately.12,000 
characters of memory, multiply - divide, 
advanced programming, and sense switches 
Card reader (800 cards per minute) 
Card punch (250 cards per minute) 
Printer control unit 
Printer (600 lines per minute) 
Disk storage control unit and drive (access 
time 25 milliseconds, 7.25 million characters). 
Magnetic tape unit, 15,000 characters ·per second, 
primary unit 
Magnetic tape unit, 15,000 characters. per second, 
secondary.unit 











The above costs per school have been c,lculatedwith all educational 
allowances offered by·tbe DU/lnufacturers. For example in configuration 
4, the current educational allowance of 60% has been deducted from the 
original cost of the equipment to result in the above figure. 
The above figures show that the··data-communications system· is 
approximately $1,000.00 per month cheapar than the next closest system. 
The n(»tt closest system is a third generation stand-alone systett without 
tapes and disk which can only meet 6 of the 10 major requirement item.a 
outlined in the findings of the study (see Table XXVll). The only equip-
ment configuration that would be able to meet all 10 of the major re• 
quirement items would be the data-communications -.system. The equipment 
configuration that would come closest to meeting the number of r•quire-
ment items of tb,e data-communication• system (see Table XX.VII) would be 
Configuration 2. However, thia -conf1Surat:Lon would cost·th• local school . . . 
$.5,346.00 pe~ month or approximatel:y- $3,000.00 per month more than th~ 
data-communications system~ 
After analyzing the costs of.all four equipment con.f1prations .,1~ 
:Ls clear that the technique of data•communications will have a great 
· ·. . :.:~ l_i.1' {; 
impact on the training programs of the near future. I~ _will provide 
more computer power,.. hardware bac~up, personnel backup from the data 
center personnel• greater eervtce for, student·s and faculty and at lower 
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costs tQ the local school. This type of system must play an important 
role in the, training of qualified data processing personnel and in the 
total educational program. 
In order to establish the complete cost.figures of an installation 
a certain amount of unit record equipment is required. The following 
is a typical set of unit record equipment: 
Quantity DesctipU.o,,u 




1 Accounting Machine 
1 Sorter 
The above unit record equipment with all educational allowances 
would be approximately $750~00 per month. For realistic total cost 
of any of the four configurations.these unit record equipment figures 
should be added to each cost per school. But this additional cost does 
not affect the relative comparisons. 
One of the inost serious problems associated with the use of tuie• 
shared comput~rs and special-purpose problem-oriented languages is that 
with a few statements on the input device, it is possible to call into 
action an enormous collection of programs which may require substantial 
computer time in execution. This proble11 decreases to some extent be-
cause of the increased capacities and speeds of the time-shared computing 
equipment. Nevertheless• there will always be an upper U.mit on the 
demands which student or instructor can make on the computillg resource.' 
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The time--sharing computing system for the technical education pro• 
gram will provide the greatest flexibility and capacity employing one 
or more large central processing units. The principal type of an on-
line tepuinal to be use.din.the basic technical education business or 
scientific program facility should be one with additional off-line com-
puting ability.· The terminal should have the capabilities of-card read-
ing, card punching, printing, on-line computing ability, off•line com~ 
puting ability and expansion features. The data-communications configu• 
~ation used for earlier comparisons .had all these capabilities~ The on-
line computing ability should have a communication line speed of not 
less than 2 ;000 bits per second and not_ to exceed 21 400 bits p.er second. 
Basically, voice grade lines are used because narrow band or tele-
type lines are much too slow and less reliable tha,n voiee grade lines, 
and wide-band or broad band service is too expensive. ln many ways, 
the possibility of using ~icro-wave equipment to frovide broad band ser• 
vice has some outstanding features. The i111ftOveaent in the quality and 
reliability of data transmission would off.er great advantages in. the 
total system if-the financial.aspect·of the microwave.service catt be. 
overcome. There is a good possibility that the micro-wave equipment 
can be acquired through the surplus property.agency-in.federal govern• 
ment. Even if this equipment can be acquired• value judgeaent·will 
have to be made concerning such an installation. However, this study 
is only concerned with the standard methods of supplying data~tranemis-
sipn service o 
Th,e on-line ability of 2,000 'bits per second will utilize the stan-· 
,., 
dard half ... duplex communications lines wll:ilce-~he 2,400 bits per.second 
transmission rate will re.quire a ful.1-cluplex communications line~ Xo 
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develop full capacity of the lines used, special line conditioning equip,,., 
ment may be required; especially if the terminal or the central proces-
sing unit is in a remote area utilizing lines of supporting telephone 
companies. All line service frorn remote terminals·to a central proces-
sing unit or units should be completely detailed before hardware or 
software transactions are completed. 
A major question regarding this remote time-sharing terminal con-
figuration is, why is the off-line computing ability necessary when on-
line computing ability is available through direct transmission to the 
central processing unit? To adequately answer this question you must 
first consider the types of school offering the technical education 
business and scientific program curriculum. The majority of these 
schools will be junior colleges, technical institutes, and area 
vocational-technical schools which lack any type of computing facility 
on their campus. This factor will cause two basic weaknesses in the 
total program. They could be solved without off-line computing ability 
if the central processing unit had a great deal of additional time that 
was not being used, If this additional time were available, the plan• 
ning and .effectiveness of the total system should be questioned. The 
value of a time-sharing system for instructional purposes is baaed on 
its full utilization for that purpose. For this reason off•line com-
puting ability in the remote terminal ,ts necessary so the more time-
consuming operations can be accomplished without.requiring the mairi cen• 
tral processing unit to do the calculations. If each school with a re• 
mote terminal could do much of the lower level processing which does not 
require a highly specialized configuration of ectuipment, this 11ould 
allow time for more schools to participa~e and be served by the total 
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systemo For example, the local schools could process programs off-line 
in the basic assembly languages which would not require a great mass of 
storage f.or the compiler programs and a high level of sophistication .in 
the central processing unit. On the other hand they could switch to on• 
line processing to.do the compiler programming languages such as FORTRAN 
and COBOL which would require a highly sophisticated configuration of 
equipment that 'Would be completely impractical to duplicate in a local 
school environment. 
A second item which would require a terminal with off-line com-
puting abilities would be.that of processing data for the individual 
school. If a school has computing facilities and qualified personnel 
available and they can eave a great deal of time and labor using this 
potential, they should and wilL If they plan to use these facilities 
in the operation of the school, they m~st have a small processing unit 
to perform the functions. This school processing should not be an on~ 
line function because it would become a time consuming factor. There 
are other factors that would stress the need for off•line computing 
abili.ty; however, the two described above. are the two prime considera-
tions. 
As the time•eharing system. is developed. to a higher level of soph• 
istication within the technical education teaching facility 11 ·spec.ial 
devices can be employed easily. Devices eapecially useful for desian 
and theory applications such as the cathocle ray tube, line-drawing 
plotters, process control devices, etc., can be used. Many will also 
have hardcopy or microfilm reading and reproduction equipment. For 
financial reasons, it would not 'be feasible for. iadividual technical 
schools to develop a system usin3 thes.a devices. A part of a large 
time~sharing system, these special devices could be more r~adily 
employed. 
129 
The development of a time~sharing syste~ which would provide a wide 
variety of applications for the computer would give each techn:Lcal school 
an opportunity to offer a high level of business programming, scientific 
programming, design and theory problem solving, basic computer concepts 
instruction for all technical majors, and the possibility of computer 
applieation io. the process control or instrumentation areas.· 
The trend toward a large centralized computing system seems inevit-
able. Files of data and other technical inforniation will be accessible 
via large information-processing syste~ over area-wide co111munications 
networks. It is not unreasonable to expect the eventual development of 
one or more computer utility syetema supplyi,11.g technical and program111ing 
services to a wide variety of users virtually anywhere in the country. 
The degree to which information-processing systems are introduced 
into the teaching-learning environment of the modero technical school 
depends upon the value judgments of technical school administrators. 
Conclusions and Recommendations-
1. If a basis for, cooperative planning ce.n be established whereby 
the -computing needs of,technical education in a state or region can be 
effectively aetwith a minimum outlay of funds then to establish a data• 
communications (t1-~haring) system, a central planning council, board, 
pr group should be established to serve in an advi,sory capacity. All 
institutions to be involved should be included in. such an advisory sroup. 
Other representatives, as needed, should be selected on the basis of 
individual ClUalification and could represent either organization~ in 
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that state or region that employed the types of data processing personnel 
that would be trained in the program. Educational data processing con~ 
sultartts from outside the institutions involved might be very helpful 
in maintaining an impartial balance in the planning of the program. It 
is very doubtful that a person who is not extremely knowledgeable about 
computers and their capacities for broad application could make a con~ 
tinuing contribution to the work of an advisory committee or planning 
group. It should be made clear that it is not suggested that such an 
advisory group should be a control group but should point the way for 
cooperative efforts for maximum returns. 
2. The large computer data communications systems concept now 
coming into use in modern industry can be use~ in educational-institu• 
/ . 
J 
tions and may permit the inst:f,.tutions to coJicentrate the processing 
/ 
power and.required technical staff in a centraliZed data-center, yet 
at the·same time decentralize the inpututput stations and·take them 
... I 
into laboratories and classrooms whe7e the students and instructors orig-
/ ' . 
inate the data. Intra•institution/fooper~~ion will be necessary to 
support these complex systems. T,J:ie computei\systems of the future will 
I · .. 
/ ' 
stress modularity and upward co$ps.tibil1.ty even._111.0re than at the present . 
in order that a system may grow without upsettil'lg the previous operation; 
therefore, our concept of training qualified personnel to program these 
systems must grow with them. 
3. ln contemplating the vast potential of large computerized data-
communication systems, it has often been suggested that a given state-
wide or region-wide system could handle all of the informa~ion of two 
or more types of state or federal agencies. Insofar as the hardware ii 
concerned, such an approach might be,poseible. However, such a complex 
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computer-communication system requires an equally complex softwara sys-
tem before it is operational. Furthermore, as the number of functions 
in a given information system increases, the complexity of the logistics 
in the information flow increases many fold. Consequently, the designs 
of the information system should not introduce or combine more functions 
or departments than are absolutely necessary to achieve an integrated 
information system and yet make efficient use oi a large computerized 
data-communication system. 
4. Efficient computer to computer data-communications requires a 
communications link capable of handling data at speeds of 2,000 bits 
per second or greater, The communication links ranging from 2,000'to 
2,400 bits per second may be categorized as half-duplex, duplex, voice 
band, and provided on wide-band facilities. 
5, Collectively, the planning group should be we.11 informed. about 
patterns, purposes, and costs of computer education and associatecl com• 
puter costs. They should be able to differentiate between.the charac-
teristics of dif fe.re11t types of educational pro3rams such as business 
data processing, scientific data processing, information storage.and 
retrieval, etc, It would also be of value if they were aware of the 
different requirements for research, instruction, administration,-~ 
area service use of computers. 
'~ 6. Inter- and intra•institutiona.l planning for computer science 
education and computer use should be.related to.planning for educati~n 
in other technical education occupatioti.s·such as instrumentation, elec-
tronics, drafting and design, etc. 
7. Cooperative planning for a. state-wide or region-wide computer-
ized data-communications system for computer science education programs. 
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should include an information sunnnary·estimate and 1;ecognition of trends• 
development, needs, and resources of other such educational facilities 
in the state, region, and the nation. Along with the information sum~ 
mary which should include message sizes, operation hours, response times~ 
accuracy requirements, existing input/output media, and costs of present 
system, a map should be prepared showing the geographical distribution 
of remote stations, WATS zones, and existing networks. In addition, 
charts may be required, showing: 
1) Volumes of data to and from each remote location with trans• 
mission times for each of the possible speeds available 
(e.g., 10 "characters per second", 75 "characters per 1econd," 
100 "characters per second"). · 
2) Transmission characteristics for each remote location (e.g., 
speed, code level, parity, simplex or duplex, error correc ... 
tion and retransmission schemes). 
3) Data processing requirements for each application. 
8. A list of newly established computerited organizations in the 
geographic area planned to be served by the new data ... communications sys-
\ V' ' / tem, the present computer users, and those planning to make a marked ex.:.,( 
pansion of facilities should be developed and kept up to date for the 
purposes of interpreting trends, personnel needs, and infortaiug the ad-
visory group, administrators, gene~al educators, public, etc. 
9. Careful assessments of new faculty needs against the avail~ 
ability of qualified faculty will be essential. Qualified instructors 
in the computer areas are hard to obtain since the need for their talents 
outside of education is so great. Generally, a student population for 
a computer.education program can be assembled much faster than the 
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needed.faculty can be obtained 0 
10. The basic systems design, research and findings outlined in 
the study have·applicability to other states, regions and.multi-campus 
institutions. All seven hypotheses have·significant·implica,tions to 
technical educ;:ation programs in .areas outside the state of Oklahoma .. 
11. The proposed data-communications system repre~ents,a workable 
system. It has a sound basfa, both from the economic .and· systen:1,s aspect. 
The proposed data"'."communicatic;ms syf3telll can, provide all th~ tratning re-
quirements established in·the study and offer a.curriculum that will. 
greatly enhance.the po!3ition of the graduates. 
Suggested. Further Studie.s 
1. Some, study ~hould be given to the possibility of expanding 
other areas of technical education such as instrumentatiot1, elec.tronics, 
drafting and design, etc., into .a total data-communications. system. 
Th:i,.s area has some great po!3sibilities for providing highly sophisticated · 
configurations of equipment at a much lower cost through the. use of a 
centrali~ed data center. 
2. Some stt1c;ly should be given to the kinds of procedures and prac-
tices tha.t might be effectively used. in the. ~mplementation of cooperative , 
activity between a post.,.secondary technical program and a sec(:)ndary pre ... 
technical.program utilizing some basic course materials and+ower,speed 
trat1smission data terminals·as.part.of a data-connnunication system~ 
3. The CE)mplete set of punched cards used in this study are avail.;.. 
able for comparisan,s of resp(:)r1ses from other loca,l, state; or regional· 
groups who.might be considering sucq a·system or tryiD;g to upgrade their 
existing one. Such compa;-isons might reveal.differet1ces in responses 
' C • • • ' ' • ., 
which might.be of value to others considering sucq a system. 
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DATA COMMUNIC41'1.Q11~ GLOSSARY 
Automatic Exchange 
An exchange in which communication between subscribers is effective 
without the intervention of an operator by means of devices set in 
operation by the originati11g subscriber's instrument. 
Automatic Error Correction 
A technique, usually requiring the use of special codes and/or 
automatic retransmission which detects and corrects errors occuring 
in transmission. 
Bits (Contraction of "Binary Digits") 
From a communication standpoint, "bits" are the Btn.allest point of 
information which are transmitted. This information inay be a 0 
(zero) or 1 (one) which may be recognized as an "on" or "off", a 
•iyes" or "no", etc. One un.it of information. 
Bit Rate 
The speed at which bits travel over a co1'1111\l.lt'licat1on channel (e.g., 
1200t 200, or 2400 bits per second). 
Block 
A group of consecutive characters handled as a unit, It has special 
emphasis in determining the method of error correction and detection 
which effects the speed of transmission. 
Carrier 
A high-frequency signal suitable for moduia.tion by another signal. 
Carrier Frequency 
The particular frequency of the carrier signal" 
Communications Channel 





Office in a telephone system that provides service to the general· 
public, where requests for telephone connections are received via 
controlling signals and connections are established. 
Character 
One representation of a numeric digit, letter of the alphabet or 
special symbol. 
Circuit 
A number of conductors connected for the purpose of carrying on 
electrical current to convey communications. 
Common Carrier 
A company recognized by the FCC or appropriate state agency as 
having a vested or rightful interest in furnishing communications 
services to the public (e.g., AT&T Company, Western Union, etc.). 
Code, Excess-three 
A coded decimal notation fo.r decimal digits which represents each 
decimal digit as the corresponding binary number phis three; e.g., 
the decimal 0, 1, 7, 9 are represented as 0011, 0100, 1010, 1100, 
respectively. 
Data Set (~odem) 
AT&T modulating-demodulating device which, in sending, accepts a 
signal from the originating machine and conve,rte it into a tone 
for transmission over a communication channel (e.g., Data Set· 
201A) 
Direct Distance Dialing (DDD) 
Method of making long-dis.tance telephone calls whereby the call can 




Trade name. of AT&T for the service of utilizing Dat~ Sets on the 
Local and Direct Distance Dialing network for the purpose of data 
transmission. 
A portion of the transmitted signal returned from a distant point 




A device of the Com.tnon Carrier installed in a communication circuit 
for the purpose of partially reducing the echo (reflected energy). 
Error Correction 
A system (in hardware and/or software) which inherently provides 
correction of errors received during transmission. 
Error Detection 
A system (in hardware and/or software) which detects and identifiea 
errors caused during transmission. 
Half Duplex Service (Operation) 
A communication channel which is capable of transmitting and 
receiving information in either direction, but not simultaneously. 
Full Duplex Service (Operation) 
A communication channel which is capable of transmitting and 
receiving information in either direction simultaneously. 
Identifying Codes 
Codes in tapes or cards which identify their origin and/or content. 
Interface 
A common boundary between two or more devic.es, items of equipment,, 
or systems, mechanical or electrical. 
Loop 
The p ottion of the communications channel which connects the sub-
scriber to the central office, usually a metallic circu:lt. 
Le~sed Line (Private Line) 
Communication channels reserved by the Common Carrier 'for the 
exclusive use of a particular subscriber. 
Modem (Data Set) 
Contraction of the two words, modulator-demodulator. 
Modem Adapter 
A device which is capable of connecting two dissimilar units 
together by means of converting and/or transferring the controls 
and functions between the two units. 
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Multiplexing 
Many-to-one as the way of combining many communications channels 
into one channel. 
Off-Line 
Implies that a computer is not connected to another computer or 
terminal by the means of communication channels and is operating 
independently. An off-line system is commonly referred to as a 
stand-alone system. 
On-Line 
Implies a direct connection between a computer and another computer 
or terminal by the means of communications line with operations of 
either having an effect 9n both. 
Parity Check 
A system of error detection in which a certain block of bits is 
examined to see that it has a particular arrangement or quality 
of bits. 
Se-rial Tran.smission 
Sequential transmission of bits that make up a character over 
a communication circuit. 
Signalling 
A method of transmitting control signals between two or more 
terminals to set data transmission in operation, These signals 
are other than the normal data flow. 
Subscriber (Customer) 
This refers to the individus.l, company,. corporation, ae;ency, etc., 
who rents or leases the service (tariff offering) for their patti• · 
cular use. (e.g., person callins or.being called.) 
Switching Center 
A location in which incoming data from one circuit is transferred 
to the proper outgoing circuit. 
Synchronization 
The process of making the signal .received correspond in time to 
the signal transmitted. Commonly referred to as "to be.in Sync." 
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Synchronization Character 
A unique character transmitted to the receiving terminal with the 
purpose of setting the two or more units in synchronization with 
each other. 
Tariff 
A schedule of communication rates and services offered by a Common 
Carrier with the approval of the FCC or state regulatory agency. 
Terminal Unit 
Equipment on a communication channel which may be used for either 
input or output. 
Turn Around Time 
The time required to condition a half-duplex carrier facility so 
that the direction of transmission can be reversed. During this 
time, the facility is not available for transmission in either 
direction. Control of this turn around operation is the respon~ 
sibility of the data set. 
WADS (Wide Area Data Se~ice) 
A low-speed (200 bits/second maximum) dial data offering similar 
in structure to WATS. Available on a. measured time basis from 
one to six access area zones. Terminal equipment may be tele-
typewriter or low-speed business machine, This tariff not 
approved as yet. 
WATS (Wide Area Tele.phone Se.rvice) 
This is a Bell System tariff offering which divides the continental· 
United States into six zones emanating from the home state (but 
not including) of the subscriber. An access .line from the sub-
scriber's prembes to the.telephone company's DDD network may be 
leased at flat monthly rates per circuit, 
APPENDIX A 
OKLAHOMA STATE BOARD FOR VOCATIONAL.EDUCATION 
J, B, Perky, Director 1515 West Sixth Avenue Stillwater, Oklahoma 
September 8, 1965 
Dear 
Technical edu~ation data processing programs are being developed in 
the State of Oklahoma for the training of progralll!llers and systems ana-
lysts, To adequately develop these programs, .the participation of pro-
fessional p~rsonnel directing the operation of all types of data proces-
sing sections are essential. For this reason we are requesting your 
participation in .the development of an occupational survey in the field 
of data processing for the State of Oklahoma, 
This occupational survey is being conducted and supervised by the 
State Board for Vocational Education - Division of Technical Education, 
State Board of Education - Division of Statistical Services, and the U.S. 
Department of Health, Education and Welfare - Office of Education - Divi-
sion of Vocational & Technical Education. 
Our request for your participation consists of the enclosed question-
naire, on your present and anticipated needs and any additional comments 
or pertinent information that will assist in making this occupational 
survey more effective. 
This information given by you is strictly confidential and will be 
handled as research data available only for analysis by our staff, No 
information on any specific company will be revealed in the analysis or 
final report. Please return the questionnaire to Division of Technical 
Education, Oklahoma State Board for Vocational Education, 1515 West Sixth 
Avenue, Stillwater, Oklahoma, in the·enclosed self-addressed envelope for 
which no postage is needed; the form will remain there until destroyed. 
Your cooperation is most urgently solicited and will be sincerely 
appreciated, May we take this opportu~ity to thank you for your time 
used in fulfilling our request. 
We shall be happy to send you a copy of the final report upon its 
completion. 
Enclosed please find a typical c~rriculum guide. 
Arthur Lee Hardwick, State Supervisor 
Technical Education 




OCCUPATIONAL SURVEY OF DATA PROCESSING PROGRAMMERS & 
SYSTEMS ANALYSTS FOR THE STATE OF OKLAHOMA 
Please complete all sections and return in enclosed self-addressed 
e.nvelope or return direictly to State Supervisor of Te.chnical Education, 
1515 West 6th, Stillwater, Oklahoma - Telephone FR 2-6211, Ext. 7235. 
Nature of Business or Industry 
~~~~~~~~~.~-~~~~--~~~~ 
Name of Person Completing Questionnaire 
Telephone Number and Extension 
~~-~-~-~~~~-~~--~~,---~ 
EMPLOYMENT NEEDS 
lo Numbex· of programmers & systems analysts now employed Men __ Women_._. 
2'. o Total number· of programmers & systems analysts needed at the present 
time ---
3o Anticipated number of programmers and systems analysts needed between 
the present time and 1967 ---
4o Anticipated number of programmers and systems analysts needed between 
1967 and 1970 ---,. 
Example If you have 2 programmers or systems analysts employed now, 
these figures should include anti.cipated replacement of these em-
ployees for reasons of retirement, death, secure othe.r position, 
etc" So the anticipated need could read 2 employees even though 
you do not plan to enlarge. your operation, 
5, What percentage of your professfonal personnel currently used as 
programmers & systems analysts could be replaced by trained 
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technicians? (Enclosed please find copy of sample data processing c../ 
curriculum guide to be used in these programs) 
~~~~~~~~~~-
TRAINING REQUIREMENTS.FOR PROGRAMMERS_§!. SYSTEMS ANALYSTS 
L Check type of degree required - if any AoA.() B.S.() M.S.() 
2, Basedupon mathematical requirement in curriculum guide page 2, 
would you require Less ( ) . More ( ) Same ( ) 
3, Based upon accounting requirement in curriculum guide page 2, would 
you require Less() More() Same() 
If more or less~ please specify -----
4, Number of years experience required currently of new workers in data 
processing None() 1 year() 2 years() over 2 years() 
So Do you prefer that your programmers and systems analysts receive 
training on any specific types of equipment? Yes() No() 
60 Is experience with unit record equipment required? Yes( ) No( 
·7o Is experience with .unit record equipment recommended? Yes( ) No( 
80 Type of programmers of systems analysts pref·erred. Male Female 
Either 
ANTICIPATED TRAINING REQUIRED 
L What number of your programmers and systems analysts in the future 
will be recruited by upgrading present employees through training 
or further education? 
~~~~~~~~-
2 o If local evening te.chnical courses were. available to upgrade your 
programmers and systems analysts, would they attend? Yes No 
) 
) 
3. From what source do you employ most of your data processing program-
mers and systems analysts? 
High School Junior College, Technic.al Institute, Area Voc,-
Techo School College or University_· __ _ 
4o In the future from what source would you prefer to recruit your 
pr0grammers and systems analysts? 
High School Junior College, Technical In~titute, Area Voe.-
Tech. School College or University __ _ 
So In a technical education program of this type.would you prefer that 
instructors emphasfae theoretical knowledge rather than practical 
knowledge? Yes ( ) No ( ) 
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6. Are qualified graduates from technical education .data processing 
programs without actual work experience acceptable to fill your 
vacancy, if available vacancies exist? Yes() No() 
7o Would you be willing to consider hiring students.on a part-'-time 
basis? Yes() No() 
DATA PROCESSING EQUIPMENT 
(present & anticipated) 
lo Present type of data processing equipment available~~~~~~~~ 
2o Does present equipment configuration include 
A, Random access techniques Yes( ) No( ) 
B. Magnetic tape technique's Ye~( ) No( ) 
C, Paper tape techniques Yes( ) No( ) 
D, Direct transmission techniques Yes( ) No( ) 
3, Equipment expansions anticipated for the data processing section 
4, Will the anticipated equipment expansions include 
Ao Random access techniques 
B, Magnetic tape techniques 
C, Paper tape techniques 
Do Direct transmission techniques 
Yes( ) 
Yes( ) 







TO DETERMINE THE FEASIBILITY TO ESTABLISH A PROGRAM TO 
TRAIN COMPUTER PROGRAMMERS UTILIZING A TIME-SHARING SYSTEM 
AND REMOTE DATA-COMMUNICATIONS TRANSMISSION TERMINALS 
L Problem: 
The scientific and technological developments of recent years and the 
advent of the space age have necessitated rapid changes in the man~ 
power needs of both industry and business, particularly in the fields 
of.science. One of the crucial shortages has been that of adequately 
trained technicians to fill positions as programmers and systems ana~ 
lysts o Thif shortage'· pf pregrammer~ arid sy1;1tems analysts is be~oniing_ 
inc.rei:ls:f.n$~Y, mp~-~, s~yer_e,;.',,~~e to, the continuous develop~ent of i;nore · 
CEijllptex-ap.d advanced data processing equipment and techniques. 
Because it is geil.erally conceded that the education and preparation 
of technical manpower is a functional.responsib:j.lity of.educational 
institutions, an increased demand is being placed Otl.technical in-
stitutes, junior colleges, and area vocational-technical schools to. 
expand their programs to include Data· Processing Technology. 
In general, the prob}.em to be investigated in the project herein 
descri9ed is whether and to what extent it is feasible to train 
computer progrannners and systems analysts by the u~e of a state-
wide data informatio11, system consisting of. a centraH.z-ed. large 
computing system directly conne_cted to data processing transrilission ., 
terminals located in the individual.local schools. More specifically 
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attempts will be made to survey a number of potential .users of such 
a.system to determine: present and anticipated services needed 
(including frequency and volume), nature of current systems in. 
use, number of Data Processing technicians presently employed, and 
the nwber of Data Prdcessing technicians needed.for the future. 
The ultimate system, as presently envisioned, will include 15 tech-
nical. education data processing centers in colleges, universi.ties, 
and area schools throughout the State of.Oklahoma.and·a data center 
located in Oklahoma City in the State Department of Education. T~e 
local technical educatiol'). programs would be connected directly to 
the data center by the means of direct transmission lines to and. 
from the computer at the data'center and the local.school computer 
system, 
Before making definite decisions as to where this type of system 
will be most effective, it is considered imperative to collect 
pertinent information from a large variety of agencies and groups 
who might; be. interestedo These sources of information will include 
representatives from various ... educational institutions, selected 
industrial and governmental firms and agencies, and from various 
divisions. of the State Department of Ed.ucatiori. 
Although the primary purpose of this system isto train computer 
programmers and systems analyst.technicians, it is felt that this 
state-wide system for data information and processing would bear 
relevance to a number of different areas of activity, including: 
(1) school administration (2) state administration and (3) educa-
tional research, 
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'this system would support a.chool adiiiinistration by having available 
in the school data processing equipment that would have the capa-. 
bilities of doing a large number of the repetitious and involved 
aspects of school administration; suchas st.udent scheduling, school 
records, and etc. This work can be _accomplished to ·serve the schoob 
_Jlnd-t-cr_.:_~o~pl-e-te--administrative functions as 1oq as this work does · 
/p.f"' . 
not interfere with the.instructional pz:oarema o:£ferecl. It would also 
provide support for state administration of the State Department of 
Education and the Division of Vocational Eclucatioa. A cooperative 
agreement can be made_ between the Division of Statiatical Services, 
State Departaent of Education and t~e Division. of Techrii~al Educa~ . . 
t;ion, .State Board for Vocational Education. The reuon for this type · 
. I of agreement would be that each division woulcl have funds available 
to operate a limited data processing system and if an agreement can 
. be macle · between the two divisions to cooperate OU a program of this 
\ type, a grea:ter_data proceaaing system with ,reater apeed and more 
\ 
capabilities a, far as ha:rclware anci backup.could be made available 
.· . for both divisions and tn this way the state· aclainistration c-.i \,e 
........ . . . 
handled.much faster and to a greater depth. Support co1,1ld also be 
·, 
given in the area of educational res8$rChthrouiha ayet•·of thil 
· type. Support not only to the un;l:verliities in the sta.te·but also 
to the State Department of Educatio~ ancl the-State Board for Voca-
tional Uuc_ation cow.d be rendered. There will be tiae available 
whet\ research data and·atatietica c:an be comp:llecl and this work 
woulcl_not·affect the instructional program of this system. 
To_develop individual syateme that would.be acl94uate.to_aerve·a11 
these areas-of the state separately, the overall cost for Oklahoma 
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would be prohibitive. However; if the survey results indicate that 
computer programmers a~d systems analysts can be adequately trained 
on this type of remote data c_ommunications transmission terminal, as 
part of a large data processing system of which the cost would be 
considerably less, it is towards this end that the proposed research 
is oriented. 
2. Objectives: 
The research proposed has six objectives: 
A. To identify existing data processing practices in selected 
agencies and'institutions (including a description of present 
procedures, facilities. equipment, personnel, etc.). 
B. To determine if computer programmers and systems analysts who 
are trained on remote data communications transmission. terminals 
as part of a large data processiq system. wou.ld be adequately 
prepared to meet the needs of modern indust.ry •. 
C. To determine the willingness of various sizes and types of 
data processing operations to accept graduates of this type 
of state-wide computer data communications system. (A compari-
son will be drawn between·the sizes of data -processing opera-
tions and t~eir support: of the system. A comparison will also · 
! . ~ ·,, 
be drawo.be,een the.type_(/f datJ,,r;,_sing operation\l and 
their suppor\ of the,}1ystem. A co;arison will be dr~ ,between. 
loCatiO?l of d~·t,~~--procesaing operatiO~S .. ij. their support of the 
~__,_,:'•" 
system). 
D. To measure anticipated-needs (in terms of service volume, 
per.sonnel. etc.) 
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E. To det~rmine willingness'to cooperate in the development of 
,'' r. 
a state-wide··d~ta information·'system. 
F. To identify how a data processing system could-be used to 
support and improve the .operation of school administration, 
state administration and educational research. 
G. The preparation of a set of recommendations and conclusions 
.... -~ 
based on results of the surv~t~ 
The satisfactory fulfillment of these objectives will make possible 
reasoned decisions regarding the nature of the approach to be aade 
with respect to initiating the proposed state-wide system if it 
appears feasible and will, in addition, tend to indicate something 
about the specific nature and scope if the system is needed. 
3. The procedure for the investigation is as follows: 
A. Establish a jury for selected leaders, experienced in the field 
of ed~ational data processing and industrial data processing, 
for evaluating the questionnaire which will be used. V 
B. Revise questionnaire as suggested by the jury. v 
c. Send questionnaire to randomly selected organisations in the 
State of Oklahoma that employ data processing programmers 
or systems analystsfor their response. 
D. Analyze questions numbered 9 through 18 to establish an 
acceptance level of a·s~~te-widelec nical education data. 
~-
tele-processing system by tfie.,siz of organizational groups 
"· S-A, s-B, s-c, s-D. Analyzing/ ct-~-terpreting data for 
hypothesis No. 1 / 
,,f '~ 
Group S-A (Organizations employing 20 or more program-
mers or technicians) 
Group S-B (Organization employing 10 to 19 program-
mers or technicians) 
Group s~c (Organization employing 5 to 9 programmers 
or technicians) 
Group S-D (Organization employing l to 4 programmers 
or technicians) 
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E. Analyze questions number 9 through 18 to establish an acceptance 
level of a state-wide technical education data tele-processing 
system by the type of organization groups A-A, A-B. Analyzing 
and interpreting data for hypotheses No. II 
F. Analyze questions numbered 9 through 18 to establish an accep-
tance level of a state-wide technical education data-processing 
system by the location of all organization gr~ups L-A, L-B, L-C, 
I . 
and L-D. Analyzing and interpreting data.for hypotheses No. III. 
Group L-A (Radius 10 miles, population 75,000 or more) 
Group L-B (Radius 10 miles, population 50:000 to 74,999) 
Group L-C (Radius 10 miles, population 25~000 to 49,999) 
Group L-D (Radius 10 miles, population Oto 24,999) 
G, Analyze questions numbered 11, 12, 14, 17, 18, 19, 20 to estab~ 
lish the ability of Group XXXI to assess the need for this type 
of program. Due to the lack of familiarity with and knowledge 
of the newly developing concepts in data processing in comparison 
with Group I. Analyzing and interpreting data for hypotheses 
No. IV1 through Iv31 . 
ill! TYPE - LOCATION 
GROUP I S-A A•A L-A 
GROUP II S-A A-B L-A 
GROUP III S-A A-A L-B 
GROUP IV S-A A•B L-B 
GROUP V S-A A-A L-C 
GROUP VI S-A A•B L-C 
GROUP VII S-A A-A L•D 
GROUP VIII S-A A-B L-D 

































































































H. Analyze questions number 11, 12, 14, 17, 18, 19, 20 to establish. 
the ability of groups A-A (Business Applications) to assess the 
need for this type of program due to the lack of familiarity 
with and knowledge of the newly developing concepts in data 
processing in comparison with groups A•B (Scientific Applica• 
tions), Analyzing and interpreting data for hypotheses No. v. 
I. Analyze questions numbered 9 through 18 in present time period 
and 1970-71 time period to establish an improvement of require• 
ments by all groups for adequately trained programmers and sys-
tems analysts. Analyzing and interpreting data for hypotheses 
No. VI. 
J. Analyze question number 18 in present time period and 1970-71 
time period to establish a significant difference in the 
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requirement for tele-processing techniques. Analyzing and 
interpretating data for hypotheses No. VII. 
K, To analyze the reconnn.endations for adequately trained program-
mers and systems analysts for hypotheses I, II, and III, to 
show a positive acceptance level of this type of system with 
the recommendation or preferred categories checked, to show 
the negative acceptance level in recommendation or cannot 
answer due to the lack of knowledge of this aspect of data 
processing system categories for hypotheses IV and V, to show 
that a significant difference in the abilities of groups to 
assess the need .for this type of programmer which will be based 
on the category that cannot be answered due to the lack of 
knowledge of this aspect of data processing which is to be 
checked for hypotheses VI and VII, to show a significant di£-
ference in the present time.period a~4 in the 197~71, ~ime period. 
The time periods must show an increase in the time periods 
from not-required to preferred\to required. 
\~ 
L. The hypotheses will be statistically tested by the means of chi 
square. Chi square will be used because of the advantage of 
this type of statistical test that allows for certain added 
properties, which will nlake the combination o;f several statis-
tics or other values in the same test. Thus, a hypotheses 
involving more than one set of data at one time can be tested 
for significance. 
4. Significance.9f Study 
Several factors operate to lend justification to the proposed study 
of training computer programmers and systems analysts on remote 
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tele-processing terminals tied to a large computer system as a part 
of a state-wide data information system. From the technical educa-
tion standpoint, it is recognized that students in this field must, 
in order to have a background adequate to meet employment needs, have 
familiarity with the general field of data processing, have opera-
tional knowledge of more than one basic computing system, and under-
stand the total system concept of data processing as it has progressed 
and the trend in which it is developing. They must also have know-
ledge of the various types of handling data, types of input-output 
devices, etc. For example, all students should have work experience 
on the latest types of computers, knowledge of and ex.perience on 
random access approaches to data processing. tn addition~ they need 
experience with magnetic type and experience in the applications of 
direct transmission of data via conununication lines from one terminal 
to other terminals tied to a computing system. All these necessary 
experiences and required areas of knowledge cannot feasibly be gained 
unless a state-wide system can be developed. A definite part of 
this proposal would be to utilize this data to j'ustify need £or tech-
nical education programs throughout the state and to determine in 
what geographic areas these programs will he located. In addition, 
this occupational analysis will help develop technical education 
programs and locations for technia&l education programs that will 
function as a part of the total system concept for the Oklahoma 
State Pata Information System. 
5. Hx:eotlleses.J:o be Tested: 
No. I thel('e will be a significant difference in the acceptance 
,/ .. '\ 
f 
' 
level of a state-wire t\~hnical education data tele-
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~ ~ . 
processing system by th~\size of industrial organizati9ns, 
' I 
I ' ' j or agency groups S-iA, S-B), S.-C, and S-D surveyed P L . 05 
., I 
\ ! 
No. 1I There will be a si$nific~nt d:i.fferenc, in the acceptance 
i 
lev·el of a state-w~de t/chnical educatioq. tele-processing 
I ., 
i, ,, ' 
system by the type bf/industrial organhation or agency 
\ / 
ii . 
groups A-A (Buaine~f Applications), A-B (Scientific Appli~ 
/! 
cations) sufVeyeiP \L .05 
/ i 
//'' ·i 
No o I.II There will J{e a sign~ficant difference in the acceptance 
/' ' t 
level ,,,,of a state-widt technical education tele-processing 
./ '} 
,Y \' 
sy,1tem by the. locati~n of the industrial, organization, 
,t: agency groups L•A\(Radius, 10 miles, population 75,000 
/ \ 
I I · 
/ or more), L-B· (Rad;lus'i, 10 miles, population 50,000 to 
I . i 





49,999), L-D (Radius,,! 10 miles, population 24,999 or 
less) PL .05 
/~o. 1v1 Th_ere will be a signlficant differen~e in. the ability of 
I group I to assess tht need for this type ef program due 
\ to the lack of famil[iar:ity with and knowledge of the 
\ i 
\ l 
1 newly developing co~cepts in data processing (such as 
\\ I -
operating under moni)tor systems, proces·s control, 3rd 
\ . 1 
'. generation solid logic, e.g. tele•processing~· P. L. /Jl, 
\ ~ 






group II, P L .OS. \ 
,, 
I 
group I compared with g~oup III P .L.. .05 
', 
group I compared.with group rv·p [_ .OS 
group I compared with group VP .L_ .OS 
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No. IV5 group II compared with group III p L .05 
No. IV6 group II compared. with .. group IV PL .05 
No. 1V7 group 11 com.pared with group V P L . 05 
No. IV8 group III compared with group IV p L .05 
No. IV9 group III compared with group VP L .05 




No. V. There wi\1 be a significant difference in the ability of 
groups A~~ to assess the neef fol,'.' .this type of program due 
\ 
to the lack of processing (luch as operating under monitor 
\ ~' . 
~ / 
systems, prhfess contr~;t:;' 3rd generation solid logic, e.g. 
tele-process}ng, P ~,,{:, ill, access tele-processing methods) 
\ /' 
in comparison 'w::1lh groups A:..:a P L . 05/ 
{ ' . 
// \, 
No. VI. There will 9,e a\significant difference between the present 
;/ \ 
time perfod and \he 1970-71 time period concerning the 
.,· \ 
impro,ement of re~uirements for adequately trained program-
,/, \ 
me~~ and systems a~alysts by all groups involv~d. PL .05 
/ 't 
I ' 
No. VII. / There will be a significant difference in the requirement 
I ·( . 
I i . 
for tele-processingjtechniques in·the present.time period 
and the 1970-71 uml period even though this technique will 
/ 
be mainly used as ah access method to provide the best possi-
/ 
/ 
ble training with a reduction in cost. and obsolence for each 
l9cal school~ PL._ .05 
6. Assumptions of the Study: 
I 
It is assumed that the industries sur,¥'eyed will show a willingness 
,· 
·. l/ 
to cooperate in this occupa tio.nai,/survey and· will also agree.with 
', .,/ 





It will also be assumed that if the personnel requirements set forth 
by these industrial groups, organizations, or agenc.ies were met by 
technical education trainees seeking employment~ these trainees would 
be qualified for positions with these groups if emp.loyment opportun-
ities existed. It would be assumed that no attempts would be made 
to dictate or determine the results of the survey. However, the 
selection of tbe samples by size and by the number of data proces-
sing programmers or technicians employed would tend to determine the 
needs and qualifications set forth by larger industrial groups, or-
ganizations, and agencies. 
7. Limitations of the Stµdy: 
No attempt will be made to survey all industrial groups, organiza-
tions, or agencies using data processing programmers or technicians. 
However, 100 per cent of all industrial groups, organizations, or· 
agencies employing 20 or more data processing programmers or tech-
nicians (group S-A) will be surveyed. Seventy ... five per cent of all 
industrial groups, organhat:i.ons, or agenc.ies employing 10 to 19 data 
processing progra~ers or technicians (group S-B) will be surveyed. 
\ 
Fifty per cent of ~11 industrial groups, organizations, or agencies 
employing five to n:tpe dataprocessing programmers or technicians 
.. 
\ 
(group s-C) willbe ~urveyed. Twenty•five per cent of all industrial 
\ 
groups, organizations\, or agencies, employing one to four data pro-
,,_,,., ·1 
/c'"' 
cessi9g.'programmers o* technicians (group S-D) will be surveyed. The 
.f,/ 'i 
,!{~·.... ' 
companie~ surveyed frOJll each·group listed above will be randomly se-
lected. Some of these '.industrial groups, organ.izations, and agencies 
\ 
\ i 
will be business and sderitific appli.cations so they can not be taken 
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as separate samples. Seventy-five per cent or greater is necessary 
of one application to be classified as a type of application. 
' 
APPENDIX D 
OKLAHOMA STATE BOARD FOR VOCATIONAL EDUCATION 
J. B .• Perky, Director 1515 West Sixth Avenue Stillwater, Oklahoma 
November 15, 1965 
Dear Sir: 
Technical etlucation data processing programs are being developed in 
the State of Oktahoma for the training of programmers and systems ana-
lysts. To adequately develop these. programs, the participation of pro-
fessional perso1nel directing the operation of all types of data pro-
cessing section~ are essential. ·. For this reason we are requesting your 
participation in the development of an occupational survey in the field 
of data processing for the State of Oklahoma. · 
This occupational survey is being conducted and supervised by the 
State Board for Vocational Education - Division of Technical Education, 
State Board of Education - Division of Statistical Services, and the 
U.S. Department of Health, Education and Welfare~ Office of Education-
Division of Vocational & Technical Education. 
Our request for your patticipation consists of the enclosed question-
naire, on your present and anticipated needs and any additional comments 
or pertinent information th.at will a~sist in making this occupational 
survey more effective, 
.This information given by you is strfotly confidential and will be 
handled as research data available only for analysis by our staff. No 
information on any specific company will be revealed in our analysis or 
final report. Rlease return the .questionnaire to the·Division of Tech-
nical Education, Oklahoma State Board for Vocational Education, 1515 
West Sixth Avenue, Stillwater, Oklahoma, in the enclosed self-addressed 
envelope, for which no pos·tag~ is needed; the form will remain there 
until destroyed, 
Your· cooperation is most urgently solicited and will be sincerely 
appreciated. May we take this opportunity to thank you for your time 
used in fulfilling our request. 
We shall be happy to send you a copy of the final report upon its 
completion, 
• 
Enclosed please find a typical curriculum guide, 
Arthur Lee Hardwick, State Supervisor· 
Technical Education 





NATURE OF BUSINESS OR INDUSTRY------------------------
ADDRESS---------------------------------
NAME OF PERSON COMPLETING QUESTIONNAIRE ___________________ _ 
Please fill in the following blocks, showing your present and anticipated needs, 
capabUities and function!! in the area of data processing. 
--
PRESENT ANTICIPATED 
EMPLOYED NEE11ED 66-67 68-69 
1. Number of professional per-
sonnel currently used as 
programers and systems anal-
ysts who could be freed for 
other duties if trained 
technic::Lam1 were a.va:Uab le* 
2, Number of programers 
-
3. Number of systems analysts 
4. Per cent of programeJ.'S & 
systemii analyat:s that aJ.'e 
scientific programers. 
s. Per cent of programers & 
systems analysts that art, 
commercial programers. 
6. Number of employees in 
company. 
7. Number of employees that [X you would assist in attend-ing a night program (See enclosed curriculum guide). 
*See enclosed curriculum guide for description and information concerning data 
processing programers or technLcians. 
70;.71 
Pl~ase check the follo_1.,1ing blocks indicating your present and anticipated 
requirements for adequately trained programers and systems analysts, 
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Cannot Answer due to lack of know• 
. ledge of this as.pect of the data 
Required (v') Preferred( X ) ·. Not-Required{ 0 ) processing system ( N ) . 
KNOWLEDGE REQUIRED PRESENT 66-67 .· 68-69 · · 70-71 
. 
8. Unit Record Equipment 
.9. Assemb_ler Language 
Programing 
10 •. Compiler Programing 
COBOL &/or.FORTRAN 
,, 
11, Advanced Compiler Programing 
(Programing Language #1) 
12. Machine Language Programing 
(Operational . System) 
13. 2nd Generation Centrnl 
Processing Units· --- •.• •OR- - - ~ - -.- -- -· -- -- lo - - --- -· . . . - -- - - - - . . . 
14. 3rd Generation Solid Logic 
. Central Processing Units 
15, Random·Access Concepts: (Disk). 
16. Magnetic Tape Concepts 
,• 
,,' 
17. Monitor Systems Concepts 
.. 
18. Tele-processing Techniques 
19. Process Control(Instrumentatian) 




ORGANIZATIONS, LOCATIONS, RESOURCE PERSONS AND METHODS OF SAMPLING 
BY SIZE GROUPS 
SIZE GROUP A 
ORGANIZATIONS SAMPLED BY QUESTIONNAIRE 
COMPANY 
.American Airlines 
Cities Service Oil 
Continental Oil Company 
North American Aviation 
Pan .American Petroleum 
Phillips Petroleum 
Sinclair Oil & Gas 
Skelly Oil Company 















Tinker Air Force Base 
Oklahoma City, Okla, 
Oklahoma City, Okla. 
Oklahoma City, Okla. 
SIZE GROUP B 
COMPANY 
ORGANIZATIONS SAMPLED BY QUESTIONNAIRE 
LOCATION 
Kerr-McGee Oil Company 
Service Pipe Line 
Shell Oil Company 
Skelly Oil Company 
Sohio Petroleum Company 
Tuloma Gas Products 
U.S. Army Missile Center 
University of Oklahoma 
O.U. Medical center 
Warren Petroleum CP 




Oklahoma City, Okla. 
Tulsa, Oklahoma 
Ft. Sill, Oklahoma 
Norman, Oklahoma 
Oklahoma City, Okla. 
Tulsa, Oklahoma 




Oklahoma City, Okla. 
Oklahoma City, Okla. 
RESOURCE PERSON 
W. H. Rugeley 
John P. Steeper 
W; M. McGee 
Dort Dollar 
Jim Kendall 
M. L. Ussery 
M, J, Verry 
Bill Stevens 
Gordon Hillhouse 
J. H. Moody 
Joe Tracy 








B. G. Graser 
C. E. Maudlin 
Dr. E. N. Brandt 
James Morris 
Jerry Hurst 
A. W. Green 
Atlas Life Insurance Co. 
Western Electric Company 
Tulsa, Oklahoma 
Oklahoma City, . Okla. 
SIZE GROUP C 
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Buddy Bryant 
F. A. Steele 
ORGANIZATIONS SAMPLED BY QUESTIONNAIRES 
. COMPANY 
American General Life 
. . Insurance Company 
Computer Service Center 
First Nat'l Bank & Trust 
Globe Life Insurance Co. 
Halliburton Company 
Liberty Nat'l Bank & Trust 
National Bank of Tuls, 
Oklahoma Publishing Co. 
Oklahoma State University 
Oklahoma Tax Commission 
Seism.o1raph Service. 
Standard Life & Accident 
·· Insurance Co. 
Group Hospital Service 
U.S. Bureau of Mines 
LOCATION 
Oklahoma City, Okla • 
Tulsa, Oklahoma 
Oklahoma City, Okla, 
Oklahoma. City; Okla. 
Duncan, ·Oklahmaa 
Okiahoma City~ Okla. 
Tulsa, Oklahoma 
Oklahoma City, Qkla. 
Stillwater, Oklahoma 
Oklahoma City, Okla, 
Tulsa. Oklahoma 
Oklahoma City, Okla, 
Tulsa, Oklahoma 
Bartlesville, Okla. 
ORGANlZAT!ONS .SAMPLED JX INTERVIEWS . 
Amerada Petroleum Co. 




QRGANIZATIONS NOT INGLUD§.Jl' ,IN SA!ff!LED 
AVCO 
City National Bank 
Douglass Aircraft 
Dowell J>ivi~ion, Dow 
Chemical 
Dowell Research 
Farm :Bureau Mutual Ins. 
First National Bank 
Champlin Petroleum Co. 
Oklahoma Natural Gas Co. 
Oklahoma State Budget 
Public Service Company 
Southwestern Bell 
Telephone Company 
Southwest Insurance Co. 
W. C. Norris Manufacturing 
Southwest Computer Service 
Tulsa,· Oklahoma 








Oklahoma City, Okla. 
Tulsa,, Oklahoma 
Tulsa, Oklahoma. 

























Jim Ditmars · 
Jack Fenton 





W, !. Biggs 
Jack Slack 
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SIZE GROUP D 
ORGANIZATIONS SAMPLED BY QUESTIONNAIRES 
COMPANY 
Aero Commander Division 
Altus Air Force Base 
Amax Petroleum Corp. 
American Steel Pump 
Anderson Wholesale 
Bell Oil and Gas Co. 
Boecking Berry Company 
Braden Winch 
Capitol Beverage Co. 
Cities Service Gas 
City of Oklahoma City 
Connnercial Finance Co. 
Commercial Nat'l Bank 
Corporation of Engineer 
Farmers and Merchants 
Fidelity National Bank 
First Southwest Corp. 
Flint Steel Corporation 
Griffin Grocery 
Gulf Oil Company 
Helmerich & Payne 
Home Federal Savings & Loan 
Humpty Dumpty Market 
Jarboe Sales Company 
M'id American Pipeline 
Mid Continental Llfe 
Insurance 
Nelson Electric 
Oklahoma Army Nat'l Guarq 
Oklahoma City Board of 
Education 
Oklahoma Medical Research 
Foundation 
Oklahoma Planning & 
Resources Board 
Pure Milk Produce 
Republic Supply Co. 
Seampruff, Inc. 
Scrivner Stevens Co. 
To G. &Y. 
United Founders 
U. S. Navy Depot 
University Fidelity Life 
Insurance Co. 
University Computing Co. 









Oklahoma City, Okla. 
Broken Arrow, Okla. 
Oklahoma City, Okla. 
Oklahoma City, Okla. 





Oklahoma City, Okla. 
Ardmore, Oklahoma 
Oklahoma City, Okla. 
Muskogee, Oklahoma 
Oklahoma City, Okla. 
Tulsa, Oklahoma 
Tulsa, Oklahoma 
Oklahoma City, Okla. 
Tulsa, Oklahoma 
'fulsa; Oklahotna 
Oklahoma City, Okla. 
. Tulsa, Oklahom.a 
Oklahoma City, Okla. 
Oklahoma City, Okla. 
Oklahoma City, Okla. 
Oklahoma City, Okla. 
Tulsa, Oklahoma 
Oklahoma City, Okla. 
McAlester, Oklahoma 
Oklahoma City, Okla. 
Oklahoma City, Okla. 
Oklahoma City, Okla. 
McAlester, Oklahoma 
Duncan, Oklahoma 








































M. F. McRee 
D. Adkins 
David R. Edgar 
C. M. Bridges 
Western Security Life 
Insurance 
Western Supply Company 
Woods Industries 
Zebco Company 
Oklahoma City, Okla. 
Tulsa, Oklahoma 
Oklahoma City, Okla. 
Tulsa, Oklahoma 
ORGANIZATIONS SAMPLED BY INTERVIEWS 
COMPANY 
Oklahoma Tire & Supply 
Fl~ing Company 
Data Processing Associate, 
Groendyke Transportation 
Central State College 
Champlin Petroleum Co. 
Yeager Wholesale 
LOCATION 
Tulaa., . Oklahoma 













John Mieluin, Jr. 
Rollie Wright 
Glenn Wehrhan 
John P. Robertson 
F. D. Peterson. 
Jim Graham 
ORGANIZATIONS.NOT INCLUDED IN SAHPLED 
Affiliated. Foods 
Alcohol Beverage Control Bd. 
All Brands Sales Co. 
Allis Chalmers Mfg. Co. 
Americans Building 
American First Title and 
Trust 
AMFO Division 
· American Iron Works 
Ardmore Data Processing 
Baptist Memorial Hospital 
Bartlesville Board of 
Education. 
Bartlett Collins Co. 
Blackwell Zinc Co. 
Blue Cross-Blue Shield 
Born Engineering 
Brookside State Bank 
Bryan and Sons 
Bunte Candies, Inc. 
Comanche County Hospital. 
Cameron Oil Company 
Canadian Valley Electric 
Centl'.a.l Liquor Company 
Century Geophysical 
Chevrolet Division - GM 
Corporation 
City of Ponca City 
City National Bank· 
City of Stillwater 
City of Tulsa 
Tulsa, Oklahoma. 
Oklahoma City, Okla. 
Oklahoma City, Okla. 
Oklahoma City, Okla. 
Oklahoma City, O~la. 
Oklahoma City, Okla. 
·Del City, OklaholllS. 
Oklahoma City, Okla. 
Ardmore, Oklahoma 








·oklahoma City, Okla. 
Lawton, Oklahoma 
Oklahoma City, Okla. 
Seminole. Oklahoma 
Oklahoma City, Okla. 
Tulsa, Oklahoma 
Oklahoma City, Okla. 
Ponca City, Oklahoma .. 
Tulsa, Oklahoma 


























·. '.John J~piegel 
ORGANIZATIONS NOT INCLUDED IN SAMPLED 
(Continued) 
COMPANY 
Citizens National Bank 
Commission of Land Dept. 
Comp. Consulting Corp. 
Crane Carrier Company 
Dale Frederick 
Data Processing Assoc. 
Data Control Company 
Davis Field 
Dept. of Public Safety 
Department of Health 




Oklahoma City, Okla. 
Norman,' Oklahoma 
Tulsa, Oklahoma 




Oklahoma City, Okla. 
Oklahoma City, Okla. 
Oklahoma City, Okla. 
Oklahoma City, Okla. 
Oklahoma City, Okla. 
Tulsa, Oklahoma 
Oklahoma City, Okla, 
Cente~ Stillwater, Oklahoma 
Drill Equipment Mfg. Co. 
Earlougher Engineering Co. 
Employees Retirement 
Engineering Computing 
Famous Brands Liquor 
Federal Credit Union 
Federal Reserve Bank 
Fibercase 
First National Bank 
First National Bank 
Ford Motor Company 
Frisco Railroad 
General Motors Corp. 
George E. Failing Co. 
Gleason Romans Company 
Goodwin Company 
Hart Ind. Supply Co. 
Hayes International 
Helmeric & Payne 
Hillcrest Medical Center 
Home Federal Savings & Loan 
Home Mortgage Investment 
Humble Oil & Refinery Co. 
Industrial Fab Company 
Inter State Library 
Jones & Laughlin 
John E. Wolf Company 
John Roberts Mfg. Co. 
Kingwood Oil Company 
Leeway Motor Freight 
Loffland Brothers 
Macklanburg Duncan 
Marathon Oil Company 
Mercy Hospital 
Metro Data Center 
Mid-Continental Casualty 
Oklahoma City, Okla. 
Bartlesville, Okla. 
Oklahoma City, Okla. 
Sand Springs, Okla. 
Stillwater, Okla. 
Elk City, Oklahoma 
Oklahoma City, Okla. 
Tulsa, Oklahoma 
Oklahoma City, Okla. 
Enid, Oklahoma 
Tulsa, Oklahoma 
Oklahoma City, Okla. 
Oklahoma City, Okla. 




Oklahoma City, Okla. 
Tulsa, Oklahoma 
Tulsa, Oklahoma 
Oklahoma City, Okla. 
Tulsa, Oklahoma 
Oklahoma City, Okla. 
Norman, Oklahoma 
Oklahoma City, Okla. 
Oklahoma City, Okla. 
Tulsa, Oklahoma· 
Oklahoma City, Okla. 
Tulsa, Oklahoma 
Oklahoma City, Okla. 
Tulsa, Oklahoma 













E. J, Maddox 
R. C. Earlougher 
J. T. Langford 

















Bert Hoq.ges .. 







J, W. Perry 
C. B. Chestnut 
Jim Parrish 
Mary Rosalia 
A, C. Medin 
ORGANIZATIONS NOT INCLUPED IN SAMPLED 
(Continued) 
COMPANY 
Midwestern Life Insurance 
Mustang Public Schools 
National Trailer Co. 
National Bank of Commerce 
National Founders Life 
Nip ah 
North American Aviation 
Nor.thern Oklahoma College 
Northeastern Oklahoma A&M 
Northwest State University 
Okeene Public Schools 
Oklahoma City Clinic 
Okla. Air National Guard 
Oklahoma Baptist Conv. 
Oklahoma Baptist Univ. 
Oklahoma Corp. Commission 
Oklahoma Drug Sales 
Oklahoma Employment Security 
Counnission 
0, G. & E. 
Oklahoma Mortgage Co. 
Oklahoma News Company 
Oklahoma State University 
OSU Tech Institute 
Oklahoma State Tech 
Oklahoma Turnpike Authority 
Olds Division GMC 
Peo.ples State Bank. 
Petroleum Marketing Corp. 
Pioneer Telephone 
Ponca City Savings 
Pontiac Division GMC 
Republic National Bank 
Reserve National Insurance 
Robberson Steel Company 
Saffa Beverage Company 
Samedan Oil Corp. 
Security National Bank 
Service Air Inc. 
Security Bank 
Shawnee Industries 
Southwest Distributor Co. 
Southwest Parts Company 
Southwest Power Adm. 
Stand Industries 
State Dept. of Education 
State Insurance Finders 














Oklahoma City, Okla. 
Oklahoma City, Okla. 
Oklahoma City, Okla. 
Shawnee, Oklahoma 
Oklahoma City, Okla. 
Lawton, Oklahoma 
Oklahoma City, Okla. 
Oklahoma City, Okla. 
Oklahoma City, Okla. 
Tulsa, Oklahoma 
Okmulgee, Oklahoma 
Oklahoma City, Okla. 
Olanulgee, Oklahoma 
Oklahoma City, Okla. 
Oklahoma City, Okla. 
Tulsa, Oklahoma 
Tulsa, Oklahoma 
Kingfisher, Oklahoma . 
Ponca City, Okla, 
Oklahoma City, Okla. 
Tulsa, Oklahoma 
Oklahoma City, Okla. 





Ponca City, Okla. 
Shawnee, Oklahoma 
Lawton, Oklahoma 
Oklahoma City, Okla. 
Tulsa, Oklahoma 
Tulsa, Oklahoma 
Oklahoma City, Okla. 
Oklahoma City, Okla. 




















C, L. Gandy 
L. E. Babcock 




J. F. Taylor 
Bob Logston 

























ORGANIZATIONS NOT INCLUDED IN SAMPLED 
COMPANY 
State Capitol Bank 
State Treasurer 
Surplus Property 
Swan Sigler, Inc. 
T. D. Williamson, Inc. 
Texaco, Inc. 
The Dolese Company 
Thomas N. Berry Company 
Thurston National Insurance 
Tidewater Oil Company 
Town and Country Insurance 
Tri State Insurance 
Tulsa Furch Company 
Tulsa City Tag Agent 
Tulsair Distrib. Company 
Union Nat'l Bank 
United Beverage Company 
United Beverage Company 
Union National Bank 
Union Petroleum 
U. S. Gypsum Co. 
U.S. Jaycees 
U.S. Navy Depot 
Unit Parts Company 
Unit Rig & Equipment 
University of Tulsa 




Warner Lewis Co. 
Weather Bureau 
West & Mikesell 
Whitten Whitten 
Williams Bros. Company 
Wilson Shipley Co. 
WKY Television Systems Inc. 
(Continued) 
LOCATION 
Oklahoma City, Okla. 
Oklahoma City, Okla. 
Okiahoma City, Okla. 
Oklahoma City, Okla. 
Tulsa, Oklahoma 
Tulsa, Oklahoma 
Oklahoma City, Okla. 
Stillwater, Okla. 
Tulsa, Oklahoma 
Oklahoma City, Okla. 
Oklahoma City, Okla. 
Tulsa, Oklahoma 






Oklahoma City, Okla. 





Oklahoma City, Okla. 
Oklahoma City, Okla. 
·Tulsa, Oklahoma 
•Oklahoma City, Okla. 
Muskogee, Oklahoma 




Oklahoma City, Okla. 
Tulsa, Oklahoma 
Enid, Oklahoma 








J. W. Frick 












C. F. Barnett 




D. L. Brown 
M. M. Hargrove· 
William Freeman 
Oran Rose 
M. H. Rutter 
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