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RÉSUMÉ
L’approximation par harmoniques sphériques (SPN) simpliﬁées de l’équation de transfert
radiatif a été proposée comme un modèle ﬁable de propagation de la lumière dans les tissus
biologiques. Cependant, peu de solutions analytiques ont été trouvées pour ce modèle. De
telles solutions analytiques sont d’une grande valeur pour valider les solutions numériques
des équations SPN , auxquelles il faut recourir dans le cas de tissus avec des géométries
courbes complexes. Dans la première partie de cette thèse, des solutions analytiques pour
deux géométries courbes sont présentées pour la première fois, à savoir pour la sphère et
pour le cylindre. Pour les deux solutions, les conditions aux frontières générales tenant
compte du saut d’indice de réfraction à l’interface du tissus et de son milieu environnant,
telles qu’applicables à l’optique biomédicale, sont utilisées. Ces solutions sont validées à
l’aide de simulations Monte Carlo basées sur un maillage de discrétisation du milieu. Ainsi,
ces solutions permettent de valider rapidement un code numérique, par exemple utilisant
les diﬀérences ﬁnies ou les éléments ﬁnis, sans nécessiter de longues simulations Monte
Carlo. Dans la deuxième partie de cette thèse, la reconstruction itérative pour l’imagerie
par tomographie optique diﬀuse par ﬂuorescence est proposée sur la base d’une fonction
objective et de son terme de régularisation de type Lq-Lp. Pour résoudre le problème in-
verse d’imagerie, la discrétisation du modèle de propagation de la lumière est eﬀectuée
en utilisant la méthode des diﬀérences ﬁnies. La reconstruction est eﬀectuée sur un mo-
dèle de souris numérique en utilisant un maillage multi-échelle. Le problème inverse est
résolu itérativement en utilisant une méthode d’optimisation. Pour cela, le gradient de la
fonction de coût par rapport à la carte de concentration de l’agent ﬂuorescent est néces-
saire. Ce gradient est calculé à l’aide d’une méthode adjointe. Des mesures quantitatives
utilisées en l’imagerie médicale sont utilisées pour évaluer la performance de l’approche
de reconstruction dans diﬀérentes conditions. L’approche Lq-Lp montre des performances
quantiﬁées élevées par rapport aux algorithmes traditionnels basés sur des fonction coût
de type somme de carrés de diﬀérences.
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The simpliﬁed spherical harmonics (SPN) approximation to the radiative transfer equation
has been proposed as a reliable model of light propagation in biological tissues. However,
few analytical solutions have been found for this model. Such analytical solutions are of
great value to validate numerical solutions of the SPN equations, which must be resorted
to when dealing with media with complex curved geometries. In the ﬁrst part of this
thesis, analytical solutions for two curved geometries are presented for the ﬁrst time,
namely for the sphere and for the cylinder. For both solutions, the general refractive-
index mismatch boundary conditions, as applicable in biomedical optics, are resorted to.
These solutions are validated using mesh-based Monte Carlo simulations. So validated,
these solutions allow in turn to rapidly validate numerical code, based for example on
ﬁnite diﬀerences or on ﬁnite elements, without requiring lengthy Monte Carlo simulations.
provide reliable tool for validating numerical simulations. In the second part, iterative
reconstruction for ﬂuorescence diﬀuse optical tomography imaging is proposed based on
an Lq-Lp framework for formulating an objective function and its regularization term.
To solve the imaging inverse problem, the discretization of the light propagation model
is performed using the ﬁnite diﬀerence method. The framework is used along with a
multigrid mesh on a digital mouse model. The inverse problem is solved iteratively using
an optimization method. For this, the gradient of the cost function with respect to the
ﬂuorescent agent’s concentration map is necessary. This is calculated using an adjoint
method. Quantitative metrics resorted to in medical imaging are used to evaluate the
performance of the framework under diﬀerent conditions. The results obtained support
this new approach based on an Lq-Lp formulation of cost functions in order to solve the
inverse ﬂuorescence problem with high quantiﬁed performance.
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CHAPTER 1
INTRODUCTION
Imaging has become an essential tool in modern medicine. It allows physicians to observe
phenomena and structures inside the human body non-invasively (i.e. without harm).
Godfrey Hounsﬁeld revolutionized medical imaging in the early 1970’s with the invention of
the ﬁrst X-ray computed tomography (CT) scanner [Hounsﬁeld, 1973]. By utilizing X-ray
photons irradiating a subject from diﬀerent angles and measuring the transmitted photons
in the form of projections, he was able to reconstruct cross-sectional images showing the
distribution of the absorption coeﬃcients of diﬀerent tissues. Since then, there has been
tremendous growth in the medical imaging ﬁeld by introducing various types of imaging
modalities. Diﬀerent types of radiation and waves have been exploited, each of which
enables physicians to view the human body from one perspective. Ultrasound waves in
medical ultrasonography, radio waves in magnetic resonance imaging (MRI) and gamma
rays in positron emission tomography (PET) are examples. More recently, light waves
have been introduced via a technique called diﬀuse optical tomography (DOT) that can
provide diﬀerent contrasts in images of the tissues of living organisms. This project deals
with image reconstruction in this domain.
1.1 Tomography
Tomography originates from the Greek words Tóμoς (tomos) which means "cut" or "sec-
tion" and Γραϕω (graphein) whose meaning is "to write". Computed tomography (CT)
is a technique for digitally cutting a sample using X-rays to reveal its interior details. This
cross-sectional image is generally called a slice. The gray levels in a CT image essentially
correspond to the absorption experienced by the X-rays passing through each voxel. To
display adequate details while not overly exposing the patient to harmful radiation, CT
scanners typically use limited amounts of X-ray energy (<140 kV) which nevertheless still
might damage some sensitive organs like the brain [Boas et al., 2011].
1
2 CHAPTER 1. INTRODUCTION
1.2 Diﬀuse Optical Tomography
1.2.1 Fundamentals
DOT is a relatively recent medical imaging technique in which near-infra-red (NIR) light is
utilized instead of X-rays [Biswas et al., 2011; González-Rodríguez and Kim, 2015; Jobsis,
1977; Müller et al., 1993; Pogue et al., 2001; Yong et al., 2013]. DOT has the poten-
tial of being a low cost imaging modality with acceptable accuracy with respect to other
techniques [Abascal et al., 2012]. The most suitable wavelength range for optical imaging
of biological tissues beyond depths of few millimeters is between 600 to 1000 nm [Job-
sis, 1977], so-called the "therapeutic window” owing to the fact that absorption of the
main chromophores (mainly oxy- and deoxy-hemoglobin) is least in that range (Fig. 1.1).
Hemoglobin is of course a basic constituent of blood, melanin is the main skin pigment,
with skin often being the ﬁrst constituent of tissue encountered by light; fat is an important

































Figure 1.1 Typical absorption spectra of HbO2, HbR, fat, water, and melanin,
based on the data taken from [Prahl, 2001]
.
DOT has fundamental diﬀerences with CT, both in its underlying mathematical roots and
applications. The most noticeable one is the diﬀerence between the propagation of NIR
(and visible) photons and X-ray photons in biological tissues. In CT, X-rays are neither
considerably absorbed nor scattered inside the medium, as Fig. 1.2(a) depicts. On the
other hand, for the NIR light frequencies, the medium depicts considerable absorption
and scattering. By the repetition of scattering events inside the medium, one can expect
light to be output in all directions and everywhere on the boundary of the medium. As
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(a) (b)
Figure 1.2 Ray paths in (a) CT where there is only absorption and rays are
negligibly scattered and in (b) DOT where dominating scattering, diﬀuses rays
in approximately all directions (Adapted from [Pogue et al., 1999]).
a result, detectors are needed all around the object to capture light emerging there from
(Fig. 1.2(b)). Light photons travel stochastically along diﬀerent possible paths inside the
medium. For this reason, photons emerging from the medium at a given point will not
have traveled along the same paths and thus the output power is spread out in time, and
in space, due to diﬀerent path lengths and corresponding delays (Figure 1.3). Besides
the underlying fundamentals, there are noticeable diﬀerences between the applications of
CT and DOT imaging techniques. Whereas CT is best to observe anatomical features
inside the human body (anatomy point of view), DOT provides information on some
special functionalities inside the human body (physiology point of view). Notably, this
Figure 1.3 Diﬀerent possible scenarios for light paths through a turbid me-
dia and their relative time delays resulting in the time-expanded output pulse
(Courtesy of the Biomedical Optics Research Laboratory, University College
London, UK.
diﬀerence originates from the the possibility in DOT to be sensitive to blood oxygenation
and hemoglobin concentration. This is the main feature used in optical imaging of the brain
since active regions will show changes in blood oxygenation [Boas et al., 2004; Hillman,
2007]. Also, this sensitivity to the state of blood can possibly be exploited to detect cancer,
e.g. breast cancer [Choe et al., 2005; Culver et al., 2003a; Leﬀ et al., 2008], whereby tumors
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tend to develop strong vasculature, and thus display contrast. Moreover this feature along
with non-ionizing radiation exposure [Boas et al., 2011] makes DOT a favorite technique
in imaging a sensitive body part like the brain [Boas et al., 2004; Hillman, 2007; Niederer
et al., 2008]. Despite this potential of DOT for detecting cancer, there is a long way to
clinical applications of this technique since practical algorithms of image reconstruction
with satisfactory results are still in the research phase. Another area where DOT is of
high interest is small animal imaging. Small animals, especially mice, have been used for
a long time as models of human diseases due to their fast reproductivity and close genetic
relation to humans. So, diﬀerent researches have aimed at improving of DOT imaging of
small animals [Ale et al., 2012; Comtois and Bérubé-Lauzière, 2007; Darne et al., 2013,
2012; Graves et al., 2003; Klose and Hielscher, 2006; Lapointe et al., 2012; Li et al., 2009;
Zhang et al., 2009].
1.3 Fluorescence Diﬀuse Optical Tomography
In ﬂuorescence DOT (FDOT), one seeks to reconstruct a three-dimensional image of the
distribution (ideally the concentration) of a ﬂuorescent agent present in the tissue typically
via injection. The technique is based on the property of ﬂuorescent agents to absorb light
energy and re-emit a part of it at some longer wavelength (due to the internal loss of
energy within a ﬂuorescent molecule) [Wang and Wu, 2007]. These agents are generally
engineered to target speciﬁc molecules in the tissue. The detection of this ﬂuorescence
light is utilized to generate 3D images of the distribution of ﬂuorescent agents attached to
speciﬁc molecules, and consequently enabling imaging of the distribution of those molecules
in the tissue (molecular imaging). FDOT has received much attention in molecular imaging
recently [Darne et al., 2013; Graves et al., 2003; Lasser et al., 2008; Leblond et al., 2010;
Ntziachristos, 2006; Ntziachristos et al., 2004; Schulz and Ntziachristos, 2010; Shi et al.,
2014; Wu et al., 2014; Zhu et al., 2011].
1.4 Motivation
Solving the inverse problem in DOT (optical properties in intrinsic DOT or ﬂuorescent
agent distribution map for FDOT) necessitates a light propagation model to predict the
boundary measurements (forward problem). This process involves diﬀerent numerical
tools to deal with the complex media encountered in imaging. Details of light propagation
models, their pros and cons, and diﬀerent numerical techniques to solve these models
numerically are discussed in the next chapter. Owing to the complexity of solving these
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equations analytically, few works have been carried out on analytical solutions that are
applicable practically (see the literature review for Chapters 3 and 4). These analytical
solutions are, however, of great importance since they are valid and reliable for their
associated problems without any approximation or limitation. Hence, they are perfect
tools to validate any numerical forward model for solving the inverse problem. This lack
in the literature is more critical especially in the case of reliable governing equations
which are more complex. Hence, developing such analytical solutions is both very useful
in practice and interesting in its own right.
This project ultimately aims at developing a novel eﬃcient method in ﬂuorescence diﬀuse
optical tomography (FDOT) of small animals in the CW domain using the model-based
image reconstruction scheme. The medium, in this case, is a diﬀusive one (absorbing
and scattering), and equations in the form of PDEs are governing the propagation of
light therein. Model-based image reconstruction requires using numerical techniques to
solve these PDEs and iteratively reconstruct the desired parameters (in the case of this
thesis, the ﬂuorophore concentration map). One important step in the development of
such numerical solutions is their validation. A powerful tool for validating any numerical
approach (regardless of the governing equations and the numerical scheme, FDM, FEM,
FVM, BEM, etc.) is to compare the numerical solution with known analytical ones for
speciﬁc situations [Kienle et al., 2013; Liemert and Kienle, 2013, 2015]. In the ﬁrst part
of this project, focus was on the development of such analytical solutions for very popular
yet complicated bounded media for a very useful set of light propagation equations, that is
the SPN equations. In the second part, an eﬃcient yet fast numerical tool is developed for
solving the inverse problem of FDOT for real scenarios which necessitates the incorporation
of regularization techniques.
Obtaining analytical solutions of partial diﬀerential equations for bounded media is a
complicated task owing to the diﬃculty of applying suitable boundary conditions on the
solution within the desired geometry and calculating the solution so that it will satisfy these
boundary conditions. As a result, very few solutions have been developed for bounded
media. Indeed in most cases analytical solutions are found for semi-inﬁnite media [Kienle
et al., 2013; Liemert and Kienle, 2010a, 2011a, 2013, 2015; Zhang et al., 2014, 2013]. In the
ﬁeld of biomedical optics, the light propagation equation that has been most studied is the
diﬀusion equation (DE), which is, however, unfortunately, an inaccurate approximation
to the radiative transfer equation. It is no surprise that analytical solutions have been
found for the DE as it is relatively simple and very similar to the heat equation, but
there is a need for having solutions to more accurate models, such as the SPN considered
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here [Bouza-Domínguez and Bérubé-Lauzière, 2013]. The importance of more accurate
governing equations was raised recently and consequently, there has been a surge in the
application of equations describing light propagation more accurately [Boas, 1996; Bouza-
Domínguez and Bérubé-Lauzière, 2013; Klose and Larsen, 2006; Wang and Wu, 2007]. The
simpliﬁed spherical harmonics (SPN) equations provide higher order approximations for
the complex RTE and as a result they have been used more extensively recently [Bouza-
Domínguez and Bérubé-Lauzière, 2013; Chu and Dehghani, 2009; Kim and Hielscher, 2008;
Kim et al., 2010b; Klose, 2013]. Although there have been numerical solutions developed
for the SPN equations, owing to the coupled composite moments of the radiance in these
equations as well as their associated boundary conditions (BCs), obtaining an analytical
solution for the SPN equations in a bounded medium is not an easy task [Liemert and
Kienle, 2010a, 2011b; Zhang et al., 2014, 2013]. Hence, there is a hole in the literature for
the analytical solutions of the SPN equations in a bounded medium. Nevertheless, due
to the importance of analytical solutions for validation purposes, it is essential to obtain
these solutions.
The conventional approach for solving the inverse problem in FDOT is model-based itera-
tive reconstruction [Bouza Domínguez and Bérubé-Lauzière, 2010; Dehghani et al., 2009;
Kim et al., 2010b; Klose and Hielscher, 1999; Schweiger et al., 2005; Song et al., 2007; Tar-
vainen et al., 2008; Yao and Wang, 1997]. In this approach usually a cost function along
with a regularization term is used to solve the inverse problem iteratively. Traditionally,
the cost function is in the form of a least square function and diﬀerent types of norms
have been used for the regularization term [Bouza Domínguez and Bérubé-Lauzière, 2010;
Dehghani et al., 2009; Kim et al., 2010b; Klose and Hielscher, 1999; Schweiger et al., 2005;
Song et al., 2007; Tarvainen et al., 2008; Yao and Wang, 1997]. It has been shown in other
areas (i.e. impedance tomography), that other norms can provide better results [Zhao
et al., 2014]. Such an evaluation of diﬀerent norms is missing in the FDOT image re-
construction literature. In the general framework proposed herein to address this missing
part, instead of the common least square function and some regularization terms, an Lq-Lp
formulation is used [Zhao et al., 2014]. In this case, there is no limit on the values of q
and p. The derivatives of this general form of cost function/regularization with respect to
the unknowns are calculated as parameters of q and p. This leads to the development of
a general framework for iterative ﬂuorescence reconstructs without the common restric-
tion of the cost function/regularization forms. This provides an opportunity to evaluate
the performance of diﬀerent cost function/regularization term forms for solving the same
problem. In this thesis diﬀerent scenarios for the measurements will be simulated and
diﬀerent conditions for performing the reconstruction will be modeled as well.
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1.5 Contribution and thesis outline
The general objective of this project is to develop an algorithm for localizing a ﬂuores-
cent agent inside a small animal using a model-based approach. Furthermore, tools were
necessary to validate the numerical models developed for image reconstruction. The de-
veloped numerical tool permits the localization of a ﬂuorescence inclusion inside a 3D
non-homogeneous diﬀusive medium with an arbitrary geometry based on the boundary
measurements. Hence, several stages have been conducted to reach this goal. These stages
form the structure of this thesis.
As the ﬁrst step, a brief review of DOT/FDOT is given in Chapter 2. In the ﬁrst section,
the models describing the propagation of light inside a non-homogeneous diﬀusive medium
are introduced. The beneﬁts and drawbacks of these models are discussed in this section
and a suitable model is chosen based on this review. The two next sections deal with the
algorithms to solve the forward and inverse problems in DOT/FDOT. This includes the
discretization schemes for the governing equations, the formulation of the forward/inverse
problem, and the optimization methods to minimize the cost function and reconstruct a
3D image. As a result, the discretization schemes and optimization framework to tackle
the FDOT inverse problem is selected at the end of this section.
Chapter 3 initiates the development of validation tools with the case of a sphere. This
chapter is based on a published article on the analytical solution for the simpliﬁed spherical
harmonics equations inside a bounded spherical diﬀusive homogeneous medium. The
sophisticated solution is compared with another analytical solution as well as with Monte
Carlo simulation results.
Validation tool development is continued in Chapter 4 for a very useful geometry, that
is the cylinder. Cylindrical phantoms are very common in a wide range of validation
experiments in DOT. Hence, development of an analytical solution for this geometry is of
great importance. This chapter is also based on an article that has been submitted to a
scientiﬁc journal. The solution is obtained for bounded cylindrical diﬀusive homogeneous
media. Again, the solution is validated with Monte Carlo simulations and compared to
another analytical solution.
FDOT image reconstruction is investigated in Chapter 5. In this chapter, a general op-
timization framework is introduced for the formulation of iterative model-based image
reconstruction in FDOT. Furthermore, a methodology for the calculation of the gradient
of the objective function (necessary for iterative optimization) is introduced. The frame-
work is applied for the ﬁrst time to ﬂuorescence image reconstruction in a small animal
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(mouse) model. Sophisticated simulations for a wide range of experimentally possible sce-
narios have been conducted on the model and an optimal conﬁguration of the framework
for the image reconstruction in FDOT is proposed. This chapter is also based on an article
that was recently submitted.
CHAPTER 2
STATE OF THE ART
This chapter, divided into 4 sections, presents the state of the art in DOT image recon-
struction. In the ﬁrst section, the fundamental equations governing the propagation of
light inside a turbid medium along with their approximations are presented. The second
section deals with the various approaches in solving the forward problem in DOT. The
third section discusses the methods of image reconstruction (i.e. solutions to the inverse
problem) and the last section presents a discussion of the state of the art.
2.1 Theories of Light Propagation in Turbid Media
To precisely reconstruct optical properties of tissues (absorption and scattering) in DOT,
and recover ﬂuorescence distributions in FDOT, it is of paramount importance to utilize
accurate models of light propagation. In DOT image reconstruction algorithms, these
models are used to predict the amount and the distribution of light output at the bound-
aries of the medium. In image reconstruction algorithms, these predictions are compared
with the real measurements. The commonly used models are categorized along 3 ap-
proaches. The ﬁrst relies on electromagnetic theory (Maxwell’s equations) and is called
analytic theory. In the second approach, one describes the propagation of light as the
transport of energy inside the medium, which is referred to as transport theory. Finally,
there is the stochastic approach which is mainly based on Monte Carlo simulations and
takes into account the uncertainties in the scattering events. Hybrid approaches have also
been introduced in the literature; these will be mentioned at the end of this section.
2.1.1 Analytic Theory
Analytic theory (also called multiple scattering theory) seeks to describe light propaga-
tion inside a diﬀusive medium based on the fundamental Maxwell equations or the wave
equation derived therefrom. This amounts to describing light propagation using partial
diﬀerential equations taking into account the geometry of the medium, its absorption and
scattering properties, along with boundary conditions. This approach is the most rigorous
in that fundamental equations of nature are resorted to. However, its main drawback
is to rapidly become extremely complex due to the need of having to superpose multi-
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ple scattered ﬁelds resulting from the scattering properties distributed throughout the
medium. Such complexity is brought to a further level in the case of media with irregular
geometries. Despite this, based on some early researches [Lax, 1951; Ryde, 1931], Twersky
demonstrated a system of integral equations that were consistent [Twersky, 1964]. His
theory gives a precise understanding of multiple scattering in turbid media. It is worth
mentioning that explicit exact solutions to the resulting equations cannot be found unless
some approximations are made, and even is such cases, the solution of the equations is
quite time-consuming. Consequently, analytic theory is not much discussed in the litera-
ture and used other than for the validation of the results of some other methods.
2.1.2 Radiative Transfer Theory
Radiative transfer theory describes the transport of energy inside a turbid (absorbing and
scattering) medium. Its underlying equation is the radiative transfer equation (RTE). In
this theory, the medium is assumed to be a continuous entity displaying distributed ab-
sorption and scattering (to various degrees) at all its points of the light energy propagating
through it, rather than being composed of discrete absorbing and scattering particles. De-
spite this, the scattering of light at each point of the medium is nevertheless assumed to
be described by that of microscopic particles (such as spheres in Mie’s theory) [Ishimaru,
1997; Wang and Wu, 2007]. The basic RTE equation, developed by Schuster [Schuster,
1905], resembles the Boltzman equation used in the kinetic theory of gases and in neutron
transport theory [Case and Zweifel, 1967; Sommerfeld, 1956]. The RTE is derived based
on an energy balance of the light ﬂowing through an inﬁnitesimal cylinder. The RTE is
Figure 2.1 Schematic of the vectors for developing RTE.
given by (the spatial vectors appearing in the RTE are depicted in Fig. 2.1) [Ishimaru,
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L(r, sˆ′, t)p(sˆ′, sˆ)dΩ′ + q(r, sˆ, t).
(2.1)
In this equation, L(r, sˆ, t) is the radiance (quantity of energy ﬂowing at position r per
unit time in the direction of sˆ at time t per unit projected area and per unit solid angle)
with SI units W m−2sr−1; μa and μs [m−1] are the absorption and scattering coeﬃcients
of the medium at position r and q(r, sˆ, t) is the spatial and temporal distribution of light
sources within the medium (SI units W m−3 sr−1). The function p(sˆ′, sˆ), called the phase
function, characterizes the directionality of scattering events; it gives the probability of
a light beam traveling along sˆ′ to be scattered within a solid angle of dΩ around the
direction sˆ. Usually, the phase function is considered to depend only on the angle between
the incident and scattered directions, and, often also, it is considered independent of the
position (i.e. p(sˆ′, sˆ) = p(cos(θ)). The mean cosine of the scattering angle θ is called
the anisotropy and is denoted by g, thus g = 〈cos θ〉. Diﬀerent phase functions have been
discussed in the literature [Ishimaru, 1997] of which, the Henyey-Greenstein phase function
is the most commonly-used in many scattering phenomena including blood cells [Reynolds,
1975], clouds [Henyey and Greenstein, 1941] and DOT [Boas et al., 2004; Choe et al., 2005;
Kim et al., 2010a; Kim and Hielscher, 2008; Klose and Hielscher, 2006; Montejo et al., 2010;
Ntziachristos, 2006]. This phase function is given by
pHG(r, cos θ) =
1− g(r)2
4π[1 + g(r)2 − 2g(r) cos(θ)]3/2
, (2.2)
in which g(r) is the scattering anisotropy.
Associated with the RTE, is a boundary condition (BC). The most general BC is called
the partial reﬂection boundary condition, which takes into account Fresnel reﬂection [Wang
and Wu, 2007] at the boundary between the turbid medium (biological tissue) and its
surroundings (generally air). This BC is given by
L(r′, sˆ, t) = BT (r′, sˆ, t) +RF (sˆ · nˆ)L(r′, sˆ′, t), rˆ′ ∈ ∂V, sˆ · nˆ < 0. (2.3)
where ∂V is the boundary of the medium, nˆ is the outward pointing normal at the bound-
ary of the medium, BT represents any source term present on the boundary accounting for
the light transmitted into the medium, and sˆ·nˆ < 0 denotes directions pointing inward into
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the medium. The Fresnel reﬂection coeﬃcient RF can be expressed as follows [Wang and
Wu, 2007] given the refractive indices inside (nin) and outside (nout) the turbid medium,
and the incident (θi), transmitted (θt) and critical (θc) angles at the boundary:






nin cos θi−nout cos θt





nout cos θi−nin cos θt
nout cos θi+nin cos θt
)2
0 ≤ θi ≤ θc,
1 θc < θi ≤ π/2.
(2.4)
This Fresnel coeﬃcient accounts for the reﬂection of non-polarized light, which is the case
for light traveling inside highly turbid thick media such as biological tissues as considered
here. The BC given in Eq. ((2.3)) states that the radiance going into the medium at the
boundary is the sum of source term plus the reﬂection of the outgoing radiance at the
boundary according to the reﬂectance deﬁned by the Fresnel coeﬃcient.
It should be noted that numerical solutions to the RTE are computationally very demand-
ing owing to the dependency of the radiance on 3 spatial and 2 angular variables ((x, y, z)
for r and (θ, φ) for sˆ). Consequently, diﬀerent approximations for describing the propa-
gation of energy inside diﬀusive media have been introduced in the literature, the most
important of them are the diﬀusion approximation (DA) [Morse and Fecshbach, 1953],
the PN (spherical harmonics) approximation [Boas, 1996], and the simpliﬁed spherical
harmonics equations (SPN) [Klose and Larsen, 2006] that are discussed below. It should
be noted that these equations are solved within 3 major frameworks as will be discussed
later (Section 2.2): in the time domain (TD) considering the time evolution and temporal
distribution of light pulses in the medium [Bouza Domínguez and Bérubé-Lauzière, 2010,
2012; Gao et al., 2006; Hervé et al., 2012; Lapointe et al., 2012; Okawa et al., 2011; Selb
et al., 2007; Zhu et al., 2011], in the frequency domain (FD) by transforming TD equations
to the frequency domain [Chu et al., 2009; Darne et al., 2012; Kim and Hielscher, 2008;
Kim et al., 2010b; Ren et al., 2006; Roy et al., 2005], or in the continuous-wave (CW)
domain where steady state light ﬂuxes are considered [Correia et al., 2011; Kim et al.,
2010a; Siegel et al., 1999; Song et al., 2007; Yong et al., 2013]. It should be mentioned
that within the context of the present work, the CW case is considered.
2.1.3 Diﬀusion Theory
Owing to its angular dependency, the radiance appearing in the RTE can be decomposed
as a sum of a (possibly inﬁnite) set of spherical harmonics, Ym,n(θ, φ) [Wang and Wu,
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2007].






In this equation, Ln,m(r, t) is the expansion coeﬃcient (a.k.a. so-called spherical mo-






spherical harmonic of order (m,n) and Pm,n(cos θ) is the associated Legendre function,





(x2 − 1)n. To obtain the diﬀusion approximation (DA),
two assumptions are made based on the above expansion:
1. The radiance is almost isotropic and a limited number of terms in the expansion
(Equation (2.5)) is suﬃcient; for the DA, n ∈ [0, 1].




transport mean free time shall be much smaller than unity [Wang and Wu, 2007].
The ﬁrst assumption allows eliminating the angular dependence, and the second one allows
expressing J in terms of the ﬂuence rate ψ(r, t) =
∫
4π
L(r, sˆ, t)dΩ as






is called the diﬀusion coeﬃcient and μ′s = (1−g)μs. It can be shown [Wang and Wu, 2007]
that these assumptions can be translated as μ′s >> μa, which is the essential condition
for the validity of the DA. This leads to the so-called diﬀusion equation (DE) which is the
most popular light propagation equation used in DOT [Biswas et al., 2012; Correia et al.,
2011; Gao et al., 2006; Kim and Hielscher, 2010; Naser and Patterson, 2010; Roy et al.,





+ μa(r)ψ(r, t)−∇ · [D(r)∇ψ(r, t)] = Q(r, t), (2.8)
where Q(r, t) is the source term, which is assumed isotropic. Associated with the DE is a
boundary condition which is essential for its solution. Starting from Eq. (2.3), using the
expansion in Eq. (2.5) and the diﬀusive expansion of the radiance, and taking integrals of
the equation inside the medium (i.e. sˆ · nˆ < 0), it can be shown [Bérubé-Lauzière, 2012]













= bT (r′, t), (2.9)









cos2 θiRF (cos θi) sin θidθi, (2.11)
and
bT (r′, t) =
∫
sˆ·nˆ<0
BT (r, sˆ, t)sˆ · (−nˆ)dΩ, (2.12)
where BT (r, sˆ, t) is any source term located at the boundary. Solving the DE for the
homogeneous case (i.e. D(r) = D) is a fairly easy task, but in real cases the medium
is non-homogeneous for which, several approaches have been introduced [Arridge et al.,
2000; Cong and Wang, 2005; Gao et al., 2006; Tanifuji and Hijikata, 2002]. Among those
is the Born approximation, which considers the variations of the optical coeﬃcients μa
and D to be small disturbances with respect to background average constant values. The
Born approximation received considerable attention [Boas, 1996; Larusson et al., 2011;
Yao and Wang, 1997]. Despite the ease of solving the DE for various media geometries,
three factors severely limits its usefulness: the fact that in real cases the optical coeﬃcients
are not just small disturbances with respect to average values, the necessity of μ′s >> μa
that is not always valid for diﬀerent tissues and its low accuracy. We will return to the
DE and its pros and cons in Section 2.2.
2.1.4 Spherical Harmonics Approximation
As mentioned before, there are two important restrictions on the use of the DE, namely
the assumptions of 1) small absorption relative to scattering, and 2) large geometries.
However, this is not the case for all media e.g. when imaging small animals, the medium
is small and the eﬀect of boundaries plays an important role. Moreover, highly vascularized
tissues like kidney, heart and liver of small animals possess high absorption coeﬃcients
due to increased light absorption of haemoglobin [Ntziachristos, 2006] that results in non-
validity of the diﬀusion approximation. The case is worse with visible light suﬀering even
higher absorption in biological tissues. Consequently, other approximations are inevitable
to provide an accurate description of light propagation inside the medium. The spherical
harmonics approximation (PN) is one of the most well-knowns [Case and Zweifel, 1967;
Davison and Sykes, 1957] . The formulation for arriving at the PN equations starts from
the expansion of the angular dependency of the radiance in a spherical harmonics series
as in Eq. (2.5). Then the summation is truncated at the N th order (this truncation is
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called the PN approximation). Thus an N th order expansion for the radiance and source
distribution is used [Boas, 1996; Bouza-Domínguez and Bérubé-Lauzière, 2013; Wang and
Wu, 2007]













The same approach is taken for the phase function with the assumption that the probability
of scattering only depends on the angle between the incident and scattered ray beams,
which leads to















where Pl(x) is the Legendre polynomial, and the second line is obtained using the addition
theorem of spherical harmonics [Bouza-Domínguez and Bérubé-Lauzière, 2013]. Normal-
izing the phase function forces the weighting factor g0 to be equal to 1.
The RTE can be approximated by inserting these expansions in Eq. (2.1). In what follows,
the CW (no time dependency) case will be considered as it is the one of interest here. In-
serting Eqs. (2.13), (2.14) and (2.15) into (2.1), after some algebra one obtains a system































(n−m) 12 (n−m− 1) 12ψn−1,m+1(r)− (n+m+ 1) 12 (n+m+ 2) 12ψn+1,m+1(r)
])
= μs(r)glψn,m(r) + qn,m(r),
(2.16)
where μtr(r) = μa(r)+μs(r) is the transport coeﬃcient. The PN equations have been used
as the forward model in image reconstruction, and were shown to result in more accurate
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results than the diﬀusion equation in the reconstruction of the absorption and scattering
coeﬃcients [Wright et al., 2007]. However, not much is gained in reducing the complexity
of solving the forward problem when the PN equations are used rather than the RTE.
2.1.5 Simpliﬁed Spherical Harmonics
To further reduce the complexity while maintaining accuracy, the simpliﬁed spherical har-
monics approximation (SPN) has been proposed [Klose and Larsen, 2006]. To derive
the SPN equations, three approaches have been described [Klose and Larsen, 2006]: (i)
Generalization of 1D PN equations to a multi-dimensional set of equations for geometries
with planar symmetry (that was the ﬁrst approach developed, but it is theoretically weak;
it is known as the formal or heuristic derivation), (ii) by an asymptotic analysis (more
acceptable results but lack of boundary conditions), and (iii) by a rigorous variational
analysis (provides both the SPN equations and boundary conditions, but extremely com-
plicated). It will suﬃce to discuss the ﬁrst approach here, whereby it is assumed that
the optical properties of the medium vary only along one axis (to be taken as the z axis)
and not in the plane perpendicular to that axis (i.e. planar symmetry). This implies the
azimuthal symmetry around this axis (i.e. no angular dependency in the perpendicular
plane). For a medium with such geometry, the time-independent RTE has the following












where ψ(z,) can be either the radiance L(z,) for a medium with the isotropic source
inside or its diﬀuse radiance component,  = sˆ · kˆ is the cosine of the angle between a unit
propagation vector sˆ and the unit vector kˆ, μ˜s(z,,′) is the phase function, and Q(z)
represents a time-independent isotropic source. The partial-reﬂection boundary condition
for the 1D RTE approximation is then given by
ψ(z,) = BT (z,) +RF ()ψ(z,−), z ∈ S, 0 <  < 1. (2.18)
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where gn(z) and φn(z) are Legendre moments of the phase function and of the radiance
respectively. In the case of the Henyey-Greenstein phase function, gn(z) = [g(z)]n. The
nth-order Legendre moment of the radiance is deﬁned as φn(z) =
∫ 1
−1 Pn()ψ(z,)d and
the nth-order absorption coeﬃcient as μan(z) = μt(z)− μs(z)gn. Using the expansions in










+ μan(z)φn(z) = δn,0Q(z), n = 1, · · · ,∞, (2.21)
with φ−1 = 0. If the Legendre expansion of the radiance (Eq. (2.20)) is truncated to a
given order N , it can be shown [Bouza-Domínguez and Bérubé-Lauzière, 2013; Klose and
Larsen, 2006] that odd orders can be eliminated. Consequently, the ﬁnal equations for
the even-order moments can be written as [Bouza-Domínguez and Bérubé-Lauzière, 2013;














































+ μanφn(z) = δn,0Q(z),
n = 0, 2, · · · , N − 1.
(2.22)
It should be noted that odd-order moments up to order N can be calculated using the
recurrence formula [Bouza-Domínguez and Bérubé-Lauzière, 2013].
To derive the 3D SPN approximation equations, each 1D diﬀusion operator is replaced
by its 3D counterpart (i.e. z will be replaced by r and d/dz by ∇ ≡ [∂/∂x ∂/∂y ∂/∂z]







































+ μanφn = δn,0Q(z),
n = 0, 2, · · · , N − 1.
(2.23)
Commonly used SPN orders in practice are N = 3, 5 and 7; explicit expressions are
given in [Klose and Larsen, 2006]. It should be noted that N = 1 (SP1) corresponds
to the diﬀusion equation (DE). It is possible to obtain the boundary conditions for the
SPN equations with the same approach e.g. replacing dφ(z)/dz by n · ∇φ(r). Detailed
boundary condition equations for diﬀerent orders N are provided in [Klose and Larsen,
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2006]. Exploiting the SPN makes the governing equations accurate and simultaneously
fast-to-solve. Analytical solutions had been found prior to the present thesis, for simple
geometries (inﬁnite and semi-inﬁnite planar media) [Liemert and Kienle, 2010a, 2011b].
Many papers have addressed the eﬃciency of the SPN approximations [Bouza Domínguez
and Bérubé-Lauzière, 2010; Bouza-Domínguez and Bérubé-Lauzière, 2013; Chu et al.,
2009; Edjlali and Bérubé-Lauzière, 2016; Klose, 2013; Klose and Larsen, 2006; Klose and
Pöschinger, 2011; Liemert and Kienle, 2010a; Montejo et al., 2011] and demonstrated
(mostly by comparing results with Monte Carlo simulations) that the accuracy is better
than the DE with not much more computational eﬀorts. In most cases, the SP3 [Klose
et al., 2010; Montejo et al., 2011] and sometimes the SP5 [Bouza Domínguez and Bérubé-
Lauzière, 2012] have been utilized, with the SP3 generally giving satisfactory results at
a moderate additional computational cost compared to the DE. In the case of the SPN
equations, the higher the order does not necessarily lead to higher accuracy; rather for
each problem there is an optimal value of N yielding the best solution [Klose and Larsen,
2006].
2.1.6 Hybrid Models
The serious limitations of the pervasive DE (necessity of scattering dominated media and
inability to correctly model light propagation in the vicinity of highly collimated sources)
motivated many researchers to take other approaches to overcome these drawbacks. The
PN and SPN approximations discussed above are examples. A much less widespread
alternative are hybrid methods combining the DE with other models in which the DE is
used in regions where it is valid and other models are resorted to where more accuracy
is required, e.g. nearby sources. The idea is to reduce the computational burden by
resorting to the DE where possible. Examples are Monte Carlo with DE [Hayashi et al.,
2003] and RTE-DE [Tarvainen et al., 2005]. In this way, the overall accuracy of the model
is improved. However, it should be noted that SPN approximations bring more accuracy
and consistency and avoid discrepancy at the boundaries of those areas with diﬀerent
modelling equations, which appears to signiﬁcantly complicate matters, and somewhat
counterweighs the advantages of the approach.
2.2 Solutions of the Forward Problem
In DOT, the forward problem consists of solving the light propagation model equations
based on medium optical properties that are assumed to be known. Using the ﬁeld solu-
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tions, the values of measurable quantities at the boundary can be predicted, such as the
amount of light exiting the medium. These predicted values along with real measurements
can be used within an objective function to update the optical properties of the medium in
an iterative process to solve the inverse problem of imaging, which is to recover the optical
properties. As mentioned before, the imaging system hardware and associated image re-
construction algorithms can be considered and developed in three diﬀerent domains based
on the measured signal type: time-domain (TD), frequency-domain (FD) and continuous-
wave (CW, sometimes called direct current - DC, or steady-state - SS). In the TD case,
the excitation light signal is an ultra-short pulse (typical widths in the picoseconds range)
and the output light is a broadened version of that input pulse (see Fig. 1.3). In this case,
the input light can be considered as an impulse which allows probing the turbid medium’s
transfer function which contains a great amount of information thereabout. In the FD
case, amplitude-modulated signals with typical frequencies of hundreds of MHz up to a
few GHz are used as input and the reemitted light modulation has a reduced modula-
tion depth and a phase shift [Arridge and Schotland, 2009; Wang and Wu, 2007]. FD
and TD equations are counterparts of each other as they can be mathematically related
through a Fourier transform. By considering many diﬀerent frequencies over a suﬃciently
broad bandwidth and considering the DC component, the FD information content can in
principle be regarded as rich as that of the TD case. However, in practice TD signals
contain much greater bandwidth and are thus information richer [Bérubé-Lauzière et al.,
2016]. The third mode, CW, can be considered as a special case of the FD mode at zero
frequency. In this view, it can be conceived that CW provides the least amount of infor-
mation. However, what distinguishes and makes CW popular is its short acquisition time
and far less complicated imaging system. Owing to these beneﬁts, many researches in the
literature rely on CW measurements [Correia et al., 2011; Kim et al., 2010a; Klose and
Hielscher, 1999; Lasser et al., 2008; Siegel et al., 1999; Song et al., 2007]. In the present
project, CW is the imaging mode of interest; image reconstruction in TD and FD will
thus only be brieﬂy mentioned here. It should be noted that in the CW case, due to the
steady-state nature of the system, time variations of the variables of interest (light ﬁeld,
medium optical properties) do not enter into consideration, and only spatial variations
are accounted for. To solve light propagation model equations, several approaches are
introduced in the literature; these will now be reviewed.
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2.2.1 Analytical Solutions
Various analytical solutions for the diﬀerent model equations have been proposed [Culver
et al., 2003b; Edjlali and Bérubé-Lauzière, 2016; Erkol et al., 2015; Kienle et al., 2013;
Kim, 2004; Kim and Moscoso, 2006; Liemert and Kienle, 2010a, 2011a, 2015; Zhang et al.,
2014, 2013]. They cover the DE [Li et al., 1996; Patterson et al., 1989], SPN [Edjlali and
Bérubé-Lauzière, 2016; Erkol et al., 2015; Liemert and Kienle, 2010a; Zhang et al., 2014,
2013] and even the diﬃcult to solve RTE [Kienle et al., 2013; Liemert and Kienle, 2011a,
2015]. Analytical solutions are of great interest, notably to validate numerical results. The
noticeable drawback of analytical solutions is that they are generally restricted to media
with homogeneous properties and with simple geometries [Liemert and Kienle, 2010a,
2011a]. The most commonly used approach in solving the forward problem analytically
is via obtaining the Green’s function (GF) for the equation [Liemert and Kienle, 2011a;
Patterson et al., 1989]. With the GF formalism, it is possible to weaken the homogeneity
constraint by considering small variations of the optical properties of the medium with
respect to mean background values, leading to the so-called Born approximation. A GF
is a solution of the equation to an impulsive (if the TD regime is considered) spatially
isotropic point source (Dirac delta function in time and space). As mentioned, the main
importance of analytical solutions are validation purposes and due to their limitations
they are not of great interest for reconstructing complex media as required in biomedical
imaging. Therefore, mostly numerical methods are used to solve the forward problem.
2.2.2 Numerical Schemes for Space Discretization
In the RTE, the light ﬁeld described by the radiance depends on spatial, angular and
temporal variables. Moreover, there appears an integral term that makes the RTE quite
complicated to solve. By applying previous approximations (i.e. DE, PN and SPN), the
angular dependency and integral term are eliminated. This results in a set of partial diﬀer-
ential equations (PDEs) to be solved. Since in real cases, media with complex geometries
are encountered, ﬁnding analytic solutions for these equations is impossible and numerical
approaches must be resorted to. In this regard, the PDEs must be discretized to give a set
of algebraic diﬀerence equations that can be solved numerically. To obtain such equations,
a grid or mesh must be deﬁned over the medium and the variables of interest (radiance
or moments; and medium properties) are to be evaluated over this grid or mesh [Sadiku,
2000]. As regards discretization of the spatial variables of PDEs, three broad classes of
techniques are generally resorted to: the ﬁnite diﬀerence method (FDM) [Klose et al.,
2010; Tanifuji and Hijikata, 2002], the ﬁnite volume method (FVM) [Montejo et al., 2011]
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and the ﬁnite element method (FEM) [Ciarlet and Lions, 2003; Elisee et al., 2010; Song
et al., 2007; Tarvainen et al., 2008; Wang et al., 2009; Zhu et al., 2011]. These methods
and their application to the CW problem of interest here are discussed next.
Finite Diﬀerence Method (FDM)
The ﬁnite diﬀerence method (FDM) is a numerical approach for solving diﬀerential equa-
tions, speciﬁcally boundary value problems [Thom and Apelt, 1961]. It is based on approx-
imating derivatives with diﬀerences over a structured grid, usually square (2D) or cubic
(3D) [Sadiku, 2000]. In fact, all the possible dependencies (spatial, angular or temporal)
of variables in model equations can be expressed based on simple diﬀerences between ad-
jacent values of variables over the grid [Sadiku, 2000]. Using discrete ordinates [Klose and
Hielscher, 1999] for angular dependencies (in the RTE), ﬁnite diﬀerences for spatial depen-
dencies and time discretization methods [Sadiku, 2000] for temporal dependencies when
considered, a system of linear equations is obtained [Dorn, 1998]. Additionally, by consid-
ering points on boundaries and associated boundary conditions, one can solve the system
of linear equation describing either evolution (i.e. time domain) or ﬁnal state (i.e. CW or
FD) solutions for a given distribution of optical properties inside the medium [Ciarlet and
Lions, 2003]. Solutions can be obtained numerically within several iterations. There are
diﬀerent possible approaches for expressing a derivative as a diﬀerence including forward,
backward or central diﬀerences for the spatial dependence, and explicit (forward Euler),
or implicit (backward Euler, Crank-Nicholson, θ-method) for the time dependence [Ciarlet
and Lions, 2003; Sadiku, 2000]. The choice of which diﬀerencing technique is used depends
on the problem at hand and the accuracy and stability required. In DOT, the FDM is the
simplest approach for ﬁnding the solutions of the forward problem and its use has been
reported in the literature [Hielscher et al., 1998; Klose et al., 2010; Klose and Hielscher,
1999; Klose and Larsen, 2006; Tanifuji and Hijikata, 2002]. Despite the ease in using
the FDM for ﬁnding solutions, it is less popular for handling curved boundaries as those
generally found in DOT [Arridge and Hebden, 1997; Tarvainen et al., 2008]. One reason
to their limited use is their dependency on structured grids that can limit the accuracy
and resolution of solutions in price of simplicity. To overcome this drawback, a ﬁne/coarse
grid has been proposed and exploited [Montejo et al., 2010]. In this approach, a block-
structured grid possesses diﬀerent step sizes in diﬀerent areas of the image. This increases
the complexity of the system and virtual points need to be introduced wherever, due to
grid resolution diﬀerences, there is a lack of suﬃcient neighbouring points to develop ﬁnite
diﬀerence algebraic equations. Such an approach is shown to bring more accuracy while
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preventing extended computational complexity [Klose et al., 2010].
Finite Element Method (FEM)
Among all analytic and numerical approaches proposed to solve forward models in DOT
(or FDOT), the FEM is the most popular [Arridge et al., 2000, 1993; Bouza Domínguez
and Bérubé-Lauzière, 2010; Cong and Wang, 2005; Tarvainen et al., 2008]. This is due
to the ability of the FEM to represent various complex geometries of objects and non-
homogeneous distribution of optical properties of tissues. Diﬀerent FEM-based algorithms
have been introduced including adaptive FEM methods [Joshi et al., 2004], mesh simpli-
ﬁcation [Thomas et al., 2012] and the 3D shape based technique [Zacharopoulos et al.,
2009]. In addition, a widely-used package called TOAST has been developed [Arridge and
Schweiger, 1993] based on the Galerkin FEM method [Arridge et al., 1993]. This Galerkin
formulation is used as the most popular FEM formulation in DOT for several cases in-
cluding the almost pervasive use of the DE [Arridge et al., 2000] and recently the SPN
approximations [Chu et al., 2009].
The equations that follow are based on [Arridge et al., 1993] for the simple common case
of the DE. The same approach can be adapted to the SPN approximation. Considering
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where Φ is a function from an appropriate test space and Ω is the medium. By applying
integration by parts, the above equation results in
∫
Ω











in which J is the current density vector on the boundary ∂Ω. To solve the problem, Φ
and its derivatives should be integrable over Ω which requires Φ to belong to the Sobolev
space H1(Ω) [Arridge et al., 1993; Ciarlet and Lions, 2003]. The weak formulation of the
problem consists of ﬁnding ψ such that Eq. (2.26) holds ∀Φ ∈ H1(Ω). In the FEM, this
is solved for a limited D-dimensional subspace h ⊂ H1(Ω). Then, by deﬁning a basis
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{φi}D1 , if one ﬁnds ψ that satisﬁes Eq. (2.26) for all basis elements, the optimum solution
is then found [Arridge et al., 1993]. In practice ψh =
∑D
i=1 ψ(t)φi(r) ∈ h is achieved with
an orthogonal error to the subspace. The weak formulation can be stated as follows:
Find ψh(r, t) =
∑D
i=1 ψ(t)φi(r) ∈ h such that∫
Ω









J(r, t)φj(r)d(∂Ω), ∀φj, j = 1, · · · , D.
(2.26)



























To implement the method, the medium Ω is partitioned into P nonoverlapping elements
τi, i = 1, · · · , P such that Ω = ∪Pi=1τi and they are joined at Dv vertex nodes Ni, i =
1, · · · , Dv. The simplest possible basis can be deﬁned as the piecewise linear basis φi(Nj) =
δij, i, j = 1, ·, D, with D = Dv [Arridge et al., 1993]. In this way, φi(r) only supports
elements such that Ni is one of its vertices. As a result, matrices D, C and M (of
dimensions D×D) are sparse matrices with nonzero elements where Ni and Nj are vertices
of the same element. For the matrix β, there would be nonzero elements where Nj is a
vertex on the boundary ∂Ω. As a result, there are boundary nodes and internal nodes.
Thus, a set of algebraic equations is obtained, which can be solved to provide the forward
problem solution. To develop the equations in 3D, tetrahedral elements are commonly
used although it is possible to exploit other types of elements [Bouza Domínguez and
Bérubé-Lauzière, 2010; Correia et al., 2011; Schweiger et al., 2005]. The main drawback
of the FEM that restricts its application is its high computational cost due to the use of
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uncontrained grids to represent media. As a result, any FEM-based image reconstruction
can last long. Thus, despite its satisfactory results, if one seeks a fast image reconstruction
algorithm, the FEM is less suitable candidate.
Finite Volume Method (FVM)
The FVM is a discretization technique for PDEs, especially those derived from physical
conservation laws [Ciarlet and Lions, 2003]. Its formulation includes a volume integral
with a ﬁnite number of partitioning volumes to discretize the equations. Its fundamentals
originate from the divergence theorem in which the integral of the divergence of a vector
ﬁeld over a volume equals the ﬂux of the vector ﬁeld across the external surface of the
volume. In this method, small volumes are considered around each mesh node over each of
which, the PDE is evaluated. The FVM is in common use for discretizing computational
ﬂuid dynamics equations [Moukalled et al., 2015]. In DOT, since the propagation of light
can be considered as the ﬂow of a ﬂuid in the medium (especially in the DE formulation),
the FVM can provide acceptable results.
The FVM has been used along with diﬀerent modelling equations including the RTE [Ren
et al., 2006], the DE [Hervé et al., 2012], and the SP3 equations [Montejo et al., 2011]
mostly in FD. A recent FVM approach for the CW case with the SP3 [Montejo et al., 2011]
is described brieﬂy in the following. Considering a full nonoverlapping, while completely
covering, partitioning of the medium and small volumes of ∂V surrounding each mesh
node (polyhedra, mostly tetrahedra), it is possible to integrate the SP3 equations over a






























in which [x]p is the discrete approximation of x at the center of a ﬁnite volume element
p. Then the resulting set of equations is solved, which involves only [φi]p or source terms.
Utilizing the FVM makes it possible to represent governing equations in the standard
matrix-vector form, Ax = b and apply various possible solution approaches for linear
equations. Application of the FVM is also restricted for the same reason as that of the
FEM (longer computation times).
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Boundary Discretization Methods
The complex geometry of human body organs and incompetency of other discretization
methods have recently motivated some researches to consider boundary discretization
methods [Elisee et al., 2010; Fedelea et al., 2005]. They are mostly based on the boundary
element method (BEM) in which instead of the volume, the surface of the medium is
divided into elements and the boundary integral equation (which is derived from the
modelling approximation equations) is solved numerically over the homogeneous or piece-
wise constant domains. An example of domain partitioning is depicted in Fig. 2.2. This
technique is addressed in brief in this section. To assign the nested boundaries, some a
Figure 2.2 Domain partioning in BEM( [Zacharopoulos, 2004])
priori information about the tissue must be known. One important advantage of the BEM
is incorporating the a priori information in the process of image reconstruction. Utilizing
this kind of information in image reconstruction is described in Section 2.3. Considering
the above-mentioned partitioning, an FD-DE approximation can be developed for each
region [Zacharopoulos, 2004]. In this section, the BEM formulation for the CW case is
introduced as CW is of interest here. The same approach can be applied to the SPN
approximation. For each region Ωl, l = 1, · · · , L bounded by boundaries Γl and Γl+1
(except for the innermost region), the DE can be written as
μal(r)ψ(r)−∇ · [Dl(r)∇ψ(r)] = Q(r), (2.31)
in which μa and Dl are absorption and diﬀusion coeﬃcients of the region Ωl respectively.
Inserting Dirac delta function (δ(r− ri)) in the above equation, the fundamental solution







4πDl|r − ri| . (2.32)
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It is shown that the boundary integral condition equation for the DE can be formulated as










Gids = 〈q,Gi〉. (2.33)




















Eq. (2.34) is for the case of a single outer boundary region. For inner double-boundary
regions this equation needs to be modiﬁed. Finally, using the BEM, a system of algebraic
equations is obtained, which can be solved numerically. Although the BEM provides
accurate results dealing with meshing complexities, there are several reasons why the BEM
alone cannot result in acceptable outcomes, the most important of them are [Elisee et al.,
2010]: 1) BEM is incapable of modeling tissues with spatially varying optical properties,
and 2) the accuracy of BEM is highly dependent on the a priori information that makes
it error-prone.These necessitate combining BEM with other approaches to compensate for
its drawbacks. Such hybrid methods are addressed below.
Stochastic Methods
Most stochastic approaches are based on the Monte Carlo (MC) method. MC refers to a
technique ﬁrst proposed by Metropolis and Ulam to simulate physical processes using a
stochastic model [Metropolis and Ulam, 1949]. It has been used in biomedical optics for a
long time [Prahl et al., 1989; Wang et al., 1995]. It is considered to be the gold standard
with which results of other methods should be compared, and several researches have
used MC to validate their results [Bouza Domínguez and Bérubé-Lauzière, 2010; Edjlali
and Bérubé-Lauzière, 2016; Tarvainen et al., 2008]. The process of MC can be described
as initializing individual photons and tracking their diﬀerent possible paths (scattering,
absorption, undisturbed propagation (ballistic photons), reﬂection or transmission out of
tissue) separately until either the photon has escaped from or is absorbed within the tissue.
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The proﬁle (path) of the photon is then saved and by repeating the process for a suﬃciently
large number of photons, these proﬁles (paths) tend to the real distribution of the light
inside the medium as the number of simulations (photons) approaches inﬁnity. As a result,
a solution to the forward problem can thus be obtained. MC based methods have been used
to deal with complex geometries such as the human brain [Niederer et al., 2008; Ren et al.,
2010]. Nevertheless, it is of limited interest in image reconstruction (except for validating
forward solutions) due to its heavy computational cost. In addition to MC which explicitly
models the single photon-tissue interactions, there are implicit approaches to obtain the
probability density function of the photon distribution inside the tissue such as random
walk theory that provides analogous results to diﬀusion approximation [Kolehmainen et al.,
2000].
Hybrid Methods
To overcome the drawbacks of diﬀerent approximations while preserving acceptable com-
putational complexities, diﬀerent hybrid approaches have been proposed in the literature
that beneﬁt from advantages of diﬀerent methods. These hybrids can take place at diﬀerent
levels in the DOT image reconstruction. Numerous studies have dealt with combining dif-
ferent imaging modalities with DOT mostly to provide both anatomical and physiological
information of the tissues simultaneously. CT-DOT [da Silva et al., 2007],CT-FDOT [Ale
et al., 2012; Schulz and Ntziachristos, 2010], MRI-DOT [Klose et al., 2010], acousto-optic
technique [Bratchenia et al., 2011] are examples of such approaches. In some works imag-
ing is performed in two diﬀerent domains. For instance FD and CW measurements can
be combined to decrease the number of required measurements [Culver et al., 2003a]. In
some approaches, two diﬀerent sets of modelling equations have been used (mostly the
RTE along with the DE) to improve the accuracy of the DE where it is not valid (close
to sources or in non-scattering void regions) while the total complexity of the computa-
tion is not increased drastically [Montejo et al., 2010; Tarvainen et al., 2005]. Another
example of such hybrids is the MC-DE method used in [Tarvainen et al., 2008]. In some
other approaches the forward problem is solved with a hybrid numerical method. The
BEM-FEM method [Elisee et al., 2010] is an important example of such approaches and
ﬁnally there are researches that combine diﬀerent reconstruction methods. These hybrid
reconstruction approaches will be described in Section 2.3.
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2.3 Image Reconstruction Algorithms
This last section on the state of the art presents the inverse problem and a survey on
various approaches to solve it. Although the solution of the forward problem is essential
to solve the inverse problem and reconstruct the distribution of desired optical properties,
there are applications for the forward problem solution itself. Most noticeable of them is
photodynamic therapy (PDT), that is the use of drugs (photosensitizers) that are activated
by light [Wilson and Patterson, 2008], where one needs to know the light ﬁeld at diﬀerent
points in the medium. As mentioned, beside its direct applications, the forward problem
is usually solved in order to obtain the solution to the inverse problem. The solution to
the inverse problem is used to obtain the distribution of optical properties (i.e. absorption
and diﬀusion coeﬃcients) and for the case of ﬂuorescence or bioluminescence that of the
ﬂuorophore or of the bioluminescent source inside the turbid medium from a set of mea-
surements. There have been many diﬀerent approaches proposed for image reconstruction
and many diﬀerent reviews are published to cover this vast area [Arridge and Schotland,
2009; Boas et al., 2001; Dehghani et al., 2009].
There are two major approaches for dealing with inverse problems. The ﬁrst is to consider
the optical properties distribution inside the medium as spatial perturbations over a ﬁxed-
value background. For this, the Born or Rytov approximations have been popular [Boas,
1996; Gao et al., 2006; Larusson et al., 2011; Selb et al., 2007; Yao and Wang, 1997].
This approach is called the linear method. Several analytical (Green’s functions) and
numerical tools (MC, FDM, FEM and FVM) have been utilized to provide the set of linear
equations that are ﬁnally solved by iterative techniques such as the Kaczmarz or conjugate
gradient methods [Dorn, 1998; Kim and Charette, 2007]. The second approach is the non-
linear method which is based on model ﬁtting. Non-linear methods can be categorized
as unconstrained and constrained optimization problems [Nocedal and Wright, 2006]. In
the former, the forward problem is solved at each iteration of an iterative loop to predict
boundary measurements which are compared to experimental boundary measurements via
an the objective function which serves to quantify the discrepancy between the predictions
and the measurements. Each iteration of the loop serves to update the parameters to be
imaged in a way that the objective function decreases from one iteration to the next
until a convergence criterion is met [Arridge and Schweiger, 1998; Correia et al., 2011;
Hielscher et al., 1999; Klose and Hielscher, 2006; Montejo et al., 2011]. Sometimes a
regularization term is added to the objective function in order to reduce the ill-posedness of
the problem. Several techniques have been developed in this category including conjugate-
gradient [Kim and Charette, 2007], quasi-newton methods [Schweiger et al., 2005], and the
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relatively recent adjoint scheme [Chavent, 2010; Hielscher et al., 1999; Kim and Hielscher,
2010]. The diﬃculty in solving the inverse DOT problem resides in that the relationship
between the measurements at the boundary and the optical properties to be reconstructed
is implicit. An alternative to the unconstrained optimization approach is to consider
the governing light propagation equations as constraints to the objective function. This
leads to cast the inverse problem as a constrained optimization problem. Since these
equations take the form of PDEs, the ensuing optimization schemes are typically called
PDE-constrained optimization [Kim et al., 2010a]. In next sub-section, recent techniques
to deal with intrinsic DOT are introduced. FDOT reconstruction techniques that are
based on intrinsic tomography are addressed thereafter. These techniques are categorized
into non-iterative and iterative types with the latter being subdivided into two distinct
groups, namely linear and non-linear methods. It should be emphasized that due to
the ill-posedness and the nonlinearity of the inverse problem, reconstructing the optical
properties of tissues is always a challenging task.
2.3.1 Non-Iterative Methods
Although numerical iterative methods are commonly used and numerous articles in the
literature have utilized this strategy, owing to the computational cost of these approaches
(especially for 3D imaging) several researchers have sought other techniques mostly based
on linearizing the problem e.g. the normalized Born approach [O’Leary, 1996], and maxi-
mum a posteriori (MAP) estimation [Cao et al., 2008]. These approaches are based on the
perturbation model of the optical properties distribution inside the tissue and generally
use the ﬁrst Born or Rytov approximations and solve the problem using Green’s function
obtained either analytically (for simple geometries) [Li et al., 1996; Liemert and Kienle,
2011a] or numerically (for complex geometries) [Liu et al., 2010; Ripoll et al., 2002; Zhu
et al., 2011]. The most serious drawback of linearization approaches is their inability to
bring about accurate results when the contrast between the homogeneous background and
the unknown target is beyond the approximation limit, which is often the case [Arridge
and Schotland, 2009]. To overcome this issue, a method has recently been proposed based
on the MUSIC criterion, that exploits the advantages of both compressive sensing and
array signal processing [Lee et al., 2011]. The novelty of the algorithm originates in the
recent theory of joint sparse recovery in compressive sensing [Fannjiang, 2011]. Although
compressive sensing is interesting for reducing the computational burden, it was used with
the DE which has limitations as discussed previously. It would thus be interesting to
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investigate compressive sensing with more accurate models such as the RTE or the SPN ,
but this is out of scope of this project.
2.3.2 Iterative Numerical Methods
Iterative numerical methods for image reconstruction are based on minimizing some error
function (objective function) so that a predeﬁned threshold is achieved [Bouza Domínguez
and Bérubé-Lauzière, 2010; Klose and Hielscher, 1999; Schweiger et al., 2005; Song et al.,
2007; Tarvainen et al., 2008; Yao and Wang, 1997]. At each iteration, a new estimation of
the unknowns (the imaged parameters) is calculated and based on these values the forward
problem is solved. The error function of the predicted measurements at the boundary and
measured values provides the feed for the next iteration. The equation to be solved are
typically discretized and it should be noted that the method of discretization does not
aﬀect the reconstruction strategy. In other words, the reconstruction methods can be
applied on all discretized versions of the governing light propagation equations. Thus, this
section will address reconstruction techniques generally, independent of how the governing
equations are discretized.
The non-linear forward problem can be formulated as a transport operator L, which is a
function of the unknown optical properties x, applied to the ﬂux density Φ, the whole being
equal to the source term S: L(x)Φ = S. The most commonly used objective function is
a regularized weighted least-squares error of the experimental boundary measurements Y
with respect to the forward model predictions thereof F(x) (or forward problem solution
at each iteration) that depends on the optical values x to be reconstructed (or the vector








where R(x) is a penalty or regularization function of the unknowns and β is the regular-
ization parameter. Regularization has been implemented using L1 and L2 norms [Arridge
and Schotland, 2009], incorporation of a priori information [Douiri et al., 2007], or impos-
ing smoothness on the spatial derivatives of the unknown vector [Hielscher et al., 1999].
It should be noted that minimization of the objective function in the above formula is in-
dependent of minimizing the denominator. This normalization term is considered in most
cases, to ensure that diﬀerent source-detector pairs are of the same order of magnitude
despite being related to diﬀerent locations and light paths [Ren, 2010]. For noisy data,
normalization is usually performed using the covariance matrix of the noisy data [Arridge
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and Schotland, 2009]. Minimizing E(Y,F(x)) can be shown to be equivalent to maximizing
an a posteriori probability density function (π(x|Y )) [Cao et al., 2008]. Classical methods
can be applied to achieve the solution to the mentioned regularized weighted least-squares
error problem assuming that the objective function is convex [Ciarlet and Lions, 2003].
Such approaches mostly try to solve ∇xE(Y,F(x)) = 0. The corresponding methods are
addressed in the following.
Linear methods
In linear methods, the true distribution of optical properties x is considered as a pertur-
bation η with respect to a background value of x0, that is x = x0+ η. Minimization of the
error function can be formulated as follows using the ﬁrst order approximation,










where α is a weighing factor less than 1. Several generic solutions of the linear case include
the Newton method [Schweiger et al., 2005; Tarvainen et al., 2008] (both for over/under
determined cases), Landweber method [Wang et al., 2009], steepest descent [Nocedal and
Wright, 2006] and Krylov methods [Ciarlet and Lions, 2003]. A few of these techniques
that are noteworthy are described brieﬂy in the following although it should be considered
that due to the limiting assumption of linearity, linear methods are conﬁned to tissues
with small ranges of optical property variations, which are often not realistic (e.g. in the
case of highly vascularized tissues such as tumors [Ren, 2010]).
Steepest descent. This is an iterative method that seeks to minimize the objective
function at each iteration by starting from an arbitrary initial guess and moving toward
the minimum of the objective function. At each iteration the steepest direction and the
step length in that direction need to be calculated. As the steepest direction is along
minus the gradient of the desired function, considering the linearity of the approximate
model, the desired direction at each iteration is then:
sk = (−F ′(x0)T (Y − (F (x0) + F ′(x0)ηk) + αηk. (2.38)
Depending on the range of variations of optical properties, this method can provide fast
convergence while calculating the steepest direction and step size at each iteration may be
tricky and computationally expensive especially for the case of a large number of unknowns,
as is typically the case in DOT. To overcome this problem, the Landweber method utilizes
a ﬁxed step that facilitates the calculations at the expense of slower convergence [Ciarlet
and Lions, 2003; Wang et al., 2009].
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Krylov methods. These methods are well-adapted to large-scale ill-posed linear prob-
lems since they can provide the solution within a low-dimensional subspace [Arridge and
Schotland, 2009]. In these methods, one considers a linear subspace spanned by a vector
and its images under the action of the j ﬁrst powers of the operator, with j being the
number of equations in the problem. The basis of this set is then used to ﬁnd an approx-
imate solution by minimizing the residual over the subspace.
Row and Column Normalization. There exist other methods for solving the linear
problem based on manipulation of rows and columns of the linear operator’s matrix. By
calculating the p-norm of the diagonal element of the operator matrix, and assigning these
norms as the variance and covariance matrices, it can be shown that the small perturbation
over the background values of the optical properties can be approximated iteratively [Ar-
ridge and Schotland, 2009; Golub and Van Loan, 1996]. A famous and widely-used ex-
ample of this approach is the simultaneous algebraic reconstruction technique (SART). In
SART, the L1 norm of AAT and ATA are used as the variance and covariance matrices,
respectively [Anderson and Kak, 1984]. The perturbation value update can be expressed
as [Arridge and Schotland, 2009]:
ηk+1 = ηk + τC−11 A
TR−11 (δy − Aηk), (2.39)
where C1 is a diagonal matrix containing the L1 norm of the columns of A, R1 is a
diagonal matrix containing the L1 norm of the rows of A and τ is the step length to be
computed. Choosing the second norm of the row for the variance and the unity matrix for
the covariance leads to the simultaneous iterative reconstruction technique (SIRT) with
the following update formula [Kak and Slaney, 1988]:
ηk+1 = ηk + τATR−22 (δy − Aηk). (2.40)
The two preceding methods are usually derived based on the algebraic reconstruction tech-
nique (ART) or the Kaczmarz method [Kim and Charette, 2007] that updates toward the
solution row-by-row. There are several reviews that have dealt with the details of these
basic approaches [Arridge and Schotland, 2009; Kak and Slaney, 1988].
Non-linear Methods
In most real DOT cases, the Born or Rytov methods provide inaccurate values of the real
optical properties since assuming the optical properties as perturbations over a background
value is too strong an assumption. Thus, non-linear methods are inevitable to suppress the
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ineﬃciency of these approximations. Non-linear methods are iterative in the sense that
the ﬁnal result is achieved by starting from an initial guess and updating that guess at
each iteration so that some error function between predicted and real measured variables
is minimized (minimum discrepancy). As mentioned before, two cases of constrained and
unconstrained optimization can be considered in non-linear techniques. In the constrained
approach, minimization is performed over both optical properties of the medium and the
ﬂux density subject to the forward problem constraint while in unconstrained methods,
by solving the forward problem equations, the ﬂux density is replaced in the objective
function at each iteration step according to the optical properties, and the minimization
is only over the unknown optical properties without any constraints. In this section, some
important and widely-used non-linear approaches are addressed.
Newton type methods
One class of non-linear reconstruction methods are quasi-Newton approaches. Most of
these approaches cast the optimization problem as an unconstrained one, updating only the
optical properties iteratively by solving the forward problem at each iteration [Klose and
Hielscher, 2003b; Ren, 2010; Schweiger et al., 2005; Tarvainen et al., 2008]. To minimize
the objective function, these methods try to ﬁnd an update direction. This necessitates
the calculation of the gradient of the objective function. One can evaluate the gradient
directly, which is computationally expensive [Ren, 2010; Schweiger et al., 2005], or use the
adjoint variables method [Klose and Hielscher, 2003b]. Additionally, in Newton methods,
one needs the Hessian, or an approximation thereof since the Hessian is costly to compute,
to ﬁnd the update direction. Once the descent direction is obtained, one needs to ﬁnd the
step length, which necessitates performing a line search [Nocedal and Wright, 2006]. The
optimal step size along the descent direction is calculated by the line search. A common
approach to carry out a line search is the exact cubic-line search. This is, however, a time
consuming operation and to reduce computational time, one generally carries an inexact
line search based on the Wolfe conditions [Nocedal and Wright, 2006]. Various quasi-
Newton approaches diﬀer in the way they approximate the Hessian for minimization of
the objective function. The mostly used quasi-Newton methods are brieﬂy presented in the
following paragraphs (Gauss-Newton, limited-memory BFGS, and Levenberg-Marquardt).
Gauss-Newton method. To ensure the possibility of ﬁnding the minimum of the objec-
tive function, the Gauss-Newton method approximates the Hessian at iteration k as [Ren,
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2010]





q , Jq = (F(xk)Φkq)TF(xk)−TB, (2.41)
where F is the forward transport equation constraint, Nq is the number of forward prob-
lems to be solved (one for each source position) and B is a matrix calculated based on
model predictions and measurements. The term appearing as a summation is equivalent
to the Jacobian matrix (the sensitivity matrix, Jq) which can be obtained using the adjoint
method.
Limited-memory BFGS method. The Broyden-Fletcher-Goldfarb-Shanno (BFGS)
method has been applied successfully in large scale optimization problems with low compu-
tational complexity [Ciarlet and Lions, 2003; Liu and Nocedal, 1989; Nocedal and Wright,



















where sk is the update for the unknown optical property vector at iteration k and zk is
the diﬀerence between the gradients of the objective function E with respect to the optical
properties for iterations k + 1 and k,
zk = ∇xE(xk+1)−∇xE(xk+1). (2.43)
Here again, the algorithm starts from an initial guess for H0 and updates the Hessian
iteratively. The Hessian (or its inverse) can typically be a dense and large matrix that
requires a large amount of storage which can reduce the convergence speed. To overcome
this problem, the limited memory BFGS method [Liu and Nocedal, 1989] has been de-
veloped in which, the inverse Hessian that is essential to update the optical properties at
each iteration, is calculated iteratively using the zk and sk vectors,
(Hk+1BGFS)
















in which I is the identity matrix with the dimension Nm equals to the number of nodes
inside the medium. In fact storing only these vectors enables the method to update the
inverse Hessian and calculate unknown optical properties at each iteration very quickly.
The Levenberg-Marquardt (LM) method This is a special case of the Gauss-Newton
2.3. IMAGE RECONSTRUCTION ALGORITHMS 35
methods in which the reduced Hessian is expressed as






From this equation, the LM method can be considered as a Gauss-Newton method with
regularization term νk
2
xxT + β∇2xxR. At each iteration, the non-linearity of the inverse
problem can be controlled by the selection of ν so that ν → 0 as k → ∞ [Feng et al., 2007].
Theoretically, the method provides convergence to the exact solution, after an inﬁnite
number of iterations, while, in practice, calculations are carried out for a limited number of
iterations. Using the Hessian given above, the LM method provides an iterative diﬀerential
linearization between the successive estimation of the unknown properties, which can
be solved by linear equation solvers (e.g. regularized least square method [Arridge and
Schotland, 2009]). This results in an iterative update equation for the unknown properties
as









in which Vq is the adjoint variable of the ﬂux density. This formulation resembles the
Gauss-Newton update formulation with ﬁxed step length, although some recent researches
have included a line search as part of the method [Ren, 2010].
In Fig. 2.3, the procedure of the quasi-Newton methods with line search is depicted.
Details of the formulation for diﬀerent approaches diﬀer but the steps to be performed are
the same.
To perform the line search, diﬀerent approaches have been presented in the literature to
accelerate the convergence and diminish the computational cost [Feng et al., 2007; Klose
and Hielscher, 2003b; Ren et al., 2006; Tarvainen et al., 2008]. Although the implemen-
tation of quasi-Newton methods is simple and straightforward, they are computationally
expensive owing to the need of computing the reduced gradient and the Hessian matrix
in addition to the objective function at each iteration. It can be shown that as a rule
of thumb, at each iteration, 2Nq transport solvers are needed for a typical quasi-Newton
method [Ren, 2010]. Considering the number of nodes even for a small 3D image, this
involves a large amount of calculations at each iteration. There are methods proposed to
overcome this computational cost by using parallel processing as diﬀerent sources can be
considered independent of each other, but still these methods are highly demanding. The
storage requirements of these methods can be decreased through the use of low memory
methods, the BFGS being the most noticeable one.
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Figure 2.3 Flowchart of quasi-Newton methods with line search.
Method of the Augmented Lagrangian
The common approach in quasi-Newton methods is to solve the forward problem (the
constraint) according to the current estimation of the optical properties. Thus, the con-
strained optimization problem is converted to an unconstrained one for which the methods
discussed above have been proposed. As mentioned before, there are constrained optimiza-
tion techniques that avoid solving the forward problem at each iteration (one of the main
sources of computational complexity of the solution). A widespread and commonly-used
method is that of the augmented Lagrangian [Abdoulaev et al., 2005]. For the constrained
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q=1 ‖F(x)Φ− Y ‖2, in which A, called the strength parameter, is to be deter-
mined at each iteration. This method searches for a stationary point of the augmented
Lagrangian, rather than a minimum [Nocedal and Wright, 2006]. Using the following ap-
proximate recursive formula, it is possible to update the Lagrange multipliers Vq (adjoint
variables) iteratively. This is shown to satisfy the corresponding constraints with high
accuracy [Nocedal and Wright, 2006; Ren, 2010],





(F(x)Φkq − Y ) , 1 ≤ q ≤ Nq. (2.47)
The most beneﬁcial aspect of this method is the possibility and simultaneous simplicity
of performing the technique in a parallel mode due to the fact that the method includes
several procedures that are independent of each other and their results together provide
the update at each iteration [Abdoulaev et al., 2005]. In addition, it has been shown that
the selection of the regularization parameter in this method can signiﬁcantly increase the
speed of convergence although there is no general theory on how to choose it to meet the
ﬁnal results in a minimum number of steps [Abdoulaev et al., 2005].
The Non-linear Kaczmarz Method
In contrast to the other optimization methods where all the data are used simultaneously to
update the unknown optical properties and/or the ﬂux density, in the non-linear Kaczmarz
method, each source-detector pair data is used sequentially at each iteration to update
the unknowns [Dorn, 1998]. If we consider Nq groups of non-linear equations as
Fq(x) = yq 1 ≤ q ≤ Nq, (2.48)
then, the updates of the unknown within each iteration can be formulated as [Ren, 2010]
xˆk,0 = xk, (2.49a)
xˆk,q = xk,q−1 + ζ
(∇xF Tq (xk,q−1))C−1q (yq − Fq(xk,q−1) , q = 1, · · · , Nq (2.49b)
xk+1 = xˆk,Nq , (2.49c)
in which,
Cq =
(∇xF Tq (xk,q−1))T (∇xF Tq (xk,q−1)) , (2.50)
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and 0 < ζ < 2 is the algorithm parameter. The matrix Cq in this method is diﬀerent
from the Hessian matrix in previous ones in both size and elements. To obtain Cq, at each
iteration, Nd (number of detectors) adjoint transport equations have to be solved. As a
result, the computational complexity of the method is dependent not only on the number
of sources, but also on the number of detectors [Natterer and Wubbeling, 2001].
2.4 Fluorescence Image Reconstruction
In FDOT, to obtain the image, ﬁrst light at a given excitation wavelength (λx) is used
to illuminate the tissue surface. The excitation light propagates through the biological
tissue. Fluorescent molecules in the target tissue get excited (each molecule gets excited
through absorption with a given eﬃciency, so-called the quantum yield, η˜) and emit light
at another wavelength called the emission wavelength (λm > λx due to the loss of energy
in the internal degrees of freedom within the molecule [Wang and Wu, 2007]). At the
medium boundary two sets of measurements are performed, one for each the excitation
and the emission wavelengths, and based on these measurement two inverse problems are
to be solved, one at the excitation wavelength, and the other at the emission (ﬂuorescence)
wavelength. These two inverse problems are interdependent in that the excitation light
ﬁeld, which depends on the reconstructed optical properties at the excitation wavelength,
serves as the source for the ﬂuorescence ﬁeld. The steady-state radiance equations that
serve as the forward model in FDOT are addressed in several articles including [Correia
et al., 2011; Naser and Patterson, 2010; Song et al., 2007]. Many diﬀerent image recon-
struction approaches have been proposed in the literature for FDOT imaging [Arridge and
Schotland, 2009; Boas et al., 2001; Dehghani et al., 2009]. IThe procedure of all FDOT
image reconstruction methods consists of the following steps [Ren, 2010]:
— Obtaining the ﬂux density at the excitation wavelength
— Calculation of the ﬂux density of the emission wavelength
— Reconstruction of the source distribution of the ﬂuorescence light (ﬂuorophore dis-
tribution)
A detailed description of the reconstruction procedure for the FDOT is given in Chapter 5.
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Contribution of the document to the thesis
This article contributed the ﬁrst analytical solution to the SPN equations in the case of a
bounded medium with curved boundaries. Such an analytical solution is very important in
validating numerical codes for solving the SPN equations for arbitrary curved geometries.
Abstract:
We present for the ﬁrst time an analytical solution for the simpliﬁed spherical harmonics
equations (so-called SPN equations) in the case of a steady-state isotropic point source
inside a spherical homogeneous absorbing and scattering medium. The SPN equations
provide a reliable approximation to the radiative transfer equation for describing light
transport inside turbid media. The SPN equations consist of a set of coupled partial dif-
ferential equations and the eigen method is used to obtain a set of decoupled equations,
each resembling the heat equation in the Laplace domain. The equations are solved for the
realistic partial reﬂection boundary conditions accounting for the diﬀerence in refractive
indices between the turbid medium and its environment (air) as occurs in practical cases of
interest in biomedical optics. Speciﬁcally, we provide the complete solution methodology
for the SP3, which is readily applicable to higher orders as well, and also give results for
the SP5. This computationally easy to obtain solution is investigated for diﬀerent optical
properties of the turbid medium. For validation, the solution is also compared to the
analytical solution of the diﬀusion equation and to gold standard Monte Carlo simula-
tion results. The SP3 and SP5 analytical solutions prove to be in good agreement with
the Monte Carlo results. This work provides an additional tool for validating numerical
solutions of the SPN equations for curved geometries.
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3.2 Introduction
Diﬀuse light propagation modeling in biological tissues plays an important role in biomed-
ical optics. It ﬁnds applications in diverse areas, such as in diﬀuse optical tomography
(DOT) imaging [Arridge, 1999; Chu and Dehghani, 2009; Klose, 2013], in the character-
ization of biological tissues or of phantoms (synthetic tissue mimicking media) [Martelli
and Zaccanti, 2007; Spinelli et al., 2014], and in light dosimetry, for instance for photo-
dynamic therapy (PDT) [Jacques, 2010; Johansson et al., 2007]. In DOT, one seeks to
image the inner optical properties of a biological tissue using boundary measurements
of light emerging from the tissue following its illumination. In any case, this requires
solving an inverse problem associated with the unknown tissue optical properties [Job-
sis, 1977] or concentration of a ﬂuorophore [Leblond et al., 2010] or of a bioluminescent
compound [Klose et al., 2010]. DOT image reconstruction algorithms heavily rely on the
solution of accurate models of light propagation in turbid media. In tissue and phantom
characterization, one resorts to an underlying light propagation model with homogeneous
parameters and a ﬁtting algorithm for retrieving the tissue optical parameters of geomet-
rically simple volumes of tissue or of materials [Martelli and Zaccanti, 2007; Spinelli et al.,
2014]. This resembles DOT in a way, but under much simpler and controlled settings, as
DOT aims at imaging inhomogeneous tissues with generally complex boundaries. In light
dosimetry, a light propagation model is resorted to for predicting the distribution of light
in diﬀerent parts of a tissue volume. Such light is used for instance in PDT to trigger an
oxydative reaction by way of a photosensitizer [Jacques, 2010; Johansson et al., 2007]. All
these applications obviously require accurate light propagation modelling.
The most accurate light propagation model at the meso- and macroscopic scales is recog-
nized as the radiative transfer equation (RTE) [Arridge, 1999; Klose, 2013; Wang and Wu,
2007] (of course at the microscopic scale Maxwell’s equations are the fundamental model).
The RTE is an integro-partial-diﬀerential equation for which few analytical solutions in
3D have been found for inﬁnite or semi-inﬁnite media, see for instance [Kienle et al., 2013;
Liemert and Kienle, 2013, 2015] and the references therein. However, for practical appli-
cations, it is burdensome to solve numerically [Klose, 2010], as is its high order so-called
PN approximation [Case and Zweifel, 1967] for which also only few analytical solutions
are known [Liemert and Kienle, 2014]. To deal with this complexity, one has generally
resorted to the widely used diﬀusion equation (DE) [Wang and Wu, 2007]. The DE no-
ticeably suﬀers from an inaccurate description of light propagation in highly absorptive
tissues (vascularized tissues), low scattering (void-like tissues such as lungs), and in the
case of small geometries as occurs in small animal imaging [Klose and Larsen, 2006]. To
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overcome these shortcomings, the simpliﬁed spherical harmonics (SPN) model has been
proposed which is both precise under the aforementioned situations and much less com-
putationally demanding as regards numerical solutions in comparison with the RTE and
PN [Klose and Larsen, 2006]. For this reason, the SPN approximation has proved to be
a useful model in recent years in biomedical optics, notably in DOT [Bouza-Domínguez
and Bérubé-Lauzière, 2013; Chu and Dehghani, 2009; Klose, 2013]. The SPN equations
provide a higher order approximation to the RTE than the DE. Few analytical solutions
have been developed for the SPN equations, and in all cases, inﬁnite or semi-inﬁnite media
have been considered [Liemert and Kienle, 2010a, 2011b; Zhang et al., 2014, 2013]. To our
knowledge, this is the ﬁrst paper providing an analytical solution to the 3D-SPN equa-
tions within a curved bounded medium. Here, we obtain such a solution for an isotropic
point source located inside a spherical homogeneous medium. Speciﬁcally, we present the
solution approach for the SP3, which is readily applicable to higher orders as well, and
compare the results for the SP3 and SP5 with those obtained with Monte Carlo simula-
tions. We point out that analytical solutions such as that presented here, since they are
exact, are very useful in validating numerical light propagation codes resorting for instance
to ﬁnite diﬀerences, ﬁnite elements, or ﬁnite volumes.
A ﬁnal note, the simplest way to derive the SPN equations (so-called the formal or heuris-
tic derivation) is to consider a planar symmetry medium [Bouza-Domínguez and Bérubé-
Lauzière, 2013]. One may then question the validity of the SPN model for curved ge-
ometries such as a sphere considered here. However, deriving the SPN equations based
on the planar symmetry assumption is just one way to obtain these equations. A more
rigorous approach exists based on a variational formulation, which does not require the
planar symmetry assumption [Brantley and Larsen, 2000; Tomašević and Larsen, 1996].
It is thus legitimate to consider the SPN equations for any geometry.
3.3 The SPN model
The SPN equations utilize odd orders of composite moments of the radiance to approx-
imate the RTE, since the even orders can be obtained from the odd ones [Klose and
Larsen, 2006]. It has been shown that low order SPN equations provide suﬃciently accu-
rate results for biomedical optics [Bouza Domínguez and Bérubé-Lauzière, 2010; Klose and
Larsen, 2006]. For simplicity, we hereby consider the lowest possible order N = 3 (N = 1
is shown to be the DE) to both obtain applicable results and lower the complexity of the
calculations presented; calculations for higher orders are similar. The SP3 equations for
the continuous-wave (CW) case are a set of coupled partial diﬀerential equations (PDEs)
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where ϕi, μa, and μai are the composite moments, zeroth, and ith-order absorption coef-
ﬁcients, respectively, with i = 1, 2 (note: in all that follows, it will be implicitly assumed
without further repetition that index i takes on values 1 and 2); Q is the source term lo-
cated inside the medium. All previous quantities generally depend on position r, but in the
present case, since the medium is homogeneous, μa and the μai’s are position independent.
Since we are dealing with a bounded medium, the associated boundary conditions (BCs)
need to be considered. Here we use partial reﬂection BCs, taking into account a refractive
index mismatch, since these are the most realistic for biomedical imaging. The SP3-BC


































where Ai, Bi, Ci, and Di are constants that depend on the reﬂectivity function at the
boundary of the medium (these constants are given in [Klose and Larsen, 2006]).
3.4 Methods
Since the SP3 equations are a set of coupled PDEs, a method for decoupling them is
essential to obtain an analytical solution. This is done via eigenvalue-based diagonaliza-
tion [Liemert and Kienle, 2011b; Zhang et al., 2013]. It should be noted that in each
equation, the coupling moment (ϕ2 in the Eq. (1a) or ϕ1 in the Eq. (1b)) is added along
with a coeﬃcient. Consequently, in the homogeneous case, the SP3 equations can be
rewritten in matrix form as (∇2I−M)Φ = −Q, (3.3)
with I the identity matrix and




























Finding the matrix S that diagonalizes M (i.e. S−1MS = diag(λ1, λ2) = Λ) leads to
(∇2I−Λ)S−1Φ = −S−1Q. (3.5)
Deﬁning new variables Φ′ = S−1Φ and ′ = S−1 results in a set of diagonalized equations,
each of which has the form of a diﬀusion equation. Hereon, as we are developing the
analytical solution for a spherical medium, spherical coordinates (r, θ, φ) will be resorted
to. Owing to the symmetry of the sphere, the point source (Dirac delta function) will be
located without loss of generality at position (r′, 0, 0) in spherical coordinates (the solution
for a source at any other position within the sphere at the same radius can be obtained
by simply rotating the solution obtained here). Owing to the symmetry of the problem
at hand the moments are independent of the azimuthal angle φ. The decoupled equations



















)− λiϕ′i = −′iQ. (3.6)
This equation has the same form as that obtained when solving the time-dependent heat
equation in the Laplace domain for the time variable (here λi is the equivalent of the
Laplace variable s). Hence, we may use the technique developed in [Carslaw and Jaeger,
1959] to solve this equation; the solution can be obtained as the sum of two terms: the
ﬁrst being the solution to the PDE due to the point source in an inﬁnite medium and the
second being the solution to the homogeneous PDE, so that the sum satisﬁes the BCs.
The inﬁnite medium solutions at an arbitrary point (r, θ, φ) for the decoupled moments,





where R2 = r2 + r′2 − 2rr′ cos θ. Addition theorems for Bessel functions [Watson, 1995]





















() and In+ 1
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() are modiﬁed Bessel functions of ﬁrst and second kind, respec-
tively, and Pn() is the Legendre polynomial of order n; μ = cos θ. The above solution
is valid for r < r′; for r > r′, the modiﬁed Bessel functions of the ﬁrst kind should be
replaced by Bessel functions of the second kind and vice versa.
The second part of the solution, i.e. that of the homogeneous PDE, has the following












where the coeﬃcients αi,n are to be calculated by applying the BCs. The sum of ϕ′i,inf
and ϕ′i,hom provides the general solution to the diagonalized PDEs. The solution for the
moments ϕ1 and ϕ2 of the original SP3 equations can be obtained from Φ = SΦ′, which












Substituting in the last equations the expressions given in Eqs. (8) and (9), the general
solution is given by Eq. (12). In [Carslaw and Jaeger, 1959], the solution is obtained
for zero BCs, and this for a single equation (the heat equation), whereas here, we have
two coupled equations along with Robin-type BCs. To apply the partial reﬂection BCs,
the normal derivatives n · ∇ϕi, need to be calculated. This poses no diﬃculty as the
normal to the boundary surface is along r owing to the spherical geometry. The only
terms with an r-dependency are the modiﬁed Bessel functions. For the calculation of the










































Replacing these derivatives in the SP3-BC equations for r = a (a = radius of the sphere)
deﬁnes the values for the αi,n’s and gives the following complete solutions for the SP3
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We presented the methodology for obtaining the solution to the SP3 equations, but this
easily carries over to the SP5 (and eventually the SP7). Thus, in this section we also
present results for the SP5. We also solved the DE (SP1) for the same geometry along
with the associated partial reﬂection DE-BC. The solutions are calculated for a sphere of
radius 10 mm with source location at r′ = 3 mm along the positive z and are plotted along
complete diameters (hence the negative values for r) for various values of μa and μ′s =
(1− g)μs (g is kept constant at 0.9). We have speciﬁed these values to cover three cases:
the diﬀusion regime (μ′s/μa  10), the limit of the diﬀusion regime (μ′s/μa  10), and the
transport regime (μ′s/μa < 10) [Hielscher et al., 1998]. To validate the results, a Monte
Carlo (MC) simulation was conducted using the mesh-based MC (MMC) package [Fang,
2010]. The cross-section of the medium is depicted in Fig. 1 (a). We changed the MC
meshing function so that it provides ﬁner elements along the diameter along which the
solution is plotted. To further depict the solutions, we also give results along diameters
with θ = 30◦ and 45◦. Fig. 1 (a) shows these diameters along with the source position. To
further investigate the solution, 16 detectors are arranged on the boundary of the medium.
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Table 3.1 Optical properties for the diﬀerent regimes
Parameter μa(mm−1) μs(mm−1) g nin nout
Diﬀusion regime 0.0500 1.50000 0.9000 1.3700 1.0000
Limit of Diﬀusion 0.100 1.00000 0.9000 1.3700 1.0000
Transport regime 0.200 1.00000 0.9000 1.3700 1.0000
This arrangement is depicted in Fig. 1 (b). The center of the green dot represents the
location of the homogeneous point source and the blue dots represent the location of
equally-spaced detectors along the boundary of the medium.
(a) (b)
Figure 3.1 Geometry of the Monte Carlo simulation. (a) Cross-section of the
meshed spherical medium with diameters along which the results are given, (b)
Top-view of the arrangement of the source and detectors on the boundary of the
medium for performing boundary measurements.
























































Figure 3.2 Analytical and Monte Carlo simulations for the diﬀusion regime,
along θ = (a) 0◦, (b) 30◦, and (c) 45◦.
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Figure 3.3 Analytical and Monte Carlo simulations for the limit of the diﬀusion
regime, along θ = (a) 0◦, (b) 30◦, and (c) 45◦.



























































Figure 3.4 Analytical and Monte Carlo simulations for the transport regime,
along θ = (a) 0, (b) 30, and (c) 45◦.
































































Figure 3.5 Boundary measurements for analytical and Monte Carlo solutions
for (a) the diﬀusion regime, (b) the limit of the diﬀusion regime, and (c) the
transport regime.
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Figure 3.6 Logarithmic ratio of the Monte Carlo solution to the analytical
solutions along θ = 30◦ for (a) the diﬀusion regime, (b) the limit of the diﬀusion
regime, and (c) the transport regime.
The MC, DE, SP3 and SP5 solutions for diﬀerent regimes are depicted in Figs. 2 to 4.
In each ﬁgure, results along the speciﬁed diameters (θ = 0◦, 30◦, and 45◦) are shown in
the associated sub-ﬁgures. As mentioned before, to further investigate the solution, the
boundary measurements at 16 equally-spaced detection positions are plotted for diﬀerent
regimes in Fig 5. This ﬁgure depicts the good agreement between the Monte Carlo and
analytical solutions (especially SP3 and SP5). Furthermore, as a measure of agreement
between the Monte Carlo and analytical solutions, we have considered the logarithmic
ratio of the Monte Carlo solution to the analytical ones along θ = 30◦. For interpretation,
the closer the logarithm of the ratio to 0, the more accurate the solution is. It should be
mentioned that the ideal solution can be obtained by summation of an inﬁnite number
of term in Eq. (12), while in practice the summation must be truncated for computer
calculations. The ﬁnite summation brings about errors as can be seen close to r = −10mm.
Note that a log scale is used, giving the impression that at −10 mm, the solutions are
very diﬀerent, but essentially the solution is zero there. Despite that, the SP3 and SP5
analytical solutions are in excellent agreement with the gold standard MC solution. It
is to be noticed that they are more accurate than the DE solution. This is expected
owing to the higher order approximation provided by the SPN and the smallness of the
medium considered here, which also makes the SP3 and SP5 perform better with optical
parameters corresponding to the diﬀusion regime (Fig. 1 (b)). It should be mentioned here
that the purpose of this paper is not to compare models (i.e. SPN vs RTE, PN or DE),
but rather to provide an analytical solution to the SPN approximation, which is becoming
a popular model. This being said, it is certainly useful, as we have done, to compare the
SPN solutions with a solution to a more accurate model such as the Monte Carlo, or with
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the DE which is a well-know model, to conﬁrm that the SPN solution has the expected
behavior. In this sense, the comparisons made here can only be considered qualitatively
rather than quantitatively and it is expected that there will be some diﬀerences between
the solutions.
3.6 Conclusion
In this paper, a methodology for analytically solving the SP3 equations for a point source
in a sphere with partial reﬂection BCs is provided which also readily applies to higher
orders. The solutions obtained are compared with the DE and benchmarked against
the gold standard Monte Carlo solution. The SP3 and SP5 analytical solutions are seen
to be in good agreement with the MC results. Such an analytical solution, which is
computationally easy to obtain with standard mathematical packages such as MATLAB®,
will prove very useful for instance in validating SP3 and SP5 forward numerical codes
developed for solving the inverse DOT image reconstruction problem based on the SPN
as a forward model. Further, if one is to quantitatively validate a numerical code for a
given equation (say the SPN), then it should be validated against known solutions of that
same equation, not against a solution to a diﬀerent equation (such as the Monte Carlo
can considered a solution to the RTE). Hence, it is important to have analytical solutions
to the SPN equations to validate SPN numerical codes. The approach developed here can
be extended to other geometries, and basically, the present methodology opens the door
to obtain analytical solutions of the SPN equations for bounded media, which are of great
importance as validation tools in practice, since bounded media are what one has to deal
with in practice.
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Contribution of the document to the thesis
This article presents an analytical solution for the SPN equations in the case of a bounded
cylinder. Cylindrical shapes are very often used in practice in validation experiments in
DOT, and thus it is important to have analytical solutions for such shapes in order to
validate the forward model in DOT image reconstruction algorithms. Prior to this work,
there was to the authors’ knowledge no known solution to the SPN equations for cylindrical
media.
Abstract:
This work presents a methodology for solving the simpliﬁed spherical harmonics equations
(SPN) in a ﬁnite homogeneous absorbing and scattering cylindrical medium. The SPN
equations are a reliable approximation to the radiative transfer equation for describing
light propagation inside turbid media. They consist of a set of coupled partial diﬀerential
equations (PDEs). The solution is for a steady-state isotropic point source arbitrarily
located inside the cylindrical turbid medium. It is developed for the partial reﬂection
boundary conditions, which realistically model the refractive index mismatch between a
turbid medium and its environment (air), as occurs in practice in biomedical optics. The
eigen method is used to decouple the set of SPN PDEs. The methodology is applied
on the SP3, which has proved to be suﬃciently accurate in practice, but it is readily
generalizable to higher orders. The solution is compared to the analytical solution of
the diﬀusion equation as well as to gold standard Monte Carlo simulations for validation,
against which it shows good agreement. This work provides a further tool for validating
numerical solutions of the equations for curved geometries, namely cylindrical shapes which
are often used in practice.
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4.2 Introduction
There is a wide range of applications relying on modeling diﬀuse light propagation. This
includes diﬀuse optical tomography (DOT) imaging [Arridge, 1999; Chu et al., 2009; Klose,
2013], in the characterization of biological tissues or of phantoms (tissue mimicking syn-
thetic media) [Martelli and Zaccanti, 2007; Spinelli et al., 2014], and in light dosimetry,
for instance for photodynamic therapy (PDT) [Jacques, 2010; Johansson et al., 2007].
The goal in DOT is to obtain a 3D map of optical properties of a biological tissue using
measurements of light emerging from the boundary. This is due to the illumination of
the boundary with near-infrared (NIR) light. This necessitates positioning sources and
detectors at the exterior boundary of the tissue and performing measurements in epi-
or trans-illumination mode (i.e reﬂection or transmission mode) and solving the inverse
problem to calculate the unknown tissue optical properties [Jobsis, 1977]. The modeling
of light propagation in turbid media is essential to image reconstruction algorithms in the
DOT imaging. The two dominant processes in light propagation inside turbid media are
absorption and scattering.
Radiative transfer equation (RTE) is generally used to model the propagation of light in an
absorbing and scattering medium at the meso/macroscopic scales [Arridge, 1999; Klose,
2013; Wang and Wu, 2007] while at the microscopic scale Maxwell’s equations are the
normally applied [Voit et al., 2009]. The RTE is an integro-partial-diﬀerential equation
diﬃcult to solve both analytically and numerically. Notably, few analytical solutions in
3D have been developed for the RTE, and this is mostly for inﬁnite or semi-inﬁnite media,
e.g. see [Kienle et al., 2013; Liemert and Kienle, 2013, 2015] and the references therein.
Furthermore, in practical applications it is very demanding to solve numerically [Klose
et al., 2010]. To overcome this complexity, the diﬀusion equation (DE) is commonly
employed [Wang and Wu, 2007]. Although being extensively used equation, the DE is
inaccurate in describing light propagation in highly absorptive tissues (vascularized tis-
sues), when scattering is low (e.g. void-like tissues such as lungs), and in small geometries
such as in small animal imaging [Klose and Larsen, 2006]. To overcome these diﬃculties,
the simpliﬁed spherical harmonics (SPN) model has been devised which is a higher order
approximation to the RTE than the DE. It is more accurate in the situations mentioned
above and much less computationally expensive when numerically solved in comparison
with the RTE [Klose and Larsen, 2006]. These features have made, the SPN approxima-
tion a favorable model recently in biomedical optics, especially in DOT [Bouza-Domínguez
and Bérubé-Lauzière, 2013; Chu et al., 2009; Klose, 2013].
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The Green’s function method is the main approach to obtain analytical solutions for the
DE in regular geometries [Arridge et al., 1992; Patterson et al., 1989]. Examples thereof
can be found in the works of Arridge et al. [Arridge et al., 1992] to obtain the solution for an
inﬁnite cylinder with an inﬁnite line source or of Liemert and Kienle for continuous-wave
(CW) solutions using the extrapolated boundary condition [Liemert and Kienle, 2010b,c].
Nonetheless, few analytical solutions have been developed for the SPN equations, and in
all cases, inﬁnite or semi-inﬁnite media have been considered [Liemert and Kienle, 2010a,
2011a; Zhang et al., 2014, 2013], except for a previous solution we presented for a sphere
with an interior point-isotropic source [Edjlali and Bérubé-Lauzière, 2016].
To our knowledge, this is the ﬁrst paper providing an analytical solution to the 3D-SPN
equations within a cylindrical medium. We obtain such a solution for an isotropic point
source modeled by a Dirac δ function located inside a cylindrical homogeneous medium.
The point source is located arbitrarily without the restriction of being at the central plane
of the cylinder. Hence, this provides a very versatile solution for the ﬁnite cylindrical
geometry. Furthermore, we derive the solution for the most complex and realistic boundary
condition (BC) for biomedical optics, namely the Robin type BC modeling the partial
reﬂection of light at the boundary, owing to the refractive index change at the interface
between the interior of the tissue and the exterior medium (air). It is to be noted that
the approach is also capable of dealing with simpler BCs (such as the zero BC or the
extrapolated BC), but as these are of lesser interest in the context of biomedical optics, we
shall not treat these here. Speciﬁcally, we present the solution approach for the SP3, which
is readily applicable to higher orders as well, and compare the results for the SP3 and DE
with those obtained with Monte Carlo simulations. We point out that analytical solutions
such as that presented here and in [Edjlali and Bérubé-Lauzière, 2016] are interesting in
their own right, since they are exact; But more importantly in the authors’ view, they
are most useful in validating numerical codes resorting for instance to ﬁnite diﬀerences,
ﬁnite elements, or ﬁnite volumes, notably to model light propagation in bounded curved
objects. This is in fact the motivation for having developed these solutions.
4.3 The SPN model
The SPN equations are developed for the composite moments of the radiance. Herein, odd
orders of the moments are used as as even orders depends linearly on the odd ones [Klose
and Larsen, 2006]. Low order SPN equations are employed in biomedical optics due to their
acceptable accuracies [Bouza Domínguez and Bérubé-Lauzière, 2010; Klose and Larsen,
2006]. The lowest possible non-trivial order, that is N = 3 is considered here, since N = 1
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is the same as the DE. This allows simplifying the calculations presented. Note, however,
that calculations for higher orders are similar. For the continuous-wave (CW) case, the


































Here, ϕi, μa, and μai are the composite moments, zeroth, and ith-order absorption co-
eﬃcients, respectively, with i = 1, 2 (in the sequel, it will be assumed without further
repetition that index i takes on values 1 and 2); Q represents the distribution of source
located inside the medium. All previous quantities are generally position dependent, but
in the present case, as the medium is homogeneous, μa and the μai’s are constant.
Since a bounded medium is considered here, boundary conditions (BCs) need to be in-
cluded in the light propagation model. Here, partial reﬂection BCs are considered.These
account for the refractive index mismatch at the boundary of the medium and its surround-
ing. These BCs are the most realistic for biomedical imaging. The SP3-BC equations with


































Such BCs are of the Robin-type (also called mixed- or third-type BCs). Here Ai, Bi,
Ci, and Di are constants that depend on the reﬂectivity function at the boundary of the
medium (See [Klose and Larsen, 2006] for the expression of the these constants).
4.4 Methods
Decoupling the SP3 equations is an essential ﬁrst step towards an analytical solution, and
eigenvalue-based diagonalization is resorted to for this [Edjlali and Bérubé-Lauzière, 2016;
Liemert and Kienle, 2011a; Zhang et al., 2013]. To that end, the moment which couples
the equations in each equation (ϕ2 in Eq. (4.1a) and ϕ1 in Eq. (4.1b)) appears added along
with a coeﬃcient. Hence, in the case of homogeneous media, the SP3 equations can be
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rewritten in matrix form as (∇2I−M)Φ = −Q, (4.3)




























Using the matrix S that diagonalizes M (i.e. S−1MS = diag(λ1, λ2) = Λ), Eq. (4.3) is
transformed into (∇2I−Λ)S−1Φ = −S−1Q. (4.5)
Introducing new variables Φ′ = S−1Φ and ′ = S−1 leads to a set of diagonalized equa-
tions, each taking the form of a diﬀusion equation. Hereon, as we are developing the
analytical solution for a cylindrical homogeneous medium, cylindrical coordinates (ρ, φ, z)
will be resorted to. Owing to the cylindrical symmetry of the medium considered, the point
source (Dirac δ function) can without loss of generality be located at position (ρ′, 0, z′)
in cylindrical coordinates (the solution for a source at any other position in the x − y
plane at the same radius can be obtained by simply rotating the solution to be obtained
here). Also, because of this symmetry, the moments are independent of the azimuth φ.


















− λiϕ′i = −′iQ. (4.6)
This equation has the same form as that obtained when solving the time-dependent heat
equation in the Laplace domain for the time variable (here λi is the equivalent of the
Laplace variable s). Thus, the technique developed in [Carslaw and Jaeger, 1959] to solve
this equation can be used, in which the solution is expressed as the sum of two terms, the
ﬁrst being the solution to the PDE due to the point source in an inﬁnite medium, and
whereby the second is the solution to the homogeneous PDE, so that the sum satisﬁes the
BCs.
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The inﬁnite medium solutions for the decoupled moments ϕ′1 and ϕ′2 at an arbitrary point

























where P 2 = ρ2+ρ′2−2ρρ′ cosφ, η2 = ξ2+λ2i . Furthermore, J0 and K0 are the zeroth-order
Bessel and modiﬁed Bessel functions of ﬁrst and second kinds, respectively.
As regards the solution to the homogeneous PDE (second part of the solution), the general
form of the solution to the homogeneous diﬀusion-like equation using the addition theorems
for Bessel functions [Watson, 1995] can be expressed in cylindrical coordinates as [Erkol
et al., 2015]














× (ci,m,κ cos(mφ) + di,m,κ sin(mφ))(ei,m,κ cosh(κz) + fi,m,κ sinh(κz)),
(4.8)
where m ranges over integer values, κ is a real-valued index whose exact form will be
determined shortly, respectively Jm() and Ym() are the Bessel functions of ﬁrst and second
kinds and where co stands for either cos or cosh and si for either sin or sinh (which function
to choose will come later). The coeﬃcients ai,m,κ, bi,m,κ, ci,m,κ, di,m,κ, ei,m,κ and fi,m,n are
to be found in accordance with the solution being required to be continuous, to obey the
BCs, and to be bounded.
Without the loss of generality, one can assume the point source to be located along the x
axis (at φ = 0) resulting in symmetry wrt to φ. Therefore, the coeﬃcient di,m,κ must be
set to zero. A simpliﬁcation to facilitate the solution hereby is to assume the source on
the z = 0 mm plane, resulting in a symmetry wrt to the z axis. Consequently, coeﬃcient
fi,m,κ must be equal to zero. Herein, since the most general solution is aimed for, this
assumption can not be carried on. Hence, both cosh and sinh terms are kept.
Furthermore, the behavior of the Bessel functions of the second kind in vicinity of the
origin necessitates to distinguish the form of the solution for the two separate regions of
ρ < ρ′ and ρ > ρ′ (at ρ = 0, the solution must be bounded). Hence, the solution for these
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× (νi,m,κco(κz) + ηi,m,κsi(κz)) ρ > ρ′.
(4.9)
The new set of coeﬃcients αi,m,κ, βi,m,κ, γi,m,κ, δi,m,κ, νi,m,κ, and ηi,m,κ are simply multi-
plications of the coeﬃcients ai,m,κ and others apperaring in Eq. (4.8). To calculate these
coeﬃcients, the following assumptions will be made:
— the cylinder is long with respect to its diameter, then it is reasonable to consider
zero BCs (ZBCs) at its two ends; it should be noted then that since the moments
ϕ1 and ϕ2 are linear combinations of the ϕ′1 and ϕ′2, applying the ZBCs on the
original moments is equivalent to applying them on the decoupled ones,
ϕ′i(ρ, φ,±L) = ϕi(ρ, φ,±L) = 0. (4.10)

































— continuity of the two forms of the solution at ρ = ρ′ in addition to its derivatives.
As can be seen, it is only for the ﬁrst condition that we can work on both original and
decoupled moments. The term in the solution dependent on z is co(κz), and it is required




















At this point, obtaining the ﬁnal solution for the original moments ϕ1 and ϕ2 requires
applying the boundary and continuity conditions and calculating the coeﬃcients αi,m,κ,
βi,m,κ, γi,m,κ, δi,m,κ, νi,m,κ, and ηi,m,κ that result (summing over index κ has now become
summing over index k since k speciﬁes κ). The solution for the moments ϕ1 and ϕ2 of the













Replacing the solutions for the decoupled moments gives













































































































































































































The normal derivatives n·∇ϕi need to be calculated in order to apply the partial reﬂection
BCs. This poses no diﬃculty as the normal to the boundary surface is along ρ owing to
the cylindrical geometry. The only terms with a ρ-dependency are the Bessel functions.
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ρ by ζi will lead to the following set of algebraic equations (to
obtain these equations, the linear independence of Bessel functions and orthogonality of
the sin and cos functions are used, and also notice that J ′m() and Y ′m() are derivatives of





























































































In addition to these two conditions, continuity of the solutions and their derivatives (con-
sidering the existence of a Dirac δ function) bring about 4 other equations (details about
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the continuity can be found in [Erkol et al., 2015]),
S11γ1,m,kJm(ζ1ρ












′) + S11ν1,m,kY ′m(ζ1ρ
′) + S12γ2,m,kJ ′m(ζ2ρ
′) + S12ν2,m,kY ′m(ζ2ρ
′)














′) + S21ν1,m,kY ′m(ζ1ρ
′) + S22γ2,m,kJ ′m(ζ2ρ
′) + S22ν2,m,kY ′m(ζ2ρ
′)











Equations (4.15-4.20) are obtained by applying the aforementioned conditions on terms
for which the z dependency is of the form of cos function. They form a system of 6
linear algebraic equations for the coeﬃcients αi,m,k, γi,m,k and νi,m,k, and solving these
equations gives the values of these coeﬃcients. Applying the same conditions on terms
with z dependency of the form of sin function provides the system of equations to calculate
the other 6 coeﬃcients, namely βi,m,k, δi,m,k and ηi,m,k. Note that these two systems need
to be solved for each value of m and k separately and the sum of all terms will bring
about the ﬁnal solution for the moments ϕ1 and ϕ2. Once the moments are calculated,
the ﬂuence rate can be obtained simply by the equation ϕ = ϕ1 − 23ϕ2.
4.5 Results
The methodology for solving the SP3 equations was presented above. For comparison, the
DE (SP1) was also solved for the same geometry along with the associated partial reﬂection
DE-BC on the periphery and ZBCs on the bottom and top surfaces. The solutions are
calculated for a cylinder of radius R = 10 mm and height 2L = 100 mm (which justiﬁes
the ZBCs on the two ends of the cylinder). Diﬀerent source locations are considered in
simulations to evaluate the performance and accuracy of the solution obtained. In the
ﬁrst case, the isotropic point source is located at ρ′ = 6 mm along the positive x axis
(φ = 0 and z = 0 mm) and in the second case, it is located at ρ′ = 6 mm, φ = 0,
and z = 15 mm (hence, closer to the one end of the cylinder). The results are plotted
along complete diameters (hence the negative values for ρ) for various values of μa and
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Table 4.1 Optical properties for the diﬀerent regimes
Parameter μa(mm−1) μs(mm−1) g nin nout
Diﬀusion regime 0.0500 1.50000 0.9000 1.3700 1.0000
Limit of Diﬀusion 0.100 1.00000 0.9000 1.3700 1.0000
Transport regime 0.200 1.00000 0.9000 1.3700 1.0000
μ′s = (1 − g)μs (g is kept constant at 0.9). The values considered cover three cases: the
diﬀusion regime (μ′s/μa  10), the limit of the diﬀusion regime (μ′s/μa  10), and the
transport regime (μ′s/μa < 10) [Hielscher et al., 1998]. Monte Carlo (MC) simulations
were conducted using the mesh-based MC (MMC) package [Fang, 2010] to validate the
analytical solutions. The cross-section of the medium is depicted in Fig. 4.1a with the
diameters along which the results are depicted for the plane of z = 0 mm. One should
notice that the long cylinder is displayed partially in this ﬁgure for the sake of clearance of
the depiction. MC meshing was reﬁned so as to provide ﬁner elements along the diameter
along which the solution is plotted. In the ﬁrst case, results are given along φ = 0◦, 45◦,
and 90◦ at the same plane as the source (z = 0 mm) and at φ = 0◦ with z = 20 mm. For
the second case, results are depicted at the same angles as the ﬁst case with z = 15 mm and
at φ = 0◦ with z = 0 mm. To further investigate the solution, 16 detectors are arranged
on the boundary of the medium. This arrangement is depicted in Fig. 1 (b). The green
dot represents the location of the isotropic point source and the blue dots represent the
location of equally-spaced detectors along the boundary of the medium.
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(a) (b)
Figure 4.1 Geometry of the Monte Carlo simulation. (a) Cross-section of the
meshed cylindrical medium with diameters along which the results are displayed,
(b) Top-view of the arrangement of the source and detectors on the boundary
of the medium for performing boundary measurements.
(a) (b) (c)
Figure 4.2 Analytical and Monte Carlo simulations along φ = 0◦ and z = 0 mm
(source at ρ′ = 6 mm, φ = 0◦, and z = 0 mm) for (a) the diﬀusion regime, (b)
the limit of the diﬀusion regime, (c) the transport regime.
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(a) (b) (c)
Figure 4.3 Analytical and Monte Carlo simulations along φ = 45◦ and z =
0 mm (source at ρ′ = 6 mm, φ = 0◦, and z = 0 mm) for (a) the diﬀusion regime,
(b) the limit of the diﬀusion regime, (c) the transport regime.
(a) (b) (c)
Figure 4.4 Analytical and Monte Carlo simulations along φ = 90◦ and z =
0 mm (source at ρ′ = 6 mm, φ = 0◦, and z = 0 mm) for (a) the diﬀusion regime,
(b) the limit of the diﬀusion regime, (c) the transport regime.
(a) (b) (c)
Figure 4.5 Analytical and Monte Carlo simulations along φ = 0◦ and and
z = 20 mm (source at ρ′ = 6 mm, φ = 0◦, and z = 0 mm) for (a) the diﬀusion
regime, (b) the limit of the diﬀusion regime, (c) the transport regime.
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(a) (b) (c)
Figure 4.6 Analytical and Monte Carlo simulations along φ = 0◦ and and
z = 15 mm (source at ρ′ = 6 mm, φ = 0◦, and z = 15 mm) for (a) the diﬀusion
regime, (b) the limit of the diﬀusion regime, (c) the transport regime.
(a) (b) (c)
Figure 4.7 Analytical and Monte Carlo simulations along φ = 45◦ and and
z = 15 mm (source at ρ′ = 6 mm, φ = 0◦, and z = 15 mm) for (a) the diﬀusion
regime, (b) the limit of the diﬀusion regime, (c) the transport regime.
(a) (b) (c)
Figure 4.8 Analytical and Monte Carlo simulations along φ = 90◦ and and
z = 15 mm (source at ρ′ = 6 mm, φ = 0◦, and z = 15 mm) for (a) the diﬀusion
regime, (b) the limit of the diﬀusion regime, (c) the transport regime.
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(a) (b) (c)
Figure 4.9 Analytical and Monte Carlo simulations along φ = 0◦ and and
z = 0 mm (source at ρ′ = 6 mm, φ = 0◦, and z = 15 mm) for (a) the diﬀusion
regime, (b) the limit of the diﬀusion regime, (c) the transport regime.
(a) (b) (c)
Figure 4.10 Boundary measurements for analytical and Monte Carlo solutions
for (a) the diﬀusion regime, (b) the limit of the diﬀusion regime, and (c) the
transport regime.
(a) (b) (c)
Figure 4.11 Logarithmic ratio of the Monte Carlo solution to the analytical
solutions along φ = 30◦ and z = 0 for (a) the diﬀusion regime, (b) the limit of
the diﬀusion regime, and (c) the transport regime.
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Figs. 4.2 to 4.9 depict MC, DE, and SP3 solutions for diﬀerent regimes. Results along
the speciﬁed diameters (φ = 0◦, 40◦ and 90◦ with z = 0, and 15 mm for two diﬀerent
source locations) are shown in the associated sub-ﬁgures. As mentioned before, boundary
measurements at 16 equally-spaced detection positions are plotted for diﬀerent regimes
in Fig. 4.10 in order to further investigate the solutions. It is seen that there is good
agreement between the Monte Carlo and analytical solutions (especially SP3). As a further
assessment of agreement between the Monte Carlo and analytical solutions, the logarithmic
ratio of the Monte Carlo solution to the analytical ones along the diameter at φ = 30◦ is
depicted in Fig. 4.11. For interpretation, the closer the logarithm of the ratio to 0, the
more accurate the solution is. It is seen that the SP3 analytical solution is in excellent
agreement with the gold standard MC solution except for close to the source location where
the limited number of terms in the inﬁnite sum of the solution decreases its accuracy. It
is also more accurate than the DE solution. This is expected since the SPN is a higher
order approximation and the smallness of the medium considered here also makes the SP3
perform better with optical parameters corresponding to the transport regime. Note that
the purpose of this paper is not to compare models (i.e. SPN vs RTE, PN or DE), but
rather to provide an analytical solution to the SPN approximation, which is an increasingly
popular model. Notwithstanding the foregoing, it is certainly useful, as was done, to
compare the SP3 solution with a solution to a more accurate model such as the Monte
Carlo, or with the DE which is a highly familiar model in biomedical optics, to conﬁrm
that the SP3 solution has the expected behavior. In this regard, the comparisons made
here can only be considered qualitatively rather than quantitatively; it is expected that
there will be some diﬀerences between the solution to the diﬀerent models.
4.6 Conclusion
This paper presented a methodology for analytically solving the SP3 equations for an
isotropic point source in a cylinder with partial reﬂection BCs on the peripheral surface
of the medium and ZBCs on its two end ones. The methodology also readily applies
to higher orders. The solution is compared with the DE and benchmarked against the
gold standard Monte Carlo solution. The SP3 analytical solution is seen to be in good
agreement with the MC results. Such an analytical solution, which is computationally
easy to obtain with numerical computing packages (MATLAB®, Python, · · · ) will prove
very useful for instance in validating SPN forward numerical codes developed for solving
the inverse DOT image reconstruction problem based on the SPN as a forward model.
Further, to quantitatively validate a numerical code for a given equation (say the SPN),
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then validation should be performed against known solutions of that same equation, not
against a solution to a diﬀerent equation (such as the Monte Carlo that can be considered a
solution to the RTE). It is thus important to have analytical solutions to the SPN equations
to validate SPN numerical codes. The present analytical solutions of the SPN equations
for cylindrical bounded media is of great usefulness as a validation tool in practice, since
cylindrical media are often used for testing purposes in the biomedical optics laboratories,
and more generally bounded media are what one has to deal with in practice.
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Contribution of the document to the thesis
This article presents a general Lq-Lp framework to formulate an objective function and
its regularization term for iterative reconstruction in FDOT imaging. This general frame-
work provides an opportunity to assess the performance of traditional sum of squares of
diﬀerences in comparison with other norms applied for both objective function and regu-
larization term in solving the FDOT inverse problem. Results obtained support the need
to consider the reformulation of both the objective function and its regularization term
for this problem. To the authors’ knowledge, prior to this work, no such evaluation was
performed for FDOT imaging.
Abstract:
We present the ﬁrst Lq-Lp optimization scheme for ﬂuorescence tomographic imaging. This
is then applied to small animal imaging. Fluorescence tomography is an ill-posed, and in
full generality, a nonlinear problem that seeks to image the 3D concentration distribution
of a ﬂuorescent agent inside a biological tissue. Standard candidates for regularization
to deal with the ill-posedness of the image reconstruction problem include L1 and L2
constraint regularization. In this work, a general Lq-Lp regularization framework (Lq dis-
crepancy function - Lp regularization term) is introduced for ﬂuorescence tomographic
imaging. A method to calculate the gradient for this general framework is developed
which allows evaluating the performance of diﬀerent cost function/regularization schemes
in solving the ﬂuorescence tomographic problem. The simpliﬁed spherical harmonics ap-
proximation is used to accurately model light propagation inside the tissue. Furthermore,
a multigrid mesh is utilized to decrease the dimension of the inverse problem and reduce
the computational cost of the problem. The inverse problem is solved iteratively using
a lm-BFGS quasi-Newton optimization method. The simulations are performed under
diﬀerent scenarios of noise-free and noisy measurements. These are carried out on the
Digimouse numerical mouse model with the kidney being the target organ. The evalua-
tion of the reconstructed images is performed both qualitatively and quantitatively using
several metrics including QR, RMSE, CNR, and TVE under rigorous conditions. The
best reconstruction results under diﬀerent scenarios are obtained with an L1.5-L1 scheme
with premature termination of the optimization process. This is in contrast to approaches
commonly found in the literature relying on L2-L2 schemes.
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5.2 Introduction
Fluorescence tomography is an attractive noninvasive imaging modality that seeks to map
in 3D the distribution of light-emitting ﬂuorescence probes (to be simply called ﬂuo-
rophores here) inside a living body [Darne et al., 2013; Deliolanis et al., 2009; Garofalakis
et al., 2007; Mohajerani et al., 2014; Ntziachristos, 2010]. It has diagnostic applications
in clinical and preclinical studies owing to its high sensitivity and the functional and
biomolecular information it can provide. Herein, boundary measurement data are used to
reconstruct a quantitative 3D map of a ﬂuorescence probe targeting speciﬁc molecules in
organs [Correia et al., 2011]. Its vast range of applications include tumor targeting, cancer
detection [Ale et al., 2013], as well as Alzheimer’s disease imaging [Raymond et al., 2009].
A general framework to perform ﬂuorescence tomography is the model-based image re-
construction paradigm in which light propagation inside the tissue is modeled using light
propagation equations in the form of partial diﬀerential equations (PDEs) [Kim et al.,
2010b]. Such modeling needs to be accurate in order not to compromise the quality of
the reconstructed images. The most accurate model to describe light propagation in bi-
ological tissues is the radiative transfer equation (RTE), which is burdensome to solve
numerically [González-Rodríguez and Kim, 2015; Klose and Hielscher, 2003a]. Hence, the
diﬀusion equation (DE), which is a ﬁrst order approximation for media with high scat-
tering and low absorption properties, is extensively used [Correia et al., 2011; Kim and
Hielscher, 2008; Kim et al., 2010b; Zhang et al., 2016]. Despite its frequent use, the DE
lacks accuracy in low-scattering and void-like tissues as well as in small geometries as en-
countered in small animal tomographic imaging [Klose and Larsen, 2006]. Overcoming the
limitations of the DE can be achieved by resorting to the simpliﬁed spherical harmonics
approximation (SPN) which is a higher order approximation to the RTE. The SPN model
provides higher accuracy than the DE while keeping the computational cost low which is
an important concern in optical tomographic imaging [Klose and Larsen, 2006]. These are
the reasons why the SPN model is considered here.
In ﬂuorescence tomography, the forward model consists of two coupled propagation PDEs
for describing the excitation and emitted (ﬂuorescence) light ﬁelds respectively. The light
exiting the imaged medium at its boundary is then used to solve the inverse problem
iteratively. The general trend to deal with this problem is to neglect the absorption by
the ﬂuorophore in the excitation light propagation equation and consider only the ﬂuo-
rophore as the source in the emitted light propagation equation, hence leading to a linear
model for the measured exit ﬁeld with respect to the ﬂuorophore’s concentration [Darne
et al., 2012; Klose and Pöschinger, 2011; Li et al., 2009; Mohajerani et al., 2007]. This
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approximation, which makes the image reconstruction problem easier to handle, enforces
an approximation on the governing equation, which aﬀects the reconstruction accuracy.
To avoid such approximation one must consider the ﬂuorophore’s absorption in the exci-
tation light propagation equation and deal with the associated nonlinearity, which then
requires a nonlinear optimization algorithm to solve the imaging inverse problem. Very
few studies have considered the full nonlinearity of the problem, notably those conducted
by the group of Hielscher [Kim and Hielscher, 2008; Kim et al., 2010b].
Fluorescence tomography, be it linear or nonlinear, is inherently an ill-posed problem
susceptible to noise and model errors. Hence, a robust and accurate solution to the inverse
problem necessitates the application of regularization techniques, sometimes to incorporate
prior information. As a result a number of studies have developed regularized iterative
algorithms to solve the inverse problem using L1 [Shi et al., 2014, 2013; Zhang et al., 2016],
L2 [Ale et al., 2012; Haller et al., 2008; Li et al., 2009], Lp (0 < p < 1) [Okawa et al., 2011;
Zhang et al., 2012] and total variation (TV) regularization techniques [Dutta et al., 2012;
Gao and Zhao, 2010]. The most common approach, based on the L2 norm, also known
as Tikhonov regularization, suﬀers from over-smoothing resulting in blurred reconstructed
images [Shi et al., 2013; Zhang et al., 2016]. Sparse regularization techniques resorting
to L1 and Lp norms, with their edge preserving properties yield better spatial resolution
results. Despite their performance, non-diﬀerentiability of these sparse techniques makes
them diﬃcult to implement in iterative reconstruction schemes, and one has to apply
approximations to calculate the derivatives of the regularization terms in each iteration.
In this work, we develop a novel Lq-Lp optimization scheme (Lq discrepancy function
- Lp regularization term) for the reconstruction of quantitative 3D maps of ﬂuorophore
concentrations. This is then applied to ﬂuorescence tomographic imaging of a mouse
using the SP3 approximation for the forward model. The data is synthesized for a digital
mouse model (Digimouse) [Dogdas et al., 2007]. A multigrid mesh is used in order to keep
to tractable size the matrices appearing in the reconstruction process while preserving
a high resolution in the desired region-of-interest (ROI - the torso of the mouse in the
present case). This paper is organized as follows. First the governing SP3 equations for
light propagation in the tissue are given along with their discretization using the ﬁnite
diﬀerence method (FDM) on a multigrid mesh. The associated optimization problem is
formulated mathematically and the method to obtain the derivatives necessary to perform
iterative model-based reconstruction is detailed. Finally, the adjoint method to iteratively
solve the nonlinear ﬂuorescence tomography inverse problem is presented. Results and
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a discussion demonstrate the favorable performance of the proposed method in terms of
commonly-used metrics.
5.3 The light propagation model
Fluorescence light results from the absorption by a ﬂuorescent agent (molecule, quantum
dot, protein, ...) of light energy at a given wavelength from an excitation source and the
internal conversion of that energy by the agent, which is then reemitted in part in the form
of light at another longer wavelength. For a ﬂuorophore distributed inside a biological tis-
sue, excitation and ﬂuorescence light are each modeled using partial diﬀerential equations
(PDEs) that take into account light absorption and scattering by the tissue. These PDEs
are coupled owing to the interplay between excitation and ﬂuorescence light [Klose, 2009].
In biological tissues, near-infrared (NIR) light is preferentially used, when possible, as it
is least absorbed. Using the third order SPN which has been shown to provide an ade-
quately accurate approximation to the RTE in biological tissues, while keeping acceptable
the computational burden, the propagation of the excitation light ﬁeld inside the tissue is
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In these equations, the x and m superscripts refer to the excitation and emission light
ﬁelds; ϕi, μa, and μai are the composite moments of the respective light ﬁelds, zeroth,
and ith-order absorption coeﬃcients, respectively, with i = 1, 2, and Qx represents the
excitation source assumed to be located on the boundary of medium. As is customary, an
excitation source term illuminating the medium is herein modeled as a homogeneous light
source at the excitation wavelength located at one mean free path inside the tissue [Haskell
et al., 1994; Lee et al., 2004]. Notice that the emission source in the second set of equation
is related to the excitation ﬁeld ﬂuence through the quantum yield, η, of the ﬂuorophore
and absorption in the emission wavelength. This is how the excitation and emission equa-
tions get coupled in the SP3 model of excitation and ﬂuorescence light propagation. It
should be noted that optical properties and composite moments depend on position, a
dependence that has not been made explicit to simplify notations. In addition to the light
propagation equations, since the medium is bounded, one needs a set of boundary condi-
tions (BCs) to take into account the change in the optical properties between the medium
and its surrounding medium (air in the present context), in particular the refractive index
mismatch. The most realistic set of BCs in this context are the partial reﬂection BCs. In
the case of the SP3 equations, these BCs, with the assumption of no source term on the

































where Ai, Bi, Ci, and Di are constants that depend on the reﬂectivity function at the
boundary of the medium (these constants are given in [Klose and Larsen, 2006]). An
FDM-based multigrid scheme is employed to discretize the PDEs. As the initial step
for the multigrid mesh, the medium is ﬁrst discretized using a structured homogeneous
mesh grid of Ndense. At this step, the grid size all over the medium is 1 mm in the x,
y, and z directions. Second-order centered ﬁnite diﬀerencing along with the blocking-oﬀ
method [Klose et al., 2010] is used to model the boundary and interior nodes of the mesh.
As will be seen below, this results in a linear system of algebraic equations that can be
written as
AxΦx = bx, (5.6a)
AmΦm = bm, (5.6b)
where Ax,m are the 2Ndense× 2Ndense matrices of coeﬃcients obtained from the discretiza-
tion of the excitation and emission equations; Φx,m are vectors of the discretized composite
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moments of excitation and emissions ﬂuence ﬁelds (2Ndense elements each, as there are two
composite moments for each ﬁeld in the SP3 equations) and bx,m are the source vectors of
length 2Ndense. It should be noticed that in the emission equation the source vector, bm
depends on the composite moments ϕx1 and ϕx2 , the quantum yield of the ﬂuorophore, and
the tissue absorption at the excitation wavelength at position of the mesh node. Dense
meshing of the whole body of a small animal (mouse here) results in an enormous number
of nodes in the mesh and practically solving the problem over such a dense mesh is not
optimal since a signiﬁcant fraction of the nodes are located outside the desired ROI. In the
case of the Digimouse model, a 1 mm grid-size mesh results in Ndense > 25000. Iterative
updating and calculation of matrices of the size 2Ndense×2Ndense makes image reconstruc-
tion very slow and the numerical code very demanding in terms of computing resources.
On the other hand, using a coarser mesh to decrease Ndense reduces drastically the resolu-
tion and applicability of the reconstruction method. A comparison of coronal and sagittal
views of the discretized Digimouse with diﬀerent grid sizes is depicted in Fig. 5.1. It can be
observed that a coarse mesh deforms the internal organs’ boundaries and shapes so as to
lose signiﬁcant details. A multigrid approach is utilized here to overcome such problems.
For illustrative purposes in the present work, the kidneys of a mouse are considered as
target organs for ﬂuorescence tomography and the ROI is reasonably considered as the
mouse’s torso. Hence, emphasis is put on a more accurate reconstruction of this region
rather than of other parts. For this reason multigrid reconstruction is considered where a
1 mm grid mesh size is utilized for the torso and a 2 mm mesh is used for the rest of the
mouse’s body. This reduces the size of the matrices and vectors by a large factor (in fact
by a factor of 8 in regions where the coarser grid is utilized, which is a signiﬁcant portion
of the animal) while keeping the reconstruction spatial resolution at a satisfactory level.
The multigrid mesh is depicted in Fig. 5.2.
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(a) (b)
Figure 5.1 Comparison of (a) coronal and (b) sagittal views of diﬀerent mesh
size discretization of Digimouse, 100 μm, 1 mm, and 2 mm.
Figure 5.2 Coronal and sagittal views of multigrid active map.
Working with multigrid meshes requires connecting appropriately regions with lower mesh
resolutions to regions with higher ones. Writing the FDM-based discretized equations on
the higher mesh resolution slices adjacent to the slices with lower mesh resolution results
in problems because centered ﬁnite diﬀerencing necessitates nodes that are missing in
the adjacent lower mesh resolution slice. Using interpolation in the lower mesh resolution
slice, it is possible to virtually represent these missing nodes based on the values of existing
neighboring nodes in that slice. Since these nodes (missing ones to be represented and
coarse mesh ones used for the interpolation) are all in the same slice, a 4-point closest-
neighboring-node interpolation scheme is used in this work. This makes it possible to
represent missing nodes in the coarse mesh, necessary to develop discretized equations
on the ﬁne mesh. The interpolation is a weighted average of the ﬂuence ﬁeld of the
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4 neighboring nodes with the weights being inversely related to the distances of these 4
closest nodes to the missing one. In fact when developing matrices Ax and Am in Eqs. 5.6a
and 5.6b, in each row of the matrices related to a node with a missing neighboring node,
weights are assigned to the nodes in the coarse mesh used for the interpolation to represent
the missing nodes in the ﬁnite diﬀerencing. For each missing node, a function detects
existing neighboring nodes in the coarse mesh and computes their distances to the missing
node. Then, the 4 closest ones are selected and their associated weights are made inversely
proportional to their distances to the missing node and their sum is normalized to 1. This
mapping operation is performed once before initiating the solution of the inverse problem
and used at each iteration of the reconstruction process. As an example, in the speciﬁc
case considered here, this results in 9512 nodes vs > 25, 000 as mentioned above, which is
a signiﬁcant reduction. The system of algebraic equations given in Eqs. 5.6a and 5.6b can
be solved on the multigrid mesh.
Knowing the medium’s optical properties, one can solve the discretized system of alge-
braic equations, and accordingly, calculate the excitation and emission ﬂuence ﬁelds at
its boundary. It is of critical importance to notice that the system of equations obtained
is linear for the ﬁelds Φx and Φm, but not with respect to the ﬂuorophore concentration
map. The reconstruction process seeks to recover this map by minimizing an objective
function, and as a result it is necessary to calculate the gradient of this objective function
with respect to the ﬂuorophore concentration. This problem is tackled in the following
section.
5.4 Unconstrained optimization and Lq−Lp framework
5.4.1 L2 norm
In the inverse ﬂuorescence tomographic imaging problem, one seeks the concentration
distribution of the ﬂuorophore inside the medium using measurements performed on its
boundary. This is an ill-posed and under determined problem which is generally solved
using iterative optimization techniques [Correia et al., 2011; Darne et al., 2013; Kim and
Hielscher, 2008; Kim et al., 2010b]. This is done by deﬁning a cost function to quan-
tify the discrepancy between measurements of light exiting the medium at its boundary
and predictions thereof based on the forward light propagation model. Such a cost func-
tion commonly takes the form of a sum of squares of diﬀerences (SSD) and least-squares
optimization methods are resorted to for solving the problem. As mentioned in the in-
troduction, the common approach neglects the ﬂuorophore’s absorption in the excitation
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light ﬁeld equation (the absorption terms in Eq. 5.1) leading to a linear model for the
reconstruction of the ﬂuorophore’s concentration.
Herein, the SSD cost function is ﬁrst used as an initial prototype. A Lagrangian-based
approach leading to adjoint equations is used to calculate the gradient of the cost function
w.r.t. the ﬂuorophore’s concentration on which the objective function depends nonlinearly.
Such an approach is known to ease the computation of the gradient [Chavent, 2010].
Afterwards, this approach will be extended to the more general Lq-Lp formulation. For
this, the approach developed by Zhao et al for electrical resistance tomography [Zhao
et al., 2014] will be adapted for ﬂuorescence tomography. The L2 norm cost function to






|MdΦms − ys,d|22 + λ ·R(μma ). (5.7)
The ﬁrst part of this cost function quantiﬁes the discrepancy between the measured data
ys,d and the prediction of the measured data by the forward model. Here, s in an index
over excitation sources and d is an index over detection location. The prediction of the
measured data is obtained using the measurement operator Md on the emission ﬂuence
ﬁeld Φms due to the source s. In addition, the cost function contains the regularization term
R(μma ) to handle the ill-posedness of the inverse problem. It must be emphasized that
the cost function f depends nonlinearly and indirectly on the μma ’s through the emssion
ﬂuence ﬁeld Φms . In this work, an adjoint method is used to calculate the gradient of
the objective function with respect to the μma ’s for the iterative optimization thereof. To
do this, a Lagrangian function is introduced [Abdoulaev et al., 2005; Kim and Hielscher,
2008] and given by
L(μma , Φ
x,m, λ, ψx,m) =
1
2
‖MΦm − y‖22 + λ ·R(μma )+
ψxT (AxΦx − bx) + ψmT (AmΦm − bm).
(5.8)
This Lagrangian function contains the two forward light propagation equations as con-
straints (excitation and emission equations) along with their Lagrangian multiplier vec-
tors ψx,m. The derivative of the cost function with respect to the μma parameters can be
obtained from the Lagrangian as
∇μma f = −ψxT
[∇μma (AxΦx − bx)]− ψmT [∇μma (AmΦm − bm)]− λ · dR(μma )dμma . (5.9)
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The Lagrangian multiplier vectors ψx,m need to be calculated at each iteration as well
the derivatives of the forward model equations with respect to the μma ’s. In this manner,
one can compute the gradient of f , being a nonlinear function of μma , by calculating the
derivative of the Lagrangian function with respect to Φx and Φm and setting them equal
to zero, respectively; hence,
∂L
∂Φm












ψm = 0. (5.10b)
Using these adjoint equations, it is possible to calculate the adjoint multiplier vectors ψx,m
and consequently, compute the desired gradient using Eq. 5.9. This approach facilitates
the minimization of the cost function using gradient-based unconstrained optimization
methods. While this is a very eﬃcient way to reconstruct the ﬂuorescence concentration
quantitatively, calculation of the derivative of the regularization term, except for the very
common L2 norm, also known as Tikhonov regularization, is not straightforward. Fur-
thermore, the frequent approach is to consider the cost function as an L2 norm and study
the eﬀects of diﬀerent regularization terms on the reconstruction. Here, we present a more
general form for both the sum of discrepancies and the regularization terms within the
Lq-Lp framework. This is developed for the ﬁrst time for solving the nonlinear ﬂuorescence
tomography inverse problem.
5.4.2 Lq-Lp framework
In the Lq − Lp optimization framework, the cost function is formulated as
f(Φm) = ‖MΦm − y‖q + λ‖μma ‖p, (5.11)
















where α and β are small positive constants added in the Lq and Lp norms to avoid the
non-diﬀerentiability in the case q and/or p equals 1. Their values should be small (e.g. in
the order of 10−8) to avoid any signiﬁcant deviation in the cost function values. Using the
same adjoint method, it is then possible to calculate the gradient for the optimization of
the generalized Lq-Lp regularized cost function.
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The process of calculating the gradient of the cost function in the Lq-Lp framework is given
in Algorithm 1. This algorithm must be performed at each iteration in a gradient-based
Algorithm 1 Gradient calculation for Lq − Lp framework
Require: Boundary measurements y, Measurement operator M , Emitted ﬂuorescence
radiance Φm
1: procedure ∇μma f(Φm)  linear w.r.t. Φm and nonlinear w.r.t. μma
2: for all projections do
3: MeasErr ← MΦm − y  the error term
4: SqErr ← √MeasErr2 + α
5: Ψ ← q · diag(SqErr)q−2  a diagonal matrix of size N
6: ProjectedErr ← MTΨ ·MeasErr
7: Solve AmTψm = ProjectedErr to obtain ψm
8: Solve Eq. 5.10b for ψx
9: ∇μma f ← ∇μma f − Φxηψm − Φxψx
10: end for
11: Φ ← p · diag(√(μxa)2 + β)p−2  a diagonal matrix of size N
12: ∇μma f ← ∇μma f − λΦμxa
13: end procedure
optimization scheme. In this work the low-memory Broyden-Fletcher-Goldfarb-Shanoo
(lm-BFGS) technique is used, as it performs well within the Lq − Lp framework for the
ﬂuorescence inverse problem. The lm-BFGS technique is used as implemented in Python
(NumPy/SciPy packages).
5.5 Results and discussions
To present results, Digimouse, a digital mouse model is used [Dogdas et al., 2007]. It pro-
vides a high-resolution discretized map of the optical properties of a mouse. It includes a
ﬁne map of diﬀerent organs including the brain, liver, kidney, lungs, heart, etc. This map
is at a spatial resolution of 100 μm which is much smaller than that attainable with op-
tical imaging (about 1 mm). The Digimouse map was downsampled to obtain the spatial
resolutions used here (1 mm and 2 mm as explained above). In this work, for illustrative
purposes the kidneys were chosen as the target organ. Hence, the ﬂuorophore absorption
coeﬃcient is added to the absorption coeﬃcient of this organ to model ﬂuorescence emis-
sion. The real values of the tissue/ﬂuorescence absorption coeﬃcient map is depicted in
Fig. 5.3. It should be noticed that all the reconstructed results shown in the sequel are
scaled in the same range and the scale on other reconstruction results are omitted.
5.5. RESULTS AND DISCUSSIONS 83
Figure 5.3 Real value of ﬂuorescence concentration target map over the multi-
grid mesh.
Since synthesized data is used here, there is the danger of committing the inverse crime.
To avoid this, the synthesized data are generated as follows. First, boundary data are
generated using a ﬁner mesh grid size (0.5 mm). Second, Gaussian noise is added to the
synthetic data to mimic real data. The major source of noise in optics is shot noise which
has a Poisson probability distribution. However, in the case of continuous-wave optical
tomographic data as those considered here, due to the numerous occurrences of shot
noise in detectors and the power of the detected ﬂuorescence signals, the noise probability
distribution is well approximated by a Gaussian. The typical value of the signal-to-noise
ratio (SNR) in ﬂuorescence optical tomography is on the order of 10 dB. Generating data as
described provides a synthetic set of measurements that can be considered representative
of real measurements.
As discussed previously, a multigrid mesh is used for discretizing the medium to reduce
the number of nodes while preserving the desired spatial resolution of 1 mm in the ROI.
The mouse torso (the ROI in this work) is discretized with the ﬁne part of the multigrid
mesh, while its head and other limbs are discretized with the coarse part of the mutligrid
mesh (Fig. 5.2). Discretization of the mouse torso with the ﬁne mesh results in 20 slices,
Nslice = 20. This decreases the number of nodes from more than 25,000 to 9,512. The
coupled SP3 PDEs for the excitation and emission ﬂuence ﬁelds are discretized over the
medium using this multigrid mesh. Associated SP3-BC equations are also discretized
accordingly using the refractive index-mismatch boundary conditions. The refractive index
of the medium is set to the typical value of 1.37 and that of the exterior to 1 (air). The
blocking-oﬀ method is used to distinguish the boundary/interior nodes on the mesh. The
excitation sources are located in an equally-distant manner on the ﬁne mesh slices. The
number of excitation sources per slice is a parameter investigated in the following section.
It is set to either 8 or 12 sources per slice. There is an equal number of detectors per
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slice. Boundary measurements are performed at detector locations on each slice of the
torso with an equiangular separation. This results in a measurement vector of the size
Nslice × 12× 12 = 144×Nslice or Nslice × 8× 8 = 64×Nslice, approximately half the size
of the ﬁrst case.
Herein, the lm-BFGS method is utilized as the optimization technique to solve the inverse
problem iteratively. In this method, the second order derivative of the cost function with
respect to the ﬂuorescence absorption coeﬃcients is calculated approximately using the
BFGS formula while the low-memory technique allows implementing the algorithm on a
desktop computer with a typical conﬁguration (here an Intel® Core ™i7 system with 6GB
memory). The lm-BFGS technique needs the gradient of the cost function with respect to
the ﬂuorescence absorption coeﬃcients (linearly related to the ﬂuorophore concentration
map) which is provided using the adjoint method described previously.
The reconstruction performances for diﬀerent values of the cost function and regularization
parameters in the general Lq-Lp framework can be evaluated quantitatively using the
following metrics: the quantitativeness ratio (QR), the root mean square error (RMSE),
the contrast-to-noise ratio (CNR), and the target volume error (TVE). These metrics can
be calculated using the following formulas [Wu et al., 2014]:





Here μ˜ma and μma are the reconstructed and target ﬂuorophore concentration maps, respec-
tively.











V (Ω) is the volume of the reconstruction domain Ω. In the present case, Ω is the torso
of the mouse and its volume, V (Ω), can be calculated simply by counting the number of
grid nodes in the torso region multiplied by volume of each grid voxel which is a cube of
dimension 1 mm for the ﬁne mesh. The number of ﬁne nodes in the torso region is 6405,
hence the volume is 6405 mm3. The integration is performed by summing the discretized
values of μ˜ma and μma over the reconstruction domain Ω.
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Here, Ωtarget and Ωback represents the target and background areas in the original ﬂuo-
rophore concentration map, respectively; μma back denotes the average background of the
original map calculated as μma back =
∫
Ωback
μma (r)dr/V (Ωback). In the present case, Ωtarget
includes the kidneys of the mouse. Applying the same approach as in the case of RMSE,
V (Ωtarget) and V (Ωback) are 497 mm3 and 5908 mm3, respectively. In addition, since the
ﬂuorophore is present only inside the kidneys, there is no background value in this case,
and as a result μma back = 0.











The TVE is a measure of the relative error along the three Cartesian coordinate axes
across the center of the original target. In Eq. (5.16), μma X,Y,Z is the proﬁle across the
x, y, and z-axes through the center of the target region and Δ() calculates the full width
at half-maximum of each proﬁle [Wu et al., 2014]. Here, there are two separated target
regions (the two kidneys). For each kidney, the TVE along the x, and z axes are calculated
separately, since the kidneys cannot be joined along those axes. As for the TVE along the
y axis, since it is possible to connect the centers of the kidneys with a line parallel to that
axis, this component of the TVE is calculated as a mutual one between the two. Hence,
in this work, the calculated TVE has 5 components, two along the x axis, one along the
y axis, and two along the z axis, respectively.
5.5.1 Results
For the simulations carried out here, the ﬂuorophore considered is indocyanine green
(ICG), an FDA-approved commonly used ﬂuorophore in biomedical optics. The excitation
and ﬂuorescence emission wavelengths are 780 and 810 nm, respectively. The optical
properties of Digimouse are given in [Dogdas et al., 2007] for the excitation and emission
wavelengths. Furthermore, the formulation of the ﬂuorescence problem in its generality
as considered here necessitates having the absorption coeﬃcient of the ﬂuorophore. That
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of ICG is 0.0012 mm,−1 at the concentration of 5e − 6 M considered here and located in
Digimouse’s kidneys. The quantum yield of the ﬂuorophore, η, is set to the typical value
of 1.2% [Benson and Kues, 1978].
In this work, 3 diﬀerent values for q are investigated (q = 1, 1.5, and 2). The selection
includes the common case of SSD (q = 2) and allows comparing it with the value for L1
(q = 1) and an intermediate value (q = 1.5). For each q value, 3 similar p values are
considered. Two cases of noise-free and noisy measurements are simulated for each q-p
pair. Noise is modeled as a 10 % additive white Gaussian noise (AWGN) resulting in an
SNR equal to 10 dB. The modeled noise is added to the measured values of the ﬂuorescence
ﬂuence ﬁeld on the detector locations. Furthermore, for each set of measurements, two
arrangements of the source-detector pairs are modeled to investigate the reconstruction
with diﬀerently conﬁgured measurement data. In the ﬁrst case, 12 sources and 12 detectors
are considered per slice leading to Nmeas = 144 source-detector pairs per slice and in the
second one, 8 sources and 8 detectors are considered per slice (Nmeas = 64 per slice,
approximately half of the measurements available in comparison with the ﬁrst case). Here
Nslice is equal to 20; hence, there will be a measurement vector of the size 2880 (= 20×144)
or 1280 (= 20 × 64), respectively. For the noisy measurement, diﬀerent scenarios are
investigated. The ﬁrst scenario models 144 pairs of source-detectors per slice with no
constraint on the number of optimization iterations (herein, this will be called no constraint
optimization to distinguish with optimization with a limited number of iterations as an
additional constraint). Then, the reconstruction is performed with the same number of
measurements, but with the total number of optimization iterations set to 10. Finally,
the number of iterations is set to 10 with 64 pairs of measurements per slice. As can
be observed, the case of reconstruction with no constraint and 64 pairs of measurements
per slice is avoided here for reasons explained at the end of Section 5.5.1. Hence, using
these rigorous simulation setups, it is possible to investigate the eﬀects of the following
factors on the reconstructed results: the number of measurements per slice, noise, q-p
values, and the number of optimization iterations. Evaluations of reconstructed results
are performed both qualitatively (comparing subjectively the ROI in the reconstructed
images using coronal and sagittal views) and quantitatively (using the aforementioned
metrics plus reconstruction times, and initial and ﬁnal values of the objective function as
initial and ﬁnal reconstruction errors). One should keep in mind that for the reconstruction
process at hand, the target values of the quantitative metrics are as follows: QRideal = 1,
RMSEideal = 0, CNRideal = ∞ (zero noise), and TV Eideal = (0, 0, 0, 0, 0). Furthermore,
since the initial value for the ﬂuorophore concentration map is set to zero, the initial
errors in both cases of noise-free and noisy measurements are very close. This is due to
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the negligible eﬀect of the noise on the mismatch between initial model predictions and
measurements in comparison with the eﬀect of the distant initial starting point.
L1-Lp simulations
The case q = 1 is ﬁrst considered with p equal to 1, 1.5, and 2. The coronal and sagittal
views of the target values and the reconstructed results for noise-free measurements with
Nmeas = 144 per slice are depicted in Fig. 5.4 (target values are depicted only in this
ﬁgure for the comparison). In all three cases of p = 1, 1.5, and 2, localization of the
target is achieved acceptably. One can observe from the quantitative metrics values given
in Table 5.1 that the results of these three cases are quite similar, which is not of a great
surprise considering the number of measurements provided for the reconstruction, and the
fact that these data are noise free. As regards the TVE metrics which are all the same,
this is due to the fact that TVE is calculated as the ratio of full width at half-maximum
values for the reconstructed and target areas and since the medium is discretized these
ratios can get speciﬁc values (the division of certain integer numbers) and the similarity
of the reconstruction results for this case has led to the exact TVE values.
Table 5.1 Metrics for assessing the performance of the ﬂuorescence reconstruc-
tion algorithm for q = 1 and Nmeas = 144 per slice with noise-free measurements.
Metric p = 1 p = 1.5 p = 2
QR 1.619 1.620 1.623
RMSE 0.109 0.108 0.107
CNR 11.362 11.408 11.415
TVE (-0.300 0.000 (-0.300 0.000 (-0.300 0.000
-0.250 -0.500 -0.200) -0.250 -0.500 -0.200) -0.250 -0.500 -0.200)
Rec. time(s) 412.499 432.292 440.088
Init. err. 57.833 57.832 57.832
Fin. err. 1.759 1.730 1.728
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 5.4 Lq-Lp framework ﬂuorescence reconstruction results for q = 1 and
noise-free measurements with Nmeas = 144 per slice: Coronal views for (a) target
values (b) p = 1, (c) p = 1.5, (d) p = 2 and sagittal views for (e) target values
(f) p = 1, (g) p = 1.5, and (h) p = 2.
The same argument can be carried over for the case of Nmeas = 64 per slice. In this
case, owing to noise-free sets of measurements, one cannot distinguish between the recon-
struction results with diﬀerent p values (Fig. 5.5). Nonetheless, there exists a noticeable
diﬀerence between the reconstructed results in this case and the case of Nmeas = 144 mea-
surements per slice. In the case Nmeas = 64 per slice, the reconstructed values distribute
in larger volumes in comparison with the previous case (worse localization of the target
areas than Nmeas = 144 per slice). In addition, there are faulty regions in the recon-
structed ROIs that can be observed subjectively. Insuﬃcient data in the Nmeas = 64 per
slice case degrades localization leading to larger reconstructed volumes with faulty regions.
Quantitative metrics support this conclusion as can be seen in Table 5.2. In this table,
except for the QR metric for which, due to faulty localization, values are a little smaller,
other metrics suggest the decrease in the quality of the reconstructed results. It should
be noticed that for the case of noise-free measurements, initial and ﬁnal errors as well as
reconstruction times are very close case by case (see Tables 5.1 and 5.2) and inconclusive
in selecting any pair of q-p values over others.
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Table 5.2 Metrics for assessing the performance of the ﬂuorescence reconstruc-
tion for q = 1 and Nmeas = 64 per slice with noise-free measurements.
Metric p = 1 p = 1.5 p = 2
QR 1.551 1.547 1.581
RMSE 0.114 0.112 0.111
CNR 11.044 11.088 11.159
TVE (-0.300 0.000 (-0.300 0.000 (-0.300 0.000
-0.111 -0.500 0.000) -0.111 -0.500 0.000) -0.111 -0.500 0.000)
Rec. time(s) 306.659 341.717 355.922
Init. err. 24.837 24.832 0.769
Fin. err. 0.919 0.778 1.728
(a) (b) (c)
(d) (e) (f)
Figure 5.5 Lq-Lp framework ﬂuorescence reconstruction results for q = 1 and
noise-free measurements with Nmeas = 64 per slice: Coronal views for (a) p = 1,
(b) p = 1.5, (c) p = 2 and sagittal views for (d) p = 1, (e) p = 1.5, and (f)
p = 2.
Noisy sets of measurement will now be considered. As mentioned, the noisy data are ob-
tained by adding a 10 % AWGN on the boundary measurements. In practical experiments,
it is very rare that the SNR is so low (= 10 dB). Such a noise level is chosen so that the
simulations be as close as possible to the worst case scenarios met in real experiments.
Coronal and sagittal views of the reconstructed results for p = 1, 1.5, and 2 with Nmeas =
144 per slice are depicted in Fig. 5.6. In this case, still no constraint is applied on the
number of iterations for the optimizer. Qualitatively, one can observe that although lo-
calization of the target is adequate, noise leads to artifacts and deformations in the recon-
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structed volumes. Further investigation of the results in Fig. 5.6 suggests that for noisy
measurements, despite the artifacts, p = 2 outperforms the other p values. This result is
conﬁrmed by the quantitative metrics (Table 5.3). In light of this poor performance, one
can conclude that the results obtainable with insuﬃcient amount of data for the case of
noisy measurements will be much worse. Consequently, simulations with Nmeas = 64 per
slice and noisy measurements with no constraint on the number of optimization iterations
are not further considered in this work. Instead, a hypothesis is introduced and evaluated
to handle the problem of reconstructing with noisy measurements.
Table 5.3 Metrics for assessing the performance of the ﬂuorescence reconstruc-
tion for q = 1 and Nmeas = 144 per slice with noisy measurements.
Metric p = 1 p = 1.5 p = 2
QR 2.956 3.550 2.574
RMSE 0.141 0.164 0.155
CNR 10.762 10.701 11.056
TVE (-0.444 0.000 (-0.444 0.273 (-0.444 -0.143
-0.250 0.143 -0.200) -0.429 -0.200 -0.200) -0.250 -0.500 -0.500)
Rec. time(s) 364.801 432.819 355.450
Init. err. 57.851 57.833 57.829
Fin. err. 2.093 1.958 1.944
(a) (b) (c)
(d) (e) (f)
Figure 5.6 Lq-Lp framework ﬂuorescence reconstruction results for q = 1 and
noisy measurements with Nmeas = 144 per slice: Coronal views (a) p = 1, (b)
p = 1.5, (c) p = 2 and sagittal views for (d) p = 1, (e) p = 1.5, and (f) p = 2.
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Re-evaluation of the reconstructed results in Fig. 5.6 suggests that artifacts are created
to compensate for the discrepancy due to noisy measurements and hence a premature
termination of the optimization process may prevent the occurrence of such artifacts; a
reasonable selection of the termination criterion may lead to acceptable reconstructed re-
sults. Premature termination of iterations, also called early termination, has a regularizing
eﬀect [Engl et al., 1996]; it is also heavily used in other medical imaging modalities, no-
tably in algebraic reconstruction techniques for X-ray computed tomography (CT) and
nuclear imaging (positron emission tomography - PET, and single photon emission CT).
This hypothesis is investigated by applying the Niter = 10 constraint on the optimizer
(this value was obtained by visually monitoring the reconstructed image after each iter-
ation and selecting the number of iterations that lead to the least artifacts as perceived
visually). This prevents the overcompensation in the optimization process that results in
the artifacts observed. The rationale behind this choice is that the lm-BFGS optimizer
obtains a reasonably acceptable result in its initial iterations if suﬃcient amount of data
is provided [Nocedal and Wright, 2006]. Continuing the optimization process and trying
to decrease the discrepancy between the noisy measurements and the boundary predic-
tions beyond these initial iterations enforces artifacts in the reconstructed values. Hence,
premature termination of the process may result in better reconstruction outcomes.
Reconstruction results obtained with premature termination are depicted in Fig. 5.7.
These results conﬁrm the eﬀectiveness of premature termination. In this case, the artifacts
are about to be created, but premature termination of iterations prevents their formation.
In addition, applied metrics prove that not only qualitatively, but also quantitatively the
reconstructed results are more accurate in comparison with the case of no constraint op-
timization (see Table 5.4). In this case, the optimization framework with p = 1.5 and
p = 2 perform slightly better than p = 1 in preventing the artifacts; Among the two, p = 2
provides marginally better quantitative metric results and better localization of the target
area.
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Table 5.4 Metrics for assessing the performance of the ﬂuorescence reconstruc-
tion for q = 1, Nmeas = 144 per slice, and Niter = 10 with noisy measurements.
Metric p = 1 p = 1.5 p = 2
QR 1.913 2.011 1.793
RMSE 0.145 0.144 0.142
CNR 10.274 10.250 10.284
TVE (-0.083 0.111 (-0.182 0.200 (-0.083 0.111
-0.250 0.000 0.143) -0.250 0.000 0.000) -0.111 0.000 0.143)
Rec. time(s) 171.537 166.542 180.352
Init. err. 57.830 57.835 57.835
Fin. err. 2.101 1.960 1.956
(a) (b) (c)
(d) (e) (f)
Figure 5.7 Lq-Lp framework ﬂuorescence reconstruction results for q = 1 and
noisy measurements with Nmeas = 144 per slice and premature termination:
Coronal views (a) p = 1, (b) p = 1.5, (c) p = 2 and sagittal views for (d) p = 1,
(e) p = 1.5, and (f) p = 2.
As a last case for q = 1, insuﬃcient noisy measurements are used with premature termi-
nation constraint. Evidently, reconstructions are far more deformed with many artifacts
suggesting that although the optimizer has shown robust performance in dealing with
noisy measurements (in the previous case), lack of data misleads the optimization path
(Fig. 5.8). This is also conﬁrmed by the quantitative metrics (Table 5.5). Despite its
poor performance, there is a noticeable diﬀerence in the results obtained by the diﬀerent
schemes. Herein, the p = 1.5 scheme outperforms the other two cases with better local-
ization of the target (except for the CNR, where p = 1 is better, but the other metrics
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are far better for p = 1.5 and overall p = 1.5 appears deﬁnitely better). This results is in
accordance with the values of quantitative metrics.
Based on all the qualitative and quantitative metrics for diﬀerent cases to fully investi-
gate the framework with q = 1, one may conclude that the pair (q, p) = (1, 1.5) with
the premature termination constraint results in better reconstruction of the ﬂuorophore
concentration map. This conclusion is valid even if the system lacks suﬃcient data avail-
able. This results is investigated and compared with those of other cases in the following
subsections to obtain the optimum set of parameters and conditions.
Table 5.5 Metrics for assessing the performance of the ﬂuorescence reconstruc-
tion for q = 1, Nmeas = 64 per slice, and Niter = 10 with noisy measurements.
Metric p = 1 p = 1.5 p = 2
QR 6.407 3.983 4.383
RMSE 0.181 0.143 0.186
CNR 10.409 9.827 9.846
TVE (-0.625 -0.142 (-0.182 0.000 (-0.444 -0.600
-0.250 -1.000 -0.250 0.091 0.000 0.000) 0.167 -0.500 -0.500)
Rec. time(s) 161.446 157.218 171.487
Init. err. 24.835 24.829 24.830
Fin. err. 1.004 0.871 0.851
(a) (b) (c)
(d) (e) (f)
Figure 5.8 Lq-Lp framework ﬂuorescence reconstruction results for q = 1 and
noisy measurements with Nmeas = 64 per slice and premature termination:
Coronal views (a) p = 1, (b) p = 1.5, (c) p = 2 and sagittal views for (d)
p = 1, (e) p = 1.5, and (f) p = 2.
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L1.5-Lp simulations
For the second part of simulations, q is set to 1.5. As before, 5 distinct conditions are
simulated and evaluated. In the ﬁrst case, Nmeas is equal to 144 per slice and measured
data are noise-free. Coronal and sagittal views of the reconstructed ROIs are depicted in
Fig. 5.9 and values of quantitative metrics are given in Table 5.6. Despite small diﬀerences,
the performances of none of the schemes is dominant owing to the simplicity of the current
situation. This can also be observed from the values of the metrics in Table 5.6.
Table 5.6 Metrics for assessing the performance of the ﬂuorescence reconstruc-
tion for q = 1.5, Nmeas = 144 per slice with noise-free measurements.
Metric p = 1 p = 1.5 p = 2
QR 1.607 1.627 1.617
RMSE 0.117 0.114 0.114
CNR 11.149 11.137 11.099
TVE (-0.300 0.000 (-0.300 0.000 (-0.300 0.000
-0.250 -0.500 -0.200) -0.250 -0.500 -0.200) -0.250 -0.500 -0.200)
Rec. time(s) 274.431 262.755 252.793
Init. err. 5.489 5.488 5.488
Fin. err. 0.047 0.019 0.017
(a) (b) (c)
(d) (e) (f)
Figure 5.9 L1.5-Lp framework ﬂuorescence reconstruction results for noise-free
measurements with Nmeas = 144 per slice: Coronal views for (a) p = 1, (b)
p = 1.5, (c) p = 2 and sagittal views for (d) p = 1, (e) p = 1.5, and (f) p = 2.
Reconstructing with less number of measurements and insuﬃcient amount of data (Nmeas =
64 per slice) results in deformations in the reconstructed results as can be seen in Fig. 5.10.
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This is also conﬁrmed by quantitative metrics values far from ideal ones in Table 5.7.
Nonetheless, one can observe that the reconstruction results are not similar in this case
and p = 1.5 and p = 2 provide better reconstruction results than p = 1 both qualita-
tively and quantitatively (with better quantitative metrics’ values for p = 2). Hence, the
rough conditions for optimizer provides an opportunity to distinguish the performances
of diﬀerent p value arrangements. Comparing the reconstructed results with those of the
L1-Lp framework in the same situation (noise-free insuﬃcient data), it is possible to con-
clude that q = 1.5 provides more accurate results with less faulty regions (compare with
Fig. 5.5).
Table 5.7 Metrics for assessing the performance of the ﬂuorescence reconstruc-
tion for q = 1.5, Nmeas = 64 per slice with noise-free measurements.
Metric p = 1 p = 1.5 p = 2
QR 1.597 1.590 1.473
RMSE 0.185 0.126 0.120
CNR 9.458 10.914 10.836
TVE (-0.182 0.000 (-0.182 0.000 (-0.182 0.000
-0.111 -0.200 -0.200) -0.111 -0.500 -0.200) -0.111 -0.500 0.000)
Rec. time(s) 112.425 176.023 210.450
Init. err. 2.257 2.252 2.252
Fin. err. 0.159 0.018 0.008
(a) (b) (c)
(d) (e) (f)
Figure 5.10 L1.5-Lp framework ﬂuorescence reconstruction results for noise-
free measurements with Nmeas = 64 per slice: Coronal views for (a) p = 1, (b)
p = 1.5, (c) p = 2 and sagittal views for (d) p = 1, (e) p = 1.5, and (f) p = 2.
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The next case is the reconstruction of the ﬂuorophore concentration maps in the presence of
noise, but with no constraint on the number of iterations and with full set of measurement
data, Nmeas = 144 per slice. Coronal and sagittal views of the reconstructed ROIs are
depicted in Fig. 5.11. Quantitative evaluation of the reconstruction results are given in
Table 5.8. Assessing the quantitative metric results, one should notice that the ﬁnal
reconstruction error is not an adequate metric for the evaluation of the reconstruction
results. Investigating the ﬁnal errors in Table 5.8, reveals that despite the very small
ﬁnal error values in the current case for diﬀerent values of p, overcompensation of the
optimization creates deformations and artifacts in the reconstructed images and as before
suggests the use of premature termination as a good avenue for noisy data reconstruction.
Again, it is worth noticing the better performance of p = 1.5 among the diﬀerent cases.
Furthermore, one can compare the results of q = 1.5 with those of q = 1 (see Fig. 5.6 and
Table 5.3). This comparison reveals the noticeably better results obtained by the pairs
(q, p) = (1.5, 1.5) and (q, p) = (1.5, 1) among the 6 investigated cases with Nmeas = 144
per slice and noisy measurements, both qualitatively and quantitatively. We will return
to this comparison in the following subsections.
Table 5.8 Metrics for assessing the performance of the ﬂuorescence reconstruc-
tion for q = 1.5, Nmeas = 144 per slice with noisy measurements.
Metric p = 1 p = 1.5 p = 2
QR 2.845 2.676 4.377
RMSE 0.161 0.133 0.184
CNR 10.486 10.628 10.485
TVE (-0.444 0.000 (-0.300 0.000 (-0.444 -0.143
-0.250 -0.200 -0.200) -0.111 -0.200 -0.200) -0.429 -0.500 -0.200)
Rec. time(s) 419.368 244.615 369.655
Init. err. 5.490 5.487 5.486
Fin. err. 0.175 0.033 0.023
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(a) (b) (c)
(d) (e) (f)
Figure 5.11 L1.5-Lp framework ﬂuorescence reconstruction results for noisy
measurements with Nmeas = 144 per slice: Coronal views for (a) p = 1, (b)
p = 1.5, (c) p = 2 and sagittal views for (d) p = 1, (e) p = 1.5, and (f) p = 2.
As before, a premature termination is resorted to for suppressing the overcompensation
eﬀects of the optimizer in the case of noisy data. As previously, premature termina-
tion accelerates obtaining reasonably acceptable results and simultaneously decreases the
overcompensation eﬀects (Fig. 5.12 and Table 5.9). Particularly, one should notice the
diﬀerences between reconstruction results of diﬀerent p values for q = 1 and q = 1.5 (see
Fig. 5.7 and Table 5.4). Here, it is observed that there is a better localization and artifact
prevention in the concentration reconstruction compared to the case of q = 1. Quantita-
tive metrics for the pairs (q, p) = (1.5, 1), (1, 1), and (1, 2) are quite close and inconclusive.
Based on the qualitative assessment (with target localization and artifact prevention as
the main criteria), the pair (q, p) = (1.5, 1) is overall the best candidate to deal with the
noisy measurements so far .
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Table 5.9 Metrics for assessing the performance of the ﬂuorescence reconstruc-
tion for q = 1.5, Nmeas = 144 per slice and Niter = 10 with noisy measurements.
Metric p = 1 p = 1.5 p = 2
QR 1.859 2.958 3.943
RMSE 0.168 0.152 0.156
CNR 10.109 10.354 10.504
TVE (-0.300 0.000 (-0.300 0.111 (-0.182 0.273
-0.250 -0.200 0.000) -0.25 0.000 0.000) -0.111 0.000 0.000)
Rec. time(s) 124.420 156.913 154.498
Init. err. 5.491 5.483 5.489
Fin. err. 0.174 0.033 0.023
(a) (b) (c)
(d) (e) (f)
Figure 5.12 L1.5-Lp framework ﬂuorescence reconstruction results for noisy
measurements with Nmeas = 144 per slice and premature termination: Coro-
nal views (a) p = 1, (b) p = 1.5, (c) p = 2 and sagittal views for (d) p = 1, (e)
p = 1.5, and (f) p = 2.
This subsection ends with the results of premature termination of the optimizer for noisy
measurements with insuﬃcient amount of data, Nmeas = 64 per slice. It is predictable
that insuﬃcient data lead to serious artifacts in the reconstruction as can be observed in
Fig. 5.13. This is conﬁrmed by the quantitative metrics values (Table 5.10). Qualitative
evaluation of the reconstruction results reveals that the schemes with q = 1.5 provides
superior performances in artifact prevention and target localization comapared to schemes
with q = 1 (see Fig. 5.8). Comparing the quantitative metrics for the two cases of q = 1
and q = 1.5 gives inconclusive results as for QR and TVE metrics q = 1.5 performs better
while for RMSE and CNR q = 1 provides superior performances. In this situation, one
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can resort to visual qualitative assessment of the results and this suggests that q = 1.5 is
the reliable framework (compare Fig. 5.13 with Fig. 5.8).
Table 5.10 Metrics for assessing the performance of the ﬂuorescence reconstruc-
tion for q = 1.5, Nmeas = 64 per slice, and Niter = 10 for noisy measurements.
Metric p = 1 p = 1.5 p = 2
QR 1.260 4.858 4.127
RMSE 0.192 0.142 0.143
CNR 8.650 9.997 10.694
TVE (0.000 0.000 (-0.182 0.000 (-0.300 0.111
0.000 -0.200 -0.200) -0.111 -0.200 -0.200) -0.250 -0.200 -0.500)
Rec. time(s) 86.315 125.745 97.557
Init. err. 2.261 2.248 2.253
Fin. err. 0.163 0.023 0.015
(a) (b) (c)
(d) (e) (f)
Figure 5.13 L1.5-Lp framework ﬂuorescence reconstruction results for noisy
measurements with Nmeas = 64 per slice and premature termination: Coro-
nal views (a) p = 1, (b) p = 1.5, (c) p = 2 and sagittal views for (d) p = 1, (e)
p = 1.5, and (f) p = 2.
L2-Lp simulations
In this last part of the results section, the ROI reconstructed images as well as the quanti-
tative metrics values are given without further discussion as the results are self-explanatory
in view of the previous subsections. Further discussions are deferred to the end of this
section. As before, ﬁrst the reconstruction result using noise-free measurements are given.
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They are followed by results regarding the noisy measurements with no constraint on ter-
mination and ﬁnally prematurely terminated cases. In all cases, as before, reconstructions
with large sets of measurements and insuﬃcient data are simulated separately.
Large set of noise-free measurements - Fig. 5.14 and Table 5.11
Table 5.11 Metrics for assessing the performance of the ﬂuorescence recon-
struction for q = 2, Nmeas = 144 per slice for noise-free measurements.
Metric p = 1 p = 1.5 p = 2
QR 1.483 1.615 1.394
RMSE 0.205 0.169 0.131
CNR 9.107 10.196 10.729
TVE (-0.083 -0.333 (-0.300 0.000 (-0.182 0.111
-0.111 -0.500 -0.200) -0.250 -0.200 0.000) -0.111 -0.200 0.000)
Rec. time(s) 503.542 109.268 150.591
Init. err. 0.664 0.663 0.663
Fin. err. 0.030 0.002 0.0003
(a) (b) (c)
(d) (e) (f)
Figure 5.14 L2-Lp framework ﬂuorescence reconstruction results for noise-free
measurements with Nmeas = 144 per slice: Coronal views (a) p = 1, (b) p = 1.5,
(c) p = 2 and sagittal views for (d) p = 1, (e) p = 1.5, and (f) p = 2.
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Incomplete set of noise-free measurements - Fig. 5.15 and Table 5.12
Table 5.12 Metrics for assessing the performance of the ﬂuorescence recon-
struction for q = 2, Nmeas = 64 per slice for noise-free measurements.
Metric p = 1 p = 1.5 p = 2
QR 1.483 1.615 1.394
RMSE 0.205 0.169 0.131
CNR 9.107 10.196 10.729
TVE (-0.083 -0.333 (-0.300 0.000 (-0.182 0.111
-0.111 -0.500 -0.200) -0.250 -0.200 0.000) -0.111 -0.200 0.000)
Rec. time(s) 172.251 383.035 105.054
Init. err. 0.258 0.254 0.254
Fin. err. 0.153 0.010 0.0008
(a) (b) (c)
(d) (e) (f)
Figure 5.15 L2-Lp framework ﬂuorescence reconstruction results for noise-free
measurements with Nmeas = 64 per slice: Coronal views (a) p = 1, (b) p = 1.5,
(c) p = 2 and sagittal views for (d) p = 1, (e) p = 1.5, and (f) p = 2.
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Full set of noisy measurements - Fig. 5.16 and Table 5.13
Table 5.13 Metrics for assessing the performance of the ﬂuorescence recon-
struction for q = 2, Nmeas = 144 for noisy measurements.
Metric p = 1 p = 1.5 p = 2
QR 2.811 1.799 4.679
RMSE 0.247 0.194 0.165
CNR 8.610 9.413 9.946
TVE (-2.250 -7.000 (-0.083 -0.333 (-0.182 0.111
-9.000 -1.000 -1.000) -0.429 -0.500 -0.200) -0.250 -0.500 -0.500)
Rec. time(s) 515.486 514.299 166.003
Init. err. 0.668 0.662 0.664
Fin. err. 0.153 0.010 0.001
(a) (b) (c)
(d) (e) (f)
Figure 5.16 L2-Lp framework ﬂuorescence reconstruction results for noisy mea-
surements with Nmeas = 144 per slice: Coronal views (a) p = 1, (b) p = 1.5, (c)
p = 2 and sagittal views for (d) p = 1, (e) p = 1.5, and (f) p = 2.
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Full set of noisy measurements with limited number of optimization iterations
- Fig. 5.17 and Table 5.14
Table 5.14 Metrics for assessing the performance of the ﬂuorescence recon-
struction for q = 2, Nmeas = 144, and Niter = 10 for noisy measurements.
Metric p = 1 p = 1.5 p = 2
QR 2.373 1.863 4.582
RMSE 0.247 0.195 0.170
CNR 9.106 9.249 10.212
TVE (-2.250 -7.000 (-0.083 -0.333 (-0.300 0.000
-9.000 -1.000 -1.000) -0.250 -0.500 -0.200) -0.111 -0.200 -0500)
Rec. time(s) 137.392 99.258 148.871
Init. err. 0.669 0.664 0.664
Fin. err. 0.194 0.019 0.001
(a) (b) (c)
(d) (e) (f)
Figure 5.17 L2-Lp framework ﬂuorescence reconstruction results for noisy mea-
surements withNmeas = 144 per slice and premature termination: Coronal views
(a) p = 1, (b) p = 1.5, (c) p = 2 and sagittal views for (d) p = 1, (e) p = 1.5,
and (f) p = 2.
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Incomplete set of noisy measurements with limited number of optimization
iterations - Fig. 5.18 and Table 5.15
Table 5.15 Metrics for assessing the performance of the ﬂuorescence recon-
struction for q = 2, Nmeas = 64, and Niter = 10 for noisy measurements.
Metric p = 1 p = 1.5 p = 2
QR 2.046 2.515 4.751
RMSE 0.266 0.220 0.190
CNR 4.421 6.609 9.554
TVE (∞ -7.000 (-0.444 -1.000 (-0.444 -0.333
-9.000 -1.000 ∞) -0.667 -0.500 -0.500) -0.250 -1.000 -0.500)
Rec. time(s) 146.214 113.154 84.883
Init. err. 0.258 0.254 0.253
Fin. err. 0.172 0.024 0.002
(a) (b) (c)
(d) (e) (f)
Figure 5.18 L2-Lp framework ﬂuorescence reconstruction results for noisy mea-
surements with Nmeas = 64 per slice and premature termination: Coronal views
(a) p = 1, (b) p = 1.5, (c) p = 2 and sagittal views for (d) p = 1, (e) p = 1.5,
and (f) p = 2.
5.5.2 Discussion
Evaluation of the performances of diﬀerent reconstruction schemes is discussed here, both
qualitatively and quantitatively for the diﬀerent cases considered previously. Reviewing
the reconstruction results and associated values of the quantitative metrics reveals the
diﬀerent metrics do not always lead to the same conclusions, in the sense that one case
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might be better for a given metric, while being worse for another metric. Nonetheless, con-
sidering diﬀerent metrics to evaluate the reconstruction results can help categorizing in a
semi qualitative/quantitative manner these performances. One should notice that the ﬁnal
reconstruction error (the discrepancy between the predicted boundary readings and real
measurements) is not a relevant parameter in this regard owing to the deformations that
may occur to reduce the ﬁnal error and because diﬀerent objective functions are not scaled
the same way. Looking through the values of ﬁnal errors especially for the case of q = 2
reveals that despite inﬁnitesimal ﬁnal error values for the noisy measurements, the opti-
mization brings about artifacts and deformations as seen visually in the reconstructions;
hence, this is not a reliable metric. The same argument is also valid for other metrics. It
is well known in medical imaging that quantitative metrics do not necessarily capture the
qualitative quality of a reconstruction. Therefore, one needs to consider a set of metrics
in order to get a general appreciation of the performances of reconstruction algorithms.
Herein, the qualitative evaluation is resorted to for overcoming these shortcomings.
Comparing the reconstruction results for diﬀerent cases, one notices a very distinct dif-
ference when suﬃcient amount of data is available or not (Nmeas = 64 or Nmeas = 144
per slice). Hence, these two cases should be evaluated separately. Evaluating the noise-
free reconstruction with suﬃcient measurements using both quantitative and qualitative
measures, one can conclude that schemes with q = 1 and q = 1.5 deliver similar and
accurate results. In this situation, if reconstruction time is a parameter of importance,
one can resort to the schemes with limited number of measurements with these q values
(especially q = 1.5) as they provide acceptable results in reasonably short periods of time
(Tables 5.2 and 5.7). The diﬀerences in the results for the case of insuﬃcient noise-free
measurements is more pronounced as the optimizer does not converge to satisfactory re-
sults especially in the case of q = 2. When noise is added to the measurements, there
is again a distinct diﬀerence between the results obtained from the reconstruction with
suﬃcient/insuﬃcient measurements. In this situation, the necessity of having suﬃciently
large amounts of data for the reconstruction is more critical than noise-free measurements.
In addition, an important and obvious feature is the overcompensation by the optimizer
to deal with noisy data. This results in artifacts in the reconstructed ROIs which can be
prevented by premature termination of the optimization process. Hence, these two fea-
tures are essential in obtaining satisfactory results, i.e. suﬃciently large amounts of data
and premature termination. For the case of noisy measurements, it is important to notice
the inability of q = 2 schemes to obtain satisfactory results. This suggests a necessary re-
vision in the formulation of the cost function in the case of the ﬂuorescence reconstruction
problem. Comparing the reconstruction performances for the q = 1 and q = 1.5 schemes
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with noisy measurements under premature termination reveals that quantitative metrics
do not provide conclusive results (compare Tables. 5.4 and 5.9). Hence, one can resort to
qualitative evaluation of the performances to categorize the reconstruction schemes. Here,
better localization of the target area and artifact prevention are two criteria to be consid-
ered in the evaluation. Qualitative evaluations of the performances suggest that for noisy
measurements, best performances are achieved by the pair (q, p) = (1.5, 1). Considering
the acceptable performance of this scheme for noise-free measurements, this pair is the
optimum set of parameters in this study in diﬀerent situations.
5.6 Conclusion
In this paper, an Lq-Lp optimization framework is introduced for the reconstruction of
ﬂuorophore concentration maps in ﬂuorescence tomographic imaging. To illustrate the
approach, reconstruction is performed on the Digimouse with the kidneys as the target
organ. The tomography problem relies on the simpliﬁed spherical harmonics (SP3) equa-
tions as the forward model of light propagation in biological tissues. The SP3 equations are
discretized using a multigrid-based ﬁnite diﬀerence method to reduce the computational
burden, while enabling to concentrate on the region of interest. Boundary measurements
are simulated by adding Gaussian noise to the ﬂuorescence ﬂuence ﬁeld calculated at the
detector locations. The regularized objective function is modeled using the Lq-Lp scheme
and representative values of q and p, each in the interval [1, 2] are investigated. A method
is developed to calculate the gradient of the general formulation of the regularized objec-
tive function independent of the values of q and p. The inverse problem is solved iteratively
with an lm-BFGS optimizer.
Four quantitative metrics are presented and investigated to evaluate and compare the
reconstructions obtained with the diﬀerent pairs of values of q and p. This quantitative
assessment is carried out for coronal and sagittal views of the reconstructed region of
interest, along with qualitative visual evaluation thereof. Each pair of values is evaluated
for 5 diﬀerent cases including, a noise-free full set of measurements (i.e. Nmeas = 144
per slice), noise-free half set of measurements (i.e. Nmeas = 64 per slice), full set of noisy
measurements, full set of noisy measurements with the premature termination (i.e. Niter =
10), and half set of noisy measurements with premature termination. The qualitative and
quantitative evaluations reveal that terminating the optimization is of great importance
in preventing overcompensation by the optimizer resulting in artifacts and deformations
in the reconstructed results.
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Detailed analysis of the results shows that more accurate reconstructions are obtained with
q values of 1 and 1.5 compared to the commonly used sum of squares of diﬀerences (SSD)
to measure the discrepancy between the measurements and the boundary predictions.
Results are worse with noisy data and the performance of the SSD is degraded, although
regularization terms can help to approximately localize the target (especially with p = 2).
The best results, both quantitatively and qualitatively, are obtained with the q = 1.5.
Regarding the results for noisy data, the best set of parameters for the reconstruction of the
ﬂuorophore concentration map can be obtained by choosing (q, p) = (1.5, 1), and applying
a limited number of iterations for the optimization process on a suﬃciently large set of
boundary measurements. This prevents artifacts and deformations of the reconstructed
target, while preserving a reliable reconstruction of the ﬂuorophore concentration values.
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Achievements in this thesis are divided into two parts. The ﬁrst part presents the analytical
solutions obtained and serving as validation tools and the second part introduces a general
novel framework for image reconstruction for ﬂuorescence diﬀuse optical tomography. This
chapter is thus divided into two sections in each of which details for these achievements
are presented and discussed.
6.1 Analytical solutions
The necessity and lack of analytical solutions for the accurate the SPN equations in curved
geometries was presented in Chapter 1. This has been the motivation for the ﬁrst part of
this work. Considering the simplicity of deriving the analytical solution for symmetrical
media, we started this task with the most symmetrical bounded medium, that is the sphere.
A crucial step in the development of the analytical solution for the SPN equations is to
decouple them. This is done using an eigenvalue-based diagonalization method [Liemert
and Kienle, 2011b; Zhang et al., 2013]. The decoupled set of equations resemble the
heat conduction equations with an additional constant term [Carslaw and Jaeger, 1959].
Once the solution for each decoupled equation is obtained, one can have the solution for
composite moments in the original coupled equation and eventually the analytical solution
for the ﬂuence rate in the SPN equations.
Finding the solution for the case of a center-positioned source (maximum symmetry) is
straightforward and easy. One simply needs to apply the BCs on the inﬁnite solution of
the SPN equations due to the symmetry. A general and more complicated situation for
this geometry is an arbitrarily-positioned point source inside the sphere. In this situation,
the form of solutions for the regions with radial values smaller than source radial position
is diﬀerent from the rest of the medium. This requires a more complicated form of the
analytical solution to encompass both cases. In this situation, applying the refractive in-
dex mismatch BCs (which are the most general BCs for describing the light propagation
at the boundary), brings about a very accurate and reliable analytical solution. In this
manner, analytical solutions for the SP3 and SP5 equations in a spherical medium were
obtained. The solutions are compared on diﬀerent diameters inside the sphere with those
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of DE solutions calculated in a similar manner. Furthermore, a Monte Carlo (MC) simu-
lation for the spherical medium is performed using the MMC package [Fang, 2010]. The
package was adapted, so that it can simulate a greater number of nodes along the desired
diameters (those along which the analytical solutions are calculated). In this manner,
more accurate MC simulation results were accessible in the region of interest rather than
the regular meshing of the package without increasing the computational cost signiﬁcantly.
Simulations were performed for diﬀerent oﬀ-center sources and along various diameters.
In addition, detector readings along the boundary and ratio of the analytical solutions
to the MC one are modeled in all cases. The results obtained guarantee the accuracy of
the analytical solution obtained. In addition, as expected, higher order approximations
provide more accurate solutions. The analytical solution developed was the ﬁrst one for
the SPN equations in a bounded medium which provides a powerful tool for validation
purposes.
The method developed for obtaining the analytical solution of SPN equations in homo-
geneous spherical media is of great importance. Nonetheless, due to the limited use of
spheres in practice, its applications are exclusive. In fact, in most practical purposes, used
phantoms are in the shape of cylinders. This motivated the continuation of the work on
analytical solutions and to tackle the case of cylindrical media. In this case, the lesser de-
gree of symmetry of a cylindrical medium in comparison with a spherical one complicates
the solution process. It is not possible to apply the same BCs over the whole boundary
anymore. Considering a long cylinder, zero BCs (type I) are applied at the two ends of
the cylinder (long cylinder) while general refractive index mismatch BCs are applied on
the peripheral surface of the medium. The limited symmetry and application of diﬀerent
boundary condition make the analytical solution for an arbitrarily-placed point source in-
side the medium quite complex. The same technique as before is applied for obtaining the
solution. Initially, the solution for decoupled composite moments is calculated. The solu-
tion for coupled ones can be obtained as a matrix-form linear combination. Finally, the
ﬂuence rate is derived as a linear combination of the solutions for the coupled composite
moments. Considering that each boundary condition for each coupled moments brings one
equation to satisfy, diﬀerent surfaces in the case of a long ﬁnite cylinder result in a great
number of conditions to apply on the obtained analytical solution. This task is performed
and for the ﬁrst time, the analytical solution for SPN equations in a ﬁnite cylinder was
derived in this project. It should be emphasized that owing to the widespread use of this
model in practical situations, this analytical solution is absolutely important and useful.
As before, several scenarios for the validation of the solution is considered and the solution
for the SP3 equation is compared and evaluated against both the DE solution and MC
6.2. GENERAL FRAMEWORK FOR FDOT IMAGE RECONSTRUCTION 111
simulations results. The good agreement between the results obtained by SP3 and MC
simulations supports the credibility of the derived analytical solution.
6.2 General framework for FDOT image reconstruc-
tion
In the second part of this thesis, a general framework for the quantitative reconstruction
of the ﬂuorophore concentration map inside a turbid medium is developed. Model-based
iterative image reconstruction (MoBIIR) is the conventional approach for ﬂuorescence im-
age reconstruction. It ususally consists of three components, a forward model, an objective
function and a method to update the predictions so that the objective function is min-
imized iteratively [Bouza Domínguez and Bérubé-Lauzière, 2010; Dehghani et al., 2009;
Kim et al., 2010b; Klose and Hielscher, 1999; Schweiger et al., 2005; Song et al., 2007;
Tarvainen et al., 2008; Yao and Wang, 1997]. The reconstruction process starts with an
initial guess for the required unknnown parameters (in this case, ﬂuorophore concentra-
tion map). Accordingly, a forward problem is solved and a set of boundary predictions
are obtained. For solving the inverse problem, the predicted boundary measurements are
compared with the real values (obtained through simulations or experiments) using a cost
function to calculate the discrepancy between the predictions at each iteration and the
real values of unknown parameters. The output of the cost function is then used to calcu-
late an update for the unknown parameters by an optimizer so that the discrepancy gets
minimized. This process is repeated iteratively up until the satisfaction of a predeﬁned
condition [Arridge and Schotland, 2009; Kim et al., 2010b]. In practice, since the mea-
surements are contaminated by noise, it is necessary to incorporate strategies to suppress
the eﬀect of noise. This is generally achieved by applying a regularization term on the
cost function in order to force the optimizer into the minimum discrepancy direction [Ale
et al., 2012; Haller et al., 2008; Li et al., 2009; Okawa et al., 2011; Shi et al., 2014, 2013;
Zhang et al., 2016, 2012]. Furthermore, this provides an opportunity to use data on the
medium obtained from other imaging modalities in the form of a priori information [Gu-
ven et al., 2005; Klose et al., 2010; Schulz and Ntziachristos, 2010; Schweiger and Arridge,
1999; Yong et al., 2013].
The conventional approach in formulating the cost function is in the form of a least squares
function with diﬀerent norm types for the regularization term [Bouza Domínguez and
Bérubé-Lauzière, 2010; Dehghani et al., 2009; Kim et al., 2010b; Klose and Hielscher,
1999; Schweiger et al., 2005; Song et al., 2007; Tarvainen et al., 2008; Yao and Wang,
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1997]. This includes L1 [Shi et al., 2014, 2013; Zhang et al., 2016], L2 [Ale et al., 2012;
Haller et al., 2008; Li et al., 2009], Lp (0 < p < 1) [Okawa et al., 2011; Zhang et al.,
2012] and total variation (TV) regularization techniques [Dutta et al., 2012; Gao and
Zhao, 2010]. Despite the large number of methods suggested in the literature for FDOT
image reconstruction, this traditional formulation is still resorted to while it has been
shown in other areas (such as in impedance tomography), that other norms can provide
better results [Zhao et al., 2014]. This lack of thorough assessment of the diﬀerent possible
formulations for the cost function/regularization term motivated the second part of this
work. Herein, a general framework, the Lq-Lp scheme, is developed in which, a vast
range of possible norms for the cost function/regularization term can be modeled. This
provides an opportunity to assess the performances of diﬀerent formulations in solving
the FDOT image reconstruction problem. To this end, a model for the propagation of a
ﬂuorescent light ﬁeld inside a digital mouse model with kidneys as the ﬂuorescence target is
developed. Using the nonlinear model, a common fault in the forward problem modeling,
neglecting the absorption of the ﬂuorophore in the excitation light propagation equation, is
avoided [Darne et al., 2012; Klose and Pöschinger, 2011; Li et al., 2009; Mohajerani et al.,
2007]. The SP3 equations are used to model the propagation of excitation/ﬂuorescence
light ﬁelds inside the tissue over a multigrid mesh to decrease the dimentionality of the
inverse problem. An adjoint method is resorted to for the calculation of the gradient
of the cost function/regularization term with respect to the ﬂuorophore concentration
map [Chavent, 2010]. The reliable lm-BFGS method is used for the iterative reconstruction
of the ﬂuorophore concentration map. The reconstruction results are evaluated under
diﬀerent scenarios using both quantitative metrics and qualitative evaluations. The results
obtained support that the pair (q, p) = (1.5, 1), rather that least squares provides the most
robust results under diﬀerent circumstances. In comparison with other solutions obtained
with diﬀerent (q, p) values, one can notice that L1 norm for the cost function also provides
acceptable results to deal with noisy data, though the localization of the reconstructed
target is poorer compared with L1.5. This was conﬁrmed as well by the general trend of the
quantitative metric values. Furthermore, it was observed that the conventional formulation
of the cost function in the form of a L2 norm provided very poor reconstruction results
under the same conditions. Quantitative assessment of the L2 norm also demonstrated
its inferior performance in comparison with other norms, especially L1.5. This suggests a
necessary reformulation for solving the inverse problem in FDOT imaging.
In order to validate the proposed reconstruction framework, herein, a methodology for
an experiment is suggested. There is an imaging system under development at Centre
hospitalier universitaire de Sherbrooke (CHUS). The system, called Optimus, can obtain
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the optical measurements with an EMCCD camera on the boundary of the medium (e.g. a
mouse). The boundary measurements can be performed ideally from−90 to+90◦. In order
to avoid redundant data and considering the optical components of the system, performing
the measurements every 30◦ provides a suﬃciently rich set of boundary measurements. In
addition, the system provides the opportunity to anesthetize and ﬁx the mouse on a bed.
Once the ﬂuorescence probe (e.g. ICG) is injected, the mouse will be ﬁxed on the bed.
This bedding set with the subject is inserted inside the system and using a laser module
that is developed for the machine, illumination of the subject at diﬀerent angles can be
performed. At each illumination angle, the boundary measurements are performed using
the EMCCD camera with steps of 30◦. The illumination will be performed over a range of
360◦ all around the subject at 8 points equally separated (every 45◦). This will be repeated
all over the region of interest in the subject with spatial steps of 1 mm. At each slice, the
8 illuminations and the associated measurements are performed. Then the laser module
is displaced for 1 mm and the same process is repeated so that all the region of interest is
covered. Once this is done, using the boundary-detector model, it is possible to map all
the detector readings on the boundary of the medium. With this dataset available, it is
possible to apply the proposed method and validate its eﬃciency for practical purposes.




The ultimate goal of this project was the development of a novel eﬃcient image recon-
struction method for ﬂuorescence diﬀuse optical tomography (FDOT) of small animals
in the CW domain using the model-based image reconstruction scheme. There are three
main components in any model-based image reconstruction scheme in FDOT: a forward
model, an objective function and a method to update the predictions so that the obejec-
tive function is minimized iteratively. The forward model provides the measurements of
light emitted from the boundary of the tissue. This necessitates solving a set of equations
governing the propagation of light inside the tissue. The medium, being a diﬀusive (or
turbid) one. Hence, it requires the use of light propagation equations, modeling the propa-
gation of light in turbid media. These equations need to model all the possible phenomena
occurring for light inside the medium including absorption and scattering. These models
along with their pros and cons to describe precisely and eﬃciently the propagation of light
inside the turbid media are addressed in Chapter 2. Once a suitable set of equations is
chosen, it is possible to solve the forward problem and obtain the boundary measurements.
In practice, owing to the complexity of media, it is not possible to solve the governing
equations analytically. Hence, one needs to resort to the numerical approaches to solve
them. This necessitates using discretization methods. Diﬀerent discretization methods
and their use in DOT image reconstruction problem are investigated in Chapter 2. Fi-
nally, this chapter ends with a review of the reconstruction methods to solve the inverse
problem in DOT/FDOT imaging.
The image reconstruction in DOT/FDOT is an error-prone process. The sources of errors
include the use of an approximation to model the light propagation inside the tissue,
the discretization of the governing process, and the numercial solution of the discretized
model. Hence, validation of the forward model is very important. Analytical solutions
are used as one way of validating the numerical models of the forward problem. Owing
to their accuracy for small animal geometry and highly vascularized tissues, the SPN
equations are resorted to for modeling the light propagation, recently [Bouza-Domínguez
and Bérubé-Lauzière, 2013; Chu et al., 2009; Kim et al., 2010b; Klose, 2013]. Despite
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their widespread use, there was no analytical solutions for the SPN equations in bounded
curved media. The importance of these validation tools motivated the ﬁrst part of this
thesis to focus on the development of such solutions. Consequently, analytical solutions for
the SPN equations in spherical and cylinderical geometries are obtained for the ﬁrst time
in this work. Details of the solution development procedure for a sphere and a cylinder as
well as their evaluations against both MC simulations and the DE solutions are given in
Chapters 3 and 4, respectively.
In Chapter 5, a general framework for the quantitative reconstruction of the ﬂuorophore
concentration map inside a turbid medium is developed. The framework is applied on a
digital mouse model and a rigorous assessment is conducted to evaluate the performance
of the framework for FDOT image reconstruction.
7.2 Thesis contributions
The main 3 chapters of this thesis are based on either published or submitted papers. In
Chapter 3, the detailed procedure for solving SPN equations are given. In using these
equations, since they consist of coupled equations, ﬁrst an eigen-value based approach is
used to decouple them. The solution of the decoupled SPN equations consists of two parts,
a solution for inﬁnite medium plus a solution for the homogeneous PDE. Together these
two parts must satisfy the boundary condition modeled as the refractive index mismatch at
the boundary. The solution for the SP3 and SP5 equations are obtained for an arbitrarily-
positioned point source inside a bounded spherical diﬀusive homogeneous medium using
this procedure. This is the ﬁrst time that analytical solutions for the SPN equations are
calculated inside a bounded curved medium. The solution obtained is validated against
gold-standard MC simulations performed using the MMC package [Fang, 2010] and the an-
alytical solution for the DE in the same geometry. The evaluation supports the correctness
and accuracy of the analytical solution and its functionality for further applications.
The same method is carried over in Chapter 4 for the analytical solution of the SPN equa-
tions for a bounded cylindrical diﬀusive homogeneous medium. Owing to the widespread
use of cylindrical phantoms, this analytical solution is very important. It provides an easy
tool to validate the numerical schemes for the very popular cylindrical phantoms for the
ﬁrst time. Herein, the lower degree of symmetry in comparison with the sphere, made the
calculations more involved. The same decoupling method is applied here as well and the
solutions for the inﬁnite medium and the homogeneous equation in cylindrical geometry
are developed. In this case, to avoid complexity, the analytical solution for the SP3 equa-
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tion is presented. As before, an MC simulation is performed to validate the analytical
solution. It is compared with the DE solution as well for diﬀerent positioning of a point
source inside the medium. The good agreement between the MC simulation results and
those of the SP3 equation conﬁrms the reliability of the derived solution.
There are direct and indirect applications for the developed analytical solutions. The direct
ones include the characterization of biological tissues or of phantoms (synthetic tissue
mimicking media) and in light dosimetry, for instance for photodynamic therapy (PDT).
Furthermore, our suggested future works can give a brief view on the possible applications
and associated domains for this work. One indirect application of the developed solution
is the validation of the numerical codes and increasing their accuracy.
Finally, Chapter 5 tackled the quantitative reconstruction of the ﬂuorophore concentra-
tion map inside a turbid medium using state-of-the-art techniques. In this work we have
dealt with this problem from another point of view. Herein, we have developed a gen-
eral framework to assess the performances of diﬀerent formulation of the objective func-
tion/regularization term for the ﬁrst time in FDOT imaging. The ﬂuorescence inverse
problem is formulated as a nonlinear problem to avoid neglecting the absorption by the
ﬂuorophore in the excitation light propagation equation [Darne et al., 2012; Klose and
Pöschinger, 2011; Li et al., 2009; Mohajerani et al., 2007]. As for light propagation, the
reliable SP3 equations are used to model the propagation of excitation and ﬂuorescence
light ﬁelds. An adjoint method was used to calculate the gradient of the cost function with
respect to the ﬂuorophore concentration map in the nonlinear formulation of the FDOT
inverse problem. In this approach, the derivation is calculated indirectly using an adjoint
ﬁeld. Once the gradient is calculated, the optimizer can calculate the updates for the next
iteration of the reconstruction process. In this work, a low-memory Broyden-Fletcher-
Goldfarb-Shanno (lm-BFGS) optimizer is used to update the ﬂuorophore concentration
values. This is shown to perform acceptably for the FDOT problem. A spatial multigrid
approach is developed to decrease the dimensionality of the inverse problem while preserv-
ing the high resolution in the region of interest (ROI). Herein, kidneys of the mouse are
the ﬂuorescence target; hence, its torso is selected as the ROI and its limbs are discretized
with a coarser mesh resulting in a factor of about 8 in decreasing the size of matrices to
deal with in the reconstruction process. The evaluation is performed both quantitatively
and qualitatively. Four quantitative metrics plus ﬁnal error and reconstruction time are
used in the work to assess the results of image reconstruction. As the reconstructed results
suggest, these metrics are not alone capable of providing a complete assessment of the re-
construction results and a qualitative assessment is also necessary, as is customarily done
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in medical imaging. Based on the rigorous simulations performed, it is concluded that
against the common approach of least square norms, the pair (q, p) = (1.5, 1) provides the
most satisfactory reconstruction results especially for the noisy measurements.
To evaluate the eﬃciency of the developed analytical soltution in the improvement of
FDOT image reconstruction, one can use the results obtained in two diﬀerent chapters of
the thesis and conclude accordingly. Firstly, by consideringh the results for the accuracy
of the diﬀusion approximation compared to SPN equations, it can be noticed that SPN
equations provide more accurate model for the light propagation. This is especially im-
portant if the measured values at the boundary of the medium are considered. Comparing
the results with the Monte Carlo simulations at the boundary, one can notice a diﬀerence
of up to 50% in the accuracy of the two models (DE vs. SPN) depending on the optical
parameters. If this boundary errors in the detector readings are translated into noise on
the boundary measurements, one can expect a severely low SNR when a less accurate
model (DE) is used in comparison with more accurate one (SPN). Now assuming that the
only source of noise is due to this lack of accuracy (for comparison only), looking at the
obtained results for the case of noisy and noise-free measurements in FDOT reconstruc-
tion can be very revealing. One can notice that qualitatively and quantitatively, there is
a gain of about 5% in the reconstructed results when the eﬀects of inaccuracy (considered
as noise) are not present. Hence, it is reasonable to expect a considerable factor of 5% as
an improvement for the reconstruction results with a more accurate model.
7.3 Future work
Several avenues are suggested as future works to pursue the paths developed in this project.
These works are divided into two groups. The ﬁrst group regards the development of the
analytical tools and the second group deals with the quantitative reconstruction of the
FDOT images.
For the ﬁrst part of this project, the following avenues are suggested:
— Development of the analytical solution for layered media for a spherical geometry:
Adding diﬀerent layers with diﬀerent optical properties will keep the symmetry
intact, hence allowing the already developed method still to be useful. In addition,
this provides an opportunity to model more complex phantoms, e.g. a layered
sphere can represent the skull.
— Development of the analytical solution for a cylinder with an inserted inclusion:
Herein, the assumption of a cylindrical inclusion (centered position) keeps the ge-
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ometry symmetric but augments the functionality of the developed solution to
model real phantoms frequently used in practice.
— The previous extension can be further developed for the case of non-centered in-
clusion.
The following suggestions relate to the continuation of the work conducted on ﬂuorescence
image reconstruction.
— In the current model. measurements are performed at the boundary. Modeling
the measurements performed by a CCD (or EMCCD) camera will provide the
possibility of real experiment simulations.
— Using real data from an imaging system, e.g. the OptimUs system at Centre
hospitalier universitaire de Sherbrooke (CHUS), and perform image reconstruction
with such data using the algorithm presented in Chapter 5.
— Applying the developed code on the reconstruction of diﬀerent organs inside the
digital mouse model to investigate the eﬀect of organ depth on reconstruction results
encountered in realistic situations.
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