Let K be an algebraically closed field. For a finitely generated graded commutative K-algebra R, let cmdef R := dim R−depth R denote the Cohen-Macaulay defect of R. Let G be a linear algebraic group over K that is reductive but not linearly reductive. We show that there exists a faithful rational representation V of G (which we will give explicitly) such that cmdef K V ⊕k G ≥ k − 2 for all k ∈ N.
The depth of graded algebras
For the convenience of the reader, we have collected some standard facts about the depth of graded algebras that can be looked up in any better book on commutative algebra like [2, 5] . The given references generally only treat the local case, but this case carries over to our graded situation. For this paper, R will denote a finitely generated graded commutative K-algebra R = ∞ d=0 R d where R 0 = K. We call R + := ∞ d=1 R d the maximal homogeneous ideal of R. A sequence of homogeneous elements a 1 , . . . , a k ∈ R + is called a partial homogeneous system of parameters (phsop) if height(a 1 , . . . , a k ) R = k. If k = dim R, then the sequence is called a homogeneous system of parameters (hsop) , and then R is finitely generated as a module over A := K[a 1 , . . . , a k ]. Due to the Noether normalization theorem, hsops always exist.
The following lemma makes it easier to find phsops in an invariant ring. Let M always denote a nonzero, finitely generated Z-graded R-module (the most important case is M = R). Then a sequence of homogeneous elements a 1 , . . . , a k ∈ R + is called a homogeneous M -regular sequence of length k if for each i = 1, . . . , k we have that a i is not a zero divisor of M/(a 1 , . . . , a i−1 ) R M . If I ⊆ R + is a proper homogeneous ideal, then a homogeneous M -regular sequence a 1 , . . . , a k ∈ I is called maximal (in I), if it can not be extended to a longer M -regular sequence lying in I. Due to the theorem of Rees, two such maximal M -regular sequences have the same length (which is finite in our setup), and we write depth(I, M ) for that common length (the I-depth of M ). We call depth M := depth(R + , M ) the depth of M . In the case of M = R, every regular sequence is a phsop, and R is Cohen-Macaulay if and only if every phsop is a regular sequence. We write depth I := depth(I, R) for the depth of I. We always have depth I ≤ height I, so for the Cohen-Macaulay defect of I, cmdef I := height I −depth I, we always have cmdef I ≥ 0. In particular we have cmdef R ≥ cmdef I.
To apply this theorem in order to get a good lower bound for cmdef R, one has to find ideals I ⊆ R + of which one knows the depth. The following lemma, which is inspired by Shank and Wehlau [21, Theorem 2.1] is the proper tool. Proof. First assume that there exists a m ∈ M with m / ∈ (a 1 , . . . , a k )M and Im ⊆ (a 1 , . . . , a k )M . Then obviously I only consists of zero divisors of M/(a 1 , . . . , a k )M , hence a 1 , . . . , a k is a maximal M -regular sequence in I, hence depth(I, M ) = k.
Conversely assume depth(I, M ) = k. Then a 1 , . . . , a k ∈ I is a maximal homogeneous M -regular sequence. Then I only consists of zero divisors of N := M/(a 1 , . . . , a k )M , so by [5, Theorem 3.1.b] we have I ⊆ ℘∈Ass R (N ) ℘, and by prime avoidance [5, Lemma 3.3] there is a ℘ ∈ Ass R N with I ⊆ ℘. Since ℘ is an associated prime ideal of N , there is a n ∈ N \ {0} with ℘ = Ann R n, and for a m ∈ M with n = m + (a 1 , . . . , a k )M we have m ∈ (a 1 , . . . , a k )M and Im ⊆ (a 1 , . . . , a k )M . P
We will apply this lemma only in the case k = 2, since it is difficult to check if k ≥ 3 elements form a regular sequence. To check if two elements form a regular sequence, we have the following lemma. 
The results of this section are a quantitative extension of the qualitative results of Kemper [13] . Let H be an arbitrary group and W be a KH-module (not necessarily finite dimensional). A map g : H → W, σ → g σ is called a (1)-cocycle, if we have g στ = σg τ + g σ for all σ, τ ∈ H. The sum of two cocycles is again a cocycle, so the set of all cocycles Z 1 (H, W ) is an additive group. For any w ∈ W , the map H → W given by σ → (σ − 1)w := σw − w is also a cocycle, and we call a cocycle which is given by such a w a (1)-coboundary. The set of all coboundaries B 1 (H, W ) is obviously a subgroup of Z 1 (H, W ), and we write H 1 (H, W ) := Z 1 (H, W )/B 1 (H, W ) for the corresponding factor group. We call a cocycle g non-trivial, if it is not a coboundary, and we will often confuse an element g ∈ Z 1 (H, W ) with its image (also denoted g) in H 1 (H, W ). Thus g is non-trivial if and only if g = 0 in H 1 (H, W ). If H is a linear algebraic group and W a rational (not necessarily finite dimensional) H-module, then by Z 1 (H, W ) we will always mean the cocycles that are given by morphisms of H to W (this is automatic for
, and induces a group homomorphism
, we define its annihilator as
This ideal is proper if and only if
The proof of the following proposition has some overlap with the one of Kemper [13, Proposition 6], but we get a sharper result here. 
Proof. Because of Lemma 2.4,
We will show that m fulfills the hypotheses of Lemma 2.3 with
, and a 1 , a 2 being coprime in
Obviously, m = u 12 and we have
Technically, the following theorem is our main result. 
In the case of (a) and k = 3, this is Kemper [13, Proposition 6] .
Proof. Condition (a) implies condition (b) by Lemma 2.4 and Lemma 2.1, so let us assume condition (b). By hypothesis, height Ann K[V ] G (g) ≥ k, and by Proposition 3.1, we have depth
Invariant rings with big Cohen-Macaulay defect
In this section, given a reductive, but not linearly reductive group G and a k ∈ N, we will explicitly construct a G-module V that fulfills the hypotheses of Theorem 3.2, hence cmdef
The main step is the construction of a G-module U with a 0 = g ∈ H 1 (G, U ). For some classical groups, this has been done in Kohls [15] by explicit calculation. With the help of a result of Nagata, we can give a general construction.
is a submodule of Hom K (V, W ), and we have
Proposition 4.2 (Kohls [15, Proposition 6]) Let W be a submodule of a G-module V and ι ∈ Hom
K (V, W ) with ι| W = id W . Then σ → g σ := (σ − 1)ι is a cocycle in Z 1 (G, Hom K (V, W ) 0 ),
which is a coboundary if and only if there exists a G-invariant complement for W .
Regarding this proposition, we see that in order to construct a non-trivial cocycle, one has to find a G-module V that contains a submodule which has no complement. By definition, such a G-module V exists if and only if the group G is not linearly reductive. Next, we will show how to find such a V . Definition 4.3 Assume p > 0.We call the G-submodule
Recall that every linear algebraic group G is isomorphic to a closed subgroup of a suitable GL n (K) ([22, Theorem 2.3.6]). Then K n is a faithful G-module. 
b) G is a torus. (c) The submodule F p (V ) of S p (V ) has a complement in S p (V ).

Corollary 4.5 Let p > 0, G be a linear algebraic group such that the connected component of the unit element G 0 is not a torus, and V be a faithful G-module. Then the submodule
In particular, G is not linearly reductive.
Corollary 4.5 together with Proposition 4.2 explicitly leads to the construction of a Gmodule U and a non-trivial cocycle g ∈ Z 1 (G, U ). All we need to start is a faithful G-module (which always exists). So the next step is to find annihilators of g. If W is another G-module and w ∈ W G , then for a g ∈ Z 1 (G, U ) we can define in an obvious manner w ⊗ g ∈ Z 1 (G, W ⊗ U ), and we also get a map w⊗ :
Let g ∈ Z 1 (G, V ). Then the K-vector spaceṼ := V ⊕ K can be turned into a G-module with the G-action given by σ · (v, λ) := (σv + λg σ , λ) for all (v, λ) ∈Ṽ , σ ∈ G. Up to G-module isomorphism,Ṽ only depends on g + B 1 (G, V ). We callṼ the (corresponding) extended G-module of V (by g).
Proposition 4.6 (Kemper [13, Proposition 2])
Let U be a G-module, g ∈ Z 1 (G, U ) be a cocycle, and letŨ = U ⊕ K be the extended G-module corresponding to g. Let further be π :Ũ → K, (u, λ) → λ (with u ∈ U, λ ∈ K). Then π is invariant, π ∈Ũ * G , and
Theorem 4.7 Let G be a reductive group, U be a G-module such that there is a 0 = g ∈ H 1 (G, U ) andŨ be the corresponding extended G-module. 
If W is any faithful G-module, then V := W ⊕ U * ⊕Ũ is faithful, and the theorem above remains valid with this V . Now let G be a reductive group that is not linearly reductive. Then by definition, there exists a G-module M with a submodule N ⊆ M without complement. By Proposition 4.2, the module U := Hom K (M, N ) 0 satisfies the hypotheses of Theorem 4.7 or 4.8, so we have proved Theorem 1.3. Together with the theorem of Hochster and Roberts, this immediately leads to the following characterization of linearly reductive groups:
Corollary 4.9 A reductive group G is linearly reductive if and only if there is a global Cohen-Macaulay defect bound, i.e. a number b
Bringing all construction steps together, we get the following explicit result. We will restrict ourselves to the case that G 0 is not a torus. See [16, Satz 4.2] for the other case.
Theorem 4.10 Let p > 0 and G be a reductive group such that G 0 is not a torus, and V be a faithful G-module. Let
LetŨ be the corresponding extended G-module. Then the G-module
is faithful, and we have
Proof. By Proposition 4.2 and Corollary 4.5, we have 0 
). This makes M k faithful and leads in most cases to a lower dimension of M k . 
characteristic
The group SL 2 acts faithfully by left multiplication on U := K 2 . Let {X, Y } be the standard basis of U , so we have U = X, Y K . We use the notation like S 2 (U ) =: X 2 , Y 2 , XY and F p (U ) =: X p , Y p . Explicit calculations of the modules M k of Theorem 4.10 lead to the following examples. These calculations can be found in Kohls [15, section 3] , where we had to restrict ourselves to the case k = 3 since we did not have Theorem 3.2.
Example 5.2 Let p = 3. Then with
In the second case, M k is self-dual and completely reducible, since its summands are.
One can use Roberts' isomorphism [20] to turn an example for the group SL 2 into an example for the additive group G a = (K, +): Every SL 2 -module V can be regarded as a module of the additive group G a by the embedding G a ֒→ SL 2 , t → 1 t 0 1 . Roberts'
isomorphism (see [3, Example 3 .6]) says we then have
It is probably worth remarking that in positive characteristic, it is not known if for every G a -module V the invariant ring K[V ] Ga is finitely generated, while in characteristic zero this is Weitzenböck's Theorem [23] . If V is a SL 2 -module and we have used Theorem 3.2 in case (a) to show cmdef
because all the hypotheses of the theorem made for
Then by Roberts' isomorphism, we also have cmdef
In particular, the examples 5.1 and 5.2 for the group SL 2 can easily be turned into examples for the group G a -e.g.
for p = 3 we have cmdef K X 3 , Y 3 ⊕ k i=1 X 2 , Y 2 , XY Ga ≥ k − 2 for all k ≥ 1. If G is a non-trivial, connected unipotent group, there is a surjective algebraic homomorphism G → G a (see [3, last paragraph before section 3] for a proof of this well-known result). So if V is any G a -module, it can be regarded as a G-module with the same invariant ring. In particular, we have Theorem 5.3 For every non-trivial, connected unipotent group G over an algebraically closed field K of characteristic p > 0, there exists a G-module V such that K[V ⊕k ] G is finitely generated and cmdef K[V ⊕k ] G ≥ k − 2 for all k ≥ 1.
The modules M k of Theorem 4.10 often are not very "nice", in particular they have big dimensions. With some more effort, we succeeded to construct "nicer" modules for the groups SL 2 and G a such that the invariant rings have big Cohen-Macaulay defect. We just state the result here, and refer to my thesis [16, pp. 113-126] for the proof. 
Then we have 
