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Vsem.
”Our lives sometimes depend on comput-
ers performing as predicted.”
— Philip Emeagwali
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Seznam uporabljenih kratic
kratica anglesˇko slovensko
CA classification accuracy klasifikacijska tocˇnost
FP false positive nepravilno pozitivno
FN false positive nepravilno pozitivno
TN true positive pravilno negativno
TP true positive pravilno pozitivno
CNN convolutional neural network konvolucijska nevronska mrezˇa
NN neural net nevronska mrezˇa
FOR false ommision rate delezˇ napacˇno omitiranih
FDR false discovery rate delezˇ napacˇno zaznanih
FPR false positive rate delezˇ napacˇno zaznanih kot pozitivnih
FNR false negative rate delezˇ napacˇno zaznanih kot negativnih

Povzetek
Naslov: Robustno sledenje s konvolucijskimi nevronskimi mrezˇami
Sledenje objektov je proces lokalizacije objekta(ov) skozi sekvenco slik.
Mnogo uspesˇnih sledilnikov za sledenje uporablja konvolucijske nevronske
mrezˇe, ki so sposobne razpoznavati objekte na viˇsjem abstraktnem nivoju.
Poznamo kratkorocˇne in dolgorocˇne sledilnike, pri katerih se slednji razliku-
jejo po znacˇilnosti, ki ob primeru odpovedi sledenja ponovno nastavi sledilnik.
V nasˇem delu smo se osredotocˇili na izboljˇsavo sledilnika, ki z uporabo kon-
volucijske nevronske mrezˇe sicer dosezˇe hitro in natancˇno sledenje, vendar
nima mozˇnosti dolgorocˇnega sledenja. Predlagamo nov sledilnik z implemen-
tirano detekcijo odpovedi sledenja. Ta napove verjetnost pravilnega oziroma
nepravilnega trenutnega sledenja. Na podlagi te detekcije pa nato imple-
mentiramo detektor objekta, ki v primeru zaznane odpovedi sledenja poiˇscˇe
sledeni objekt na sliki in ponastavi sledilnik. S tem izpolnimo zahteve dol-
gorocˇnega sledilnika. Za sˇe bolj robustno dolgorocˇno sledenje predlagamo
tudi dva nacˇina posodabljanja predloge. Pri prvem nacˇinu posodabljamo
predlogo s shranjevanjem predlog v vrsto, pri drugem pa s postopnim poso-
dabljanjem predloge z novimi primeri. Na trenutno edini podatkovni zbirki
za dolgorocˇno sledenje predlagani sledilnik dosega najboljˇse rezultate, ki so
24% boljˇsi od trenutno najboljˇsega objavljenega sledilnika.
Kljucˇne besede
mrezˇe, sledilnik, objekt, sledenje, detekcija, model

Abstract
Title: Robust tracking with convolutional neural networks
Visual object tracking is a process of object(s) localization through the se-
quence of images. Many successful trackers use convolutional neural networks
for tracking. These networks are capable of recognizing object features on an
abstract level. We can define trackers as short term and long term trackers
with the latter having an additional function which reinitializes their track-
ing in case of a failure. In our work, we want to improve the tracker that uses
convolutional neural network which is already accurate and fast but does not
offer the possibility of a long term tracking. We propose a new tracker with
a tracking failure detection. This detection predicts with plausibility if the
tracker is tracking the object correctly or incorrectly. Based on implemented
failure detection, we implement the object detection which finds the track-
ing object on the image and reinitializes the tracker in case of a predicted
tracking failure. With these two features implemented, we fulfill the require-
ments for the long term tracker. For even more robust long term tracking
we propose two methods of updating the template. With the first method,
we save templates in an array while with the second method we gradually
update the initial template with new examples. We scored the best result
in the so far only existing database for long term tracking evaluation. The
results are 24% better than those of the currently best published tracker.
Keywords
networks, tracker, object, tracking, detection, model

Poglavje 1
Uvod
Sledenje objektov je proces lokalizacije objekta(ov) skozi sekvenco slik. Upo-
raba je sˇiroko razsˇirjena pri interakciji cˇlovek-stroj [1], na podrocˇjih, kot so
varnostno nadzorovanje [2], kontrola prometa [3], obogatena resnicˇnost [4]
itd. Pri sledenju objekta iz realnega sveta se kompleksnost sledenja skozi cˇas
povecˇuje, saj se spreminja tako objekt, kot tudi njegovo ozadje. Potrebne
so metode, ki uspejo kljub transformaciji objekta in ozadja zaznati objekt
ter njegove spremembe shranijo za nadaljnjo sledenje (glej [5]). Sledenje je
lahko cˇasovno zahtevno, zato je izbira metode pomembna glede na namen
uporabe sledilnika. Cˇe nam je pomembno natancˇno sledenje in ne njegov cˇas
izvajanja, lahko izberemo pocˇasnejˇsi, a bolj natancˇen sledilnik. V primeru
sledenja v realnem cˇasu pa moramo izbrati hiter sledilnik, ki pa ni nujno
natancˇen.
Sledenje poteka na sekvenci slik, kjer pri zacˇetni sliki inicializiramo sledil-
nik s predlogo sledecˇega objekta. Sledilnik nato poskusˇa samostojno slediti
objektu z vsako naslednjo iteracijo. Da bi sledilnik cˇim dlje ohranil pravilno
sledenje objekta, so bile razvite razlicˇne metode, ki pomagajo pri razpoznav-
nosti objekta ali predvidevajo njegove polozˇaje. Zaradi vedno vecˇje racˇunske
mocˇi in ucˇinkovitosti so se pojavile metode sledenja s konvolucijskimi ne-
vronskimi mrezˇami [6, 7, 8, 9]. Njihova ucˇinkovitost se kazˇe v tem, da lahko,
za razliko od drugih metod, prepoznajo objekt na abstraktnem nivoju. Tako
1
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lahko sledeni objekti med sledenjem spreminjajo svoj videz preko deformacij
in so kljub temu dobro prepoznani.
1.1 Pregled sorodnih del
Veliko sledilnikov je zˇe bilo implementiranih z uporabo konvolucijskih nevron-
skih mrezˇ, na primer [6, 7, 8, 9]. Sledilnike se lahko uporablja z namenom
kratkorocˇnega sledenja (angl., short-term tracking) ali sledenja na dolgi rok
(angl., long-term tracking). Slednji mora detektirati lastno odpoved sledenja
in ponovno detektirati sledecˇi objekt, tudi ko je ta zˇe dlje cˇasa odsoten. V
tem razdelku bomo pregledali samo tiste metode, katerih lastnosti zˇelimo
imeti tudi v nasˇem modelu.
V cˇlanku [6] za sledenje objekta predlagajo uporabo primerjalne funk-
cije, ki je sestavljena iz polno konvolucijske siamske nevronske mrezˇe [10].
Ta sprejme na en vhod sliko objekta in na drug iskalno sliko ter vrne ma-
triko, kjer vsaka celica predstavlja mozˇno lokacijo, njene vrednosti pa verjetje
(angl., likelihood) pojavitve objekta. Ker model v eni interakciji detektira in
lokalizira objekt, je zato hitrejˇsi od ostalih sodobnih sledilnikov. Model ne
uporablja posodabljanja ter je kljub temu robusten pri sˇtevilnih zahtevnih
problemih, kot so vecˇje spremembe podobe objekta, slaba osvetlitev, spre-
memba v velikosti in zameglitev pri premikanju. Ta sledilnik bomo v delu
podrobneje preucˇili in na podlagi tega naredili novi dolgorocˇni sledilnik.
V cˇlanku [7] naucˇijo primerjalno funkcijo, ki med dvema slikama vrne
visoko vrednost, cˇe sta si podobni, sicer pa nizko. Model vzorcˇi sliko, kjer
je pojavitev objekta najbolj verjetna, ter primerja te vzorce s primerjalno
funkcijo, nato pa izbere lokacijo tistega vzorca, ki je dosegel najvecˇjo vre-
dnost. Dobra lastnost predlaganega modela je zmozˇnost ponovno detektirati
objekt, tudi ko je ta zˇe dlje cˇasa odsoten. To pa je prvina sledilnikov na dolgi
rok [11].
V cˇlanku [26] predlagajo uporabo dveh locˇenih niti za sledenje, kjer se
prva nit izvaja hitro, a ne tako natancˇno, medtem ko je druga nit pocˇasnejˇsa
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in popravlja sledenje prve niti, v kolikor je to potrebno. Dobra lastnost
uporabe dveh locˇenih niti je ta, da ni potrebno pocˇasnejˇse niti izvajati pri
vsaki iteraciji, ampak samo na vsakih N slik. Tako se lahko za drugo nit
uporabi model, ki natancˇno prepozna znacˇilke objekta, pri tem pa sˇe vedno
ohrani sledenje v realnem cˇasu. Rezultati so pokazali, da so z omenjeno
metodo dosegli boljˇse sledenje od vseh ostalih realno cˇasovnih sledilnikov in
tudi nekaj pocˇasnejˇsih sledilnikov.
1.2 Prispevki
V delu se osredotocˇamo na kratkorocˇni sledilnik SiamFC [6] in na podlagi
tega naredimo nov dolgorocˇni sledilnik. Sledilnik SiamFC je kratkorocˇni
sledilnik, ki hitro in robustno detektira sledecˇi objekt, vendar nima mozˇnosti
detektirati odpovedi sledenja. V nasˇem delu nadgradimo sledilnik SiamFC
z detekcijo odpovedi sledenja in detekcijo objekta, ki ob zaznani odpovedi
sledenja ponovno poiˇscˇe sledeni objekt. Tako dobimo nov sledilnik, ki je hiter
in hkrati dovolj zanesljiv, da omogocˇa dolgorocˇno sledenje.
1.3 Struktura naloge
Magistrska naloga je razdeljena na sˇest poglavij. V Poglavju 2 predstavimo
konvolucijske nevronske mrezˇe, ki jih uporabljamo v nasˇem delu. Nato v
Poglavju 3 predstavimo sledilnik, ki uporablja arhitekturo polno konvolucij-
ske siamske nevronske mrezˇe za sledenje. V Poglavju 4 predlagamo izboljˇsave
nadgradnje sledilnika iz Poglavja 3, kjer najprej implementiramo klasifikator,
ki omogocˇa detekcijo odpovedi sledenja. Tega nato uporabimo pri metodah
za izboljˇsanje sledenja, kot je uporaba detektorja objekta ob odpovedi sle-
denja ter posodabljanje predloge. V Poglavju 5 izvedemo eksperimentalno
evalvacijo s testiranjem nasˇih izboljˇsav na razlicˇnih testnih mnozˇicah. V
zadnjem Poglavju 6 pa opiˇsemo nasˇe ugotovitve.
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Poglavje 2
Konvolucijske nevronske mrezˇe
Konvolucijske nevronske mrezˇe (angl. convolutional neural networks, CNN)
imajo pomemben vpliv na podrocˇju racˇunalniˇskega vida in razumevanja slik
na splosˇno. Njihova ucˇinkovitost je tako dobra, da zamenjujejo obstojecˇe
metode pridobivanja znacˇilk iz slik, kot je na primer SURF [12]. Cˇeprav je
vecˇina CNN pridobljenih s kompozicijo enostavnih linearnih in nelinearnih
filtrov, je njihova implementacija dalecˇ od trivialne. Za ucˇenje CNN je po-
trebno imeti veliko ucˇno mnozˇico, ki velikokrat vsebuje tudi vecˇ milijonov
primerkov. Da lahko izvajamo CNN na tako velikih ucˇnih mnozˇicah, rabimo
ustrezna orodja, ki optimizirajo uporabo in, kar je najpomembneje, izvajajo
racˇunanje na graficˇnih karticah [13, 14]. V prvem delu poglavja opiˇsemo ne-
vronske mrezˇe, nato opiˇsemo CNN in vse njene funkcije, ki jih uporabljamo
v nasˇem delu, v nadaljevanju pa sˇe opiˇsemo krizˇno korelacijo in arhitekturo
siamske CNN.
2.1 Nevronske mrezˇe
Nevronska mrezˇa (angl. Neural Network, NN) je funkcija g(·), ki slika po-
datke x (na primer sliko) v vektor y, ki je oznaka (angl. label) slike. Funkcija
g(·) = fL ◦ ... ◦ f1 je kompozicija zaporedij enostavnejˇsih funkcij fl(·), ki se
imenujejo racˇunski bloki ali nivoji. Naj bodo x1,x2, ..,xL izhodi vsakega
5
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Slika 2.1: Slika prikazuje enostavnejˇsi primer nevronske mrezˇe, kjer so
racˇunski bloki zaporedno povezani. Slika povzeta po [14].
nivoja mrezˇe in naj x0 = x predstavlja vhod mrezˇe. Vsak vmesni izhod
xl = fl(xl−1;wl) je izracˇunan iz prejˇsnjega izhoda xl−1 z uporabo funkcije
fl(·) in parametra wl, kot prikazuje Slika 2.1, kjer vidimo enostavnejˇsi primer
zaporedno povezanih racˇunskih blokov nevronske mrezˇe.
2.2 Konvolucijske nevronske mrezˇe
Pri CNN imajo podatki prostorsko strukturo. Vsak xl ∈ RHl×Wl×Cl je 3D
seznam, kjer prvi dve dimenziji predstavljata viˇsino (Hl) in sˇirino (Wl) ter
sta interpretirani kot prostorski dimenziji. Tretja dimenzija Cl pa predstavlja
sˇtevilo kanalov znacˇilk. Torej seznam xl predstavlja Cl dimenzionalni vektor
znacˇilk polja Hl ×Wl za vsako prostorsko lokacijo. Cˇetrta dimenzija Nl v
seznamu zdruzˇuje vecˇ primerkov, zdruzˇenih v en paket (angl. batch), za
ucˇinkovito paralelno obdelavo. Mrezˇa se imenuje konvolucijska zato, ker je
funkcija fl(·) lokalno in translacijsko neodvisen operator. Pri CNN je mozˇno
uporabiti tudi vecˇ prostorskih dimenzij, kjer na primer dodatni parameter
pomeni cˇas, saj ni predpisanih restrikcij glede samega formata podatkov.
2.2.1 Vzvratni prehod
NN se pogosto uporablja kot klasifikatorje ali regresije. Cˇe izhod y pred-
stavlja vektor verjetnosti za vsak razred in cˇe je c oznaka slike x, lahko
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s kriterijsko funkcijo ℓ(y, c) ∈ R, ki ”kaznuje”napacˇne napovedi, izmerimo
ucˇinkovitost CNN. Parametre CNN se lahko nastavi ali naucˇi tako, da mini-
mizirajo povprecˇno napako kriterijske funkcije nad ucˇno mnozˇico, ki vsebuje
vnaprej oznacˇene primere. Za ucˇenje se uporablja metoda stohasticˇnega spu-
sta po gradientu. Odvodi so izracˇunani z uporabo algoritma vzvratni prehod,
ki uporablja ucˇinkovit pristop verizˇnega odvajanja.
V CNN je nivo funkcija y = f(x) kjer sta vhod x ∈ RH×W×C in izhod
y ∈ RH′×W ′×C′ tenzorja. Odvod funkcije f(·) vsebuje odvode vsake izhodne
komponente yi′j′k′ glede na vhodno komponento xijk, kjer je skupno sˇtevilo
elementov enako H ′×W ′×C ′×H×W ×C. Namesto da se odvodi racˇunajo
kot tenzor, je bolje zamenjati tenzor v matricˇno obliko s kopicˇenjem vhodnih
in izhodnih tenzorjev v vektor. To stori operator vec, ki leksikografsko uredi
elemente v vektor, na primer,
vec x =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x111
x211
...
xH11
x121
...
xHWC
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2.1)
S kopicˇenjem vhodov in izhodov se lahko vsak nivo f(·) ponovno interpre-
tira kot vektorska funkcija vecf , katere odvod je konvencionalna Jakobijeva
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matrika, na primer
d vec f
d(vecx)T
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂y111
∂x111
∂y111
∂x211
. . . ∂y111
∂xH11
∂y111
∂x121
. . . ∂y111
∂xHWC
∂y211
∂x111
∂y211
∂x211
. . . ∂y211
∂xH11
∂y211
∂x121
. . . ∂y211
∂xHWC
...
... . . .
...
... . . .
...
∂yH′11
∂x111
∂yH′11
∂x211
. . .
∂yH′11
∂xH11
∂yH′11
∂x121
. . .
∂yH′11
∂xHWC
∂y121
∂x111
∂y121
∂x211
. . . ∂y121
∂xH11
∂y121
∂x121
. . . ∂y121
∂xHWC
...
... . . .
...
... . . .
...
∂yH′W ′C′
∂x111
∂yH′W ′C′
∂x211
. . .
∂yH′W ′C′
∂xH11
∂yH′W ′C′
∂x121
. . .
∂yH′W ′C′
∂xHWC
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
(2.2)
Z matricˇno obliko je enostavno izracˇunati odvode tenzorja, vendar so
te matrike lahko ekstremno velike. Tudi pri obicˇajno velikih podatkih (na
primer H = H ′ = W = W ′ = 32 in C = C ′ = 128) imamo priblizˇno
17 × 109 elementov v Jakobijevi matriki, za kar zahteva 68 GB prostora.
Smisel algoritma vzvratnega prehoda je izracˇun odvodov brez zahteve po
toliksˇnem prostoru.
Da bi razumeli vzvratni prehod, si predstavljajmo enostavno CNN, ki se
zakljucˇi v kriterijski funkciji fL(·) = ℓy(·). Cilj je izracˇunati gradient napake
izhoda xL glede na vsak parameter wl:
df
d(vecwl)T
=
d
d(vecwl)T
[fL(.;wL) ◦ · · · ◦ f2(;w2) ◦ f1(x0;w1)]. (2.3)
Z uporabo verizˇnega pravila in matricˇne notacije, predstavljene zgoraj,
se odvod izracˇuna po enacˇbi
df
d(vecwl)T
=
d vec fL(xL−1;wL)
d(vecxL−1)T
× . . .
· · · × d vec fl+1(xl;wl+1)
d(vecxl)T
× d vec fl(xl−1;wl)
d(vecxTl )
, (2.4)
kjer so odvodi izracˇunani na mestu, ki ga je dolocˇil vhod x0 in trenutna
vrednost parametra. V enacˇbi (2.4) je izhod xl skalar in elementi ciljnega
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odvoda df/d(vecwl)
T so enake velikosti kot vektor parametrov wl, kar pa
je sprejemljiva velikost. Kljub temu pa ima Jakobijeva matrika preveliko
velikost za hitro racˇunanje z racˇunalnikom. Da se izognemo eksplicitnemu
racˇunanju faktorjev, se jih lahko lotimo po naslednjem postopku.
Zacˇnemo z mnozˇenjem izhoda zadnjega nivoja s tenzorjem pL = 1 (tenzor
je tukaj skalar, tako kot spremenljivka xL).
pL × df
d(vecwl)T
= pL × d vec fL(xL−1;wL)
d(vecxL−1)T
× . . .
· · · × d vec fl+1(xl;wl+1)
d(vecxl)T
× d vec fl(xl−1;wl)
d(vecwTl
=
= (vec ,pL−1)T × · · · × d vec fl+1(xl;wl+1)
d(vecxl)T
× d vec fl(xl−1;wl)
d(vecwTl )
, (2.5)
kjer sta bila v tretji vrstici zadnja faktorja pomnozˇena in tvorita novi ten-
zor pL−1, ki ima isto velikost kot spremenljivka xL−1. Faktor PL−1 se
lahko eksplicitno shrani. Tak postopek ponavljamo ter izracˇunamo ten-
zorje pL−2, . . . ,pl dokler ni izracˇunan zˇeleni odvod. Pri tem pa nikoli ne
shranimo velikega tenzorja v spomin. Za vzvratni prehod si lahko predsta-
vljamo projekcijo p kot linearizacijo celotne mrezˇe od spremenljivke y do
koncˇnega vhoda. Projicirani odvod pa si lahko predstavljamo kot novi nivo
(dx, dw) = df(x,w,p) v obratni smeri racˇunanja.
2.3 Racˇunski bloki
V tem podpoglavju bomo opisali racˇunske bloke, ki smo jih uporabili v nasˇem
delu. V nasˇem primeru se racˇunske bloke uporablja kot funkcije y = f(x,w),
kjer seznama x in w predstavljata podatke in parametre, medtem ko y pred-
stavlja izhodni seznam. V splosˇnem sta x in y realna 4D seznama, zapakirana
v N map ali slik, kjer je w lahko poljubne oblike. Razlicˇne funkcije lahko,
v kolikor je to potrebno, uporabljajo malo drugacˇno sintakso. Veliko funkcij
lahko sprejme dodatni argument, nekatere ne rabijo parametrov, druge pa
lahko sprejmejo vecˇ vhodov in parametrov.
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2.3.1 Konvolucija
Konvolucijski blok racˇuna konvolucijo vhodne mape x s skupino K vecˇ di-
menzionalnih filtrov f in nagnjenju (angl. biases) b, ki so definirani kot
x ∈ RH×W×D,f ∈ RH′×W ′×D×D′′ ,y ∈ RH′′×W ′′×D′′ . (2.6)
Rezultat konvolucije pa se nato izracˇuna kot
yi′′j′′d′′ = bd′′ +
H′∑
i′=1
W ′∑
j′=1
D∑
d′=1
fi′j′d × xi′′+i′−1,j′′+j′−1,d′′ . (2.7)
Pri racˇunanju konvolucije mora biti celoten filter znotraj mape, zato je
izhodna mapa manjˇsa od vhodne. Cˇe tega ne zˇelimo, moramo vhodni mapi
dodati obrobe (angl. padding). Te dodajo nicˇle na robove vhodne mape
(P−h , P
+
h , P
−
w , P
+
w ). V kolikor pa zˇelimo imeti izhodno mapo manjˇso, upo-
rabimo podvzorcˇenje (Sh, Sw). Z uporabo obrob ali podvzorcˇenja se izhod
izracˇuna kot
yi′′j′′d′′ = bd′′ +
H′∑
i′=1
W ′∑
j′=1
D∑
d′=1
fi′j′d × xSh(i′′−1)+i′−P−h ,Sw(j′′−1)+j′−P−w ,d′,d′′ . (2.8)
Velikost izhodne mape pa se izracˇuna po enacˇbi
H ′′ = 1 + ⌊H −H
′ + P−h + P
+
h
Sh
⌋. (2.9)
Pri tem pa mora biti vhod vsaj toliko velik, kot so veliki filtri, tako da je
H + P−h + P
+
h ≤ H ′.
Polno povezani bloki ali nivoji so linearne funkcije, kjer je vsak izhod
povezan z vsemi vhodi. V nasˇem delu ne razlikujemo med konvolucijskimi
bloki in polno povezanimi bloki. Slednji je poseben primer, kjer ima izhodna
mapa y dimenzije 1× 1.
2.3.2 Nivo zdruzˇevanja
Naloga bloka prostorskega zdruzˇevanja je zmanjˇsanje lokacijske odvisnosti
znacˇilk [15]. Ta za vsak odziv v mapi, in njegovo dolocˇeno okolico, izracˇuna
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maksimalno ali povprecˇno vrednost. Z zdruzˇevanjem se zmanjˇsa prostorska
dimenzija vhodom v naslednji nivo. S tem se tudi omili preveliko prilagajanje
ucˇnim podatkom. Ker so vse operacije vnaprej dolocˇene, se ta blok ne ucˇi.
Primer maksimalnega zdruzˇevanja prikazuje enacˇba
yi′′j′′d = max
1≤i′≤H′,1≤j′≤W ′
xi′′+i−1,j′′+j′−1,d. (2.10)
Pri obrobah in podvzorcˇenju je podobno kot pri konvolucijskem nivoju.
Pri tem pa je odziv na obrobo drugacˇen. Pri maksimalnem zdruzˇevanju
imajo obrobe vrednost − inf, medtem ko imajo pri povprecˇnem zdruzˇevanju
vrednosti 0.
2.3.3 Enota ReLu
Uporaba aktivacijske funkcije vpelje modelu nelinearnost, saj bi se v drugacˇnem
primeru CNN obnasˇala kot enoslojni perceptron. Obstaja vecˇ vrst aktiva-
cijskih funkcij, kot sta na primer sigmoidna funkcija in hiperbolicˇni tangens.
V nasˇem delu pa uporabljamo aktivacijsko funkcijo ReLU (angl. Rectified
Linear Unit), ki vrne rezultat po enacˇbi
yijd = max{ 0,xijd} . (2.11)
Pri globokih nevronskih mrezˇah, ki se ucˇijo na velikih in kompleksnih
ucˇnih podatkih, se je uporaba funkcije ReLU izkazala za boljˇso resˇitev kot
logisticˇna sigmoidna funkcija ali hiperbolicˇni tangens [16].
2.3.4 Paketna normalizacija
Paketna normalizacija [17] je drugacˇna od ostalih racˇunskih blokov, ker izvaja
operacije cˇez celotno skupino map, medtem ko jih vecˇina izvaja za vsako
mapo posebej. Ta normalizira vsak kanal mape x, tako da izracˇuna povprecˇje
prostorske lokacije in skupinske instance. Izhodno mapo se izracˇuna tako, da
12 POGLAVJE 2. KONVOLUCIJSKE NEVRONSKE MREZˇE
spremenljivka T predstavlja velikost skupine x,y ∈ RH×W×K×T ,w ∈ RK , b ∈
R
K , nato pa se jo izracˇuna po enacˇbi
yijkt = wk
xijkt − µk√
σ2k + ϵ
+ bk, (2.12)
kjer se µk in σ
2
k izracˇunata po naslednjih enacˇbah:
µk =
1
HWT
H∑
i=1
W∑
j=1
T∑
t=1
xijt, (2.13)
σ2k =
1
HWT
H∑
i=1
W∑
j=1
T∑
t=1
(xijkt − µk)2. (2.14)
2.3.5 Funkcija Softmax
Funkcija Softmax je razsˇirjena logisticˇna funkcija, ki realne vrednosti K di-
menzionalnega vektorja σ(z) spremeni v vrednosti [0, 1], ki se sesˇtejejo v
1. V nasˇem primeru nam te vrednosti predstavljajo napovedne verjetnosti
posameznega razreda. Po navadi se jo uporabi na zadnjem nivoju CNNja in
sluzˇi kot klasifikator. Izracˇuna se jo kot
yijk =
exijk∑D
t=1 e
xijk
. (2.15)
2.3.6 Kriterijska funkcija
Namen kriterijske funkcije ℓ(x, c) je primerjava napovedi x s pravilno vre-
dnostjo razreda oznake c. Izguba je tretirana kot konvolucijski operator, v
smislu, da je izguba neodvisno izracˇunana za vsako prostorsko lokacijo.
Logaritemska kriterijska funkcija dobi na vhod vektor x, ki predstavlja
verjetnosti za vsak razred posebej. Izguba je nato negativna logaritemska
verjetnost pravilno napovedanega razreda
ℓ(x, c) = − logxc. (2.16)
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Odvod te funkcije pri vzvratnem razsˇirjenju napake pa se izracˇuna po enacˇbi
∂pℓ(x, c)
∂xk
= −p∂ log(xc)
∂xk
= −pxcδk=c, (2.17)
kjer je tenzor p skalar, saj vse kriterijske funkcije vrnejo skalarno vrednost.
2.4 Krizˇna korelacija
Krizˇna korelacija je mera podobnosti dveh zaporedij f , g kot funkcija pozicij-
skih sprememb ene relativno na drugo. Znana je tudi kot premikajocˇe okno
vektorskega produkta. Za diskretne funkcije je krizˇna korelacija definirana
kot
(f ⋆ g)[n]
def
=
inf∑
m=− inf
f ∗[m]g[m+ n]. (2.18)
2.5 Arhitektura siamske CNN
Arhitektura siamske CNN je bila prvicˇ predstavljena leta 1990 v delu [10],
kjer so poskusˇali resˇiti problem prepoznave rocˇnih podpisov z ujemanjem
dveh slik. Vsebuje dve identicˇni CNN s transformacijo ϕ(·) , ki sprejmeta
dva razlicˇna vhoda, nato pa se njuna izhoda povezˇeta s funkcijo g(·), ki vrne
koncˇni rezultat f(x,y) = g(ϕ(x), ϕ(y)). Funkcija g(·) je lahko konvolucijska
mrezˇa ali pa je enostavna mera razdalje oziroma podobnosti. Uporaba dveh
identicˇnih CNN ima dve kljucˇni lastnosti. Prva lastnost je, da se zaradi
enakih utezˇi in parametrov posamezne CNN zagotovi, da se dva podobna
podatka na vhodu preslikata v podoben prostor znacˇilk na izhodu. Druga
lastnost pa je simetricˇnost, kar pomeni, da dobimo enake rezultate tudi v
primeru, cˇe zamenjamo njuna vhoda.
S to arhitekturo lahko na primer izracˇunamo podobnost dveh slik, kjer
dvema podobnima slikama pripiˇsemo visoko vrednost ujemanja in razlicˇnima
slikama pripiˇsemo nizko vrednost ujemanja. Slike gredo najprej cˇez vhoda
CNN, kjer se na izhodu pretvorita v bolj abstraktne znacˇilke. Podobnost med
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Slika 2.2: Slika prikazuje primer uporabe arhitekture siamske CNN za
izracˇun podobnosti vsebine dveh slik.
njima pa se lahko izracˇuna z enostavno funkcijo, na primer s krizˇno korelacijo,
saj se znacˇilke nahajajo v istem prostoru, cˇe so si slike vsebinsko podobne.
Tak primer prikazuje Slika 2.2. V preteklosti so siamsko CNN predlagali za
razpoznavanje obrazov [18], ucˇenja kljucˇnih znacˇilk na sliki [19], prepoznavo
rocˇnih podpisov [10] itd.
Poglavje 3
Sledenje s siamsko
konvolucijsko mrezˇo
V delu [6] za sledenje predlagajo uporabo arhitekture siamske CNN. Nasˇe
delo temelji na njihovem sledilniku SiamFC, zato ga v tem poglavju podrobno
opiˇsemo. V prvem delu poglavja opiˇsemo arhitekturo in njene prednosti.
V drugem delu opiˇsemo ucˇenje siamske CNN. V tretjem delu pa opiˇsemo
sledenje z uporabo siamske CNN.
3.1 Arhitektura siamske CNN
Za sledenje se uporablja arhitektura siamske CNN, ki je polno konvolucijska
glede na sliko predloge x. Funkcija je polno konvolucijska, cˇe se prevaja s
prevodom oziroma cˇe se vrednosti preslikajo tako, da se zaporedje vrednosti
na vhodu ohrani tudi na preslikanem izhodu. Torej, cˇe je Lτ operator pre-
vajanja, sledi (Lτx)[u] = x[u− τ ]. Funkcija h(·), ki povezuje vse signale, je
polno konvolucijska s korakom k, cˇe je
h(Lkτx) = Lτh(x) (3.1)
za vsak prevod τ .
Prednost polno konvolucijske funkcije je ta, da lahko na vhod podamo
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Racˇunski blok Velikost filtra Stride Primerek Iskalna mapa Sˇt. kanalov
127× 127 255× 255 ×3
Conv1 11× 11 2 59× 59 123× 123 ×96
pool1 3× 3 2 29× 29 61× 61 ×96
Conv2 5× 5 1 25× 25 57× 57 ×256
pool2 3× 3 2 12× 12 28× 28 ×256
Conv3 3× 3 1 10× 10 26× 26 ×192
Conv4 3× 3 1 8× 8 24× 24 ×192
Conv5 3× 3 1 6× 6 22× 22 ×128
Tabela 3.1: Tabela prikazuje arhitekturo polno konvolucijske siamske CNN
sledilnika SiamFC.
razlicˇno veliki sliki. Namesto slike primerka, ki je enake velikosti kot slika pre-
dloge, uporabimo kar poljubno veliko iskalno sliko, funkcija pa bo izracˇunala
podobnost za vsak prevod posebej. Tako dobimo v eni iteraciji izracˇunane
podobnosti primerka za vecˇ lokacij hkrati. To se dosezˇe tako, da se zdruzˇi
vgrajeni konvolucijski funkciji ϕ(·) s krizˇno korelacijo
f(z,x) = ϕ(z) ∗ ϕ(x) + b1, (3.2)
kjer b1 oznacˇuje signal, ki ima na vsaki lokaciji vrednost b ∈ R.
Izhod take mrezˇe ni en sam izhod, ampak je koncˇno velika matrika D ⊂
Z
2, kjer vsaka vrednost v matriki D predstavlja podobnost predloge in pri-
merka, koordinate pa izdajo njihovo lokacijo. Koordinate na matriki D je
nato potrebno sˇe pretvoriti v koordinate celotne slike. Delovanje take polno
povezane CNN prikazuje Slika 3.1.
Arhitektura polno konvolucijske siamske CNN, ki jo uporablja omenjeni
sledilnik, je podana v Tabeli 3.1. V cˇasu ucˇenja je po vsakem ReLu dodana
sˇe paketna normalizacija. Aktivacijska funkcija ReLu je, z izjemo zadnjega,
prisotna po vsakem konvolucijskem bloku. Pri omenjeni arhitekturi se ne
uporablja obrob, saj bi s tem krsˇili pravilo polno konvolucijske mrezˇe, ki je
definirano v enacˇbi (3.2).
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Slika 3.1: Slika prikazuje delovanje polno konvolucijske siamske CNN. Vho-
dni podatek z pomeni sliko predloge, x pa iskalno sliko. Koncˇni rezultat je
matrika D. Slika je povzeta po [6].
3.2 Ucˇenje
Za ucˇenje omenjenega modela so v delu [6] uporabili zbirko podatkov Ima-
geNet Large Scale Visual Recognition Challenge [20] (ILSVRC), ki je opi-
sana kot novi izziv za detekcijo objektov na video posnetkih. Podatkovna
zbirka video posnetkov vkljucˇuje skoraj 4.500 posnetkov, ki so porazdeljeni
na ucˇno in testno mnozˇico ter tvorijo skupaj vecˇ kot milijon oznacˇenih slik.
Oznacˇeni objekti so klasificirani v 30 razlicˇnih razredov zˇivali in vozil. V delu
omenijo, da je uporaba taksˇnih mnozˇic zaradi njihove velikosti in razlicˇnih
domen posnetkov, ki jih najdemo v testnih mnozˇicah za sledilnike, koristna
za raziskave, ki se ukvarjajo s sledenjem. Posledicˇno se jo lahko primerno
uporablja za ucˇenje CNN, brez da bi se prevecˇ prilagodili testnim mnozˇicam
za sledilnike.
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3.2.1 Priprava ucˇne mnozˇice
Ucˇenje je potekalo na negativnih in pozitivnih parih z uporabo logisticˇne
kriterijske funkcije:
ℓ(y, v) = log(1 + exp(−yv)), (3.3)
kjer je v realno sˇtevilo enega para in oznake y ∈ { +1,−1} . Pozitivni par
je primerjava dveh enakih objektov, negativni par pa je primerjava objekta
z ozadjem. Ker je koncˇni rezultat matrika rezultatov, se iz enega primera
iskalne slike in slike predloge naredi vecˇ pozitivnih in negativnih primerov.
Kriterijska funkcija celotne mape se nato izracˇuna kot povprecˇje vseh indi-
vidualnih kriterijskih funkcij na mapi
L(y,v) =
1
|D|
∑
u∈D
ℓ(y[u],v[u]). (3.4)
Pari so pridobljeni z oznacˇenimi sekvencami slik, kjer izlusˇcˇijo primere
predloge in iskalne slike. Velikosti obeh oznacˇenih objektov se normalizira,
pri tem pa se ne spremeni razmerja med viˇsino in sˇirino. Faktor skaliranja
s je izbran tako, da je skalirani oznacˇeni okvir z viˇsino h in sˇirino w enak
konstanti A = 1272. Izracˇuna se ga kot
s(w + 2p)× s(h+ 2p) = A, (3.5)
pri cˇemer p pomeni dodatno zajetje slike in je pri predlogi dolocˇena na po-
lovico povprecˇne dimenzije P = (w + h)/4. V kolikor je slika manjˇsa od
dolocˇene, se jo zapolni s povprecˇno barvo te slike, kot je prikazano na Sliki 3.2.
V delu so za ucˇenje uporabili celotno zbirko podatkov, kar je naneslo
vecˇ kot 2 milijona oznacˇenih okvirjev. Matriko se nato napolni s pozitiv-
nimi in negativnimi primeri. Vse lokacije, ki so znotraj radija R, pripadejo
pozitivnemu razredu, ostali pa negativnemu in so dolocˇene po enacˇbi
y[u] =
⎧⎨⎩+1, cˇe k|u− c| ≤ R−1, drugacˇe . (3.6)
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Slika 3.2: Slika prikazuje primere zapolnitve predloge ali iskalne slike z njuno
povprecˇno barvo. Rdecˇi pravokotnik predstavlja oznacˇeni okvir objekta.
Slika povzeta po [6].
Izgube pozitivnih in negativnih primerov v matriki rezultatov se utezˇi, da
se dosezˇe enakost med sˇtevilom primerov razreda. Za iskalno sliko uporabijo
dimenzije 255× 255, za sliko predloge pa 127× 127. S taksˇnim razmerjem je
nato izhodna matrika velikosti 17× 17.
3.3 Sledenje
Sledilnik SiamFC za sledenje uporablja arhitekturo polno konvolucijske si-
amske CNN, ki smo jo opisali v Poglavju 3.1. Mrezˇa sprejme iskalno sliko
velikosti 255× 255 in predlogo velikosti 127× 127. Na zacˇetku dobi sledilnik
oznacˇeni okvir objekta, ki je lahko poljubno velik in ga je potrebno skalirati
s faktorjem s, kot ga opisuje enacˇba (3.5). Enako kot predloga, se mora tudi
iskalna slika skalirati s faktorjem s. V kolikor slika ne pokriva celotne predpi-
sane velikosti, se ta prostor zapolni z njuno povprecˇno barvo. Ob sledenju se
v naslednji sliki iz trenutno znane lokacije obrezˇe iskalna slika, ki je sˇtirikrat
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vecˇja od trenutne velikosti predloge. Predlogo in iskalno sliko se posˇlje na
vhoda polno konvolucijske siamske CNN, kjer se izracˇuna matrika D, ki je
omenjena v Poglavju 3.1. Vrednosti se pomnozˇijo s Hannovim oknom [21],
tako da se bolj oddaljene lokacije od trenutno zaznane kaznuje z znizˇanjem
vrednosti. Za prilagajanje velikosti pa se izracˇuna vecˇ iskalnih map razlicˇnih
velikosti, kjer se tudi tukaj kaznujejo po skaliranju bolj oddaljene vrednosti.
Po najdeni maksimalni utezˇeni vrednosti se dolocˇi trenutna zaznana lokacija
in velikost objekta. V vsaki naslednji iteraciji sledilnik ponovi postopek in
sledi, vse dokler ga ne izklopimo.
Pozitivna lastnost sledilnika je predvsem hitrost in ucˇinkovitost, za kar
je zasluzˇena uporaba polno konvolucijske siamske CNN. Ta v eni iteraciji
poda vsa ujemanja razlicˇnih lokacij in skal na iskalni sliki. Tezˇave, ki jih
vidimo, pa so, da sledilnik kljub temu, da objekta ni prisotnega v iskalni sliki,
vseeno izbere najprimernejˇso lokacijo in velikost sledenega objekta. Tako se
ob odpovedi sledenja lahko le po nakljucˇju postavi nazaj na sledeni objekt.
Naslednja tezˇava pa je, da se za predlogo vedno uporablja samo zacˇetna
slika objekta, tudi ko sledilnik zˇe dlje cˇasa sledi. Pri tem je objekt na sliki
lahko zˇe precej drugacˇen od zacˇetne predloge in je s tem otezˇeno ujemanje na
iskalni sliki. V naslednjem poglavju predlagamo nasˇe izboljˇsave in izboljˇsamo
sledilnik.
Poglavje 4
Implementacija nasˇega
sledilnika
Cilj magistrske naloge je bil izdelati nov dolgorocˇni sledilnik. Ta mora imeti
sposobnost zaznati svojo lastno odpoved sledenja in se ob taki odpovedi pona-
staviti na pravi objekt. Poleg dolgorocˇnega sledenja pa si zˇelimo tudi hitro in
natancˇno izvajanje sledilnika. Za izhodiˇscˇe smo izbrali sledilnik SiamFC [6],
ki smo ga opisali v Poglavju 3. V tem poglavju opiˇsemo izdelavo nasˇega
dolgorocˇnega sledilnika. V prvem delu se osredotocˇimo na izdelavo modela
detekcije odpovedi sledenja, ki zazna, ali sledilnik sˇe sledi objektu. V dru-
gem delu opiˇsemo implementacijo detekcije objekta, ki ob primeru zaznane
odpovedi sledenja ponastavi sledilnik na objekt, ki mu sledimo. V zadnjem
delu poglavja pa opiˇsemo morebitne izboljˇsave sledenja s posodabljanjem
predloge.
4.1 Detekcija odpovedi sledenja
V nasˇem delu predlagamo implementacijo modela, ki bo zaznal, ali sledilnik
sˇe sledi objektu. Odlocˇili smo se za uporabo CNN. V tem razdelku sprva
opiˇsemo predlagano arhitekturo CNN, nato pa opiˇsemo, na kaksˇen nacˇin
smo pridobili ucˇno mnozˇico s primeri pravilnega in nepravilnega sledenja.
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Na koncu sˇe opiˇsemo postopek ucˇenja omenjene CNN.
4.1.1 Arhitektura CNN za detekcijo odpovedi
Arhitektura je prikazana na Sliki 4.1 in je povzeta v Tabeli 4.1. Za to arhi-
tekturo je bilo potrebno razviti lastni racˇunski blok, ki je na koncu iz polno
povezanega konvolucijskega bloka izracˇunal maksimalno in povprecˇno vre-
dnost. Ti dve vrednosti pa se nato uporabita pri koncˇni napovedi. Omenjeni
racˇunski blok smo poimenovali MeanMax in ga bomo podrobneje opisali v
naslednjem razdelku.
Racˇunski blok MeanMax
Vrednosti polno povezanega bloka so shranjene v kanalih map, ki so velikosti
1 × 1. Pri tem metode, kot so maksimalno in povprecˇno zdruzˇevanje, ne
pridejo v posˇtev, saj vrednosti racˇunajo po mapi in ne po kanalih. V nalogi
smo zato razvili svoj racˇunski blok, ki je vrednosti izracˇunal po kanalih in
podal naprej maksimalno in povprecˇno vrednost.
Racˇunski blok deluje tako, da dobi na vhod vrednosti polno povezanega
konvolucijskega bloka, ki je velikosti H × W × D. Pri tem so vrednosti
W ×H = 1× 1. Povprecˇno vrednost pa se izracˇuna po enacˇbi
ymean =
1
D
D∑
d=1
x1,1,d, (4.1)
maksimalno pa po enacˇbi
ymax = max{ x}. (4.2)
Koncˇna velikost izhodne mape je nato y ∈ R2×1×1. Izhoda nato povezˇemo
na zadnji konvolucijski blok, ki sprejme ti dve vrednosti in na izhod vrne
verjetnosti napovedi za posamezni razred.
Pri vzvratnem prehodu pa dobimo iz zadnjega konvolucijskega bloka na
funkciji dva odvoda dmean dmax. Ta predstavljata popravek napake pri vzvra-
tnem prehodu, ki jih je izracˇunal zadnji konvolucijski blok. Odvoda nato
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Racˇunski blok Velikost filtra Stride Velikost mape Sˇt. kanalov
17× 17 ×2
Conv1 3× 3 1 15× 15 ×44
pool1 3× 3 2 7× 7 ×44
Conv2 3× 3 1 5× 5 ×96
Conv3 3× 3 1 3× 3 ×128
pool3 3× 3 1 1× 1 ×128
Conv4 1× 1 1 1× 1 ×256
Conv5 1× 1 1 1× 1 ×128
MeanMax 1 2 ×2
Tabela 4.1: Tabela prikazuje arhitekturo CNN za napoved odpovedi slede-
nja.
pomnozˇimo z vrednostmi na vhodu bloka MeanMax. dmean pomnozˇimo z
vsemi vrednostmi na vhodu, dmax pa samo z najvecˇjo vrednostjo na vhodu.
Tako prenesemo napako nazaj na naslednji konvolucijski blok, kjer se njihove
utezˇi ustrezno popravijo in zmanjˇsajo napako z vsako iteracijo.
4.1.2 Ucˇna mnozˇica
Ucˇno mnozˇico smo pridobili s shranjevanjem izhoda polno konvolucijske si-
amske CNN sledilnika SiamFC [6], pri sledenju posnetkov iz zbirke podatkov
ILSVRC. Ucˇni primer prikazuje Slika 4.2. Prva tezˇava pri pridobivanju ucˇnih
podatkov je ta, da se sledilnik poskusˇa cˇim bolj prilegati najboljˇsemu trenu-
tnemu ujemanju. Pri odpovedi sledenja zacˇne sledilnik slediti ozadju. Ker
sledilnik omogocˇa velikosti zajetega objekta, se lahko ta tako spremeni, da
sledeno ozadje dosezˇe dobro ujemanje s predlogo. Druga tezˇava je nasprotna
prvi – sledilnik slucˇajno pravilno sledi objektu, vendar je objekt prekrit ali
kako drugacˇe deformiran, da se ga ne da nikakor prepoznati. Tretja tezˇava
je ta, da je na sliki lahko prisotnih vecˇ enakih objektov in da sledilnik CNN
ne zazna razlik med tovrstnimi objekti. Tovrstni primeri sˇkodijo ucˇenju, saj
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Slika 4.1: Slika prikazuje arhitekturo CNN klasifikatorja odpovedi sledenja.
pri prvi in tretji tezˇavi dobremu odzivu pripiˇsemo negativno oznako, med-
tem ko pri drugi slabemu odzivu pripiˇsemo pozitivno oznako. Z oznacˇenimi
okvirji na slikah lahko zanesljivo izberemo dobre pozitivne primere sledenja,
medtem ko lahko za negativne primere samo omilimo njihovo sˇtevilo slabih
primerov. Izmed mnozˇice primerov smo zato za ucˇenje uporabili le tiste, ki
so ustrezali nasˇim kriterijem. Za pozitivno oznako je moral imeti napovedan
okvir vsaj 70% pravilne velikosti, srediˇscˇna lokacija pa je morala biti zno-
traj pravega okvirja. Za negativne primere je moral biti pravokotnik prav
tako vsaj 70% pravilne velikosti, napovedani okvir pa se ni smel prekrivati
z oznacˇenim okvirjem. S tem smo omilili prvo in drugo tezˇavo, medtem ko
tretje tezˇave ni mogocˇe odpraviti s tem nacˇinom. Odpravili bi jo lahko tako,
da bi rocˇno odstranili taksˇne primere iz ucˇne mnozˇice, a nam obsezˇnost ucˇne
mnozˇice tega ne omogocˇa. S tem postopkom smo pridobili 168.528 primerov,
med katerimi se prvi polovici sledi pravilno, drugi pa nepravilno.
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4.1.3 Ucˇenje
Ucˇna mnozˇica je razdeljena na dva razreda: pravilno in nepravilno slede-
nje. Od modela zˇelimo, da vrne verjetnost za vsak posamezni razred. Izmed
vseh primerov, torej 168.528, smo za ucˇenje uporabili 141.816 primerov, za
validacijo pa 26.712. Pri obema mnozˇicama je en razred predstavljal njuno
polovico. Ucˇno mnozˇico uporabimo za ucˇenje modela, z validacijsko pa testi-
ramo njegovo uspesˇnost. Pri razvoju CNN smo preizkusˇali razlicˇne nacˇine in
nato izbrali tistega, ki je imel najboljˇsi rezultat na validacijski mnozˇici. Za
ocenjevanje posameznih modelov smo uporabili kriterije, ki so ocenili, kako
dobro deluje naucˇeni model. Napovedi razredov smo razdelili na negativne in
pozitivne. Slednja pomeni, da sledilnik sˇe sledi objektu, negativna napoved
pa pomeni, da sledilnik ne sledi objektu. Tako smo lahko uporabili klasi-
fikacijsko napako (CE, angl. classification error), delezˇ napacˇno zaznanih
kot negativnih (FPR, angl. false positive rate) in delezˇ napacˇno zaznanih
kot pozitivnih (FPR, angl. false positive rate). Te napake se izracˇuna po
omenjenem zaporedju:
ℓ(x, c) = 1
[
c ̸= argmaxx
]
, (4.3)
ℓ(x, c) = 1
[
c = argmaxx ∧ sledi ̸= L(argmaxx)
]
, (4.4)
ℓ(x, c) = 1
[
c = argmaxx ∧ ne sledi ̸= L(argmaxx)
]
, (4.5)
kjer je x napovedan razred in c pravilen razred. Pri tem je pomemben delezˇ
napacˇno zaznanih kot negativnih, saj v tem primeru napacˇno ocenimo, da
sledilnik vecˇ ne sledi objektu in nehote sprozˇimo ukrepe za ponovno detekcijo
objekta.
Odkrili smo, da arhitektura, ki je podana v Tabeli 4.1, dosega najboljˇse
rezultate na validacijski mnozˇici. Rezultate ucˇne in testne mnozˇice prikazuje
Slika 4.3. Pri ucˇenju smo pri validacijski mnozˇici dosegli slabsˇe rezultate od
ucˇne, vendar se je napaka sorazmerno zmanjˇsevala z napako ucˇne mnozˇice
pri vsaki iteraciji. Tako vemo, da se nismo prevecˇ prilagodili ucˇni mnozˇici.
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(a) Predloga (b) Iskalna slika
(c) Napovedana lokacija (d) Odzivna mapa
Slika 4.2: Slika prikazuje vhod modela CNN sledilnika SiamFC (a) in (b)
ter njen izhod (c) in (d), ki je sestavljena matrika iz odzivne mape in njene
napovedane lokacije objekta.
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Slika 4.3: Slika prikazuje rezultate ucˇne (train) in validacijske (val) mnozˇice
nasˇe arhitekture CNN.
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4.2 Detekcija objekta
Z implementacijo klasifikatorja odpovedi sledenja smo lahko razvili model
detekcije objekta, ki v primeru odpovedi sledilnika ponovno poiˇscˇe iskani
objekt. Mnogi sledilniki za detekcijo objekta uporabljajo vzorcˇenje, vendar
je tak pristop pocˇasen, saj zahteva veliko racˇunskih operacij, kot je izrez
slike, pomik na graficˇno kartico ali procesor itd. Cˇe zˇelimo ohraniti hitrost
izvajanja, moramo uporabiti drug pristop, ki bo hitro detektiral objekt na
sliki. Pri tem sledilnik SiamFC [6] zˇe deluje kot tak detektor, vendar ne
na celotni sliki, saj izbere samo del slike za iskalno sliko, glede na prejˇsnjo
zaznano lokacijo objekta. V nasˇem delu smo spremenili zˇe naucˇeno CNN
iz sledilnika SiamFC in jo spremenili v detektor, ki poiˇscˇe objekt na celotni
sliki. Tak pristop je racˇunsko ucˇinkovit, saj se slika, predstavljena kot ma-
trika, v celoti prenese na graficˇno kartico, kjer se optimizirano poracˇuna z
ostalimi matricˇnimi filtri. S tem se izognemo vecˇkratnemu izrezovanju slike
in posˇiljanju na graficˇno kartico, ki je ozko grlo prenosa podatkov. Tako smo
ohranili hitrost sledilnika in ga obenem nagradili za dolgorocˇno sledenje. V
naslednjem podpoglavju opiˇsemo implementacijo detekcije objekta.
4.2.1 Uporaba SiamFC kot detektorja
Dobra lastnost polno konvolucijske siamske CNN je ta, da lahko uporabimo
poljubno veliko iskalno sliko, ki pa mora biti vsaj toliko velika kot slika pre-
dloge. Sledilnik SiamFC uporablja iskalno sliko velikosti 255× 255, ki pa je
taka zgolj zaradi ucˇinkovitosti sledenja in ni razloga, da ne bi bila vecˇja. V
nasˇem delu smo uporabili model sledilnika SiamFC [6] in povecˇali iskalno sliko
na celotno sliko. V Poglavju 3 smo omenili, da je potrebno sliko predloge in
iskalno sliko skalirati s faktorjem s, kot ga opisuje enacˇba (3.5) ter zapolniti
morebitni manjkajocˇi prostor z njuno povprecˇno barvo. Slednjega koraka pri
iskalni sliki ni potrebno narediti, saj je slika lahko poljubne velikosti, paziti
moramo le, da je skalirana s faktorjem s.
Po izracˇunani krizˇni korelaciji smo dobili koncˇno veliko matriko mape,
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kjer vsaka vrednost pomeni ujemanje te lokacije s sliko predloge. Koordinate
najvecˇje vrednosti v polju pomenijo lokacijo detektiranega objekta, ki pa jih
je potrebno sˇe preslikati v koordinate slike. Cˇe imamo iskalno sliko velikosti
w × h, mapo rezultatov velikosti w′ × h′ in zaznane koordinate [x′, y′], se
prave koordinate [x, y] izracˇuna po naslednjih enacˇbah:
x =
x′w−127+1
w′ +
127
2
s
, (4.6)
y =
y′ h−127+1
h′ +
127
2
s
. (4.7)
4.2.2 Sledilnik z detekcijo objekta
Z zdruzˇitvijo implementacije detekcije odpovedi sledenja in detekcije objekta
smo izdelali novi dolgorocˇni sledilnik, ki smo ga poimenovali Hitri sledil-
nik z detekcijo odpovedi (HSDO). Diagram poteka tega sledilnika prikazuje
Slika 4.4. Sledilnik deluje tako, da se ob detekciji odpovedi sledenja sprozˇi de-
tekcija objekta, ki ponastavi sledilnik nazaj na pravi objekt. Pri tem zˇelimo,
da se ob pravilnem sledenju detekcija objekta cˇim manjkrat sprozˇi, saj bi
tako lahko iz pravilnega objekta presˇel napovedni okvir na neki drug objekt.
Zato zˇelimo, da se detekcija objekta sprozˇi samo takrat, ko klasifikator od-
povedi sledenja z veliko verjetnostjo napove odpoved sledenja. Pri tem pa se
povecˇa verjetnost za napako, da se detekcija objekta ne bo sprozˇila ob ne-
pravilnem sledenju. Nastavitev ustreznega praga je zato kljucˇnega pomena,
saj lahko sicer poslabsˇamo sledenje. Da bi zmanjˇsali posledice napak klasi-
fikatorja odpovedi sledenja in s tem preskoke iz pravilnega objekta na drug
objekt, smo uporabili dva pristopa.
V prvem pristopu smo napovedane verjetnosti odpovedi sledenja utezˇili
s funkcijo gostote, ki bolj oddaljenim tocˇkam od trenutno znane lokacije
objekta, zmanjˇsa njune vrednosti. Funkcija gostote f(x,µ,σ) izracˇuna go-
stoto normalne porazdelitve za vsako polje matrike x s predpisanim pov-
precˇjem µ in standardnim odklonom σ. Parametre funkcije smo nastavili
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tako, da smo za povprecˇno vrednost µ dolocˇili zadnjo znano lokacijo objekta.
Standardni odklon σ smo dolocˇili kot kvadratno velikost maksimalne dolzˇine
slike max(w, h)2. Velikost matrike x pa je bila enaka vhodni iskalni sliki
modela CNN. Izracˇunano funkcijo gostote normaliziramo na vrednosti in-
tervala [0, 1] in skaliramo na velikost izhodne matrike modela CNN. Prav
tako normaliziramo tudi izhodno matriko na vrednosti intervala [0, 1], nato
pa pomnozˇimo njene istolezˇecˇe elemente z izracˇunano funkcijo gostote. Pri-
mer delovanja detektorja prikazuje Slika 4.5. Na njej vidimo sliko sledenega
objekta in rezultat detekcije objekta, ko pravilno poiˇscˇe sledeni objekt.
V drugem pristopu pa smo dolocˇili minimalno zaporedno sˇtevilo napove-
danih odpovedi sledenja, preden se detekcija objekta sprozˇi in poiˇscˇe objekt.
Pri sledenju objekta pogosto prihaja do nenadnih, a ne trajnih sprememb na
sliki ali objektu, ki deformirajo objekt na sliki. Take spremembe so na primer:
sprememba osvetlitve, zakrivanje objekta, zameglitev zaradi premika (angl.
motion blur) itd. Z dolocˇitvijo potrebnega minimalnega sˇtevila napovedanih
odpovedi sledenja omilimo vpliv teh kratkotrajnih motilcev, saj minejo sˇe
preden je zaznanih dovolj zaporednih odpovedi sledenja. Pomembno je, da
ne dolocˇimo prevelikega minimalnega sˇtevila odpovedi, saj s tem vplivamo
na pravilno sprozˇitev detekcije objekta.
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Slika 4.4: Slika prikazuje diagram poteka nasˇega dolgorocˇnega sledilnika
HSDO.
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Slika 4.5: Zgornja slika prikazuje sledenje objektu z oznacˇeno lokacijo. Spo-
dnja slika pa prikazuje mapo rezultatov detekcije objekta in detektirano ma-
ksimalno vrednost. Na sliki je razvidno, da je detektor pravilno zaznal iskani
objekt.
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4.3 Posodabljanje predloge
Za boljˇso dolgorocˇno sledenje smo naredili eksperiment s posodabljanjem
predloge med sledenjem objekta. To deluje tako, da si sledilnik med slede-
njem shranjuje slike sledenega objekta in te uporabi za nadaljnje sledenje.
Posodabljanje predloge omogocˇi sledilniku boljˇso odpornost na spremembe
sledecˇega objekta skozi cˇas. V eksperimentu smo poskusili dva pristopa po-
sodabljanja predloge, ki pa se ju lahko poleg sledilnika HSDO uporablja tudi
pri sledilniku SiamFC [6].
V prvem pristopu smo predlogo posodabljali po naslednjem postopku.
Na zacˇetku dobi sledilnik predlogo, ki je rocˇno oznacˇena in velja za pravilno
predstavitev objekta. Tekom sledenja si s klasifikatorjem odpovedi sledenja
belezˇimo napovedane odpovedi sledenja. Cˇe med cˇasom dolocˇenih zapore-
dnih napovedi ni priˇslo do napovedane odpovedi sledenja, predpostavimo, da
sledilnik sˇe vedno sledi objektu in je ta tudi viden. Takrat vzamemo sliko
sledenega objekta in ustvarimo novo predlogo, ki bo skupaj s starimi shra-
njenimi predlogami sluzˇila za nadaljnje sledenje. Ko zapolnimo predpisano
sˇtevilo shranjenih predlog, odstranimo tisto, ki je najdlje cˇasa v vrsti. Pri
nadaljnjem sledenju za koncˇno odzivno mapo izracˇunamo povprecˇje odzivnih
map vseh shranjenih predlog.
V drugem pristopu smo predlogo poskusili posodabljati tako, da pri na-
povedanem pravilnem sledenju posodobimo predlogo T s trenutno predlogo
T ′ po enacˇbi T = Tα+ T ′(1− α), kjer je α parameter, ki dolocˇi delezˇ vpliva
prvotne predloge z novo. Taksˇno posodabljanje je po navadi uspesˇno, saj ima
ena predloga majhen vpliv na celotno predlogo T in tako ena slaba vrednost
ne pokvari sledenja.
Sledilniku, ki uporablja prvi pristop, pripnemo oznako +Pv, kot na primer
HSDO+Pv. Za drugi pristop pa sledilniku pripnemo oznako +Pt.
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Poglavje 5
Eksperimentalna evalvacija
V Poglavju Eksperimentalna evalvacija testiramo nasˇe implementacije na
razlicˇnih poskusih. V prvem delu testiramo detekcijo odpovedi sledenja,
ki smo jo predstavili v Poglavju 4.1. V drugem delu testiramo predlagani
razlicˇici posodabljanja predloge, ki smo ju omenili v Poglavju 4.3. V tre-
tjem delu testiramo nasˇo razlicˇico dolgorocˇnega sledilnika HSDO, ki smo ga
omenili v Poglavju 4.2. Na koncu pa testiramo izgubo hitrosti z dodajanjem
posameznih izboljˇsav, ki smo jih opisali v Poglavju 4.
5.1 Testiranje detekcije odpovedi sledenja
Namen testiranja detekcije odpovedi sledenja je analiza zanesljivosti klasifi-
katorja. Prav tako nas tudi zanima, katere vrednosti morajo imeti parametri
za dano nalogo, kot je na primer za sprozˇitev detekcije objekta. Detek-
cijo odpovedi smo testirali tako, da smo pognali sledilnik na podatkovni
bazi VOT2016 [22], ki vsebuje oznacˇene okvirje sledecˇega objekta. Testna
mnozˇica vsebuje 60 razlicˇnih sekvenc, ki so bile izbrane na podlagi njihove
raznovrstnosti. Pri vsakem oznacˇenem okvirju so poleg lokacije in velikosti
okvirja zabelezˇeni tudi atributi, ki predstavljajo:
• zakrivanje;
• spremembe osvetlitve;
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• premikanje objekta;
• sprememba velikosti objekta;
• premikanje kamere;
• drugo.
S temi atributi lahko bolj podrobno analiziramo sledilnik, tako da izvemo,
ob katerih spremembah je sledilnik/model najbolj obcˇutljiv in kje dobro de-
luje. Pri sledenju smo uporabili samo obstojecˇi sledilnik SiamFC, brez dru-
gih metod in izboljˇsav, ter zapisali poleg napovedanega okvirja tudi napoved
nasˇega klasifikatorja. Pri testiranju nas je zanimalo, kaksˇna je zanesljivost
napovedi, cˇe sledilnik sledi objektu in kaksˇna je zanesljivost, cˇe sledilnik sledi
napacˇnemu objektu. Prag, da sledilnik sˇe sledi objektu, smo dolocˇili tako,
da mora biti prekrivanje napovedanega okvirja z dejanskim vsaj 50%. Na
podlagi tega smo lahko dolocˇili vrednosti pravilno pozitivnih (TP, angl. true
positive), pravilno negativnih (TN, angl. true negative), nepravilno pozi-
tivnih (FP, angl. false positive) in nepravilno negativnih (FN, angl. false
negative), v odvisnosti od praga napovedane verjetnosti klasifikatorja. De-
tekcijo odpovedi sledenja uporabljamo za dve nalogi – posodabljanje predloge
in detekcijo objekta.
Cˇe zˇelimo detekcijo odpovedi uporabljati za posodabljanje predloge, nam
je pomembno, da model cˇim manjkrat napacˇno napove vrednost, da sledilnik
sˇe sledi objektu. Imeti zˇelimo torej cˇim manjˇse sˇtevilo zabelezˇenih FP ob
sprejemljivi vrednosti TP. Ta vrednost se imenuje delezˇ napacˇno odkritih
(FDR, angl. false discovery rate) in se izracˇuna kot
FDR =
FP
TP + FP
. (5.1)
V primeru ponovne detekcije objekta po odpovedi sledenja si zˇelimo, da bi
imel model cˇim manjˇse sˇtevilo napacˇno napovedanih odpovedi sledenja. V
tem primeru zˇelimo imeti cˇim manjˇse sˇtevilo FN ob sprejemljivem sˇtevilu
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TN. Ta vrednost se imenuje delezˇ napacˇno omitiranih (FOR, angl. false
ommision rate) in se izracˇuna kot
FOR =
FN
TN + FN
. (5.2)
Ti dve meri uporabimo samo v tem podpoglavju za analizo detekcije odpo-
vedi.
5.1.1 Rezultati
Rezultati za uporabo detekcije odpovedi sledenja so prikazani na Sliki 5.2 in
povzeti v Tabeli 5.1. Cˇe zˇelimo, da se detektor objekta sprozˇi ob vsaj 90%
pravilnih odpovedi sledenja, lahko pricˇakujemo, da bo klasifikator odpovedi
sledenja napacˇno napovedal pravilno sledenje pri vecˇ kot 45% primerov. Za
posodabljanje predloge si zˇelimo imeti cˇim manjˇsi delezˇ obeh napak FDR in
FOR in ta prag je pri 75% napovedi, da sledilnik pravilno sledi.
Ocenili smo tudi napaki za posamezni atribut, ki jih prikazuje graf na
Sliki 5.3 in povzema Tabela 5.2. Za napako FOR smo uporabili prag 75%
napovedane vrednosti klasifikatorja, da pravilno sledi objektu, saj nas ta za-
nima za posodabljanje predloge. Rezultati so pokazali, da je najvecˇ napak pri
gibanju objekta. Za napako FDR smo uporabili prag 10% napovedi klasifi-
katorja, da sledilnik pravilno sledi, kar pomeni, da je klasifikator z napovedjo
90% napovedal, da je sledilnik odpovedal. Rezultati so pokazali, da je pri
vseh atributih podobna napaka. Atribut za zakrivanje objekta smo izkljucˇili
iz analize, saj ne moremo vedeti, kdaj je objekt prekrit v celoti ali pa samo
delno ter tako ne moremo oceniti pravilnosti klasifikatorja.
Z opazovanjem detekcije odpovedi sledenja smo odkrili, da klasifikator do-
bro napove izgubo sledenja, ko sledecˇi objekt nenadoma izgine iz vidnega po-
lja (na primer zaradi prekrivanja), in slabo, kadar sledilnik sledi napacˇnemu
objektu, ki je podoben sledenemu. Za omenjeno napako krivimo model CNN
sledilnika, ki ne more tako podrobno locˇiti objektov. Primere detekcije odpo-
vedi sledenja prikazuje Slika 5.1. Na njej vidimo, da model dobro prepozna
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Namen FOR FDR Prag
detekcija odpovedi 0.10 0.46 10%
posodabljanje predloge 0.26 0.26 75%
Tabela 5.1: Tabela prikazuje napaki FOR in FDR pri dolocˇenih pragih
napovedi klasifikatorja, da sledilnik uspesˇno sledi.
Atribut FOR(75% prag) FDR(10% prag)
Sprememba svetlosti 0,27 0,10
Gibanje 0,55 0,11
Premikanje kamere 0,31 0,04
Sprememba svetlosti 0,25 0,06
Tabela 5.2: Tabela prikazuje napaki FOR in FDR pri razlicˇnih atributih.
razlicˇne nacˇine odpovedi, kot je na primer prekritje objekta in odpoved sle-
denja.
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Slika 5.1: Slika prikazuje primere napovedi odpovedi sledenja (rdecˇa barva).
Primer prekritja objekta prikazujeta prvi dve vrstici, primer odpovedi slede-
nja pa prikazuje zadnja vrstica.
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Slika 5.2: Slika prikazuje graf napaki FDR in FOR v odvisnosti od praga
napovedi klasifikatorja, da sledilnik uspesˇno sledi.
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Slika 5.3: Slika prikazuje graf napak FDR in FOR pri razlicˇnih atributih.
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5.2 Rezultati posodabljanja predloge
V tem podpoglavju testiramo nasˇa predloga posodabljanja predloge, ki smo
ju omenili v Poglavju 4.3. Posodabljanje predloge testiramo samo na sledil-
niku SiamFC [6], nasˇ sledilnik HSDO pa izpustimo, saj ne zˇelimo vmesˇavati
detekcije objekta v rezultate. Testiramo torej referencˇni sledilnik SiamFC, ki
sluzˇi za primerjavo rezultatov, SiamFC+Pv in SiamFC+Pt. Pri sledilnikoma
SiamFC+Pv in SiamFC+Pt pozˇenemo eksperiment dvakrat. Prvicˇ, ko ima
detekcija odpovedi sledenja vpliv, in drugicˇ, ko ga nima, torej je prag klasifi-
katorja odpovedi sledenja nastavljen na vrednost 0. Zanima nas namrecˇ tudi,
kaksˇen vpliv ima detekcija odpovedi sledenja na posodabljanje predloge.
Najprej smo morali pri posameznem omenjenem predlogu posodablja-
nja predloge nastaviti ustrezne parametre za optimalno posodabljanje pre-
dloge. Za nastavitev praga napovedi klasifikatorja odpovedi sledenja smo v
Poglavju 5.1 zˇe ugotovili, da je primeren prag 75% zanesljivosti, da sledilnik
pravilno sledi. Torej vsakicˇ, ko klasifikator z vsaj 75% zanesljivostjo oceni
sledenje kot pravilno, je napoved klasificirana kot pravilno sledenje.
Pri predlogu +Pv smo v preliminarni evalvaciji ugotovili, da se slede-
nje izboljˇsa zˇe, cˇe je shranjena samo ena dodatna predloga in se s sˇtevilom
dodatnih shranjenih predlog sledenje dodatno izboljˇsuje. Preveliko sˇtevilo
shranjenih predlog pa zacˇne poslabsˇevati rezultat, saj se shrani prevecˇ slabih
primerov predlog, ki ne zajemajo celotne informacije o predlogi. Podobno
lahko zaznamo tudi pri zaporednem sˇtevilu uspesˇnih sledenj. Cˇe jih nasta-
vimo prevecˇ, se predloga ne shrani dovolj pogosto in se s tem poslabsˇa pri-
lagodljivost na spremembe objekta. V kolikor jih je premalo, pa se predloga
nezanesljivo shrani. Potrebno je ugotoviti pravo razmerje med zaporednim
uspesˇnim sledenjem in sˇtevilom shranjenih predlog. Ugotovili smo, da je
najboljˇse razmerje 5 zaporednih napovedi in 5 shranjenih predlog.
Pri predlogu +Pt pa smo v preliminarni evalvaciji ugotovili, da je za
stabilno sledenje potrebno imeti shranjeno prvotno predlogo, ki se jo uposˇteva
skupaj s posodobljeno predlogo. Iz obeh predlog se izracˇuna povprecˇje, kjer
ima slednja 80% vpliv, prvotna predloga pa 20% vpliv. Parameter α smo
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nastavili na sˇtevilo 0, 05.
5.2.1 Testiranje na podatkovni zbirki VOT
Posodabljanje predloge smo testirali z izbranimi sekvencami slik podatkovne
zbirke VOT2016 [22]. Pri ocenjevanju sledilnika s posodabljanjem predloge
smo izbrali glavni eksperiment VOT, ki ob primeru izgube objekta ponovno
ponastavi sledilnik. Taksˇen pristop je primeren za kratkorocˇne sledilnike, saj
se ti ne morejo sami ponastaviti. Meri se natancˇnost in robustnost. Na-
tancˇnost nam pove, koliksˇen je povprecˇen delezˇ prekrivanja med oznacˇenim
okvirjem objekta in napovedanim okvirjem, kot prikazuje Slika 5.4.
Slika 5.4: Slika prikazuje primer prekrivanja oznacˇenega okvirja (angl. gro-
undtruth) z napovedanim okvirjem (angl. predicted). Slika povzeta po [23].
Robustnost nam pove napako, kolikokrat je sledilnik odpovedal in ga je
bilo potrebno ponovno ponastaviti. Odpoved se sˇteje takrat, ko je trenutno
prekrivanje pod dolocˇenim pragom, kot prikazuje Slika 5.5. V nasˇem primeru
se sˇteje za odpoved sledenja, ko je delezˇ prekrivanja enak 0 oziroma takrat,
ko se okvirja ne prekrivata.
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Slika 5.5: Slika prikazuje primer odpovedi sledenja, ko je prekrivanje
oznacˇenega okvirja z napovedanim okvirjem enako 0. Slika povzeta po [23].
Rezultati glavnega eksperimenta VOT2016
Rezultati glavnega eksperimenta VOT2016 [22] so povzeti v tabeli 5.3. Ugo-
tovili smo, da oba predloga izboljˇsata rezultate na glavnem eksperimentu
VOT2016, pri cˇemer se predlog +Pv odrezˇe bolje v robustnosti, +Pt pa v
natancˇnosti. Detekcija odpovedi sledenja pa je imela le manjˇsi vpliv na boljˇse
rezultate.
Pri SiamFC+Pv z detekcijo odpovedi sledenja SiamFC+Pv(det) smo za-
belezˇili 18 manj odpovedi sledenja, torej iz 104 na 86. Povprecˇje odpovedi
sledenj se je zmanjˇsalo za 6 iz 25,50 na 19,33, utezˇeno povprecˇje pa za 8
iz 30,03 na 22,41. Prekrivanje se je pri tem zmanjˇsalo za priblizˇno 5%, iz
0,52 na 0,47. Brez vpliva detekcije odpovedi sledenja smo imeli le malenkost
slabsˇe rezultate. Zabelezˇili smo povprecˇno 1 odpoved vecˇ in za 1% manjˇso
natancˇnost kot z uporabo detekcije odpovedi sledenja. Skupni rezultat ro-
bustnosti in natancˇnosti pove mera pricˇakovano prekrivanje, ki pa se je tudi
izboljˇsala iz 23,5% na 24,7%. Robustnost se je izboljˇsala za 21%, natancˇnost
pa se je poslabsˇala za 10%.
Pri SiamFC+Pt z detekcijo odpovedi sledenja SiamFC+Pt(det) smo za-
belezˇili 13 manj odpovedi sledenja, torej iz 104 na 91. Povprecˇje odpovedi
sledenj se je zmanjˇsalo za 5 iz 25,50 na 21,00, utezˇeno povprecˇje pa za 6 iz
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30,03 na 24,44. Prekrivanje se je pri tem zmanjˇsalo za priblizˇno 1% iz 0,52
na 0,51. Brez vpliva detekcije odpovedi sledenja pa smo imeli tudi tukaj le
malenkost slabsˇe rezultate. Zabelezˇili smo povprecˇno 1 odpoved vecˇ in za
1% manjˇso natancˇnost kot z uporabo detekcije odpovedi sledenja. Zaradi
dobre natancˇnosti pa smo tukaj dobili najboljˇsi rezultat pricˇakovanega pre-
krivanja, ki je bil 0,2471. Robustnost se je izboljˇsala za 14%, natancˇnost pa
se je poslabsˇala za 2%.
Kljub temu, da uporaba detekcije odpovedi sledenja ni prevecˇ vplivala na
rezultate posodabljanja predloge, smo vseeno odkrili primere, ki potrjujejo
njeno koristnost. Tak primer prikazuje Slika 5.6. Na sliki vidimo dva plesalca,
kjer sledilnik sledi plesalki in se vrtita tako, da plesalec obcˇasno prekrije
plesalko. Sledilnik brez klasifikatorja odpovedi sledenja bi shranil predlogo,
ko je plesalec pred plesalko. S tem bi se zmanjˇsala raznolikost med sledeno
plesalko in plesalcem na predlogi. Z uporabo detekcije odpovedi sledenja pa
preprecˇimo taksˇna posodabljanja tako, da predlogo posodobimo samo takrat,
ko vemo, da je sledeni objekt viden na sliki in tudi pravilno sleden.
1. 2. 3.
Slika 5.6: Slika prikazuje sledenje z uporabo detekcije odpovedi sledenja,
kjer rdecˇa barva pomeni napovedano odpoved sledenja.
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Sledilnik Povprecˇje Utezˇeno povprecˇje Zdruzˇeno
Natancˇnost
SiamFC 0,52 0,51 0,52
SiamFC+Pv(det) 0, 47 0, 47 0, 47
SiamFC+Pv 0, 47 0, 46 0, 46
SiamFC+Pt(det) 0, 51 0, 51 0, 51
SiamFC+Pt 0, 50 0, 50 0, 50
Robustnost
SiamFC 25, 50 30, 03 104, 00
SiamFC+Pv(det) 19,33 22,41 86,00
SiamFC+Pv 20, 33 23, 08 86,00
SiamFC+Pt(det) 21, 00 24, 44 91, 00
SiamFC+Pt 21, 50 25, 69 91, 00
Pricˇakovano prekrivanje
SiamFC 0, 2353
SiamFC+Pv(det) 0, 2466
SiamFC+Pv 0, 2396
SiamFC+Pt(det) 0,2471
SiamFC+Pt 0, 2441
Tabela 5.3: Tabela prikazuje rezultate glavnega eksperimenta
VOT2016 [22], kjer odebeljena sˇtevila prikazujejo boljˇse rezultate.
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5.3 Testiranje dolgorocˇnega sledenja
Nasˇo implementacijo dolgorocˇnega sledilnika HSDO smo poleg rezultatov
sledilnika SiamFC [6] primerjali sˇe z rezultati pred kratkim objavljenega sle-
dilnika PTAV [26], ki za sledenje uporablja podoben pristop. Za podat-
kovno zbirko smo vzeli TC-128 [24] in UAV20L [25], pri katerem je slednja
namenjena prav testiranju dolgorocˇnih sledilnikov. Implementacijo sledil-
nika HSDO smo opisali v Poglavju 4.2, SiamFC smo opisali v Poglavju 3,
PTAV pa omenimo v Poglavju 1.1. Testirali smo rezultate sledilnikov HSDO,
HSDO+Pv, SiamFC, SiamFC+Pv in PTAV, pri cˇemer oznaka +Pv pomeni
sledenje s posodabljanjem predloge, ki ga omenimo v Poglavju 4.3.
Pri dolgorocˇnem sledenju testiramo sledilnik tako, da mu na zacˇetku se-
kvence podamo oznacˇen okvir, ki predstavlja predlogo objekta, nato pa mora
sledilnik slediti vse do konca sekvence. V primeru odpovedi se sledilnik ne
ponastavi, kot je pri glavnem eksperimentu VOT2016 [22]. Po koncu vseh
sekvenc se izracˇuna uspesˇnost prekrivanja in razdalje sredinske tocˇke napo-
vedanega okvirja v odvisnosti od praga.
5.3.1 Podatkovna zbirka TC-123
Podatkovna zbirka TC-128 [24] sestavlja 128 barvnih sekvenc, primernih za
testiranje sledilnikov. Sluzˇi za spodbujanje vkljucˇitve barvnih sekvenc name-
sto sivinskih pri sledenju. Ker vsebuje krajˇse sekvence slik, je bolj primerna
za evalvacijo kratkorocˇnih sledilnikov, saj dolgorocˇnost ne pride do izraza.
Kljub temu, da zˇelimo testirati dolgorocˇno sledenje, smo vseeno testirali sle-
denje na tej podatkovni zbirki, ker smo imeli rezultate sledilnika PTAV [26]
in smo jih lahko podrobno primerjali z nasˇimi rezultati.
Podrobni rezultati podatkovne zbirke TC-123 so prikazani v Sliki 5.3.1 in
povzeti v Tabeli 5.4. Nasˇ sledilnik HSDO ima povprecˇno prekrivanje 0,5164,
SiamFC pa 0,5081, kar je priblizˇno 2% izboljˇsava sledilnika HSDO. S posoda-
bljanjem predloge se pri obeh sledilnikih SiamFC+Pv in HDSO+Pv rezultati
poslabsˇajo od obstojecˇih na vrednosti 0,5065 in 0,5046. Podobne rezultate
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dobimo tudi pri razdalji srediˇscˇne tocˇke napovedanega okvirja in srediˇscˇne
tocˇke oznacˇenega okvirja. Sledilnik HSDO ima povprecˇni rezultat 0,7241,
SiamFC pa ima 0,7115, kar je tudi tukaj za priblizˇno 2% boljˇsi rezultat sle-
dilnika HSDO. S posodabljanjem predloge tudi tukaj poslabsˇamo rezultate
pri obeh sledilnikih. Ugotovili smo, da z uporabo detekcije objekta dobimo
boljˇse rezultate od osnovnega sledilnika SiamFC, vendar slabsˇe od sledilnika
PTAV. Kombinacija s posodabljanjem predloge pa se izkazˇe kot slabsˇa resˇitev
pri obeh sledilnikih SiamFC in HSDO.
Kljub temu, da so bili rezultati sledenja s posodabljanjem predloge uspesˇni
pri glavnem eksperimentu VOT2016 [22], se je pri tem izkazalo za neuspesˇno.
Dobre rezultate pri glavnem eksperimentu VOT2016 pripisujemo temu, da
se ob odpovedi sledenja sledilnik ponovno ponastavi, torej ob prisotnosti
”brezhibnega”detektorja. Tako ugotovimo, da je za ucˇinkovito posodablja-
nje predloge potrebna brezhibna detekcija odpovedi sledenja in objekta. V
tem primeru postane posodabljanje predloge nepotrebno, saj z brezhibnimi
modeli ni potrebno zmanjˇsati sˇtevila njihovih posredovanj pri sledenju, kar
je bil tudi osnovni namen.
Z uporabo detekcije objekta smo pricˇakovali boljˇse rezultate, saj so bili
rezultati v naslednji opisani podatkovni zbirki veliko boljˇsi. Ugotovili smo, da
ima podatkovna zbirka TC-128 drugacˇen nabor posnetkov kot pa UAV20L,
ki otezˇujejo delo detektorja objekta. Testna mnozˇica TC-128 vsebuje ve-
liko primerov, kjer so na sliki tudi drugi objekti, ki so podobni sledenemu
objektu. Tako se ob nepravilni napovedi klasifikatorja odpovedi sledenja po-
gosto zgodi, da detekcija objekta ponastavi sledilnik na drug objekt, podoben
objektu, ki mu sledimo. V taksˇnih primerih se z uporabo detekcije objekta
sledenje poslabsˇa. Primer take napake prikazuje Slika 5.8. Na sliki vidimo,
da sledilnik pravilno sledi objektu in to tudi potrjuje klasifikator pravilnega
sledenja. V naslednjem koraku klasifikator nepravilno napove odpoved sle-
denja in se s tem vkljucˇi tudi detekcija objekta. Ta najde trenutno najboljˇse
ujemanje na sliki in postavi napovedani okvir na to lokacijo. Na tej lokaciji
pa je drug objekt, ki je podoben pravemu objektu. V takem primeru sledilnik
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Ime sledilnika Preciznost Uspesˇnost prekrivanja
PTAV 0,7385 0,5447
HSDO 0,7241 0,5164
HSDO+Pv 0,7115 0,5049
SiamFC 0,7096 0,5081
SiamFC+Pv 0,7079 0,5069
Tabela 5.4: Tabela prikazuje rezultate sledilnikov pri sledenju na podat-
kovni zbriki TC-123.
sˇe naprej sledi nepravilnemu objektu, saj klasifikator napoveduje pozitivno
sledenje in s tem onemogocˇa detekciji objekta, da se sprozˇi in ponastavi nazaj
na pravilni objekt.
5.3.2 Analiza dolgorocˇnega sledenja
Podatkovna zbirka UAV20L [25] sestavlja 20 dolgih sekvenc, ki so primerne
za dolgorocˇno sledenje iz zraka. Pri tej podatkovni zbirki pride detekcija
objekta bolj do izraza, saj je z daljˇsimi sekvencami in z odsotnostjo sle-
denega objekta nujno potrebna za nadaljnje sledenje. Podatkovna zbirka
vsebuje tudi primere, ko je sledeni objekt nekaj cˇasa odsoten in se nato spet
pojavi. Tak primer prikazuje Slika 5.9. Na njej vidimo primer, ko objekt
za nekaj cˇasa izgine iz objektiva kamere, zato zacˇne sledilnik slediti najbolj
primernemu objektu. Pri tem model zazna odpoved sledenja in se sprozˇi
detekcija objekta. Ko sledeni objekt ponovno pride v objektiv in je zaznan
z dovolj veliko verjetnostjo, se sledilnik ponastavi na ta sledeni objekt.
Podrobni rezultati podatkovne zbirke UAV20L so prikazani v Sliki 5.3.2
in povzeti v Tabeli 5.5. Nasˇ sledilnik HSDO je dosegel najboljˇsi rezultat.
Povprecˇno prekrivanje HSDO sledilnika je 0,4913, prekrivanje SiamFC sle-
dilnika pa je 0,4277, kar je 14% izboljˇsanje. Prav tako so bili rezultati boljˇsi
od sledilnika PTAV, ki je dosegel povprecˇno prekrivanje 0,4230, kar je za 16%
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Slika 5.7: Slika prikazuje rezultate sledenja testne mnozˇice TC-128.
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1. 2.
3. 4.
Slika 5.8: Slika prikazuje primer, ko detektor objekta preskocˇi iz pravilno
sledenega objekta na nepravilnega. Rdecˇ pravokotnik pomeni, da je klasifi-
kator napovedal odpoved sledenja.
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1. 2. 3.
4. 5. 6.
Slika 5.9: Slika prikazuje delovanje detektorja objekta ob zaznani odpovedi
sledenja.
boljˇsi rezultat. Podobne rezultate dobimo tudi pri razdalji srediˇscˇne tocˇke
napovedanega okvirja z oznacˇenim okvirjem. Sledilnik HSDO ima povprecˇni
rezultat 0,7119, SiamFC pa ima 0,5780, kar je za priblizˇno 23% izboljˇsanje
sledilnika HSDO. Prav tako sledilnik HSDO za priblizˇno 24% presega sledil-
nik PTAV [26]. S posodabljanjem predloge tudi tukaj poslabsˇamo rezultate
pri obeh sledilnikih. Rezultati so potrdili uporabnost detekcije objekta, saj
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Ime sledilnika Preciznost Uspesˇnost prekrivanja
HSDO 0,7119 0,4913
SiamFC 0,6240 0,4277
PTAV 0,5817 0,4230
HSDO+Pv 0,5780 0,4019
SiamFC+Pv 0,4218 0,2914
Tabela 5.5: Tabela prikazuje rezultate sledilnikov pri sledenju na podat-
kovni zbriki UAV20L.
dobimo zanesljivo boljˇse rezultate od sledilnika SiamFC in prav tako PTAV.
Kombinacija s posodabljanjem predloge se tudi tukaj izkazˇe kot slabsˇa resˇitev
pri obeh sledilnikih SiamFC in HSDO.
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Slika 5.10: Slika prikazuje rezultate sledilnikov, testiranih na podatkovni
zbirki UAV20L.
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5.4 Analiza hitrosti delovanja
Kljub dobrim rezultatom je bil nasˇ cilj tudi ohraniti hitrost izvajanja slede-
nja. Hitrost smo analizirali tako, da smo vzeli sledilnik SiamFC [6] in mu
postopoma dodajali funkcionalnosti iz Poglavja 4. Izracˇunali smo povprecˇno
sˇtevilo procesiranih okvirjev na sekundo (fps, angl: frames per second) na
podatkovni zbirki UAV20L [25] za vsako dodano funkcionalnost. Za izva-
janje sledenja smo uporabili prenosni racˇunalnik s procesorjem Intel Core
i7-4710HQ, graficˇno kartico NVIDIA GeForce GTX 860M in delovnim spo-
minom velikosti 16 GB.
Rezultati analize hitrosti za posamezno dodano funkcionalnost so prika-
zani na Sliki 5.11 in povzeti v Tabeli 5.6. Ugotovili smo, da izgubimo najvecˇ
hitrosti pri sami detekciji odpovedi sledenja. Z uporabo modela detekcije
objekta izgubimo najmanj hitrosti, saj se ga uporablja samo takrat, ko je
zaznana odpoved sledenja. Z uporabo posodabljanja predloge pa dodatno
izgubimo na hitrosti, saj se namesto ene predloge racˇuna 5 predlog. Skupna
izguba hitrosti vseh zdruzˇenih funkcionalnosti je priblizˇno 35%. Kljub izgubi
hitrosti, ki je bila predvidena, lahko sˇe vedno trdimo, da sledilnik ohranja to
pozitivno lastnost.
Sledilnik Hitrost (FPS)
SiamFC 12,4
SiamFC+Det. odpovedi 9,9
HSDO 9,8
HSDO+Pv 8,2
Tabela 5.6: Tabela prikazuje hitrosti izvajanja posameznih funkcionalnosti.
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Slika 5.11: Slika prikazuje hitrosti izvajanja posameznih funkcionalnosti.
.
Poglavje 6
Sklepne ugotovitve
V delu smo predstavili nov dolgorocˇni sledilnik. Izhajali smo iz pred krat-
kim objavljenega sledilnika SiamFC [6], ki temelji na polno konvolucijskih
siamskih CNN, zaradi katerih je sledilnik hiter in hkrati natancˇen, vendar ni
primeren za dolgorocˇno sledenje.
Nasˇ dolgorocˇni sledilnik opremimo z detekcijo odpovedi sledenja in detek-
cijo objekta. Detekcija odpovedi sledenja nam pove, kdaj sledilnik pravilno
sledi in kdaj je odpovedal. V primeru odpovedi pa se sprozˇi detekcija objekta,
ki ponovno poiˇscˇe iskani objekt. Ker sledilnik pri iskanju objektov upora-
blja polno konvolucijske siamske CNN, je zato hiter in hkrati natancˇen pri
prepoznavanju objektov.
V delu najprej predlagamo implementacijo detekcije odpovedi sledenja.
Tako izvemo, cˇe sledilnik sˇe pravilno sledi ali ne. S to nadgradnjo smo lahko
nato uporabili metode, ki omogocˇajo dolgorocˇno sledenje.
Z detekcijo odpovedi sledenja smo lahko implementirali detekcijo objekta,
ki je ob primeru odpovedi sledenja poiskala objekt na celotni sliki. S tem je
sledilnik postal primeren za dolgorocˇno sledenje, saj ima mozˇnost ponastavi-
tve sledenja ob primerih lastne odpovedi.
Predlagali smo tudi posodabljanje predloge, da bi s tem izboljˇsali ro-
bustnost sledenja. Tako bi zmanjˇsali sˇtevilo potrebnih sprozˇitev detekcij
objekta in zmanjˇsali napako sledenja. Predlagali smo dva pristopa. Prvega s
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shranjevanjem predlog v vrsto in drugega s postopnim posodabljanjem pre-
dloge z novimi primeri.
Najprej smo analizirali detekcijo odpovedi sledenja. Pognali smo eksperi-
ment nenadzorovanega sledenja na podatkovni zbirki VOT2016 [22] tako, da
smo belezˇili napovedi in te primerjali z napovedanimi in oznacˇenimi okvirji.
Ugotovili smo, da je tocˇnost napovedi odvisna od nastavljenega praga. Za
sprozˇitev detekcije objekta smo ugotovili, da mora biti prag napovedi nasta-
vljen na 15% verjetnost, da sledilnik pravilno sledi, torej mora klasifikator
odpovedi sledenja napovedati odpoved sledenja z vsaj 85% verjetnostjo. Za
posodabljanje predloge pa mora biti prag nastavljen na 75%. Tako se de-
tektor objekta pravilno sprozˇi v 90% primerov, vendar se pri 46% ne sprozˇi
takrat, ko bi se moral. Pri posodabljanju predloge pa klasifikator detekcije
odpovedi sledenja napove pravilno v 74% primerov v obeh primerih.
V nadaljevanju smo analizirali predloge izboljˇsav posodabljanja predloge.
Najprej smo testirali posodabljanje na podatkovni zbirki VOT2016, kjer smo
pognali glavni eksperiment. Ugotovili smo, da posodabljanje predloge dobro
deluje, cˇe vedno pravilno sledimo in se ob odpovedi sledilnik takoj ponastavi.
Najboljˇsi rezultat, shranjevanje predlog v vrsto, je imel 21% izboljˇsanje ro-
bustnosti, vendar za 10% slabsˇo natancˇnost. S predlogom postopnega poso-
dabljanja pa smo dosegli za 14% boljˇso robustnost, vendar samo za 2% slabsˇo
natancˇnost. Kljub dobrim rezultatom na glavnem eksperimentu VOT2016
smo na podatkovnima zbirkama TC-123 [24] in UAV20L [25] dosegli obcˇutno
poslabsˇanje sledenja, tako da smo posodabljanje predloge ovrgli iz nasˇe im-
plementacije sledilnika.
Implementacijo nasˇega dolgorocˇnega sledilnika smo testirali na dveh po-
datkovnih zbirkah TC-123 in UAV20L. Zanimala nas je natancˇnost v pov-
precˇnem prekrivanju in v oddaljenosti srediˇscˇne tocˇke napovedanega okvirja
od dejanskega. Poleg rezultatov SiamFC smo nasˇe rezulate primerjali sˇe z
rezultati sledilnika PTAV [26], ki je najsodobnesˇi sledilnik. Pri podatkovni
zbirki TC-123, ki je namenjena bolj za kratkorocˇne sledilnike, smo dosegli
le manjˇso izboljˇsavo od sledilnika SiamFC, in sicer za slabih 2%. Sledilnik
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PTAV pa je imel boljˇse rezultate. Pri podatkovni zbirki UAV20L, ki je na-
menjena testiranju dolgorocˇnih sledilnikov in je pri tem tudi edina na voljo,
pa smo dosegli obcˇutno izboljˇsanje v sledenju. V primerjavi s sledilnikom
SiamFC smo pri povprecˇnem prekrivanju dosegli 14% izboljˇsanje, pri odda-
ljenosti srediˇscˇne tocˇke okvirja pa 23% izboljˇsanje. Boljˇsi smo bili tudi od
trenutno najboljˇsega sledilnika PTAV, kjer smo zabelezˇili 24% izboljˇsanje v
prekrivanju okvirjev in 16% v oddaljenosti srediˇscˇne tocˇke.
Nasˇ cilj je bil tudi ohraniti hitrost sledenja, ki ga ima sledilnik SiamFC.
Merili smo povprecˇno hitrost sledenja z dodajanjem posameznih funkcional-
nosti. Odkrili smo, da se hitrost sicer zmanjˇsa za priblizˇno 25%, vendar to
ni tako veliko, cˇe ga primerjamo z drugimi sledilniki, ki so sˇe vedno mnogo
pocˇasnejˇsi od nasˇe razlicˇice.
V delu smo dosegli zastavljen cilj. Naredili smo dolgorocˇni sledilnik, ki se
tudi hitro izvaja. Cˇeprav na zbirkah za kratkorocˇno sledenje ni bilo velikih
izboljˇsav, smo na dolgorocˇni zbirki dosegli dobre rezultate, ki se kosajo z
rezultati najsodobnejˇsih sledilnikov.
6.1 Nadaljnje delo
Glavni cilj nadaljnjega dela bi lahko bila uspesˇna zdruzˇitev posodabljanja
predloge in detekcije odpovedi, ki bi uspesˇno sodelovala in zajela vse njihove
pozitivne lastnosti, robustnost ter dolgorocˇnost. Pri posodabljanju predloge
pride do poslabsˇanja natancˇnosti postavitve okvirja objekta, zato bi bilo do-
bro locˇiti sistem za lokacijo in postavitve okvirja, tako da bi slednjega izvajal
nek drugi model, ki bi bil zadolzˇen samo za to. Ugotovili smo tudi, da sledil-
nik slabo deluje, cˇe sta si na sliki dva objekta podobna in namesto pravemu
zacˇne slediti napacˇnemu. To bi izboljˇsali z boljˇso arhitekturo CNN, ki bi
bolj natancˇno locˇila objekte. Lahko bi uporabili arhitekturo CNN dela [7],
ki velja za bolj natancˇno pri razpoznavanju objektov.
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