In 2009 Loc and Schmitt established a result on sufficient conditions for multiplicity of solutions of a class of nonlinear eignvalue problems for the p-Laplace operator under Dirichlet boundary conditions, extending an earlier result of 1981 by Peter Hess for the Laplacian. Results on necessary conditions for existence were also established. In the present paper the authors extend the main results by Loc and Schmitt to the Φ-Laplacian. To overcome the difficulties with this much more general operator it was necessary to employ regularity results by Lieberman, a strong maximum principle by Pucci and Serrin and a general result on lower and upper solutions by Le [10].
Introduction
We study the nonlinear eigenvlaue problem −div φ(|∇u|)∇u = λf (u) in Ω, u = 0 on ∂Ω, (1.1) where Ω ⊂ R N is bounded domain with smooth boundary ∂Ω, λ > 0 is a parameter and φ : (0, ∞) → (0, ∞) is a C 1 -function satisfying (φ 1 ) (i) tφ(t) → 0 as t → 0,
(ii) tφ(t) → ∞ as t → ∞, (φ 2 ) tφ(t) is strictly increasing in (0, ∞), Remark 1.1 We extend t → tφ(t) to the whole of R as an odd function.
In [9] , by means of vatiational and topological methods and arguments with lower and upper solutions, Hess proved a result on existence of multiple solutions of (1.1) for the case of the Laplacian operator which means taking φ(t) ≡ 1 in problem (1.1). According to Hess, the results in [9] were motivated by Brown & Budin [3, 4] which in turn were motivated by the literature on nonlinear heat generation. In [13] , Loc & Schmitt extended the result by Hess to the p-Laplacian operator by means of taking φ(t) = t p−2 with 1 < p < ∞ in (1.1). Actually, in [13] the authors showed (see also Dancer & Schmitt [5] ) that (f 1 ) − (f 3 ) are suffitient conditions for the existence of m − 1 solutions of −∆ p u = λf (u) in Ω, u = 0 on ∂Ω, for λ large, while if (f 1 ) − (f 2 ) hold, and u is a solution of the problem above with a k < u ∞ ≤ a k+1 then (f 3 ) holds.
In the present work we were able to adapt the techniques in Hess [9] and in Loc & Schmitt [13] to prove a result extending the main theorem of [13] to the more general operator ∆ Φ u := div φ(|∇u|)∇u named Φ-Laplacian, where Φ is the even function defined by
and the function φ satisfies (φ 1 ) − (φ 2 ) and the following further conditions
where Γ 1 , Γ 2 > 0 are constants,
It is well known that the p-Laplacian is included in this class of operators. Moreover, our result includes a broader class of operators, for example ∆ Φ with
See the Appendix for further comments on these examples.
where
Our main result below extends Theorem 1.1 by Loc & Schmitt in [13] to the more general operator ∆ Φ .
hold, there is λ > 0, such that for each λ > λ, (1.1) admits at least m − 1 solutions say u 1 , ..., u m−1 such that
Due to the more general nature of ∆ Φ , in our proof of theorem 1.1 above it was necessary to get into the framework of Orlicz-Sobolev spaces. It was also necessary to employ regularity results by Lieberman [12, 11] , a strong maximum principle due to Pucci & Serrin [14] which holds in our setting as well as a more general result on lower and upper solutions due to Le [10] .
Notations and Auxiliary Results
Consider the family of problems associated to (1.1)
where for k = 2, · · · , m., f k : R → R is the continuous function
In this work
is the Orlicz-Sobolev space, where L Φ (Ω) is the Orlicz space defined through the N-function Φ, endowed with the (Luxembourg) norm
(Ω) with respect to the usual norm of W 1,Φ (Ω). We refer the reader to Adams [1] , concerning Orlicz-Sobolev spaces.
Remark 2.1
The reader is referred to [1] , [7] for the basic results below:
it is an easy matter to check that Φ is an N-function (or Young function),
2) holds then (cf. remark 5.1 in the Appendix) there exist constants γ 1 , γ 2 > 1 such that The energy functional associated to (2.1) is
It is known that
is a weak solution of (2.1), in the sense that
Remark 2.2 If u is a weak solution of (2.1) then, since f k is bounded and continuous,
where α ∈ (0, 1) and so u is a solution of (2.1) in the sense of definition 1.1.
Technical Lemmata
The result below is crucial in this paper, it was proved by Loc & Schmitt for Sobolev spaces and its proof in our case is similar. We leave its proof to the end of the section.
Lemma 3.1 Let g : R → R be a continuous function such that g(s) ≥ 0 for s ∈ (−∞, 0) and assume that there is some
Proof. It is enough to show that I k (λ, ·) is both coercive and weakly sequentially lower semicontinuous, (w.s.l.s.c. for short).
To show the coerciveness, by lemma 5.1, (cf. Appendix), the continuous embedding
(Ω) and the Poincaré inequality, (cf [8] ), we have
is continuous and convex. Take (u n ) such that u n ⇀ u in W 1,Φ 0 (Ω). Using the embedding (cf. Adams [1] ),
and arguments with the convexity of Φ, there is h ∈ L Φ (Ω) such that
Since Φ is continuous and convex,
It follows that
As a consequence, there is minimum
Proof of Lemma 3.3 The proof is similar to the ones in [9, 13] . So we will just sketch the main steps. Take δ > 0 and consider the open set
. By the inequality above we have
Since |Ω δ | → 0 as δ → 0 there is δ > 0 such that
Set w = w δ and pick u ∈ W 1,Φ 0 (Ω) with 0 ≤ u ≤ a k−1 . Choosing λ k > 0 large enough, taking λ ≥ λ k and making use of the expessions of I k (λ, w), I k−1 (λ, u) and the inequality just above we infer that
and hence
To finish, assume, on the contrary, that there is a minimum
It follows by (3.3) and lemma 3.1 that
On the other hand, since v k (λ) is a minimum of I k (λ, ·) we have
The definitions of I k (λ, ·) and I k−1 (λ, ·) and the inequalities just above lead to a contradiction. This ends the proof of lemma 3.3.
Proof of Lemma 3.1 Let u ∈ W 1,Φ 0 (Ω) be a weak solution of (3.1). Recall that (even for Orlicz-Sobolev spaces)
Moreover (also for Orlicz-Sobolev spaces) one has ∇u − = −∇u χ {u<0} a.e. in Ω.
Using this in (3.4) we find that
which shows that u ≥ 0 in Ω.
Let (u − s 0 ) + = max{u − s 0 , 0}. By using an argument as the one above, we infer that u ≤ s 0 . This proves lemma 3.1.
Proof of Theorem 1.1
The proof is based on Loc & Schmitt [13] . However, we will get into datails taking into account the Orlicz-Sobolev spaces framework. In this sense we will make use of a general result on lower and upper solutions by Le [10, The proof of (i) is easier. For the proof of (ii) we will need the two lemmas below whose proofs are left to the end of this section. The proof of this lemma, which is left to the end of this section, strongly uses a general form of the maximum principle due to Pucci & Serrin [14] .
In order to state the second lemma take an open ball B centered at 0 with radius R containing Ω. Consider the functions α, β : B → R defined as follows:
Since u ∈ W The proof of this lemma, which is left to the end of this section, uses a general theorem on lower and upper solutions due to Le [10] .
Proof of (i) of theorem 1.1. Take λ > 0. By lemma 3.2, for each
, which is actually a weak solution of problem (2.1). By remark 2.2, v k ∈ C 1 (Ω) and by lemma 3.1, 0 ≤ v k ≤ a k a.e. in Ω.
By lemma 3.3, there is λ ≥ max 2≤k≤m {λ k } such that for λ > λ, v 2 , · · · , v m are solutions of problem (1.1) satisfying
This ends the proof of the first part of theorem 1.1 .
Proof of (ii) of theorem 1.1. We distinguish between two cases.
This case is more difficult. In order to address it we state and prove the lemma below.
Proof Let us think of k = 2, for a while. Take the lower and upper solutions respectively α and a 2 of (4.1). Applying theorem 3.2 of [10] there is a maximal solution say u of (4.1) such that α(x) ≤ u(x) ≤ a 2 for x ∈ B.
By remark 2.2, u ∈ C 1 0 (B) and by lemma 4.1, u > 0 in B.
Claim 4.1 u is radially symmetric, e.g. u(
Indeed, assume on the contrary that u(x 1 ) < u(x 2 ) for some x 1 , x 2 ∈ B with |x 1 | = |x 2 |.
Choose a rotation matrix P such that x 2 = P x 1 . Recall that P ⊤ P = I and | det P | = 1. Set u 1 (x) = u(P x). Since ∇u 1 (x) = P ∇u(P x), x ∈ Ω, it follows that, (P is an isometry),
We contend that u 1 is a weak solution of (4.1). Indeed, let ϕ ∈ W 1,Φ 0 (B) and set ψ(x) = ϕ(P ⊤ x) ∈ W 1,Φ 0 (B). We have by easy computation,
showing that u 1 is a solution of (4.1).
Of course, u 1 is a subsolution of (4.1). Therefore (4.1) has two subsolutions namely α and u 1 . By [10, theorem 3.4], (4.1) has a further solution say u 2 , satisfying max{α,
By the maximality of u, we infer that
a contradiction. Thus Claim 4.1 holds true.
We set u(r) = u(x) where r = |x| and x ∈ B.
and notice that u ≥ 0, u = 0, u ′ (0) = u(R) = 0. Now, let r ∈ (0, R) and pick ǫ > 0 small such that r + ǫ < R. Remember that u ∈ C 1 0 (B) and
Adapting an argument employed in [2] , consider the radially symmetric cutoff function v r,ǫ (x) = v r,ǫ (r), where
and notice that v r,ǫ ∈ W .2) and using the radial symmetry we get to
Making ǫ → 0 gives
and choose numbers r 0 , r 1 ∈ [0, R) with r 1 ∈ (r 0 , R) such that u(r 0 ) = u ∞ and u(r 1 ) = a 1 .
Note that u(r 0 ) > u(r 1 ) and 0 ≤ r 0 < r 1 < R.
Indeed, assume on the contrary that, u(r 0 ) ≤ b 1 . Take δ > 0 small such that
We have by (4.3)
Subtracting (4.5) minus (4.4) term by term and recalling that u ′ (r 0 ) = 0, 
where z is set to play the role of u ′ . Recall that
Since φ(z)z ∈ C 1 and (φ(z)z) ′ = 0 for z = 0, we get by applying the Inverse Function Theorem in O that z = z(r, u) is a C 1 -function of r. Since z = u ′ , the claim is proved.
Differentiating in (4.3) and multiplying by u ′ we get
which gives
Integrating from r 0 to r 1 we have
Computing the second integral in the left hand side of (4.6) we get
and
Making the change of variables s = u ′ (t) above we get
Taking into (4.6) we get
On the other hand u ′ is not identically zero on [r 0 , r 1 ] because otherwise we would have u(t) = u(r 0 ) = u(r 1 ) contradicting a 1 < u ∞ ≤ a 2 . Therefore Let u be a solution of (1.1) with a 1 < u ∞ ≤ a 2 . Consider a continuous function
As in Case 1 we use β(x) = a 2 as a supersolution of (4.7).
Hence (4.7) has a solution u satisfying u ≤ u ≤ a 2 . We now proceed as in the first part of the proof with f in place of f to obtain
The proof for a k , k > 2 follows the same lines. Theorem 1.1 is proved.
It remains to proof lemmas 4.1 and 4.2.
Proof of lemma 4.1. At first, using the facts that f (0) > 0 and (sΦ(s)) is strictly increasing for s > 0 there is a constant c > 0 such that
and remember that
to both sides of (4.9), taking v ≥ 0, 0 ≤ u ≤ a k and using (4.8) we have
At this point, we will use Theorem 1.1 of [14] . In order to verify condition (1.6) of [14] 
where in the last inequality we used (2.3).
By the inequality above choose δ > 0 such that c
is strictly increasing, we infer that H −1 (csΦ(s)) ≤ s for s ∈ (0, δ), from which condition (1.6) of [14] follows. This ends the proof of lemma 4.1.
Proof of lemma 4.2 Of course β is an upper-solution of (4.1). To deal with α define v n (x) = n min{u(x), 1 n } for x ∈ Ω, n ≥ 1 is an integer.
Notice that ∇u · ∇v n ≥ 0 and by the very definition, v n converges to 1, pointwisely in Ω. Take w ≥ 0, w ∈ C ∞ 0 (B) and note that wv n ∈ W
We observe that 0 ≤ wφ(|∇u|)∇u∇v n ≤ wφ(|∇u|)|∇u| 2 and 0 ≤ v n ≤ 1.
By the Lebesgue Theorem we infer that
This ends the proof of lemma 4.2.
Appendix
In this section we present for the sake of completeness several rather simple results and remarks which were employed in the body of the paper.
Proof Indeed by (φ 3 ),
where δ i,j is the Kronecker symbol. Thus
Take t > 0, η = (t, 0, ..., 0) and ξ = (1, 0, ..., 0). Then
On the other hand, assuming (φ 4 ) we have
Take t > 0, η = (t, 0, ..., 0) and ξ = (1, 0, ..., 0). Arguing as above we find (tφ(t))
This ends the proof of proposition 5.1.
Remark 5.1 Verification of (iii) in remark (2.1). By (2.2) we have
Multiplying by s and integrating from 0 to t we have . Then Φ(t) = (1 + t 2 ) γ − 1.
Differentiating in the expression of φ we get φ ′ (t) = 4γ(γ − 1)(1 + t 2 ) γ−2 t.
It follows that (tφ(t))
′ φ(t) = 1 + 2(γ − 1) t 2 1 + t 2 . and so min{1, 2γ − 1} ≤ (tφ(t)) ′ φ(t) ≤ max{1, 2γ − 1}.
By proposition 5.1, φ satisfies (φ 3 ) − (φ 4 ). It follows that φ satisfies (φ i ), i = 1, · · · , 4. We refer the reader to [7] and references therein for the lemma below whose proof is elementary.
Lemma 5.1 Assume that φ satisfies (φ 1 ) − (φ 3 ). Set ζ 0 (t) = min{t γ 1 , t γ 2 }, ζ 1 (t) = max{t γ 1 , t γ 2 }, t ≥ 0.
Then Φ satisfies ζ 0 (t)Φ(ρ) ≤ Φ(ρt) ≤ ζ 1 (t)Φ(ρ), ρ, t > 0,
