Abstract. We determine the form of the best possible global bounds for the Jensen functional on the real line. Thereby, previous results on this topic are essentially improved. Some applications in Analysis and Information Theory are also given.
Introduction
The form of the Jensen functional J f (p, x) is given by (cf. [3] ),
where f (·) stands for a convex function defined on the domain D f , D f ⊆ R, x := {x i } is a finite sequence of numbers from D f and p := {p i }, p i = 1 denotes a positive weight sequence associated with x.
Throughout the paper we assume that all terms of the sequence x belong to some closed interval I, i.e., that for some fixed a, b:
By definition (cf. [9] ), the global bounds for J f (p, x) will depend only on f and I . For instance, the famous Jensen's inequality asserts that for x ∈ I and an arbitrary p, 0 ≤ J f (p, x). Jensen's inequality is one of the most known and extensively used inequalities in various fields of mathematics. Some important inequalities are just particular cases of this inequality, such as the weighted A−G−H inequality, the Cauchy inequality, the Ky Fan and Hölder inequalities, etc. For classical and recent developments related to Jensen's inequality, see ([2] , [7] ), where further references are given.
By closer examination, one can see that the lower bound zero is of global nature since it does not depend on p or x but only on f and the interval I whereupon f is convex. Also, it is not difficult to show that zero is the best possible global lower bound for the Jensen functional.
In the same sense, an upper global bound for differentiable convex mappings has been given in [4] and for arbitrary convex mappings in [9] , [8] . There are a number of papers where the global bounds are utilized in applications concerning some parts of Analysis, Numerical Analysis, Information Theory, etc. (cf. [1] , [2] , [4] , [5] ).
The problem of best possible upper bounds is solved in some particular cases. For example, it is proved in [10] that the Specht ratio S(t) is the best possible upper bound for the A − G inequality with uniform weights, that is,
where
e log t 1/(t−1) with t = b/a. In this article we shall give an explicit form of the best possible global bound T f (a, b) for the Jensen functional. As an application, we determine T f (a, b) in the case of the generalized A − G − H inequality as a combination of some well-known classical means. Similarly, new bounds are found for some probability measures which are of importance in Information Theory, thereby improving the results from [8] .
Results and proofs
Our main result is contained in the following.
Theorem A. Let f, p, x be defined as above and p, q
This upper bound is very precise. For example,
and we obtain at once the well-known pre-Grüss inequality [7] ,
with the constant 1/4 as the best possible.
and the proof of Theorem A is done.
Hence c 1 , c 2 ∈ D f , and from the identity
we conclude that g(p) is concave for 0 ≤ p ≤ 1 with g(0) = g(1) = 0. Therefore there exists a unique positive g(
A way of determining the number p 0 for a differentiable convex mapping is given by the following.
The number p 0 should be taken such that the relation
is fulfilled.
, by a standard argument we have that g
Since f is convex, the function f is invertible and the result follows.
We also have
Theorem D. The bound T f (a, b) is the best possible global upper bound for the Jensen functional.
Proof. Indeed, let T (a, b) be an arbitrary upper global bound. According to the definition, we have that the inequality
holds for any weight sequence p,
In particular, for n = 2,
Therefore the bound T f (a, b) is better than any other global bound, hence is the best possible.
Applications
Finally, we give some applications of Theorems A-C in Analysis and Information Theory. A(p, x) ≥ G(p, x) ≥ H(p, x) ,
The following well known A − G − H inequality [7] asserts that
are the generalized arithmetic, geometric and harmonic means, respectively. As an illustration of the above results, we determine some converses of the
are the arithmetic, geometric, logarithmic and identric means, respectively.
As a consequence, we also get a converse of the G − H inequality:
3.2. Define the probability distributions P and Q of a discrete random variable X by
Among the other quantities, of utmost importance in Information Theory are the Kullback-Leibler divergence D KL (P ||Q) and Shannon's entropy H(X), defined as
The distribution P represents here data and observations, while Q typically represents a theoretical model or an approximation of P . Both divergences are always non-negative.
Applying the above results we obtain the following estimates.
Theorem F. (i) Denoting
It is interesting to compare those results with the results from [8] .
Proof of Theorem E. Since Θ 1/x (a, b) = G(a, b) , applying Theorems C and A and changing the variable 1/x i → x i , we obtain the proof of part (i).
Analogously, considering the function f (x) = e x , the proof of (ii) follows. By Theorem A applied with f (x) = − log x, we obtain
Because 0 < a < b, we get 0 < p 0 < 1 and, after some calculation, it follows that
Exponentiating, we obtain the third assertion from Theorem E.
Remark 1. Note that Λ(a, b) is exactly the Specht ratio S(t). Therefore part (iii)
of Theorem E shows that Specht's ratio is the best upper bound for the generalized A − G inequality also (cf. [11] ). Taking the distribution Q to be uniform, the last result follows from the previous one since Λ( 1 rν ,
