Emergency department (ED) overcrowding is a problem for EDs world-wide, but first and foremost it is a problem for the patients who are affected from it as ED overcrowding leads to higher morbidity and mortality for the patients. Forecasting of ED inflow for planning ED operations and steering patients streams in a region is an integral part of mitigating the overcrowding issue. In the study at hand, four different forecasting models for ED inflow are developed, validated and tested. Gradient boosting as modelling method yielded the best results for forecasting the coming 72 hours of ED inflow, mean absolute percentage error of 21 %. This is a sufficiently accurate model to implement in a new information system for planning ED operations in a health care region.
A multitude of different mathematical models and a variety of variables have been used to forecast ED inflow for both longer and shorter amounts of time. The most commonly used model is AutoRegressive Integrated Moving Average (ARIMA) (Helfenstein, 1996) . Amongst other models for ED inflow forecasting are linear regression and deep neural networks (Jiang, Chin, & Tsui, 2018; Wargon, Guidet, Hoang, & Hejblum, 2009) . Using the machine learning (ML) method of gradient boosting as a forecasting method in other areas has shown promising results (Ayaru et al., 2015; Gala, Fernández, Díaz, & Dorronsoro, 2016; Zhang & Haghani, 2015) . Forecasting ED inflow by using gradient boosting might be a way to gain a more accurate result than by previous, commonly used models.
A forecasting model with sufficient accuracy may be used both for planning operations and resources in the ED but also to steer patients through the TAS. In Stockholm County, a project for using the forecasting of ED inflow in the TAS is planned and will be commenced this spring.
AIMS
The aim of this study was to develop and evaluate methods of forecasting ED inflow for the coming 72 hours.
METHODS AND SETTING

SETTING
Stockholm County is the capital county of Sweden, with approximately 1,9 million inhabitants (Statistics Sweden.) . The surroundings range from rural archipelago to urban inner city. The Stockholm County Council (SCC) is responsible for the health care system, which is universally free for all citizens Swedish and EU citizens.
The county has seven general emergency hospitals which range from 40,000 -120,000 ED visits for adults per year. One hospital is a Trauma level I hospital.
DATA
Data on hourly presentation to the ED within the SCC was retrieved from the Value Analysis Layer (VAL) database which is a data warehouse for the SCC. Data in VAL is routinely collected from all different health care providers within the SCC, either public or private. The coverage ratio for VAL is within the 99 th percentile (Ekstrom, Kurland, Farrokhnia, Castren, & Nordberg, 2015; Wandell et al., 2013) . VAL is used for follow-up and analysis of health care operations, for special projects like the project at hand and also for routine follow up conducted by the SCC itself.
Data on ED visit is produced whenever a patient is recorded in any of the different ED administrative data-systems for each hospital. Data is then transferred to VAL once every 24 hours. Among other administrative data such as age, sex and diagnosis for the visit, time stamps for when the visit started is recorded.
For the study at hand, three datasets were retrieved; training, validation and test sets.
The raw data contained a datetime variable containing the date and the hour of the day, and a variable with the count of actual visits for every hour in the data. From the datetime variable, a number of temporal variables were extracted. These were nominal/binary scaled variables indicating if the day in question is Christmas, New Year's Eve, Midsummer, or Valentine's day. There were also dummy-indicators for day of week, day of month, year, month, and hour of the day, as those variables, in previous research, have been shown to be significant for ED inflow (Hertzum, 2016) 
METHODS
From the count of actual visits variable, the 168 first lags were extracted, which equals a full week. The reasoning behind the week lag, was divided into two parts:
-The number of lags needs to be greater than or equal to the forecast horizon.
-They should also cover a relevant seasonality, and a lot of variation is to be found in the past weeks' behavior.
These were later input as either nominal or interval input variables in the predictive models.
Two different target variables were modeled: 1. the actual count which is interval scaled, along with 2. a binned variable of count, where 10 equally sized groups are built by ranking the actual count, this target variable is ordinal scaled, but since it was created with respect to group size it can be seen as approximately interval scaled. Technically, this is done through the RANK procedure in SAS (SAS Institute Inc. The ARIMA model is described more thoroughly in the SAS documentation where also further references that describes the exact foundations of it are available (SAS Institute Inc.).
The gradient boosting used in SAS Viya is described in the SAS documentation (SAS Institute Inc.), with further links to the boosting method is based on, namely Hastie, Tibshirani and Friedman (2001) and Friedman (2001) (Friedman, 2001; Hastie, Tibshirani, & Friedman, 2001 ).
The neural network used in SAS Viya is described in the SAS documentation (SAS Institute Inc.) and is a multilayer perceptron neural network from Bishop (1995) (Bishop, 1995) . The neural networks' architecture is a multilayer perceptron with direct connections between each input and each target neuron. Since the target is nominal, the target layer has a softmax activation function and an entropy error function.
All of these model types are set up with same partition for training and validation with an 85 % training and a 14.5 % validation split with the same seed for sampling. The last 0.5 % observations with known value for the target variable was used for testing the forecast performance, as in traditional time series forecasting. The tests are performed at the very end of the analysis in order to ensure an honest assessment of the forecast performance.
To optimize the models, they were all subject to auto tuning, meaning that a genetic algorithm sets out to find the architecture of the gradient boosting or the neural network that minimizes the information loss of the model. The auto tuning's only restriction was that it may not take more than 600 seconds in its search. SAS auto tuning is described in its documentation (SAS Institute Inc.)
The source data for the analyses consisted of 13848 observations, each observation being an hour. The starting hour is the 1 st of January 2015 at midnight (i.e. the first hour of the year) and the last hour is the 30 th of July 2016 at 23:00. The last 72 hours were removed and put into a separate test data set. 13776 observations remained for training and validation, split in each model as follows: The training set comprised 85% of observations and validation data comprised of 14.5 % of observations.
RESULTS
There was seasonality in ED inflow both for hourly, weekly and monthly variations. The inflow was highest during lunch time each day (Fig. 1) , and the same was true for Mondays (Fig. 2) .
The summer, especially the vacation period showed a decreased daily inflow ( Fig. 3 and 4) . 
ARIMA MODEL WITH INTERVAL SCALED TARGET
As a reference to be able to evaluate the machine learning models' performances, a simple ARIMA model is created. The model is fit with two autoregressive components, one of the first degree and another of the 24 th degree, as well as a moving average component of the first degree. The model is fit to the first differences of the interval target to make it more stationary.
All parameters are highly significant as the conditional least squares estimation table (Table 2) show.
The residual correlation diagnostics ( Figure 6 ) imply that the residuals are not a white noise process (i.e. completely random) and the residual normality diagnostics QQ-plot show deviations as well (Fig. 7) . Together, these plots imply that the residuals are not likely to be independent and normally distributed. To summarize model performance, summary statistics of the absolute deviations and the absolute percentage error is presented in Table 2 .
GRADIENT BOOSTING WITH INTERVAL SCALED TARGET
The gradient boosting algorithm provides variable importance calculations as output. The top 5 variables from the gradient boosting were the 24 th lag, the 168 th lag, the first lag, the day of month and the 15 th lag.
Best configuration was 149 trees and 181 variables to try. The learning rate was 0.4135 and the sampling rate was 0.6991. The Lasso parameter was 8.5954 and the Ridge parameter was 5.7189. Mean squared error was 42.2931.
Since this model used an interval target it used mean squared error for optimization and tuning, it also yields an interval prediction, thereby making it difficult to compare with the other models. To remedy this, the predictions are put into bins following the same pattern as the previously binned count variable, creating comparable outputs.
The classification matrix, shows the relationship between the actual outcome and the binned forecast. A series plot comparing actual vs. binned forecast values better shows the relationship (Fig. 9 ).
To summarize model performance, summary statistics of the absolute deviations and the absolute percentage error is presented in Table 3 .
GRADIENT BOOSTING WITH BINNED TARGET
The gradient boosting algorithm provides variable importance calculations as output. The top 5 variables from the gradient boosting were day of month, the 24 th lag of visit count, the first lag of visit count, the 168 th lag of visit count, and month.
Best configuration was 96 trees with 195 tested variables with a learning rate of 0.1436, a sampling rate of 0.4945, a Lasso of 0 and a Ridge value of 0.4293 and a misclassification error percentage of 7.38.
A classification matrix, shows the relationship between the actual outcome and the forecast. A series plot comparing actual vs. forecast values better shows the relationship (Fig. 10 ).
NEURAL NETWORK WITH BINNED TARGET
Best configuration: 2 hidden layers, 56 neurons in layer 1 and 78 in layer 2. L1 regularization parameter = 0 and L2 = 0.00004632 and the misclassification error percentage 44.83.
A classification matrix, shows the relationship between the actual outcome and the forecast. A series plot comparing actual vs. Forecast values better shows the relationship (Fig. 11 ).
DISCUSSION
In the present study, the number of visits in the near future where predicted with high accuracy. The gradient boosting model for interval data presented a Mean Absolute Percentage Error (MAPE) of 21 % when predicting the number of ED visits per hour for a 72-hour period. This result made gradient boosting out preform the other models in both this study and earlier research. Other forecasting models predicting the near future ED inflow on hourly basis reach an error (MAPE) roughly around 25 -60 % (Hertzum, 2016; Jiang et al., 2018) . As could be seen in Fig. 9 the model works best for the first 48 hours yielding a MAPE of 17.5 %. For clinical practice, knowing what to expect in the next 48 hours could be enough to redistribute resources and to free up hospital beds to meet the demand in the near future.
Using ARIMA to predict ED inflow yields a MAPE of 31,5 % which is in parity with earlier research. It strengthens the belief that gradient boosting could be a better model when forecasting ED inflow on other data sets.
Using ANN and gradient boosting on binned data to forecast ED inflow yield equivalent results. Gradient boosting is slightly more accurate with a MAPE of 27 % compared to ANN with a MAPE of 29,5 %. Both results are comparable with previous studies. Dividing the data in to bins before applying the GB-model did not show as good results as using the actual count of inflow. The reason for this might be due to the difference in scale. The binned data has an interval of 0 -9 and the interval for the raw data was 0 -232. This makes it hard to compare MAPE between the two models.
The results for longer forecasting periods as for a daily basis is much better and has been performed with a MAPE of 4 -10 % (Hertzum, 2016 (Hertzum, , 2017 Jiang et al., 2018; Marcilio, Hajat, & Gouveia, 2013; Wargon et al., 2009 ). This was not tested in this study, so the accuracy of gradient boosting on ED inflow for longer time periods must be evaluated in future studies.
The temporal variation of ED inflow that was found in our data is well known and are consistent with earlier studies (Hertzum, 2016; Jones et al., 2009; Wargon et al., 2009) . Calendar data was not among the top three variables for the Gradient boosting model. The most likely reason for this was that the calendar data effect was caught by the lag variables. Nothing in our dataset seem to deviate from the known and the expected.
ARIMA models are popular within time series analysis and forecasting. It is also taught at many universities as a "go-to" method. There are, however, prominent disadvantages with the ARIMA models along with the other time series models from traditional statistics (such as exponential smoothing models, econometric models, and regression models). These are 1) the models rely on distributional assumptions which need to be met and tested, and, in the case of ARIMA specifically, 2) stationarity in terms of constant mean, variance, and covariance, which also needs to be fulfilled and tested. There are some complex strategies within econometrics to tackle these assumptions, but it is difficult. Furthermore, it is common knowledge that the more statistical hypothesis tests (of, for example, distributional assumptions) that are performed, the higher the probability of at least one of them being wrong. The need for assumptions are difficult to meet, through testing or other strategies, but most of all they make it almost impossible to put a trustworthy forecast into automated production.
In ML and more modern approaches to predictive modeling and forecasting, data is partitioned into training, validation and test data. The training data (which is normally the biggest part of the split data) is used to train models. To assess these models' performances, they are used on the validation data, meaning that if the trained model performs well on validation data, it generalizes well. Lastly, it is applied to test data which gives a final honest assessment of performance. The benefit from this is that distributional assumptions are not of interest anymore -if a model performs well on validation and test data, it is good for prediction. To do this, it is obvious that the modeler needs a lot of data points, and that is the new normal. When most time series analysis and econometric models were founded, the amounts of available data were normally lower and of higher quality. Statistics software were also less computationally efficient. As the ecosystem of data has moved from few data points and slow computers to vast amounts of data and fast computers, statistics must participate in that transition as well to stay relevant and value-adding.
The gradient boosting model in this study only used easily obtainable data to do the predictions. It also does not rely on any assumptions to perform. This makes it easy to automate and implement in clinical practice.
Using gradient boosting on ED inflow as a prediction model for hourly based predictions yields as good results that it may challenge ARIMA as the standard for inflow predictions in the future.
CONCLUSIONS
Using supervised ML methods for predicting ED inflow produce competitive results, and using classification methods seems to give even better results over commonly used non-ML methods. Gradient boosting may be favorable over neural networks for predicting the coming 72 hours of ED inflow to a health care-region. 
