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MINIMISING MOVEMENTS FOR THE MOTION OF DISCRETE
SCREW DISLOCATIONS ALONG GLIDE DIRECTIONS
R. ALICANDRO, L. DE LUCA, A. GARRONI, AND M. PONSIGLIONE
Abstract. In [3] a simple discrete scheme for the motion of screw dislocations
toward low energy configurations has been proposed. There, a formal limit of
such a scheme, as the lattice spacing and the time step tend to zero, has
been described. The limiting dynamics agrees with the maximal dissipation
criterion introduced in [8] and predicts motion along the glide directions of the
crystal.
In this paper, we provide rigorous proofs of the results in [3], and in partic-
ular of the passage from the discrete to the continuous dynamics. The proofs
are based on Γ-convergence techniques.
Introduction
This paper deals with variational models describing the motion of straight screw
dislocations toward low energy configurations [2, 3, 6, 7, 12]. Here we provide
rigorous justifications to the results announced, and described in a more mechanical
language in the companion paper [3].
In a previous paper [2], we have considered a discrete anti-plane model for elas-
ticity in a cubic lattice, governed by periodic nearest neighbors interactions. In view
of the anti-plane assumption, all the relevant quantities are defined in a cross sec-
tion of the crystal, i.e., on a square lattice. Following the formalism in [4], we have
introduced screw dislocations in the model, as point topological singularities of the
discrete displacement field. First, we have analysed by means of a Γ-convergence
expansion the elastic energy induced by dislocations, as the lattice spacing ε tends
to zero, showing that the energy concentrates on points which interact through the
so-called renormalised energy. Then, we have proposed and analysed an implicit
Euler scheme for the gradient flow of the energy induced by discrete dislocations.
This consists in introducing a time step τ and considering a step by step min-
imisation of a total energy, given by the sum of the elastic energy induced by a
distribution of dislocations, and a dissipation energy spent to move the singulari-
ties. We have proved that the minimising movements scheme allows dislocations to
overcome the energy barriers due to the discrete structure. Indeed, in the limit as
first ε and then τ tend to zero, the dynamics is driven by the gradient flow of the
renormalised energy (in perfect analogy with the theory of dynamics of vortices in
superconductivity [5, 13]).
In [3] we have extended the discrete model studied in [2] to several crystal struc-
tures relevant for applications and we have enriched the scheme for the motion of
screw dislocations by considering new anisotropic rate dependent dissipations, re-
lated to the specific crystalline structures. We have shown, in the formal limit as
ε, τ → 0, that the proposed scheme is able to predict motion of dislocations along
the glide directions of the crystal, according with the maximal energy dissipation
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criterion postulated in [8]. The latter asserts that the dislocations move along the
glide directions that maximise the scalar product with the Peach Ko¨hler force j
which, in turn, is given by −∇W , being W the renormalised energy. According to
this criterion the velocity field might be not uniquely determined and the formula-
tion needs to be relaxed. The effective dynamics is then described by a differential
inclusion rather than a differential equation (as analysed in [6]).
In this paper, starting from a microscopic fundamental description, we give a rig-
orous derivation of this effective dynamics, highlighting its gradient flow structure
and providing an approximation scheme and a selection principle for the dynamics
proposed in [8]. Our results are based on the fact that the Γ-convergence expansion
developed in [2] holds true for several crystalline structures and different types of
interactions (see [9]), so that the discrete elastic energy induced by the disloca-
tions can be asymptotically decomposed into the sum of a self energy, concentrated
around each dislocation, and of the renormalised energy, governing the interactions
of the limiting singularities. We start our analysis assuming that the discrete model
under consideration exhibits this behavior (see Section 2). A key argument is an
improved lower bound for the discrete energy which accounts for the formation
of dipoles which cluster at points that do not appear in the limiting distribution
of singularities (see Proposition 2.4). This lower bound guarantees that the crys-
talline rate dependent dissipation considered in the discrete gradient flow, which in
general is not continuous with respect to the flat convergence (see Example 3.1),
is instead continuous on the proposed discrete dynamics for well prepared initial
conditions. We provide a concise and almost self contained presentation, giving ref-
erences whenever it is needed, while for further modeling motivations and examples
we refer the reader to [3].
1. The discrete model
In this section we introduce the discrete formalism that will be used in the paper
(see [4, 3, 2, 9]).
1.1. The discrete lattice. We recall that a Bravais lattice ΛB in R
2 is a discrete
set of points in R2 generated by two given linearly independent vectors v1, v2, i.e.,
ΛB := {z1 v1 + z2 v2, z1, z2 ∈ Z} .
A complex lattice ΛC in R
2 is the union of a finite number of translations of a given
Bravais lattice ΛB, i.e., ΛC is of the form
ΛC :=
M⋃
k=1
(ΛB + τk),
where τ1, . . . , τM are M given translation vectors in R
2. Clearly a Bravais lattice
is a particular case of complex lattice (corresponding to M = 1, τ1 = 0). In the
sequel, we will denote by Λ any complex (and in particular Bravais) lattice in R2.
1.2. The reference configuration. Let Λ be a complex lattice in R2 and let T
be a periodic triangulation of Λ, in the sense that if T ∈ T , then v1 + T, v2 +
T ∈ T , where v1 and v2 are the generators of the Bravais lattice associated to Λ.
Such a triangulation always exists. For instance, one can consider the Delaunay
tessellation of R2 associated to Λ, which is v1 and v2 periodic, and then construct a
periodic Delaunay triangulation, starting from a triangulation of a primary domain.
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We remark that the triangulation T is not uniquely determined; nevertheless, our
analysis will not be affected by the specific choice of T . From now on, we assume
that the triangles T in T are closed.
Let Ω ⊂ R2 be an open bounded set with Lipschitz continuous boundary. For
every ε > 0, we denote by εT the family of triangles εT with T ∈ T , we define the
set of the ε-triangular cells in Ω as
Ω2ε,Λ := {T ∈ εT : T ⊂ Ω¯}
and we set Ωε,Λ := ∪T∈Ω2ε,ΛT . Moreover, we set Ω0ε,Λ := Ωε,Λ ∩ εΛ and
Ω1ε,Λ := {(i, j) ∈ Ω0ε,Λ × Ω0ε,Λ : i, j ∈ T for some T ∈ Ω2ε,Λ}.
Notice that if Λ is the equilateral triangular lattice, then Ω1ε,Λ is nothing but the
class of nearest neighbors in Ω0ε,Λ.
In the following we will extend the use of such notations to any given subset A
of R2.
1.3. Discrete functions and discrete topological singularities. We denote
the class of scalar functions on Ω0ε,Λ by
AFε,Λ(Ω) :=
{
u : Ω0ε,Λ → R
}
.
In order to introduce the notion of discrete topological singularity, we associate
to any bond (i, j) ∈ Ω1ε,Λ an arbitrarily oriented vector ℓi,j = ℓj,i which coincides
either with j − i or with i− j.
Let P : R→ Z be defined as follows
P (t) = argmin{|t− s| : s ∈ Z} ,
with the convention that, if the argmin is not unique, then P (t) is the smallest
one. Let u ∈ AFε,Λ(Ω) be fixed. The discrete plastic strain βplu associated to u is
defined on the oriented bonds of the triangulation by βplu (ℓm,n) = P (u(n)− u(m))
if ℓm,n = n−m and βplu (ℓm,n) = P (u(m)− u(n)) if ℓm,n = m− n. Given T ∈ Ω2ε,Λ
and given a triple (i, j, k) of vertices of T defining a counter-clockwise orientation
of T , we introduce the discrete circulation of u around T as
(1.1) αu(T ) := ℓi,j · j − i|j − i|2β
pl
u (ℓi,j)+ℓj,k ·
k − j
|k − j|2β
pl
u (ℓj,k)+ℓk,i ·
i− k
|i − k|2β
pl
u (ℓk,i).
Notice that the sign in front of any contribution βplu (ℓi,j) depends on the relative
orientation of the bond ℓi,j and the counter-clockwise orientation of the triangle T .
This ensures that, whenever we sum the circulation around two adjacent triangles,
then the contribution on the common bond cancels.
One can easily check that αu takes values in the set {−1, 0, 1}. The values +1
and −1 for αu correspond to the presence of a dislocation in the triangle T . Finally,
we define the discrete dislocation measure µ(u) as follows
µ(u) :=
∑
T∈Ω2
ε,Λ
αu(T )δb(T ),
where b(T ) is the barycenter of the triangle T . By its very definition, for every
subset A of Ω which is union of ε-triangles in εT we have that µ(u)(A) depends
only on the values of u on ∂A ∩ εΛ.
We remark that other variants of the given notion of discrete circulation could
be adopted. For instance, if Λ is a Bravais lattice, one could define the function αu
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on primitive cells instead of triangles (as done in [2, 9]), and the analysis developed
in this paper would apply with minor notational changes.
Let M(Ω) be the space of Radon measures in Ω. We set
X(Ω) :=
{
µ ∈M(Ω) : µ =
N∑
i=1
diδxi , N ∈ N, di = ±1, xi ∈ Ω , xi 6= xj if i 6= j
}
,
Xε,Λ(Ω) :=

µ ∈ X(Ω) : µ =
∑
T∈Ω2ε,Λ
d(T ) δb(T ), d(T ) ∈ {−1, 0, 1}

 .
We denote byW−1,1(Ω) the dual ofW 1,∞0 (Ω), by ‖·‖flat the dual norm inW−1,1(Ω),
referred to as flat norm, and by µn
flat→ µ the flat convergence of µn to µ.
1.4. The energy functionals. Here we introduce a class of energy functionals
defined onAFε,Λ(Ω). Let {f¯−ı¯}(ı¯,¯)∈(R2)1
1,Λ
be a family of non-negative, continuous,
1-periodic interaction potentials vanishing on Z, such that
f¯−ı¯(t) = c¯−ı¯t
2 + o(t2)
for some constants c¯−ı¯ ≥ 0, for any (¯ı, ¯) ∈ (R2)11,Λ. A prototypical example of
these potentials is given by the functions
(1.2) f¯−ı¯(t) = c¯−ı¯ dist
2(t,Z) .
We refer to [3] for a formal derivation of energy potentials of the type (1.2) from a
discrete anti-plane elasticity model.
Throughout the paper we will assume the following coercivity condition: for
each triangle T ∈ T there are at least two distinct bonds for which the interaction
potential vanishes only on Z. Precisely, for every T ∈ T , denoting by ı¯1, ı¯2, ı¯3 its
vertices, there exists a permutation (k1, k2, k3) of (1, 2, 3) such that
(1.3) fı¯k1−ı¯k2 (t) > 0 and fı¯k1−ı¯k3 (t) > 0 ∀ t 6∈ Z.
For every ε > 0, the energy functionals Fε,Λ : AFε,Λ(Ω)→ R are defined by
Fε,Λ(u) =
∑
(i,j)∈Ω1
ε,Λ
f j−i
ε
(u(j)− u(i)) .
Given T ∈ Ω2ε,Λ we denote by Fε,Λ(u, T ) the energy accounting for the interac-
tions between the vertices of the ε-triangle T . Precisely, denoting by i1, i2, i3 the
vertices of T ,
Fε,Λ(u, T ) =
∑
k,l=1,2,3
f il−ik
ε
(u(il)− u(ik)).
As a straightforward consequence of the coercivity assumption we get the following
lemma.
Lemma 1.1. There exists a constant c0 > 0 such that for any u ∈ AFε,Λ(Ω) and
for any T ∈ Ω2ε,Λ
Fε,Λ(u, T ) ≥ c0 whenever αu(T ) 6= 0.
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Proof. Let (i1, i2, i3) denote a counter-clockwise oriented triple of vertices of T . By
the very definition (1.1) of αu and by the triangular inequality, we have that if
αu(T ) 6= 0, then
(1.4)
∑
k,l=1,2,3
dist(u(il)− u(ik),Z) ≥ |αu(T )| = 1.
Since dist(·,Z) ≤ 12 , it follows that at least two addenda of the sum in (1.4) are not
smaller than 14 and hence the claim follows by the coercivity assumption (1.3). 
It is convenient to express the energy in terms of the dislocation measure. More
precisely, given µ ∈ Xε,Λ(Ω), we set
Fε,Λ(µ) := inf{Fε,Λ(u) : u ∈ AFε,Λ(Ω), µ(u) = µ}.
In what follows, we also need a localised version of the energy functionals above:
for any subset A of Ω, we set
Fε,Λ(u,A) :=
∑
(i,j)∈A1
ε,Λ
f j−i
ε
(u(j)− u(i)),
Fε,Λ(µ,A) := inf{Fε,Λ(u,A) : u ∈ AFε,Λ(A), µ(u) = µ}.
2. Renormalised energy and Γ-convergence assumption
This section is devoted to the statement of the Γ-convergence assumption for the
functionals Fε,Λ. To this purpose, we first define the renormalised energy in our
setting.
The (isotropic) renormalised energy (see formula (2.2) below) has been intro-
duced in [5] (see also [13]) as the interaction energy between vortices in the Ginzburg-
Landau framework. In [2] it has been shown that such a renormalised energy also
governs the interactions between screw dislocations in isotropic anti-plane elastic-
ity. However, the continuous counterpart of the discrete energy Fε,Λ is in general
anisotropic as well as the corresponding renormalised energy. In fact, in absence of
defects (i.e., for µ(u) = 0) and under suitable assumptions on the potentials f¯−ı¯,
the discrete elastic energy Γ-converges (see [1]) to a continuous energy of the form∫
Ω
Q∇u∇u dx ∀u ∈ H1(Ω),
being Q a symmetric positive definite matrix determined by f¯−ı¯. As a consequence
the corresponding renormalised energy can be formally computed by means of a
change of variable.
2.1. Renormalised energy. Let U be an open bounded subset of R2 with Lips-
chitz continuous boundary and let ν :=
∑M
i=1 diδyi , with M ∈ N, di ∈ {−1,+1},
yi ∈ U and yi 6= yj for i 6= j. Let Rν,U : U → R be the solution of
(2.1)
{
∆Rν,U (y) = 0 in U,
Rν,U (y) = −
∑M
i=1 di log |y − yi| on ∂U.
The (isotropic) renormalised energy (see [5]) is defined by
(2.2) WU (ν) := −π
∑
i6=j
di dj log |yi − yj| − π
M∑
i=1
diRν,U (yi).
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We set WI,U (ν) :=
1
2π2WU (ν) and for any open subset Ω
′ ⊆ Ω with Lipschitz
continuous boundary and for any µ =
∑M
i=1 diδxi ∈ X(Ω) with suppµ ⊂ Ω′ we set
(2.3) WQ,Ω′(µ) := λQW
I,Q˜−
1
2 (Ω′)
(Q˜
− 1
2
♯ µ),
where
λQ :=
√
detQ, Q˜ :=
Q√
detQ
,
and Q˜
− 1
2
♯ (µ) is the push-forward of µ through Q˜
− 1
2 defined by
Q˜
− 1
2
♯ µ :=
M∑
i=1
diδ
Q˜−
1
2 xi
.
To ease the notations, we set WQ(µ) := WQ,Ω(µ).
Throughout the paper we will assume that the following Γ-convergence result
holds true.
Γ-convergence assumption: There exist a symmetric positive matrix Q and
a constant γ > 0 such that the following holds.
(i) (Compactness) LetM ∈ N and let {µε} ⊂ Xε,Λ(Ω) be a sequence satisfying
Fε,Λ(µε)−M λQ2π | log ε| ≤ C. Then, up to a subsequence, µε
flat→ µ for some
µ =
∑N
i=1 diδxi with di ∈ Z\{0}, xi ∈ Ω, xi 6= xj for i 6= j and
∑
i |di| ≤M .
Moreover, if
∑
i |di| = M , then N = M , i.e., |di| = 1 for any i.
(ii) (Γ-lim inf inequality) Let {µε} ⊂ Xε,Λ(Ω) be such that µε flat→ µ ∈ X(Ω).
Then,
(2.4) lim inf
ε→0
Fε,Λ(µε)− |µ|(Ω)λQ
2π
| log ε| ≥WQ(µ) + |µ|(Ω) γ.
(iii) (Γ-lim sup inequality) Given µ ∈ X(Ω), there exists {µε} ⊂ Xε,Λ(Ω) with
µε
flat→ µ such that
(2.5) Fε,Λ(µε)− |µ|(Ω)λQ
2π
| log ε| →WQ(µ) + |µ|(Ω)γ.
In [2, 9] it has been shown that, under suitable conditions on the potentials
f¯−ı¯, the Γ-convergence assumption above holds true, and Q and γ are explicitly
determined by fı¯−¯ and Λ. In particular, if Λ is the square lattice and fı¯−¯(t) =
dist2(t,Z), then Q = I and the corresponding renormalised energy is given by
WI,Ω(µ).
Remark 2.1. Note that if {µε} ⊂ Xε,Λ(Ω) is such that µε flat→ µ ∈ X(Ω), then, for
every open subset Ω′ ⊂ Ω with Lipschitz continuous boundary and with suppµ ⊂
Ω′, there holds µε
flat→ µ ∈ X(Ω′). Therefore, by (2.4), it immediately follows that
(2.6) lim inf
ε→0
Fε,Λ(µε,Ω′)− |µ|(Ω)λQ
2π
| log ε| ≥WQ,Ω′(µ) + |µ|(Ω)γ.
The rest of this section is devoted to the proof of some properties which are
consequences of the Γ-convergence assumption and that will be useful in the sequel.
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Lemma 2.2. Let U be an open bounded subset of R2 with Lipschitz continuous
boundary, g ∈ W 1,∞(U), and ξ1, . . . , ξN ∈ U , with N ∈ N. For any ρ ≥ 0, set
Uρ := U \ ∪Ni=1Bρ(ξi) (in particular, U0 = U); let Rρ be the harmonic function
in Uρ satisfying Rρ − g ∈ H10 (Uρ). Then, Rρ converges to R0 as ρ → 0 locally
uniformly in U \ ∪Ni=1{ξi}.
Proof. We first notice that R0 ∈ C∞(U) ∩ C(U), since R0 is harmonic in U and
∂U is Lipschitz continuous.
Set ψρ := Rρ −R0. Trivially, ψρ solves the following minimisation problem
(2.7) min
{∫
Uρ
|∇ψ|2 dx : ψ − (g −R0) ∈ H10 (Uρ)
}
.
By linearity it is enough to consider the case N = 1, i.e., with a single point ξ1 = ξ.
Set D := diam(U) and let Φρ be the capacitary potential of Bρ(ξ) in BD(ξ),
namely, Φρ(x) :=
log |x−ξ|−logD
log ρ−logD . As ρ → 0, we have that Φρ → 0 in H1(BD(ξ))
and also pointwise in BD(ξ)\{ξ}. Set ψˆρ := (g−R0)Φρ. Since 0 ≤ Φρ(x) ≤ 1, with
Φρ = 1 on ∂Bρ(ξ), and g − R0 ∈ H10 (U) ∩ L∞(U), it is immediate to check that
ψˆρ → 0 in H1(U), and ψˆρ − (g −R0) ∈ H10 (Uρ). It follows that ψˆρ is a competitor
for the problem (2.7) and hence
(2.8)
∫
Uρ
|∇ψρ|2 dx→ 0.
Moreover, since ψρ = 0 on ∂U \ Bρ(ξ), (2.8) combined with Poincare´ inequality
implies that ψρ → 0 in H1loc(U \{ξ}) as ρ→ 0. Since the functions ψρ are harmonic,
they also converge locally uniformly to zero on U \ {ξ}, and hence the claim follows
by the very definition of ψρ. 
For any ν =
∑K
i=1 ziδξi with K ∈ N, zi ∈ Z \ {0}, ξi ∈ Ω and for any r > 0, we
set
Ωr(ν) := Ω \ ∪Ki=1Br(ξi).
Notice that Lemma 2.2 holds true also if we replace the set Uρ with U˜ρ := U \
∪Ni=1{ξi+ρE}, where E is a fixed set with Lipschitz continuous boundary. Therefore,
recalling (2.1), (2.2) and (2.3) by means of a change of variable we deduce the
following Corollary.
Corollary 2.3. Let ν =
∑N
i=1 ziδξi with N ∈ N, zi ∈ Z \ {0}, ξi ∈ Ω and let
µ ∈ X(Ω) be such that suppµ ∩ supp ν = ∅. Then, WQ(µ,Ωρ(ν)) → WQ(µ,Ω) as
ρ→ 0.
The following proposition provides an improved lower bound for the energy of
a sequence µε converging flat to µ. This lower bound accounts for the presence of
dipoles of µε which do not cluster in the support of µ.
Proposition 2.4. Let {µε} ⊂ Xε,Λ(Ω) be such that µε flat→ µ ∈ X(Ω). Assume that
Fε,Λ(µε)−M λQ
2π
| log ε| ≤ C ,(2.9)
where M = |µ|(Ω). Then there exist N,L ∈ N and a measure ν = ∑Nj=1 2δyj +∑L
k=1 δzk , with yj ∈ Ω \ suppµ and zk ∈ ∂Ω, not necessarily distinct, such that, up
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to a subsequence
(2.10) |µε| A ∗⇀ ν in A,
where A := R2 \ suppµ. Moreover,
(2.11) lim inf
ε→0
Fε,Λ(µε)−MλQ
2π
| log ε| ≥WQ(µ) +Mγ + c0ν(A),
where c0 is given by Lemma 1.1. In particular, if {µε} satisfies (2.5), then ν = 0.
Proof. By (2.4) (see also (2.6)) and (2.9) we have that, for any σ > 0,
(2.12) Fε,Λ(µε,Ωσ(µ)) ≤ Cσ for some Cσ > 0,
whence, by Lemma 1.1, we get |µε|(Ωσ(µ)) ≤ Cσc0 . Moreover, since µε
flat→ µ ∈ X(Ω),
we have that µε Ωσ(µ)
flat→ 0 in Ωσ(µ). It follows that, up to a subsequence,
|µε| A ∗⇀ ν in A for some ν =
∑
j∈J 2δyj +
∑L
k=1 δzk , with J ⊆ N, L ∈ N,
yj ∈ Ω \ suppµ and zk ∈ ∂Ω. By (2.12), any cluster point of {yj} belongs to
suppµ.
Let σ > 0 be fixed and let νσ := ν (Ωσ(µ) ∪ ∂Ω). Now, fix ρ > 0. Since
µε Ωρ(νσ)
flat→ µ in Ωρ(νσ), by (2.9), (2.6) and Lemma 1.1, we have
C ≥ lim inf
ε→0
Fε,Λ(µε)−MλQ
2π
| log ε|
≥ lim inf
ε→0
Fε,Λ(µε,Ωρ(νσ))−M λQ
2π
| log ε|+ lim inf
ε→0
Fε,Λ(µε,Ω \ Ωρ(νσ))
≥WQ(µ,Ωρ(νσ)) +Mγ + c0νσ(A).
By applying Corollary 2.3 with ν = νσ we have that WQ(µ,Ωρ(νσ)) → WQ(µ,Ω)
as ρ → 0 and we obtain (2.11) by first letting ρ → 0, and then σ → 0. Finally, by
(2.11), we have immediately that ν(A) is finite. 
3. Discrete gradient flow of Fε,Λ
In this section we introduce the minimising movement scheme, referred to as
discrete gradient flow, for the energy Fε,Λ. As mentioned in the introduction, such
a scheme is governed by a dissipation that accounts for the specific glide directions
of the crystal.
3.1. Dissipations. Here we introduce the class of rate dependent dissipation func-
tionals, that will measure the energy spent to move a configuration of dislocations
during the discrete gradient flow. If the dislocation configuration at two different
time steps t1, t2 is given by a single Dirac mass δx(t) centered at x(t), then we
assume that the energy spent to move the dislocation from x(t1) to x(t2) can be
expressed as φ2(x(t1) − x(t2)), for a suitable norm φ. In order to account for the
glide directions of the dislocations φ must be chosen to be minimal on a finite set
of directions, i.e., it is a crystalline norm.
We define the dissipation for general configurations of Dirac masses in two steps.
First assume that all the dislocations have the same sign. More precisely, let ν1 =∑N1
i=1 d
1
i δx1i and ν2 =
∑N2
j=1 d
2
jδx2j with d
1
i , d
2
j ∈ N for every i = 1, . . . , N1 and
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j = 1, . . . , N2 and set
D˜φ(ν1, ν2) := min
{
L∑
l=1
φ2(ql − pl) : L ∈ N, ql ∈ supp ν1 ∪ ∂Ω,
pl ∈ supp ν2 ∪ ∂Ω,
L∑
l=1
δql Ω = ν1,
L∑
l=1
δpl Ω = ν2
}
.
Note that here we optimise among all possible connections between points in the
support of ν1 and points in the support of ν2 (all counted with their multiplicity),
possibly including connections with points at the boundary of Ω. From the very
definition of D˜φ one can easily check that
(3.1) D˜φ(ν1 + ρ1, ν2 + ρ2) ≤ D˜φ(ν1, ν2) + D˜φ(ρ1, ρ2),
for any measures ρ1 and ρ2 which are sums of positive Dirac masses.
For the general case of µ1 =
∑N1
i=1 d
1
i δx1i and µ2 =
∑N2
i=1 d
2
i δx2i with d
1
i , d
2
i ∈ Z
we set
Dφ(µ1, µ2) := D˜φ(µ
+
1 + µ
−
2 , µ
+
2 + µ
−
1 ),
where µ+j and µ
−
j are the positive and the negative part of µj .
By standard arguments in optimal transport theory [14] (see for instance [2,
formula (6.3)]), one can easily prove that there exists a positive constant Cφ,Ω such
that
(3.2) Dφ(µ1, µ2) ≤ Cφ,Ω‖µ2 − µ1‖flat for any µ1, µ2 ∈ X(Ω).
Lemma 3.1. Let µε, νε ∈ X(Ω) be such that µε flat→ µ and νε flat→ ν, for some
µ, ν ∈ X(Ω). Then
(3.3) lim sup
ε→0
Dφ(µε, νε) ≤ Dφ(µ, ν) .
Proof. Set µ¯ε := µε − µ and ν¯ε := νε − ν; then, by the very definition of Dφ (and
of D˜φ), using (3.1) and (3.2), we have
Dφ(µε, νε) = Dφ(µ+ µ¯ε, ν + ν¯ε) = D˜φ(µ
+ + µ¯+ε + ν
− + ν¯−ε , µ
− + µ¯−ε + ν
+ + ν¯+ε )
≤ D˜φ(µ+ + ν−, µ− + ν+) + D˜φ(µ¯+ε + ν¯−ε , µ¯−ε + ν¯+ε ) = Dφ(µ, ν) +Dφ(µ¯ε, ν¯ε)
≤ Dφ(µ, ν) + Cφ,Ω‖µ¯ε − ν¯ε‖flat ≤ Dφ(µ, ν) + Cφ,Ω(‖µ− µε‖flat + ‖ν − νε‖flat);
since µε
flat→ µ and νε flat→ ν as ε→ 0, we get (3.3). 
In the following, given µε, µ ∈ X(Ω), the notation suppµε H−→ suppµ means
that the support of µε converges, in the Hausdorff sense, to the support of µ. A
key point in our analysis is the following continuity property of the dissipation.
Lemma 3.2. LetM ∈ N, d1, . . . , dM ∈ {−1,+1} and let {x1, . . . , xM}, {y1, . . . , yM} ⊂
Ω be such that for every i = 1, . . . ,M
(3.4) |xi − yi| < min
i6=j
{|xi − xj |, |yi − yj |, |xi − yj |, dist(xi, ∂Ω), dist(yi, ∂Ω)}.
Let µ :=
∑M
i=1 diδxi and ν :=
∑M
i=1 diδyi and let µε, νε ∈ Xε,Λ(Ω) be such that
µε
flat→ µ and νε flat→ ν. Moreover assume that
(3.5) suppµε
H−→ suppµ supp νε H−→ supp ν .
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Then
lim
ε→0
Dφ(µε, νε) = Dφ(µ, ν) =
M∑
i=1
φ2(xi − yi) .
Proof. By (3.5) we have that, for any ρ > 0 and for ε small enough (depending on
ρ), suppµε ⊂ ∪Mi=1Bρ(xi) and supp νε ⊂ ∪Mi=1Bρ(yi). Moreover, since µε flat→ µ and
νε
flat→ ν, it is easy to prove that, for all ρ small enough, µε(Bρ(xi)) = νε(Bρ(yi)) = di
for any i = 1, . . . ,M and for ε small enough (depending on ρ).
Therefore, any connection between µε and νε contains at least M segments
joining some point in Bρ(xi) (for any i = 1, . . . ,M) with some other point which
either lies on ∂Ω or belongs to some Bρ(yj) for some j ∈ 1, . . . ,M . In view of (3.4),
we have
lim inf
ε→0
Dφ(µε, νε) ≥
M∑
i=1
φ2(xi − yi)− Cρ = Dφ(µ, ν)− Cρ ,
for some constant C > 0 independent of ρ. The conclusion follows by the arbitrari-
ness of ρ, together with the upper bound (3.3). 
Example 3.1. It is easy to see that if the assumptions on µ and ν, and µε and νε,
are not satisfied in general the dissipation Dφ is not continuous with respect to the
flat convergence. Indeed, assuming by simplicity Ω = R2, if (3.5) is not satisfied it
is enough to consider the case µ = δ(0,0) and ν = δ(1,0), which can be approximate
in the flat norm by two sequences µn = µ and νn = δ(1,0) + δ( 1
2
− 1
n
,0) − δ( 1
2
+ 1
n
,0). It
is immediate to check that Dφ(µ, ν) = 1 while limn→∞Dφ(µn, νn) =
1
2 .
A counterexample to the continuity if (3.4) is not satisfied is given by µ =
δ(1,0) + δ(1,1) and ν = δ(0,0) + δ(−1,0). This pair of measures can be approximated
in the flat norm, satisfying (3.5), by µn = µ and νn = ν + δ(0,− 1
n
) − δ(0, 1
n
). In this
case Dφ(µ, ν) = 6 while limn→∞Dφ(µn, νn) = 4.
Corollary 3.3. Let µ, ν ∈ X(Ω) be as in Lemma 3.2 and let {µε}, {νε} ⊂ Xε,Λ(Ω)
be such that µε
flat→ µ, νε flat→ ν. If {µε} and {νε} satisfy (2.5), then
(3.6) lim
ε→0
Dφ(µε, νε) = Dφ(µ, ν).
Proof. By assumption, in view of Proposition 2.4, we have that {µε} and {νε}
satisfy (3.5). Then the conclusion follows from Lemma 3.2. 
3.2. The minimising movement scheme. Here we introduce the discrete gra-
dient flow of Fε,Λ with respect to the dissipation Dφ. To this purpose, first notice
that, by the Γ-convergence assumption (2.4), a given dipole δx − δy induces an
elastic energy which blows up as | log ε| as ε → 0. It is clear that, for ε small
enough, it is always convenient to annihilate (in a single time step) such a pair of
dislocations, paying a finite dissipated energy (independent of ε) while gaining an
amount of elastic energy of order | log ε|. It is therefore convenient to look at local
minimisers instead of global ones during the step by step minimising movements.
To this purpose, we introduce a length scale δ, and we look for δ-close minimisers.
While it is essential to fix such a length scale, it turns out that its specific choice
does not affect at all the dynamics: dislocations move with finite velocity, and hence
at each time step they make a “jump” of the same order of the time step τ , which
for small τ is smaller than any fixed δ.
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Definition 3.4. Fix δ > 0 and let ε, τ > 0. Given µε,0 ∈ Xε,Λ(Ω), we say that
{µτε,k}, with k ∈ N ∪ {0}, is a solution of the discrete gradient flow of Fε,Λ from
µε,0 if µ
τ
ε,0 = µε,0, and for any k ∈ N, µτε,k satisfies
µτε,k ∈ argmin
{
Fε,Λ(µ) +
Dφ(µ, µ
τ
ε,k−1)
2τ
: µ ∈ Xε,Λ(Ω),
‖µ− µτε,k−1‖flat ≤ δ
}
.
(3.7)
Notice that the existence of a minimiser is obvious, since µ lies in Xε,Λ(Ω) which
is a finite set.
4. Asymptotic dynamics
In this section we analyse the limit as ε, τ → 0 of the discrete gradient flow
introduced in Definition 3.4.
Definition 4.1. Given µ0 ∈ X(Ω), we say that {µε,0} ⊂ Xε,Λ(Ω) are well prepared
initial conditions with respect to µ0 if it holds
µε,0
flat→ µ0, lim
ε→0
Fε,Λ(µε,0)−M λQ
2π
| log ε| = WQ(µ0) +M γ.
Given µ0 :=
∑M
i=1 di,0δxi,0 ∈ X(Ω) we set d0 := (d1,0, . . . , dM,0) ∈ {−1,+1}M,
x0 := (x1,0, . . . , xM,0) ∈ ΩM , and
(4.1) r0 := min{disti6=j(xi,0, xj,0), dist(xi,0, ∂Ω)}.
For any x = (x1, . . . , xM ) ∈ ΩM , we define WΛ,d0(x) := WQ(
∑M
i=1 di,0δxi). In this
section we will prove the following result.
Theorem 4.2. Let µ0 ∈ X(Ω). For any 0 < r < r0, there exists δr > 0 such
that for any 0 < δ < δr the following holds true: Let {µε,0} be well prepared initial
conditions with respect to µ0, let τ > 0 and let {µτε,k} be a solution of the discrete
gradient flow of Fε,Λ from µε,0. Then we have:
(i) (Limit as ε→ 0) For any k ∈ N there exists µτk ∈ X(Ω) with |µτk|(Ω) ≤M ,
such that, up to subsequences, µτε,k
flat→ µτk as ε→ 0. Moreover, there exists
kτr ∈ N with
(4.2) Tr := lim inf
τ→0
kτr τ > 0,
such that for any k = 1, . . . , kτr
µτk =
M∑
i=1
di,0δxτ
i,k
,
for some xτk := (x
τ
1,k, . . . , x
τ
M,k) ∈ ΩM with
min{disti6=j(xτi,k, xτj,k), dist(xτi,k, ∂Ω)} ≥ r.
(ii) (Limit as τ → 0) Up to a subsequence, the piecewise affine interpolation
in time xτ (t) of xτk converges, as τ → 0, locally uniformly in [0, Tr) to a
Lipschitz continuous map x : [0, Tr) → ΩM which solves the differential
inclusion
(4.3)
{
x˙i(t)∈∂−(φ
2
2 )
∗ (−∇xiWΛ,d0(x(t))) for i = 1, . . . ,M, for a.e. t ∈ [0, Tr)
x(0) = x0.
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In (4.3), ∂−(φ
2
2 )
∗ denotes the subdifferential of the polar function (φ
2
2 )
∗ defined
by (
φ2
2
)∗
(ξ) := max
η∈R2
< ξ, η > −φ
2
2
(η) = 2(φ2)∗(ξ).
To ease the notations, we set
(4.4) Ψ(·) :=
(
φ2
2
)∗
(·).
The proof of Theorem 4.2 will be a consequence of Theorem 4.9 and Theorem
4.8, where the thresholds δr, k
τ
r and Tr are explicitly defined. In the former we
prove that a solution of the discrete gradient flow of the energy Fε,Λ converges as
ε→ 0 to a solution of the discrete gradient flow of the renormalised energy WΛ,d0 ,
which is a generalised implicit Euler scheme for WΛ,d0 (see Definition 4.3); in the
latter we show that such a solution tends as τ → 0 to a solution of problem (4.3).
Actually, it turns out that the final time step kτr in Theorem 4.2 depends on the
measures µτk. As a consequence, although in the statement of Theorem 4.2, we first
send ε → 0 and afterwards τ → 0, it is convenient first to analyse the discrete in
time gradient flow of the renormalised energy and its limit as τ → 0, and, then, the
limit as ε→ 0 of the discrete gradient flow of Fε,Λ.
4.1. The minimising movement scheme for the renormalised energy.
Fix initial conditions d0 := (d1,0, . . . , dM,0) ∈ {−1,+1}M, with M ∈ N, and x0 =
(x1,0, . . . , xM,0) ∈ ΩM , with xi,0 6= xj,0 for i 6= j, and let r0 be as in (4.1).
Definition 4.3. Let δ > 0, K ∈ N, and τ > 0. We say that {xτk} with k =
0, 1, . . . ,K, is a solution of the discrete gradient flow of WΛ,d0 from x0 if x
τ
0 = x0
and, for any k = 1, . . . ,K, xτk ∈ ΩM satisfies
xτk ∈ argmin
{
WΛ,d0(x) +
M∑
i=1
φ2(xi − xτi,k−1)
2τ
: x ∈ ΩM ,
M∑
i=1
|xi − xτi,k−1| ≤ δ
}
.
(4.5)
With a small abuse of notation we will consider also the case K = +∞, which
corresponds to discrete gradient flows defined for all k ∈ N.
Definition 4.4. We say that a solution of the discrete gradient flow {xτk} of WΛ,d0
from x0 is maximal if the minimum problem in (4.5) does not admit a solution for
k = K + 1 (or if it is defined for all k ∈ N).
For any ρ > 0, we set
Kρ :=
{
x ∈ ΩM : min{disti6=j(xi, xj), dist(xi, ∂Ω)} ≥ ρ
}
;
By its very definition WΛ,d0 is smooth on Kρ and therefore
(4.6) max
x∈Kρ
|∇WΛ,d0(x)| =:Mρ < +∞.
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Let {xτk} be a maximal solution of the discrete gradient flow of WΛ,d0 from x0,
according to Definitions 4.3 and 4.4; for any 2δ ≤ r < r0, we set
(4.7) kτr = k
τ
r ({xτk}) := inf{k ∈ {1, . . . ,K} :
min{disti6=j(xτi,k, xτj,k), dist(xτi,k, ∂Ω)} ≤ r}.
If K is finite, since
∑M
i=1 |xτi,kτ
2δ
− xτi,kτ
2δ
−1| ≤ δ, then kτ2δ < K; in particular,
kτr ≤ kτ2δ < K. Moreover, xτk ∈ Kδ for any k = 0, 1, . . . , kτ2δ.
Proposition 4.5. For τ small enough and for every k = 1, . . . , kτ2δ, we have that
|xτk − xτk−1| < δ and
(4.8)
xτi,k − xτi,k−1
τ
∈ ∂−Ψ(−∇xiWΛ,d0(xτk)) for every i = 1, . . . ,M,
where Ψ is defined in (4.4).
Proof. Since the energy WΛ,d0 is clearly decreasing in k, for every k = 1, . . . , k
τ
2δ
we have
M∑
i=1
φ2(xτi,k − xτi,k−1)
2τ
≤WΛ,d0(xτk−1)−WΛ,d0(xτk)
≤WΛ,d0(x0)−WΛ,d0(xτk) ≤ max
x∈Kδ
(WΛ,d0(x0)−WΛ,d0(x)).
It follows that for τ small enough
∑M
i=1 |xτi,k − xτi,k−1| < δ.
We notice that the function φ2 is convex and that WΛ,d0 ∈ C1(Kδ). Then by
the minimality property of xτk, and by the fact that it belongs to the interior of the
constraint {x :∑Mi=1 |xi − xτi,k−1| ≤ δ}, we have that for i = 1, . . . ,M
0 ∈ ∇xiWΛ,d0(x)|xτk + ∂−
(
φ2(x − xτi,k−1)
2τ
)
∣∣xτ
i,k
or equivalently, using the homogeneity of φ,
(4.9) −∇xiWΛ,d0(xτk) ∈ ∂−φ2
(
xτi,k − xτi,k−1
2τ
)
.
Then, by applying the following standard result (see e.g. [10, Corollary 5.2])
(4.10) ξ ∈ ∂−φ
2
2
(z) ⇐⇒ z ∈ ∂−
(
φ2
2
)∗
(ξ) for any ξ, z ∈ R2,
with ξ = −∇xiWΛ,d0(xτk) and z =
xτi,k−x
τ
i,k−1
2τ , (4.8) follows by (4.9). 
In order to study the limit of (4.8) as τ → 0, we recall some classical results for
differential inclusions in [11]. Let N ∈ N and let A be an open subset of RN . Let
F be an upper semicontinuous set-valued function on A such that for any x ∈ A
the set F (x) is non-empty, bounded and closed.
Definition 4.6. We say that an absolutely continuous map x : [0, T ] → A is a
solution of the differential inclusion
(4.11) x˙(t) ∈ F (x(t)),
if it satisfies the inclusion above for almost every t ∈ [0, T ].
14 R. ALICANDRO, L. DE LUCA, A. GARRONI, AND M. PONSIGLIONE
Given τ > 0, we say that an absolutely continuous map y : [0, T ] → A is a
τ-solution (an approximate solution with accuracy τ) of the differential inclusion
(4.11) if
y˙(t) ∈
⋃
s∈[t−τ,t+τ ]
{ξ ∈ RN : dist(ξ, co (F (y(s))) ≤ τ}
for almost every t ∈ [0, T ].
Proposition 4.7. Let x: [0, T ]→ A be the limit as τ → 0 of a uniform convergent
sequence of τ-solutions xτ : [0, T ]→ A of the differential inclusion (4.11). Then,
x(t) solves (4.11) with F (x(t)) replaced by co(F (x(t))), i.e., for a.e. t ∈ [0, T ]
x˙(t) ∈ co (F (x(t))).
Now for 0 ≤ t ≤ kτ2δτ , we denote by xτ (t) = (xτ1(t), . . . , xτM (t)) the piecewise
affine interpolation in time of the discrete gradient flow {xτk} defined in Defini-
tions 4.3 and 4.4. The next theorem clarifies the limit problem solved by {xτ} as
τ → 0.
Theorem 4.8. Let 0 < r < r0 and let 0 < δ <
r
2 , where r0 is defined in (4.1). Let{xτk} be a family of maximal solutions of the discrete gradient flow of WΛ,d0 from
x0. Then,
Tr := lim inf
τ→0
kτr τ > 0.
Moreover, up to a subsequence xτ → x locally uniformly in [0, Tr), where x :
[0, Tr)→ ΩM is a Lipschitz continuous map that solves
(4.12)
{
x˙i(t)∈∂−Ψ(−∇xiWΛ,d0(x(t))) for i = 1, . . . ,M, for a.e. t ∈ [0, Tr)
x(0) = x0,
and satisfies
(4.13) inf{min{disti6=j(xi(t), xj(t)), dist(xi(t), ∂Ω)} : t < Tr} ≥ r.
If Tr < +∞, then
(4.14) min{disti6=j(xi(Tr), xj(Tr)), dist(xi(Tr), ∂Ω)} = r.
Proof. By the very definition of kτr , it is easy to prove that, whenever it is finite,
then
(4.15) |xτkτr − xτ0 | ≥ maxi=1,...,M |x
τ
i,kτr
− xτi,0| >
r0 − r
2
.
Since 2δ < r, kτr ≤ kτ2δ; hence, by (4.8), for every k = 1, . . . , kτr
|xτk − xτk−1| ≤ Cφ max
x∈Kδ
|∇WΛ,d0(x)|τ = CφMδτ,
where Cφ depends only on φ. Therefore,
|xτkτr − xτ0 | ≤
kτr∑
k=1
|xτk − xτk−1| ≤ CφMδkτr τ,
and hence, by (4.15),
kτr τ ≥
r0 − r
2CφMδ
> 0.
We deduce that Tr > 0. Clearly x
τ are equi-bounded and Lipschitz equi-continuous
in [0, kτr τ ]. By Ascoli-Arzela` Theorem and by a standard diagonal argument, up to
a subsequence, xτ converges locally uniformly on [0, Tr) to a Lipschitz continuous
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function x : [0, Tr] → ΩM . By (4.8), for every T < Tr and for τ small enough, xτ
satisfy{
x˙τi (t) ∈ ∂−Ψ(−∇xiWΛ,d0(xτ⌊t/τ⌋)) for i = 1, . . . ,M, for a.e. t ∈ [0, T ],
x(0) = x0.
Therefore, xτ is a τ -solution to (4.12) in [0, T ], according with Definition 4.6. More-
over, by the very definition of the subdifferential, ∂−Ψ(ξ) is closed and convex and,
since Ψ is convex, it is non-empty, bounded and upper-semicontinuous for every
x ∈ Kδ.
Therefore, the set-valued function ∂−Ψ(−∇xiWΛ,d0(x)) satisfies the assumptions
of Proposition 4.7, and hence x(t) is a solution to (4.12). Finally, (4.13) and (4.14)
follow by the very definition of kτr . 
4.2. Asymptotic discrete gradient flow of Fε,Λ as ε→ 0.
We are now in a position to state and prove the convergence of discrete gradient
flows Fε,Λ as ε→ 0.
For any 0 < r < r0 with r0 defined as in (4.1), we set δr := min{ r2 , c0M r
2
} with
M r
2
and c0 defined in (4.6) and Lemma 1.1 respectively.
Theorem 4.9. Let µ0 ∈ X(Ω) and fix 0 < r < r0, 0 < δ < δr. Let {µε,0} ⊂
Xε,Λ(Ω) be well prepared initial conditions with respect to µ0 according with Defini-
tion 4.1, let τ > 0 and let {µτε,k} be a solution of the discrete gradient flow of Fε,Λ
from µε,0. Then, for any k ∈ N there exists µτk ∈ X(Ω) with |µτk|(Ω) ≤ M , such
that, up to subesquences, µτε,k
flat→ µτk as ε→ 0.
Moreover, there exists a maximal solution xτk = (x
τ
1,k, . . . , x
τ
M,k) of the discrete
gradient flow of WΛ,d0 from x0, according with Definition 4.3, such that
µτk =
M∑
i=1
di,0δxτ
i,k
for every k = 1, . . . , kτr ,
where kτr is defined in (4.7). Finally, for any k = 1, . . . , k
τ
r , {µτε,k} is a recovery
sequence for µτk in the sense of (2.5).
Proof. Since Fε,Λ(µτε,k) is not increasing in k, we have
(4.16) Fε,Λ(µτε,k) ≤ Fε,Λ(µε,0) ≤M λQ| log ε|+ C.
By the compactness property stated in the Γ-convergence condition (i), we have
that, up to a subsequence, µτε,k
flat→ µτk ∈ X(Ω), with |µτk|(Ω) ≤M .
Let now 0 < r < r0 and let 0 < δ < δr. We set
k˜τr := sup{k ∈ N : µτl =
M∑
i=1
di,0δxτ
i,l
,
min{disti6=j(xτi,l, xτj,l), dist(xτi,l, ∂Ω)} > r, l = 0, . . . , k}.
Since |µτ
k˜τr+1
|(Ω) ≤M and ‖µτ
k˜τr+1
−µτ
k˜τr
‖flat ≤ δ < r2 , we deduce that, whenever
k˜τr is finite, then µ
τ
k˜τr+1
=
∑M
i=1 di,0δxτi,k˜τr+1
, with
(4.17)
r
2
≤ r − δ ≤ min{disti6=j(xτi,k˜τr+1, x
τ
j,k˜τr+1
), dist(xτ
i,k˜τr+1
, ∂Ω)} ≤ r.
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By induction on k, we prove that for any k = 0, 1, . . . , k˜τr +1, {µτε,k} is a recovery
sequence for µτk in the sense of (2.5). Indeed, by assumption, the claim is satisfied
for k = 0. Assuming that the claim holds true for k − 1, we prove it for k. Indeed
by (4.16) and the definition of k˜τr , in view of Proposition 2.4, there exists a positive
atomic measure ν with integer weights such that
(4.18) |µτε,k| (R2 \ suppµτk) ∗⇀ ν in R2 \ suppµτk,
and
(4.19) lim inf
ε→0
Fε,Λ(µτε,k)−M
λQ
2π
| log ε| ≥WQ(µτk) +Mγ + c0 ν(R2 \ suppµτk),
where c0 is given by Lemma 1.1. Using that {µτε,k} satisfies (3.7) and the inductive
assumption, we get
(4.20) lim sup
ε→0
Fε,Λ(µτε,k)−M
λQ
2π
| log ε|
≤ lim sup
ε→0
Fε,Λ(µτε,k−1)−M
λQ
2π
| log ε| = WQ(µτk−1) +M γ.
By (4.19), (4.20) and (4.17) we have
c0 ν(R
2 \ suppµτk) ≤WQ(µτk−1)−WQ(µτk) =WΛ,d0(xτk−1)−WΛ,d0(xτk) ≤M r2 δ,
where M r
2
is defined in (4.6). By assumption M r
2
δ < c0, whence ν = 0.
Let now {µ˜τε,k} be a recovery sequence for µτk; since ‖µτk − µτk−1‖flat ≤ δ, by
standard density arguments we can assume that also ‖µ˜τε,k−µτε,k−1‖flat ≤ δ. Then,
by (4.19) and using again that {µτε,k} satisfies (3.7), we obtain
WQ(µ
τ
k) +M γ ≤ lim inf
ε→0
Fε,Λ(µτε,k)−M
λQ
2π
| log ε|
≤ lim sup
ε→0
Fε,Λ(µτε,k)−M
λQ
2π
| log ε|
≤ lim sup
ε→0
Fε,Λ(µ˜τε,k)−M
λQ
2π
| log ε|+ Dφ(µ˜
τ
ε,k, µ
τ
ε,k−1)
2τ
− Dφ(µ
τ
ε,k, µ
τ
ε,k−1)
2τ
= WQ(µ
τ
k) +M γ ,
where in the last equality we have used that
lim
ε→0
Dφ(µ˜
τ
ε,k, µ
τ
ε,k−1) = lim
ε→0
Dφ(µ
τ
ε,k, µ
τ
ε,k−1) = Dφ(µ
τ
k, µ
τ
k−1),
which holds true since the sequences {µτε,k−1}, {µτε,k}, {µ˜τε,k}, satisfy the assump-
tions of Lemma 3.2 (see also Corollary 3.3). This concludes the proof that {µτε,k}
is a recovery sequence for µτk.
It remains to show that {xτk} is a solution to the discrete gradient flow of WΛ,d0
from x0 for k = 1, . . . , k˜
τ
r +1, and that k
τ
r = k˜
τ
r +1. Let x = (x1, . . . , xM ) ∈ ΩM be
such that
∑M
i=1 |xi − xτi,k−1| ≤ δ. Set µ :=
∑M
i=1 di,0δxi and let {µε} be a recovery
sequence of µ. As above we may assume that ‖µε − µτε,k−1‖flat ≤ δ.
Notice that Corollary 3.3 implies
(4.21)
lim
ε→0
Dφ(µ
τ
ε,k, µ
τ
ε,k−1) = Dφ(µ
τ
k, µ
τ
k−1), lim
ε→0
Dφ(µε, µ
τ
ε,k−1) = Dφ(µ, µ
τ
k−1).
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Therefore, since µτε,k is a recovery sequence for µ
τ
k and by (3.7) and (4.21), we get
WΛ,d0(x
τ
k) +Mγ +
M∑
i=1
φ2(xτi,k − xτi,k−1)
2τ
= WQ(µ
τ
k) +Mγ +
Dφ(µ
τ
k, µ
τ
k−1)
2τ
= lim
ε→0
Fε(µτε,k)−MλQ| log ε|+
Dφ(µ
τ
ε,k, µ
τ
ε,k−1)
2τ
≤ lim
ε→0
Fε(µε)−MλQ| log ε|+
Dφ(µε, µ
τ
ε,k−1)
2τ
= WQ(µ) +Mγ +
Dφ(µ, µ
τ
k−1)
2τ
=WΛ,d0(x) +Mγ +
M∑
i=1
φ2(xi − xτi,k−1)
2τ
,
i.e., xτk satisfies (4.5).
Finally, by (4.17), we immediately get that kτr = k˜
τ
r + 1. 
Remark 4.10. We remark that if φ is the Euclidean norm and the lattice Λ is the
square lattice Z2, Theorem 4.9 corrects the statement [2, Theorem 6.7], where the
needed assumption that the initial conditions are well prepared (see Definition 4.1)
was missing. The incorrect proof of [2, Theorem 6.7] was based on the claim that
the dissipation is always continuous with respect to the flat convergence. Such a
claim is in general wrong, as clarified in Example 3.1. Nevertheless, in the proof of
Theorem 4.9 we have shown that the solutions of the discrete gradient flow from
well prepared initial conditions remain well prepared at each time step. This fact,
in view of Lemma 3.2, implies the desired continuity property of the dissipation
as ε → 0 and allows to conclude the proof of the Theorem 4.9 and, in turn, of [2,
Theorem 6.7].
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