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1. Referent: Prof. Dr. Felix Studt
2. Referent: Priv.-Doz. Dr. Karin Fink
Tag der mündlichen Prüfung: 20.04.2020
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Abstract
Emissions of global and local pollutants are a growing concern in terms of climate change and
public health. Greenhouse gases are constituted by more than 80% of carbon dioxide. The use of
oxymethylene dimethyl ethers (OMEs) as fuels or fuel additives in the transportation sector has
the advantage of low CO2 and nitrogen oxide (NOx) emissions without the need of adapting the
engine. NOx emissions, that contribute to local pollution, can also be controlled by exhaust gas
aftertreatment.
Density functional theory (DFT) is commonly used to model catalysts. Here, we test the accuracy
of DFT, for acid-catalyzed reactions (methanol to olefins) and redox reactions (selective catalytic
reduction) by comparing it with higher-level methods. Cluster models were used to model a cavity
of the zeolite within the chabazite framework by extracting 46 tetrahedral atoms from the periodic
structure. Mean absolute errors of DFT depend on the functional used, which vary between 10 and
40 kJ/mol for MTO reactions and between 20 and 50 kJ/mol for SCR reactions, when compared
to DLPNO-CCSD(T) calculations.
In this thesis, we investigate reaction mechanisms for polyoxymethylene ether (POME) synthesis
and selective catalytic reduction, an exhaust gas aftertreatment, of NOx gases to molecular nitrogen
and water, by using theoretical methods such as density functional theory, Möller-Plesset second-
order perturbation theory (MP2) and domain-based local pair natural orbitals coupled cluster with
single, double and perturbative triple excitations (DLPNO-CCSD(T)). We found that for OME
synthesis using the H-BEA zeolite, the rate-determining step is the trioxane ring-opening with a
transition state of 60 kJ/mol, which indicates fast reaction rates. OME synthesis in homogeneous
catalysis has been found to have a similar Gibbs free energy profile while the initiation step, that
corresponds to OME protonation, is based on the catalyst’s acidity. For the SCR, a reaction
mechanism based on the fast SCR cycle and NO activation cycle is investigated using the Cu-SSZ-
13 zeolite, where the rate-determining step is expected to be the NO oxidation, with transition
states close to 300 kJ/mol on isolated copper sites. Structures in the NO activation cycle have
shown multi-reference character and may require an evaluation using more refined methods such




Die Emissionen globaler und lokaler Schadstoffe sind ein wachsendes Problem im Hinblick auf den
Klimawandel und die öffentliche Gesundheit. Treibhausgase bestehen zu mehr als 80% aus Kohlen-
dioxid. Die Verwendung von Oxymethylendimethylethern (OMEs) als Kraftstoffe oder Kraftstof-
fadditive im Transportsektor hat den Vorteil geringerer CO2- und Stickoxidemissionen (NOx) ohne
dass der Motor angepasst werden muss. NOx-Emissionen, die zur lokalen Verschmutzung beitra-
gen, können auch durch Abgasnachbehandlung reduziert werden.
Auf Dichtefunktionaltheorie (DFT) basierende Berechnungen werden oft zur Modellierung von
Katalysatoren verwendet. In dieser Arbeit habe ich die Genauigkeit von DFT für säurekatalysierte
Reaktionen (Methanol zu Olefinen) und Redoxreaktionen (selektive katalytische Reduktion) in
Bezug auf übergeordnete Methoden getested. Clustermodelle wurden verwendet, um einen Hohlraum
des Zeolithen innerhalb des Chabazitgerüsts zu modellieren, indem 46 tetraedrische Atome aus der
periodischen Struktur extrahiert wurden. Die mittleren absoluten Fehler der DFT hängen von der
verwendeten Funktion ab, die im Vergleich zu DLPNO-CCSD(T)-Berechnungen zwischen 10 und
40 kJ/mol für MTO-Reaktionen und zwischen 20 und 50 kJ/mol für SCR-Reaktionen variieren.
In dieser Arbeit habe ich die Reaktionsmechanismen für die Synthese von Polyoxymethylenether
(POME) und die selektive katalytische Reduktion, die eine Abgasnachbehandlung ist, von NOx-
Gasen zu molekularem Stickstoff und Wasser unter Verwendung theoretischer Methoden wie der
Dichtefunktionaltheorie, Möller-Plesset-Störungstheorie zweiter Ordnung (MP2) und “domain-
based local pair natural orbital coupled cluster with single, double and perturbative triple excita-
tions” (DLPNO-CCSD(T)) untersucht. Die Untersuchungen zeigten, dass für die OME-Synthese
unter Verwendung des H-BEA-Zeolithen die Trioxanringöffnung mit einem Übergangszustand von
60 kJ/mol, der ratebestimmende Schritt ist. Es wurde gefunden, dass die OME-Synthese in der
homogenen Katalyse während des Initiationsschritts ein ähnliches Gibbs-Profil der freien Energie
aufweist, welches der OME-Protonierung entspricht und auf der Acidität des Katalysators basiert.
Für die SCR wurden Reaktionsmechanismen untersucht, die auf dem schnellen SCR-Zyklus und
dem NO-Aktivierungszyklus basieren, Hierzu habe ich den Cu-SSZ-13-Zeolith untersucht und ge-
funden, dass der geschwindigkeitsbestimmende Schritt die NO-Oxidation mit Übergangszuständen
nahe 300 kJ/mol ist. Strukturen im NO-Aktivierungszyklus haben einen Multireferenzcharak-
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1.1 Challenges of CO2 and NOx emissions
Air pollution is a dominant concert as it plays a relevant role both in climate change and human
health. [1–12] With the growth of the population, arises the growth of energy consumption for
domestic use, for the transportation sector and industry, along with the growth of CO2 emissions.
[6–8] Levels of carbon dioxide in the atmosphere change cyclically based on Earth’s glacial and
interglacial periods. However, recent studies show that the levels of CO2 in the atmosphere were
never as high as the values of today in 8 glacial periods (800,000 years), [9–12] which is shown in
Figures 1.1 and 1.2.
© 1999 Macmillan Magazines Ltd
the discussion of our new data sets to the upper 3,310m of the
ice core, that is, down to the interglacial corresponding to marine
stage 11.3.
Lorius et al.4 established a glaciological timescale for the first
climate cycle of Vostok by combining an ice-flow model and an ice-
accumulation model. This model was extended and modified in
several studies12,13. The glaciological timescale provides a chronol-
ogy based on physics, which makes no assumption about climate
forcings or climate correlation except for one or two adopted
control ages. Here, we further extend the Extended Glaciological
Timescale (EGT) of Jouzel et al.12 to derive GT4, which we adopt as
our primary chronology (see Box 1). GT4 provides an age of 423 kyr
at a depth of 3,310m.
Climate and atmospheric trends
Temperature. As a result of fractionation processes, the isotopic
content of snow in East Antarctica (dD or d18O) is linearly related
to the temperature above the inversion level,TI, where precipitation
forms, and also to the surface temperature of the precipitation site,
TS (with DT I ¼ 0:67DTS, see ref. 6). We calculate temperature
changes from the present temperature at the atmospheric level as
DT I ¼ ðDdDice ! Dd18OswÞ=9, where Dd
18Osw is the globally aver-
aged change from today’s value of seawater d18O, and 9‰ per !C is
the spatial isotope/temperature gradient derived from deuterium
data in this sector of East Antarctica21. We applied the above
relationship to calculate DTS. This approach underestimates DTS
by a factor of !2 in Greenland22 and, possibly, by up to 50% in
Antarctica23. However, recent model results suggest that any under-
estimation of temperature changes from this equation is small for
Antarctica24,25.
To calculateDTI from dD, we need to adopt a curve for the change
in the isotopic composition of sea water versus time and correlate it
with Vostok. We use the stacked d18Osw record of Bassinot et al.
26,
scaled with respect to the V19-30marine sediment record over their
common part that covers the past 340 kyr (ref. 27) (Fig. 2). To avoid
distortions in the calculation of DTI linked with dating uncertain-
ties, we correlate the records by performing a peak to peak adjust-
ment between the ice and ocean isotopic records. The d18Osw
correction corresponds to a maximum DTI correction of !1 !C
and associated uncertainties are therefore small. We do not attempt
to correctDTI either for the change of the altitude of the ice sheet or
for the origin of the ice upstream of Vostok13; these terms are very
poorly known and, in any case, are also small ("1 !C).
The overall amplitude of the glacial–interglacial temperature
change is !8 !C for DTI (inversion level) and !12 !C for DTS, the
temperature at the surface (Fig. 3). Broad features of this record are
thought to be of large geographical significance (Antarctica and part
of the Southern Hemisphere), at least qualitatively. When examined
in detail, however, the Vostok record may differ from coastal28 sites
in East Antarctica and perhaps from West Antarctica as well.
Jouzel et al.13 noted that temperature variations estimated from
euterium were simil r for the last two glacial periods. The third
and fourth climate cycles are of shorter duration than the first two
cycles in the Vostok record. The same is true in the deep-sea record,
where the third and fourth cycles span four precessional cycles
rather than five as for the last two cycles (Fig. 3). Despite this
difference, one observes, for ll four climate cycles, the same
‘sawtooth’ sequence of a warm interglacial (stages 11.3, 9.3, 7.5
and 5.5), followed by increasingly colder interstadial events, and
ending with a rapid return towards the following interglacial. The
articles
NATURE | VOL 399 | 3 JUNE 1999 | www.nature.com 431







































































0 500 1,000 1,500 2,000 2,500 2,750 3,000 3,200 3,300
Figure 3 Vostok time series and insolation. Series with respect to time (GT4
timescale for ice on the loweraxis, with indication of corresponding depths on the
top axis) of: a, CO2; b, isotopic temperature of the atmosphere (see text); c, CH4;
d, d18Oatm; and e, mid-June insolation at 65!N (in Wm
−2) (ref. 3). CO2 and CH4
measurements have been performed using the methods and analytical pro-
cedures previously described5,9. However, the CO2 measuring system has been
slightly modified in order to increase the sensitivity of the CO2 detection. The
thermal conductivity chromatographic detector has been replaced by a flame
ionization detector which measures CO2 after its transformation into CH4. The
mean resolution of the CO2 (CH4) profile is about 1,500 (950) years. It goes up to
about 6,000 years for CO2 in the fractured zones and in the bottom part of the
record, whereas the CH4 time resolution ranges between a few tens of years to
4,500 years. The overall accuracy for CH4 andCO2measurements are #20 p.p.b.v.
and 2–3 p.p.m.v., respectively. No gravitational correction has been applied.
A) B)
Figure 1.1: A)Vostok time series and insolation. Series with respect to time (GT4 timescale for
ce on the lower axis) of: a) CO2, ea h poi t is approximately separated by 2k years, with the
first point showing CO2 levels around 2000 years ago; b) isotopic temperature (based on isotopic
content δD or δ18O which is linearly related to the temperature above the inversion level); c) CH4;
d) δ18Oatm; and e) mid-June insolation at 65
◦ N (in W m−2). [10, 13] Figure provided by [10].
Reprinted by permission from Springer Nature: Nature, ’Climate and atmospheric history of the
past 420,000 years from the Vostok ice core, Antarctica’, Petit, J. R. et al. Copyright (1999),
Springer Nature. B) Mean carbon dioxide measured at Mauna Loa Observatory, Hawaii. The red
lines show the monthly mean values, centered on the middle of each month, while the black lines
show the same, after correction for the average seasonal cycle. Image provided by NOAA ESRL
Global Monitoring Division, Boulder, Colorado, USA (http://esrl.noaa.gov/gmd/). [11]
1
1.1. CHALLENGES OF CO2 AND NOX EMISSIONS
Figure 1.1 A), shows the amount of carbon dioxide present in the atmosphere in the past 400,000
years while B) shows the amount of CO2 in the past few decades until 2020. The combination
of data from Figures 1.1 A) and B), [10, 11] along with data from ref. [9] were used to reproduce
the graph from Figure 1.2, [12] in which oscillations of carbon dioxide from the past 800,000 years
until the current date are observed.
Figure 1.2: Carbon dioxide in ppmv in the past 800,000 years. This graph is based on the
comparison of atmospheric samples contained in ice cores and more recent direct measurements.
[9–12] Figure provided by NASA [12].
During ice ages and warmer interglacial periods, CO2 levels have been fluctuating between 200 and
280 parts per million. However, the carbon dioxide levels are above 300 ppm since 1950 and keep
rising until today, reaching 420 ppm. This implies that the rise of atmospheric CO2 is related to
the Industrial Revolution and has a constant relationship with fossil-fuel burning. [12]
Carbon dioxide is a primary greenhouse gas, representing around 82% amongst the global pollu-
tants, which are methane (10%), nitrous acid (6%) and fluorinated gases (2%). [14] The relation
of CO2, CH4 and insolation levels with the difference in temperature is depicted in Figure 1.1 A),
in which a shift of around 80 ppm of CO2, 0.7 ppm of CH4 and 100 W m
−2 of insolation triggers a
difference in temperature of more than 10 ◦C. This means that CO2 emissions need to be reduced
to prevent temperature rising that may lead to catastrophic events.
The other source of air pollution is local pollutants such as particulate matter and nitrogen oxides
that form smog and can trigger severe health effects on the human population. [1–5] NO2 for
instance, under exposures of 2.0 – 5.0 ppm, is responsible for problems such as coughing and
wheezing, headache, dyspnea, chest pain, diaphoresis, fever, bronchospasm and pulmonary edema.
[4] Diesel engines are one of the main sources of nitrogen oxide emissions. [2]
Controlling CO2 and NOx emissions from diesel engines is one way to mitigate the progress of
climate decay and to attenuate the number health issues of the world’s population from harmful
and toxic gases. Figure 1.3 depicts the trend in NOx emissions by different continents. Emissions
from North America and Europe have been steady since the 80s. After the 90s there is an appar-




from the United States have an effect between
that of East Asia and Europe for vertical, me-
ridional, and zonal transport (Fig. 2, middle
row). Thus, the O3 from the United States
affects Europe in the boundary layer and mid-
dle and upper troposphere.
Figure 3 shows the recent trend in NOx emis-
sions by continent in the Northern Hemisphere
(40). Emissions from North America include
those from the United States and Canada (41);
European emissions include those from Russia
and middle and near-East Asia (42, 43); and
Asian emissions include those from East, South-
east, and South Asia (44, 45). Emissions from
North America and Europe (including adjacent
regions) have been nearly equal since the 1980s
and have each remained near 25 to 28 Tg/year.
After 1990, an apparently decreasing trend in
NOx emissions from Europe is thought to be due
to stringent emission controls in Western Euro-
pean countries. In contrast, Asian emissions,
which contributed only a minor fraction of glob-
al emissions during the 1970s, have increased
rapidly since then and surpassed emissions from
North America and Europe in the mid-1990s.
This situation is expected to continue for at least
the next couple of decades (46). In addition,
future increases of emissions from Africa and
Fig. 2. Annual zonal (left column), column (center column), and meridional (right column) mean difference in O3 mixing ratio (in ppbv) due to 10%
increased emission of precursors over East Asia (top row), the United States (middle row), and Europe (bottom row) (20).
Fig. 3. Changes in anthropogenic NOx
emissions over North America (United
States and Canada) (41), Europe (in-
cluding Russia and the near and middle
East) (42), and Asia (East, Southeast,
and South Asia) [solid squares, (44);
open squares, (45)]. The extrapolated
line for Europe in the 1970s is based on
OECD data (43).
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Figure 1.3: Changes in anthropogenic NOx emissions over North America (United States and
Canada) [15], Europe (including Russia and the near and middle East) [16], and Asia (East,
Sou heast, and South Asia) in solid squares [17] and open squares [18]. The ext apolated line for
Europe in the 1970s is based on OECD data. [19] Figure taken from ref. [3]. From Akimoto, H.
(2003). Global air quality and pollution. Science, 302(5651), 1716-1719. Reprinted with permission
from AAAS.
In Sections 1.2 and 1.3 alternatives to control CO2 and NOx emissions will be discussed. Section
1.2 will focus on CO2 and soot control through Oxymethylene Dimethyl Ethers or OMEs, which
are synthetic fuels or fuel additives that can potentially be synthesized from biomass or CO2,
while Section 1.3 will target exhaust gas aftertreatment, more specifically, the Selective Catalytic
Reduction using ammonia, in which a catalyst is used to convert NOx into molecular nitrogen and
water.
1.2 Oxymethylene Ethers as Renewable Fuels
Oxymethylene ethers (OMEs) are oxygen-containing synthetic fuels that follow the formula de-
picted in Equation 1.2.1.
CH3O− (CH2O)n − CH3 (1.2.1)
Figure 1.4 is an example of OMEn with a single formaldehyde unit (n = 1).
Figure 1.4: Illustration of an OME1 molecule. Color scheme: C – Brown; H – White; O – Red.
The absence of carbon-carbon bonds along with the higher oxygen content lead to a complete
3
1.2. OXYMETHYLENE ETHERS AS RENEWABLE FUELS
combustion of fuel significantly reducing the soot and particulate-matter formation, reduction in
fuel consumption and more power. [20] OMEs as fuel or fuel additives also have the advantage of
having lower peak temperatures during combustion. By having lower temperatures, less NOx is
formed and exhaust gas recirculation can be done at higher rates.
OMEs are also non-toxic and are not limited to high vapor pressures at ambient temperatures,
which is an improvement when compared to MeOH or dimethyl ether (DME). [21] Formaldehyde
(FA) and equivalents thereof are the building blocks to form OMEn.
Different synthesis routes for OME oligomerization were investigated before. [22–25] One route
consists of the reaction of methanol with formaldehyde, in which 2 mol of MeOH along with n
mol of formaldehyde leads to the formation of OMEn and water (Scheme 1.1). This leads to
accumulation of water in which hydroxyl groups may react to form hemiformals and glycols that
are recycled. An alternative to the use of methanol is to use OME1 with n/3 mol of trioxane or
n mol of formaldehyde instead (Scheme 1.2), which leads to the production of OMEn without the
formation of water. [23, 25,26]















Studies found that for the latter route in OME synthesis, the selectivity in solution follows a Schulz-
Flory distribution, which indicates that there is a relevant amount of OME molecules within the
desired chain length. [25] Also, separation of OME3−5 from the product mixtures can be carried
out via distillation. OME1−2, OME6−10 and trioxane can be completely recycled and fed back to
the OME synthesis. [25]
Different catalysts such as different ion exchange resins and zeolites were tested for the oligomer-
ization process with BEA25 excelling in terms of activity. [25, 27] Using zeolites (aluminosilicate
structures with pores) as catalysts may hold an advantage in terms of activity due to their array
of textural properties and acidity (which is related to Si/Al ratio), they also limit the formation
of byproducts such as hemiformals and glycols when the starting materials are dried. [25, 26] The
surface area and pore size, for instances, have impact on the activity of zeolites due to small chan-
nels that induce transport limitations if large OME molecules are involved, specially in solution.
Studies suggest that when using H-ZSM-5, accessibility to the acid sites in the micropores is im-
portant. A way to circumvent this problem is to insert intracrystalline mesopores, [28,29] through
desilication by alkaline treatment, which will improve its diffusion properties, boosting the cat-
alytic activity significantly. [30] Good activity and selectivity towards OME3−5 was also found for
H-BEA, without the need of desilication, as it presents larger pores compared to H-ZSM-5 . [25]
OME synthesis can also proceed via homogeneous catalysis, in which the reaction is dependent on
the acid (H-BEA, HCl, amongst others) to protonate one OME1 molecule that acts as a catalyst
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for the oligomerization process.
1.3 Exhaust Gas Aftertreatment
Fuel combustion often leads to emissions of harmful gases that have impact on human health. [4]
Despite certain additives such as oxymethylene ethers (Section 1.2) reducing local pollutants (e.g.
NOx and soot), there is still non-neglegible formation of these particular byproducts due to high-
temperature combustion in diesel engines. [31] These emissions can be controlled using various
exhaust gas aftertreatment procedures.
NOx, a mixture which is typically 95 % of NO and 5 % of NO2 is generally a product of combustion
processes by the oxidation of atmospheric nitrogen at very high temperatures and follow equations
1.3.1 and 1.3.2. [32]
N2 + O2 → 2NO (1.3.1)
NO + 1/2O2 → NO2 (1.3.2)
The removal of NOx requires an exhaust gas aftertreatment. [33] This thesis will focus on the
Selective Catalytic Reduction (SCR) for this process, where ammonia is used as an hydrogen donor
to form molecular nitrogen and water through a stoichiometric reaction that is shown in Equation
1.3.3, which is defined as the Standard SCR.
4NH3 + 4NO + O2 → 4N2 + 6H2O (1.3.3)
NH3-SCR has shown to be effective compared to conventional three-way catalysts when the engine
is operated under highly oxidizing conditions, which is required to achieve better fuel efficiency
and to convert NOx into N2 (since the standard SCR, Equation 1.3.3, depends on the oxidation of
NO). [34] It has also been observed that the use of NH3 as a selective reductant was preferred when
compared to methane, a mixture of light hydrocarbons, kerosene vapors and hydrogen. [33,35]
The exhaust temperature in most diesel engines range between 373 and 673 K (depending on a
number of factors such as speed, slope and state of the terrain) rarely exceeding 520 K [36] which
is within the low-temperature regime for SCR. This poses a problem as catalysts need to function
on a broader temperature window to avoid reheating the exhaust gas.
Copper and iron exchanged zeolites have become increasingly attractive due to their excellent
catalytic activity, selectivity towards NOx reduction and hydrothermal stability, [34,37–58] which
broadens the temperature window under lean conditions for SCR reactions. [34] However, high end
temperatures (> 920 K) may lead to structural collapse of the catalyst and outmigration of the
active component followed by its agglomeration. At around 770 K, if Cu-exchanged zeolites are
used, it is expected that dealumination from zeolites occurs. This will lead to an irreversible loss
of activity from the catalyst. [33, 59]
Specifically, Cu-SSZ-13 has shown to have high activity and selectivity towards N2, with NOx
conversions of 90–100% over a wide temperature range, due to its small porosity, which prevents
hydrocarbons to react with active sites. However, it also poses a problem when ammonia and sulfur
react to form ammonium sulfate and ammonium bisulfate, which potentially clogs the catalyst,
blocking active sites and gas flow paths. [60] The formation of byproducts such as N2O has also
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been found to be lower compared to Cu-ZSM5 and Cu-BEA zeolites. [34] Copper exchanged zeolites
have the advantage of having a redox active copper atom in the active site which has been shown
to be relevant for SCR reactions. [41–53]
The reaction cycle studied here (Chapters 3 and 4) is based on the standard SCR (Equation 1.3.3),
which is evaluated as a combination of two cycles with different catalytic rates. The fast SCR
(Equation 1.3.4) involves a direct nitrogen dioxide consumption, which above 473 K is at least 10
times faster than the standard SCR.
2NH3 + NO + NO2 → 2N2 + 3H2O (1.3.4)
The issue is that NO2 is available in very low quantities when compared to NO. For that reason NO
has to be oxidized in a set of reactions that involve oxygen splitting, this is called NO activation
cycle (equation 1.3.5).
2NH3 + 3NO + O2 → 2N2 + 3H2O + NO2 (1.3.5)
Due to the standard SCR being dependent on the amounts of nitrogen dioxide present in the gas
mixture, reaction rates are limited by the slowest process, which is the oxidation of nitric oxide.
Studies found that despite the possibility that the fast SCR takes places on isolated copper sites
in zeolite catalysts, the oxidation process, which involves the splitting of molecular oxygen, is
prohibitive under such conditions. [61] Janssens et al. proposed a consistent reaction scheme (1.3)
based on Equations 1.3.4 and 1.3.5, where a single copper site is used to catalytically convert NOx
and NH3 into N2, water and potentially more NO2. [45] In their study, it was determined that the
rate-determining step is indeed the oxygen splitting in the NO activation cycle.
This work is the first more comprehensive study of the reaction mechanism of NOx reduction and
also employs the first theoretical studies of the catalytic NH3-SCR processes with Cu-SSZ-13 at a
molecular level. The reaction scheme, however, still lacks fundamental details. Some of the steps
in the study seem to be instantaneous (simultaneous adsorption of NO and NH3, or simultaneous
release of N2 and H2O), while in fact reactions occur in multiple elementary steps, and no barriers
are investigated in the fast SCR as they are assumed to be very low. The only relevant barriers
investigated are the oxygen splitting and nitrate reduction from the NO activation cycle. The other
issue is that DFT with PBE-D3 functional is used to study this mechanism, which has relatively
high errors. In Chapter 3 a comparison between DFT with different functionals and higher-level




Scheme 1.3 Proposed reaction mechanism for the SCR reaction in a Cu-zeolite. The fast SCR
cycle is shown in blue, and the NO activation cycle in black. Reactants are indicated in red,
products in black and the NO2 intermediate in green. Reprinted with permission from Janssens,
T. V. et al. (2015). A consistent reaction scheme for the selective catalytic reduction of nitrogen
oxides with ammonia. ACS Catalysis, 5(5), 2832-2845. Copyright (2015) American Chemical
Society.
2. adsorption from and desorption to the gas phase can take
place only with stable moleculesO2, NO, NO2, NH3,
N2, and H2Oimplying that adsorption or desorption of
fragments, such as (1/2)O2, or isolated ions, for example,
OH−, H+, O2−, is not allowed;
3. the oxidation state for the active Cu ion changes from 2+
to 1+ in the reduction part, and from 1+ to 2+ in the
oxidation part;
4. in each step, the charge balance is maintained and the
total charge of the Cu complexes in the zeolite is always
1+, allowing for coordination to a single Si−O−−Al site
in the zeolite.
In this way, we construct a reaction scheme for the SCR
reaction only, which means that we do not consider side
reactions, such as oxidation of NH3 by O2, or the formation of
N2O.
Scheme 1 shows a reaction scheme for a Cu-zeolite that
fulfills all of the requirements mentioned above. This reac ion
scheme can be regarded as the simplest possible reaction path
for the SCR reaction.
The key point in this reaction scheme is the formation of an
NO2 molecule in the gas phase by reaction of NO with an
adsorbed nitrate species, leaving a nitrite species on the Cu
atom (step 2). The NO2 molecule reacts with a Cu
+ ion
elsewhere in the zeolite to an identical nitrite species (step 8).
Both nitrites react with ammonia and NO and release water
and nitrogen via Cu2+−OH− species to a Cu+; this corresponds
to the reduction part of the SCR reaction. The Cu+ site then
reacts either with NO and O2 or with NO2 to form the nitrate
and nitrite species, closing the catalytic cycle. This corresponds
to the oxidation part of the SCR reaction. Scheme 1 shows that
it is conceivable that the entire SCR reaction can take place on
a single, isolated Cu site without the need of Brønsted sites or
Cu dimers. In fact, the reaction scheme does not require a
specific location or configuration of the Cu-ions. Similar
reaction schemes containing the formation of NO2 from a
nitrate species to form two identical nitrite species can be
constructed for Cu in 6-rings or 8-rings and also Cu dimers or
other metal ions capable of one-electron redox reactions, for
example, Fe zeolites, vanadium oxide, or other oxide-based
catalysts.
The stoichiometry of the standard SCR reaction arises from
the coupling of the two reaction cycles via the NO2 that is
released. The inner cycle in Scheme 1, containing the reaction
of NO2 with a Cu
+, is, in fact, the fast SCR reaction, according
to eq 2, and hence, it is intrinsically faster than the outer cycle.
In this article, we refer to the steps in the inner cycle as “fast-
SCR cycle” (blue arrows in Scheme 1), and the steps in the
outer cycle as “NO-activation cycle” (black arrows in Scheme
1). The NO-activation cycle can be written as
+ + → + +2NH 3NO O 2N 3H O NO3 2 2 2 2 (3)
Note that the NO-activation cycle includes the same reduction
steps as the fast-SCR cycle.
In standard SCR, there is no excess NO2, and the rate of the
fast-SCR cycle is limited by the amount of NO2 available. As a
result, the overall rates of the fast-SCR and NO-activation
cycles become equal. The reaction steps in the NO-activation
cycle are always accompanied by the reaction steps in the fast-
SCR cycle at an equal rate; the result is the standard SCR
reaction. It is noted that the steps in the fast-SCR cycle can
occur isolated, provided NO2 is available; this is the fast SCR
reaction.
The total stoichiometry of the standard SCR reaction then
follows from addition of the NO-activation and fast-SCR cycles
in Scheme 1, and eqs 2 and 3. Ruggeri et al. have noted that the
standard SCR reaction can be written as the sum of the
oxidation of NO to NO2, according to 2NO + O2 → 2 NO2,
and the fast SCR reaction (eq 2).66 Scheme 1 is actually a
representation of that, with nitrite figuring as one of the NO2
species.
The coupling of the NO-activation and fast-SCR cycles, as
proposed here, has two important consequences for a
fundamental understanding of the standard and fast SCR
reactions. First, because the fast-SCR cycle is intrinsically faster
than the outer cycle, the rate-determining step in standard SCR
must involve the oxidation of NO to nitrates or nitrites or the
release of NO2. The second consequence is that the chemistry
of the standard SCR and fast SCR reactions essentially is the
same: all reaction intermediates in the fast SCR reaction are
also part of the standard SCR reaction.
It is stressed here that the reaction intermediates shown in
Scheme 1 are constructed according to the requirements given
above and are presented as a hypothesis at this point. Any other
reaction scheme containing the element of a slow formation of
NO2 from NO and O2 in combination with a fast-SCR step also
will result in the correct stoichiometry for the SCR reaction and
may be equally valid. Scheme 1 seems nevertheless reasonable
because it contains the known NO3
−, NO2
−, OH−, HO−NO,
and NH3 ligands. The reaction path from Cu
2+−OH− to Cu+
consists of the same reaction steps as proposed earlier,10,51 and
the presence of nitrates in an SCR catalyst is also well
documented.50,62,63,69,70 Scheme 1 is in full agreement with the
Scheme 1. Proposed Reaction Mechanism for the SCR
Reaction in a Cu-zeolitea
aThe fast SCR cycle is represented in blue, and the NO activation
cycle is represented in black. Reactants are indicated in red, reaction
products are indicated in black, and the NO2 intermediate is indicated
in green. In the standard SCR reaction, eq 1, the NO activation cycle,
and fast SCR cycle run at equal rates; the stoichiometry of the standard
SCR reaction is then found by adding these two cycles. The oxidation
states of the Cu ions have been assigned according to the magnetic
moment found in DFT: M(Cu2+) > 0.45 and M(Cu+) < 0.1.
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Dynamic multinuclear sites formed from copper complexes were proposed by Paolucci et al. [47]
as an alternative approach to split oxygen.
(SM section S6, fig. S12). Further, subsequent O2
treatment recovers the same transient response
and the same fraction of CuI sites that are un-
responsive to O2 exposure (table S7), indicating
that CuI ions do not irreversibly aggregate dur-
ing O2 exposure, but return to their original site-
isolated state after each reduction step.
To verify that the residual CuI fraction did not
represent a physically inaccessible or chemically
distinct site, transient O2 experiments were com-
pared with an analogous transient NO2 exper-
iment (details in SM section S3) on reduced forms
of the same three samples (figs. S6 to S8). After
NO2 exposure at 473 K, the Cu
I fraction decayed
with time as in the O2 experiment, but the Cu
I
absorption edges disappeared completely after
~300 s. Further, the decrease in CuI fraction
with time is best described [R2 = 0.98 (a), 0.98
(c), and 0.89 (h); details in SM section S4] by a
pseudo–first order rate expression with apparent
rate constants (0.030 s−1) that are independent of
Cu density (SM section S4, fig. S13). Thus, all CuI
sites are equivalently susceptible to oxidation by
NO2. We compute the reaction energy for NO2
binding to CuI(NH3)2 to be –46 kJ mol
–1 and to
generate a CuII center (SM section S5, fig. S14,
and table S10).
We conclude that the spatial proximity of
isolated CuI ions, and not the presence of minor-
ity dimeric Cu species at low Cu densities, is
responsible for the transition in the standard SCR
turnover rate from a quadratic to linear depen-
dence on Cu ion density with increasing Cu den-
sity (Fig. 1B). The steady-state and transient
experiments and DFT models are consistent
with a CuI→CuII half-cycle that combines two
CuI(NH3)2 complexes with one O2 molecule to
create a previously unobserved binuclear CuII in-
termediate (Eq. 3 and Fig. 4).
The available data exclude the possibility that
O2 activation occurs on a persistent minority frac-
tion of Cu ion pairs within single zeolite cages
(32). First, the fraction of isolated CuI(NH3)2
complexes that could be reversibly oxidized with
O2 (Fig. 3A) exceeds by 10-fold the fraction of Cu
pairs within a single cage if Cu were randomly
dispersed on the zeolite support (SM section S7,
fig. S15). Second, steady-state and transient rates
of CuI oxidation with O2 would exhibit a first-
order dependence onCu density, as observedwith
NO2 as the oxidant. Rather, these results imply a
pseudohomogeneous reaction between equivalent
site-isolated CuI ions with mobilities constrained
in a manner that limits the total fraction of sites
reactive toward O2.
Solvation by ammonia confers mobility
to single Cu ions
To assess the mobility of CuI(NH3)2 complexes
over time scales inaccessible to conventional ab
initio molecular dynamics, we turned to ab initio
metadynamics (SM section S8), taking Cu-Al coor-
dination distance as the collective variable, using
a supercell with a minimum image distance of
>10 Å (SM section S8), and sampling at 473 K.
Free energywasminimized at a Cu-Al distance of
4.7 Å and increased with Cu-Al separation until
the Cu ion entered an 8-MR window separating
two cages, at 8 Å (Fig. 5). Free energy decreased
as the Cu ion moved into the adjacent cage,
before increasing again as the Cu-Al distance
exceeded 9 Å. Comparison with a point-charge
model indicates that electrostatics dominate
this distance-dependent free energy (SM section
S9, Fig. 5). From the computed free-energy
landscape, we estimate the hopping rate for a
CuI(NH3)2 to leave its resting cage to be 6× 10
6 s−1
at 473 K, much faster than steady-state SCR
turnover rates (table S3), and the equilibrium
fraction of Cu ions outside their resting cage
o be 1.4 ×10−5 at 473 K.
CuI(NH3)2 migration is thus rapid at 473 K
but constrained by electrostatic tethering to
charge-compensating framework Al sites. We
next used this con ept to predict he unoxidized
fraction of CuI(NH3)2 in the transient O2 ex-
periments (Fig. 3A), assuming that Cu ions are
randomly associated with Al in the CHA lattice,
that each Cu can access a li ited diffusion
volume, and that only CuI ionswith overlapping
diffusion volumes can form an O2-bridged Cu
pair (Fig. 4). To exercise the model, we distrib-
uted Al onto a periodic supercell of the CHA
lattice following Löwenstein’s rule (33), occupied
sites with Cu following previously validated rules
(10), counted the number of overlapping diffu-
sion spheres at a given radius (Fig. 3B, t = 0)
permitting each Cu to be counted only once, and
repeated until the average unoxidized CuI frac-
tion converged (SM section S10 and fig. S16). At
the end of a single simulation, the unoxidized
CuI fraction consisted of Cu ions that either were
initially physically isolated from all other Cu (Iso)
or were functionally isolated because they shared
overlapping diffusion volumes with Cu ions that
had more than one potential partner, the losers
in amolecular game ofmusical chairs (MC). Repre-
sentative initial and final simulation snapshots are
shown in Fig. 3B for Cu densities corresponding to
Cu-CHA-15, Cu-CHA-20, and Cu-CHA-29, and the
predicted fraction of unoxidized CuI assuming a
diffusion radius of 9 Å are plotted as solid hor-
izontal bars in Fig. 3A.Model results agree quan-
titatively with both experimental observation
and the metadynamics observation of a ~9 Å
maximum diffusion distance, implying that the
Cu sites are neither conventionally heterogeneous
(immobile) nor homogeneous (mobility governed
by molecular diffusion) and demonstrating that
the fraction of spectator [CuI]∞ sites is a conse-
quence of regulated and localized mobility due to
electrostatic tethering.
These observations resolve the outstanding issues
regarding SCR catalysis raised in the introduction.
NH3 solvates and mobilizes discrete Cu active
sites under low-temperatureSCRconditions.When
the activation of O2 is not rate controlling, NH3-
solvated Cu ions appear catalytically equivalent,
such that rates increase linearlywith their number
density. In this regime, the zeolite framework itself
has only a weak influence on the SCR turnover
rate (10) because it functions primarily as an
ionic host for homogeneous-like NH3-ligated
CuII complexes. Experiments performed on sam-
ples with low Cu density revealed, however, that
a homogeneous picture of the SCRmechanism is
incomplete.
Simulations reveal that NH3-solvated Cu
I ions
have sufficient mobility to travel through 8-MR
CHAwindows, visit adjacent cages, and form Cu
site pairs that activate O2 via Eq. 3. Because of
this requirement for dynamic Cu pairing, SCR
rates scale approximately second order with Cu
density under conditions in which the CuI→CuII
oxidation by O2 is rate determining, consistent
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Fig. 4. Simulation of O2 adsorption and oxidation of two Cu
I(NH3)2 equivalents. DFT-computed
energy landscape is shown for the diffusion of CuI(NH3)2 through an 8-MR CHA window into an
adjacent cage and subsequent bimolecular reaction with O2. All minima and transition states
were computed here, except C to D, which is taken from (24). Gray, Cu; green, Al; red, O; blue,
N; and white, H.
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Figure 1.5: Simulation of O2 adsorption and oxidation of two Cu
I(NH3)2 equivalents. DFT-
computed energy landscape is shown for the diffusion of CuI(NH3)2 through an 8-MR CHA window
into an adjacent cage and subsequent bimolecular reaction with O2. Color scheme: Cu – Gray; Al
– Green; O – Red; N – Blue; H – White. From Paolucci, C. et al. (2017). Dynamic multinuclear
sites formed by mobiliz d opper ions in NOx selective catalytic reduction. Sci nce, 357(6354),
898-903. Reprinted with permission from AAAS.
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This suggestion has been shown to have considerably lower reaction barriers in this part of the
mechanism. [45,47,61] It was found that copper atoms are able to detach from the catalyst, moving
freely within the cavities and eventually interact with ammonia and other copper atoms creating
complexes as shown in Figure 1.5 (also depicted in Equation 1.3.6), with an energy barrier of
around 30 kJ/mol.
2[CuI(NH3)2] + O2 → [(NH3)2CuII −O2 − CuII(NH3)2] (1.3.6)
Note that reproducing copper diffusion with cluster models (description in Section 1.4) and higher-
level theory may be challenging, because the model of the zeolite is now limited to the size of the
cluster and bigger clusters lead to computationally demanding calculations.
Another alternative is to consider active sites in the catalyst close to each other so that both have
NO adsorbed and are simultaneously oxidized consuming one molecule of oxygen, this leads to a
low energy barrier (close to 60 kJ/mol). The same approach with clean copper atoms instead,
leads to one oxygen atom adsorbed to each of the copper atoms, which has a significantly higher
energy barrier (around 200 kJ/mol). The barrier height is comparable to the splitting of oxygen
using an isolated NO-adsorbed Cu atom (also around 200 kJ/mol), where a nitrate is formed as
an intermediate that is an extremely stable species. [45, 61,62]
Increasing the Cu loading is thus thought to enhance the activity of the catalyst, and can be
explained by the promotion of the formation of more Cu dimers. [45]
1.4 Zeolites as Catalysts
Zeolites are porous aluminosilicate minerals that are composed of silicon tetrahedral atoms that
are connected through the oxygen atoms. Substitution of silica with alumina leads to a negative
charge. If that is compensated by a proton, an acid site is created. Other substitutions comprise
Na+, or transition metals such as Cu+.
The properties of a zeolite play an important role in terms of its catalytic effects. The pore size and
shape from a framework has influence on the selectivity, in which large molecules have transport
limitations as reactants or products may not be formed at all. [63,64] The Si/Al ratio is important
in terms of the catalyst’s activity, where more aluminum atoms lead to more acid sites within
the framework, which may increase its reactivity. [65–69] The Si/Al ratio may also influence the
zeolite’s morphology, crystal size and surface area as well as hydrophilic/hydrophobic properties,
which may also be relevant for certain processes. [64–66,69] The catalytic cracking to light olefins
is one example of the large dependence on the shape and size of pores in the cracking activity of
Brønsted acid sites. [70–72]
From a theoretical perspective, modeling a zeolite framework and the active sites is relevant to
predict the stability of intermediates and reaction barriers. Despite the specific location of the
active site, where the reaction occurs, being experimentally very hard to determine, a number of
symmetry-inequivalent points per unit cell can be studied theoretically, depending on the frame-
work. Chabazite for instances, contains 36 symmetry equivalent T-sites, which means that any
atom in a unit cell (containing 36 tetrahedra) can be picked to model a reaction as it will lead
to the same result. For frameworks that contain multiple symmetry inequivalent T-sites, all have
to be considered and compared to evaluate which one is more reactive, so that that site is used
consistently for the entire study. Also, for each T-site, there is 4 symmetry inequivalent oxygen
atoms that also need to be compared. In principle, having n symmetry-inequivalent T-sites will
8
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lead to 4 × n different active sites to test. Despite the reaction taking place in an active site,
modeling the vicinity of the zeolite is also important due to long-range interactions between the
zeolite framework and reactants/products and possible steric effects. Periodic cells and cluster
models [73–77] are two methods to model zeolites.
1.5 Scope of the Thesis
This thesis aims at investigating the reaction mechanism of OME synthesis using different synthesis
routes with quantum chemical calculations. The second reaction that is investigated is the selective
catalytic reduction of NOx using ammonia over Cu-SSZ-13 as the catalyst. Since these reactions
are challenging to study from a computational point of view, the accuracy of the most commonly
used quantum mechanical methods (DFT) is addressed and alternatives are discussed.
The contents of this thesis are divided into four different chapters, dealing with (1) the accuracy of
different methods that were used throughout the thesis, (2) a detailed investigation of how Cu-SSZ-
13 facilitates the catalytic reduction of NOx with ammonia, as well as (3) a computational study of
the reaction mechanism of OME synthesis employing acidic BEA and (4) through a homogeneous
acid catalyst.
• Chapter 3, Accuracy of Density Functional Theory in Zeolite Catalysis: In this chapter,
the accuracy of one of the most commonly used theoretical quantum mechanical tools in
catalysis is discussed. A meticulous comparison between DFT and higher-level methods is
performed for reaction energies and barriers of methanol to olefin (MTO) processes, as well as
for reaction energies of SCR. The hierarchical cluster approach is used to accurately describe
the reactivity of the active site on smaller cluster models with higher-level methods and to
extrapolate that reactivity to the periodic model.
• Chapter 4, Selective Catalytic Reduction of NOx by Ammonia using Cu-SSZ-13: Here, a
detailed mechanism of the SCR is evaluated. The fast SCR and oxidation of nitric oxide at
the low temperature regime (around 473 K) are the main cycles studied.
• Chapter 5, Synthesis of Oxymethylene Dimethyl Ethers using H-BEA: The oligomerization
of formaldehyde units is studied using H-BEA as the catalyst, with TOX/FA and OME1 as
the reactants. Solvation corrections are treated by explicitly including OME1 molecules in
different possible orientations, as implicit models often fail to describe vdW-based solvent-
solute interactions and also fail to construct a consistent solvent-solute cavity for zeolites.
• Chapter 6, OME Synthesis through Homogeneous Acid Catalysis: A similar reaction mech-
anism is studied in comparison with the one evaluated for H-BEA. A protonated OME1 acts
as a catalyst to perform the initiation reaction to form the resting state structure, which is
now a cationic methoxymethylated OME1 molecule. For the solvent treatment, the implicit
“SMD” model is used as zeolites are no longer involved in the reaction process, which facili-
tates the solute-solvent cavity construction. Also, this model is more accurate than standard
polarizable continuum models in treating solvent interactions as it is more empirical. A








Catalysts are important in chemical industry due to the ability of lowering reaction barriers of
slow processes by interacting with reactants as Figure 2.1 illustrates. An accurate description of











Figure 2.1: Activation free energies of the formation of product “Z” from reactants “X” and “Y”
without a catalyst (black line) and with a catalyst (red line). ∆G is the difference in Gibbs free
energy of the conversion of reactants into products.
Thermodynamics determines the direction of chemical reactions and predicts the quantities of
reactants and products in equilibrium, through equilibrium constants. These equilibrium constants
depend on the difference of the Gibbs free energies between reactants and products. The Gibbs
free energy is defined in Equation 2.0.1.
G = H − T∆S (2.0.1)
Where T, H and S are the temperature of the system, enthalpy and entropy respectively. While
thermodynamics describes chemical reactions towards equilibrium, it provides no information about
This chapter is based on refs. [78–83]
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its rate. With kinetics, it is possible to calculate reaction rates based on the rate constant of
elementary processes.
2.1 Rate and Equilibrium Constants
In Transition State Theory (TST), the phase space is divided into two distinct regions. The reactant
region and the product region. In Harmonic Transition State Theory (HTST), the transition state
is defined as the maximum of the minimum energy pathway on the Potential Energy Surface (PES),
a first-order saddle point. The rate constant for an elementary process, under the assumption that






Where ∆G‡ is the Gibbs free energy of the difference between the transition state and the reactant.
When the PES is reasonably well represented by a second-order Taylor expansion, the Harmonic
Transition State Theory (HTST) is applicable. The Gibbs free energy is obtained using the relation
in Equation 2.0.1, where entropy and enthalpy are calculated using the rigid rotator/free translator
and harmonic oscillator approximation (Sections 2.2.2), at temperature T .
Finding transition states (first-order saddle points) is often a difficult task. Several methods have
been used in this work. Two examples of transition-state optimization methods are described
below.
• Nudged Elastic Band is a technique that involves optimizing several images (sum of the
energies of the images are minimized) usually created with an interpolation technique using
the initial and final structures. Images are evenly distributed along the reaction path with a
spring constant. [84]
• Automated Relaxed Potential Energy Scans consist of constrained optimizations where differ-
ences of bonds between atoms ij and jk, bijk = |xij |−|xjk| are kept fixed in each optimization
cycle. An SN2 reaction AB + C→ A + BC would have a constraint defined as |xAB|− |xBC|
varying in each optimization cycle until the derivative of the energy along the reaction path
is zero (reaching a saddle point). [85]
Chemical equilibrium is achieved when the rates of forward and back reactions are identical, which






Where ∆G represents the Gibbs free energy difference between the product and reactant, which is
independent of the transition state. kf and kb are rates of forward and back reactions respectively.
For a simple reaction of the type A 
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2.2 Treatment of the Motion of the Nuclei
The motion of nuclei and electrons as well as their interactions in their stationary states are the
foundation of the properties of materials studied in catalysis. The time-independent Schrödinger
equation describes such systems and is given by
HΨtot(r,R) = EtotΨtot(r,R) (2.2.1)
Where the solutions are derived by applying the Hamiltonian operator H on a wave function
Ψi(r,R) that depends on all-electron (r) and all-nuclear coordinates (R) and “tot” is the state
of the coupled system. The multi-electronic-nonrelativistic Hamiltonian is depicted in Equation
2.2.2, where kinetic and potential energies of electrons and nuclei are considered.
H = Tn + Te + Vne + Vee + Vnn (2.2.2)
By substituting the kinetic and potential terms with their equivalent expressions, in atomic units,


































Calculating full solutions of the Schrödinger equation using the exact Hamiltonian is a very difficult
task and some approximations need to be considered. A commonly used approximation is that
wave functions of electrons and nuclei are separable. This is generally a good approximation as
nuclei are above 1800 times heavier than electrons, which means that electrons can be assumed to
move around frozen nuclei. This approximation is known as the Born-Oppenheimer approximation.
The total wave functions for a given state of the coupled electron-nuclear system is a combination
of functions of the nuclear coordinates χni(R) and the electronic wave function ψi(r,R) (Equation





The electronic and nuclear Schrödinger equations are written as
(Te + Vne + Vee)ψi(r,R) = Eiψi(r, {R}) (2.2.5)
(Tn + Ei(R))χni(R) = Etotχni(R) (2.2.6)
Where electronic and nuclear terms are decoupled. For the rigid rotator and harmonic oscillator
approximation, nuclear vibrations, rotations and translations are also decoupled.
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2.2.2 Rigid Rotator and Harmonic Oscillator
In the rigid rotator and harmonic oscillator approximation, the total energy of a molecule is
approximated as a sum of terms involving translational, rotational, vibrational and electronic
states. A 1-dimensional potential energy U(x) of a molecular vibration can be expanded in Taylor
series as



























In the harmonic approximation, only terms up to the second order of Taylor’s expansion are con-
sidered. The first term is the minimum of the potential energy, the second term is zero (minimum












Where k is the curvature of the potential energy curve (harmonic oscillator force constant). The
multi-dimensional potential energy can be approximated to
U(q + ∆q) ≈ U(q) + 1
2
∆qTH(q)∆q (2.2.9)
Where H is the Hessian matrix, q is a vector with the coordinates and qT is the transpose of q.
The rigid rotator approximation neglects the vibrational anharmonicity, it only treats rotation at
the equilibrium geometry. In this work, molecular rotations, translations and vibrations are always
approximated in this way.
The total contributions to the Gibbs free energy are enthalpy and entropy. Where enthalpy depends







In the ideal gas approximation, enthalpy is defined in Equation 2.2.11. [86,87] Partition functions of
the canonical ensemble (NVT ensemble) are considered to calculate heat capacity and entropy. [88]




Where the total heat capacity is given as the sum of its rotational, translational, vibrational and
electronic components (Equation 2.2.12). kB is an additional term for the conversion of heat
capacity at constant pressure to heat capacity at constant volume, following Mayer’s relation.
CP = kB + CV,rot + CV,trans + CV,vib + CV,electronic (2.2.12)
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Where the electronic heat capacity is assumed to be zero, the translational heat capacity is 3/2kB,
the rotational heat capacity is 0 for monoatomic, kB for linear and 3/2kB for non-linear molecules.









Temperature and pressure-dependent entropy is also decomposed into its translational, rotational,
vibrational and electronic components, as Equation 2.2.14 shows.




















Rotational entropy is zero for a monoatomic species, whereas for a linear molecule it is defined in


























Here, I is the inertial moment and σ the symmetry number. Vibrational entropy is defined in











1− e − hωi/kBT
)]
(2.2.18)
Electronic entropy follows the relation Selectronic = kB ln (2s+ 1). The constant s corresponds to
the total spin of the system. The combination of the gas-phase enthalpies (electronic energies, ZPE
and heat capacity) and entropy gives the temperature and pressure-dependent Gibbs free energy
shown in Equation 2.2.19.
G(P, T ) = H(T )− TS(P, T ) (2.2.19)
In the harmonic limit of solids and surfaces, there is no rotation and translation contributions.
The only terms considered are the vibrations for heat capacity and entropy.
2.3 Electronic Structure Theory
As discussed before, the Schrödinger equation describes the nuclei and electrons in a molecular
system. Single-electron systems such as an hydrogen atom are simple to be described and have
analytical solutions. However, multi-electronic systems are complex to describe due to electron-
electron interactions.
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2.3.1 Hartree-Fock Theory
As a solution of the Born-Oppenheimer approximation, the electronic Schrödinger equation is
depicted in Equation 2.2.5. In HF theory, each state in a multi-electronic system is occupied
respecting the Pauli principle, i.e. two electrons cannot have the same quantum state. The Slater






φ1(1) φ2(1) · · · φN (1)





φ1(N) φ2(N) · · · φN (N)
∣∣∣∣∣∣∣∣∣∣
(2.3.1)
Each column shows a single-electron wave function that depends on its spin-orbital, while rows
represent different electrons. The term 1/
√
N ! is a normalization factor.
Equation 2.3.1 can be rewritten as the action of the antisymmetrizing operator A on the orbital
product Π (Equation 2.3.2). A is the sum of permutation operators P weighted with a sign
according to the number of permutations.
Φ = A[φ1(1)φ2(2) · · ·φN (N)] = AΠ (2.3.2)
The operator P generates all permutations of n electrons. The one-electron operator hi that















|ri − rj |
(2.3.4)
Replacing the terms from the Hamiltonian in Equation 2.2.3 and considering that nuclei are static









gij + Vnn (2.3.5)
The energy may be written with the permutation operator introduced in Equation 2.3.2, which
gives Equation 2.3.6.
E = 〈Φ|H|Φ〉 = 〈AΠ|H|AΠ〉 (2.3.6)
As Vnn is independent of electron coordinates, 〈Φ|Vnn|Φ〉 = Vnn. The contributions of the one-
electron operator are the same as for the orbital product Π:
〈Π|hi|Π〉 = 〈φi(i)|hi|φi(i)〉 = hi (2.3.7)
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The contributions from the two-electron operator is split into terms arising from the identity
operator (Equation 2.3.8), leading to the Coulomb integral Jij , representing classical repulsion
between two charge distributions, and from the permutation operator P (Equation 2.3.9), leading
to the exchange integral Kij .
〈Π|gij |Π〉 = 〈φi(i)φj(j)|gij |φi(i)φj(j)〉 = Jij (2.3.8)
〈Π|gij |PijΠ〉 = 〈φi(i)φj(j)|gij |φj(i)φi(j)〉 = Kij (2.3.9)











(Jij −Kij) + Vnn (2.3.10)
Note that the Coulomb self-interaction term is canceled by its corresponding exchange term (Jii−
Kii = 0). We can write the Coulomb part in terms of the operator
Ji|φj(2)〉 = 〈φi(1)|g12|φi(1)〉φj(2)〉 (2.3.11)
And the exchange part in terms of the operator
Ki|φj(2)〉 = 〈φi(1)|g12|φj(1)〉φi(2)〉 (2.3.12)
The Fock operator can be defined in Equation 2.3.13 by using Equations 2.3.11 and 2.3.12.




Minimization of the energy is done with the Lagrangian, where a small change in the orbitals
should not change the Lagrange function (Equation 2.3.14).
L = E −
Nelec∑
ij
λij(〈φi|φj〉 − δij) (2.3.14)
The term λij is the Lagrange multiplier. The minimization of the Lagrangian is done so that
the molecular orbitals remain orthogonal and normalized. The minimization of L leads to the





The Hartree-Fock equation can be simplified by performing a unitary transformation, where λij = 0






This equation is solved self-consistently and the functions that are the solutions to the HF equation
are called the Self-Consistent Field (SCF) orbitals.
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Integrating the multiplication of the Hartree-Fock equation with a specific basis function from the
left, yields the Roothaan-Hall equation for a closed-shell system (2.3.19).
FC = SCε (2.3.19)
In Equation 2.3.19, F is a matrix that contains the Fock elements, S a matrix that contains the
overlap elements between basis functions, ε is a diagonal matrix of the orbital energies εi and C
is a square matrix of expansion coefficients cαi. For open-shell systems, the Unrestricted Hartree-
Fock approach is usually considered, where Roothaan-Hall equations are calculated separately for
different spin-functions α and β, where no restriction is applied. This leads to deviations of 〈S ·S〉
from the exact solution S(S + 1), which is called spin contamination, where S is the total spin of
the system. This problem can be avoided by using restricted-type wave functions, where orbitals
occupied both by α and β spins are forced to be the same. This is called Restricted Open-shell
Hartree-Fock.
In Hartee-Fock theory, the exchange interaction is explicitly calculated, while the remaining electron-
electron interactions are treated as electronic interaction with an average repulsion from the elec-
tronic cloud. For instantaneous electron-electron interaction, or correlation, different configurations
(multiple Slater determinants) have to be used with HF reference. Configuration Interaction (CI),
Møller-Plesset second order perturbation theory (MP2) and coupled cluster (CC) are three exam-
ples of methods that go beyond a single determinant wave function. In wave function theory, the
correlation energy is defined as Ecorr = Eexact − EHF.
2.3.2 Møller-Plesset Perturbation Theory
To account for the correlation energy, several methods have been developed. Møller-Plesset per-
turbation theory considers the sum over the Fock operators to be the unperturbed Hamiltonian





















Equation 2.3.21 shows the perturbation, that is defined as the difference between the exact electron-
electron repulsion and twice the 〈Vee〉 operator. As the Fock operator counts the average electron-
electron repulsion twice.
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H
′










〈gij〉 = Vee − 2〈Vee〉 (2.3.21)
The zeroth-order wave function is the HF determinant and the zeroth order energy (Equation
2.3.22) is the sum of molecular orbital energies, counting 〈Vee〉 twice.
MP0 = E(MP0) = W0 = 〈Φ0|H0|Φ0〉 (2.3.22)
The first-order energy correction (Equation 2.3.23) is the average of the perturbation operator over
the zeroth order wave function.
W1 = 〈Φ0|H
′
|Φ0〉 = 〈Vee〉 − 2〈Vee〉 = −〈Vee〉 (2.3.23)
By summing the zeroth-order energy with the first-order energy correction, we obtain Equation
2.3.24, which gives the energy of the first-order Møller-plesset perturbation theory. Equation 2.3.24
is also the HF energy because W1 corrects the double counting terms from the Fock operator.
MP1 = E(MP0) + E(MP1) = E(HF) (2.3.24)
The second-order energy correction (Equation 2.3.25) is the first contribution to correlation energy,
generated by exciting two electrons from occupied orbitals i and j to virtual orbitals a and b.














(〈φiφj |φaφb〉 − 〈φiφj |φbφa〉)2
εi + εj − εa − εb
(2.3.25)
The summation is restricted to avoid double-counting.
2.3.3 Coupled Cluster Theory
The coupled cluster wave function follows the ansatz defined in Equation 2.3.26.
ΨCC = e
TΦ0 (2.3.26)
Where Φ0 is the HF wave function and T is an excitation operator defined as
T = T1 + T2 + T3 + · · ·+ TNelect (2.3.27)
The Ti operator acting on the HF reference wave function, gives all ith excited Slater determinants.























The expansion coefficient t is defined as amplitude. The exponential term is now written in terms
of a Taylor expansion:



























+ · · · (2.3.31)
The first term generates the HF reference, while S, D and T, generate all singly, doubly and triply
excited states. Doubly excited states for instance, include connected (T2) and disconnected (T
2
1)
excitation terms. The Schrödinger equation with the coupled cluster wave function becomes
HeTΦ0 = ECCe
TΦ0 (2.3.32)
Multiplying the Schrödinger equation from the left by Φ∗0 and integrating yields
〈Ψ0|HeT|Ψ0〉 = ECC〈Ψ0|(1 + T1 + T2 +
1
2
T21 + · · · )Ψ0〉
〈Ψ0|HeT|Ψ0〉 = ECC
(2.3.33)
Due to the Hamiltonian having one- and two-electron operators, Equation 2.3.33 is rewritten as























j − tbi taj )(〈φiφj |φaφb〉 − 〈φiφj |φbφa〉)
(2.3.34)
With Equation 2.3.34, the correlation energy can be determined by singles and doubles amplitudes,
which are obtained by projecting the Schrödinger equation to the space of single, doubly, triply,
..., excited determinants:
〈Φai |HeT|Ψ0〉 = ECC〈Ψai |eTΨ0〉
〈Φabij |HeT|Ψ0〉 = ECC〈Ψabij |eTΨ0〉
〈Φabcijk |HeT|Ψ0〉 = ECC〈Ψabcijk |eTΨ0〉
...
(2.3.35)
Energies calculated with Coupled Cluster with Single and Double excitations (CCSD) method are
obtained by truncating the excitation operator T = T1 + T2, where the exponential operator is
written as
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eT1+T2 = 1 + T1 + (T2 +
1
2














T41) + · · · (2.3.36)
The CCSD energy is obtained by using Equation 2.3.34, where amplitudes are derived by projecting
against a singly and doubly excited Slater determinant. Projectors involve matrix elements of triple
and quadruple excitations, which lead to identical matrix elements between reference and doubly
excited state.
Coupled Cluster with Single, Double, and perturbative Triple excitations (CCSD(T)) follow Equa-
tion 2.3.37.
ECCSD(T) = ECCSD + E
(4) + E(5)︸ ︷︷ ︸
E(T)
(2.3.37)
Where E(T) is calculated using Møller-Plesset fourth-order perturbation theory, using CCSD ampli-
tudes rather than perturbation coefficients, adding a term arising from the fifth -order perturbation
theory, which describes the coupling between singles and triples.
2.3.4 Density Functional Theory
DFT aims to describe the electronic structure by using density functionals rather than wave func-
tions. The ground state density (Equation 2.3.38) is given by the expectation value of the density
operator.
ρ0(r) = 〈Ψ0|ρ(r)|Ψ0〉 (2.3.38)
The density operator ρ is defined by Equation 2.3.39, where ri is a set of coordinates for electron




δ(r − ri) (2.3.39)
The foundations of density functional theory are the Hohenberg-Kohn (HK) theorems and Kohn-
Sham (KS) equations.
2.3.4.1 Hohenberg-Kohn Theorems
The Hamiltonian of a multi-electronic system can be written in terms of an external potential
(Equation 2.3.40), that in principle determines all properties of the system.
H = T + Vext + Vee (2.3.40)
The terms T , Vext and Vee are the kinetic energy, external potential and electron-electron inter-
action operators respectively.
The first HK theorem states that the electron density of the ground state ρ0(r) determines uniquely
the external potential Vext, phased by a constant.
The second HK theorem states that an universal functional of energy E[ρ(r)] can be defined and
the global minimum represents the exact ground state energy of the system for one particular
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Vext. The density ρ(r) that minimizes the functional is the exact ground state density ρ0(r). The
Hohenberg-Kohn energy functional is defined as
EHK[ρ] = 〈Ψ[ρ]|H|Ψ[ρ]〉 = FHK[ρ] +
∫
drVext(r)ρ(r) + EII (2.3.41)
Where FHF[ρ] includes all internal kinetic and potential energies (Equation 2.3.42), and EII is the
interaction energy of the nuclei.
FHK[ρ] = T + Eint (2.3.42)
The challenge in this approach is that FHK is not known exactly and needs to be approximated.
2.3.4.2 The Kohn-Sham approach
The Kohn-Sham ansatz implies that the ground state density of the original interacting system is
equivalent to a chosen non-interacting system, with the interacting terms included in an exchange
and correlation functional of the density. This is known as non-interacting-V-representability.
Also, the Hamiltonian is chosen to have the usual kinetic operator and an effective local potential
V σeff acting on an electron of spin σ at point r. The potential V
σ
eff is also called the Kohn-Sham
potential and is defined as
V σKS(r) = Vext(r) + VHartree(r) + V
σ
xc(r) (2.3.43)
Where VHartree(r) is the Hartree potential and V
σ
xc(r) is exchange and correlation potential. In the
KS approach, the exact exchange operator is not considered, only the Coulomb operator, which
gives the Hartree energy. Exchange and correlation is calculated in an exchange and correlation
functional Exc. The KS energy is defined in Equation 2.3.44.
EKS = Ts[ρ] +
∫
drVext(r)ρ(r) + EHartree[ρ] + EII + Exc[ρ] (2.3.44)
Ts[ρ] is the independent particle kinetic energy for N = N
↑ +N↓ independent electrons, which is
trivial to calculate from the orbital. EII is the interaction between the nuclei, EHartree[ρ] is the
Hartree energy and Exc[ρ] is the exchange and correlation energy. Note that since exchange is
only approximated, there is an error associated with self-electronic Coulomb interaction, which is
otherwise canceled with exact exchange energy. Similar to HF theory, Lagrange multipliers are
also used to minimize energy leading to KS equations.
2.3.4.3 Density Functionals
The exact exchange and correlation functional is not known. Two approaches to obtain an ap-
proximate Exc are discussed here. The first is the Local Spin Density Approximation (LDA),
where the electronic structure is treated as an homogeneous electron gas. The spin-dependent
exchange and correlation energy (Equation 2.3.45) is an integral over all space with εhomxc derived
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The individual exchange and correlation energy for the homogeneous electron gas can be written
as the sum of exchange energy and correlation energy, where the exchange component is computed
from an analytical formula and the correlation component is fit to Quantum Monte Carlo (QMC)
results.
The second approach is by considering the Generalized Gradient Approximation (GGA), in which





↑(r), ρ↓(r),∇ρ↑(r),∇ρ↓(r), ...) (2.3.46)
The term εxc can be redefined as Equation 2.3.47 shows.
εxc(ρ
↑(r), ρ↓(r),∇ρ↑(r),∇ρ↓(r), ...) = εhomx Fxc(ρ↑(r), ρ↓(r),∇ρ↑(r),∇ρ↓(r), ...) (2.3.47)
The function Fxc is the enhancement factor and ε
hom
x is the exchange energy for the unpolarized
gas.
The PBE functional, developed by Perdew, Burke and Ernzerhof, [89–91] parametrizes Fxc so that
the local approximation is recovered for low values of density gradients (F (0) = 1), is constant for
large density gradients and satisfies specific conditions.
Other types of functionals include meta-GGA and hybrid functionals. Meta-GGA include second
derivatives of the density, M06-L [92] is one example of such. Hybrid functionals such as M06,
B3LYP and PBE0 [93–96] include different percentages of the explicit HF exchange to reduce the
Coulomb self-interaction error.
2.3.4.4 Dispersion Corrections
London dispersion, or van der Waals interactions are multipolar interactions between molecules that
are not directly bonded. Electronic correlation is responsible for these intermolecular interactions.
Usually, density functionals do not account for long-range correlation effects. The general equation





The term CAB is a constant. Dispersion in DFT depends on the functional used, as each treats cor-
relation differently. Dispersion corrections used in this thesis are based on zero damping Grimme’s
dispersion corrections ”D3” [97] that introduces a damping function that converges the vdW energy
correction to zero in the short-range limit. The DFT-D3 energies are defined as
EDFT−D3 = EKS−DFT − Edisp (2.3.49)
Edisp is the dispersion correction that is given by Edisp = E
(2) +E(3), which are the two body and










The term CABn denotes the averaged nth-order dispersion coefficient (with orders of n = 6, 8, 10, . . . )
for atom pair AB, where rAB is their internuclear distance. sn are scaling factors that are adjusted
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for n > 6 to ensure asymptotic exactness. Damping functions fd,n avoids near singularities for





CABC9 (3 cos θa cos θb cos θc + 1)
(rABrBCrCA)3
(2.3.51)
Where the sum is over all atom triples ABC in the system and fd,(3)(rABC) is the damping function,
used with well-defined parameters and with a geometrically averaged radii rABC . θa, θb and θc
are internal angles of the triangle formed by rAB , rBC and rCA and C
ABC
9 is the triple-dipole
constant.
2.3.4.5 Projector Augmented Wave method
The PAW method divides space in two regions. Non-overlapping atomic regions, called augmenta-
tion spheres and an interstitial region, where the KS wave functions are expected to be smooth and
easily described by an uniform discretization such as an uniform grid or plane waves with a certain
cutoff. Despite the smooth discretization spanning to the atomic regions, each atomic region has
spherical augmentation functions called partial waves. The idea is to describe the augmentation
region (that has a rapidly oscillating atomic wave function) as accurately as possible by adding
a linear combination of partial waves and by removing the smooth wave function that is used to
describe the interstitial region (smooth region). The total wave function Ψk(r) is written as







ξanlm(ra, θa, φa)− ξ̃anlm(ra, θa, φa)
]
(2.3.52)
Which represents a combination of a smooth pseudo wave function Ψ̃k(r), with the difference of
the atomic all-electron partial waves ξanlm(ra, θa, φa) and smooth partial waves ξ̃
a
nlm(ra, θa, φa). n,
m, l are the principal, angular and magnetic quantum numbers while r, θ and φ are the radial
distance, polar angle and the azimuthal angle. ck,nlm is a coefficient given by a projection in each
sphere for the partial-wave transformation to be linear.
2.3.5 Localized Basis sets
A molecular orbital (MO) is described with a set of basis functions. There are two types of basis
functions that define a molecular orbital. Slater-Type Orbitals (STOs) are defined in Equation
2.3.53.
χζ,n,l,m(r, θ, ϕ) = NYl,m(θ, ϕ)r
n−1e−ζr (2.3.53)
Where N is a normalization constant and Yl,m are spherical harmonic functions that depend on
polar and azimuthal angles and are related to angular momentum. Gaussian-Type Orbitals (GTOs)
are defined as follows:




The smallest basis set that just uses enough functions for a minimum description of the occupied
orbitals, is called Single Zeta (SZ) basis set, which is based on the variable ζ from Equations
2.3.53 and 2.3.54. Double zeta and triple zeta basis sets use twice and thrice as many orbitals
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for each atomic orbital. A split-valence basis uses one basis function for each core atomic orbital
and a larger basis for valence atomic orbitals. High angular momentum functions are relevant for
interaction between different orbitals, that also describe unoccupied orbitals. Polarization adds
high angular momentum (e.g. adds p-orbitals to s-orbitals). Correlated methods require higher
angular momentum (polarization functions) to achieve reliable results, which lead to different
(slower) rate of energy convergence with the increase of basis functions.
Karlsruhe-type basis sets are one type of GTO basis-sets that are constructed using a linear com-
bination of primitive functions (individual GTOs) that have been found to have good performance
in describing chemical reactions with DFT.
Dunning and coworkers proposed basis sets that are built to recover the correlation energy from the
valence electrons. [98] The basis sets are constructed so that the variation of the HF and correlation
energies with the size of the basis set fit to well-defined functions. The HF and correlation limits
are then calculated by complete basis-set extrapolation methods.
2.3.5.1 Complete Basis-set extrapolation
The complete basis-set extrapolation is done separately for the Hartree-Fock and the correlation
part, as these components converge at different rates. Considering Dunning’s correlation-consistent
basis sets, [98] three points are used (has two undetermined parameters) to extrapolate the basis-
set limit for the HF energy, hence three different basis-sets (cc-pVXZ with X=D, T or Q are used),
following the Equation 2.3.55.
E∞HF = E
X
HF − α exp−βX (2.3.55)
The second part is the convergence of the correlation component using two points (one parameter
to be determined). Either the energy values obtained from cc-pVDZ and cc-pVTZ (2,3) or cc-pVTZ







The sum of the CBS-extrapolated HF and correlation components leads to the CBS-extrapolated
total energies to the basis-set limit Etot = EHF + ECorr, which are then compared with energies
obtained with other basis-sets (Figure A.11). [99–102]
2.3.6 Approximations
2.3.6.1 Resolution of the Identity
The Resolution of the Identity (RI-J) is an approximate treatment of Coulomb operators based on
the expansion of molecular electron densities in atom-centered auxiliary basis sets. The Coulomb










An approximate representation of the density ρ in terms of an atom-centered auxiliary basis-set,
denoted as α, is shown in Equation 2.3.58. [103]
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cαα(r) = ρ̃(r) (2.3.58)
This is also known as density-fitting.
2.3.6.2 Chain of Spheres
The Chain-of-Spheres exchange approximation (COSX) is a combination of semi-numerical inte-




























Here, the index “g” refers to grid points rg. Xkg denotes the basis function k(rg) multiplied by
w
1/2






2.3.6.3 Domain based Local Pair Natural Orbitals
The DLPNO approximation is a combination of Local Pair Natural Orbitals (LPNO), that con-
struct natural localized internal orbitals for electron pairs, with Projected Atomic Orbitals (PAO),
which are obtained by projecting the occupied orbital space out of the atomic orbitals while pre-
serving the localized character of the atomic orbitals. This set of localized atomic orbitals are also
referred as orbital domains (D). Correlation is captured by interactions of multipoles from local
orbitals, which linearizes the computational cost with respect to the size of the system. In DLPNO-
CCSD(T), single excitations are truncated, whereas for LPNO-CCSD(T), all amplitudes for single
excitations are preserved. However, the correlation energy loss due to the domains remains low.
DLPNO-CCSD(T) is a good approximation when compared to canonical CCSD(T). [105–107]
2.4 Description of Solvation
2.4.1 Implicit Solvation
Several reactions in catalysis occur in solution. Implicit solvent models are models that rely on
replacing vacuum with a continuum medium, where the corresponding solvent’s dielectric constant
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is used. The environment is split in two regions, the solvent region is dominated by the dielectric
constant while the solute region is dominated by the solute interactions. A cavity is constructed
with a radius that provides accurate solvation energies when compared to experiments, in which
the parameter that smoothens the solvent-solute transition is also controlled. Figure 2.2 shows an
illustration of a solvent-solute cavity.
Figure 2.2: Illustration of the solvent-solute cavity in implicit models surrounding a protonated
oxymethylene dimethyl ether. Color code: H – White; O – Red; C – Brown; H+ – Black.
The Solvation Model based on Density (SMD) is a more accurate model than standard Polarizable
Continuum Models (PCM) since, in addition, it uses a set of empirical parameters (depicted in
Table D.2) for each solvent in a database with more than 100 molecules. This model predict the
formation of hydrogen bonds. [108]
2.4.2 Explicit Solvation
Explicit solvation models include solvent molecules in the vicinity that interact with the solute.
This method of solvation is rather complex since there is no unique method of incorporating solvent
molecules. Different numbers of molecules with different possible orientations are generating a large
number of local minima. Molecular dynamics is often used to predict the global minima of the
system but these methods are computationally demanding. Mixed methods (explicit+implicit
solvation) are also commonly used.
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Chapter 3
Accuracy of Density Functional
Theory in Zeolite Catalysis
3.1 Introduction
Density Functional Theory (DFT) is considered by many the most suitable quantum chemical
tool to calculate reaction energies and transition states for complex catalysts, such as zeolites
or similar materials, [109–126] which constitute a widely used class of heterogeneous catalysts in
the chemical industry. [127–130] As the popularity of this method increased over time, due to the
computationally low cost and often good results, its overall accuracy is questioned. [131] It has been
observed that, in transition metal catalysis, the mean absolute error is below 20 kJ/mol for the
best density functionals, when compared to experimentally obtained adsorption energies. [132,133]
Despite DFT displaying a systematic underestimation of barriers, when functionals such as PBE-
D3 are used, the GGA functional BEEF-vdW surprisingly appeared to have a less systematic trend,
with an error below 15 kJ/mol. [134]
This chapter will focus primarily on Brønsted-Lowry acid catalytic reactions and transition states of
methanol to olefins (MTO) processes as well as reaction energies for the selective catalytic reduction
(SCR) to compare DFT with MP2 and CCSD(T) methods. For these processes, it is common to
work with H-SSZ-13 and Cu-SSZ-13 zeolites, [41–45,135–165] respectively, with the latter involving
a change of the oxidation state from CuI to CuII. [41–53] However, not only modeling periodic
systems constitute a problem for higher-level methods, even though recent advancements are being
made, [166–173] but also a unit cell of a zeolite contains 100 to 300 atoms, which is affordable for
DFT but very demanding for higher-level methods.
3.2 Methods
Non-periodic DFT calculations were performed using the TURBOMOLE program package [175,
176] with the Resolution of Identity approximation for the Coulomb energy [103] along with the
def2-TZVPP basis-set. [177, 178] Additionally, M06/def2-QZVPP calculations were performed,
This chapter is based on the following publication: [174] Goncalves, T. J.; Plessow, P. N.; Studt, F., On the Accuracy
of Density Functional Theory in Zeolite Catalysis. ChemCatChem 2019, 11, 4368–4376. Copyright (2019) Wiley.
Used with permission from Goncalves, T. J.; Plessow, P. N.; Studt, F., On the Accuracy of Density Functional
Theory in Zeolite Catalysis. ChemCatChem. Wiley.
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which changed the MAE of M06 with respect to CCSD(T)/CBS(3,4) by about 0.5 kJ/mol (see Fig-
ure A.5). We thus conclude that the def2-TZVPP basis-set is sufficient for DFT calculations. The
PBE functional [89–91] with zero damping Grimme’s dispersion corrections ”D3” [97] was used for
geometry optimization and single-point calculations. Single points were also performed with the
hybrid functionals PBE0-D3, [96] B3LYP-D3 [94, 95] and M06 [93] and Møller-Plesset second or-
der perturbation theory MP2 [179–181] in TURBOMOLE, all with the def2-TZVPP/def2-QZVPP
basis-sets and a corresponding auxiliary basis-set. [182–184]
For CCSD(T) [180, 181] both TURBOMOLE and ORCA program packages were used. TUR-
BOMOLE for canonical CCSD(T) calculations and ORCA [106, 107] to compare the accuracy
of the DLPNO approximation [99, 185] with the canonical values obtained for the smallest clus-
ter model T1. Then, DLPNO-CCSD(T) was carried out for the largest cluster and canonical
CCSD for T1 with cc-pVXZ (X=D, T, Q) basis-sets, for the complete basis-set limit extrapolation
(CBS). [99–102]
For the periodic and gas-phase DFT calculations, an optimized unit cell of the chabazite zeolite was
used (PBC) as well as the T46 cluster model in vacuum, with the standard Projector Augmented
Wave (PAW) method, and the PBE-D3 functional for geometry optimization and more accurate,
hard-PAWs [186,187] for single-points and the BEEF-vdW functional [188] as well, using the VASP
program package [186,187,189–191], version 5.4.
DFT single-points are calculated with different program packages, because BEEF-vdW, for in-
stance, is not available in TURBOMOLE.
The RIJCOSX approximation [104] was used both for MP2 and CCSD(T) for the MTO reactions
as it leads to a significant increase in the performance without impacting the accuracy.
Tables A.8 and A.9 show the different methods used, along with the plane-waves/basis-sets applied
on the different cluster models for the MTO and SCR reactions respectively.
3.3 Cluster models
Sauer and co-workers have introduced a hierarchical cluster approach, which consists of cutting the
active site and its vicinity from the periodic structure to be able to perform non-periodic Møller-
Plesset perturbation theory or even coupled-cluster calculations. [73–77,135,136,192] Studies have
revealed that while larger clusters produce more reliable results, errors in reaction energies tend
to converge with the number of tetrahedral atoms cut. [74] In this work, the entire cavity of the
chabazite structure was cut from the periodic structure, containing 46 tetrahedral atoms, to model
the full effects of the steric repulsion of the framework. Silicon atoms at the edge of the cluster
are saturated with hydrogen atoms that have reference Si-H bond lengths and have the same
orientation of the former oxygen atoms. Single-point calculations are performed on this cluster
model.
While the T46 cluster model is still a challenge for canonical coupled-cluster calculations, i.e. the
computational cost of a canonical CCSD(T) calculation scales as N7 with N being the size of the
system, the DLPNO-CCSD(T) developed by Neese and co-workers, scales almost linearly with the
size of the system while capturing around 99.9% of the canonical correlation energy, with reported
deviations of around 1 to 5 kJ/mol for reaction enthalpies. [99,106,107,185] The T1 cluster model,
consisting only of the active site, was also considered to evaluate the accuracy of DLPNO-CCSD(T)
with respect to canonical CCSD(T). The clusters have OH terminations that are fully optimized
due to possible reorientations during reactions. The different cluster models are depicted in Figure
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3.1 .
Tier 1 Tier 2 Tier 3
Tier 1 Tier 2 Tier 3
a)
b)
Figure 3.1: a) Illustration of the different tiers of models of the H-SSZ-13 zeolite. b) Illustration
of the different tiers of models of the Cu-SSZ-13 zeolite. Color scheme: Cu - Brown; Al - Gray; O
- Red; Si - Pink; H - White; Solid crystal structure/Termination - Green.
The three tiers illustrated in Figure 3.1 are defined as follows
• Tier 1 is a periodic model of the zeolite H-SSZ-13 (Figure 3.1 a) and Cu-SSZ-13 (Figure 3.1
b) with an optimized rhombohedral unit cell containing 36 tetrahedral atoms, one of which is
an aluminum atom, leading to a Si/Al ratio of 35. Typical ratios of Si/Al can vary between 6
and 50 depending on which reactions are studied. [45,138,152,160] For SCR reactions, Cu/Al
ratios are relevant to boost the catalytic activity, usually ranging from 0 to 0.5. [41, 43, 45]
Here, one copper per active site exists, which gives a Cu/Al ratio of 1. The ratio used in
this work has the purpose of capturing the reactivity of an isolated active site, it also depicts
a realistic model. The aluminum substitution formally introduces a charge that is balanced
either by a proton in acid catalysis or by a copper(I) ion in the case of copper-catalyzed SCR.
• Tier 2 depicts 46 tetrahedral atoms cut from the repeated unit cell of the tier 1 structure and
terminated with hydrogen atoms. In Figure 3.1, the 6-membered ring is shown directly on
the top-right side of the aluminum atom, whereas the 8-membered ring is on the left-hand
side and approximately orthogonal to the 6-membered ring. Here, we strictly evaluate the
energy error for a given T46-cluster derived from a PBE-D3 optimized periodic structure,
but stress that reoptimization of the structures at a different level of theory will affect these
errors. Approaches that optimize periodic structures using more accurate forces from cluster
models show that deviations from proton-exchange reactions of alkenes are on the order of 1
kJ/mol between optimized and single-point calculations. [77]
• Tier 3 is the smallest cluster possible. Despite being representative of the active site, it differs
significantly from the other tiers and does not consider the steric effects of the framework.
For that reason, it is only used to study the influence of the size of the basis-sets and the




3.4.1 Methanol to Olefins
Various MTO-related acid-catalyzed reactions (Schemes 3.1 and 3.2) are selected from a reaction
mechanism proposed by Plessow et al., [135,136,142] which are used as test structures to benchmark
the accuracy of DFT. Adsorption and reaction energies will be investigated first (Scheme 3.1),
followed by the study of transition states (Scheme 3.2).
Scheme 3.1 Overview over MTO-related acid-catalyzed reactions studied in this Section. Our





Adsorption and reaction energies are given in kJ/mol above the reaction arrow.
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In Scheme 3.1, reactions 1-7 consist of the adsorption of oxygenates such as methanol (MeOH),
formaldehyde and dimethyl ether (DME), which are precursors and intermediates in the MTO
process as well as the produced olefins (ethylene, propylene and isobutene) and aromatics (toluene).
The adsorption energies are computed to be in the range of -89 to -47 kJ/mol, -75 kJ/mol for MeOH
and -54 kJ/mol for toluene. The deviations of these values are shown in Figure 3.2 b). Reactions
8-12 consist of protonation and methylation reactions of isobutene, benzene and toluene that take
place at the active site, either through a proton or a surface methoxy species (SMS). Many of these
reactions involve the formation of zwitterions (reactions 8, 10 and 12). It can be seen in Figure 3.2
b) that these zwitterionic intermediates are computed to be too stable with non-hybrid functionals
(PBE-D3 and BEEF-vdW) with errors as high as 40 kJ/mol, as also observed before for isobutene
and PBE. [125]
Reaction barriers, which can be used to predict kinetics using harmonic transition state theory,
are depicted in Scheme 3.2, that shows 17 different reactions, ordered by its type. Reactions 1-3
consist of the stepwise and direct mechanism for the formation of DME from methanol, where the
first reaction of the stepwise process is the formation of an SMS. Reactions 4-11 are elementary
steps that may be relevant for the initiation of the MTO process and include hydride transfers from
MeOH, formaldehyde and DME to the acid site (both proton and SMS) leading to the formation
of H2 and CH4. Some of the involved barriers are very high (up to 242 kJ/mol for reaction 4).
Additionally, methylation of ketene and CO are considered (reactions 10 and 11). Reactions 12-17
are typical reactions from the hydrocarbon pool of the MTO process [193–196] and consist of the
methylation of propylene and benzene both with SMS (stepwise mechanism) and MeOH and DME
(direct mechanism).
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Scheme 3.2 Overview over MTO-related acid-catalyzed transition states studied in this Section.




PBE−D3. Energy barriers are given in kJ/mol above the reaction arrow.
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DLPNO−MP2/def2−TZVPP represents the complete basis-set
extrapolation increment. With that, we can now compare the achieved results with DFT/def2-
TZVPP using TURBOMOLE, [175, 176] BEEF-vdW/hard-PAW [186–188] using VASP [186, 187,
189–191] and MP2/CBS(3,4), with CCSD(T)/CBS(3,4) using ORCA (Figures 3.2 and 3.3). [106,
107] The m an absolute errors (MAE) and mean signed errors (MSE) for all reactions from Scheme
3.1 are shown in Figure 3.2 a). Overall, the best performing approaches are M06 and MP2 with












Figure 3.2: Comparison of CCSD(T)/CBS(3,4) reaction energies with several DFT/def2-TZVPP
methods, BEEF-vdW/hard-PAWs and MP2/CBS(3,4) for the T46 clusters. a) shows the mean
absolute error and mean signed error (values are explicitly shown in Table A.1), while b) lists the
individual contributions of all reactions. Note that CCSD(T) and MP2 calculations were performed
using the DLPNO approximation with ”TightPNO” thresholds for the T46 cluster model.
We observe that the D3-corrected functionals PBE-D3 [89–91] and PBE0-D3 [96] systematically
lead to too strong adsorption by around 20 kJ/mol which can be attributed to vdW, in agree-
ment with the results obtained by Sauer et al. for the adsorption energies for ethene, benzene
and ethylbenzene in H-ZSM-5, which leads to an overestimation of binding energies from 7-26
kJ/mol using PBE-D/QZVP when compared to MP2/TZVP(P). [75] MP2 shows systematically
too strong adsorption, however with an error below 10 kJ/mol. M06 [93] and BEEF-vdW [188]
have no systematic error and have also a low MAE for adsorption. Figure A.17 shows the energy
contribution from the D3 dispersion corrections for PBE, PBE0 and B3LYP functionals.
The results shown in Figure 3.3 correspond to the barriers described in Scheme 3.2, where Figure 3.3
a) shows the MAE and MSE while Figure 3.3 b) shows the individual errors for the corresponding
reactions. For adsorption and reaction energies, B3LYP-D3 shows an identical trend as PBE-D3
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a)
b)
Figure 3.3: Comparison of CCSD(T)/CBS(3,4) transition states with several DFT/def2-TZVPP
methods, BEEF-vdW/hard-PAWs and MP2/CBS(3,4) for the T46 clusters. a) Shows the mean
absolute error and mean signed error (values are explicitly shown in Table A.2), while b) lists the
individual contributions of all reactions. Note that CCSD(T) and MP2 calculations were performed
using the DLPNO approximation with ”TightPNO” thresholds for the T46 cluster model.
Both PBE-D3 and BEEF-vdW severely underestimate barriers with errors often in the range of
40 kJ/mol or higher. Some of the reaction barriers in Scheme 3.2 are intrinsic barriers and do not
involve an adsorption step, as the reactant is already adsorbed (for example MeOH in reactions 1
and 6). Many reactions, however, require the adsorption of additional reactants. Generally, these
reactants get larger with the reaction number in Scheme 3.2, leading up to the methylation of
benzene. The error observed for these species is therefore a combination of the error in adsorption
and the actual barrier. This is likely the reason for the systematic underestimation of the barriers
for the methylation reactions 12-17 by PBE0-D3 (error around -20 kJ/mol) and MP2 (error around
-7 kJ/mol). These errors can thus be attributed to too strong adsorption, while the trend is less
clear for reactions 1-11, where the error is unsystematic, in particular for MP2. Overall, we again
obtain the lowest MAE for MP2 and M06, both below 10 kJ/mol, while all other density functionals
perform significantly worse with PBE-D3 showing the largest errors (MAE=42 kJ/mol), as can be
observed in Table A.2.
To obtain our best guess for the adsorption/reaction energies and transition states (values above ar-
rows in Schemes 3.1 and 3.2), we extrapolate EPBCPBE−D3 results into E
PBC









EPBCPBE−D3 represents energies obtained using the periodic model with the PBE-D3/hard-PAW func-
tional, ET46CCSD(T) corresponds to energies computed using the T46 cluster model with the DLPNO-
CCSD(T)/CBS(3,4) (see Equation 3.4.1) and ET46PBE−D3 refers to energies achieved using also the
T46 cluster model with PBE-D3/def2-TZVPP.
In this section, to calculate accurate values for reaction energies and barriers:
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• The approximate HF exchange (COSX) was employed to speed up the calculations on T46
cluster model;
• A complete basis-set study was performed for post-HF and DFT methods;
• Comparison between MP2 and CCSD(T) was done;
• Difference between BEEF-vdW and PBE-D3 for T46 and PBC was done.
For more information about convergence tests and its implications, check Section A.1.1.
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3.4.2 Selective Catalytic Reduction
In this section, the accuracy of DFT will be studied for the redox chemistry of ammonia SCR using
Cu-SSZ-13. Similar to H-SSZ-13, we have modeled this catalytic material by exchanging one Si
with one Al atom per unit cell with the charge being compensated by a single Cu atom with an
oxidation state of +1. Extensive experimental and theoretical work has led to the establishment
of a standard SCR reaction (Equation 3.4.3), which is a combination of the NO activation cycle
and fast SCR (Equations 3.4.4 and 3.4.5) [197] with a recent contribution showing a consistent
reaction scheme for both. [45,198]
4NH3 + 4NO + O2 −→ 4N2 + 6H2O (3.4.3)
2NH3 + 3NO + O2 −→ 2N2 + 3H2O + NO2 (3.4.4)
2NH3 + NO + NO2 −→ 2N2 + 3H2O (3.4.5)
In contrast to the acid-catalyzed reactions discussed in Section 3.4.1, reaction energies prove to be
very challenging for DFT. In this early stage of the SCR study, it is sufficient to simply look at
energy minima based on selected reactions proposed in ref. [45] as part of the catalytic cycle, rather
than comparing also energy barriers. These reactions are shown in Scheme 3.3. It is important
to note that not all of these reactions are elementary reactions. In particular, reactions 5 and 9
contain multiple elementary reactions in which several bonds are formed and broken.
Scheme 3.3 Resonance structures of Cu-SSZ-13 and the reactions from the NO activation cycle
of the SCR, based on the reaction mechanism proposed by Janssens et al. [45] Reaction energies
above arrow are extrapolated using the correction EPBC



















































































































































































































































































































In reaction 1, O2 is activated by the active site and reacts with two NO molecules to form adsorbed
NO2 and free NO2 (reactions 2 and 3). This reaction is accompanied by a change of the oxidation
state of copper from +1 to +2. The first three steps could therefore be bypassed in the presence
of NO2, e.g. in the fast SCR. In steps 4 and 5, Cu-NO2 adsorbs and reacts with NH3 to form N2
and H2O, while a hydroxyl group remains at the active site (Cu-OH). Next, NO is adsorbed and
inserted into the hydroxyl group and reacts with NH3 to form a N-N bond. In two consecutive
steps, H2O and N2+H2O are released, eventually returning Cu to oxidation state +1.
In order to perform an extensive benchmark analysis, several different models of Cu-SSZ-13 have
been tested and compared with different levels of theory, similar as described for H-SSZ-13. While
CCSD(T) is an established benchmark method for the acid-catalyzed reactions studied in the
previous section, [73–77] this is less clear for Cu-SSZ-13. D1 and T1 diagnostics were checked (see
Table A.4), and do not indicate multireference character, as D1 ≤ 0.15 and T1 ≤ 0.05 indicates
single-reference character for transition metal catalysis, according to a study published by Wilson
and co-workers. [181] The smallest model, the T1 cluster, corresponds to one Cu+ ion coordinated
to an Al(OH)4 tetrahedron as shown in Figure 3.1 b) and has already been used previously for
theoretical studies. [199–202] This model has been used to calculate the reaction energies shown in
Scheme 3.3 not only to compare canonical and DLPNO-CCSD(T) calculations, but also to carry
out a complete basis-set study using the Dunning’s basis-sets. [98–102]
Similar to the description in the last sections, the T46 clusters were generated by performing first
DFT calculation employing periodic boundary conditions and then cutting the cluster from the pe-
riodic structures. As a reference method, we perform DLPNO-CCSD(T)/def2-TZVPP calculations
introduced above, which are additionally corrected evaluating the difference between canonical and
DLPNO-CCSD(T) on the T1 cluster model and also corrected using CCSD/CBS(3,4) extrapolation












CCSD/def2−TZVPP represents the complete basis-set ex-
trapolation increment taken from the T1 cluster model (extrapolation method discussed Section
2.3.5.1 from Chapter 2) with the CCSD level of theory, as the perturbative triples increment has
a very low dependence on the basis-set used.





represents the canonical-DLPNO shift extrapolated from the T1 cluster model. The extrapolated
reaction energies shown in Equation 3.4.6 constitute our best values and is the reference method
to compare different density functionals as Figure 3.4 shows.
To check the accuracy of this approach, the formation enthalpies of the molecules in Equations
3.4.3, 3.4.4 and 3.4.5 (NO, NO2, NH3, H2O) were computed and agree well with experimental
reference values with errors on the order of 5 kJ/mol (see Table A.7 in the appendix). Since the
overall reactions in Equations 3.4.3, 3.4.4 and 3.4.5 include many broken and formed bonds, the
error is larger for these reactions, on the order of 20 kJ/mol. This is an acceptable range of error
as the overall reaction energies are on the order of > 1000 kJ/mol.
As shown in Figure 3.4 a), the mean absolute errors and mean signed errors of the various func-
tionals are 49 kJ/mol and 7 kJ/mol for PBE-D3. The best-performing functional, M06, is still off
by 17 kJ/mol (MAE) with a MSE of 1 kJ/mol. As expected, the largest errors occur for reactions 5
and 9, where multiple bonds are broken and formed. Without these reactions (MAE* and MSE* in
Figure 3.4 a) the accuracy is significantly improved, but reaction energies have still mean absolute
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Figure 3.4: Comparison of CCSD(T)/CBS(3,4) with several DFT/def2-TZVPP methods along
with BEEF-vdW/hard-PAWs is shown for the T46 clusters in which a) lists the mean absolute error
and mean signed error. MAE* and MSE* represent the MAE and MSE excluding non-elementary
step reactions, which are reactions 5 and 9 from Scheme 3.3. And b) lists the individual contribution
of all reactions. The numbers in the x-axis represent reactions according to Scheme 3.3.






Figure 3.5: Overview of the mean absolute error (MAE) in kJ/mol of different functionals for
reaction energies and barriers for both MTO and SCR-related reactivity catalyzed by H-SSZ-13
and Cu-SSZ-13 respectively.
Figure 3.5 shows that the error can be significantly reduced when going from PBE-D3 (GGA)
to BEEF-vdW (also GGA) or hybrid functional B3LYP-D3. The best tested functional is M06
with errors only slightly above 5 kJ/mol for acid-catalyzed reactions. When using DFT to model
reactions in zeolites, the M06 functional is a good alternative, while PBE-D3 functional estimated
MTO and SCR reactions poorly. In OME synthesis, PBE-D3 is a good choice for estimating
reaction energies with a very low MAE. However, transition states were found to be systematically
underestimated by around 20 kJ/mol. MP2 methods were considered to be used in OME synthesis
through homogeneous catalysis instead (study performed in Chapter 6).
The last step in the study is to obtain the most accurate reaction energies for the periodic model
(final numbers are shown in Scheme 3.3, above arrows), also including thermodynamic corrections
using the harmonic approximation at 473 K, which is within the range of low-temperature SCR.
Having an accurate reference method for the T46 cluster model, the only step left to perform is to
extrapolate those results limited by the size of the clusters, into the periodic structures using the
relation EPBCPBE−D3/hard−PAW − E
T46
PBE−D3/def2−TZVPP, which is the extrapolation increment added
into the ET46CCSD(T)/CBS(3,4) energies.
In this section, to calculate accurate values for reaction energies:
• A complete basis-set study was performed for CCSD;
• Comparison between MP2 and CCSD(T) with UHF and ROHF was done;
• Study of the dependency of the basis-set to calculate perturbative triples was done;
• DLPNO-CCSD(T) with different thresholds was calculated;
• Comparison between PBE-D3 using Gaussian basis-sets and PAWs was done.
For more information about convergence tests and its implications, check Section A.1.2.
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3.5 Conclusion
The accuracy of DFT in the field of zeolite catalysis was investigated using H-SSZ-13 and Cu-SSZ-
13 as an example. DLPNO-CCSD(T) is used as a reference method along with complete basis-set
extrapolation for either CCSD or MP2. For acid-catalyzed reactions with relevance to DME
synthesis and the MTO process both M06 and MP2 perform well with mean absolute errors below
10 kJ/mol. D3-corrected DFT (PBE-D3 and PBE0-D3) systematically overestimates adsorption
by as much as 20 kJ/mol, while MP2 leads to systematic errors of around 5 kJ/mol. Barriers, on
the other hand, are typically underestimated, with hybrid functionals performing better than GGA
functionals, which have MAEs of up to 42 kJ/mol (in the case of PBE-D3). Importantly, it was
observed that the errors are often systematic and similar for a given type of reaction. This means
that they could potentially be systematically corrected without the need for expensive higher-level
method calculations. This also means that energy differences across different materials can be
meaningfully compared with DFT for a given class of reactions. Both M06 and MP2 perform best
for barriers with mean absolute errors below 10 kJ/mol.
For Cu-SSZ-13-catalyzed redox reactions with relevance for SCR, we focused on the description of
reaction energies using DFT. The tested density functionals have mean absolute errors in the range
of 17 (M06) to 32 (PBE-D3) kJ/mol for elementary reactions with hybrid functionals performing
best, and similar or higher errors for the corresponding reaction barriers are expected. Importantly,
the active site studied in this work contains only a single copper atom. Multinuclear copper sites
have also been considered and the results of our study may have limited transferability in these
cases. [111] The focus of our study was on the ground-state electronic energies that have relevance
for catalysis. The ranking of functionals herein is thus with respect to an accurate description of
energies, [203] while other properties such as the ground-state density may actually be less well
described. The best performing functionals identified herein are hence not necessarily the best
choice for other properties.
Overall, our study shows that errors in barriers and reaction energies can be relatively large,
depending on the density functional, and results must therefore be analyzed carefully. Some errors
are systematic, e.g. for PBE-D3 barriers are too low and adsorption is too strong. These effects can
therefore be qualitatively anticipated to some extent and typically allow for a comparison across a
range of materials, while a quantitative analysis requires more accurate calculations.
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Chapter 4
Selective Catalytic Reduction of
NOx by Ammonia using
Cu-SSZ-13
4.1 Introduction
NOx exhaust gases, products of the oxidation of nitrogen during the combustion of fuels at high
temperatures, are still one of the major contributors to local air pollution, hence their emissions are
being strictly controlled. [127,204] These gases can be selectively reduced by ammonia under lean
conditions over different catalysts such as transition-metal exchanged zeolites and transition-metal
oxide catalysts. [41–53, 197] This chapter deals with computational investigations of the reaction
mechanism of NOx reduction with ammonia over copper-exchanged SSZ-13. The key reaction
is the formation of nitrogen and water according to Equation 4.1.1, also called the “Standard
SCR”, [45,197,198] which is a combination of Equations 4.1.2 and 4.1.3 that are depicted below.
4NH3 + 4NO + O2 −→ 4N2 + 6H2O (4.1.1)
2NH3 + NO + NO2 −→ 2N2 + 3H2O (4.1.2)
2NH3 + 3NO + O2 −→ 2N2 + 3H2O + NO2 (4.1.3)
If NO2 is present, nitrogen is also formed via Equation 4.1.2, also called “fast SCR” since its effi-
ciency, above 473 K, is at least 10 times higher than the “standard SCR”. [45,58,205] Additionally,
there is the so-called “NO activation cycle” shown in Equation 4.1.3. During the standard SCR,
there is no excess of NO2 and as the fast cycle depends on the amount of NO2 available, the
standard SCR is limited to the rate of NO2 formation. [45,61,62]
Herein we focus on Cu-SSZ-13 that has been shown to have a high activity in NOx reduction and
a high hydrothermal stability. [34,41–43,48] Studies suggest that single-copper sites in SSZ-13 are
suitable for the fast SCR, while reaction barriers were determined to be very high for the NO
activation cycle, which suggests that the splitting of molecular oxygen goes through a different
process. Copper ions are considered to be very mobile, and desorbed copper complexes such
This chapter is based on the following publication: Goncalves, T. J.; Plessow, P. N.; Studt, F., A Theoretical Study





2 pairs, have been proposed to split O2 as these barriers are considerably lower in
comparison. [45,47,61,62,162]
As shown in Chapter 3, commonly used DFT functionals are prone to significant errors for this kind
of systems. We therefore use hierarchical cluster models to correct energies by using higher-level
methods. This procedure consists of considering different layers of the catalyst, where clusters
that include the active site are cut and modeled by using accurate (and demanding) methods,
while in the periodic limit (under periodic boundary conditions) lower-level methods are used.
[73–77, 135, 136, 192] We focus on the reactivity of single sites, by optimizing periodic structures
(PBC) with DFT. Structures with 46 tetrahedral atoms (T46) are cut from the periodic structures
and saturated with hydrogen atoms in Si-terminations to perform DFT and DLPNO-CCSD(T)
single-point calculations. Clusters with one tetrahedral atom (T1) are fully optimized and only








Although considering the mobility of multiple copper ions in the chabazite framework may be
essential for the standard SCR reactions, we chose to investigate the activity of close-to-static
single-copper sites in the vicinity of aluminum atoms, with a Si/Al ratio of 35 (same framework
used in Chapter 3). With that, we evaluate reactions of the fast SCR in single-copper sites and
study a complete mechanism.
4.2 Methods
Periodic calculations were carried out with DFT using the VASP program package [186,187,189–
191] with the PAW method [186, 187] and the PBE-D3 functional to find minima and transition
states. TS scans were performed with constrained optimizations using ARPESS. [85] The dimer
method [206] and Nudged Elastic Band [84,207–209] from the Atomic Simulation Environment [87]
were also used.
To improve the reaction energies and barriers, a cluster is cut from the periodic structure, so that
the entire pore from the Cu-SSZ-13 is modeled and the H-terminations are at least five bonds away
from the active site, containing 46 tetrahedral atoms. DLPNO-CCSD(T)/def2-TZVPP [99, 185]
single-point calculations were then performed with Quasi-Restricted Orbital [107] treatment with
ORCA program package [106,107] as well as PBE-D3 with TURBOMOLE.
Geometry optimizations were performed using PBE-D3/dhf-SV(P) [89–91,97,179,184] and the RI
approximation [103] for the T1 cluster model, along with CCSD(T)/def2-TZVPP [178–181, 184]
single-points and thermodynamic corrections at 473 K using the TURBOMOLE program package,
[175, 176] to have an estimate of the Gibbs free energy profile. An optimized rhombohedral unit
cell of the Cu-SSZ-13 zeolite was used. TS scans for the T1 cluster model were performed with
relaxed potential surface scans and local quasi-Newton optimizations. [210,211]
By using the DLPNO-CCSD(T) approximation, [99,185] the performance scales well with the size
of a system compared to canonical CCSD(T), with deviations in reaction energies smaller than
10 kJ/mol. [174] The formation of an H-terminated cluster that models the relevant electronic
structure of the periodic zeolite, by cutting an amount of tetrahedral atoms, allows calculations
in real space. To study the SCR mechanism, we employ a hierarchical cluster approach (as in
Chapter 3). [73–77,135,136,192] The different cluster models are depicted in Figure 3.1 b.
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DFT energies on the periodic systems were corrected by extrapolating results from the T46 cluster
(46 tetrahedral atoms) with the DLPNO-CCSD(T) level of theory, as shown in Equation 4.1.4.
We compared intrinsic barriers to show the deviations of T46 clusters with respect to PBC. Overall,
the T46 cluster model can predict barriers with the accuracy of the periodic limit (with a MAE of
close to 5 kJ/mol) as shown in Figure B.1.
We have evaluated D1 diagnostics on the CCSD level of theory for T1 cluster models to check
how reliable single-reference coupled-cluster results are. Table B.2 shows D1 diagnostics for the
structures used in this work. Additionally, we compared DLPNO-CCSD(T) with DLPNO-CCSD
to see the contribution of perturbative triples in reaction energies and transition states for the T46
cluster models (Table B.3). Structures and barriers that may indicate multi-reference character for
the fast SCR (black cycle) are 5, 9, TS 8-91 and TS 9-10 with D1 diagnostics of 0.19, 0.24, 0.22 and
0.28 respectively, which according to ref. [181], already indicates multi-reference character (values
above 0.15 for catalysts with transition metals). We also found that structure 9 and TS 9-10 have
the biggest contributions of perturbative triples (around 50 kJ/mol). Nevertheless, the systems
that indicate multi-reference character are assumed to have no impact in our conclusions for the
fast SCR. However, the NO oxidation cycle has several structures with multi-reference character
that may impact our conclusions.
4.3 Results
We investigated the mechanism of the fast SCR cycle on copper-exchanged SSZ-13 using the
hierarchical cluster approach described above.
Scheme 4.1 shows various molecular steps of the investigated mechanism of the fast SCR cycle.
Note that this cycle is almost identical to the earlier work of Janssens et al. [45] Several molecules
can adsorb on the active site, which along the cycle can have different oxidation states, mostly +1
and +2, and +3 in rare cases. We start with the bare copper ion attached to the SSZ-13. We
calculate that the adsorption free energies for NO2 and NH3 molecules on copper to be in the range
of -100 to -50 kJ/mol, with NH3 having the most exothermic adsorption (105 kJ/mol), whereas
water and nitric oxide have adsorption free energies of around 0 kJ/mol.
We therefore start with the adsorption of ammonia as the first step in the catalytic cycle. After
coadsorption of nitrogen dioxide, a hydrogen is transfered from ammonia, creating a copper ad-
sorbed amino radical2 and nitrous acid (HNO2) in a cis configuration, that is in equilibrium with
the gas phase and can desorb. HNO2 is eventually adsorbed on a clean copper atom and split into
nitric oxide and a hydroxyl. In the next step, NO is desorbed, while the copper-adsorbed hydroxyl
reacts with ammonia producing H2O and an amino radical (or azanide) adsorbed on a Cu. This
is depicted in the “pink pathway” (cycle II) from Scheme 4.1. The Gibbs free energy profile for
nitrous acid decomposition is depicted in Figure B.2, and we found that all transition states are
reasonably low (≤ 140 kJ/mol). NH2 is then decomposed by adsorption of NO, where hydrogen
atoms are subsequently transfered to the oxygen atom releasing molecular nitrogen and water. The
process of adsorbing ammonia and NOx gases without nitrous oxide decomposition is depicted in
the “black cycle” (cycle I) from Scheme 4.1. Between structures 9 and 10, multiple isomerization
steps are omitted due to very low barriers (on the order of 10 kJ/mol).
Note that the copper atom is fairly mobile within the zeolite cage. While the bare copper prefers
1Indicates transition state between structures 8 and 9.




to adsorb at the middle of the 6-membered ring in the zeolite (40 kJ/mol more stable in Gibbs free
energy than in the 8-membered ring, Figure 3.1 b), its location at the 8-membered ring is becoming
energetically preferred upon adsorption of molecules such as ammonia and nitrogen dioxide. As
these adsorbates have shown to form structures that are more stable than clean copper in the
6-membered ring by up to 60 kJ/mol, this isomer is not considered.
The formation of Cu(NH3)
+
x complexes, confirmed by other authors, [45,47,162,212] is also briefly
investigated. According to Table B.1, the stability of Cu atoms with respect to clean Cu-SSZ-13
gets larger by increasing the quantities of ammonia adsorbed, which is slightly counter-acted by the
increase of entropy. A single molecule of ammonia adsorbed on copper leads to an adsorption free
energy of around -140 kJ/mol, while two and three molecules lead to copper becoming detached
from the zeolite under formation of Cu(NH3)2 and Cu(NH3)3 complexes. While the stability of
these complexes were calculated with PBE-D3 on the periodic model (Table B.1), it is expected
that adsorption energies are slightly higher using higher-level methods (+40 kJ/mol for a single
copper-adsorbed NH3 molecule). Note that typical amounts of ammonia during SCR are about
350-500 ppm [41–44] while our reference pressure has been set to 1 bar. By using pressure values
close to those of the experiments, e.g. 350 ppm, adsorption energies will increase by about 35
kJ/mol. We note that the total correction to adsorption energies (about +75 kJ/mol) of ammonia
on copper atoms do not influence our overall conclusions, as ammonia still strongly adsorbs on
copper atoms.
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Scheme 4.1 a) Representation of the Cu-SSZ-13 resonant structures b)Overview of the “fast
SCR” cycle, a catalytic conversion of NOx into water and N2. Copper atoms, that are connected
to oxygen atoms, which are attached to aluminum, are purely represented as “Cu+”. Cycle I is the
main ”fast SCR” cycle (with arrows in black) and cycle II depicts HNO2 decomposition (pathway
with arrows in pink). From structure 3, HNO2 is released and either resorbed on a different active
site or resorbed on the same after the black cycle resets. Color scheme: Blue – Reactants (except










































































































































































Figure 4.1 shows the free energy profile of the reaction mechanism depicted in Scheme 4.1. We
find that overall, the mechanism seems feasible as all reaction barriers are below 150 kJ/mol
with respect to the resting state (Cu-NH3). The only exception is found for the barrier between
structures 6 and 7. This barrier corresponds to the hydrogen transfer from the amino radical to
the oxygen from nitric oxide, which is calculated to 173 kJ/mol and we thus expect this to be
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the rate-determining step in the fast SCR. Conclusive answers however, need a thorough kinetic
analysis, which is beyond the scope of the present study. While it seems that the calculated free
energy barrier of 173 kJ/mol is slightly higher than what one would expect for a reaction occurring
readily at 473 K, we speculate that this is due to inaccuracies associated with the description of









Figure 4.1: Gibbs free energy profile at 473 K of the cycle depicted in black in Scheme 4.1. Reac-
tions 1-11 are labeled according to Scheme 4.1. Molecules in blue show reactants while molecules
in red show products. Barrier between structures 9 and 10 is only slightly higher (less than 5
kJ/mol) than the stability structure 9. Cu-NH3 is considered to be the resting state (∆G=0).
Color scheme for the zeolite: Si – Pink; O – Red; Al – Gray; Cu – Brown; Periodicity – Green.
Reaction rates for fast SCR were reported to be almost 10 times higher than the standard SCR.
This is due to the fact that the reduction of NO2 will recover the resting state and occurs stoi-
chiometrically, while the reduction of NO needs oxygen to partially oxidize NO to NO2. [213] The
rate-determining step in the standard SCR is expected to be the oxidation of NO to form NO2 [45]
that is depicted in Scheme 4.2.
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Scheme 4.2 Illustration of the ”NO activation cycle”. Stable adsorbates represent energetically
favorable intermediates that are formed during the oxidation process. Color scheme: Blue –



















































The oxidation of nitric oxide follows Equation 4.3.1. This formation is downhill by close to 32
kJ/mol, as shown in Figure 4.2.
2NO + O2 → 2NO2 (4.3.1)
As can be seen in Scheme 4.2, NO oxidation involves the adsorption of nitric oxide and oxygen
on copper. This leads to the formation of adsorbed atomic oxygen and NO2, which react to form
nitrates (depicted in “Stable Adsorbates”).
The formation of nitrates therefore represents an energetic “sink” leading to blockage of the active
site, rendering this reaction prohibitive at the active site investigated. One could therefore speculate
that the reaction will not occur on isolated copper sites, it needs the formation of other active
species. In fact, desorbed ammonia-copper complexes hint to be a feasible alternative for the
oxidation of nitric oxides. These complexes react simultaneously with O2, creating a complex
(depicted in Equation 4.3.2) that severs the oxygen molecular bond. Studies found that these
barriers are below 50 kJ/mol. [45, 47,162,212]





















Figure 4.2: Gibbs free energy profile at 473 K of the cycle depicted in Scheme 4.2. Reactions
1a-1g are labeled according to Scheme 4.2. Molecules in blue show reactants while molecules in red
show products. Barriers with entropy corrections that result in slightly lower free energies (1c-1d,
1d-1e and 1e-1α) than their minima are moved above 5 kJ/mol for representation purposes. 31f
and 11f represent triplet and singlet states of structure “1f”.
4.4 Conclusion
The NOx reduction to molecular nitrogen and water was investigated using a hierarchical cluster
approach employing the higher level method DLPNO-CCSD(T) for the “fast SCR” and “NO
activation cycle”. Based on the findings from our calculations, we propose a detailed reaction
mechanism. We found that nitrous acid (HNO2) is formed and released into gas phase, which
is eventually decomposed (on copper sites) into nitrogen monoxide and water by reacting with
ammonia. Barriers for the fast SCR are usually less than 140 kJ/mol with the exception of the
hydrogen transfer between an amino radical and nitric oxide, that leads to a barrier of 173 kJ/mol.
Our calculations on the oxidation of NO on single copper sites show that these have prohibitively
high barriers [45,61] of 265 and 285 kJ/mol. This has also been found in earlier studies and indicate
to the necessity for copper to form dimers to reduce reaction barriers to a reasonable level.
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Chapter 5
Synthesis of Oxymethylene
Dimethyl Ethers using H-BEA
5.1 Introduction
Oxymethylene dimethyl ethers (OMEs) are being considered as an alternative synthetic fuel for
the transportation sector where they are receiving growing interest as diesel fuel substitutes owing
to their favorable properties regarding the reduction of soot and NOx. [22, 23, 215–219] OME
production is based on methanol which can be produced from syngas, derived from renewable
resources.
Oxymethylene dimethyl ethers1 were discovered early in twentieth century by Staudenger, a ger-
man chemist, and have the general formula CH3-(O-CH2)n-O-CH3. OMEs can be synthesized
via oligomerization of formaldehyde (FA) and end-capping of the oligomers by acetalization with
methanol. The general route for OME synthesis from MeOH and FA is shown in Scheme 5.1.
The main drawback of this reaction is that it produces stoichiometric amounts of water, which
promotes the formation of byproducts and lowers the OME yield. [220,221]







Variations of the synthesis route shown in 5.1 differ in the choice of FA sources and end-capping
reagents. The reaction of trioxane (TOX) as the FA source with OME1 as the end-capping reagent
group has attracted recent interest as the reaction proceeds without the formation of water. [222]
OME1 provides the end-capping groups, while TOX provides three FA units. Additionally, OME1
introduces another FA unit, formally leading to simple chain growth of OME1 to OMEn, as shown
in Scheme 5.2.
This chapter is based on the following publication: [214] Adapted with permission from Goncalves, T. J.; Plessow,
P. N.; Studt, F., Theoretical investigation of the acid catalyzed formation of oxymethylene dimethyl ethers from
trioxane and dimethoxymethane. ACS Catal. 2017, 7, 3615–3621. Copyright 2017 American Chemical Society.
1Also denoted as Polyoxymethylene Dimethyl Ethers (POMEs)
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While the direct reaction between OME1 and integer numbers of TOX as depicted in Scheme 5.2
would produce only OME(3T+1), where T is the number of trioxane molecules added, one usually
finds all OMEs according to their thermodynamic equilibrium concentration. [222] The formation
of OMEs other than OME4, OME7, etc., may result from a reaction mechanism that proceeds
via single FA units and therefore directly accesses all OMEs or from subsequent transacetalization
between OMEs (Scheme 5.3).
Scheme 5.3 Transacetalization that effectively transfers ∆n FA units from one OME to the other.
OME(n)
catalyst
+ OME(m) OME(n+Δn) + OME(m-Δn)
Different acidic catalysts were explored for this synthesis route, most of them being based on ion
exchange resins [22, 215, 216, 222–224] and acidic zeolites such as H-ZSM5 [225] and BEA. [226]
Suggestions on the reaction mechanism have been reported in the literature. [223] There are,
however, no theoretical studies exploring the exact nature of intermediates and transition states
for zeolites. Herein, we present a density functional theory (DFT) study of the reaction mechanism
using H-BEA as the catalytic material and employing an explicit solvent correction scheme.
The first steps in investigating the OME synthesis are studying the location of the active site of the
catalyst considered, the influence of the solvent exerted in the catalytic reaction of the formation
of OMEn, followed by a thermodynamic analysis.
5.2 Methods
Structures were optimized using DFT, employing the PBE functional. Energies were obtained as
single points from these structures using the PBE-D3 method, the PBE functional, and Grimme’s
dispersion correction. [91,97] We verified that structures change only slightly upon reoptimization
at the PBE-D3 level so that the employed level of theory PBE-D3//PBE is a good approximation
with deviations in reaction energies below 5 kJ/mol. Periodic calculations were carried out with
the projector-augmented-wave (PAW) method using the VASP program package in version 5.4 as
well as the standard VASP-PAWs. [186,187] An energy cutoff of 400 eV was used for the expansion
of the wave function in the plane wave basis set, and 800 eV was used if the volume of the unit
cell was changed in the optimization of cells. The Brillouin-zone was sampled at the Γ-point
and Gaussian-smearing with a width of 0.1 eV was used. Benchmark calculations at the MP2
and CCSD(T) level of theory were carried out as single-point calculations with the def2-TZVPP
basis-set, the resolution-of-the-identity approximation and appropriate auxiliary basis-sets, and the
TURBOMOLE program package. [178,179] Free energies in the gas phase were obtained within the
usual rigid rotator and harmonic oscillator approximation at T = 300 K. Harmonic force constants
were obtained from a central finite difference scheme where, in addition to the adsorbate, only part
of the zeolite, the involved oxygen atom, and the adjacent Al and Si atoms were included. All
transition states were verified to contain only a single imaginary harmonic frequency corresponding
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to the transition vector of the reaction. Because the harmonic approximation can lead to inaccurate
entropies for apparent low frequency vibrations in solution, all frequencies of adsorbates on the
zeolite were raised to 100 cm−1 if they were below this value. [227] Imaginary frequencies of minima
occurred in three cases, resulting from extremely soft vibrational modes, and small numerical
inaccuracies of the finite difference scheme for force constants were also raised to this value. In
some cases, the entropic contributions to the free energy of small activation barriers resulted in
small or even formally negative activation free energies. In these cases, the activation free energies
were kept at 5 kJ/mol. Free energies in solution were then obtained by adding the solvation free
energies, as shown in Equation 5.2.1.
Gl(χ) = Gg(p) + ∆Gsolv(χ, p) (5.2.1)
We chose a reference molar fraction of χ = 1 with the exception of methanol, which is formed
only in catalytic amounts during the initiation reaction. Here, we used χ ≈ 1.5 × 10−4, which is
the approximate concentration of active sites in experiments. For some reactions that differ only
in chain length, results were extrapolated from lower chain lengths. This concerns the reaction of
A4 to A7 (abbreviations taken from Scheme 5.4), which we assume to have the same free energy
profile relative to A4 as that of the reaction from A1 to A4, which we explicitly computed. The
same assumption was made for the insertion of FA, where only the first reaction (A1 to A2) was
explicitly computed, and the subsequent reactions (A2 to A3 and A3 to A4) are assumed to have
the same barriers and reaction free energies. Details of energies and each contribution to the energy
of each molecule (e.g. ZPVE and solvation corrections) are available in Table C.3.
5.3 Active Site and Solvation Models
5.3.1 Active Site
Our investigations focus on H-BEA-25 as one of the acidic catalysts that has been used experi-
mentally, [226] with a Si:Al ratio of 25:1. We hence expect mainly isolated aluminum atoms within
the pores of this catalyst and model the material by using one aluminum atom per unit cell of the
zeolite (and thus a Si:Al ratio of 63:1). The structure of BEA gives rise to nine different isomers
upon exchange of silicon with aluminum. Furthermore, the reactions can generally occur at any
of the oxygens adjacent to Al that are exposed toward the pores of the zeolite. For this reason,
we have tested three symmetry-inequivalent substitution-position for aluminum, which are shown
in Figure 5.1 and labeled T1, T2 and T3. T1 is at the intersection of two pores which run in
orthogonal directions along the (100) and (010)-direction. These positions are therefore expected
to provide more room for reaction with bulky substrate due to lower steric repulsion with the
surrounding walls.
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Figure 1 Model of the zeolite, showing the position of aluminum 
chosen to represent the active site in the precatalyst, abbreviated 
below as Al-OH or X0. The unit cell is also indicated, view along 
the (01v0)-direction. Color code: Al = blue, H = black, Si = gray, 
O = orange. 
Catalytic	 conversion	 of	 OME1	 with	 TOX:	 The	 reaction	
mechanism	 of	 OME1	 and	 TOX	 can	 be	 divided	 into	 initia-
tion,	chain-growth	and	termination	as	outlined	 in	Scheme	
4.	 Initiation	starts	through	reaction	of	the	acid	site	(Al-O-
H)	with	 OME1	 to	 form	 Al-O-CH2-OMe	 along	 with	 the	 re-
lease	of	methanol.	Al-O-CH2-OMe	thus	already	contains	the	
building	block	of	an	OME	and	further	chain	growth	occurs	
via	 reaction	 with	 FA	 sources	 (FA	 or	 TOX)	 to	 give	 Al-(O-
CH2)n-OMe.	 Termination	 occurs	 through	 reaction	 with	
another	OME	via	transacetalization(comma	here?)	releas-
ing	an	OME	and	recovering	the	resting	state,	Al-(O-CH2)m-
OMe,	which	 only	 differs	 in	 chain	 lengths,	m	 vs.	 n.	 As	 the	
reaction	proceeds	and	more	OMEs	are	 formed,	 this	 trans-
acetalization	 gives	 access	 to	OMEs	of	all	 chain	 lengths,	 as	
illustrated	 in	 Scheme	 4.	 Two	 different	 mechanisms	 for	






Scheme 4. Overview over reactions occurring in OME 
synthesis. The active size of the catalyst, a four-fold coor-
dinated Al atom is abbreviated by Al, omitting three oygen 
atoms for clarity. Intermediates are labelled An, Bn, Cn and 
Dnm where Dnm includes all possible m1 and m2. 
We	will	now	discuss	the	outcome	of	our	calculations	for	
the	 entire	 reaction	 mechanism	 starting	 with	 initiation,	
followed	 by	 chain-growth	 via	 the	 TOX-mechanism	 and	
termination.	In	order	to	treat	effects	of	solvation	and	inter-
action	between	reactants	and	zeolite	pores	accurately,	we	
will	 briefly	 introduce	 our	 approach	 to	 take	 solvation	 ef-
fects	and	dispersion	forces	into	account.	
Solvent	corrections:	Solvation	enthalpies	have	been	de-
termined	 for	 all	 molecules	 and	 for	 selected	 zeolites	 by	
explicit	 solvation.	 This	 approach	 was	 chosen	 since	 the	
solvation	enthalpy	is	almost	entirely	due	to	van-der-Waals	
(vdW)	interactions.	These	kind	of	interactions	are	general-
ly	 difficult	 to	 account	 for	 with	 implicit	 solvation	 models	
and	 for	 periodic	 structures	 available	 models	 have	 been	
validated	 mainly	 for	 cases	 were	 electrostatic	 interaction	
dominates.20-22		
We	have	chosen	OME1	as	 the	 solvent	although	 initially	
TOX	 is	 also	 present	 and	 the	 composition	 of	 the	 solution	
changes	with	 conversion	 and	 thus	 also	 contains	 OMEs	 of	
various	 chain	 lengths.	Given	the	 similarity	between	these	
molecules,	 however,	 we	 expect	 this	 to	 be	 a	 reasonable	
approximation.	The	solvation	of	molecules	(OME,	FA,	TOX)	
is	calculated	by	placing	them	in	the	environment	of	solvent	
OME1-molecules,	 where	 different	 initial	 structures	 were	

















































































Figure 5.1: Model of the zeolite showing the position of aluminum (T1) to illustrate the active
site position in the precatalyst, abbreviated as Al-OH or X0. The other symmetry-inequivalent
position of the Al investigated in this work are depicted as T2 and T3. The unit cell is also
indicated with view along the (01̄0) direction. Color code: Al = blue, H = black, Si = gray, O =
orange.
The stability of various intermediates relative to the reference energy of the T1 position are listed
in Table C.1. In addition to the choice of Al-position, different reactions occur at different adjacent
oxygen atoms (up to four), which are also listed in Table C.1. It can be seen that for most structures
the most stable O-isomers of the three Al-isomers are within a range of 10 kJ/mol, e.g. we expect
no significant difference in reactivity, when considering T1, T2 or T3. Transition state TS A1-B1
is an exception as all T2- and T3-isomers are at least 10 kJ/mol less stable than T1. This is due to
the pore structure, where T1 provides most space for the alkylation of TOX. Despite the preferred
locations of aluminum not being known experimentally, our calculations indicate that there are no
significant differences for the intrinsic reactivity related to the various possible structural motifs.
However, the chosen position can best accommodate bulky adsorbates and is therefore slightly
more favorable for the reaction involving the ring-opening of TOX.
5.3.2 Explicit Solvation and Hydrogen-bonding
Since OME synthesis takes place in solution, solvation enthalpies were determined for all molecules
and for selected zeolites by explicit solvation using periodic b undary conditions. This approach
was chosen because the solvation enthalpy is almost entirely due to van der Waals (vdW) interac-
tions, which is shown by comparison of the functional PBE with dispersion corrections (D3) and
PBE without D3. This is deduced from the fact that solvation energies computed with PBE are
neglegible (<5 kJ/mol) and PBE without D3 corrections do not account for vdW interactions. An
exception are molecules that form hydrogen bonds and this will be discussed last in this subsection.
These kinds of interactions are generally difficult to account for with implicit solvation models,
and for periodic structures, available models were validated mainly for cases where electrostatic
interactions dominates. [228–230] The other issue is that the cavities constructed by most implicit
solvent models, are not ideal to describe complex catalysts such as zeolites. These models usually
replace the vacuum with a dielectric constant that defines the solvent, based on the constructed
cavity, through a smoothened function to avoid a sudden solvent-to-solute region transition (with
what would be a Heaviside step type of function). The problem is that in zeolites, for instance,
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implicit models fail to predict which pores the solvent molecules cannot fit, which leads to error
accumulation due to artificial interactions of the structure with a non-existent solvent.
We chose OME1 as the solvent, although initially, TOX is also present, and the composition of the
solution changes with conversion and thus also contains OMEs of various chain lengths. Given the
similarities between these molecules, however, we expect this to be a reasonable approximation.
We have also considered two types of solvation structures. First of all, molecules such as OME, FA,
and TOX have been placed in a large unit cell, where different initial structures were generated by
manually rotating and translating adjacent solvent molecules into a few different orientations and
by changing the number of solvent molecules per unit cell until it reaches a minimum in energy.
This closely resembles the actual solvation structure and is labeled Hsolv(l). Secondly, we have
considered self-solvation, where the molecules have been placed in minimal unit cells containing
only one molecule. This corresponds to a molecular crystal and is labeled Hsolv(s). In both cases,
structures as well as the volume of the unit cells were fully optimized at an increased energy cutoff
of 800 eV. Since solvation is mainly due to vdW interactions and the structure of most molecules
(OMEn, TOX) is similar, Hsolv(l) and Hsolv(s) deviate typically by less than 10 kJ/mol, as shown
in Table C.2, giving confidence in the accuracy of the obtained solvation energies. Similar to what







Figure	 S7	 Solvation	 energy	 of	 zeolites	 with	 adsorbates	 as	 a	
function	of	the	number	of	carbon	atoms	of	the	adsorbate.	
HYDROGEN BONDING 
As	 can	 be	 seen	 in	 Figures	 S6	 and	 S7,	 significant	 deviations	
from	the	observed	trends	for	solvation	occur	when	hydrogen	
bonds	are	present.	This	concerns	the	zeolite	precursor,	Al-OH	
and	methanol.	 For	 self-solvation	 of	methanol	 in	 the	 smallest	
unit	 cell,	 hydrogen	 bonding	 is	 geometrically	 impossible	 and	
only	 occurs	 when	 two	methanol	 molecules	 per	 unit	 cell	 are	
used.	
Since	 Al-OH	 is	more	 acidic,	 the	 H-bond	 to	 OME1	 is	 stronger	
than	 for	methanol.	 Using	 PBE	 calculations	 to	 separate	 vdW-
effects	 from	 hydrogen	 binding,	 we	 estimate	 the	 hydrogen	
binding	 strengths	 with	 OME1	 as	 the	 acceptor	 to	 be	 roughly	
∆H =	-70	 kJ/mol	 and	 -20	 kJ/mol	 for	 Al-OH	 and	 methanol.	
Importantly,	directed	interaction	of	a	H-bond	leads	to	a	signif-
icant,	 negative	 association	 entropy	 that	 becomes	 generally	
more	 negative	 as	 the	 hydrogen	 bond	 becomes	 stronger.2-3	
Measured	 values	 for	 association	of	 4-fluorophenyl	with	 vari-
ous	ethers	vary	 in	 the	range	of	∆H	of	 -20	 to	 -30	kJ/mol	with	
corresponding	 free	 energies	 ∆G	 in	 the	 range	 of	 -10	 to	 -15	
kJ/mol.2	The	 free	 energy	∆G	grows	with	∆H,	 roughly	 linearly	
with	a	slope	of	0.5,	as	can	also	be	extracted	from	the	compila-
tion	 of	 data	 in	 ref	 3.	 Using	 the	 approximation	 of	 this	 linear	
relationship,	we	extrapolate	the	contribution	of	entropic	cor-
rections,	 −∆S×T,	 to	 hydrogen	 bonding	 at	 300	 K	 to	 be	 10	
kJ/mol	 for	methanol	and	35	kJ/mol	 for	Al-OH.	The	discussed	
deviation	 of	 the	 solvation	 enthalpies	 of	 Al-OH	 and	methanol	
from	 Eqs.	 (2)	 and	 (3)	 are	 taken	 into	 account	 by	 correcting	
methanol	 by	 the	 difference	 of	 these	 deviation,	which	 is	+40	
kJ/mol.	The	difference	in	solvation	entropies	of	the	hydrogen	
bonds	 contributes	 -25	 kJ/mol	 to	 the	 difference	 in	 solvation	
free	 energies	 (through	 −∆S×T).	 Overall,	 we	 estimate	 that	
hydrogen	 bonding	 changes	 the	 free	 energy	 of	 the	 initiation	
reaction	by	15	kJ/mol	in	favor	of	Al-OH.	
EFFECT OF SOLVATION 
As	discussed	in	the	main	text,	the	reaction	takes	place	in	solu-
tion	 in	 conditions	 under	 which	 all	 species	 (except	 FA)	 are	
themselves	 liquid	in	their	pure	substances.	Most	of	the	 inter-
action	 in	 the	 solvent	 is	 due	 to	 vdW-interactions.	 Figure	 S8	
shows	 a	 gas-phase	 free	 energy	 profile	 for	 the	 reaction	 using	
PBE-D3	and	standard	states	of	p=1	bar.	The	free	energy	pro-
file	 is	 completely	 different	 from	 that	 discussed	 in	 the	 main	
text	 for	solvation.	This	 is	not	surprising	since	the	empty	zeo-
lite	used	in	the	calculation	represents	an	unstable	species	and	
the	diagram	Figure	 S8	 essentially	 predicts	 that	 all	molecules	
will	condensate	in	the	zeolite.	The	obtained	diagram	in	Figure	
S8	mainly	depicts	the	magnitude	of	this	condensation	energy	



















Figure 5.2: Solvation energies of the different molecules, methanol(s)* contains two molecules
per unit cell.
In Figure 5.2, the solvation energy increases linearly with the number of carbon atoms of the
molecule. The obtained solvation energies are listed in Table C.2 and generally agree well with the
experimental solvation enthalpies (between -20 to -60 kJ/mol for FA to OME4). In most cases, the
computed solvation energies are more stable by around 10 kJ/mol which can be explained by the
fact that the thermal motion in solution is not taken into account and that they really correspond
to solvation enthalpies at T = 0 K and correspond in fact to a (albeit somewhat disordered)
crystal. The linear relationship of solvation energy as a function of the number of carbon atoms
has been fitted (Equation 5.3.1) and used to compute all solvation enthalpies. An exception is
FA, which deviates significantly and here the computed value of -33 kJ/mol has been used. The
deviation of methanol molecules comes from hydrogen-bond formation, which is discussed last
in this subsection. With the exception of these cases, enthalpies are in good agreement with
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experimental reference values, it is also expected that this will also apply to solvation energies
within zeolite pores. Choosing the number of carbon atoms, nC, as our descriptor allows us to
correlate the solvation enthalpy through Equation 5.3.1, giving a linear dependence.
∆Hzeolitesolv (kJ/mol) ≈ −12.4× nC − 2.3 (5.3.1)
Solvation of zeolite structures has been carried out with the same approach, e.g. through explicit
solvation with OME1 molecules. While for the molecular structures discussed above, the optimal
density of the solvent (OME1) was obtained through optimization of the volume of the unit cell at
a constant number of solvent molecules per unit cell, this is not possible for the zeolite structures.
Here, at a constant unit cell of the zeolite structure, the number of OME1 molecules in the zeolite
pore has been optimized as shown in Figure 5.3 a).
somewhat disordered) crystal. These enthalpies are therefore in
good agreement with experimental reference values, and we
expect that this will also apply to solvation energies within
zeolite pores. Choosing the number of carbon atoms, nC, as our
descriptor allows us to correlate the solvation enthalpy through:
Δ ≈ − × −H n(kJ/mol) 12.4 2.3solvmolecule C (2)
giving a linear dependence. Equivalently, we studied the
solvation enthalpies of zeolites, where sev ral structures wi h
varying amounts of OME1 solvent molecules in the pores of
the zeolite were generated (Figure 2a). We found a linear
relationship with the size of the adsorbate in the zeolite. In
contrast to eq 2, the solvation energy of zeolite structures
becomes smaller when the adsorbate is larger because less
solvent molecules will fit into the pore:
Δ ≈ × −H n(kJ/mol) 8.0 288.8solvzeolite C (3)
as shown in Figure 2b. Significant deviations from eqs 2 and 3
can occur when hydrogen bonds between solute and solvent
are present (see Figures S6 and S7 and Table S2). This mainly
concerns the precatalyst Al-OH and methanol. Because the
number of hydroxyl group is always preserved (e.g., Al-OH
releases methanol when initialized to Al-CH2-OMe), there is
partial cancellation of the effect of hydrogen bonding. We
estimate that Al-OH is stabilized by 15 kJ/mol relative to
methanol in terms of solvation free energies due to hydrogen
bonding, and this value was added to the solvation free energy
of methanol. This estimate is based on computed hydrogen
bonding energies as well as experimental literature data for
entropies for hydrogen bonds27,28 (see the Supporting
Information for more details).
Concerning solvation entropies, in the rigid-rotator/
harmonic-oscillator approximation, the solvated and unsolvated
zeolite and adsorbate differ only in their vibrational frequencies,
which is taken into account implicitly through the shift of small
harmonic frequencies to 100 cm−1, as discussed above.22,29 We
therefore approximate:
Δ ≈S 0.solvzeolite (4)
We found that solvation entropies are for OMEs, FA and
TOX approximated well as a temperature-dependent fraction of
the gas-phase entropies (−0.25 and −0.35, respectively), which
we used to empirically determine the solvation entropies, e.g. at
T = 300 K:
Δ ≈ − ×S S0.25n nsolvOME gOME (5)
Mechanism of the Catalytic Reaction. We discuss below
the reaction pathway shown in Scheme 4 using the solvation
model introduced above together with the PBE-D3 functional.
Calculations with PBE and with PBE-D3 without solvation
corrections are shown in Figures S8 and S9 for comparison.
Initiation starts by protonation of OME1 followed by release
of methanol (Scheme 4). This reaction is about 30 kJ/mol
uphill in energy. However, because the concentration of OME1
is much higher than the resulting catalytic amount of methanol,
the initiation reaction is more favorable in terms of free energy.
Explicitly accounting for this, as mentioned in the methodology
section, yields a free energy difference of ΔG = 6 kJ/mol at a
methanol molar fraction of χ ≈ 1.5 × 10−4 (Figure 3).
Methanol, driven by entropy due to the low concentration of
these species, will also react with various OMEs to produce
hemiformals Me-(O-CH2)n-OH and OME1, thus further
shifting equilibrium from protonated (Al-OH) to alkylated
(Al-O-CH2-R) acid sites.
Chain growth is facilitated by reaction of the alkylated zeolite
(Al-O-CH2-OMe) with TOX forming a zwitterionic species
where the TOX rings stay intact (Scheme 4). In a subsequent
step, the remaining Al-O− moiety opens the positively charged
alkylated TOX ring in a nucleophilic attack, resulting in the
chain growth of the alkylated zeolite (Al-(O-CH2)4-OMe). All
barriers are relatively low, and the highest barrier (55 kJ/mol)
results mainly from the fact that the chain growth is unfavorable
regarding entropy. Further chain growth continues with the
same mechanism with the estimated barriers being on the order
of 84 kJ/mol, again mainly for entropic reasons.
Chain growth, defined by the insertion of FA units, always
competes with termination processes, where the Al-(O-CH2)n-
OMe moiety alkylates an OME instead of TOX. This leads to
the branched cationic intermediate shown in Scheme 4 (Dnm,
depicted in green) that can react with the remaining anionic Al-
O−-group. This reaction can either be degenerate, e.g. revert to
Figure 2. (a) Determination of the solvation energy of a given zeolite
structure by variation of the number of solvent molecules to obtain the
solvation energy as the optimum (minimal) reaction energy. The inset
shows the solvation process where the zeolite (structure A1) is shown
in gray, the solvent in yellow, and the adsorbate color coded (C:
brown, O: red, H: white). (b) Solvation energy of zeolites with
adsorbates as a function of the number of carbon atoms of the
adsorbate.
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somewhat disordered) crystal. These enthalpies are therefore in
good agreement with experimental reference values, and we
expect that this will also apply to solvation energies within
zeolite pores. Choosing the number of carbon atoms, nC, as our
descriptor allows us to correlate the solvation enthalpy through:
Δ ≈ − × −H n(kJ/mol) 12.4 2.3solvmolecule C (2)
giving a linear dependence. Equivalently, we studied the
solvation enthalpies of zeolites, where several structures with
varying amounts of OME1 solvent molecules in the pores of
the zeolite were generated (Figure 2a). We found a linear
relationship with the size of the adsorbate in the zeolite. In
contrast to eq 2, the solvation energy of zeolite structures
becomes smaller when the adsorbate is larger because less
solvent molecules will fit into the pore:
Δ ≈ × −H n(kJ/mol) 8.0 288.8solvzeolite C (3)
as shown in Figure 2b. Significant deviations from eqs 2 and 3
can occur when hydrogen bonds between solute and solvent
are present (see Figures S6 and S7 and Table S2). This mainly
concerns the precatalyst Al-OH and methanol. Because the
number of hydroxyl group is always preserved (e.g., Al-OH
releases methanol when initialized to Al-CH2-OMe), there is
partial cancellation of the effect of hydrogen bonding. We
estimate that Al-OH is stabilized by 15 kJ/mol relative to
methanol in terms of solvation free energies due to hydrogen
bonding, and this value was added to the solvation free energy
of methanol. This estimate is based on computed hydrogen
bonding energies as well as experimental literature data for
entropies for hydrogen bonds27,28 (see the Supporting
Information for more details).
Concerning solvation entropies, in the rigid-rotator/
harmonic-oscillator approximation, the solvated and unsolvated
zeolite and adsorbate differ only in their vibrational frequencies,
which is taken into account implicitly through the shift of small
harmonic frequencies to 100 cm−1, as discussed above.22,29 We
therefore approximate:
Δ ≈S 0.solvzeolite (4)
We found that solvation entropies are for OMEs, FA and
TOX approximated well as a temperature-dependent fraction of
the gas-phase entropies (−0.25 and −0.35, respectively), which
we used to empirically determine the solvation entropies, e.g. at
T = 300 K:
Δ ≈ − ×S S0.25n nsolvOME gOME (5)
Mechanism of the Catalytic Reaction. We discuss below
the reaction pathway shown in Scheme 4 using the solvation
model introduced above together with the PBE-D3 functional.
Calculations with PBE and with PBE-D3 without solvation
corrections are shown in Figures S8 and S9 for comparison.
Initiation starts by protonation of OME1 followed by release
of methanol (Scheme 4). This reaction is about 30 kJ/mol
uphill in energy. However, because the concentration of OME1
is much higher than the resulting catalytic amount of methanol,
the initiation reaction is more favorable in terms of free energy.
Explicitly accounting for this, as mentioned in the methodology
section, yields a free energy difference of ΔG = 6 kJ/mol at a
methanol molar fraction of χ ≈ 1.5 × 10−4 (Figure 3).
Methanol, driven by entropy due to the low concentration of
these species, will also react with various OMEs to produce
hemiformals Me-(O-CH2)n-OH and OME1, thus further
shifting equilibrium from protonated (Al-OH) to alkylated
(Al-O-CH2-R) acid sites.
Chain growth is facilitated by reaction of the alkylated zeolite
(Al-O-CH2-OMe) with TOX forming a zwitterionic species
where the TOX rings stay intact (Scheme 4). In a subsequent
step, the remaining Al-O− moiety opens the positively charged
alkylated TOX ring in a nucleophilic attack, resulting in the
chain growth of the alkylated zeolite (Al-(O-CH2)4-OMe). All
barriers are relatively low, and the highest barrier (55 kJ/mol)
results mainly from the fact that the chain growth is unfavorable
regarding entropy. Further chain growth continues with the
same mechanism with the estimated barriers being on the order
of 84 kJ/mol, again mainly for entropic reasons.
Chain growth, defined by the insertion of FA units, always
competes with termination processes, where the Al-(O-CH2)n-
OMe moiety alkylates an OME instead of TOX. This leads to
the branched cationic intermediate shown in Scheme 4 (Dnm,
depicted in green) that can react with the remaining anionic Al-
O−-group. This reaction can either be degenerate, e.g. revert to
Figure 2. (a) Determination of t e solvation energy of a given z olite
structure by varia i n of the number of solvent molecules to obtain the
solvation energy as the optimum (minimal) reaction energy. The inset
shows the solvation process where the zeolite (structure A1) is shown
in gray, the solvent in yellow, and the adsorbate color coded (C:
brown, O: red, H: white). (b) Solvation energy of zeolites with
adsorbates as a function of the number of carbon atoms of the
adsorbate.
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Figure 5.3: a) Determination of the solvation energy of a given zeolite structure by variation of
the number of solvent molecules to obtain the solvation energy as the optimum (minimal) rea tion
energy. The inset shows the solvation process where the zeolite (structure A1) is shown in gray,
the solvent in yellow, and the adsorbate color coded (C: brown, O: red, H: white). b) Solvation
energy of zeolites with adsorbates as a function of the number of carbon atoms of the adsorbate.
The notations An, Dnm and Xn correspond to the labels defined i Scheme 5.4.
Using the data from Figure 5.3 b), we found a linear relationship with the size of the adsorbate in
the zeolite and the solvation energy, shown in Equatio 5.3.2. In contrast o Equation 5.3.1, he
solvation energy of zeolite structures becomes smaller when the adsorbate is larger because fewer
solvent molecules will fit into the pore. To improve our estimation of the linear relationship for the
solvation of zeolite structures, we also included the structures required to determine the optimum
number f solvent molecules. For xample, the solvation energy of A0 (labels defined in Scheme
5.4), already solvated with two OME1 molecules is also included.
∆Hzeolitesolv (kJ/mol) ≈ 8.0× nC − 288.8 (5.3.2)
Focusing on the most important structures, we have also explicitly solvated TS A1-A2 (labels
defined in Scheme 5.4), the rate-limiting TS for the FA-pathway. The energy barriers for the
TOX- and FA-pathway are 29 (32) kJ/mol and 17 (20) kJ/mol using the developed solvation
model (explicit solvation). This level of agreement is certainly fortuitous but supports the validity
of the approximate solvation model. A more accurate determination of the relative rates for TOX-
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and FA-pathway would not only require more accurate solvation energies but also more accurate
electronic energies and also entropies in solution.
As observed in Figures 5.2 and C.2, significant deviations from the trends for solvation occur when
hydrogen bonds are present. This mainly concerns the zeolite precursor, Al-OH and methanol,
these exceptions were excluded in obtaining the linear regression Equations 5.3.1 and 5.3.2 and
were considered separately. Since the number of hydroxyl groups is always preserved (e.g., Al-OH
releases methanol when initialized to Al-CH2-OMe), there is partial cancellation of the effect of
hydrogen bonding. For self-solvation of methanol in the smallest unit cell, hydrogen bonding is
geometrically impossible and only occurs when two methanol molecules per unit cell are used.
Since Al-OH is more acidic, the H-bond to OME1 is stronger than for methanol. Using PBE
calculations to separate vdW-effects from hydrogen binding, we estimate the hydrogen binding
strengths with OME1 as the acceptor to be roughly ∆H =-70 kJ/mol and -20 kJ/mol for Al-OH and
methanol. Importantly, directed interaction of a H-bond leads to a significant, negative association
entropy that becomes generally more negative as the hydrogen bond becomes stronger. [232, 233]
Measured values for association of 4-fluorophenyl with various ethers vary in the range of ∆H of
-20 to -30 kJ/mol with corresponding free energies ∆G in the range of -10 to -15 kJ/mol. [232]
The free energy ∆G grows with ∆H, roughly linearly with a slope of 0.5, as can also be extracted
from the compilation of data available in the Supporting Information from ref. [233]. Using the
approximation of this linear relationship, we extrapolate the contribution of entropic corrections,
-T∆S, to hydrogen bonding at 300 K to be 10 kJ/mol for methanol and 35 kJ/mol for Al-OH. The
discussed deviation of the solvation enthalpies of Al-OH and methanol from Equations 5.3.1 and
5.3.2 are taken into account by correcting methanol by the difference of this deviation, which is
+40 kJ/mol.2 The difference in solvation entropies of the hydrogen bonds contributes -25(10-35)
kJ/mol to the difference in solvation free energies (through -T∆S). Overall, we estimate that
hydrogen bonding changes the free energy of the initiation reaction by 15 (40-25) kJ/mol in favor
of Al-OH. This value was added to the solvation free energy of methanol.
5.3.3 Thermodynamics
For all involved reactants and products (OMEn, FA, TOX) experimental solvation enthalpies
and entropies are known. Experimental data as well as fitted coefficient for interpolation have
been taken from ref. [215]. Vapor pressures and heats of vaporization have been calculated using
Equations 5.3.3 and 5.3.4 together with the parameters in Tables 9 and 10 of ref. [215]. From
the vapor pressures of the pure substances, we can deduce the free energies of solvation of the
substances within themselves (Equation 5.3.3).




Having the solvation free energy and enthalpy, we can then deduce the solvation entropy through
Equation 5.3.4.
∆Ssolv(χ = 1) =
∆Hsolv(χ = 1)−∆Gsolv(χ = 1)
T
(5.3.4)
2This value actually corresponds to the average of: 1) The difference between ∆Hsolv of Al-OH and methanol
using PBE (only H-bonds), which is +50(-20+70) and 2) the difference between ∆Hsolv(only H-bonds) of Al-OH
and methanol using the interpolated values from the stated equations (no H-bonds) and the explicit result (with
H-bonds), which is around +30. As both methods should provide approximately the same result.
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Solvation enthalpies, free energies and entropies are shown in Figures C.3-C.5 as a function of
temperature. In Figure C.6, we furthermore show that the ratio of the solvation entropy to the
entropy of the molecule in gas-phase is at reference pressure of 1 bar and T ≈ 300 K, around 0.35
for TOX and FA and around 0.25 for the OMEs. One can therefore deduce the solvation entropy
from the gas phase entropy, in the rigid rotator and harmonic oscillator approximation, using a
scaling factor. For TOX and FA, we found that ∆S
TOX/FA
solv ≈ −0.25 × S
TOX/FA
gas while for OMEs
∆SOMEnsolv ≈ −0.35× S
TOX/FA
gas .
Concerning solvation entropies for the zeolite, they differ only in their vibrational frequencies,
which are taken into account implicitly through the shift of small harmonic frequencies to 100
cm−1. [227,234] We therefore approximate ∆Szeolitesolv ≈ 0.
The formation of OMEn from OME1 and TOX is almost thermoneutral (∆G298K = −6 kJ/mol),
[222] thus limiting the equilibrium of the catalytic process. We first focus on the accuracy of
modeling the thermodynamics using DFT calculations, which were confirmed to be accurate within
5 kJ/mol with MP2 and CCSD(T) calculations. The calculated formation energy of TOX is -48
kJ/mol, relative to one FA-equivalent. The stability of OMEn relative to that of OME1 is then




TOX→ OME(n+ 1) (5.3.5)




TOX→ OME(n+ 1) (5.3.6)
The reaction energy of the latter reaction is essentially independent of n and calculated to ∆En =
−12(−11) kJ/mol using DFT-PBE-D3 (MP2) with n-dependent deviations of 1 kJ/mol. One can
easily change the reference from TOX to FA by adding the relative stability of TOX to obtain
∆En = −58 kJ/mol relative to FA. At T > 0 K, formation of OMEs becomes less favorable due
to a loss in entropy from condensation. Higher OMEs become progressively less stable at higher
temperatures. At room temperature, TOX is more stable than FA; however, with increasing
temperature, FA becomes more stable for entropic reasons.
5.4 Results
The reaction mechanism of OME1 and TOX can be divided into initiation, chain growth, and
termination, as outlined in Scheme 5.4. Initiation starts through reaction of the acid site (Al-OH)
with OME1 to form Al-O-CH2-OMe thus already containing the building block of an OME, and
further chain growth occurs via reaction with FA sources (FA or TOX) to give Al-(O-CH2)n-OMe.
Termination occurs through reaction with another OME via transacetalization, releasing an OME
and recovering the resting state, Al-(O-CH2)m-OMe, which differs only in chain length, m vs n.
As the reaction proceeds and more OMEs are formed, this transacetalization gives access to OMEs
of all chain lengths, as illustrated in Scheme 5.4. Two different mechanisms for chain growth are
illustrated in this scheme: 1) via direct incorporation of TOX and 2) via incorporation of single
FA units, with the latter requiring prior decomposition of TOX into three FA. We will now discuss
the outcome of our calculations for the entire reaction mechanism starting with initiation followed
by chain growth via TOX mechanism and termination.
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Scheme 5.4 Overview of reactions occurring in OME synthesis. The active site of the catalyst,
a four-fold coordinated Al atom, is abbreviated by Al, omitting three oxygen atoms for clarity.
Intermediates are labeled An, Bn, Cn and Dnm where Dnm includes all possible m1 and m2.
to Al that are exposed toward the pores of the zeolite. The
preferred locations of aluminum, however, are not known
experimentally. We investigated three isomers with substantially
different local geometry structural motifs and found similar
stabilities all within the range of 10 kJ/mol. We chose to
investigate one Al substitution (Figure 1) for our study.
Because there are other structural motifs that might play a role,
we also investigated the reactivity of all other possibilities for
the most important intermediates and transition states. Our
calculations indicate that there are no significant differences for
the intrinsic reactivity related to the various possible structural
motifs (Supporting Information, Table S1). However, the
chosen position can best accommodate bulky adsorbates and is
therefore slightly more favorable for the reaction involving ring-
opening of TOX.
Catalytic Conversion of OME1 with TOX. The reaction
mechanism of OME1 and TOX can be divided into initiation,
chain growth, and termination, as outlined in Scheme 4.
Initiation starts through reaction of the acid site (Al-OH) with
OME1 to form Al-O-CH2-OMe along with the release of
methanol. Al-O-CH2-OMe thus already contains the building
block of an OME, and further chain growth occurs via reaction
with FA sources (FA or TOX) to give Al-(O-CH2)n-OMe.
Termination occurs through reaction with another OME via
transacetalization, releasing an OME and recovering the resting
state, Al-(O-CH2)m-OMe, which differs only in chain length, m
vs n. As the reaction proceeds and more OMEs are formed, this
transacetalization gives access to OMEs of all chain lengths, as
illustrated in Scheme 4. Two different mechanisms for chain
growth are illustrated in Scheme 4: (1) via direct incorporation
of TOX and (2) via incorporation of single FA units, with the
latter requiring prior decomposition of TOX into three FA.
We further discuss below the outcome of our calculations for
the entire reaction mechanism starting with initiation followed
by chain growth via the TOX mechanism and termination. To
treat effects of solvation and interaction between reactants and
zeolite pores accurately, we briefly introduce our approach to
take solvation effects and dispersion forces into account.
Solvent Corrections. Solvation enthalpies were deter-
mined for all molecules and for selected zeolites by explicit
solvation. This approach was chosen because the solvation
enthalpy is almost entirely due to van der Waals (vdW)
interactions. These kinds of interactions are generally difficult
to account for with implicit solvation models, and for periodic
structures, available models were validated mainly for cases
where electrostatic interaction dominates.23−25
We chose OME1 as the solvent, although initially, TOX is
also present, and the composition of the solution changes with
conversion and thus also contains OMEs of various chain
lengths. Given the similarity between these molecules, however,
we expect this to be a reasonable approximation. The solvation
of molecules (OME, FA, and TOX) is calculated by placing
them in the environment of solvent OME1-molecules, where
different initial structures were generated by manually rotating
and translating adjacent solvent molecules into a few different
orientations and by changing the number of solvent molecules
per unit cell. The solution was subsequently modeled using
periodic boundary conditions (PBC), where unit cell and
atomic positions were optimized. Generally, we found the
dependence of the solvation energy on the specific structures to
be small, giving confidence in the accuracy of the obtained
solvation energies. Similar to what was found for OMEs,26 the
solvation energy increases linearly with molecular size.
Typically, the experimental solvation enthalpies at 300 K
(between −20 to −60 kJ/mol for FA to OME4) are
systematically around 10 kJ/mol higher than the computed
ones. This can be explained by the fact that computed solvation
enthalpies are at T = 0 K and correspond in fact to a (albeit
Figure 1. Model of the zeolite showing the position of aluminum
chosen to represent the active site in the precatalyst, abbreviated below
as Al-OH or X0. The unit cell is also indicated with the view along the
(01̅0) direction. Color code: Al = blue, H = black, Si = gray, O =
orange.
Scheme 4. Overview of Reactions Occurring in OME
Synthesisa
aThe active size of the catalyst, a four-fold coordinated Al atom, is
abbreviated by Al, omitting three oxygen atoms for clarity.
Intermediates are labelled An, Bn, Cn, and Dnm, where Dnm includes
all possible m1 and m2.
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The reaction pathway shown in Scheme 5.4 is discussed using the solvation model introduced
above together with the PBE-D3 functional. Initiation starts by protonation of OME1 followed
by release of methanol. This reaction is about 30 kJ/mol uphill in energy. However, because
the conc ntration of OME1 is much h gher than the resulting catalytic amount of methanol, the
initiation reaction is more favorable in terms of free energy. Explicitly accounting for this, yields
a free energy difference of ∆G =6 kJ/mol at a methanol molar fraction of χ ≈ 1.5× 10−4 (Figure
5.4). Methanol, drive by entropy due to the lo conc ntration of t es species, will also react
with various OMEs to produce hemiformals Me-(O-CH2)n-OH and OME1, thus further shifting
equilibrium from protonated (Al-OH) to alkylated (Al-O-CH2-R) acid sites.
Chain growth is facilitated by reaction of the alkylated zeolite (Al-O-CH2-OMe) with TOX forming
a zwitterionic species where the TOX rings stay intact (Scheme 5.4). In a subsequent step, the
remaining Al-O− moiety opens the positively charged alkylated TOX ring in a nucleophilic attack,
resulting in the chain growth of the alkylated zeolite (Al-(O-CH2)4-OMe). All barriers are relatively
low, and the highest barrier (55 kJ/mol) results mainly from the fact that the chain growth
is unfav rable in entropy. Further hain growth contin es with the same mechanism with the
estimated barriers being on the order of 84 kJ/mol, again mainly for entropic reasons.
Chain growth, defined by the insertion of FA units, always competes with termination processes,
where the Al-(O-CH2)n-OMe moiety alkylates an OME instead of TOX. This leads to the branched
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cationic intermediate shown in Scheme 5.4 (Dnm, depicted in green) that can react with the
remaining anionic Al-O−-group. This reaction can either be degenerate, e.g. revert to the same
OME and Al-(O-CH2)n-OMe-group, or yield a new OME. Initially, only OME1 is available for
termination, and this can (apart from the reverse reaction) lead only to OME(1 + n) and Al-O-
CH2-OMe, thus, as depicted in Figure 5.4, leading to the target molecule OME4. The barrier for
OME4 formation is 70 kJ/mol and is therefore lower than that for further chain growth to A7. As
various different OMEs are formed with longer reaction times, cross reactions with other OMEs
also occur. Referring to Scheme 5.4, an OME(m) molecule can be alkylated at different positions,
which can result in two different product OMEs. These reactions will hence eventually lead to the
thermodynamic distribution of OMEs, as observed experimentally. [222]
the same OME and Al-(O-CH2)n-OMe-group, or yield a new
OME. Initially, only OME1 is available for termination, and this
can (apart from the reverse reaction) lead only to OME(n + 1)
and Al-O-CH2-OMe, thus, as depicted in Figure 3, leading to
the target molecule OME4. The barrier for OME4 formation is
70 kJ/mol and is therefore lower than that for further chain
growth to A7. As various different OMEs are formed with
longer reactions times, cross reactions with other OMEs also
occur. Referring to Scheme 4, an OME(m) molecule can be
alkylated at different positions, which can result in two different
product OMEs. These reactions will hence eventually lead to
the thermodynamic distribution of OMEs, as observed
experimentally.11
As described in ref 12 for a sulfonic acid-functionalized ionic
liquid, TOX can be decomposed by catalytic activation with an
acid (Figure 4a). We calculated the decomposition mechanism
catalyzed by a Brønsted acid accordingly: TOX is protonated by
Al-OH, resulting in a zwitterionic structure, where the cationic,
protonated TOX ring is subsequently opened by nucleophilic
attack of Al-O− at one of the carbon atoms. This results in the
intermediate formation of an Al-(O-CH2)3-OH species. The
calculated reaction barrier of 61 kJ/mol relative to that of Al-
OH is similar to that found for the sulfonic acid-functionalized
ionic liquid (85 kJ/mol).12 After the protonated TOX ring is
opened, its decomposition into three FA units has lower
barriers with the most favorable path consisting of a stepwise
decomposition. This is hence equivalent to the reverse reaction
(Figure 4a): Al-OH protonates FA and reacts to Al-CH2-OH.
Subsequent chain growth occurs through attack of FA at the
growing chain. Importantly, the rate for TOX decomposition to
FA is dependent on the concentration of acidic species such as
water, shifting the equilibrium in favor of Al-OH and all
intermediates containing protons. As mentioned initially, we
expect that in our case the stability of Al-OH is somewhat
overestimated because we do not take into account that the
concentration of methanol will be further reduced through the
formation of hemiformals. From a technical perspective, it is
important to note that intermediates X2 and X1 have internal
hydrogen bonds which may lead to a slight overestimation of
their stability (≈30 kJ/mol) because the OH group is now not
available for hydrogen bonding with the solvent, as assumed in
our solvation model. However, this will not significantly
increase the overall barrier for TOX decomposition, which is
currently given by the reaction of X0 → X3 (Figure 4b).
The highest barrier for direct TOX decomposition to FA is
calculated to 61 kJ/mol and therefore comparable to direct
TOX incorporation (55 kJ/mol). Importantly, once FA is
formed and reacts in chain-growth steps, there is no
dependence on the concentration of protic species. The
highest barrier for FA incorporation is 63 kJ/mol and therefore
only 8 kJ/mol above that for direct TOX incorporation. This
difference in activation barriers was also obtained using directly
explicit solvated structures rather than the solvation model. We
therefore conclude that direct TOX decomposition is slightly
more favorable, although the energy difference is within the
error range of DFT. Both mechanisms may therefore contribute
to the total reaction rate. Because the barrier for termination of
Figure 3. Free energy diagram at T = 300 K for the catalytic formation
of OME4. The abbreviation D41 is used according to definition of Dnm
in Scheme 4. The first step in initiation is the protonation of OME1
that then reacts to A1 + MeOH. The last step in the pathway for
termination and formation of OME4 is the release of formed but vdW-
adsorbed OME4 into the solution. The gain in free energy is due to
entropy. The free energy diagram is referenced to A1 because it likely
represents the resting state of the catalyst, as discussed in the text.
Figure 4. (a) Decomposition mechanism for TOX to FA. To illustrate
the mechanistic details for the last step of the actual decomposition of
the opened TOX ring into FA fragments (X1 → X0), a more detailed
model of the zeolite catalyst is shown. In contrast to all other reactions
studied here, two oxygen atoms bound to Al are involved at the same
time (this does not imply that the number of Si or O atoms in the
vicinity of the Al atom would change). (b) Free energy diagram at T =
300 K comparing chain growth via direct TOX incorporation and via
prior TOX decomposition to FA with subsequent sequential FA
incorporation. For decomposition of X1 to FA and A1, the
intermediate formation of X0 is omitted for brevity. In the reaction
of X0 → X3, the formation of the zwitterionic intermediate with
protonated TOX is also omitted, and the barrier refers to the
activation barrier for opening the protonated ring.
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Figure 5.4: Free energy diagram at T = 300 K for the catalytic formation of OME4. The
abreviation D41 is used according to the definition of Dnm in Scheme 5.4. The first step in
initiation is the protonation of OME1 that then reacts to A1+MeOH. The last step in the pathway
for termination and formation of OME4 is the release of formed but vdW-adsorbed OME4 into
the solution. The gain in free energy is due to entropy. The free energy diagram is referenced to
A1 because it likely represents the resting state of the catalyst, as discussed in the text.
As described in ref. [223] for a sulfonic acid-functionalized ionic liquid, TOX can be decomposed
by catalytic activation with an acid (Figure 5.5 a). We calculated the decomposition mechanism
catalyzed by a Brø sted acid accordingly: TOX is protonated by Al-OH, resulting in a zwitterionic
structure, where t c tionic, protonated TOX ring is subsequently opened by nucleophilic attack
of Al-O− at one of the carbon atoms. This results in the intermediate formation of an Al-(O-
CH2)3-OH species. The calculated reaction barrier of 61 kJ/mol relative to that of Al-OH is
similar to that found for the sulfonic acid-functionalized ionic liquid (85 kJ/mol). [223] After the
protonated TOX ring is opened, its decomposition into three FA units has lower barriers with
the most favorable path consisting of a stepwise decomposition. This is hence equivalent to the
reverse reaction (Figure 5.5 a): Al-OH pro onates FA and reacts to Al-O-CH2-OH. Subsequent
chain growth occurs through attack of FA at the growing chain. Importantly, the rate for TOX
decomposition to FA depends on the concentration of acidic species such as water, shifting the
equilibrium in favor of Al-OH and all intermediates containing protons. As mentioned initially,
it is expected that in this case the stability of Al-OH is somewhat overestimated because of the
concentration of methanol that will be further reduced through the formation of hemiform ls is
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not taken into account. From a technical perspective, it is important to note that intermediates X2
and X1 have internal hydrogen bonds which may lead to a slight overestimation of their stability
(≈ 30 kJ/mol) because the OH group is now not available for hydrogen bonding with the solvent,
as assumed in our solvation model. However, this will not significantly increase the overall barrier
for TOX decomposition, which is currently given by the reaction of X0 → X3 (Figure 5.5 b).
the same OME and Al-(O-CH2)n-OMe-group, or yield a new
OME. Initially, only OME1 is available for termination, and this
can (apart from the reverse reaction) lead only to OME(n + 1)
and Al-O-CH2-OMe, thus, as depicted in Figure 3, leading to
the target molecule OME4. The barrier for OME4 formation is
70 kJ/mol and is therefore lower than that for further chain
growth to A7. As various different OMEs are formed with
longer reactions times, cross reactions with other OMEs also
occur. Referring to Scheme 4, an OME(m) molecule can be
alkylated at different positions, which can result in two different
product OMEs. These reactions will hence eventually lead to
the thermodynamic distribution of OMEs, as observed
experimentally.11
As described in ref 12 for a sulfonic acid-functionalized ionic
liquid, TOX can be decomposed by catalytic activation with an
acid (Figure 4a). We calculated the decomposition mechanism
catalyzed by a Brønsted acid accordingly: TOX is protonated by
Al-OH, resulting in a zwitterionic structure, where the cationic,
protonated TOX ring is subsequently opened by nucleophilic
attack of Al-O− at one of the carbon atoms. This results in the
intermediate formation of an Al-(O-CH2)3-OH species. The
calculated reaction barrier of 61 kJ/mol relative to that of Al-
OH is similar to that found for the sulfonic acid-functionalized
ionic liquid (85 kJ/mol).12 After the protonated TOX ring is
opened, its decomposition into three FA units has lower
barriers with the most favorable path consisting of a stepwise
decomposition. This is hence equivalent to the reverse reaction
(Figure 4a): Al-OH protonates FA and reacts to Al-CH2-OH.
Subsequent chain growth occurs through attack of FA at the
growing chain. Importantly, the rate for TOX decomposition to
FA is dependent on the concentration of acidic species such as
water, shifting the equilibrium in favor of Al-OH and all
intermediates containing protons. As mentioned initially, we
expect that in our case the stability of Al-OH is somewhat
overestimated because we do not take into account that the
concentration of methanol will be further reduced through the
formation of hemiformals. From a technical perspective, it is
important to note that intermediates X2 and X1 have internal
hydrogen bonds which may lead to a slight overestimation of
their stability (≈30 kJ/mol) because the OH group is now not
available for hydrogen bonding with the solvent, as assumed in
our solvation model. However, this will not significantly
increase the overall barrier for TOX decomposition, which is
currently given by the reaction of X0 → X3 (Figure 4b).
The highest barrier for direct TOX decomposition to FA is
calculated to 61 kJ/mol and therefore comparable to direct
TOX incorporation (55 kJ/mol). Importantly, once FA is
formed and reacts in chain-growth steps, there is no
dependence on the concentration of protic species. The
highest barrier for FA incorporation is 63 kJ/mol and therefore
only 8 kJ/mol above that for direct TOX incorporation. This
difference in activation barriers was also obtained using directly
explicit solvated structures rather than the solvation model. We
therefore conclude that direct TOX decomposition is slightly
more favorable, although the energy difference is within the
error range of DFT. Both mechanisms may therefore contribute
to the total reaction rate. Because the barrier for termination of
Figure 3. Free energy diagram at T = 300 K for the catalytic formation
of OME4. The abbreviation D41 is used according to definition of Dnm
in Scheme 4. The first step in initiation is the protonation of OME1
that then reacts to A1 + MeOH. The last step in the pathway for
termination and formation of OME4 is the release of formed but vdW-
adsorbed OME4 into the solution. The gain in free energy is due to
entropy. The free energy diagram is referenced to A1 because it likely
represents the resting state of the catalyst, as discussed in the text.
Figure 4. (a) Decomposition mechanism for TOX to FA. To illustrate
the mechanistic details for the last step of the actual decomposition of
the opened TOX ring into FA fragments (X1 → X0), a more detailed
model of the zeolite catalyst is shown. In contrast to all other reactions
studied here, two oxygen atoms bound to Al are involved at the same
time (this does not imply that the number of Si or O atoms in the
vicinity of the Al atom would change). (b) Free energy diagram at T =
300 K comparing chain growth via direct TOX incorporation and via
prior TOX decomposition to FA with subsequent sequential FA
incorporation. For decomposition of X1 to FA and A1, the
intermediate formation of X0 is omitted for brevity. In the reaction
of X0 → X3, the formation of the zwitterionic intermediate with
protonated TOX is also omitted, and the barrier refers to the
activation barrier for opening the protonated ring.
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the same OME and Al-(O-CH2)n-OMe-group, or yield a new
OME. Initially, only OME1 is available for termination, and this
can (apart from the reverse reaction) lead only to OME(n + 1)
and Al-O-CH2-OMe, thus, as depicted in Figure 3, leading to
the target molecule OME4. The barrier for OME4 formation is
70 kJ/mol and is therefore lower than that for further chain
growth to A7. As various different OMEs are formed with
longer reactions times, cross reactions with other OMEs also
occur. Referring to Scheme 4, an OME(m) molecule can be
lkylated at different positions, which can result in two different
product OMEs. These reactions will hence eventually lead to
the thermodynamic distribution of OMEs, as observed
experimentally.11
As described in ref 12 for a sulfonic acid-functionalized ionic
liquid, TOX can be decomposed by catalytic activation with an
acid (Figure 4a). We calculated the decomposition mechanism
catalyzed by a Brønsted acid accordingly: TOX is protonated by
Al-OH, resulting in a zwitterionic structure, where the cationic,
protonated TOX ring is subsequently opened by nucleophilic
attack of Al-O− at one of the carbon atoms. This results in the
intermediate formation of an Al-(O-CH2)3-OH species. The
calculated reaction barrier of 61 kJ/mol relative to that of Al-
OH is similar to that found for the sulfonic acid-functionalized
ionic liquid (85 kJ/mol).12 After the protonated TOX ring is
opened, its decomposition into three FA units has lower
barriers with the most favorable path consisting of a stepwise
decomposition. This is hence equiva ent to the reve s reaction
(Figure 4a): Al-OH protonates FA and re cts to Al-CH2-OH.
Subsequent chain growth occurs through attack of FA at the
growing chain. Importantly, the rate for TOX decomposition to
FA is dependent on the concentration of acidic species such as
water, shifting the equilibrium in favor of Al-OH and all
intermediates containing protons. As mentioned initially, we
expect that in our case the stability of Al-OH is somewhat
overestimated because we do not take into account that the
concentration of methanol will be further reduced through the
formation of hemiformals. From a technical perspective, it is
important to note that intermediates X2 and X1 have internal
hydrogen bonds which may lead to a slight overestimation of
their stability (≈30 kJ/mol) because the OH group is now not
available for hydrogen bonding with the solvent, as assumed in
our solvation model. However, this will not significantly
increase the overall barrier for TOX decomposition, which is
currently given by the reaction of X0 → X3 (Figure 4b).
The highest barrier for direct TOX decomposition to FA is
calculated to 61 kJ/mol and therefore comparable to direct
TOX incorporation (55 kJ/mol). Importantly, once FA is
formed and reacts in chain-growth steps, there is no
dependence on the concentration of protic species. The
highest barrier for FA incorporation is 63 kJ/mol and therefore
only 8 kJ/mol above that for direct TOX incorporation. This
difference in activation barriers was also obtained using directly
explicit solvated structures rather than the solvation model. We
therefore conclude that direct TOX decomposition is slightly
more favorable, although the energy difference is within the
error range of DFT. Both mechanisms may therefore contribute
to the total reaction rate. Because the barrier for termination of
Figure 3. Free energy diagram at T = 300 K for the catalytic formation
of OME4. The abbreviation D41 is used according to definition of Dnm
in Scheme 4. The first step in initiation is the protonation of OME1
that then reacts to A1 + MeOH. The last step in the pathway for
termination and formation of OME4 is the release of formed but vdW-
adsorbed OME4 into the solution. The gain in free energy is due to
entropy. The free energy diagram is referenced to A1 because it likely
represents the resting state of the catalyst, as discussed in the text.
Figure 4. (a) Decomposition mechanism for TOX to FA. To illustrate
the mechanistic details for the last step of the actual decomposition of
the opened TOX ring into FA fragments (X1 → X0), a more detailed
model of the zeolite catalyst is shown. In contrast to all other reactions
studied here, two oxygen atoms bound to Al are involved at the same
time (this does not imply that the number of Si or O atoms in the
vicinity of the Al atom would change). (b) Free energy diagram at T =
300 K comparing chain growth via direct TOX incorporation and via
prior TOX decomposition to FA with subsequent sequential FA
incorporation. For decomposition of X1 to FA and A1, the
intermediate formation of X0 is omitted for brevity. In the reaction
of X0 → X3, the formation of the zwitterionic intermediate with
protonated TOX is also omitted, and the barrier refers to the
activation barrier for opening the protonated ring.
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the same OME and Al-(O-CH2)n-OMe-group, or yield a new
OME. Initially, only OME1 is available for termination, and this
can (apart from th reverse reaction) lead only to OME(n + 1)
and Al-O-CH2-OMe, thus, as depicted in Figure 3, leading to
the target molecule OME4. The barrier for OME4 formation is
70 kJ/mol and is therefore lower than that for further chain
growth to A7. As various different OMEs are formed with
longer reactions times, cross reactions ith other OMEs also
occur. Referring to Scheme 4, an OME(m) molecule can be
alkylated at different positions, which can result in two different
product OMEs. These reactions will hence eventually lead to
the thermodynamic distribution of OMEs, as observed
experimentally.11
As described in ref 12 for a sulfonic acid-functionalized ionic
liquid, TOX can be decomposed by catalytic activation with an
acid (Figure 4a). We calculated the decomposition mechanism
catalyzed by a Brønsted acid acco dingly: TOX is protonated by
Al-OH, resulting in a zwitterionic structure, where the cationic,
protonated TOX ring is subsequently opened by nucleophilic
attack of Al-O− at one of the carbon atoms. This results in the
intermediate for ation of an Al-(O-CH2)3-OH species. The
calculated reaction barrier of 61 kJ/mol relative o that of Al-
OH is similar to that found f r t e s lfonic acid-functionalized
ionic liquid (85 kJ/mol).12 After the protonated TOX ring is
opened, its decomposition into three FA units has lower
barriers with the most favorable path consisting of a stepwise
decomposition. This is hence equivalent to the reverse reaction
(Figure 4a): Al-OH protonates FA and reacts t Al-CH2-OH.
Subsequent chain growth occurs through attack of FA at the
growing chain. Importantly, the rate for TOX decomposition to
FA is dependent on the concentration of acidic species such as
water, shifting the equilibrium in favor of Al-OH and all
intermediates containing protons. As mentioned initially, we
expect that in our case the stability of Al-OH is somewhat
overestimated because we do not take into account that the
concentration of methanol will be further reduced through the
formation of hemiformals. From a technical perspective, it is
important to note that intermediates X2 and X1 have internal
hydrogen bonds which may lead to a slight overestimation of
their stability (≈30 kJ/mol) because the OH group is now not
available for hydrogen bonding with the solvent, as assumed in
our solvation model. However, this will not significantly
increase the overall barrier for TOX decomposition, which is
currently given by the reaction of X0 → X3 (Figure 4b).
The highest barrier for direct TOX decomposition to FA is
calculated o 61 kJ/mol and therefore co parabl to direct
TOX inc rporation (55 kJ/mol). Importantly, once FA is
formed and reacts in chain-growth steps, there is no
dependence on the concentration of protic species. The
highest barrier for FA incorporation is 63 kJ/mol and therefore
only 8 kJ/mol above that for direct TOX incorporation. This
difference in activation barriers was also obtained using directly
explicit solvated structures rather than the solvation model. We
therefore conclude that direct TOX decomposition is slightly
more favorable, although the energy difference is within the
error range of DFT. Both mechanisms may therefore contribute
to the total reaction rate. Because the barrier for termination of
Figure 3. Free energy diagram at T = 300 K for the catalytic formation
of OME4. The abbreviation D41 is used accor ing to definition f Dnm
in Scheme 4. The first step in initiation is the protonati n f OME1
that then reacts to A1 + MeOH. The last step in the pathway for
termination and formation of OME4 is the release of formed but vdW-
adsorbed OME4 into the solution. The gain in free energy is due to
entropy. The fre ergy diagram is referenced to A1 because it likely
represents the resting state of the catalyst, as discussed in the text.
Figure 4. (a) D composition mecha ism f r TOX to FA. To illustrate
the mechanistic details for the last step of the actual decomposition of
the opened TOX ring into FA fragments (X1 → X0), a more detailed
model of the zeolite catalyst is shown. In contrast to all other reactions
studied here, two oxygen atoms bound to Al are involved at the same
time (this does not imply that the number of Si or O atoms in the
vicinity of the Al atom would change). (b) Free energy diagram at T =
300 K comparing chain gr wth via direct TOX incorporation and via
prior TOX decomposition to FA with subsequent s quential FA
incorpor tion. For dec mposition f X1 to FA and A1, the
intermediate formation of X0 is omitted for brevity. In the reaction
of X0 → X3, the formation of the zwitterionic intermediate with
protonated TOX is also omitted, and the barrier refers to the
activation barrier for opening the protonated rin .
ACS Catalysis Research Article
DOI: 10.1021/acscatal.7b00701
ACS Catal. 2017, 7, 3615−3621
3619
𝚫
Figure 5.5: a) Decomposition chanism for TOX to FA. To illustrate the mechanistic details
for the last step of the actual decomposition of the opened TOX ring into FA fragments (X1 →
X0) a more detailed model of the zeolite catalyst is shown. In contrast to all other reactions
studied here, two oxygen atoms bound to Al are involved at the same time (this does not i ply
that the number of Si or O atoms in the vicinity of the Al atom would change). b) Free energy
agram at T = 300 K comparing chai growth via direct TOX incorporation and via prior TOX
decomposition to FA with subsequent sequential FA incorporation. For decomposition of X1 to FA
and A1, the intermediate formati of X0 is omitted for brevity. In the reaction of X0 → X3, the
formation of the zwitterionic intermediate with protonated TOX is also omitted, and the barrier
refers to the activation barrier for opening the protonated ring.
Th high st barrier for dir t decomposition t FA is c lculat d to 80 kJ/m l and therefore
comparable to direct TOX incorporation (55 kJ/mol). Importantly, once FA is formed and reacts
i chain-growth steps, there is no d pe dence on th concentrati n of protic species. The high-
est barrier for FA incorporation is 63 kJ/mol and therefore only 8 kJ/mol above that for direct
TOX nc rp ra ion. Th s diff rence in activation barriers was also obtained using directly explicit
solvated structures rather than the solvation model. We therefore conclude that direct TOX in-
c rporation i m re favorable. Both mechanisms may therefore contribute to the total reaction
rate. B cause the barrier for termination of 4 to A1 and OME4 (70 kJ/mol) is slightly higher
than that for removal of an FA molecule from A4 to A3 (59 kJ/mol), the chain length of An may
be changed by releasing FA after TOX incorporation.
The final addressed question is the rate with which transacetalization occurs between different
OMEs. This depends on the differences in the reactivity of OME1 versus higher OMEs toward
the fragment Al-(O-CH2)n-OM . In terms f electronic factors, e.g. the intrinsic reactivity of
the reacting groups, one would expect the differences to be relatively small because they are only
due to the effect that the neighboring groups have on the nucleophilicity of the oxygen that is
alkylated. For longer OMEs, alkylation can occur at a terminal oxygen, Me-(O-CH2)n-O*-Me,
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or an internal oxygen, Me-(O-CH2)n-O*-(O-CH2)m-Me. Certainly, the effect of n and m (>1)
can be expected to be small. Additionally, steric hindrance will play a role for larger OMEs. We
compared the reactivity of Al-O-CH2-OMe toward OME1 and the three symmetry-inequivalent
oxygens in OME4. All activation energies are very similar, differing by less than 10 kJ/mol. This
explains why OME synthesis after prolonged reaction times is entirely nonselective and yields a
thermodynamic equilibrium mixture of OMEs with various chain lengths.
5.5 Conclusion
We investigated the mechanism for the zeolite-catalyzed formation of OMEs from TOX and OME1.
A balanced description of vdW interactions between adsorbate and zeolite as well as with the
solvent is required to calculate free energies accurately. The obtained activation barriers are rea-
sonably low and agree well with kinetics observed in experiments. We found that incorporation
of TOX can occur both directly, which is more favorable, and via prior decomposition of TOX
to FA. Because direct TOX incorporation into OME1 initially generates OME4 rather than the
OME equilibrium distribution, understanding and controlling the growth mechanism is one of the
requirements for a potential synthesis nonequilibrium OME mixtures. For OME synthesis from
MeOH and para-formaldehyde, catalyzed by ion exchange resins, experimental kinetics indicate
that the FA mechanism is operative. [24] The most energy demanding reaction step for both in-
corporation mechanisms is the opening of the TOX ring either by protonation or alkylation (61
and 55 kJ/mol). The overall highest step in the catalytic formation of OMEs is the termination
of chain growth that requires the reaction with an OME. This reactions also allows equilibration
of OMEs of different lengths. The difference in activation barriers for transacetalization involving
OMEs of different lengths is small (≈ 10 kJ/mol). This explains the nonselective generation of all
OMEs according to their thermodynamic stability over prolonged reaction times.
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As discussed in Chapter 5, Oxymethylene Dimethyl Ethers (OMEs) are promising candidates
as diesel fuel additives, where an acidic zeolite, H-BEA is used to protonate an OME molecule
that is decomposed into MeOH and a methoxymethyl cation, which is adsorbed on BEA−. This
represented the initiation step in the catalytic process. Methoxymethylated BEA was assumed to
be the resting state.
In addition to heterogeneous catalysts such as acidic zeolites, [24] homogeneous acids such as
sulfuric acid [236] have been explored for this process. Here, acids are assumed to protonate
OMEs, while bases have no effect in the catalytic process. This study aims to investigate the role
of H+-OME1 in the oligomerization process, without further interactions with the catalyst.
A central challenge is that the reaction usually yields a thermodynamic equilibrium mixture of
OMEs, while it would be desirable to steer the product distribution towards OMEs in the range
of OME3 to OME5. [23, 231, 237, 238] This equilibration is due to fast transacetalization of the
formed OMEs as depicted in Scheme 5.3.
In addition to the study made in Chapter 5, we have proceeded with the investigation of the reaction
mechanism of the synthesis of OMEs from TOX and OME1 and the influence of the presence and
the strength of a Brønsted acid with ab initio calculations. To investigate how accurate DFT is in
OME synthesis, DFT functionals are compared with MP2. Also, in contrast to Chapter 5, where
solvent corrections were applied explicitly, an implicit solvent model is used. While zeolites have
porous channels in which it is often hard to predict where solvation takes place (based on the size
of these channels), having a catalyst in liquid-phase will eliminate this concern. We have used the
implicit solvation model, SMD, [108] which is parametrized for different solvents, including the
possibility of hydrogen bonding, and takes into account entropic corrections.
This chapter is based on the following publication: [235] Goncalves, T. J.; Plessow, P. N.; Studt, F., A Computa-
tional Investigation of OME-synthesis through Homogeneous Acid Catalysis. ChemCatChem 2019, 11, 1949–1954.
Copyright (2019) Wiley. Used with permission from Goncalves, T. J.; Plessow, P. N.; Studt, F.,A Computational




Structures were optimized at the PBE0-D3/dhf-SV(P) level of theory [91, 96, 97] using the TUR-
BOMOLE program package [178, 179] employing the resolution-of-identity approximation. [103]
Transition states were found using relaxed potential surface scans and local quasi-Newton opti-
mizations. [210, 211] In order to increase the accuracy of our study, we carried out single-point
energy calculations with the def2-TZVPP basis-set and the second order Møller-Plesset perturba-
tion theory (MP2) [180, 181] for all intermediates and transition states. All results discussed thus
use MP2/def2-TZVPP//PBE0-D3/dhf-SV(P) energies. [178,179,184]
All reported free energies are Gibbs free energies in solution at 300 K and a reference concentration
of 1 mol/l. These free energies were obtained by calculating gas-phase free energies and additionally
computing solvation free energies. The gas-phase Gibbs free energy for a known pressure is given
by G(p) = G(p0)+RT ln(p/p0) where p0 represents the reference pressure of 1 bar. The conversion
of 1 bar from gas phase as reference state into 1 mol/l in solution corresponds to the relation





solv +RT ln(p/p0) (6.2.1)
p represents the pressure of an ideal gas with a concentration of 1 mol/l. Considering the ideal






solv +RT ln(V0/V ) (6.2.2)
Now, V0 represents the molar volume of an ideal gas (≈ 22.4 dm3) at room temperature (T = 300
K) and V is the molar volume corresponding to 1 mol/l, which is 1 dm3 for a quantity of 1
mol. R represents the ideal gas constant. The conversion value is then RT ln(22.4) = 7.9kJ/mol.
∆G
1bar→1mol/l
solv is the solvation free energy which is then included in the gas-phase free energies,
which corresponds to the sum of the computed solvation free energy for the reference state of 1
mol/l plus the conversion factor from the reference state of 1 bar to 1 mol/l.
Gas-phase free energies were obtained using the harmonic oscillator and rigid rotator approximation
at the level of theory at which the structures were optimized, PBE0-D3/dhf-SV(P). Solvation
free energies were computed with the SMD solvation model using single-point calculations with
the M06 [93] functional and the cc-pVTZ basis-set. [98, 108, 239–244] The actual solution consists
initially of OME1 and TOX and after the reaction of a mixture of OMEs. The parametrization that
resembles this situation best is that for diethyl ether that has therefore been employed . [245–247]
The SMD calculations were carried out with GAMESS-US. [248,249] The free energies in solution
were thus obtained as Equation 6.2.3 shows.
Gsolution = E(MP2//PBE0-D3) + ∆G
harmonic
gas + ∆Gsolv(M06//PBE0-D3) (6.2.3)
Here, MP2 denotes MP2/def2-TZVPP, PBE0-D3 denotes PBE0-D3/dhf-SV(P) and M06 denotes
M06/cc-pVTZ. Additional calculations for the determination of acidities including explicit solvation
with periodic boundary conditions were performed with Vienna Ab initio Simulation Package with
the Projected Augmented Wave method [186, 187] and the Atomic Simulation Environment [87]
employing the PBE-D3 functional. [91,97] Information regarding relative free energies (Tables D.3,
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D.4, D.5 and D.6), free energy contributions (Table D.7) and solvation energies (Table D.8) is
available in the appendix.
In this chapter, the accuracy of DFT was done and included in Section D.1. Details on solvent
corrections and parametrization using the Solvent Model based on Density (SMD) are included in
Section D.2.
6.3 Results
In our investigation, we assume that a Brønsted acid (HA), acting as precatalyst, is able to pro-
tonate the reactant OME1, thus creating OME1-H+ and that the corresponding base (A−) is not
exerting a significant influence. With this assumption, acids differ only in their ability to protonate
OME1. Therefore, it is possible to evaluate the reaction mechanism starting from OME1-H+ and
study the influence of acid strengths on the reaction mechanism through variation in HA. The
protonation results in the formation of catalytically active species, which are always cationic but
do not necessarily contain a protonated ether group.
Experimentally, OME synthesis is carried out in solution typically using ambient to elevated tem-
peratures and often pure reactants as solvent. [24, 25, 226, 250] The reaction of OME1 and TOX
will be studied without additional solvents at room temperature. Free energies in solution at a
reference concentration of 1 mol/l are obtained at the MP2/def2-TZVPP//PBE0-dhf-SV(P) level
of theory using the harmonic oscillator and rigid rotator approximations. Solvation free energies
are computed with SMD (M06/cc-pVTZ//PBE0-dhf-SV(P)).
Scheme 6.1 gives an overview over the mechanisms for OME-formation investigated in this work.
After initial protonation of OME1, there are two conceivable mechanisms. On one hand, the active
species can be a protonated one, containing an O-protonated C-O-C unit, which is shown in the
upper part of Scheme 6.1. On the other hand, the active species can be an O-alkylated C-O-C




Scheme 6.1 Overview over reaction mechanisms for proton-catalyzed OME formation starting
from OME1 and TOX/FA. The scheme is characterized by multiple growth processes, including
the incorporation of trioxane/formaldehyde into a protonated or alkylated OME (as depicted in b,
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For both, a protonated OME (Xn) or an alkylated one (Anm) the principle types of reactions
are the same. Growth can occur by direct reaction with TOX, where TOX reacts in an SN2-like
reaction with Xn and Anm, leading to the same alkylated TOX-intermediate (Scheme 6.1 b and
c). The only difference is that, as an intermediate, in the case of Anm, an OME is released, while
in the case of Xn a half acetal or MeOH is formed instead. This intermediate (OME or MeOH)
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can now open the alkylated, cationic TOX-ring, thus forming again Xn and Anm, where n is now
increased to n+ 3.
In addition, single FA-units can also react directly. FA may either be used directly as a reactant
or can also be formed in situ from TOX. The most favorable mechanism studied for direct FA-
reaction involves nucleophilic attack of FA at a carbon bound to the trivalent, cationic oxygen
of Anm. The intermediately formed CH
+
2 -moiety of formaldehyde is immediately stabilized by
reaction with another part of OME, resulting in cyclization (Scheme 6.1 d).
The growth mechanisms discussed above lead to even longer cations of Xn or Anm. The release
of OMEs occurs through transacetalization by the reaction of Xn and Anm with reactant OME1
or other OMEs that are formed during the process. In this reaction, one of the CH3O-(CH2O)n-
groups in Xn or Anm is transferred to another OME, thus releasing the remaining part of the
previous Xn or Anm as a neutral OME (Scheme 6.1 a, e and f).
Figure 6.1: Example of atomic structure of reactants, transition state and product for one of
the catalytic reactions, the formation of A11 from X1, according to notation in Scheme 6.1. Color
scheme: H–White; O–Red; C–Brown.
The pathways described in Scheme 6.1 were investigated through the calculation of minima and
transition states. Figure 6.1 illustrates a barrier that corresponds to the formation of an alkylated
OME1, labeled as A11, from a protonated OME1, X1, capturing OME1 from the solution and
releasing methanol. This constitutes one of the first barriers in the formation of OME4 from




























































ately formed CH2+-moiety of formaldehyde is immediately
stabilized by reaction with another part of the OME, resulting in
cyclization (Scheme 3d).
The growth mechanisms discussed above lead to ever
longer cations of Xn or Anm. The release of OMEs occurs through
transacetalization by the reaction of Xn and Anm with reactant
OME1 or other OMEs that are formed during the process. In this
reaction, one of the CH3-(CH2O)n-groups in Xn or Anm is trans-
ferred to another OME, thus releasing the remaining part of the
previous Xn or Anm as a neutral OME (Scheme 3a, 3e and 3 f).
The pathways described in Scheme 3 were investigated
through the calculation of minima and transition states. Fig-
ure 1 illustrates a barrier that corresponds to the formation of
an alkylated OME1, labelled A11, from a protonated OME1, X1,
capturing OME1 from the solution and releasing methanol. This
constitutes one of the first barriers in the formation of OME4
from H-OME1.
Figure 2 shows the computed free energy diagram for the
initial reaction of OME1 with TOX to OME4. This reaction starts
from A11 (OME1) with an additional CH2-OMe+-cation bound to
one of its oxygens. Figure 3 shows the same reaction starting
from X1, protonated OME1, where free energies are referenced
to A11 in both cases. X1 is around 10 kJ/mol less stable than A11
if formed by reaction of A11 and OME1 under the release of
MeOH (see bottom of Figure 2 or 3). For both, the X1- and A11-
mediated reaction, opening of the alkylated TOX-ring requires
the highest barrier, in agreement with our previous investiga-
tion of zeolite-catalyzed OME-formation.[9] Both pathways have
very similar barriers of around 70 kJ/mol and their contribution
will depend on the concentrations of X1 and A11, which in turn
depends on the concentration of MeOH and or precatalytic
acid. The fact that both highest barriers are similar can be
Figure 1. Example and atomic structure of reactants, transition state and product for one of the catalytic reactions, the formation of A11 from X1, according to
notation in Scheme 3. Color scheme: H-White; O-Red; C-Brown.
Figure 2. Gibbs free energy diagram at T=298.15 K for the catalytic
formation of OME4, with protonated OME1 (A11) as the catalytic species that
directly incorporates TOX. The free energies are referenced to A11 (G=0).
Additionally, various potential precatalysts, such as the Brønsted acids HCl
and H-BEA and methylated DME (trimethyl oxonium cation) are shown. The
free energies of these precatalysts are related to A11 and X1 through the
reaction shown in the Figure. Diethyl ether was used as an implicit solvent.
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Figure 6.2: Gibbs free energy diagram at T = 300 K for the catalytic formation of OME4, with
proto ated OME1 (A11), as the catalytic species that directly incorporates TOX. The free energies
are referenced to A11 (G = 0). Additionally, various potential precatalysts, such as the Brønsted
acids HCl and H-BEA and methylated DME (trimethyl oxonium cation) are shown. The free
energies of these precatalysts are related to A11 and X1 through the reaction shown in the figure.
Diethyl ether was used as an implicit solvent.
Figure 6.2 shows the computed free energy diagram for the initial reaction of OME1 with TOX to
OME4. This reaction starts from A11 (OME1 with an additional CH2OMe
+-cation bound to one
of its oxygens). Figure 6.3 shows the same reaction starting from X1, protonated OME1, where free
energies are referenced to A11 in both cases. X1 is around 10 kJ/mol less stable than A11 if formed
by reaction of A11 and OME1 under the release of MeOH (see bottom of Figure 6.2 or 6.3). For
both, the X1- and A11-mediated reaction, opening of the alkylated TOX-ring requires the highest
barrier, in agreement with our previous investigation of zeolite-catalyzed OME-formation. [214]
Both pathways have very similar barriers of around 70 kJ/mol and their contribution will depend
on the concentrations of X1 and A11, which in turn depends on the concentration of MeOH and/or
precatalytic acid. The fact that both highest barriers are similar can be attributed to the similar
reactivity of MeOH and OME1, when they open the ring of the cationic species B1 in a nucleophilic
attack.
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attributed to the similar reactivity of MeOH and OME1, when
they open the ring of the cationic species B1 in a nucleophilic
attack.
Another possibility for OME growth is through direct
formaldehyde incorporation. Figure 4a) shows a reaction mech-
anism for the formation of FA from TOX, where TOX is first
protonated and then sequentially decomposed by reaction with
OME1, releasing one FA-unit at a time. In Figure 4b, the
computed free energies for this process are combined with the
free energies for the incorporation of FA into A1 to eventually
form OME4. The free energy diagram compares this process to
the direct incorporation of TOX, showing that both FA-
formation and FA-incorporation require higher barriers (both
around 100 kJ/mol) than direct TOX-incorporation (71 kJ/mol).[9]
However, this is partially due to the fact that FA is less stable
than TOX and if FA is supplied directly, its direct incorporation
is also realistic with barriers around 78 kJ/mol.
Generally, barrier heights reported here are slightly higher
than those obtained previously for H-BEA, since the PBE-D3
approach used there systematically underestimates barriers[10]
(see Figures S7 and S8). Generally, we arrive at similar
conclusions, namely that direct incorporation of TOX is more
favorable than decomposition of TOX to FA with subsequent
sequential FA-incorporation. However, there are some differ-
ences in the stability of certain intermediates, such as H-A31,
which is an intermediate in the decomposition of TOX (see
Figure 4). This is due to the fact that the relative entropy of this
intermediate is different when the reaction occurs in a zeolite.
Up to now, our analysis is based on the existence of a
protonated OME1, X1. We will now study how likely this species
is to be formed from a given precatalyst. The simplest way of
doing this is to consider trimethyl oxonium salts as precatalysts
that have also been used in a recent experimental study.[8]
Neglecting the effecting of the weakly-coordinating counter-
ions, the trimethyl oxonium cation can methylate OME1, which
by reaction with another OME1 forms A11 and DME. This
reaction sequence is shown in Figure 2 and is mildly uphill in
free energy (30 kJ/mol) confirming that trimethyl oxonium salts
are viable precatalysts for this reaction.
Calculating initiation based on neutral Brønsted acids is
much more challenging, since this involves charge-separation
due the formation of a cationic OME-species (X1 or A11) and an
anion, for example chloride if HCl is used as an acid. This is
generally challenging for continuum models, in particular for
solvents other than water where little experimental data exists
to benchmark the solvation methods.[11] Using implicit solvation
(SMD with diethyl ether as solvent, as above) in a straightfor-
ward manner, we find that protonation of OME1 by HCl is uphill
by more than 150 kJ/mol, when free chloride is formed. Using
explicit solvation with periodic boundary conditions and around
10 OME1-solvent molecules per unit cell (see Figure S6), we find
that protonation of OME1 is uphill by around 80 kJ/mol (see
Figure 2). We note here, that combinations of implicit and
explicit solvation can also be used. In addition, contact-ion pairs
may also be important in practice, highlighting the difficulty to
correctly estimate the formation of cationic intermediates when
starting from neutral acid precursors. We also studied the
formation of a protonated OME1 in the pores of H-BEA, in
which the protonated OME1 is displaced significantly from the
protonated acid site (see Figure S5). Again, using periodic
boundary conditions and explicit solvation with OME1, we
calculate protonation of OME1 to be uphill in energy by around
60 kJ/mol thus being less favorable compared to the direct
reaction at the active site.
Summary and Conclusions
The acid catalyzed formation of higher OMEs from OME1 and
TOX has been investigated using ab initio and DFT calculations
employing a protonated OME1 as a homogeneous catalyst that
can be generated either by protonation with a Brønsted acid or
by reaction of OME1 with a trimethyl oxonium cation. Based on
our findings, we expect trimethyl oxonium salts to be an active
precatalyst, in agreement with a recent experimental study.[8]
Once protonated OME1 is formed, we find both direct TOX
incorporation and TOX-decomposition to FA and subsequent
FA-incorporation to be viable reaction mechanisms for the
formation of higher OMEs. Similar to reactions within the pores
of H-BEA, however, we find that direct TOX-incorporation is
somewhat more likely. Ring-opening of the TOX-ring represents
the rate-limiting step in this case and this reaction can be
induced by cationic species that are either protonated or
alkylated OMEs, which differ only little in their reactivity. Owing
to the fast transacetalization, this is not expected to affect the
product distribution significantly after prolonged reaction
times.
Figure 3. Gibbs free energy diagram at T=298.15 K, for the catalytic
formation of OME4, with protonated OME1 (X1) as the catalytic species that
directly incorporates TOX.
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Figure 6.3: Gibbs f ee e ergy diagram at T = 300 K, for the ca alyti formation of OME4, with
protonated OME1 (X1) as the catalytic species that directly incorporates TOX.
Another possibility for OME growth is t rough direct formaldehyde incorporation. Figure 6.4 a)
shows a reaction mechanism for the formation of FA from TOX, where TOX is firs proton ted
and then sequentially decomposed by reaction with OME1, releasing one FA-unit at a time. In
Figure 6.4 b), the computed free energies for this process are combined with the free energies for
the incorporation of FA into A11 to eventually form OME4. The free energy diagram compares this
process to the direct incorporation of TOX, showing that both FA-formation and FA-incorporation
require higher barriers (bo h around 100 kJ/mol) than direct TOX-i corporation (71 kJ/mol). [214]
However, this is partially due to the fact that FA is less stable than TOX and if FA is supplied



























































Structures were optimized at the PBE0-D3/dhf-SV(P) level of
theory[12] using the TURBOMOLE program package[13] employing
the resolution-of-the-identity approximation. Transition states
were found using relaxed potential surface scans and local
quasi-Newton optimizations.[14] In order to increase the accuracy
of our study, we carried out single-point energy calculations
with the def2-TZVPP basis set and the second order Møller-
Plesset perturbation theory “MP2”[15] for all intermediates and
transitions states. All results discussed in the main text thus use
MP2/def2-TZVPP// PBE0-D3/dhf-SV(P) energies.[13b,c,16]
All reported free energies are Gibbs free energies in solution
at 298.15 K and a reference concentration of 1 mol/l. These free
energies were obtained by calculating gas phase free energies
and additionally computing solvation free energies. Gas phase
free energies were obtained using the harmonic oscillator and
rigid rotator approximation at the level of theory at which the
structures were optimized, PBE0-D3/dhf-SV(P). Solvation free
energies were computed with the SMD solvation model using
single point calculations with the M06[10b] functional and the cc-
Figure 4. a) Decomposition mechanism for TOX to FA (magenta) and b) subsequent sequential FA incorporation (blue). Note that the transition states for FA-
incorporation involve an additional OME1-molecule as shown in Scheme 3f and in Figure S4, which depicts the atomic structure. c) Free energy diagram at
T=298.15 K showing chain growth via prior TOX decomposition to FA (magenta) and subsequent sequential FA incorporation (blue), both of which
mechanisms are depicted in a) and b). This is additionally compared with the free energy diagram for direct TOX incorporation (red), which is identical to the
data and mechanism in Figure 2.
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Structures were optimized at the PBE0-D3/dhf-SV(P) level of
theory[12] using the TURBOMOLE program package[13] employing
the resolution-of-the-identity approximation. Transition states
were found using relaxed potential surface scans and local
quasi-Newton optimizations.[14] In order to increase the accuracy
of our study, we carried out single-point energy calculations
with the def2-TZVPP basis set and the second order Møller-
Plesset perturbation theory “MP2”[15] for all intermediates and
transitions states. All results discussed in the main text thus use
MP2/def2-TZVPP// PBE0-D3/dhf-SV(P) energies.[13b,c,16]
All reported free energies are Gibbs free energies in solution
at 298.15 K and a reference concentration of 1 mol/l. These free
energies were obtained by calculating gas phase free energies
and additionally computing solvation free energies. Gas phase
free energies were obtained using the harmonic oscillator and
rigid rotator approximation at the level of theory at which the
structures were optimized, PBE0-D3/dhf-SV(P). Solvation free
energies were computed with the SMD solvation model using
single point calculations with the M06[10b] functional and the cc-
Figure 4. a) Decomposition mechanism for TOX to FA (magenta) and b) subsequent sequential FA incorporation (blue). Note that the transition states for FA-
incorporation involve an additional OME1-molecule as shown in Scheme 3f and in Figure S4, which depicts the atomic structure. c) Free energy diagram at
T=298.15 K showing chain growth via prior TOX decomposition to FA (magenta) and subsequent sequential FA incorporation (blue), both of which
mechanisms are depicted in a) and b). This is additionally compared with the free energy diagram for direct TOX incorporation (red), which is identical to the
data and mechanism in Figure 2.
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Figure 6.4: a) Decomposition mechanism from TOX to FA (magent ) and b) subsequent se-
quential FA incorporation (blue). Note that the transition states for FA-incorporation involve
an additional OME1-molecule as shown in Scheme 6.1 f) and in Figure D.8, which depicts the
atomic structure. c) Free energy diagram at T = 300 K showing chain growth via prior TOX
decomposition to FA (magenta) and subsequent sequential FA incorporation (blue), both of which
mechanisms are epicted in a) and b). This is additionally compared with the free energy diagram
for direct TOX incorporation (red), which is identical to the data and mechanism in Figure 6.2.
Generally, barrier heights reported here are slightly higher than those obtained previously for H-
BEA, since the PBE-D3 approach used there systematically underestimates barriers [93, 136, 188]
(see Figure D.1 b). Generally, similar conclusions are taken, namely that direct incorporation
of TOX is more favorable tha decomposition of TOX to FA with subsequent sequential FA-
incorporation. However, there are some differences in the stability of certain intermediates, such
as H-A31, which is an intermediate in the decomposition of TOX (see Figure 6.4). This is due to
the fact that the relative entropy of this intermediate is different when the reaction occurs in a
zeolite.
Up to now, our analysis is based on the existence of a protonated OME1, X1. The addressed
issue now is how likely this species is to be formed from a given precatalyst. The simplest way
of doing this is to consider trimethyl oxonium salts as precatalysts that have also been used in a
recent experimental study. [250] Neglecting the effect of the weakly-coordinating counter-ions, the
trimethyl oxonium cation can methylate OME1, which by reaction with another OME1 forms A11
and DME. This reaction sequence is shown in Figure 6.2 and is mildly uphill in free energy (30
kJ/mol) confirming that trimethyl oxonium salts are viable precatalysts for this reaction.
Calculating initiation based on neutral Brønsted acids is much more challenging, since this involves
charge-separation due to the formation of a cationic OME-species (X1 or A11) and an anion, for
example chloride if HCl is used as an acid. This is generally challenging for continuum models,
in particular for solvents other than water where little experimental data exists to benchmark the
solvation methods. [251] Using implicit solvation (SMD with diethyl ether as solvent) in a straight-
forward manner, we find that protonation of OME1 by HCl is uphill by more than 150 kJ/mol,
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when free chloride is formed, as shown in Figure 6.2. Using explicit solvation with periodic bound-
ary conditions and around 10 OME1-solvent molecules per unit cell (Figure D.3), we find that
protonation of OME1 is uphill by around 80 kJ/mol, as shown before. We note here that combi-
nations of implicit and explicit solvation can also be used. In addition, contact-ion pairs may also
be important in practice, highlighting the difficulty to correctly estimate the formation of cationic
intermediates when starting from neutral acid precursors. We have also studied the formation of a
protonated OME1 in the pores of H-BEA, in which the protonated OME1 is displaced significantly
from the protonated acid site (Figure D.2). Again, using periodic boundary conditions and explicit
solvation with OME1, we calculate the protonation of OME1 to be uphill in energy by around 60
kJ/mol thus being less favorable compared to the direct reaction at the active site.
6.4 Conclusion
The acid catalyzed formation of higher OMEs from OME1 and TOX has been investigated using
ab initio and DFT calculations, employing a protonated OME1 as a homogeneous catalyst that
can be generated either by protonation with a Brønsted acid, or by reaction of OME1 with a
trimethyl oxonium cation. Based on our findings, we expect trimethyl oxonium salts to be an
active precatalyst, in agreement with a recent experimental study. [250] Once protonated OME1
is formed, we find both direct TOX incorporation and TOX-decomposition to FA and subsequent
FA-incorporation to be viable reaction mechanisms for the formation of higher OMEs, similar to
reactions within the pores of H-BEA. However, we find that direct TOX-incorporation is somewhat
more likely. Ring-opening of the TOX-ring represents the rate-limiting step in this case and this
reaction can be induced by cationic species that are either protonated or alkylated OMEs, which
differ only little in their reactivity. Owing to the fast transacetalization, this is not expected to
affect the product distribution significantly after prolonged reaction times.
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Chapter 7
Final conclusion and outlook
This thesis dealt with the investigation of the synthesis of OMEs and the reduction of NOx by
ammonia SCR using quantum chemical calculations. The reactions were investigated using H-
BEA and a homogeneous acid catalyst (synthesis of OMEs) as well as copper exchanged SSZ-
13 (ammonia SCR). The first part of this thesis has focused on establishing a computational
methodology that ensures that the employed calculations yield an acceptable accuracy. This was
particularly challenging for the SCR reaction on Cu-SSZ-13, which involved calculations of systems
with different spin states (singlets, doublets and triplets) that potentially have strong correlation
effects. Similarly, the investigation of OME synthesis is occurring at low temperature and thus
in liquid phase making the application of a solvent model necessary. As solvation occurs within
the zeolite pore, standard implicit solvation models cannot be applied and this motivated the
development of an explicit solvation model for molecules and zeolites. Here, explicit solvation
calculations for a selected number of structures in the zeolite pores were used to parametrize a
model that allows the prediction of solvation energies for all involved structures.
The investigations of the ammonia-SCR process on Cu-SSZ-13 showed that the fast SCR cycle
occurs via the reaction of copper-bound ammonia with nitrogen oxides. Further intermediates
include nitrous acids and the Cu-bound amino radical and hydroxyl-group. The hydrogen transfer
between the amino radical and NO is a possible rate determining step in this cycle, with a calculated
reaction barrier of 173 kJ/mol. Fast SCR requires stoichiometric quantities of NO2 molecules,
that usually constitute around 5% of NOx gases. The partial oxidation of nitric oxides by O2 is
consequently required for the reduction process. For the investigated single-copper site, we have
not found an energetically feasible mechanism for the oxidation of NO by O2. This is in line with
previous mechanistic proposals that suggests that the interaction of two copper sites is required
for this reaction.
The acid catalyzed oligomerization of formaldehyde and methanol in BEA is comprised of the fol-
lowing steps. Protonation of OME leads to the formation of methanol and methoxymethyl cations
that are extended in chain length either by trioxane ring opening and direct incorporation or de-
composition into formaldehyde units and subsequent incorporation. These molecules are released
as OMEn via transacetalization with other OME molecules. The direct trioxane incorporation was
found to be the most favorable pathway, with lower barriers in comparison to trioxane decompo-
sition. The trioxane ring-opening is computed to be the rate-determining step, with a reaction
barrier of close to 60 kJ/mol. The Schulz-Flory distribution of OMEs in solution is explained by
fast transacetalization processes between OMEs that quickly establish thermodynamic equilibrium.
I furthermore investigated the synthesis of OMEs via homogeneous acid catalysis. The potential
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mechanisms are the same as for the acidic zeolites, since both are Brønsted acid catalysts. The
main difference for homogeneous catalysis is that the intermediates and transition states only react
with the solvent and not with the porous structure of the zeolite. The interaction with the solvent
can, in this case, be modeled with an implicit solvation model. The results are largely similar to
those obtained for the acidic zeolite. This is in agreement with the experimental observation that
many different acidic catalysts from sulfuric acid, over ion exchange resins to acidic zeolites are
catalytically active.
In summary, I established a computational protocol that allows for an accurate description of
reactions catalyzed by H-SSZ-13 and ammonia-SCR catalyzed by Cu-SSZ-13. This methodology
comprises a hierarchical cluster approach allowing to employ higher level methods such as CCSD(T)
or the computationally more feasible DLPNO-CCSD(T) approach. The calculated reaction mech-
anisms revealed an atomistic picture of the reduction of NO2 to N2 with ammonia and showed that
the direct oxidation of NO with O2 is accompanied by prohibitively high barriers. Calculations
of the reaction mechanism of OME synthesis for H-BEA and homogeneous catalysis revealed that
the ring-opening of the employed trioxane is most likely the rate-determining step. Importantly,
all reaction barriers are calculated to be relatively small (≤ 60 kJ/mol) so that one can expect fast
reaction rates and an OME composition that approaches equilibrium relatively fast.
Future work will have to focus on other possible active sites for ammonia-SCR (e.g. the proposed
Cu2 complexes) and the influence of acidity and employed reactants in OME synthesis. The
investigations have so far only focused on establishing a reaction mechanism and a first analysis
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APPENDIX A. ACCURACY OF DENSITY FUNCTIONAL THEORY IN ZEOLITE CATALYSIS
Appendix A
Accuracy of Density Functional
Theory in Zeolite Catalysis
A.1 Details on Convergence Tests
A.1.1 MTO
The reference energies from Figures 3.2 and 3.3 require a meticulous evaluation so that DFT is
compared to the best possible value. For that, the accuracy of the approximate HF exchange
(COSX) is examined, along with the error of the size of the basis-sets. The set of parameters for
the DLPNO calculations, as well as the comparison between the PAW method and basis-sets, are
also carefully evaluated in Section A.1.2. The chain of spheres algorithm [104] was used in the
ORCA program package since the Hartree Fock exchange calculation is significantly sped up for
large molecules. The default COSX grid (grid S2) leads to a deviation of up to 6 kJ/mol for the
DLPNO-MP2 energies, compared to the exact exchange energies, as observed in Figure A.1 for
adsorption and reaction energies and Figure A.2 for transition states, whereas using an improved
COSX grid (grid 6) can reduce the error up to 2 kJ/mol without a significant impact on the
performance.
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a) b)
Figure A.1: Accuracy of RIJCOSX using different grid parameters for adsorption and reaction
energies relative to exact Hartree-Fock or MP2 correlation. Reaction numbers labeled in the x-axis
represent reactions depicted in Scheme 3.1.
a) b)
Figure A.2: Accuracy of RIJCOSX using different grid parameters for transition states relative to
exact Hartree-Fock or MP2 correlation. Reaction numbers labeled in the x-axis represent transition
states depicted in Scheme 3.2.
A complete basis-set extrapolation study was performed on the tier 2 models. Figure A.3 shows the
error of different basis-sets, cc-pVXZ and def2-TZVPP compared to the CBS extrapolation from
cc-pVXZ for the adsorption and reaction energies shown in Scheme 3.1. The CBS study is split
into the HF energy component (Figure A.13), the correlation component (Figure A.14) and the
full DLPNO-MP2 energy, given by the sum of the HF component with the correlation component,
depicted in Figure A.3. The CBS extrapolation approach used in the MTO reactions is the same
as in the SCR mechanism, following Equations 2.3.55 and 2.3.56 depicted in Section 2.3.5.1 from
x




Figure A.3: Basis-set error a) and individual deviation of all adsorption and reaction energies b)
depicted in Scheme 3.1 for the DLPNO-MP2 energies (HF + DLPNO-MP2corr) with respect to the
complete basis-set limit extrapolated using Dunning’s basis-sets cc-pVDZ, cc-pVTZ and cc-pVQZ
(2,3,4).
Similar to the adsorption and reaction energies, Figure A.4 shows the error of different basis-
sets with respect to the CBS extrapolated values from the cc-pVXZ Dunning’s basis-sets for the
transition-state energies, in which the convergence of Hartree-Fock (Figure A.15) and the corre-
lation component from DLPNO-MP2 (Figure A.16) were done separately. Both Figures A.3 and
A.4 show that the double-zeta basis-set is too small to accurately compute HF and post-HF re-
action/adsorption and transition-state energies, with a mean absolute error of 30 and 19 kJ/mol
respectively. Triple-zeta basis-sets perform significantly better with a MAE of 3 to 8 kJ/mol,
whereas the quadruple-zeta basis-set has similar accuracy to CBS(2,3), which indicates that the
CBS(2,3) extrapolation gives already converged values, with MAE of 1-2 kJ/mol with respect to
CBS(3,4).
Despite the SCR reactions in Section 3.4.2 being studied with the same zeolite framework and
using the same approach, several reactions involve spin-polarized calculations with a transition-
metal (Cu+). For this reason, errors associated with basis-sets or methods may not be consistent
with convergence studies here.
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a)
b)
Figure A.4: Basis-set error a) and individual deviation of all transition-state energies b) depicted
in Scheme 3.2 for the DLPNO-MP2 energies (HF + DLPNO-MP2corr) with respect to the complete
basis-set limit extrapolated using Dunning’s basis-sets cc-pVDZ, cc-pVTZ and cc-pVQZ (2,3,4).
The accuracy of EPBCCCSD(T) depends on how well converged basis-sets are. The E
T46
CCSD(T) is complete
basis-set extrapolated while the ET46PBE−D3 uses the def2-TZVPP basis-set. As the convergence rate
differs between DFT and other methods, CBS extrapolation used in Equation 3.4.1 cannot be used
for DFT. We assessed the basis-set convergence of DFT with a functional that has a small error
(M06), where the basis-set incompleteness would lead to a relatively large impact.
xii
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a) b)
Figure A.5: M06 differences calculated using Orca with respect to CCSD(T)/CBS(3,4). a) lists
the error in kJ/mol of adsorption and reaction energies depicted in Scheme 3.1, while b) lists the
error in kJ/mol of transition states depicted in Scheme 3.2.
Figures A.5 a) and b) show the error obtained with the def2-TZVPP basis-set (also shown in
Figures 3.2 b and 3.3 b) and def2-QZVPP basis-set. We observe that the MAE of M06 shifts
around 0.5 kJ/mol, which means that the def2-TZVPP basis-set is already converged for DFT and
does not need further extrapolation.
We will study the dependency on the basis-set into calculating the difference between CCSD(T)
and MP2 next.
a) b)
Figure A.6: DLPNO-MP2/basis deviation with respect to DLPNO-CCSD(T)/basis for the reac-
tions a) and transition states b) depicted in Scheme 3.1 and 3.2 respectively.
Figures A.6 a) and b) show the difference between DLPNO-MP2 and DLPNO-CCSD(T) for the
T46 cluster model using different basis-sets. The difference is only weakly dependent on the basis-
xiii
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set, as the green and blue lines almost overlap. This means that it is a good approximation to
determine the difference between DLPNO-MP2 and DLPNO-CCSD(T) with a smaller basis-set
and perform the CBS extrapolation using MP2, as described by Equation 3.4.1.
To extrapolate coupled-cluster results from the T46 cluster model into the periodic model, a
consistency check was performed for the different methods. In principle, the extrapolation from
T46 to PBC may be different if the PBE-D3 or the BEEF-vdW functionals are used. If that was
indeed the case, it would mean that the PBE-D3 extrapolation cannot be used to convert T46
using coupled-cluster theory into the periodic result.
a) b)
Figure A.7: Comparison of a) the PBE-D3 functional for H-SSZ-13 under periodic boundary
conditions and for the T46 cluster model and b) the difference between BEEF-vdW and PBE-D3
functionals for H-SSZ-13 under periodic boundary conditions and for the T46 cluster model. The
results are also explicitly shown in Table A.3.
Ideally, the difference between BEEF-vdW and PBE-D3 under PBC and on the T46 cluster model
would have the same values so that the extrapolation is consistent, which is in agreement with
Figure A.7 b) and Table A.3 column G, where the biggest deviation is 7 kJ/mol. We can also
observe that the EPBCPBE−D3 results do not fall far off from the E
T46
PBE−D3 results, as shown in Figure
A.7 a).
A.1.2 SCR
In Section 3.4.2, MP2 with an unrestricted HF-reference is not used as the reference method
because of its inaccuracy. Figure A.8 shows that the deviation in the MP2 energies are as large as
145 kJ/mol with a mean absolute error of around 50 kJ/mol when compared to CCSD(T) if an
unrestricted Hartree-Fock reference is used.
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Figure A.8: Deviation in energy of MP2 and CCSD(T) using an UHF-reference with the def2-
TZVPP basis-set with respect to CCSD(T) with the complete basis-set extrapolation from cc-pVXZ
for the T1 chabazite. The CBS extrapolation for the CCSD(T) level follows Equations 2.3.55 and
2.3.56. Reaction number refers to SCR reactions using Cu-SSZ-13 labeled in Scheme 3.3.
We additionally tested a Restricted Open-shell Hartree-Fock (ROHF) reference for gas-phase re-
actions (Table A.5). We observe that the CCSD(T) depends only weakly on the reference, with
deviations below 5 kJ/mol, while MP2 deviations are on the order of 100 kJ/mol and are signifi-
cantly improved if a ROHF reference is used. This suggests that the MP2 results for the catalyzed
reactions shown in Figure A.8 could potentially be improved with a ROHF reference. However,
due to SCF-convergence problems, we have not pursued this possibility further. The disadvantage
of using UHF wavefunctions are that they may lead to spin contamination. Table A.6 shows the
expectation value 〈S · S〉 for DFT, using different functionals and for HF, using the T46 cluster
model. Spin contamination is almost non-existent, with its highest value of around 0.05 for the
Cu-NO3 structure, using UHF wavefunctions. DLPNO-CCSD(T) and DLPNO-MP2 calculations
have no spin contamination due to the Quasi-Restricted Orbitals (QRO) used.
xv
A.1. DETAILS ON CONVERGENCE TESTS




























Figure A.9: DLPNO-CCSD(T) with normal accuracy, ORCA’s default parameters (TCutPairs
= 10−4, TCutMKN = 10−3, TCutPNO = 3.33×10−7) in red, DLPNO-CCSD(T) with keyword
”Tight” (TCutPairs = 10−5, TCutMKN = 10−3, TCutPNO = 10−7) in blue and DLPNO-
CCSD(T) with manually set parameters (TCutPairs = 10−6, TCutMKN = 10−3, TCutPNO =
10−8) in purple (termed ”extra-tight” here) compared to canonical CCSD(T)/def2-TZVPP for the
T1 cluster model. Reaction number refers to SCR reactions using Cu-SSZ-13 labeled in Scheme
3.3.
• TCutPNO – Cutoff for PNO occupation numbers. This is the main truncation parameter.
[106]
• TCutPairs – Cutoff for estimated pair correlation energies. [106]
• TCutMKN – This is a technical parameter that controls the domain size for the local fit to
the PNOs. It is conservative. [106]
In Figure A.9, we compare the results of canonical and DLPNO-CCSD(T), using different thresh-
olds for the latter. The parameters that correspond to ’Normal’ DLPNO yield the largest deviation,
up to around 15 kJ/mol. The errors are reduced if the thresholds according to the keyword ’Tight’
are used and further reduced with manually set parameters, which were termed ’Extra-tight’ here.
In practice ’Tight’ thresholds were used in all benchmark calculations since it leads to the best
accuracy-cost ratio, agreeing well with canonical CCSD(T) (MAE = 4 kJ/mol).
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a) b)
Figure A.10: a) Energy increment from the perturbative triples ”CCSD(T)−CCSD” for different
basis-sets. b) Deviation of the energy increment from the perturbative triples ”CCSD(T)−CCSD”
on CCSD energies with the def2-TZVPP basis-set as reference. Reaction number refers to SCR
reactions using Cu-SSZ-13 labeled in Scheme 3.3.
Figure A.10 a) shows that the difference between reaction energies computed with CCSD(T) and
CCSD can be as large as 40 kJ/mol, showing that the CCSD level of theory is not accurate enough
for benchmark purposes. Figure A.10 b) shows that the difference between CCSD and CCSD(T)
depends only weakly on the employed basis-set and can be evaluated with relatively small basis-set
(def2-SV(P) or cc-pVDZ) with an error of only 5 kJ/mol.
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Figure A.11: Deviation of the reaction energies in the T1 model, obtained with the CCSD
treatment using the def2-TZVPP, cc-pVTZ, cc-pVQZ and CBS(2,3) compared to the CBS(3,4)
extrapolation using cc-pVTZ and cc-pVQZ. Reaction number refers to SCR reactions using Cu-
SSZ-13 labeled in Scheme 3.3.
While the CBS extrapolation using double and triple-zeta basis-sets has better performance than
regular triple-zeta basis-sets, due to error cancellation, it still deviates considerably with respect
to the CBS(3,4), while the cc-pVQZ has small deviations in reaction energies. Another interesting
observation is that the def2-TZVPP has a slightly better performance than the Dunning’s triple-
zeta basis-set.
The extrapolation that corresponds to the EPBCPBE−D3/hard−PAW − E
T46
PBE−D3/def2−TZVPP difference,
raises questions of its consistency since the VASP and TURBOMOLE use different methods to
perform calculations. In principle, programs that use PAW potentials or Gaussian basis-sets should
give the same result, however each method has different types of approximations. PAWs have a
cutoff on the number of plane-waves and radius of the PAW spheres, while Gaussian basis-sets are
limited to the number of basis functions used.
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a) b)
Figure A.12: Comparison of the PBE-D3 functional using PAW with different accuracy and
basis-sets with respect to the CCSD(T) level of theory, with the complete basis-set extrapolation
from cc-pVXZ (a) and with respect to the def2-QZVPP basis-set (b) for the T1 cluster model.
Reaction number refers to SCR reactions using Cu-SSZ-13 labeled in Scheme 3.3.
Despite the normal and hard PAWs having very similar mean absolute errors (both around 7
kJ/mol) with respect to the def2-QZVPP basis-set, as observed in Figure A.12, the hard-PAWs
were used for calculations with plane-waves. The def2-TZVPP basis has reasonable accuracy for
most cases, showing a MAE value of 5 kJ/mol with respect to def2-QZVPP because DFT is less
sensitive to the size of the basis-set than HF or post-HF methods. We have performed the same
study for the B3LYP-D3 functional (Figure A.18) and found again that the differences between
PAWs and Gaussian basis-sets are smaller than the deviation from CCSD(T)/CBS(3,4), although
the differences are up to 20 kJ/mol in the worst cases.
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A.2 Tables and Figures
a)
b)
Figure A.13: Basis-set error a) and individual deviation of all adsorption and reaction energies
b) depicted in Scheme 3.1 for the Hartree-Fock energies with respect to the complete basis-set limit
extrapolated using Dunning’s basis-sets cc-pVDZ, cc-pVTZ and cc-pVQZ (2, 3, 4).
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a)
b)
Figure A.14: Basis-set error a) and individual deviation of all adsorption and reaction energies
b) depicted in Scheme 3.1 for the DLPNO-MP2 correlation energies with respect to the complete
basis-set limit extrapolated using Dunning’s basis-sets cc-pVDZ, cc-pVTZ and cc-pVQZ (2, 3, 4).
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a)
b)
Figure A.15: Basis-set error a) and individual deviation of all transition-state energies b) depicted
in Scheme 3.2 for the Hartree-Fock energies with respect to the complete basis-set limit extrapolated
using Dunning’s basis-sets cc-pVDZ, cc-pVTZ and cc-pVQZ (2, 3, 4).
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a)
b)
Figure A.16: Basis-set error a) and individual deviation of all transition-state energies b) depicted
in Scheme 3.2 for the DLPNO-MP2 correlation energies with respect to the complete basis-set limit
extrapolated using Dunning’s basis-sets cc-pVDZ, cc-pVTZ and cc-pVQZ (2, 3, 4).
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a) b)a) b)a) b)
Figure A.17: Grimme’s dispersion corrections D3 for PBE, PBE0 and B3LYP functionals involv-
ing a) adsorption and reaction energies depicted in Scheme 3.1 and b) transition states depicted
in Scheme 3.2.
a) b)
Figure A.18: Comparison of the B3LYP functional using PAW with different accuracy and basis-
sets with respect to the CCSD(T) level of theory, with the complete basis-set extrapolation from
cc-pVXZ (a) and with respect to the def2-QZVPP basis-set (b) for the T1 cluster model. Reaction
number refers to SCR reactions using Cu-SSZ-13 labeled in Scheme 3.3.
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PBE-D3 BEEF-vdW PBE0-D3 B3LYP-D3 M06 MP2
Max error 48.7 48.3 28.5 39.0 22.0 21.5
MAE 25.3 15.4 18.3 23.4 6.1 8.5
MSE -22.7 -5.3 -16.4 -19.7 -2.6 -3.2
Table A.1: Maximum error, mean absolute error and mean signed error in kJ/mol for adsorption
and reaction energies depicted in Scheme 3.1 with respect to DLPNO-CCSD(T)/CBS(3, 4).
PBE-D3 BEEF-vdW PBE0-D3 B3LYP-D3 M06 MP2
Max error 65.6 47.9 35.7 41.4 12.0 12.0
MAE 42.2 31.3 16.8 27.0 6.6 5.8
MSE -42.2 -31.3 -15.0 -27.0 -1.4 -2.7
Table A.2: Maximum error, mean absolute error and mean signed error in kJ/mol for transition
states depicted in Scheme 3.2 with respect to DLPNO-CCSD(T)/CBS(3, 4).
PBC T46
PBE-D3 BEEF-vdW PBE-D3 BEEF-vdW B – A D – C E – F
A B C D E F G
∆E
1 -110.4 -94.6 -113.3 -91.8 15.8 21.4 -5.6
2 -95.0 -71.8 -101.7 -72.0 23.2 29.6 -6.5
∆E‡
1 124.6 120.2 140.4 136.3 -4.4 -4.1 -0.3
2 14.5 26.4 38.7 52.6 11.9 13.9 -2.0
3 46.4 43.6 52.6 55.5 -2.8 2.9 -5.7
4 — — — — — — —
5 213.7 211.3 221.3 214.9 -2.3 -6.4 4.1
6 179.3 186.2 182.3 187.3 7.0 5.0 2.0
7 61.8 81.9 80.8 106.9 20.1 26.1 -6.0
8 76.8 92.2 71.5 92.7 15.4 21.2 -5.8
9 — — — — — — —
10 21.9 36.5 27.4 41.5 14.6 14.2 0.4
11 75.7 90.0 89.8 104.1 14.4 14.3 0.0
12 17.2 27.5 17.3 30.5 10.3 13.2 -2.9
13 26.6 24.6 35.0 38.4 -2.0 3.4 -5.4
14 61.4 72.3 68.9 80.8 10.9 11.9 -1.0
15 16.3 26.9 20.0 33.7 10.6 13.7 -3.1
16 33.5 29.9 43.6 47.0 -3.6 3.4 -7.0
17 61.8 66.7 76.5 83.6 4.9 7.1 -2.2
Table A.3: Comparison of tier 1 (PBC) and tier 2 (T46) using PBE-D3 and BEEF-vdW. Minima
are labeled according to Scheme 3.1 and barriers according to Scheme 3.2. Reaction energies and
transition states are given in kJ/mol.
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Structure
ORCA T1 diagnostics TM D1 diagnostics ORCA T1 diagnostics
T1 cluster model T1 cluster model T46 cluster model
Cu 0.015 0.079 0.012
Cu-NO2 0.021 0.089 0.013
Cu-NO3 0.020 0.077 0.013
Cu-OH 0.022 0.063 0.013
Cu-NONH2 0.020 0.117 0.013
Cu-NOOHNH3 0.022 0.157 0.013
Cu-NO2NH3 0.020 0.090 0.013
Cu-NH3 0.017 0.108 0.012
Cu-O2 0.028 0.064 0.014
Cu-HONO 0.023 0.148 0.013
Table A.4: T1 and D1 diagnostics for the T1 and T46 cluster models using ORCA and TURBO-
MOLE program packages for CCSD(T).
MP2 CCSD(T)
UHF† ROHF‡ UHF† ROHF‡
Standard SCR -1755.8 -1612.0 -1595.8 -1592.8
NO activation cycle -969.9 -867.2 -848.7 -847.0
NO2 → 1/2 N2 + O2 -23.2 -53.7 -40.8 -40.2
NO2 → NO + 1/2 O2 92.0 61.2 50.8 50.6
NO → 1/2 N2 + 1/2 O2 -115.3 -114.9 -91.7 -90.9
Table A.5: Reaction energies (kJ/mol) for MP2 and CCSD(T) with the def2-TZVPP basis-set
and UHF or ROHF reference. † represents a RHF treatment for closed-shell and UHF treatment
for open-shell molecules while ‡ represents a RHF treatment for closed-shell and ROHF treatment
for open-shell molecules.
Structure
PBE-D3 PBE0-D3 B3LYP-D3 M06 HF
〈S · S〉 〈S · S〉 〈S · S〉 〈S · S〉 〈S · S〉
Cu 0.00 0.00 0.00 0.00 0.00
Cu-NO2 0.75 0.75 0.75 0.75 0.75
Cu-NO3 0.75 0.75 0.75 0.75 0.80
Cu-OH 0.75 0.76 0.76 0.76 0.75
Cu-NONH2 0.00 0.00 0.00 0.00 0.00
Cu-NOOHNH3 0.00 0.00 0.00 0.00 0.00
Cu-NO2NH3 0.75 0.75 0.75 0.75 0.75
Cu-NH3 0.00 0.00 0.00 0.00 0.00
Cu-O2 2.01 2.01 2.01 2.01 2.04
Cu-HONO 0.00 0.00 0.00 0.00 0.00
Table A.6: Expectation values of 〈S ·S〉 for DFT using different functionals and HF to show the
spin contamination on the T46 cluster models.
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Difference
Exp. PBE-D3 M06 CCSD(T) PBE-D3 M06 CCSD(T)
Values def2-TZVPP CBS(3,4) – exp. – exp. – exp.
NO2 33.1 -15.0 12.0 38.3 -48.1 -21.1 -5.2
NH3 -45.9 -60.7 -58.3 -49.1 -14.8 -12.4 3.2
NO 90.3 89.6 90.7 90.2 -0.7 0.4 0.1
H2O -241.8 -216.6 -238.5 -248.5 25.2 3.3 6.7
N2 0.0 0.0 0.0 0.0 0.0 0.0 0.0
O2 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Reaction 1 -1628.4 -1415.3 -1560.5 -1655.5 213.1 67.9 27.1
Reaction 2 -871.4 -812.3 -859.0 -879.6 59.1 12.4 8.2
Reaction 3 -757.0 -603.0 -701.5 -775.8 154.0 55.5 18.8
Table A.7: Enthalpies of formation at 298.15 K in kJ/mol. Reactions 1, 2 and 3 correspond to
the reactions from Equations 3.4.3, 3.4.4 and 3.4.5 respectively. Experimental values were taken
from the NIST Chemistry Webbook. [252] Geometries were optimized with PBE-D3/dhf-SV(P).
Model Method PW/Basis-sets
PBC PBE-D3 Hard PAWs





DLPNO-MP2 def2-TZVPP / cc-pVXZ
DLPNO-CCSD(T) def2-TZVPP / cc-pVDZ
Table A.8: Methods and planewaves/basis-sets represented for each model of the H-SSZ-13 for
MTO reactions. † corresponds to PBE-D3, B3LYP-D3, PBE0-D3 and M06 functionals while ‡
corresponds to BEEF-vdW.
Model Method PW/Basis-sets
PBC PBE-D3 Hard PAWs










Canonical CCSD def2-TZVPP / cc-pVXZ
MP2 def2-TZVPP
Table A.9: Methods and planewaves/basis-sets represented for each model of the Cu-SSZ-13 for
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Appendix B
Selective Catalytic Reduction of
NOx by Ammonia using
Cu-SSZ-13
B.1 Tables and Figures











 ∆E  SCR
Figure B.1: Relation of intrinsic transition states between the T46 cluster model and PBC, for
the fast SCR and NO activation cycle. The PBE-D3 functional is used for both models. The black
line corresponds to a linear fit of y = mx+ b with m = 1 and b = 0. The mean absolute error with
respect to PBC is 4.9 kJ/mol with its biggest deviation being around 12 kJ/mol.
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Figure B.2: Gibbs free energy profile at 473 K of the pink pathway and subsequent black cycle
depicted in Scheme 4.1. Reactions 3b-3f are labeled according to Scheme 4.1. Molecules in blue
show reactants while molecules in red show products.
Molecule ∆E ∆G
Cu+ (adsorbed in zeolite) 0 0
NH3-Cu
+ (adsorbed in zeolite) -223 -139
(NH3)2-Cu
+ (desorbed) -345 -176
(NH3)3-Cu
+ (desorbed) -416 -175
Table B.1: Reaction energies without entropic contributions (∆E) and with entropic contribu-
tions (∆G) of copper complexes in kJ/mol, with respect to “clean” copper adsorbed on the zeolite.
Reaction energies were calculated using the periodic model with PBE-D3.
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Table B.2: D1 diagnostics for molecules depicted in Schemes 4.1 and 4.2, using the T1 cluster
model (active site only). In catalysts with transition metals, structures with values above 0.15 are
considered to have multi-reference character. [181] Labels are defined in Schemes 4.1 and 4.2. 1α,
1d and 8 do not exist in the T1 cluster model, however diagnostics of TS 7-9 from T1 model are
related with TS 8-9 from PBC model as this corresponds to a molecular dissociation barrier. † D1
diagnostics on CCSD that are based on the largest single excitation amplitudes.
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Table B.3: Contribution of perturbative triples (DLPNO-CCSD(T) − DLPNO-CCSD) for reac-
tion energies and barriers (in kJ/mol) depicted in Scheme 4.1, for the T46 cluster model. Cu-NH3 is
assumed to be the resting state (∆E = 0), and 1end is ∆E of NH3+NO+NO2−HNO2 → H2O+N2.
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Appendix C
Synthesis of Oxymethylene
Dimethyl Ethers using H-BEA
C.1 Gas phase free energy diagrams
The reaction takes place in solution in conditions under which all species (except FA) are themselves
liquid in their pure substances. Figure C.1 a) shows a unsolvated free energy profile for the reaction
using PBE-D3 and standard states of p = 1 bar. The free energy profile is completely different from
that discussed in the main text for solvation. This is not surprising since the empty zeolite used
in the calculation represents an unstable species and the diagram from Figure C.1 a) essentially
predicts that all molecules will condensate in the zeolite. The obtained diagram in Figure C.1 a)
mainly depicts the magnitude of this condensation energy and has not much to do with the actual
reaction profile in solution. Using PBE to obtain gas-phase free energies gives the profile shown in
Figure C.1 b). This profile agrees much better with the one in solution (Figure 5.4). This is due
to error cancellation: Both the vdW interaction with the solvent and within the solute is entirely
neglected since GGAs such as PBE do not describe vdW interactions at all.
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Figure	 S7	 Solvation	 energy	 of	 zeolites	 with	 adsorbates	 as	 a	
function	of	the	number	of	carbon	atoms	of	the	adsorbate.	
HYDROGEN BONDING 
As	 can	 be	 seen	 in	 Figures	 S6	 and	 S7,	 significant	 deviations	
from	the	observed	trends	for	solvation	occur	when	hydrogen	
bonds	are	present.	This	concerns	the	zeolite	precursor,	Al-OH	
and	methanol.	 For	 self-solvation	 of	methanol	 in	 the	 smallest	
unit	 cell,	 hydrogen	 bonding	 is	 geometrically	 impossible	 and	
only	 occurs	 when	 two	methanol	 molecules	 per	 unit	 cell	 are	
used.	
Since	 Al-OH	 is	more	 acidic,	 the	 H-bond	 to	 OME1	 is	 stronger	
than	 for	methanol.	 Using	 PBE	 calculations	 to	 separate	 vdW-
effects	 from	 hydrogen	 binding,	 we	 estimate	 the	 hydrogen	
binding	 strengths	 with	 OME1	 as	 the	 acceptor	 to	 be	 roughly	
∆H =	-70	 kJ/mol	 and	 -20	 kJ/mol	 for	 Al-OH	 and	 methanol.	
Importantly,	directed	interaction	of	a	H-bond	leads	to	a	signif-
icant,	 negative	 association	 entropy	 that	 becomes	 generally	
more	 negative	 as	 the	 hydrogen	 bond	 becomes	 stronger.2-3	
Measured	 values	 for	 association	of	 4-fluorophenyl	with	 vari-
ous	ethers	vary	 in	 the	range	of	∆H	of	 -20	 to	 -30	kJ/mol	with	
corresponding	 free	 energies	 ∆G	 in	 the	 range	 of	 -10	 to	 -15	
kJ/mol.2	The	 free	 energy	∆G	grows	with	∆H,	 roughly	 linearly	
with	a	slope	of	0.5,	as	can	also	be	extracted	from	the	compila-
tion	 of	 data	 in	 ref	 3.	 Using	 the	 approximation	 of	 this	 linear	
relationship,	we	extrapolate	the	contribution	of	entropic	cor-
rections,	 −∆S×T,	 to	 hydrogen	 bonding	 at	 300	 K	 to	 be	 10	
kJ/mol	 for	methanol	and	35	kJ/mol	 for	Al-OH.	The	discussed	
deviation	 of	 the	 solvation	 enthalpies	 of	 Al-OH	 and	methanol	
from	 Eqs.	 (2)	 and	 (3)	 are	 taken	 into	 account	 by	 correcting	
methanol	 by	 the	 difference	 of	 these	 deviation,	which	 is	+40	
kJ/mol.	The	difference	in	solvation	entropies	of	the	hydrogen	
bonds	 contributes	 -25	 kJ/mol	 to	 the	 difference	 in	 solvation	
free	 energies	 (through	 −∆S×T).	 Overall,	 we	 estimate	 that	
hydrogen	 bonding	 changes	 the	 free	 energy	 of	 the	 initiation	
reaction	by	15	kJ/mol	in	favor	of	Al-OH.	
EFFECT OF SOLVATION 
As	discussed	in	the	main	text,	the	reaction	takes	place	in	solu-
tion	 in	 conditions	 under	 which	 all	 species	 (except	 FA)	 are	
themselves	 liquid	in	their	pure	substances.	Most	of	the	 inter-
action	 in	 the	 solvent	 is	 due	 to	 vdW-interactions.	 Figure	 S8	
shows	 a	 gas-phase	 free	 energy	 profile	 for	 the	 reaction	 using	
PBE-D3	and	standard	states	of	p=1	bar.	The	free	energy	pro-
file	 is	 completely	 different	 from	 that	 discussed	 in	 the	 main	
text	 for	solvation.	This	 is	not	surprising	since	the	empty	zeo-
lite	used	in	the	calculation	represents	an	unstable	species	and	
the	diagram	Figure	 S8	 essentially	 predicts	 that	 all	molecules	
will	condensate	in	the	zeolite.	The	obtained	diagram	in	Figure	
S8	mainly	depicts	the	magnitude	of	this	condensation	energy	





























FREE ENERGY CONTRIBUTIONS  
Free	energy	contributions	are	listed	in	table	S3.	
Table S3 Contribution to the total free energies in eV. 
Total energy PBE-D3//PBE, ZPVE (PBE), solvation free 
energy, harmonic correction to free energy (PBE), exclud-
ing ZPVE. 
molecule  E ZPVE DGsolv DGharm 
X2 -1579.21 2.37 -2.85 -0.15 
TOX -68.43 2.61 -0.41 -0.45 
TS_X0-A1 -1603.01 3.59 -2.77 -0.29 
FA -22.15 0.71 -0.34 -0.36 
TS_X1-X0 -1555.99 1.38 -2.93 -0.08 
Al-O-+OME1-H+ -1603.40 3.68 -2.77 -0.25 
TS_A4-D41 -1711.49 7.83 -2.35 -0.54 
D41 -1711.91 7.89 -2.35 -0.54 
TS_A1-D11 -1642.37 5.21 -2.60 -0.37 
X0 -1533.24 0.61 -3.01 -0.04 
A4 -1641.55 4.86 -2.60 -0.29 
B1 -1641.53 4.86 -2.60 -0.31 
A4 + OME1 -1711.73 7.87 -2.35 -0.55 
TS_A1-B1 -1641.49 4.83 -2.60 -0.32 
methanol -30.24 1.36 -0.43 -0.38 
A1 + OME4 -1711.86 7.88 -2.35 -0.53 
TS_A1-D41 -1711.71 7.85 -2.35 -0.54 
TS_X2-X1 -1578.66 2.17 -2.85 -0.22 
A4 + TOX -1641.60 4.85 -2.60 -0.32 
TS_X0-X3 -1601.79 3.22 -2.77 -0.21 
X1 -1556.25 1.38 -2.93 -0.09 
TS_B1-A4 -1641.23 4.82 -2.60 -0.31 
A1 -1572.44 2.23 -2.85 -0.14 
OME1 -69.40 2.99 -0.41 -0.57 
A1 + OME1 -1642.54 5.29 -2.60 -0.31 
OME5 -161.12 6.51 -0.93 -0.83 
OME4 -138.20 5.62 -0.80 -0.78 
TS_A1-A2 -1594.83 2.93 -2.77 -0.27 
X3 -1602.23 3.25 -2.77 -0.22 
A2 -1595.49 3.10 -2.77 -0.21 
TS_X3-X2 -1601.75 3.06 -2.77 -0.28 













_cell_length_a       12.7 
_cell_length_b       12.7 
_cell_length_c       26.6 
_cell_angle_alpha    90 
_cell_angle_beta     90 
_cell_angle_gamma    90 
 
_symmetry_space_group_name_H-M    "P 1" 
_symmetry_int_tables_number       1 
 
loop_ 
  _symmetry_equiv_pos_as_xyz 
  'x, y, z' 
 
loop_ 
  _atom_site_label 
  _atom_site_occupancy 
  _atom_site_fract_x 
  _atom_site_fract_y 
  _atom_site_fract_z 
  _atom_site_thermal_displace_type 
  _atom_site_B_iso_or_equiv 
  _atom_site_type_symbol 
  Si1      1.0000 0.95963  0.79279  0.05635  Biso   1.000  Si 
  Si2      1.0000 0.20566  0.95509  0.30544  Biso   1.000  Si 
  Si3      1.0000 0.04778  0.19782  0.55655  Biso   1.000  Si 
  Si4      1.0000 0.79812  0.04028  0.80684  Biso   1.000  Si 
  Si5      1.0000 0.04728  0.79361  0.94652  Biso   1.000  Si 
  Si6      1.0000 0.79957  0.95472  0.69729  Biso   1.000  Si 



























Figure C.1: Gas phase free energy diagram using a) PBE-D3 and b) PBE functionals at T = 300
K.
C.2 Tables and Figures
Al O X0 Al-OMe A1 TS A1-B1 TS A1-A2
T1 O1 0 0 0 13 11
T1 O1 * 3 — 5 0 0
T1 O2 3 -4 -2 18 0
T1 O3 0 0 21 16 28
T2 O1 -3 -13 -2 10 -6
T2 O2 4 — — — —
T3 O1 12 3 7 24 3
T3 O2 12 13 45 36 47
T3 O3 9 -7 4 20 9
Table C.1: Relative energies in kJ/mol obtained with PBE for different substitution of Si with Al.
The position of Al is explained in Figure 5.1, different isomers arising from the choice of adjacent
oxygen positions have been included. O1 * refers to a different conformer for the same isomer of
O1.
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nc Molecule Hsolv(s) Hsolv(exp.) Hsolv(l)
1 FA -28 -20 -33
1 MeOH -25(-61*) -43 -43
2 DME -27 -19 -28
3 TOX -38 -43 -35
3 OME1 -38 -29 -43
4 OME2 -55 -40 —
5 OME3 -64 -48 —
6 OME4 -80 -58 -66
7 OME5 -87 -67 —
Table C.2: Computed solvation energies of molecules with nc carbons in kJ/mol. Hsolv(s) refers
to structures containing only one molecule per unit cell which closely resembles a molecular crystal.
Since methanol cannot form hydrogen bonds in this minimal unit cell, a larger unit cell containing
two methanol molecules has also been considered. This leads to a significant stabilization (labeled
with *). Hsolv(l) refers to structures where the molecule is solvated in a large number of OME1
molecules that have been initially placed in random orientation and therefore closely resembles
a solution. The experimental values of methanol and DME are obtained from NIST Standard






Figure	 S7	 Solvation	 energy	 of	 zeolites	 with	 adsorbates	 as	 a	
function	of	the	number	of	carbon	atoms	of	the	adsorbate.	
HYDROGEN BONDING 
As	 can	 be	 seen	 in	 Figures	 S6	 and	 S7,	 significant	 deviations	
from	the	observed	trends	for	solvation	occur	when	hydrogen	
bonds	are	present.	This	concerns	the	zeolite	precursor,	Al-OH	
and	methanol.	 For	 self-solvation	 of	methanol	 in	 the	 smallest	
unit	 cell,	 hydrogen	 bonding	 is	 geometrically	 impossible	 and	
only	 occurs	 when	 two	methanol	 molecules	 per	 unit	 cell	 are	
used.	
Since	 Al-OH	 is	more	 acidic,	 the	 H-bond	 to	 OME1	 is	 stronger	
than	 for	methanol.	 Using	 PBE	 calculations	 to	 separate	 vdW-
effects	 from	 hydrogen	 binding,	 we	 estimate	 the	 hydrogen	
binding	 strengths	 with	 OME1	 as	 the	 acceptor	 to	 be	 roughly	
∆H =	-70	 kJ/mol	 and	 -20	 kJ/mol	 for	 Al-OH	 and	 methanol.	
Importantly,	directed	interaction	of	a	H-bond	leads	to	a	signif-
icant,	 negative	 association	 entropy	 that	 becomes	 generally	
more	 negative	 as	 the	 hydrogen	 bond	 becomes	 stronger.2-3	
Measured	 values	 for	 association	of	 4-fluorophenyl	with	 vari-
ous	ethers	vary	 in	 the	range	of	∆H	of	 -20	 to	 -30	kJ/mol	with	
corresponding	 free	 energies	 ∆G	 in	 the	 range	 of	 -10	 to	 -15	
kJ/mol.2	The	 free	 energy	∆G	grows	with	∆H,	 roughly	 linearly	
with	a	slope	of	0.5,	as	can	also	be	extracted	from	the	compila-
tion	 of	 data	 in	 ref	 3.	 Using	 the	 approximation	 of	 this	 linear	
relationship,	we	extrapolate	the	contribution	of	entropic	cor-
rections,	 −∆S×T,	 to	 hydrogen	 bonding	 at	 300	 K	 to	 be	 10	
kJ/mol	 for	methanol	and	35	kJ/mol	 for	Al-OH.	The	discussed	
deviation	 of	 the	 solvation	 enthalpies	 of	 Al-OH	 and	methanol	
from	 Eqs.	 (2)	 and	 (3)	 are	 taken	 into	 account	 by	 correcting	
methanol	 by	 the	 difference	 of	 these	 deviation,	which	 is	+40	
kJ/mol.	The	difference	in	solvation	entropies	of	the	hydrogen	
b ds	 contributes	 -25	 kJ/mol	 to	 the	 difference	 in	 solvation	
free	 energies	 (through	 −∆S×T).	 Overall,	 we	 estimate	 that	
hydrogen	 bonding	 changes	 the	 free	 energy	 of	 the	 initiation	
reaction	by	15	kJ/mol	in	favor	of	Al-OH.	
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As	discussed	in	the	main	text,	the	reaction	takes	place	in	solu-
tion	 in	 conditions	 under	 which	 all	 species	 (except	 FA)	 are	
themselves	 liquid	in	their	pure	substances.	Most	of	the	 inter-
action	 in	 the	 solvent	 is	 due	 to	 vdW-interactions.	 Figure	 S8	
shows	 a	 gas-phase	 free	 energy	 profile	 for	 the	 reaction	 using	
PBE-D3	and	standard	states	of	p=1	bar.	The	free	energy	pro-
file	 is	 completely	 different	 from	 that	 discussed	 in	 the	 main	
text	 for	solvation.	This	 is	not	surprising	since	the	empty	zeo-
lite	used	in	the	calculation	represents	an	unstable	species	and	
the	diagram	Figure	 S8	 essentially	 predicts	 that	 all	molecules	
will	condensate	in	the	zeolite.	The	obtained	diagram	in	Figure	
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Figure C.2: Solvation energy of zeolites with adsorbates as a function of the number of carbon
atoms of the adsorbate. Hydrogen-bond formation in X0 is included. The notations An, Dnm and
Xn correspond to the labels defined in Scheme 5.4.
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Supporting Information - Theoretical Investigation of the Acid cata-
lyzed Formation of Oxymethylene Dimethyl Ethers from Trioxane 
and Dimethoxymethane 
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ANALYSIS OF EXPERIMENTAL SOLVATION 
DATA 
For	 all	 involved	 reactants	 and	 products	 (OMEn,	 FA,	 TOX)	
experimental	 solvation	 enthalpies	 and	 entropies	 are	 known.	
Experimental	 data	 as	 well	 as	 fitted	 coefficient	 for	 interpola-
tion	have	been	taken	from	ref.	1.	Vapor	pressures	and	heats	of	
vaporization	have	been	calculated	using	Eqs.	 (A.1)	and	 (A.2)	
together	 with	 the	 parameters	 in	 Tables	 9	 and	 10	 of	 ref.	 1.	
From	 the	 vapor	 pressures	 of	 the	 pure	 substances,	 we	 can	
deduce	the	free	energies	of	solvation	of	the	substances	within	
themselves:	
∆MNOPQ R = 1 = 	−UVW ln
X
XYZ[ .	
Having	 the	 solvation	 free	 energy	 and	 enthalpy,	 we	 can	 then	
deduce	the	solvation	entropy:	
∆^NOPQ R = 1 = 	
∆_NOPQ R = 1 − ∆MNOPQ R = 1
W
.	
	Solvation	 enthalpies,	 free	 energies	 and	 entropies	 are	 shown	
in	Figures	S1-S3	as	a	function	of	temperature.	In	Figure	S4,	we	
furthermore	 show	 that	 the	 ratio	 of	 the	 solvation	 entropy	 to	
the	entropy	of	 the	molecule	 in	 the	gas	phase	 is	at	T	≈	300	K	
around	0.35	of	TOX	and	FA	and	around	0.25	for	the	OMEs.	One	




Figure S1. Solvation enthalpy, interpolation data taken from ref. 
1. Discontinuities occur for FA and OME1 beyond their boiling 
points but are not relevant for this work (T≈ 300 K). 
𝚫
Figure C.3: Solvation enthalpy, interpolation data taken from ref [215]. Discontinuities occur for
FA and OME1 beyond their boiling points but are not relevant f r this work (T ≈ 300 K).
 
 
Figure S2. Solvation free energy, interpolation data taken from 
ref. 1. Discontinuities occur for FA and OME1 beyond their boil-
ing points but are not relevant for this work (T≈ 300 K). 
 
Figure S3. Solvation enthalpy, interpolation data taken from ref. 
1. Discontinuities occur for FA and OME1 beyond their boiling 
points but are not relevant for this work (T≈ 300 K). 
 
Figure S4. Ratio of solvation entropy to gas phase entropy (com-
puted based on the rigid-rotator, harmonic oscillator approxima-
tion). Interpolation data taken from ref. 1. Discontinuities occur 
for FA and OME1 beyond their boiling points but are not relevant 
for this work (T≈ 300 K). 
INVESTIGATION OF ALUMINUM 
SUBSTITUTION 
We	 have	 investigated	 three	 symmetry-inequivalent	 substitu-
tion-positions	 for	 aluminum,	 which	 are	 shown	 in	 Figure	 S5	
and	 labeled	 T1,	 T2	 and	 T3.	 T1	 is	 at	 the	 intersection	 of	 two	
pores	which	run	in	orthogonal	directions	along	the	(100)	and	
(010)-direction.	 This	 positions	 is	 therefore	 expected	 to	 pro-
vide	more	room	for	reaction	with	bulky	substrate	due	to	low-
er	 steric	 repulsion	 with	 the	 surrounding	 walls.	
	
Figure S5. Illustration of the symmetry-inequivalent positions of 
Al investigated in this work. 
In	Table	S1	we	list	the	stability	of	various	intermediates	rela-
tive	 to	 the	 reference	energy	of	 the	T1	position	 chosen	 in	 the	
manuscript.	 In	addition	 to	 the	choice	of	Al-position,	different	
reactions	 occur	 at	 different	 adjacent	 oxygen	 atoms	 (up	 to	
four),	which	are	also	listed	in	Table	S1.	It	can	be	seen	that	for	
most	 structures	 the	 most	 stable	 O-isomers	 of	 the	 three	 Al-
isomers	 are	 within	 a	 range	 of	 10	 kJ/mol,	 e.g.	 we	 expect	 no	
significant	difference	in	reactivity,	when	considering	T1,	T2	or	
T3.	 Transition	 state	 TS-A1-B1	 is	 an	 exception	 as	 all	 T2-	 and	
T3-isomers	are	at	 least	10	kJ/mol	 less	stable	than	T1.	This	 is	
due	 to	 the	pore	structure,	where	T1	provides	most	space	 for	
the	alkylation	of	TOX.	
Table S1 Relative energies in kJ/mol obtained with PBE 
for different substitution of Si with Al. The position of Al is 
𝚫
Figure C.4: Solvation free energy, interpolation data taken from ref [215]. Discontinuities occur
for FA and OME1 beyond their boiling points but are not relevant for this work (T ≈ 300 K).
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Figure S2. Solvation free energy, interpolation data taken from 
ref. 1. Discontinuities occur for FA and OME1 beyond their boil-
ing points but are not relevant for this work (T≈ 300 K). 
 
Figure S3. Solvation enthalpy, interpolation data taken from ref. 
1. Discontinuities occur for FA and OME1 beyond their boiling 
points but are not relevant for this work (T≈ 300 K). 
 
Figure S4. Ratio of solvation entropy to gas phase entropy (com-
puted based on the rigid-rotator, harmonic oscillator approxima-
tion). Interpolation data taken from ref. 1. Discontinuities occur 
for FA and OME1 beyond their boiling points but are not relevant 
for this work (T≈ 300 K). 
INVESTIGATION OF ALUMINUM 
SUBSTITUTION 
We	 have	 investigated	 three	 symmetry-inequivalent	 substitu-
tion-positions	 for	 aluminum,	 which	 are	 shown	 in	 Figure	 S5	
and	 labeled	 T1,	 T2	 and	 T3.	 T1	 is	 at	 the	 intersection	 of	 two	
pores	which	run	in	orthogonal	directions	along	the	(100)	and	
(010)-direction.	 This	 positions	 is	 therefore	 expected	 to	 pro-
vide	more	room	for	reaction	with	bulky	substrate	due	to	low-
er	 steric	 repulsion	 with	 the	 surrounding	 walls.	
	
Figure S5. Illustration of the symmetry-inequivalent positions of 
Al investigated in this work. 
In	Table	S1	we	list	the	stability	of	various	intermediates	rela-
tive	 to	 the	 reference	energy	of	 the	T1	position	 chosen	 in	 the	
manuscript.	 In	addition	 to	 the	choice	of	Al-position,	different	
reactions	 occur	 at	 different	 adjacent	 oxygen	 atoms	 (up	 to	
four),	which	are	also	listed	in	Table	S1.	It	can	be	seen	that	for	
most	 structures	 the	 most	 stable	 O-isomers	 of	 the	 three	 Al-
isomers	 are	 within	 a	 range	 of	 10	 kJ/mol,	 e.g.	 we	 expect	 no	
significant	difference	in	reactivity,	when	considering	T1,	T2	or	
T3.	 Transition	 state	 TS-A1-B1	 is	 an	 exception	 as	 all	 T2-	 and	
T3-isomers	are	at	 least	10	kJ/mol	 less	stable	than	T1.	This	 is	
due	 to	 the	pore	structure,	where	T1	provides	most	space	 for	
the	alkylation	of	TOX.	
Table S1 Relative energies in kJ/mol obtained with PBE 
for different substitution of Si with Al. The position of Al is 
𝚫
Figure C.5: Solvation entropy, interpolation d ta taken from ref [215]. Discontinuities occur for
FA and OME1 beyond their boiling points but are not relevant for this work (T ≈ 300 K).
 
 
Figure S2. Solvation free energy, interpolation data taken from 
ref. 1. Discontinuities occur for FA and OME1 beyond their boil-
ing points but are not relevant for this work (T≈ 300 K). 
 
Figure S3. Solvation enthalpy, interpolation data taken from ref. 
1. Discontinuities occur for FA and OME1 beyond their boiling 
points but are not relevant for this work (T≈ 300 K). 
 
Figure S4. Ratio of solvation entropy to gas phase entropy (com-
puted based on the rigid-rotator, harmonic oscillator approxima-
tion). Interpolation data taken from ref. 1. Discontinuities occur 
for FA and OME1 beyond their boiling points but are not relevant 
for this work (T≈ 300 K). 
INVESTIGATION OF ALUMINUM 
SUBSTITUTION 
We	 have	 investigated	 three	 symmetry-inequivalent	 substitu-
tion-positions	 for	 aluminum,	 which	 are	 shown	 in	 Figure	 S5	
and	 labeled	 T1,	 T2	 and	 T3.	 T1	 is	 at	 the	 intersection	 of	 two	
pores	which	run	in	orthogonal	directions	along	the	(100)	and	
(010)-direction.	 This	 positions	 is	 therefore	 expected	 to	 pro-
vide	more	room	for	reaction	with	bulky	substrate	due	to	low-
er	 steric	 repulsion	 with	 the	 surrounding	 walls.	
	
Figure S5. Illustration of the symmetry-inequivalent positions of 
Al investigated in this work. 
In	Table	S1	we	list	the	stability	of	various	intermediates	rela-
tive	 to	 the	 reference	energy	of	 the	T1	position	 chosen	 in	 the	
manuscript.	 In	addition	 to	 the	choice	of	Al-position,	different	
reactions	 occur	 at	 different	 adjacent	 oxygen	 atoms	 (up	 to	
four),	which	are	also	listed	in	Table	S1.	It	can	be	seen	that	for	
most	 structures	 the	 most	 stable	 O-isomers	 of	 the	 three	 Al-
isomers	 are	 within	 a	 range	 of	 10	 kJ/mol,	 e.g.	 we	 expect	 no	
significant	difference	in	reactivity,	when	considering	T1,	T2	or	
T3.	 Transition	 state	 TS-A1-B1	 is	 an	 exception	 as	 all	 T2-	 and	
T3-isomers	are	at	 least	10	kJ/mol	 less	stable	than	T1.	This	 is	
due	 to	 the	pore	structure,	where	T1	provides	most	space	 for	
the	alkylation	of	TOX.	
Table S1 Relative energies in kJ/mol obtained with PBE 
for different substitution of Si with Al. The position of Al is 
Figure C.6: Ratio of solvation entropy to gas phase entropy (computed based on the rigid-rotator,
harmonic oscillator approximation). Interpolation data taken from ref [215]. Discontinuities occur
for FA and OME1 bey nd their boiling poi ts but are not relevant for this work (T ≈ 300 K).
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Molecule E ZPVE ∆Gsolv ∆Gharm
X2 -1579.21 2.37 -2.85 -0.15
TOX -68.43 2.61 -0.41 -0.45
TS X0-A1 -1603.01 3.59 -2.77 -0.29
FA -22.15 0.71 -0.34 -0.36
TS X1-X0 -1555.99 1.38 -2.93 -0.08
Al-O−+OME1-H+ -1603.40 3.68 -2.77 -0.25
TS A4-D41 -1711.49 7.83 -2.35 -0.54
D41 -1711.91 7.89 -2.35 -0.54
TS A1-D11 -1642.37 5.21 -2.60 -0.37
X0 -1533.24 0.61 -3.01 -0.04
A4 -1641.55 4.86 -2.60 -0.29
B1 -1641.53 4.86 -2.60 -0.31
A4+OME1 -1711.73 7.87 -2.35 -0.55
TS A1-B1 -1641.49 4.83 -2.60 -0.32
methanol -30.24 1.36 -0.43 -0.38
A1+OME4 -1711.86 7.88 -2.35 -0.53
TS A1-D41 -1711.71 7.85 -2.35 -0.54
TS X2-X1 -1578.66 2.17 -2.85 -0.22
A4+TOX -1641.60 4.85 -2.60 -0.32
TS X0-X3 -1601.79 3.22 -2.77 -0.21
X1 -1556.25 1.38 -2.93 -0.09
TS B1-A4 -1641.23 4.82 -2.60 -0.31
A1 -1572.44 2.23 -2.85 -0.14
OME1 -69.40 2.99 -0.41 -0.57
A1+OME1 -1642.54 5.29 -2.60 -0.31
OME5 -161.12 6.51 -0.93 -0.83
OME4 -138.20 5.62 -0.80 -0.78
TS A1-A2 -1594.83 2.93 -2.77 -0.27
X3 -1602.23 3.25 -2.77 -0.22
A2 -1595.49 3.10 -2.77 -0.21
TS X3-X2 -1601.75 3.06 -2.77 -0.28
Al-OMe -1549.26 1.37 -2.93 -0.08
Table C.3: Contribution to the total free energies in eV. Total energy PBE-D3//PBE, ZPVE
(PBE), solvation free energy, harmonic correction to free energy (PBE), excluding ZPVE.
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D.1 Accuracy of DFT
The PBE-D3, PBE0-D3 and M06-2X hybrid functionals were compared with second order Møller-
Plesset perturbation theory (MP2) to investigate reaction energies and transition states for OME
synthesis. All calculations were performed as single-point energy calculations with the def2-TZVPP
basis-set using geometries optimized with PBE0-D3/dhf-SV(P).
a) b)a) b)a) b)a) b)a) b)a) b)
Figure D.1: Deviation of the PBE-D3 GGA DFT functional and PBE0-D3, M06-2X hybrid
functionals with respect to MP2, with calculated MAE values in kJ/mol both for a) Reaction
energies and b) Barriers.
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As Figures D.1 a) and b) indicate, minima are usually well described using PBE-D3, PBE0-D3
and M06-2X functionals for the OME synthesis, having both a mean absolute deviation and mean
absolute error lower than 5 kJ/mol. Transition states are, however, systematically underestimated
by around 15 kJ/mol using the PBE-D3 functional (MAE ∼ 15 kJ/mol). M06-2X agrees well with
MP2, with a mean absolute error of around 2 kJ/mol. To have an accurate description of the
transition states in this work, MP2 was used in single-point energy calculations.
D.2 Solvent corrections
D.2.1 Calculation of Protonation Energies with Solvation
The protonation of OME1 is the first step in initiation of the catalytic formation of OMEn (Scheme
6.1). Different acids, such as the H-BEA and HCl, were explored with the assumption that its
corresponding base does not exert significant influence in the OME synthesis. The transfer of a
proton from BEA into OME1, which is now distant from the active site, is around 70 kJ/mol uphill
in energy, as shown in Figure D.2.
H-BEA + OME1
BEA- + H+-OME1
Figure D.2: OME protonation with H-BEA in periodic boundary conditions. Color scheme: H
– Black; O – Red; Si – Pink; Al – Gray; OME – Green.
The fully solvated HCl in 11 OME1 molecules is also considered and shown in Figure D.3. The
protonation of OME1 under these conditions is 90 kJ/mol uphill in energy, which means that in
this case, the zeolite is a stronger acid when compared to hydrochloric acid by 20 kJ/mol. However,
the protonation reaction from HCl, using one explicit solvent OME1 molecule in addition to the
xl
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implicit solvation model described in Section D.2.2, results in a reaction free energy that is 170
kJ/mol uphill. Reaction energies between these two different approaches (explicit solvation with
PBC and mixed implicit and explicit solvation) do not agree very well, having an energy difference
of close to 80 kJ/mol. The reason for this difference may be due to entropic correction not being
considered in the explicit solvation case, however it already provides a crude estimate of how acid
HCl is. These protonation energies are shown in the Gibbs free energy profile from Figure 6.2.
HCl + OME1 Cl- + H+-OME1
Figure D.3: OME protonation with HCl in periodic boundary conditions. Color scheme: H –
Black; Cl – Red; OME – Green.
D.2.2 Solvent parameterizations in the SMD model
With different molecules in solution, it is difficult to find descriptors, that simulate the interaction of
the whole solvent mixture with the solute accurately. The solvent database for the SMD model [108]
implemented in GAMESS quantum chemistry package is limited to 179 molecules, in which the
best descriptors found were the ones from the Diethyl Ether solvent, as its descriptors (depicted in
Table D.1) are most identical to molecules in liquid phase that are present during OME synthesis.
The descriptors are defined in Table D.2. A comparison of the reaction energies for the formation
of OME4 from OME1+TOX using different solvent descriptors was also performed (Figure D.4),
since MeOH and the remaining ”ether-like” molecules have slightly different properties, as observed
in Table D.1.
Molecule n n25 α, β γ ε φ ψ
Diethyl Ether 1.353 1.350 0.00, 0.45 24.0 4.24 0.0 0.0
OME1 1.353 1.348 0.00, 0.53 21.3 2.70 0.0 0.0
FA 1.377 — — 27.4 — 0.0 0.0
TOX 1.385 — 0.00, — 35.3 15.55 0.0 0.0
MeOH 1.329 1.327 0.40, 0.47 31.8 32.61 0.0 0.0
Table D.1: Descriptors for the molecules present in the solvent. [245–247] Diethyl ether and
methanol are 2 out of the 179 molecules that can be found in the solvent database for the SMD
model.
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Figure D.4: Free energy diagram at T = 300 K, using MP2 with the def2-TZVPP basis-set, for
the catalytic conversion of OME4 through OME1+TOX, using diethyl ether, water or methanol
as solvent. This diagram and the corresponding labels are based on Scheme 6.1.
While the overall reaction free energies are similar, larger differences are found for the reaction
barriers and in the stability of X1 and A41 when compared to the resting state A11. Here, water
and methanol behave similarly, while results with diethyl ether differ on the order of 10 kJ/mol,
which still does not exert any significant influence in our results.
D.3 Tables and Figures
n Index of refraction at optical frequencies at 293 K, This is sometimes callled nD20.
α Abraham’s hydrogen bond acidity. In particular, in Abraham’s notation this is called
∑
αH2 .
β Abraham’s hydrogen bond basicity. In particular, in Abraham’s notation this is called
∑
βH2 .
γ γ = γm/γ
0, where γm is macroscopic surface tension at liquid-air interface at 298 K,
and γ0 is 1 cal mol−1Å
−2
. Conversion factor: 1 dyne/cm= 1.43932 cal mol−1Å
−2
.
ε Dielectric constant at 298 K. Note that dielectric constant is also called relative permittivity.
φ Aromaticity: fraction of non-hydrogenic solvent atoms that are aromatic carbon atoms.
ψ Electronegative halogenicity: fraction of non-hydrogenic solvent atoms that are F, Cl, or Br.
n25 Index of refraction at optical frequencies at 298 K, This is sometimes callled n
D
25.
Table D.2: Descriptors for solvent molecules in the universal model based on density (SMD).
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2.289 Å 1.994 Å
Figure D.5: 3D representation of the TOX ring-opening transition state (B1 → A41) from the
direct TOX incorporation pathway with A11 as the catalytic species (Figure 6.2). Color scheme :
H – White; O – Red; C – Brown.
2.279 Å
2.023 Å
Figure D.6: 3D representation of the TOX ring-opening transition state (B1 → X4) from the
direct TOX incorporation pathway with protonated OME1 (X1) as the catalytic species (Figure
6.3). Color scheme : H – White; O – Red; C – Brown.
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1.862 Å
2.389 Å
Figure D.7: 3D representation of the TOX ring-opening transition state (H-TOX + OME1 →
H-A31) from the chain growth pathway via TOX decomposition to FA and subsequent sequential
FA incorporation (Figure 6.4 c). Color scheme : H – White; O – Red; C – Brown.
2.135 Å 2.207 Å
2.441 Å
Figure D.8: 3D representation of the FA-incorporation transition state (A11 + 3FA → A21 +
2FA) from the chain growth pathway via TOX decomposition to FA and subsequent sequential FA
incorporation (Figure 6.4 c). Color scheme : H – White; O – Red; C – Brown.
xliv




TS A11 - B1 42.07
B1 8.64
TS B1 - A41 71.61
A41 13.29




HCl implicit TM (reference to X1) -156.44
HCl explicit VASP (reference to X1) -72.69




TS A11 - X1 47.44
X1 10.18
TS X1 - B1 40.39
B1 8.64
TS B1 - X4 67.55
X4 20.89
X1 + OME4 14.59




TS A11+TOX - X1+TOX 47.44
X1+TOX 10.18
H-TOX+OME1 41.15
TS H-TOX+OME1 - H-A31 67.86
H-A31 11.37
TS H-A31 - H-A21+FA 93.44
H-A21+FA 8.34
TS H-A21+FA - H-A11+2FA 109.77
H-A11+2FA 21.58
TS H-A11+2FA - X1+3FA 67.41
X1+3FA 41.1
TS X1+3FA - A11+3FA 78.34
A11+3FA 30.90
Table D.5: Relative Gibbs free energies of TOX decomposition (Figure 6.4 c) using MP2/def2-
TZVPP in kJ/mol
xlv
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Molecule Relative ∆G
A11+3FA 30.90
TS A11+3FA - A21+2FA 109.34
A21+2FA 29.67
TS A21+2FA - A31+FA 109.40
A31+FA 18.82
TS A31+FA - A41 100.14
A41 13.29
Table D.6: Relative Gibbs free energies of formaldehyde insertion (Figure 6.4 c) using MP2/def2-
TZVPP in kJ/mol
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Total Energies ∆G1barharm ∆G
1bar→1mol/l
solv
Molecule PBE-D3 MP2 PBE0-D3 M06-2X PBE0 M06 SMD-ETHER
TS OME4+H-A4+OME1 -2316636.85 -2314305.58 -2316752.61 -2318341.45 734.54 -154.14
tetroxane -1201879.79 -1200725.96 -1201923.27 -1202765.50 268.73 -14.23
pentoxane -1502349.73 -1500902.96 -1502401.13 -1503451.28 347.24 -19.29
TS B1-A4+OME1 -2012983.90 -2010950.52 -2013080.12 -2014468.85 622.77 -155.10
TS A1+OME1-tetroxane CH2OCH3 -2313450.68 -2311125.71 -2313559.39 -2315159.80 701.22 -163.22
TS A4+OME1-A3+OME1 -3321193.89 -3317875.56 -3321367.41 -3323668.38 1062.01 -141.34
TS A3OH+OME1-A2OH+OME1 -2316608.61 -2314269.47 -2316708.88 -2318297.47 728.05 -149.24
TS A2+OME1-A3+OME1 -2419698.05 -2417223.56 -2419818.17 -2421481.63 805.82 -134.22
A2+OME1 -1412057.82 -1410620.69 -1412145.89 -1413123.88 471.69 -156.40
TS A2+OME1-A3 -1712483.63 -1710732.39 -1712557.54 -1713736.65 524.93 -150.83
OME5 -1909059.99 -1907188.26 -1909153.25 -1910484.30 530.18 -19.96
TS H DME-CH3 TOX -1308907.22 -1307595.89 -1308967.44 -1309860.19 403.92 -166.36
TS A3+OME1-A1+OME1 -2419729.03 -2417267.37 -2419867.20 -2421535.96 814.17 -145.56
TS A1OH+OME1-OME1+H -1008457.30 -1007433.80 -1008505.38 -1009193.55 319.07 -165.98
TS CH3 DME-CH3 TOX -1411990.91 -1410546.20 -1412070.14 -1413041.19 473.74 -158.07
A1+OME1 -1111571.38 -1110421.43 -1111648.40 -1112414.17 391.39 -164.43
TS OME1+CH3-A1+OME1 -1518270.88 -1516673.18 -1518376.12 -1519413.99 575.15 -147.32
FA -300410.11 -300121.28 -300408.17 -300618.62 12.97 -1.38
A3 -1005281.04 -1004264.34 -1005319.13 -1006016.68 266.96 -173.13
A5+OME1 -2313523.64 -2311221.42 -2313643.69 -2315250.19 718.91 -149.03
TS A3+OME1-A2+OME1 -2720216.72 -2717472.93 -2720368.10 -2722249.13 896.27 -142.84
TS CH3 TOX-CH3 OME3 -1412013.02 -1410559.60 -1412091.02 -1413061.70 468.18 -157.36
TS TOX CH3 opening -1712491.68 -1710748.30 -1712579.52 -1713760.11 545.42 -161.34
TS A4+OME1-A2+OME1 -3020712.84 -3017685.91 -3020877.81 -3022972.53 986.72 -139.91
2OME+H -1415181.14 -1413733.98 -1415278.20 -1416247.97 509.17 -169.66
A4+OME1 -2013027.11 -2011011.79 -2013135.67 -2014532.56 627.85 -157.23
A3+OME1 -1712545.27 -1710818.40 -1712642.62 -1713828.27 551.69 -159.24
TS CH3 OME3-OME3+CH3 DME -1818709.55 -1816831.71 -1818827.35 -1820079.87 666.73 -150.62
DME+H -407482.59 -407056.63 -407528.82 -407802.36 175.19 -197.90
MeOH -303593.34 -303300.30 -303613.28 -303815.73 74.00 -3.35
OME3+CH3 -1412052.71 -1410619.19 -1412142.77 -1413122.33 474.29 -161.96
OME2 -1007633.28 -1006625.76 -1007693.50 -1008393.43 297.62 -6.65
DME+CH3 -510585.88 -510030.15 -510651.88 -511005.37 242.74 -183.01
A1OH+OME1 -1008493.20 -1007483.11 -1008552.36 -1009244.61 326.94 -170.37
TS A1+OME1-A2+OME1 -2119210.74 -2117029.38 -2119323.32 -2120780.12 725.33 -138.28
A2OH+OME1 -1308989.55 -1307688.21 -1309058.01 -1309956.67 403.55 -164.81
A3OH+OME1 -1609474.98 -1607882.70 -1609553.62 -1610662.32 486.86 -160.29
OME3 -1308114.78 -1306819.54 -1308185.92 -1309096.11 375.91 -10.04
TS A4+OME1-pentoxane CH3 -2313458.54 -2311126.10 -2313551.44 -2315150.44 692.01 -147.15
tetroxane CH2OCH3 -1606308.15 -1604724.58 -1606378.75 -1607498.85 442.05 -163.09
A5 -1606239.53 -1604643.09 -1606295.21 -1607411.21 418.41 -168.07
TS DME+CH3-OME1+CH3 -1217733.59 -1216429.93 -1217829.29 -1218660.77 503.99 -155.48
TS ome1h+tox-meoh+prottox -1609451.15 -1607850.99 -1609522.47 -1610627.28 475.71 -151.84
A1+TOX -1305807.27 -1304512.12 -1305865.49 -1306772.40 362.09 -167.95
TOX+H -902202.80 -901329.61 -902234.42 -902854.07 216.54 -196.69
A1 -404276.30 -403846.94 -404300.62 -404580.62 119.60 -201.17
TS CH3 OME3-OME3+H DME -1715624.88 -1713880.73 -1715724.21 -1716898.53 597.95 -157.36
OME1+H -707987.31 -707260.28 -708036.10 -708515.18 247.45 -184.51
A2 -704787.01 -704054.72 -704809.24 -705293.09 185.25 -178.87
trioxane CH3 -1005307.11 -1004305.66 -1005359.63 -1006058.42 284.64 -182.92
TS A4+OME1-A1+OME1 -2720217.38 -2717469.12 -2720366.67 -2722245.12 896.47 -143.93
DME -406668.48 -406236.65 -406707.16 -406986.19 146.23 0.67
TS A5+OME1-A1+OME1 -3020691.82 -3017659.68 -3020854.99 -3022948.48 980.27 -142.38
TS A3+OME1-A4+OME1 -2720181.10 -2717420.53 -2720312.30 -2722187.11 883.96 -134.35
D14 -2013022.11 -2011006.77 -2013131.20 -2014528.31 624.56 -160.71
TS pentoxane CH3 opening -2313505.42 -2311183.74 -2313613.61 -2315213.91 713.03 -146.90
tetroxane CH3 -1305825.75 -1304537.49 -1305889.88 -1306802.84 366.39 -167.86
OME1+CH3 -811086.07 -810230.85 -811155.69 -811714.45 317.07 -171.13
TS A2+OME1-A1+OME1 -2119246.26 -2117075.09 -2119374.93 -2120834.90 737.16 -143.01
B1 -1305814.96 -1304521.48 -1305874.06 -1306780.44 361.09 -168.82
TS Tetroxane CH3 opening -2013014.71 -2010984.77 -2013113.55 -2014506.34 626.71 -150.25
TS A2OH+OME1-A1OH+OME1 -2016111.71 -2014061.19 -2016203.89 -2017582.61 653.32 -156.77
A4 -1305764.56 -1304448.77 -1305802.45 -1306703.86 333.53 -167.78
TS A1+OME1-B1 -2013007.33 -2010983.61 -2013108.75 -2014501.18 624.86 -153.64
TS A3+OME1-tetroxane CH3 -2012976.50 -2010935.25 -2013059.22 -2014449.85 608.65 -146.65
OME4+H -1609446.44 -1607850.30 -1609524.05 -1610632.01 479.87 -176.19
TS 2OME1+H-A1+OME1+MeOH -1415189.55 -1413728.59 -1415276.66 -1416238.95 506.05 -154.14
TS B1-OME4+H -1609427.84 -1607821.07 -1609495.47 -1610598.68 477.60 -156.48
OME1 -707151.69 -706432.37 -707201.23 -707691.21 218.99 -3.22
TS TOX+H+OME1-A3OH+OME1 -1609413.25 -1607808.57 -1609484.41 -1610589.94 477.50 -168.57
pentoxane CH3 -1606312.71 -1604731.75 -1606386.19 -1607508.83 448.55 -161.00
TS DME H-DME CH3 -814173.03 -813294.10 -814240.09 -814783.72 359.22 -164.22
FA+OME1 -1007580.40 -1006570.28 -1007627.02 -1008328.71 276.84 -9.54
TS tetroxane CH2OCH3 opening -2313464.86 -2311147.16 -2313576.05 -2315181.95 704.30 -154.01
OME4 -1608596.17 -1607013.12 -1608678.21 -1609798.60 454.29 -13.35
TS DME+CH3-A1+OME1 -1518188.36 -1516581.53 -1518277.41 -1519312.79 567.52 -149.33
TOX -901406.35 -900543.62 -901439.39 -902068.84 194.14 -10.50
Table D.7: Contribution to the total free energies in kJ/mol. Electronic energies are calculated
using DFT and MP2 with the def2-TZVPP basis-set, harmonic contribution with the zero-point
vibrational energy is included at 1 bar of reference state (∆G1barharm) using the dhf-SV(P) basis-set
and solvent corrections are included using diethyl ether as solvent at a reference pressure of 1 bar
and a reference concentration of 1 mol/l and using the cc-pVTZ Dunning’s basis-set.
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Molecule ETHER WATER METHANOL
TS OME4+H-A4+OME1 -154.14 -166.31 -187.57
tetroxane -14.23 -10.79 -13.31
pentoxane -19.29 -16.32 -19.41
TS B1-A4+OME1 -155.10 -168.36 -182.67
TS A1+OME1-tetroxane CH2OCH3 -163.22 -179.49 -193.51
TS A4+OME1-A3+OME1 -141.34 -138.41 -160.67
TS A3OH+OME1-A2OH+OME1 -149.24 -159.54 -179.58
TS A2+OME1-A3+OME1 -134.22 -134.72 -155.44
A2+OME1 -156.40 -175.69 -187.86
TS A2+OME1-A3 -150.83 -165.85 -179.74
OME5 -19.96 -5.82 -16.11
TS H DME-CH3 TOX -166.36 -196.02 -204.51
TS A3+OME1-A1+OME1 -145.56 -151.80 -171.71
TS A1OH+OME1-OME1+H -165.98 -197.90 -206.27
TS CH3 DME-CH3 TOX -158.07 -179.20 -189.28
A1+OME1 -164.43 -189.12 -200.62
TS OME1+CH3-A1+OME1 -147.32 -159.87 -179.70
FA -1.38 3.81 2.64
A3 -173.13 -211.33 -215.94
A5+OME1 -149.03 -160.46 -174.39
TS A3+OME1-A2+OME1 -142.84 -141.25 -164.14
TS CH3 TOX-CH3 OME3 -157.36 -176.82 -189.49
TS TOX CH3 opening -161.34 -179.87 -192.72
TS A4+OME1-A2+OME1 -139.91 -139.16 -160.58
2OME+H -169.66 -196.40 -212.34
A4+OME1 -157.23 -173.76 -188.07
A3+OME1 -159.24 -177.78 -191.71
TS CH3 OME3-OME3+CH3 DME -150.62 -161.46 -179.20
DME+H -197.90 -251.54 -257.82
MeOH -3.35 -4.48 -8.37
OME3+CH3 -161.96 -186.19 -197.82
OME2 -6.65 4.60 -3.72
DME+CH3 -183.01 -221.38 -229.41
A1OH+OME1 -170.37 -205.69 -214.35
TS A1+OME1-A2+OME1 -138.28 -143.13 -163.13
A2OH+OME1 -164.81 -195.48 -205.56
A3OH+OME1 -160.29 -185.10 -195.39
OME3 -10.04 3.05 -6.07
TS A4+OME1-pentoxane CH3 -147.15 -155.35 -170.54
tetroxane CH2OCH3 -163.09 -189.37 -196.86
A5 -168.07 -195.98 -203.55
TS DME+CH3-OME1+CH3 -155.48 -173.38 -189.16
TS ome1h+tox-meoh+prottox -151.84 -174.47 -186.23
A1+TOX -167.95 -199.28 -204.76
TOX+H -196.69 -255.48 -257.40
A1 -201.17 -257.02 -258.99
TS CH3 OME3-OME3+H DME -157.36 -177.82 -194.30
OME1+H -184.51 -226.73 -234.47
A2 -178.87 -219.99 -223.97
trioxane CH3 -182.92 -220.58 -224.35
TS A4+OME1-A1+OME1 -143.93 -146.06 -167.99
DME 0.67 8.62 1.76
TS A5+OME1-A1+OME1 -142.38 -140.12 -163.64
TS A3+OME1-A4+OME1 -134.35 -126.48 -150.16
D14 -160.71 -175.94 -190.41
TS pentoxane CH3 opening -146.90 -157.78 -173.47
tetroxane CH3 -167.86 -199.87 -205.81
OME1+CH3 -171.13 -201.42 -211.50
TS A2+OME1-A1+OME1 -143.01 -149.29 -169.08
B1 -168.82 -199.58 -205.10
TS Tetroxane CH3 opening -150.25 -163.13 -177.49
TS A2OH+OME1-A1OH+OME1 -156.77 -174.72 -191.21
A4 -167.78 -197.48 -204.18
TS A1+OME1-B1 -153.64 -167.90 -181.08
TS A3+OME1-tetroxane CH3 -146.65 -157.36 -172.17
OME4+H -176.19 -210.66 -222.51
TS 2OME1+H-A1+OME1+MeOH -154.14 -176.56 -194.47
TS B1-OME4+H -156.48 -180.54 -192.80
OME1 -3.22 6.28 -1.13
TS TOX+H+OME1-A3OH+OME1 -168.57 -201.42 -211.92
pentoxane CH3 -161.00 -188.78 -196.06
TS DME H-DME CH3 -164.22 -193.34 -206.98
FA+OME1 -9.54 3.51 -5.06
TS tetroxane CH2OCH3 opening -154.01 -160.83 -176.36
OME4 -13.35 1.34 -8.58
TS DME+CH3-A1+OME1 -149.33 -162.13 -179.70
TOX -10.50 -7.74 -8.33
Table D.8: Contribution of different solvents to the Gibbs free energy in kJ/mol at 1 mol/l, using
the implicit Solvent Model based on Density (SMD) implemented in GAMESS-US.
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ASE Atomic Simulation Environment
AO Atomic Orbital
ARPESS Automated Relaxed Potential Energy Surface Scan
B3LYP Becke, 3-parameter, Lee-Yang-Parr hybrid functional
BEA Beta Zeolite
BEEF Bayesian Error Estimation Functional
CBS Complete Basis-Set
CCSD Coupled Cluster Single and Double
CCSD(T) Coupled Cluster Single-Double and perturbative Triple
CHA Chabazite
DLPNO Domain-based Local Pair Natural Orbital
DME Dimethyl Ether
DFT Density Functional Theory
FA Formaldehyde
GTO Gaussian-Type Orbitals
GGA Generalized Gradient Approximation
HF Hartree-Fock
HK Hohenberg-Kohn
HTST Harmonic Transition State Theory
IKFT Institute of Catalysis Research and Technology
KIT Karlsruhe Institute of Technology
KS Kohn-Sham
LCAO Linear Combination of Atomic Orbitals
LDA Local Density Approximation
LPNO Local Pair Natural Orbitals
M06 Minnesota 2006 hybrid functional
MAE Mean Absolute Error
MO Molecular Orbital
MP2 Second order Møller-Plesset perturbation theory
MTO Methanol to Olefins
MSE Mean Signed Error
NEB Nudged Elastic Band
OME Oxymethylene Dimethyl Ether
PAO Projected Atomic Orbitals
li
PAW Projector Augmented Wave
PBC Periodic Boundary Conditions
PBE Perdew-Burke-Ernzerhof functional
PCM Polarized Continuum Model
PES Potential Energy Surface
PNO Pair Natural Orbitals
POME Polyoxymethylene Dimethyl Ether
PP Pseudo-Potential
QMC Quantum Monte Carlo
QRO Quasi-Restricted Orbitals
RHF Restricted Hartree-Fock
ROHF Restricted Open-Shell Hartree-Fock
SCF Self-Consistent Field
SCR Selective Catalytic Reduction
STO Slater-Type Orbitals





TST Transition State Theory
UHF Unrestricted Hartree-Fock
VASP Vienna Ab initio Simulation Package
vdW Van der Waals
WF Wave-Function
XC Exchange and Correlation
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onder inhaltlich übernommenen Stellen wurden als solche kenntlich gemacht. Weiterhin habe ich
die Satzung des Karlsruher Instituts für Technologie (KIT) zur Sicherung guter wissenschaftlicher
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