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Abstract 
There is a wide field of combinatorial constructions, especially in the combinatorial analysis 
of algorithms, where it is possible to find an explicit generating function y(x) = Cy,x” for the 
numbers y. of objects of size n and the bivariate generating function y(x, u) = ~ynk~“uk for the 
numbers y,k of objects of size n where another parameter has value k. Formally this additional 
parameter is marked in the above combinatorial construction. The aim of this paper is to 
provide general methods to obtain the asymptotic limiting distribution of this additional 
parameter in objects of size n. 
We are especially interested in local limit theorems, which involves estimating the coefficients 
of powers of generating functions. When y(x) is a function with a logarithmic singularity, we 
derive uniform approximations for [x”]y(x)’ for k < m; and as a byproduct, we obtain 
conditional limiting distributions for the number of trees in random mappings where the 
number of cycles is given. 
Production schemas y(x,u) = g(x)F(uw(x)) are also considered: we show how the limiting 
distribution may be dictated either by g(x), or by F(uw(x)) or should involve both g and F; and 
give many combinatorial applications. 
0. Introduction 
This paper studies asymptotic distributions in bivariate analytic schemas of the 
form y(x, U) = C Y,,~x”u~, associated to combinatorial structures. 
The generating function approach to combinatorics (see e.g. [21]) rests on general 
mechanisms of correspondence between combinatorial constructions and functional 
operations. In this way, the structural description d = @(L&W, . . . ) of a class of 
combinatorial objects is directly translated into an equation on generating functions 
A(x) = F@(x), C(x), . ..). Additional parameters of structures can be handled with 
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multivariate generating functions. Moreover, this correspondence preserves analycity, 
and asymptotics methods in analysis can be used to estimate the coefficients of the 
resulting functions. 
It should be mentioned that such combinatorial constructions quite frequently 
appear in the combinatorial analysis of algorithms. In fact a systematic description 
was motivated by this application [21]. 
The study of limiting distributions in combinatorial schemas, initiated by Bender 
[l], has been recently investigated by several authors [3,4,10,12]. The aim is to 
classify limiting distributions appearing in combinatorics according to structural and 
analytic characteristics of combinatorial constructions. 
Consider for example the two classical results on permutations: the limiting distri- 
bution of the number of cycles is Gaussian, whereas the number of cycles of fixed 
length 1 is asymptotically Poisson distributed. From a “combinatorial schema” stand 
point, the Gaussian law is a direct consequence (see [9]) of the construction of 
permutations as Sets of Cycles of points, which leads to the bivariate schema 
y(x, u) = exp(u,log[l/(l - z)]). On the other hand, the Poisson law results from the 
product schema y(x,u) = exp(log[l/(l - z)] - z’/l + uz’/l), where the factor of 
dominant importance [l/(1 - z)]exp( -z’/I) implies the discrete nature of the distri- 
bution, and the set construction in exp(uz’/l) determines that it is Poisson (see 
Section 4). 
This paper is divided into four sections. In Section 1, we review the general 
mechanisms of translating combinatorial constructions into generating functions, and 
marking parameters to get multivariate functions. Finally, we show how various 
statistical characteristics of the parameter of interest will be obtained by extracting 
coefficients of generating functions. 
Section 2 is devoted to the analytic background. We first present two powerful 
methods to evaluate the coefficients of generating functions, the saddle-point method 
for admissible functions, and Singularity Analysis for alglog functions. We also 
introduce the notion of acceptable functions, and show some closure properties with 
respect o combinatorial constructions. 
The rest of this section is concerned with asymptotic distributions. We review some 
global limit theorems (convergence in distribution) and local limit theorems (conver- 
gence in density) for a sequence of random variables, in the context of combinatorial 
schemas. Actually, structures generated by classical combinatorial constructions are 
very regular. from a statistical point of view: usually both a local and a global theorem 
hold, together with exponential tail estimates and asymptotic expansions for all 
centralized moments. 
In Section 3 we discuss the asymptotic behaviour of coefficients of powers of 
functions [x”] ye, where k tends to infinity. For combinatorial structures, these 
results can be applied to derive asymptotic densities in schemas F&y(x)). We concen- 
trate on logarithmic functions. Using singularity analysis and a saddle-point method, 
we obtain uniform approximations for [lx”] ye, for k < En. As a direct application 
we get the conditional imiting law of the number of trees in random mappings where 
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the number of cycles m is given: this law is Gamma when M is of order logn, and 
Gaussian when m is of order (log n)“, M > 1. 
Section 4 studies product schemas of the form y(x,u) = g(x)F(uw(x)). There are 
cases where the factor g(x) has no influence on the limiting distribution, i.e. the 
limiting distribution of y(x,u) is the same as the limiting distribution of F(uw(x)). 
Inversely, g(x) may be of dominant importance, and dictate the limiting distribution of 
YCG u). 
Some dominancy criteria on acceptable functions are proved. When g is regular at 
the singular curve of F(uw(x)), we show that the limiting distribution is either 
Gaussian or discrete. And when g is of dominant importance, the limiting distribution 
is shown to be either Gaussian or Gamma or discrete. Various examples arising from 
combinatorics are discussed, and we also investigate some interesting cases where 
neither g(x) dominates nor is dominated in y(x, u). 
1. Combinatorial background 
I, I. Marking in combinatorial constructions 
We will use the concept of combinatorial structures described in [21]. A combina- 
torial structure ‘3 is a set of objects o E % with size 101 such that the set 
9Zn = {o E C!Z 11 oI = n} of objects of size n is finite. For any combinatorial structure we 
can adjoin an ordinary generating function 
and an exponential generating function 
e(x) =o~~(lol)! ““‘=“;oCn$, , (2) 
where c, = I $Zs, I denotes the number of objects o of size I o I = n. Usually the ordinary 
generating function is used for unlabelled structures and the exponential generating 
function for labelled structures. (For details see [21].) 
The essential point is that there are combinatorial constructions (such as disjoint 
union, product, sequence of, set of, multiset of, substitution, . . . ) which correspond to 
simple transformations for the generating functions. Table 1 provides a list of such 
admissible constructions. 
Example 1. Let B denote the set of planted rooted trees. In order to count the 
number of trees of size n we will use the ordinary generating function p(x). Planted 
plane trees can be recursively described as a node followed by a sequence of planted 
plane trees, or in terms of combinatorial constructions B = 0 * sequence(8), where 
0 stands for the combinatorial structure of a node, with generating function o(x) = x. 
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Table 1 
Admissible constructions 
Unlabelled case (ogf) Labelled case (egf) 
Y=d+l 
Y=d*8 
s(z) = a(z) + b(z) 
s(z) = a(z) * b(z) 
s^(z) = d(z) + 6(z) 
9(z) = d(z) * i(z) 
Y = sequence(l) 
1 
s(z) = - 
1 - a(z) 
1 
9(z) = - 
i -a(2) 
Y = cycle(d) 
Y = set(&) 
1 
s(z) = 1 F log ~ 
lrs, 1 - a(z’) 
s(z) = exp 
( 
1 k ( -I)‘+’ a(z’) 
> x 31 
1 
S(z) = log ~ 
i - a(z) 
S*(Z) = exp(d(z)) 
This translates to p(x) = x/(1 - p(x)) with gives p(x) = (1 - ,/l - 4x)/2. Now it is an 
easy exercise by using Lagrange’s inversion formula or the binomial series expansion 
to obtain that the number P,, of planted plane trees is given by the Catalan number 
pn = [x”]p(x) = f “,“I? . ( > (3) 
Example 2. Let d denote the set of labelled rooted trees, called Cayley trees. Here we 
have to use exponential generating functions. Since we have proposed that our trees 
d are not plane, ~2 can be described as a node followed by a set of d: d = 0 * 
set,@‘). Hence we get for the exponentially generating function a(x) = xe@) and by 
Lagrange’s inversion formula 
X" 
a, = [I z B(x) = rl-‘. 
The next step is to describe more complex combinatorial structures by the use of 
simple objects. 
Example 3. A very prominent example isthat of random mappings W = { cp Icp :{ 1, . . . , rt} * 
(1, ***, n>, n 2 l}. The graph of such a mapping consisting of the edges (i, p(i)) may be 
considered as a set of cycles of Cayley trees: 
From W = set(cycle(d)) we directly get 
The advantage of such combinatorial constructions is that we can formally mark 
a parameter in the constructions, by a symbol like [u]. And this marking directly leads 
to the bivariate generating function for the number objects according to their size and 
the value of the parameter of interest. 
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Fig. 1. Graph of the function mappings (1,2,3,4,5,6,7,8,9) to (4,7,2,8,4,4,2,1,4). 
For example, if we are interested in the number of trees in graphs of random 
mappings we have to mark the trees in the combinatorial construction and obtain 
53 = set(cycle([u]d)). F ormally this leads to 3(x, U) = (1 - u@))- ’ which is 
exactly the generating function P(x, u) = C r,k(~n/n!)~k of the numbers r,& of random 
mappings with k trees in the graph representation. And by Lagrange’s inversion 
formula 
rnk = [x”] d(x)” = i [z”-k] en2 = f & . 
Furthermore, we can iterate this procedure by marking trees and cycles. From 
9 = set( [v] cycle( [u] x2)) we obtain 
P(x, u, u) = exp u log ( 1 ) 1 1 - ut2(x) = (1 - &(x))” 
and the number of rnkm of random mappings with k trees and RI cycles (components) in 
their graph representation can be calculated by 
where we have used that 
[wk]log” & = ; bkml, (6) 
with skm being the Stirling numbers of the first kind. 
1.2. Generating functions and limiting distributions 
The main purpose of this paper is to provide some methods to characterize the 
limiting distribution of some marked parameter in a combinatorial construction. In 
order to describe this procedure more precisely we have to introduce a (hypothetical) 
sequence of random variables. Let y(x,u) = Cynkx’3? be a generating function in 
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x and in the m-dimensional variable u = (a i , . . . , u,). (As usual we use the notation uk 
for the product $I... uk,,, where k = (k,, . . . . k,) is an m-dimensional multiindex of 
nonnegative integers kj.) Let y, = [x”] y(x, 1) and consider (discrete) random variables 
X, = (Xnl, .**, X,,) satisfying 
Pr[X, = k] = :. 
Then the expected value EX, = (EX,i, . . . . EX,,) is given by EX,j = (l/y,)[x”] 
yuj(x, 1) and the covariance matrix Cov X, = (EX,jX,l - EX”jEX,,) can be evaluated 
by EXZj = (llY,)CX”l(Y,,(X, 1) + Yuj(Xy 1)) and by EXnjXn, = (‘/Ytt)CX”l Yujut(X, 1) for 
j # 1. 
There are three typical cases for the limit distribution: X, tends to a discrete limit 
distribution or X,i,/m tends to a one-sided continuous limit distribution or 
X,, satisfies a central limit theorem, i.e. (X, = EX,)/,/m tends to a normal 
distribution. In any of these three cases it is possible to characterize the limiting 
distribution by using the characteristic function 
&x.(t) = Eeixn = + xynkeirk. 
Yn k 
This is one way to get some information about the limiting distribution: we get the 
distribution function of the limit distribution, i.e. a global limit theorem. A most 
accurate information can be obtained by explicit or uniform asymptotic formulas for 
the density (7). By using such formulas we do not get only a precise information for the 
density of X, in the range around the expected value, i.e. a local limit theorem with 
error terms, but even for the range away from the expected value, the so-called tail. 
Therefore our main interest is to provide uniform multivariate asymptotic expansions 
for the coefficient y&. 
1.3. Extracting the coeficient 
Of course there is no general asymptotic formula nor a general method to get 
precise information about the Coefficient ynk Of a general generating function y(X, U). 
Therefore our first aim is to simplify the general case bearing in mind that y(x, u) has 
been generated according to admissible constructions, where some parameters of 
interest have been marked. First suppose that m = 1 and that we only mark the 
parameter of interest once. Then y(x, u) has the shape y(x, u) = G(x, W(X)). Moreover, 
assume that we have some information about [zk] G(x, z) = &(x). Then we only have 
to consider 
Ynk = Lx”] &d-+(x)” 3 
which is in many cases much easier to handle than a direct evaluation of y,,. 
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For example, let 9(x, u) = (1 - xe “d(X))- ’ be the generating function of random 
mappings where we have marked the nodes of the Cayley trees with distance 1 to the 
cycle, then G(x,z) = (1 - xe’)-l is much easier to handle than y(x,u). 
A very important special case of this already simplified version is when y(x, u) has 
the form y(x, U) = g(x)F(uw(x)). Here we just have to evaluate 
Ynk = ~x”~~~X~W~X~k~Zk~F~Z~~ (9) 
Many important applications are covered by this case, as we shall see in Section 4. 
If we have marked more than one parameter then the situation is quite similar. 
For example in the case m = 2 two important special cases are of the form 
y(x, ul,uz) = g(x)F1(ulw,(x))F,(uzwz(x)) leading to the coefficient 
ynklkz = [x”lg(x)wl(x)k’W2(X)k’[Z:‘l~~(Z1)[Z~l~2(Z2); 
and of the form y(x, ul, u2) = g(x)F(ur G(u~w(x))), where we have to calculate 
ynklkz = Cx”ls(x)w(x)k’Cz:ll~~(z~)Czkz’lG(~~)k’. 
(Marking trees and cycles in random mappings has been of this shape with g(x) = 1.) 
The advantage of these simplifications is that these cases reduce to evaluating the 
coefficients of a power series in one uariable. However this power series mostly consists 
of powers of functions. Such problems can be treated by analytic means to be 
presented in Section 3. 
2. Analytic background 
2.1. Saddle-point methods and singularity analysis 
As indicated in the previous section we mainly have to evaluate coefficients of 
power series. In what follows, we will always assume that the coefficients are non- 
negative and that we are dealing with convergent power series. Hence Cauchy’s 
formula 
Yn = CX”lY(X) = & s Y(X) dx n+l Ixl=rX (10) 
applies for 0 < r < R, where R > 0 denotes the radius of convergence of y(x). Since we 
have the a priori information y, > 0 we get maxlxl=, y(x) = y(r) and so we can 
estimate y, < y(r)r-“. The minimum of y(r)r -” is obtained for a saddle point 






v=o =yo=n. (11) 
There is a large scale of functions where y(x)x-” is concentrated at the saddle point [, 
on the circle contour 1x1 = [, such that a usual saddle-point approximation in the 
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sense of Laplace applies: 
where G,‘(C) is defined by 
o,‘(lJ = $ logy(i,e”) 
[ 1 i’Y”(i) Y(i) ( ) iv’(i) 2 + iv’(i) = ~ - ~ ~ u=o Y(i) Y(i) . 
(12) 
(13) 
Such functions are called admissible in the sense of Hayman [17]. For example, 
y(x) = ex or y(x) = eex is admissible, and there is a list of construction principles, how 
to build up admissible functions [17]. 
However, there is an important class of functions which contains no admissible 
ones. Let y(x) = (1 - x)-” (M > 0) and let us try to apply (12). The saddle point 
evaluates to c, = (1 + a/n)- ’ - 1 - u/n. Hence we obtain 
whereas the real coefficient satisfies 
(14) 
(15) 
Of course, (14) and (15) are different and hence y(x) = (1 - x)-” is not admissible. 
Nevertheless, (14) is a proper formula to get a first insight into the behaviour of y,. (By 
the way the constant fia”-‘12e-” . IS the first term in Stirling’s approximation 
formula for T(M).) 
However there exist methods to find the right asymptotic behaviour of y, for 
functions like y(x) = (1 - x)-“. In [S] a very powerful method, called Singularity 
Analysis, is developed. A typical theorem reads like the following one. The essen- 
tial tool for the proof is the use of a part of an Hankel contour around the 
singularity. 
Theorem 1 (Flajolet and Odlyzko [S]). Let y(x) be analytic in a region 1x1 < R + E, 
larg(x-R)I>~(&>0,0~~<~/2)suchthat 
’ ‘(‘I - (1 - x/R)” (log &)l(log(t log A))’ (x --t R) (16) 
for some real u. $ (0, - 1, -2, . . . } and real /I, y. Then 
y, = [x"]y(x) - R-” “-’ To (logn)8(loglogn)Y (n + co). (17) 
Actually for any choice of cr,/?,y the coefficients of y(x) in (16) can be asymp- 
totically expanded (see [S]). In the sequel we will denote functions which are linear 
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combinations of type (16) as alglogfunctions. Observe that only one term of such an 
alglog function determines the asymptotic behaviour of the coefficients. 
Although there is a big difference between admissible functions and alglog functions 
they have exactly those properties in common which are useful for our purposes: They 
appear in combinatorial constructions, and it is always possible to get the asymptotics 
for the coefficients. Moreover, the essential information about the order of magnitude 
of the coefficients is contained in y(?J&“, where [,, denotes the saddle point defined in 
(11). We will introduce the notion of acceptable functions satisfying proper closure 
properties with respect to sum, product, sequence, set and cycle construction of 
combinatorial structures. 
Definition 1. A function y(x) = 1 n 20 y,x” with nonnegative coefficients y, is called 
acceptable if it is a finite sum of functions which are admissible or alglog functions. 
Theorem 2. (1) Zff(x) and g(x) are acceptable then y(x) =f(x) + g(x) is acceptable. 
(2) Zff(x) and g(x) are acceptable such thutf(x) and g(x) are entire or their radii of 
convergence are diffkent. Then y(x) = f (x)g(x) is acceptable. 
(3) Iff(x) is acceptable then yI(x) = (1 -f(x))-’ and y2(x) = log(1 -f(x))-’ are 
acceptable, too. 
(4) If f (x) is acceptable such that for all contained ulglog functions u > 0 then 
y(x) = eS’“’ is acceptable. 
Proof. The first property is obvious. 
If f (x) and g(x) are entire then they are finite sums of entire admissible functions. 
Since the product of admissible functions is again admissible it immediately follows 
that y(x) = f (x)g(x) is acceptable. Now suppose that f (x) has finite radius of conver- 
gence r and g(x) has radius of convergence R > r, i.e. g(x) is analytic at x = r. Let fi (x) 
denote the alglog part and f2(x) the admissible part off(x) with radius of convergence 
r. Since analytic terms can be interpreted as alglog functions, i.e. a = /I = y = 0, we 
have f (x) = fi (x) + fi(x). Now fi (x)g(x) is an alglog function and fi(x)g(x) is the sum 
of admissible functions (compare with Lemma 1) which implies that y(x) = f (x)g(x) is 
acceptable. 
If R d CC denotes the radius of convergence of f(x) and if we assume that 
lim,,, f (x) > 1 then yl(x) = (1 -f(x))-’ and y2(x) = log(1 -f(x))-’ are obviously 
alglog functions. Now suppose that lim,,, f(x) < 1. Then f (x) is an alglog function. 
This follows from the fact that any admissible function h(x) with finite radius of 
convergence R satisfies (see [17]) lim,,R(R - x)[xh’(x)/h(x)] = cc and conse- 
quently lirnXdR h(x) = co. Furthermore, f (x) and can be represented by 
f(x) =f(R) - CU - xIR)“‘L (1 + o(1 - x/R)) (18) 
as x + R for some IX’ > 0. Hence (18) implies that yl(x) and yz(x) are alglog functions 
for any choice off(R) d 1. 
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Iff(x) is admissible then ef(“’ is admissible (see [17]). Furthermore, iff(x) is of type 
(16) with a > 0 it follows from [17, Theorem XII] that eJ(“’ is admissible, too. Thus 
y(x) = e”“’ is admissible iff(x) is acceptable and contains no alglog functions with 
a<O. 0 
Note that not all acceptable functions satisfy all closure properties, e.g. 
need not be admissible or an alglog function. However, much more can be proved 
about the product property than stated in Theorem 2. Obviously the product of two 
alglog functions is again an alglog function. Furthermore we can prove a very general 
property for the product of an alglog function and an admissible function. 
Lemma 1. Let f(x) be an alglog function with radius of convergence R and g(x) an 
admissible function with the same radius of convergence such that 
w = o((1 - x/R)‘) 
9 
as x + R. Then y(x) =f(x)g(x) is admissible. 
Proof. g(x) is admissible if there is a function 6(r) (0 < 6(r) -C rt) such that 
g(re”) N g(r)e i&(r)-(1/2)9*az(r) II as r + R uniformly for 191 < 6(r) and g(re”) = 
o@(r)/,/&@) as r -P R uniformly for 6(r) < 191 < R. Thus w.1.o.g. we can assume the 
following upper bound for 6(r): 
h(r)=O(/%$@)=o((l -r/R)). 
If f(x) is an alglog function then p,-(r) = 0(1 - r/R), o:(r) = 0((1 - r/R)‘), and 
f(re”) =f(r)eisP~(*)to(9z)a~(r) -f(r) for 191 < S(r). Hence 
uniformly for 191 d 6(r). The property f(re’“)g(re”) = o(f(r)g(r)/,/&@) follows 
immediately. Thus f(x)g(x) is admissible. 0 
2.2. Global and local limit laws 
In order to get a first insight to the asymptotic behaviour of a combinatorial 
parameter of interest we just have to get some information about mean value and 
variance. But these characteristic parameters are not sufficient o characterize the kind 
of limiting distribution. There are different ways to describe the convergence of the 
(artificial) random variable X, to its limit. Weak convergence or convergence in 
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distribution of sequences of random variables can be rewritten in terms of the 
characteristic function 
c#~~(t) = EeitX. (19) 
Proposition 1 (Any textbook). A sequence of random variables X, converges to the 
random variable X in distribution if and only if the sequence $xJt) of corresponding 
characteristic functions tends for any fixed t E R to a function t$(t) which is continuous at 
t = 0. 4(t) equals the characteristic function rbx(t) of X. 
Weak limit theorem can also be proved by using the moment generating function 
M,(t) = EerX (20) 
instead of the characteristic function. 
Proposition 2 (Any textbook). Let X, be a sequence of random variables such that 
M,,(t) exist in an interval Z = C-3, !3] (9 > 0) and assume that limn+m M,,(t) = M(t) 
exists for all t E I. Then X, converges in distribution to a random variable X with 
M,(t) = M(t). 
It is interesting that the converse statement need not be true (see [S]). Furthermore, 
it may happen that the moment generating M,(t) does not exist for t # 0. 
However, we are mainly interested in local limit theorems, i.e. in providing uniform 
multivariate asymptotic expansions for the coefficient y,, = [XV] y(x, u). In fact, in 
the case of combinatorial constructions we can always prove a local version where 
a global limit theorem applies. Moreover, these local theorems can be obtained by the 
same methods, maybe a little bit modified. From our point of view local theorems give 
a much more precise insight to the structure of the parameter of interest. Usually we 
get more than a local expansion around the expected value but a better understanding 
of the behaviour away from the mean and O-error terms. In the next section we will 
also show that a combination of a weak limit theorem and a local limit theorem 
provides asymptotic expansions for all (centralized) moments. 
One aspect which will not be discussed here is the fact that y,, = [x”uk] y(x, u) is 
often log-concave as a function of k, especially if y(x,u) is of the form 
y(x,u) = (1 - uy(x))-’ (see [19]). 
For completeness we present a general theorem due to Gao and Richmond [12] 
which generalizes results by Bender and Richmond [l, 33. 
Theorem 3 (Gao and Richmond [12]). Let y(x, u) = 2 cp,(u)x” and suppose that cp,(u) 
satisjies 
q.(u) N a,A(u)r(u)-“n”‘“‘(logn)B’U’ (21) 
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uniformly in some neighbourhood ofu = 1, where A(u) is uniformly continuous and r(u), 
u(u), /3(u) have continuous third partial derivatives and a,, > 0 is an arbitrary sequence. 
Set 
P,W = -L log W? > C,(t) = -& logr(e”) , J J 1 > 1 <j,l<m 
where t = e” = (e”‘, . . . , e”-). 
If Z,(l) is nonsingular then the numbers y,,, = [x”u”] y(x,u) satisfy a central limit 
theorem with mean value - n. ,uL,(l) and covariance matrix - n ’ C,(l). 
If C,(l) = 0 and Z,(l) is nonsingular then the numbers ynk satisfy a central limit 
theorem with mean value - n. ~~(1) + log n. pa(l) and covariance matrix 
- log n. C,(l). 
Finally, if C,(l) = C,(l) = 0 and CB(l) is nonsingular then the numbers y,, satisfy 
a central limit theorem with mean value - n.pJl) + logn.pL,(l) + loglogn.pb(l) and 
covariance matrix - log log n. CB(l). 
For example, consider functions behaving like 
y(x,u) = g(s)(l - $)‘(“p log( -s)‘)““‘U + R(x,u)) (22) 
is some neighbourhood of u = 1, where g(u) is continuous and nonzero, r(u), a(u), p(u) 
have continuous third partial derivatives, and either LX(U) = const. or 
cc(u) $ (0, - 1, - 2, . . . }. The function R(x, u) should be analytic for x # r(u), 
1x1 < r(u) + 6, Jarg(x - r(u))1 > 8 (6 > 0, 0 < 6 < (i/2)@ and should satisfy 
R(x,u) = o(1) uniformly for x + r(u). Then an analogue of Theorem 1 (see [12]) 
implies that q.(u) has the form (21). 
These functions obviously contain functions of the type y(x, u) = g(x, u)eUG@) 
(considered in [9]), where 
G(x) = alog 
1 _;,xo + c + o(llog-‘(l - xlxo)l) (x + x0) 
for some real constants a > 0, C. In this case we get a central imit theorem with mean 
value - a logn and variance - alogn. 
In any (reasonable) case it is possible to prove even local limit theorem (assuming 
proper additional assumptions.) One of the first general theorems was obtained by 
Bender and Richmond [3]. (For the remaining cases see [12].) 
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Theorem 4 (Bender and Richmond [3]). Let y(x,u) = 1 cp,(u)x” and suppose that 
cp,(u) satisfies 
cp,(u) - a,A(u)rW” (23) 
uniformly in some open set V containing a real point u. > 0, where A(u) is uniformly 
continuous and @I) has uniformly continuous third-order partials. Let K G V be 
a compact set of positive reals and assume further that Z,(t) is nonsingular for t E K and 
that cp,(u)/cp,(luJ) = o(n-“‘I’) for 1~1 E V and u $ V. Then we have 
& (k - ko).Wo)- ‘(k - k,)’ 
uniformly for t E K and all k 2 0, where pL,(fo) = ko/n. 
It should be mentioned that it is not always the case that the limiting distribution is 
Gaussian although the Gaussian distribution appears quite frequently. In [ 1 l] func- 
tions of the type y(x, u) = F(uw(x)) are discussed, where w(x) has a local expansion of 
the form 
w(x) = r - c(1 - x/r)A + C c,(l - x/rjp’I 
pa2 
with 0 < A < 1 and c > 0. In this case many different limiting distributions appear, 
e.g. hypergeometric distributions. 
In Section 4 we will prove some general theorems concerning combinatorial con- 
structions which provide other examples with non-Gaussian limiting distribution. 
2.3. Exponential tails 
The only disadvantage of pure local limit laws is that they are usually not sufficient 
to prove convergence of moments or even to prove the corresponding weak limit 
theorem rigorously. However, if we are in the position to prove a local limit theorem 
there is mostly a weak limit theorem, too, especially in the context of combinatorial 
constructions. In this case we easily get exponential tail estimates which can be used to 
obtain asymptotic expansions for the moments. 
Proposition 3 (Flajolet and Soria [9]). Let Y, be a sequence of random variables and 
suppose that there is an interval I = [ -S1, Q2], (9,,S2 > 0) such that the moment 
generating functions My,(t) = Ee’*” exist for t E I and that My,(t) < C for all n and all 
t El. Then 
Pr[ 1 Y, I > k] < Ccik untirmly for all n, 
in which oI = e-mi!l(81,82)~ 
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Corollary 1. Let Y, be as in Proposition 3 and v > 0. Then 
s ( Y,l”dP = O($W’). lY.1m 
Proof. Let F,(x) = Pr[ Y, < x] denote the distribution function of Y,. Then by 
Theorem 3, (F’,(x) - 11 6 Ccl”’ for x 2 0. Hence we obtain 
s,>q Y,mdP = [~x”dP,,(x) 
= Jima 
+ ( 
M”‘(F,(M) - 1) - qm(F,,(q) - 1) 
s 
M 
mxm-‘(F,(x) - 1)dx 
9 > 
= O(qrnfxrn), 
which proves the corollary. 0 
As an example we will apply this concept to random variables satisfying a central 
limit theorem. Typically such a situation appears in the context of combinatorial 
constructions when Theorems 3 and 4 can be applied. Usually we get 
lim,, m My”(r) = e(ljz)t* uniformly for 1 tl < 9 (for some 9 > 0), where Y, = 
(X,, - pn)/,/&, and 
Pr[X, = k) = &(exp( -(‘,$+)‘) + O(n-11z)) 
uniformly for all k > 0 as n + co. Hence we obtain 
s Yz”dP = (a2n)-m (X, - pn)2”dP R J n 
1 q 
=- 
s 27c _~ 
x2me-(1/2)X’ dx + o($m+ In- r/2 + $mcr”) 
(2m)! 
= 2mm( + 0((logn)2m+‘n-‘i2) 
and 
s Y2m+r dP = (&-(2m+W ” 
s 
(X, - pn)(1/2)(2m+1)dP = 0((logn)2m+2n-‘/2), 
R ra 
in which q = Clog n with a sufficiently large constant C > 0. Especially we get 
EX, = pn + 0((logn)2) and VX, = rr’n + O((logn)3 ,,I$). 
This example shows that a combination of a weak limit theorem (in terms of the 
moment generating function) and a local limit theorem (in terms of a multivariate 
asymptotic expansion with error estimates) provide asymptotic expansions of all 
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(centralized) moments with error terms. It is clear that this concept can be adapted to 
other types of limiting distribution. 
Finally we want to mention that the trivial estimate y,k = [uk] cp,(u) Q (p,(Qc-“, in 
which [ equals the saddle point c”k satisfying ‘&,k(Pk([nk)/(P(mk) =  or an approxima- 
tion of c,,k may give better tail estimates than that of Proposition 3. For example, let 
y(x,u) = (1 - x(1 + u)))‘. Then 
n 
ynk G tn _ ;)n-kkk 
d Z”exp( -c(!+)‘) 
for some constant c > 0 which yields a quadratic exponential tail estimate. Of course 
such a tail estimate is better and more interesting from a theoretic point of view. 
However, for our purposes it is as good as that provided in Proposition 3. It gives the 
same asymptotic expansion for the moments. Nevertheless, it should be noted that we 
need no information about the moment generating function or about a weak limit 
theorem a priori. We can just work with a local limit theorem and these tail estimates 
to provide convergence of moments and a weak limit theorem a posteriori. 
3. Powers of functions 
In order to show how powerful the saddle-point method and singularity analysis 
are, let us discuss the asymptotic behaviour of coefficients of powers of functions 
[x”]y(~)~, where k tends to infinity. 
If n/k E [a, b] for some a > 0 and b -c 00, then the saddle-point p of y(x)kx-” which 
is given by 
w’(d n -_=- 
Y(P) k 
(24) 
(usually) varies in a finite interval. Hence the saddle-point method (almost) always 
applies to obtain 
Cx”lY(4k = &j&p (1+0(t)) (25) 
uniformly for n + co, n/k E [a, b]. (For details see [15,16,6].) It should be mentioned 
that Gardy [13] observed that (25) remains true for n = o(k) as long as n -+ co (and 
YO,Y~ # 0, where Y(X) = y. + ylx + .o.). Only the error term has to be modified. 
Furthermore for fixed n 2 0 we have 
Cx”lYw= (:)Yl,“Y;(l + o(k)). (26) 
The case k = o(n) is more delicate and usually depends on the function to be 
considered. (Some results can be found in [13].) 
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3.1. Algebraic functions 
In [6] it is shown that (25) remains true uniformly for k < Cn if y(x) has an algebraic 
singularity. Moreover, for small k we obtain the following expansion. 
Theorem 5 (Drmota [6]). Let y(x) be the singular expansion y(x) = g(x) - 
h(x) Jm, where g(x) and h( x are analytic functions at x = x0, then ) 
CXnly(X)k = kg(xo)k-'h(xo) 
2n3,2,/;rxa (ev( - :(%I) + W~1~2))~ (27)
uniformly for k = O(n logm2 n). 
This theorem can be proved either by using a Hankel contour or by applying the 
saddle-point method locally for the inverse function. 
Example 4. As seen in Section 1, the generating function for random mappings where 
trees (cyclic points) are marked is 3(x, u) = (1 - r&(x))-‘. Since a(x) is the solution of 
the functional equation b(x) = xed@), x0 = l/e is the only singularity on the cycle of 
convergence and we have 
b(x) = 1 - fi Jr-,, + C2(1 - ex) + C3(1 - ex)312 + ..e (28) 
Using singularity analysis, it can easily be shown that the number T, of trees in 
a random mapping of size n has mean value and variance of order ,/%: 
~ 
n 
= cx”l~xx,u)Iu=l N &jq 
[x”]P(x, 1) ’ 
o2 = CX”lr^Cb? 4l,=l 
” Cd WG 1) 
-pfj+pL,wn(2-x/2). 
And the probability that T, has value k is Pr[ T. = k] = [x”]~~(x)/[x”]?(x, 1). Thus 
for k = z$, an application of Theorem 5 shows that the number of trees is asymp- 
totically Rayley distributed: 
Pr[ T, = .zJ;;] = -!- zexp 
& ( > 
-; + o(l), 
uniformly for z E [zo, zl], where 0 < z. < zl < cc are arbitrary but fixed. 
Of course, this only holds for those z E [zo, zl] such that z& is positive 
integer. 
Example 4’. Now if we are interested in the (noncyclic) points at distance 1 to a cycle, 
the bivariate generating function is Pl (x, u) = (1 - x exp(u8(x)))- ‘. The number Tl, of 
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points at distance 1 to a cycle, in a random mapping of size n, has mean value and 
variance of order &. And the probability that Tl, has value k is 
PrCTl 
” 
= k, = c~kx"lhw) = ~cx"l(~k(xEpxpPk) 
c-d f, (x, 1) CX"lfl(X, 1) . 
Since &xPpk has radius of convergence 1, the dominant singularity of Bk(x)C,xppk is 
e- l. Using CpeePpk - T(k + l), we finally have 
uniformly for z E [z,,, z,], where 0 < z0 < zI < co are arbitrary but fixed. 
Actually the limiting distribution of the number of points at distance d to a cycle is 
still Rayleigh, for any fixed d (see [18,7]). 
3.2. Logarithmic functions 
When y(x) is a function with a logarithmic singularity, we can also derive uniform 
approximations for [x”]y(x)“, for k < En. The technique of proof depends on the 
range of k. For k = O((log n/log log n)2), we use a method akin to singularity analysis. 
And for logsI n d k < En, singularity analysis does not apply anymore, but we can use 
a saddle-point method locally for the inverse function. 
As a direct application we obtain the conditional limiting distribution of the 
number of trees in random mappings where the number of cycles m is given: for 
m - y log n, (0 < y < co), the number of trees is Gamma distributed, and for 
m = y,log n, with 7” + co and Y,, = O(logM n), M > 0, the number of trees is normally 
distributed. 
3.2.1. Theorems 
The first theorem uses a Hankel contour around the singularity. A saddle-point 
method would not be applicable. Heuristically we can say that the saddle point is too 
near the singularity. 
Theorem 6. Assume that y(x) is analytic in a region 1x1 < x0 + E, x # [x,, x0 + E) 
(E > 0) such that y(x) = - alog(1 - x/x0) + C + O(110g-2(1 - x/xO)l)for some real 
constants a > 0, C. Then we have 
[xn] y(X)k = ak l”gk n 
nx”,r(k/log n) 
exp(g&)(l+ O(k(!ey)), (29) 
uniformlyfor k = 0((10gn/10glogn)2). 
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Proof. For simplicity we will assume that the radius of convergence x0 = 1. We will 
use Cauchy’s formula for ye for the following path of integration y = y1 u yz: 
y2= x 1x1= 1+10g2n+i, (1 I I ( arg 1 + log% + i n n ) < larg(x)l < n: I . 
Let k = 0((logn/loglogn)2). Then we have for x E y1 
k -n-l 
YWkX -(“+l) = (alogn)k 
c - + O(logm2 n) 
alogn >( > 1+; 
= ak(logn)ke-‘( - t)-kl’ognexp 
Since 
e-r( _t)-kl’%ndt = r(k,:ogn) + O(e-‘“gzn), 
where y’= (tIltI = 1, ‘St ~0, or O< Nit 6 log’n, 3t = f l}, and 
s YWk n+l dx = O(e-logzn) Y2 X 
we directly get (29). 0 
Corollary 2. Under the same conditions for y(x) as in Theorem 6, and for 
cc~R\(-1, -2,...}, 
1 a’ logk n 
““I (1 - x/xo)LI y(x)k = n’-“xzr(k/logn + a) exp 
uniformly for k = O((log n/log log n)‘). 
Proof. We use the same contour as in Theorem 6, and 
1 01 
(1 - x/xo)U y(X)kX 
-cn+r) N a“(logn)k & e-l( -t)-ki’ognexp q 
Assume for a moment that y,,y, # 0 (otherwise you have to use an easy trans- 
formation). Then Gardy’s result [13] can be applied for n = o(k). Furthermore, the 
saddle-point method surely applies for the range n/k E [a,b] for a > 0 and b < co. 
Hence we only have to discuss a range of the following kind: log5/3 n < k < en for 
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some E > 0. It will turn out that a saddle-point method locally applied for the inverse 
function can be used in this case. 
Theorem 7. Assume that y(x) is analytic in a region 1x1 < x0 + E, x # [x0, x0 + E) 
(E > 0) such that 
y(x) = alog 1 _l,,,, + C + s(Ji=5& (30) 
where g(z) is analytic around z = 0 and satisjies g(0) = 0. Then we have (25) uniformly 
for log513 n < k < en for some E > 0 with an error term O(log - ‘I4 n). 
Proof. We will assume that x0 = 1 and a = 1. Let P./k be the saddle point of ye 
defined by (24). By elementary considerations we get 1 - P./k N (n/k logn/k)-’ and 
i&/k = Y(Pn,k) - log ; + loi?loi$ ;. (31) 
Let z(w) be the inverse function of y(x) locally in (x E C ) /x - 11 < E, x $ [l, 1 + E] ). 
This inverse function surely exists by (30). Again we will use Cauchy’s formula but 
now for the following path of integration y = y1 u y2: 
Yl = {x I b(x)l = &kr brg(y(x))l G hk>, 
72 = {XI 1x1 = Iz(&keiAnik)I~ Iarg(z(&kei”“ik))I < br&)l < n>, 
where A,,,, = C/log(n/k) and C > 0 is sufficiently small to be specified in the sequel. 
Trivially we have 
1 jy2g dxl = 0(&k Iz(i%,kf+*)l-“) = 0(y(p,,k)kp.,ke-‘C’2’k). 
For x E y1 we will use the substitution 
(32) 
and the (transformed) path of integration r1 = {w = &keir I I tl < &,ik}. Thus we have 
to calculate 
Wk-l s- 7, z(w)” dw = ~,k”y(~n,k)k nt2 - C 5 n(it)” m>3 . 
where tc, = (~“/&‘“)log z(&ke”)lV=O. Observe that K2 = - (k3/n3)02( p,,,J c 0. We 
are now in the position to apply the usual saddle-point method to get (25). We only 
have to check that 
(33) 
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and that 
lim ( -r&)nA& = co. (34) 
“-+a, 
From (31) we immediately get ( - E2) - p,2/ke-Dwk - PnlklC1 - (k/n) log(n/k) and 
= 0(t3p&e -“.,+O(t’;~og’;) (35) 
for ItI < A,,,. Hence (33) and (34) are satisfied for k 2 log J’3 n. Hence we can proceed 
as follows to approximate the integral 
nt2 - 1 f$ n(it)” 
m83 . 
= lymexp($nt’)dr(l + O(log -‘14n)) + 0( [C,.flexp($ nt’)dt), 
where p= k - u3 log- 3/4(n/k). This proves Theorem 7. 0 
Corollary 3. Let M > 0 be an arbitrary but jixed integer and y(x) as in Theorem 7. 
Then we have 
Lxn3 y(X)k = kak(logWk) loghWfk- 1’2 
x/-- 2m.x~ 
exp ( & $ ,$objl (‘;;$y) J 
x 1 + o ( ( k (loglogWW+’ (log (n/W + ’ >I (36) 
uniformly fir k = 0( log M + ’ n), where boo = 1 and bij are real constants. 
Proof. For k = 0(log315 n) the asymptotic formula (36) follows from Theorem 6. 
Hence we only have to discuss the case k > log513 n, where we have to apply 
Theorem 7. The essential point is to get a good approximation for the saddle point 
A/k- 
By bootstrapping it is easy to show that for any integer M 2 0 we have 
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where coo = 1 and cjt are real constants. Hence 
Y(Pnik) = a 
where do0 = C/a. Consequently we get 
and 
where coo =foo = 1, which completes the proof of Corollary 3. •1 
Corollary 4. Under the same conditions for y(x) as in Corollary 3, the saddle-point 
method also appliesfor [x”](l - x/x~)-“~(x)~, and 
1 
Lx”] (1 _ x,xo)b y(x)k - 
uniformly for k = 0( logM + 1 n). 
3.2.2. Trees and cycles in random mappings 
The probability that a random mapping of size n has k trees and m components 
(cycles) is given by (see Section 1.1): 
rnkm j+! [x”]ak(x)~[w”]log”[l/(l - w)] PC 
nn [x”](l - a(x))- 1 . 
Using Stirling’s approximation formula and Theorem 6, together with Example 4, we 
directly get 
Theorem 8. Let m = flog n + s and k = x &. Then we have 
exp( -&).xexp( -g)(l +O(10g-“2n)) (37) 
uniformly for 1.~1 < C log”’ n and l/C d x < C, where C > 1 is arbitrary but jixed. 
This formula reveals that the number of trees and the number of cycles are almost 
independent in the range of interest. Furthermore, the number of cycles satisfy 
a central limit theorem with mean value and variance - flog n and the number of 
trees is asymptotically Rayleigh distributed with mean value - ,/m. 
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Similarly we can consider the conditional distribution of the number of trees where 
the number of cycles is given. Consider random mappings of size n being all equally 
likely, and let the random variables z denote the number of trees, and C, the number 
of cycles. The conditional probability Pr[ z = k 1 C, = m] is 
Pr[ T, = k and C, = m] [x”ukum] & Cx"1 & 




[x”1l0g” cw - W)l (38) 
Moreover, from the singular expansion of a(x) (28), we get 
log 
1 1 
~ = 1 log - - 1 
1 - a(x) 2 l-ex 2 
log 2 + &/1_ex). 
Using Theorem 6, or Theorem 7, according to the order of rn provides easy proofs 
and extension of results by Pavlov [20]. 
Theorem 9 (Pavlov [20]). Zf m + cc and m/log n + 0 then 
&Pr[T/&=z(C=m]= - Jexp( --:)+0(l) 
uniformly for z E [zO,zl], where 0 < z. < z1 < cc are arbitrary but jixed. 
If n-, cc and ml1ogn-r y (0 < y < co) then 
&Pr[T/& = zl C = m] = &z i”‘exp( -G) + o(l) 
uniformly for z E [zo,zl], where 0 < z. < z1 < co are arbitrary butjxed. 
(39) 
Sketch of the Proof. To evaluate Pr [ T. = k 1 C, = m] in (38), use Theorem 5 to find 
[x”]ak(x), and Theorem 6 to find [wk]log”[l/(l - w)] and [x”]log”[l/(l - a(x))]. 
The mean value and standard deviation are shown to be of order ,/& using 
Corollary 2. 0 
Next we extend Pavlov’s result to the case where m/log n --f co. Hence we get 
a precise information about the conditional density not only in a small range around 
the mean value. 
Theorem 10. Suppose that y. = mflogn + cc and that yn = O(log”n) for somejixed 
integer M > 0. Then 
&Pr[T>~=z~C=,logn]=&exp( -:)+0(l), (41) 
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uniformlyfor z E [zO, zl], where - CO < z. < z1 < co are arbitrary butjxed. Thus the 
conditional distribution is asymptotically normal with mean value h 6 and vari- 
ance w n/2. 
Sketch of the Proof. Use Theorem 7 applied to 
1 
and [x”]log” ___ 
1 - d(x)’ 
The mean value and standard deviation can be evaluated using Corollary 4. 0 
4. Product schemas y(x, u) = g(x)F(uw(x)) 
4.1. g is dominated in y(x,u) 
As indicated in Section 1.3 a very important special case for y(x, u) is the form 
Y(X, u) = g(x)F(uw(x)). (42) 
There are many cases where the factor g(x) has actually no influence on the limiting 
distribution, i.e. the limiting distribution of y(x, u) is the same as the limiting distribu- 
tion of 
j(x, u) = F(uw(x)). (43) 
In this case we will say that g(x) is dominated in y(x,u). 
In order to be more precise we will introduce the notion of dominance in a product 
of functions. As above we will use the notations 
xf ‘Cd 
PI(X) = f(x) 
and 
c; _ x2f”(x) I Xf’M xf’c4 2 
f(x) 
-- - . 
f(x) ( 1 f(x) 
(44) 
(45) 
Definition 2. Let f(x), g(x) be (convergent) generating functions with nonnegative 
coefficients. We say thatf(x) dominates g(x) if 
Cx”lS(xMx) - dLK.x”lfW (n + 4, (46) 
where [, is the saddle point off(x) defined by p,-(m) = n. 
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If the radius of convergence of the first factor is smaller than that of the second one 
then the first factor usually dominates. 
Lemma 2. Suppose that the coejficients off(x) = 1, a0 a,x” satisfy lim,, a, a,/a, + 1 = 
R for some R E (0, GO), that lim,,R p,-(x) = co, and that the radius of convergence of 
g(x) is greater than R. Thenf(x) dominates g(x). 
Proof. BY PI, Cx”lfCddx) - dR)Cx”lf( x n + co). Hence Lemma 2 follows from I( 
[,,- R. 0 
If both factors have the same radius of convergence or are entire then the situation 
is obviously much more involved. However, for acceptable functions we easily find 
a sufficient condition for dominance. 
Lemma 3. Letf(x), g(x) be alglogfunctions or admissiblefunctions such thatf(x)g(x) is 
an alglog function or admissible. If pi,(x) = o(a) uf x as x + R (in which R E (0, CXI] is 
the radius of conoergence off (x)g(x)) then f (x) dominates g(x). 
Proof. For alglog functions the dominance condition can easily be checked. Now 
suppose that f (x) and f (x)g(x) are admissible. Hence by [17] 
(47) 
Cdf W(x) - 
f (iJs(iJi~” 
( ( 
exp - P&J’ 
J203(5”) + +r,,, 2(4(i”) + 4K”)) > ) 
+ o(1) . 
Since ai(1.))) = Ok = 0(&M), (47) and (48) prove 
Cx”lf CMX) - dJCx”lf (4 (a + 4 
and consequently f (x) dominates g(x). 0 
First we state two typical cases where g(x) is dominated in g(x)F(uw(x)) and where 
we can classify the kind of limiting distributions. 
Rule 1. Suppose that F(z) is acceptable with finite radius of convergence R. Let 
w(r) = R and assume that w(x) and g(x) are regular at x = r (i.e. the radii of convergence 
of w(x) and g(x) are greater than r). Then g(x) is dominated in y(x, u) = g(x)F(uw(x)). 
If in addition F(z) is an algiog function or admissible then the limiting distribution is 
Gaussian with mean value - p,,,(R)-‘n and variance - a:(R)p,(R)-3n. 
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Proof. First we recall that usually (in the remaining cases we have similar formulas, 
see PII 
[x”] W(X)k = W(in,kJk ill/k”, 
J2117c~~(i,,ko)~w(i”,k~)- 3 
(k - 4’ 
(49) 
as n + co uniformly for k > 0 and p,,,(R) - E d n/k,-, < ,u,(R) + E, where E > 0 is 
sufficiently small. Furthermore, the same asymptotic formula holds (despite of the 
factor g(([&)) if we calculate [z~“]g(x)w(x)~. This can be shown by using exactly the 
same saddle-points method as for the proof of (49). 
Now suppose that F(z) is an alglog function, Then use (49) with k0 = n,uW(R)-’ and 
the asymptotic expansion offk = [zk]F(z) to determine an asymptotic expansion for 
[x”u”]F(uw(x)) =fk[x”] w(x)“. Since the factorfk has minor influence on the distribu- 
tion behaviour it follows that the limiting distribution corresponding to 
j(x, U) = F(uw(x)) is Gaussian. 
If F(z) is admissible then let Rk denote the saddle point defined by pF(RL) = k. For 
sufficiently large n let k,, be determined by w(&,,,J = Rk,. Hence 
[X”Uk] F(uw(x)) = F(J-GcJ 
(k - Q2 
2no~(in/k,)~,(mik,)-3 ) ) 
+ o(l) . 
Now lim,,R(R - x)~~(x) = cc and ,L+(x) = 0(0;(x)) (as x + R) imply that 
no~(i”,k,)Clw(i,,k,)-3 = o(d(RkJ 
as II + co. Hence we obtain a Gaussian limit law. 
In any of these cases the factor g([“&) has no influence on the distribution 
behaviour. Thus g(x) is dominated. 0 
Rule 2. Suppose that w(x) is acceptable with jinite radius of convergence I such that 
w(r) = R is jinite. Furthermore assume that F(y) is regular at y = w(r) and g(x) is 
regular at x = r. Then g(x) is dominated in y(x,u) = g(x)F(uw(x)) and has a discrete 
limiting distribution with 
lim Pr[X, = k] = s. 
11-m 
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Proof. Since w(r) = R is finite w(x) consists of no admissible term with radius of 
convergence r. Hence we can represent w(x) as 
For 
and 
w(x) = R - C(l - x/r)“‘L (1 + o(1 - x/r)). 
some CI’ > 0 which is not an integer. This leads to 
Cx”lsWWW) - CdWW 6 U4 
for any fixed k 2 1 to 






(51) and (52) prove Rule 2. 0 
These two cases are surely the simplest ones since g(x) is regular at the singular 
curve of F(uw(x)) and since there is only one singularity. In the following we will try to 
formulate a “general” criterion to decide whether g(x) is dominated or not. For 
example, if g(x) and w(x) are alglog function and F(w(x)) has an essential singularity at 
x = r then g(x) is usually dominated. In order to be more exact we can “scale” 
singularities by the notion of dominance introduced in Definition 2. The same 
“scaling”, can be used for entire functions. Therefore, we can expect the following 
rule. 
Rule 3. Suppose that g(x), w(x) and F(w(x)) are acceptable. ZfF(w(x)) dominates g(x) 
then g(x) is (usually) dominated in g(x)F(uw(x)). 
Heuristically we can justify Rule 3 by the following observation. First note that the 
fact that g(x) is dominated in g(x)F(uw(x)) is more or less equivalent o the statement 
that w(x)” dominates g(x) for k - EX, and this can be checked by pe = o(m). 
Next, if ,&a: = O(p&,) then 
and for the saddle point of interest x = c, we have pF w EX,. Hence, if F(w(x)) 
dominates g(x) then we can expect hat g(x) is dominated in g(x)F(uw(x)). In fact, we 
do not know any example disproving Rule 3. 
What remains is to discuss the case y(x,u) = F(uw(x)). In Section 2.2 we have 
formulated (quite powerful) theorems related to this field. Those cases which are not 
covered by these theorems must be treated separately. Usually expected value and 
variance cause no difficulty. In order to get the limiting distribution you have to get an 
asymptotic expansion for [x”] w(x)” in the range of interest. Section 3 provides some 
methods to do so (see also [6,13]). 
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4.2. g is dominating in y(x,u) 
Alternatively to the previous section, where the factor g(x) has actually no influence 
on the asymptotic limit distribution of y(x, u) = g(x)F(uw(x)), this section is devoted 
to the case where g(x) is of dominant importance. This means that the saddle point [, 
ofg(x) given by ing’(l.)/K) = n can be used instead of the exact saddle points in the 
evaluation of the mean, variance and probability. Hence we get 
and 
EX, - w(r”)F’(w(in)) 
@G)) ’ 









in the range of interest, where fk = [z”] F(z). For short we will say that g(x) is 
dominating. As a first rule we have: 
Rule 4. Suppose that g(x) is acceptable and hasjnite radius convergence r. Zf w(x) and 
F(w(x)) are regular at x = r (i.e. their radii of convergence are larger than r) then g(x) is 
dominating in g(x)F(uw(x)) and has a discrete limiting distribution with 
fkw(r)k 
.“f”, PrCXn = kl = F(w(r)). (56) 
Proof. If g(x) is acceptable and has finite radius of convergence then we can apply 
Lemma 2 to g(x)F(w(x)) and to g(x)w(x)” for any fixed k 3 0 which directly gives 
(56). 0 
In general we can only expect a rule of the following kind which is precisely the 
converse statement o Rule 3. 
Rule 5. Suppose that g(x), w(x) and F(w(x)) are acceptable. Zfg(x) dominates F(w(x)) 
then g(x) is (usually) dominating in g(x)F(uw(x)). 
Again we will give an heuristic argument for Rule 5. Mostly it suffices to know the 
behaviour of [x”]g(x)w(x)k if k = O(EX,). If g(x) dominates F(w(x)) then 
xF’(w(x))w’(x) w(x)F’(w(x)) xw’(x) 




Hence if we assume something like (53) then (57) essentially says that g(x) dominates 
We for k = O(EX,). Therefore we can expect that g(x) is dominating in this case. 
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One very interesting thing in the dominating case is that there are only a few kinds 
of limiting distributions which can be classified in the following way. 
Theorem 11. Suppose g(x) is acceptable with radius of convergence r E (0, co] and 
suppose that g(x) is dominating in y(x, u) = g(x)F(uw(x)), i.e. (53)-(55) hold. 
(a) Assume that lim,,,_ w(x) = W(I) exists and that F(z) is regular at w(r). Then X, 
(related to y(x,u)) has a discrete limiting distribution given by 
lim Pr[X, = k] = ‘$$$ . 
“-+a? 
(b) Assume that lim,,,_ w(x) = co and that F(z) is entire and admissible. Then X, is 
asymptotically normally distributed with mean value (53) and variance (54). 
(c) Assume that lim,,,_ w(x) = w(r) exists and that F(z) is singular at z = w(r). Zf 
F(z) is admissible then X, is asymptotically normally distributed with mean value (53) 
and variance (54). 
(d) Assume that limx+,_ w(x) = w(r) exists and that F(z) is singular at z = w(r). If 
F(z) an alglog function having a dominating term with a > 0 then X, is asymptotically 
Gamma distributed with parameter a and EX, - a/log [w(r)/w(c,)]. 
Remark. Note that the radius of convergence r of g(x) can only be infinite in part (b). 
Hence, if g(x) is entire and dominating then there is a Gaussian limiting distribution. 
Proof of Theorem 11. (a) This part is almost trivial. From lim,,, [, = r it follows 
that 
lim Pr[X, = k] = lim Y,, = j$ $$j$ = s . 
n-m n+cc Yll n wr 
(b) Now assume that lim,,,_ w(x) = co and let F(z) be entire and admissible. By 
[17] we have 
f F(RkO) ko+l = (exp( - &) + o(l)) (k0 -+ ~0) 
uniformly for all 1 such that k0 + 1 is a positive integer, where Rko is given by 




= F’Min))w(in) _ EX 
F(w(in)) ” ’ 
i.e. Rko = w([“). Consequently, 
Pr[X, = k. + l] - f 
ko+lw(in)ko+f 
F(w(L)) -J&eX+&) 
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uniformly for 1= O(a(RkO)) leading to asymptotic normality with mean value (53) and 
variance (54). 
(c) If w(r) exists and if F(z) is singular at z = w(r) and again admissible then 
we are in a similar situation as above and by the same proof we get asymptotic 
normality. 
(d) Finally assume that F(z) has a singularity of the kind (16). By [S] we get 
fk - w(r)-k s L(k). (58) 
Hence 
Pr[X, = k] - (1 - w(r)/w(L)) 
0) L(l/[l -:Fi.)jw(r)]) “-i ($)k 
bi?Cw(i.Yw(r)l _ 
m) 
k” ’ exp(klog $$) 
in the range of interest k $< (log(w(r)/w(i,)))- ‘. This proves Theorem 11. 0 
Remark. The restriction c1 > 0 in Theorem 11 (d) is not essential. The case of alglog 
functions F(z) with F(w(r)) < co can always be treated as above but the limiting 
distribution cannot be classified in such a simple way. Here we have 
Pr[X, = k] N 
Thus everything depends on the behaviour of w([,,) and on CC. 
4.3. Examples and extensions 
We discuss ome typical schemas y(x, U) = g(x)F(uw(x)) occurring in combinatorial 
structures related to the “sequence-of” and “cycle-of” constructions. Most of the time 
g is either dominated or dominating in y(x, u), and we refer to Sections 4.1 and 4.2. But 
there are also some interesting cases where g is neither dominated nor dominating in 
y(x, a). We investigate some of these cases: we get hypergeometric limiting distribu- 
tions for some g and F(w) having the same finite radius of convergence, and Gaussian 
limiting distributions for some entire functions g and F(w). 
4.3.1. F is exponential 
We consider the product schema y(x, U) = g(x)exp(uw(x)). 
(a) Assume first that g has a finite radius of convergence, and w is an entire 
function. In this case g is dominating in y(x, u), and the limiting distribution, dictated 
by F is Poisson by Theorem 11 (a). 
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As an illustration, the number of cycles with fixed length 1 in permutations, with 
bivariate generating function 
Yk u) = 
exp( - xl/l) X1 
l-x 
exp u - 
( > 1 
is Poisson distributed (with parameter l/l). 
Note that by Theorem 11(a), the number of cycles with fixed length 1 in random 
mappings, with bivariate generating function 
Yb, u) = 
exp( - 6(x)‘//) b(x)’ 
1 - d(x) 
exp u - 
( ) 1 
has the same Poisson limiting distribution. 
(b) Consider the case where both g and w are entire functions. If g is dominated in 
y(x,u), the limiting distribution is Gaussian, dictated by exp(uw(x)) (4). If g is 
dominating in y(x,u) then the limiting distribution is Gaussian, too, by The- 
orem 11 (b). 
(c) We now investigate some cases when g and w have the same finite radius of 
convergence. 
Function g is alglag: Let us assume that 
1 
g(x) = (1 _ X/X0)A logs 
1 
1 - x/x() ’ 
(59) 
then the distribution of interest is Gaussian for different forms of w(x). 
(i) If w(x) is a logarithmic function 
w(x) = alog 1 _l& + c + G(llog-2(1 - xlx,)l), (60) 
for A # 0 and a = 1, g is dominating in y(x, a), since the heuristic for Rule 5 applies, 
thus by Theorem 11(b), the limiting distributions is Gaussian with mean value 
asymptotic to log n. 
For A = 0 or a # 1, g(x) and F(w(x)) are incomparable, but the limiting distribu- 
tion is still Gaussian with mean and variance asymptotic to a log n. This result can be 
obtained by an application of Corollary 2: 
1 uk logk(n) 
Pr[X, = k] - E 
no ’ 
for k = clog n + 1 J’clogn, ,? E R; the limiting distribution is Poisson with infinite 
mean, hence the Gaussian result. 
For example, if a(x) is the exponential generating function of Cayley trees, for 
(1 - d(x))-‘exp(ulog(1 - d(x))-‘), or log(1 - B(x))-‘exp(ulog(1 - a(x))-‘), the 
limiting distribution is Gaussian with mean value asymptotic to 3 log n. 
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(ii) If w(x) is an algebraic function of the form x/(1 - x)‘, a E R\{O, - 1, -2, . . . }, 
then g is dominated in y(x, u), since F(w(x)) dominates g(x) (and for k -+ CO, wk(x) 
dominates g(x) by Lemma 3). Hence the limiting distribution is dictated by 
exp(uw(x)): it is Gaussian with mean value asymptotic to n”(‘+i). 
For example, consider the exponential generating function for sets of cycles or 
sequences of points: y(x) = exp(log [l/(1 - x)] - x + x/( 1 - x)). If we mark the se- 
quences, the bivariate generating function is y(x,u) = [e-X/(l - x)]exp(ux/(l - x)), 
and the limiting distribution is Gaussian with mean value asymptotic to &. 
Function g is exponentid (i) If w(x) is a logarithmic function, then g is dominating 
in y(x, u) (Rule 5 applies), and by Theorem 11 (b) the limiting distribution is Gaussian 
with mean value asymptotic to ~(5.). 
For example if g(x) = exp(x/( 1 - x)) the mean value is asymptotically i log n (this is 
the case if we mark the cycles in the exponential generating function for sets of cycles 
or sequences of points), whereas if g(x) = exp(exp(x/(l - x))) the mean value is 
asymptotically log(log n). 
(ii) When w(x) is an algebraic function of the form x/(1 - x)‘, different cases may 
occur. 
If g(x) dominates F(w(x)) (e.g. g(x) = expexp(x/(l - x)), or g(x) = exp[x/(l - x)“] 
with (A > a), then Rule 5 applies: g is dominating in y(x, u) and the limiting distribu- 
tion is Gaussian with mean value asymptotic to w([,,), where [, is the saddle point 
of g. 
On the opposite, if F(w(x)) dominates g(x) (i.e. g(x) = exp[x/(l - x)“] with a > A), 
then the limiting distribution is Gaussian, dictated by exp(uw(x)). (Again you can 
check Rule 3 by observing that wk(x) dominates g(x) for k = EX, by Lemma 3.) 
4.3.2. F is ulglog 
We essentially consider the product schema y(x, u) = g(x) l/(1 - uw(x)). 
(a) If g is an entire function, it is dominated in y(x, u), and the limiting distribution 
is dictated by F. It might be discrete, or Gaussian, or hypergeometric (see [ 111). 
(b) If g is exponential with the same radius of convergence as (1 - w(x))- i, then g is 
dominating in g(x)/(l - uw(x)y, CI > 0, since Rule 5 applies. By Theorem 11(d), the 
distribution is asymptotically Gamma with parameter CC 
(c) We now concentrate on the case when g is an alglog function of the form (59) 
with the same radius of convergence as F(w(x)) = l/(1 - w(x)). 
The limiting distribution in the simple schema F(uw(x)) = (1 - uw(x))-’ is shown 
in [l l] to be depending on w(r) = lim,,,_ w(x), where r is the radius of convergence of 
w(x): It is Gaussian if w(r) > 1, and for w(x) with an algebraic singularity, it is discrete 
if w(r) < 1, and hypergeometric if w(r) = 1. These three cases are also to be considered 
for the product schema g(x)F(uw(x)). 
Case lim,,, _ w(x) < 1: Assume that w(x) has a local expansion of the form 
w(x) = z - c(1 - x/r)d + 2 c,(l - x/r)pd, (61) 
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with 0 < d < 1, c > 0 and r = x0. Then F(w(x)) = l/(1 - w(x)) is analytic at z, and 
g(x) dominates F(w(x)) by Rule 5. Thus g is dominating in y(x,u) and by The- 
orem 1 l(a), the limiting distribution is geometric with asymptotic mean value 
rF’(w(r))lF(w(r)). 
Case lim,,, _ w(x) > 1: Then w(x) is analytic at x0 such that w(xo) = 1. 
If g(x) has an algebraic factor (A # 0), the mean value and standard deviation of 
X, are of order n. It is easy to show that g(x) dominates F(w(x)) (and for k = In, 
g(x) also dominates We). Thus g is dominating in y(x, U) and by Theorem 11 (d), 
the limiting distribution is Gamma with parameter 1. 
If g(x) is only logarithmic (A = 0), F(w(x)) dominates g(x). Here the mean value and 
variance of X, are of order n (and for k = EX, + A&, We dominates g(x)). 
Hence g is dominated in y(x, a), and the limiting distribution is Gaussian, dictated 
by F. 
Case lim,,, _ w(x) = 1: Here again assume that w(x) has a local expansion of the 
form (61) with r = x0_ It can be easily shown that the mean value and standard 
deviation of X, in y(x, u) are of order nd. 
l If g(x) is only logarithmic (A = 0), F(w(x)) dominates g(x). And for k = And, We 
dominates g(x). Hence g is dominated in y(x,u), and the limiting distribution is 
hypergeometric, dictated by F. For d = $, the distribution is Rayleigh. 
l If g(x) has an algebraic factor (A # 0), then g is neither dominated nor dominating 
in y(x, a). But the limiting distribution of X, is still hypergeometric (see [ll]). 
We shall give some examples of such cases, related to random mappings. Let B(x) be 
the exponential generating function for Cayley trees. 
In y(x,u) = (1 - d(x))-‘(1 - L&(X))-‘, the distribution is asymptotically normal 
(see [ll]). 
In y(x, u) = (1 - a(~)))‘(1 - t&(x))-‘, g( x is neither dominated nor dominating. ) 
It is shown in [14] that the random variable X,, which represents the cycle length of 
a random point in a random mapping of size n, has the asymptotic probability 
,/m(l - @(k/A)), where 




In y(x,u) = (1 - a(~)))‘(1 - a&(~))-~, g( x is a ) g ain neither dominated nor domina- 
ting. The limiting distribution is Rayleigh. It is the distribution of the p-length of 
a random point in a random mapping (see [14]). 
In y(x, u) = (1 - b(x))- ’ (1 - u&(x))-~, the limiting distribution is Maxwell (see 
Clll). 
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