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Abstract
Research publications reflect advancements in the corresponding research domain. In these
research publications, scientists often use citations to bolster the presented research findings
and portray the improvements that come with these findings, at the same time, to make the
contents more understandable to the audience by navigating the flow of information. In the
science domain, a citation refers to the document from where this information originates but
doesn’t specify the text span that is actually being cited. A more precise reference would
indicate the text being referenced. This thesis develops a framework which can create a linkage
between the citing sentences from the ongoing research article and the related cited sentences
from the corresponding referenced documents. This citation linkage problem has been modeled
as a semantic relatedness task where given a citing sentence the framework pairs this citing
sentence with each sentence from the reference document and then tries to determine which
sentence pair is semantically similar and which pair is not. Construction of the citation linkage
framework involves corpus creation and utilizing deep-learning models for semantic similarity
measurement.
Keywords: citation linkage, textual semantic relatedness, text classification, dataset cre-
ation
i
Lay Abstract
Research papers refer to some other research documents to bolster the proposed ideas in the
ongoing paper or when ideas from those documents are used. Some times, these references are
made to help the readers to build a good background over the topics. This referencing is done
by means of citation. After discussing any idea a citation is made. The span of the citation may
contain only one or more than one sentence. However, for the readers, this citation sentences
and the citations are nothing but a link to the referenced paper. It doesn’t give any specific
link or hint about which section of paragraph in the reference paper is actually being referred.
So, the readers have to read the whole referenced document. Citation linkage intents to reduce
this burden from the readers. The idea of citation linkage is to build a framework which given
a citation sentence and the cited research document tries to detects those sentences which are
being referred by the citation sentence in the ongoing paper by means of checking the semantic
similarity of every sentence of the referred research document against the citation sentence.
ii
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Chapter 1
Introduction
Different types of written documents have different formats, writing patterns and serve different
objectives. A research article can reflect research trends, a new invention, or perspectives
to solve a problem in a particular domain. While writing a research document, the author
discusses previous research that is either prominent to solve the same problem or has influenced
the author’s ideas presented in the ongoing research paper. This referencing to some other
document while writing a research article is called a citation [26]. Thus, citations create links
between various research articles. Usage of citations reduces the writing overload of authors as
they don’t have to write down the same thing. At the same time, it helps readers achieve some
background knowledge over a topic which may be unknown to them but required to understand
the ideas in the ongoing article. Citations assist researchers in other ways. For example, in 1964
the idea of citation indexing was introduced [18]. Citation indexes contain the references found
in research documents in many scientific domains. Citation investigation based bibliometrics
are utilized to evaluate significance of any research work [19]. In 2000, Garzone and Mercer
[20] proposed a way to identify the internal purpose of a particular citation. As well, modern
applications such as multiple document summarization [51] and argumentation mining across
multiple research articles [41] use these citation links.
In the case of scientific research articles, a citation refers to the document from where the
idea stated in the citing sentence originates. However, a citing sentence typically refers to a
small portion of the referenced document. This referred to text span can be the summary of
the referred to paper’s methodology, or the results and findings, or the analysis of such. This
specific portion of text can be either single or multiple paragraphs or sentences. Citations help
the authors to be very specific about the ideas they want to share from some other research
documents, but at the same time, it reduces the writing overhead for the authors and helps
them maintain the constraints of page limits imposed by the publication authorities [26]. If
it were possible to pull out that specific text span from the reference document, it would be
1
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advantageous for applications such as those mentioned above. Additionally, it would reduce
the burden of the readers having to read the complete cited document to find the piece that
is being cited. These objectives are the motivation for the topic of this thesis: to establish a
relationship between the citation sentence and its corresponding reference sentences from the
cited paper. This task is called citation linkage [26]. In this study, citation linkage is modelled
as a textual semantic relatedness measurement task and the text span is delimited to a single
sentence. Hence, this is why the citation linkage problem is formulated as a textual matching
operation between a citation sentence and every sentence in the corresponding cited paper.
This thesis investigates the ways to determine citation linkage using different unsupervised and
supervised deep-learning methods.
A citation establishes a semantic link between the citing and the cited paper and thus helps
to develop a body of knowledge from the previous research findings that bolsters the ideas
presented in the ongoing paper. For this the author can either explicitly use the words and
formulas from the cited paper or can refer to inherent domain information. In both ways,
both the citing and the cited paper share some common domain ideas and information which
is introduced in the cited paper. Table 1.1 shows a few examples of citation sentences and
their corresponding reference sentences from a cited paper. Example 1 gives the sentence pair
where the citation sentence is a paraphrase of the cited sentence. Both of the sentences contain
common words in a different order. In the second example, the citing sentence replaces the term
“pH4” by “extremely acidic environment”. To establish a linkage between these two terms a
mapping would be required between the pH scales and the acidic condition. From the sentence
pair in Example 3, it can be observed that the citing sentence interprets the information from
the target sentence. From these examples it is clear that for proper linkage between citation
and cited sentence, the proper mapping is essential from the word to the sentence level. As the
final models used for the textual semantic relatedness measurement are deep-learning models,
proper word and sentence embedding techniques are required prior feeding the data to these
models. Furthermore, while measuring semantic relatedness between two sentences, only a few
words rather than all the words in the sentences play the vital role. That’s why the attention
mechanism is used to give proper importance over individual words in the sentences.
The objective of this thesis is to establish a relationship between the citation sentence and
its corresponding reference sentences from the cited paper, a task called citation linkage. In
this study, citation linkage is modelled as a textual semantic relatedness measurement task and
the text span is delimited to a single sentence. Hence, this is why the citation linkage problem
is formulated as a textual matching operation between a citation sentence and every sentence
in the corresponding cited paper.
The major contributions of this thesis work are building a corpus for citation linkage task
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Table 1.1: Sample citation and corresponding target reference sentence (source: Houngbo
[26]).
Example 1
Citation
Sentence
Formalin fixation, the most widely used fixative in
histopathology, has many advantages such as the ease of tissue
handling, the possibility of long-term storage, an optimal
histological quality and its availability in large quantities at low
price. [28]
Target
Sentence
The advantages of formalin fixation are the ease of tissue
handling, the possibility of long-term storage of wet material,
and its low price. [30]
Example 2
Citation
Sentence
Sample DNA is often damaged by exposure to formaldehyde and
a potentially extremely acidic environment. [60]
Target
Sentence
However, DNA is relatively stable in mildly acidic solutions, but
at around pH 4 the β glycosidic bond in the purine bases are
hydrolysed. [5]
Example 3
Citation
Sentence
Different PCR buffer systems and/or different Taq polymerases
may yield different real time PCR results. [28]
Target
Sentence
A significant difference can be seen between the results from the
different DNA polymerase-buffer systems. [62]
containing more than sixty thousand sentence pairs from the biomedical domain, developing
a method for cleaning and preprocessing sentences from different biomedical domains and
building a framework to determine the appropriate cited sentences from a cited paper given a
citation sentence. The new corpus, data cleaning tool, and citation linkage tool are available
on GitHub (https://github.com/sudipta90/CitationLinkage).
The rest of the thesis is structured as follows: Chapter 2 reviews some related literature
on the four main concepts used in the research: the citation linkage task, word embedding,
sentence embedding, and the attention mechanism used in neural architectures. Chapter 3
describes the data preprocessing, dataset creation techniques along with the overall architec-
tures used for the citation linkage task. The experimental results are elaborately reported and
analyzed in Chapter 4. In the end, the summary of the citation linkage work that has been
accomplished in this thesis is presented along with the shortcomings and direction for future
work in this domain.
Chapter 2
Literature Review
This chapter discusses research that has been conducted that directly concerns the citation
linkage task or research that will be useful for our approach to addressing this task.
Much research can be found for the citation analysis task in experimental sciences [39, 38,
6, 27, 44, 53, 19, 20]. Given a citing sentence, citation analysis tries to determine the section
(Introduction, Methods, Results, and Discussion) of the cited paper that is being referred to
by the citing sentence. However, most of this research cannot indicate the specific sentences
or the paragraphs from the cited paper that are being cited. On the other hand, few works are
available for the citation linkage task. The methods provided are discussed in Section 2.1.
Because this thesis formulates the citation linkage problem as a textual semantic similarity
measurement task modelled using deep learning, various deep learning models are discussed in
Section 2.2. As the textual semantic similarity measurement depends on words and sentences,
word and sentence embedding techniques form a major portion of this discussion. These tech-
niques are discussed in Sections 2.2.2 and 2.2.3. Furthermore, not all the words in a sentence
contribute equally to build the semantic meaning of the sentence. Different attention mech-
anisms have been introduced in recent times to put more focus on the important words in a
sentence. Utilizing attention mechanisms in textual semantic similarity measurement tasks has
improved the performance to some extent. Section 2.2.4 will discuss the attention mechanisms
that will be used for the citation linkage task.
2.1 Citation Linkage Research
In 2017, Houngbo and Mercer [25] developed a framework to detect cited sentences given a
citation sentence. For this task , they built a small corpus which was annotated by a domain
expert. The annotation was done over sentence pairs containing 23 citation sentences and
3857 candidate cited sentences. All the research papers chosen for this task were from the
4
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biomedical domain. Each sentence pair in this dataset is labeled with an integer number in the
range from 0 to 5 where 0 indicates the sentences are not similar at all and 5 indicates highest
similarity between the citation and cited sentences. For this task, they used different machine
learning models. However, the accuracy they achieved was low. They reported capturing only
48.5% positive samples correctly. Here the positive samples are those which are annotated with
similarity indexes 4 and 5.
In 2018, Li et al. [33] applied a ruled-based approach to determine the citation linkage be-
tween citation and cited sentence pairs. For this task, they used textual semantic similarity at
the sentence level. To compute the semantic similarity between citation and candidate citing
sentences, they computed inverse document frequency (idf)and Jaccard similarity. Later, they
trained Word2Vec [43] to get 200 dimensional word vectors and represented the sentence as
the concatenation of the word vectors in the sentence. To calculate the similarity between the
sentences, they then computed the cosine similarity between the sentence vectors. Later in their
following work, they ran the convolutional neural network (CNN) over the sentence represen-
tations to generate better feature representations and then computed cosine similarity between
the citation and cited sentences [34]. They conducted these experiments over computational
linguistics literature. The performance of their model in the case of analyzing citation linkage
for biomedical research articles is presented in Table 4.3 in Chapter 4.
2.2 Neural Net Research
In recent times, the introduction of deep learning models in the natural language processing
domain has boosted the performances for almost all possible applications. Simple deep neural
nets have one limitation. They are not capable of handling sequential data whereas human
conversations and sentences are sequential data. While reading one document, a person un-
derstands the meaning of the current content based on the previous words instead of forgetting
everything of the previous section of the document and thinking from scratch at each time step.
Recurrent neural networks (RNN) have the ability to preserve the information from the past
while considering current content. Recently, RNN based models have been used for different
NLP tasks like semantic similarity analysis, sentiment analysis, language model generation,
etc. Still, deep learning models can’t work with string data directly. They require the vector
form for both words and sentences. To solve this issue, different word and sentence embedding
techniques have been developed in the last decade. Furthermore, in case of NLP, the semantics
of a sentence or a document doesn’t depend equally on all of the words in the sentence. An
attention mechanism is applied in these cases to focus on different portions of the texts. This
section discusses different recurrent neural network models, word and sentence embedding
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techniques, and attention mechanisms using deep learning architectures.
2.2.1 Recurrent Neural Networks
In the case of natural languages, the meaning of a sequential text doesn’t depend on the last
word only, rather words at different positions help to develop the inherent sentiment or se-
mantics of the text span. Traditional deep neural nets cannot work with this persistence of
information. However, recurrent neural networks (RNNs), with the inner loop inside the struc-
ture, have the ability to process continuous data. Figure 2.1 portrays the working principle of
the traditional RNN module.
Figure 2.1: Unrolled recurrent neural network (source: easy-tensorflow [17]).
A simple RNN module looks at an input xt at a time step t and outputs a hidden state
representation ht and forwards this information to the next time step. Thus, the RNN propagates
information from the past. An RNN can be viewed as multiple identical neural networks placed
in sequence to process the information at different time steps, where each module passes the
information to its following one. Hidden layers in an RNN share the same bias and weight
matrices. The working principle of a simple RNN module is explained by Eqn. 2.1 and 2.2
[47].
ht = f (Whhht−1 + Whxxt) (2.1)
ot = Wohht (2.2)
where, ot is the output state at time step t, ht is the current hidden state at time step t, ht−1 is
the hidden state from the previous time step forwarded to the current time step and f is the
activation function. All Ws represent different weights like Whh is the weight matrix between
hidden states of two time steps, Whx is the weight between input and hidden states, and Woh
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is the weight matrix between hidden and output states. Initially all the weights and biases
are initialized randomly and gradually they are updated via backpropagation. For an RNN,
this backpropagation goes back to each time step. This technique is called backpropagation
through time (BPTT).
This chain-like architecture allows the RNNs to work with sequential data. As a result,
RNNs are being used successfully in speech recognition, machine translation, language mod-
eling, image captioning, etc. in recent times. However, the simple RNN model suffers from
two issues while working with long sequential data: the vanishing gradient and the exploding
gradient. In the vanishing gradient problem, the gradient becomes very small preventing the
weights from changing the values and may stop the training of the neural network. For ex-
ample, the gradients of run-of-the-mill activation functions like the sigmoid function remain
in the range (0, 1). During the backpropagation gradients are computed by the chain rule.
While computing the gradients for the nth time step, these n small gradient values have been
multiplied with each other thus generating a very small number. With very large values of n,
the gradient decreases exponentially and in the end, makes the convergence of the model very
slow [23]. For exploding gradients, error gradients are accumulated during backpropagation
and in the end can result in very large gradients. This situation makes the network unstable as
the network weights are changed at a too high rate than it should be, preventing convergence
of the network. If the gradients are too big, the network weights become very large and in-
stead of generating real values the network may output “not a number” values [11]. To solve
these issues, a few different models like long short-term memory (LSTM), gated recurrent units
(GRU), etc. have been proposed.
Long Short-Term Memory
Long Short-Term Memory (LSTM) [24] is an RNN model that has been upgraded to work with
long term dependencies. Like the simple RNN, an LSTM maintains the chain-like structure.
But, instead of working with a simple neural network layer only like RNN, it consists of four
layers to preserve the important information in its memory from the past. The architecture of
an LSTM is illustrated in Figure 2.2.
The key component of an LSTM cell is its cell state (ct) which acts as the memory of the
network. The first step of an LSTM cell is to decide which information to preserve and which
to remove. A sigmoid layer named the “forget gate” is responsible to make this decision. It
takes ht−1 and xt as input and generates a number between 0 and 1 for each number in the
previous cell state (Ct−1). If this value is 1, the LSTM preserves the corresponding information
completely and if it is 0 then the LSTM discards the information completely. The working
procedure of this forget gate ( ft) is represented by Eqn. 2.3. In the following step, the LSTM
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Figure 2.2: Long Short-Term Memory (source: Olah [47]).
makes a decision over the importance of the new information. This is done in two steps. In
the first step, another sigmoid layer named the “input gate” decides which value to update. In
the second step, a tanh layer produces a vector of new candidate cell state values (C˜t) (Eqn.
2.4 and 2.5). Then the previous cell state Ct−1 is updated to Ct. To do so, Ct−1 is multiplied
with the forget gate value ft to remove the unnecessary information from the past. Then, the
input gate values are multiplied with the new candidate cell state values to store the important
portion of the new input values. Later, these two values are summed to generate the new cell
state memory (Eqn. 2.6). The last gating mechanism that the LSTM uses is the output gate.
It decides the next hidden state (ht) for the time step. ht propagates the information of the
previous inputs. For this, the previous hidden state (ht−1) and the current input (xt) are passed
to a sigmoid function (Eqn. 2.7). Then, the new cell state value is passed to a tanh function
and multiplied with the sigmoid output to decide which information the hidden state would
propagate to the next time step. This is also the hidden state (ht) at the current time step t.
Eqns. 2.3-2.8 are from Olah [47].
ft = σ(W f · [ht−1, xt] + b f ) (2.3)
it = σ(Wi · [ht−1, xt] + bi) (2.4)
C˜t = tanh(Wc · [ht−1, xt] + bc) (2.5)
Ct = ft ∗Ct−1 + it ∗ C˜t (2.6)
ot = σ(Wo · [ht−1, xt] + bo) (2.7)
ht = ot ∗ tanh(Ct) (2.8)
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Gated Recurrent Unit
The gated recurrent unit (GRU) is a variant of LSTM that couples input and forget gates and
thus reduces computation costs to some extent. Unlike the LSTM which separately decides
which information to preserve and which to get rid of, GRU makes both of these decisions at
one time. To do so, it introduces an update gate. Again, it merges the cell state and the hidden
state and introduces the reset gate. The update gate decides which new information to add and
which information from the past to forget. The reset gate decides how much information from
the past to forget. The working procedure of GRU is described by Eqns. 2.9-2.12 [47].
Figure 2.3: Gated recurrent unit (source: Olah [47]).
zt = σ(Wz · [ht−1, xt]) (2.9)
rt = σ(Wr · [ht−1, xt]) (2.10)
h˜t = tanh(W · [rt ∗ ht−1, xt]) (2.11)
ht = (1 − zt) ∗ ht−1 + zt ∗ h˜t (2.12)
Bi-directional Recurrent Neural Networks
Bidirectional recurrent neural units are extensions of traditional recurrent units. Schuster and
Paliwal [54] introduced BRNNs to provide the recurrent neural units with information from
both past and future time steps while working with long sequential data [52]. These models
train two recurrent units rather than one on the same input sequence. One unit works over the
input sequence in the forward direction (from first to last). The other unit works with the very
same input but in the reverse order. This approach provides the network with additional con-
text as the information, in this case, comes from both the past and future time steps (forward
and backward directions) and thus makes the convergence of the model faster and with a better
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representation of the whole sequence [12]. Moreover, in the case of longer sequences, a simple
sequential recurrent unit may lose some information from the distant past. This approach tends
to prevent this situation as the sequence is processed from both directions and any informa-
tion which appears at the very beginning for one module appears as the latest information to
the other module. Finally, these models concatenate the hidden states of each RNN for corre-
sponding time steps. Thus the output layer of this type of model gets information from the past
(backwards) as well as the future (forward) states simultaneously [29]. For this bi-directional
recurrent model, any kind of recurrent neural network can be used like simple RNN, LSTM or
GRU. The procedure will be the same for all the variants. Figure 2.4 demonstrates the working
procedure of a simple Bi-directional LSTM architecture.
Figure 2.4: Bi-directional long short-term memory (source: Lee [32]).
2.2.2 Neural Network Based Word Embedding Models
Deep learning models are very capable of learning the inherent structures of the data and mak-
ing the final decision from the data based on the given task. Still, they can’t work with raw
string data, rather these models require input in the form of numbers. Word embedding is the
technique to map every word in the vocabulary to a numeric representation, more specifically
a specific vector representation. The simplest way of mapping words to vector forms is the
one-hot encoding technique. In one-hot encoding, the vector representation of a word is a
binary vector where all the positions apart from only one are zero values and the remaining
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position contains value 1. For example, if a vocabulary contains only three words: [‘Natu-
ral’, ‘Language’, ‘Processing’], the one-hot representation of these words will be ‘Natural’:
[1,0,0], ‘Language’: [0,1,0] and ‘Processing’: [0,0,1]. This technique has two drawbacks.
Firstly, the dimension of the vector increases as the vocabulary size expands. It increases the
computational complexity of the following models working with any large vocabulary. Sec-
ondly, this representation can’t preserve any semantics of the words. To provide a vocabu-
lary size-independent, semantic information preserving and fixed-sized vector representation,
a few methods have been proposed in recent times. The following section discusses various
techniques used for generating word embeddings.
Neural Language Model
In 2003, Bengio et al. [3] utilized a feed forward neural network in order to learn a distributed
representation of words. Given a training sentence, this model tries to learn the exponential
number of neighbour sentences which are semantically similar. During the training phase, this
model learns the probability function for word sequences along with the distributed representa-
tions of the words in the corpus. The architecture of neural network language model (NNLM)
has four components: (i) the input layer, (ii) the projection layer, (iii) the hidden layer and (iv)
the output layer.
This model follows the concept of auto-encoder (AE) in terms of working mechanism. The
input-hidden layer portion of the NNLM works as the encoder portion of the auto-encoder
whereas, the hidden-output layer portion of the model acts as the decoder portion. The input-
hidden layer portion encodes the higher-dimensional one hot representation of the words into a
lower dimensional vector representation. Then the following hidden-output layer portion maps
this lower-dimensional vector representation to its original higher-dimensional representation.
As a language model, NNLM takes N previous words as input and tries to predict the next
word in the sequence. The input words are fed to the model in the form of one-hot encoding.
Similarly, the final output at the output layer is also one-hot encoding of the desired word at that
end. The one-hot value from the input layer is projected to the projection layer P with N × D
computational complexity, where D is the projection layer dimension. The following hidden
layer computes the probability distribution of all the words. With an H dimensional hidden
layer, the computational complexity for mapping from projection to hidden layer is N ×D×H.
Finally, the H dimensional hidden representation is mapped to the V dimensional output layer,
where V represents the vocabulary size.
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Word2Vec and Distributed Representations of Words and Phrases and their Composi-
tionality
Mikolov et al. [42] proposed a predictive model (Word2Vec) for generating fixed-sized vector
representations of words. This model is applicable for co-occurrence data with respect to a
fixed sized context window. The context window is made of one target word and its surrounding
context words. Word2Vec has two versions based on the training method:
1. Skip-Gram (SG): For a given target word the model is trained to predict the context
words.
2. Continious Bag-of-Words (CBOW): Given a set of context words, based on the context
window size, this model is trained to predict the target word.
Figure 2.5: Word2Vec: Skip Gram Model (source: Mikolov et al. [42]).
Both of these models work on the principle of AE and try to map the vocabulary-size-
dependent one-hot encoding of the words to a fixed sized lower dimensional vector represen-
tation preserving semantic information. To make it precise, every component of this vector is
a float value, as floating point numbers manage precision in a better way. This shallow model
is trained on a 1.6 Billion word corpus and the resulting word representation captures better
semantic and syntactic information compared to other existing models at that time. They also
claim that their model can capture the multiple degree similarity between the words as well as
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Figure 2.6: Word2Vec: Continuous Bag of Words Model (source: Mikolov et al. [42]).
just making the similar words much closer. For example, nouns can have similar word endings
and we can find those words that have similar endings if we search for similar words in the
original vector space. The concept of this model is based on Bengio’s NNLM [3] model. The
major difference is that both of the Word2Vec models omit the hidden layer unit of NNLM and
establish a connection between the projection and output layers directly (Figure 2.5 and Figure
2.6). To maintain uniformity for all the words in the input layer this model takes all the words
as one-hot encodings. And to calculate a distribution of probability over all the words in the
corpus there is a one-hot form in the output layer as well. For both the cases (SG and CBOW),
the model attempts to maximize the log probability of the output word for a given specific word
or set of specific words (Eqn. 2.13) [43]. In order to calculate this probability distribution, they
use a softmax layer at the output (Eqn. 2.14) [43].
J = max(
C∑
t=1
n∑
k=−n,k,0
log P(wt|wt+k)) (2.13)
p(wt+k|wt) = e
(v′wt )
ᵀvwt+k∑
w∈V e(v
′
wt )
ᵀvwt+k
(2.14)
After both of these Word2Vec models are trained, it is possible to remove the decoder
portion (the hidden-output layer portion) and then this model can generate low dimensional
vector representation of the words. For CBOW this vector representation is for the context
words and for the target words in the case of the SG model. For both of these models with
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a larger context window size, these models come with higher accuracy, but the computational
time is compromised. The overall computational complexity of this model is:
Q = N × D + D × log2V (2.15)
However, this models’ training time complexity utilizing simple softmax is not suitable for
practical implementation as the cost of computing ∇ logp(wt|wt+k) ∝ |V |. To solve this issue,
later the authors came up with a solution to speed up the training process of Word2Vec [43].
The most important techniques are: i) Hierarchical Softmax and ii) Negative sampling [43].
FastText
Fasttext [4] follows the same architecture and concept of the skip-gram Word2Vec model with
a small change. Unlike skip-gram, this model doesn’t work with the vocabulary words, rather
adds n-grams of subwords to the vocabulary. For example, the tokens generated for the word
“apple” are <ap, app, ppl, ple, le>, apple, where the less than and greater than signs represent
the beginning and ending of the word, respectively. Though this model improves the accuracy
and gives better semantic and syntactic representation of the words, because every word is split
into a bag of character n-grams, the vocabulary size grows larger and a separate dictionary
function has to be maintained to find out the specific character n-gram. To adjust to the use
of subwords the objective function of the skip-gram model is also modified. The objective
function for FastText maximizes the sum of the vector representations of the words as well as
the subwords (Eqn. 2.16) [4].
j =
C∑
t=1
n∑
k=−n
∑
w∈Gwt
log p(wt+k|w) (2.16)
FastText does not only improve the quality of the word representations, but also has the ability
to generate vector representations for the out of vocabulary words as this model has the vector
representations for the subwords along with the vocabulary words. In case of any out of vo-
cabulary words, this model adds the vector representations of all possible subwords to generate
the vector representation.
BioWordVec
In 2017, Xhang et al. [65] trained the FastText model for biomedical natural language pro-
cessing (BioNLP) tasks. Their model generates the word embeddings for the words found in
biomedical texts. They trained their model on data from two sources: domain knowledge pro-
vided by Medical Subject Heading (MeSH) terms and biomedical literature found in PubMed,
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a corpus of more than 25 million journal article abstracts. For this task they first constructed
a MeSH term graph from the MeSH RDF data. They produced a number of MeSH term se-
quences utilizing a random sampling strategy. After that, they trained the FastText model over
this data to teach the model text sequences and MeSH term sequences. The work-flow of
BioWordVec training is presented in Figure 2.7.
Figure 2.7: Schematic of learning word embedding based on PubMed literature and MeSH
(source: Xhang et al. [65]).
2.2.3 Sentence Embedding
Word embedding techniques allow the deep learning models to work with the vector form of
the words and these vectors to some extent preserve semantic relatedness. However, for the
case of expressing information, having only words is not sufficient, rather, we need sentences.
One way to deal with this issue is to take the word vectors of any particular sentence and make
some simple mathematical operations like average them (a normalized sum) to generate the
sentence representation. However, this is not somehow the best way to preserve the semantic
meaning of the sentence. To understand the proper meaning of a sentence, information from
the context is also necessary. Keeping this idea in mind, a few sentence embedding techniques
have been proposed in recent times. Moreover, the length of the sentences are variable in
nature where deep learning models have the limitation that they work with fixed length data.
This section discusses some unsupervised sentence embedding techniques that try to generate
fixed-length vectors for sentences with some information about the context.
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Skip-Thought Vectors
In 2015, Kiros et al. [31] proposed an unsupervised sentence embedding model that tries to
capture contextual information to generate distributed vector representations of sentences. This
model is designed based on the skip-gram idea [42]. Skip-gram tries to generate the vector
representations of the context words given a target word. Here in the case of skip-thought, the
model tries to generate the distributed vector representations of the context sentences given a
target sentence.
The skip-thought model follows the principle of the encoder-decoder architecture. The
encoder portion tries to map the words of a sentence to a sentence vector, where the decoder
portion generates the sentence vector for the surrounding context. For the encoder-decoder
model, they explored a a variety of deep learning models like RNN-RNN, ConvNet-RNN,
LSTM-LSTM, etc. and got the best result for the GRU-GRU architecture.
The GRU-GRU model can be decomposed into three portions: i) the encoder, ii) the de-
coder, and iii) the objective function. For a sequence of N words (w1i , . . . ,w
N
i ) in a sentence
S i, at each time step t, the encoder generates a vector representation of the word sequence
(w1i , . . . ,w
t
i) up till that time step (t) which is basically the hidden state representation (h
t
i) of
the GRU unit. So, the hidden state of the GRU after it processes all the words in the sentence
is the representation of the sentence (hNi ). They designed the decoder like a neural language
model conditioning on the output of the encoder (hi) for sentence si. The decoder portion adds
additional biases on the update and reset gates and the hidden state of the GRU. The other op-
erations are similar to those of the encoder. This architecture uses two separate decoders with
the same architecture but different parameter settings. One decoder is assigned to generate the
sentence vector of the next sentence (si+1) in the context after the target sentence (si), while the
other decoder is used to do the same task for the previous sentence (si−1) in the context window.
QuickThought
In 2018, Logeswaran and Lee [37] proposed another framework which can learn the vector
representation of sentence from unlabeled data. The idea is similar to the skip-thought [31]
model in the sense that it also tries to predict the context sentence given a target sentence, but
not in the way of sentence generation rather by means of classification technique. The idea
behind this model is quite similar to the idea of negative sampling [43, 57]. For a given target
sentence, QuickThought tries to classify the appropriate and contrastive context sentences. To
achieve this goal, this model replaces the generative objective function of skip-thought with a
discriminative approximation function. Because of this approach this model is faster in terms
of training time, and at the same time, produced the state of the art performance at that time.
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Quick-Thought utilizes the target sentence’s meaning to predict the appropriate context
sentences with similar meaning. Here, the term “similar meaning” refers to the similarity
between the vector representations of the sentences. This approach helps the model to preserve
better semantics in the sentence vectors. Given few candidate context and the target sentences,
the encoder portion encodes the sentences at first. Then from the set of candidate sentences
Quick-Thought selects the correct one.
Suppose, f and g are two functions ( f and g may or may not share the same parameter
set) responsible for the encoding of the sentences. For a target sentence s, let S context be the
set of true context sentences, and S candidate be the set of candidate sentences for a true context
sentence scontext where a few candidates are contrastive. So, for a given candidate sentence
scandidate ∈ S candidate the probability to be a true context sentence is Eqn. 2.17 [37]:
p(scandidate|s, S candidate) = exp[c( f (s), g(scandidate))]∑
s′∈S candidate exp[c( f (s), g(s′))]
(2.17)
where, c denotes the classification score function which is a simple inner dot product: c(u, v) =
uT v. The objective function of the model tries to maximize the true context sentence’s proba-
bility for a given target sentence (Eqn. 2.18) [37].
∑
s∈D
∑
scontext∈S context
log p(scontext|s, S candidate) (2.18)
After the model training is done, this model disposes the classifier portion and only the en-
coder portion is used for generating the sentence vectors. For any sentence si the final sentence
vector representation is [ f (s), g(s)] (concatenation of sentence vectors generated from both of
the encoder functions).
Figure 2.8: Quick Thought Model (source: Logeswaran and Lee [37]).
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Sent2Vec
Sent2Vec [48], a general purpose sentence embedding model, is designed as an extension of
the CBOW model [42] with the intention to generate sentence embeddings rather than word
embeddings. This model composes the vector representation of the sentences using the vector
representations of the words (with n-gram embedding). At the same time, this model does
the training of the word embeddings as well. This model can be described as an optimization
problem like Eqn. 2.19 [48]:
min
U,V
∑
S∈C
fS (UVιS ) (2.19)
where V denotes the vocabulary, U ∈ RV×h and V ∈ Rh×|V| are the two parameter matrices.
Columns in matrix V and U indicate the vector representation of the context words and target
words respectively. ιS ∈ {0, 1}|V| is a vector where a position is “1” only if that word is present
in the sentence S . To serve the purpose of sentence embedding, S (context window) can be
either a portion of the document or the entire document.
Sent2Vec tries to learn both the context (vw) as well as the target embedding (uw) for every
word w ∈ V. Later averaging context embedding vectors for all the words in the sentence
the final sentence embedding (νS ) is generated. This model incorporates not only the unigram
words but also n-grams present in each sentence. The final formula for the sentence embedding
for any sentence S is defined as [48]:
νS =
1
|R(S )|VιR(S ) =
1
|R(S )|
∑
w∈R(S )
νw (2.20)
where R(S ) denotes the set of all possible n-grams plus the unigrams for any sentence S . Later
this model uses negative sampling [43] along with the binary loss function ` : x→ log(1 + e−x)
and formulates the objective function as [48]:
min
U,V
∑
S∈C
∑
wt∈S
(`(uTwtνS \{wt})) +
∑
w′∈Nwt
`(−uTw′tνS \{wt}) (2.21)
where Nwt corresponds to the negative sampled words for the word wt ∈ S . The negative
samples are selected from a multinomial distribution. In this distribution, every word wt is
assigned with a probability qn(w) =
√
fw/(
∑
wi∈V
√
fwi). Here, fw denotes word wt’s normalized
frequency with respect to the corpus. For the purpose of subsampling, any word wt is discarded
with a probability 1 − qp(wt). qp(wt) is defined as [48]:
qp(wt) = min{1,
√
t/ fwt + t/ fw} (2.22)
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Table 2.1: Corpora for training BioSentVec embeddings (source: Chen et al. [14]).
Corpus Documents Sentences Tokens
PubMed 28,714,373 181,634,210 4,354,171,148
MIMIC-III 2,083,180 41,674,775 539,006,967
This subsampling method prevents the model from being biased by the most frequent words in
the corpus. So, the final objective function of the model is [48]:
min
U,V
∑
S∈C
∑
wt∈S
(qp(wt)`(uTwtνS \{wt})) + |Nwt |
∑
w′∈Nwt
qn(w′)`(−uTw′tνS \{wt}) (2.23)
Along with providing state of the art performance, this model is very simple and computa-
tionally cost efficient. Once the model is trained, for any sentence S , it requires only |R(S )× h|
floating point operations for the n-gram. The computational complexity of this model is only
O(1) vector operations per word. Moreover, because of its straight-forward nature, it supports
parallel training using parallel stochastic gradient descent.
BioSentVec
Chen et al. [14] trained the Sent2Vec model [48] over 30 million documents combining articles
from PubMed and clinical notes in the MIMIC-III clinical dataset. They evaluated their model
on two different semantic similarity tasks: i) sentence similarity and ii) multi-label text classifi-
cation. They claimed that their model captures better semantics at the sentence level compared
to other alternatives in the biomedical domain and produces state of the art performance. For
the training of their model, they built a corpora with 28,714,373 documents from PubMed and
2,083,180 documents from the MIMIC-III dataset.
Texts from both PubMed and MIMIC-III were split and tokenized using the NLTK frame-
work. Then they trained the Sent2Vec model [48] over this dataset. The output sentence
embeddings are 700-dimensional vectors. For their experiments they set the window size to
30 and utilize 10 negative examples for each word. They utilized the bi-gram along with the
words in the sentence for model training. Table 2.1 gives some details about the corpora they
made for training the BioSentVec.
2.2.4 Attention Mechanisms For Natural Language Processing Tasks
The basic principle behind the “attention” mechanism is that whenever a model tries to predict
a single output word, it doesn’t need to focus on the whole sentence, rather only on portions of
the sentence where the corresponding information is concentrated. This process is similar to the
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Figure 2.9: Sequence to sequence architecture (source: Brownlee [10]).
human visual system. While looking at any image, the human eye focuses on a certain portion
of the image with higher resolution without completely ignoring the surrounding portions with
lower resolution. Over time the focal point is adjusted to capture the information inherent
in the image. The attention mechanism in NLP is similar to the non-local means algorithm
[13] from the image processing domain. Recently, attention mechanisms have made their way
into recurrent neural network architectures that are typically used in NLP. Different attention
mechanisms and their application will be discussed in this section.
Introduction to the Concept of Attention
Neural machine translation (NMT) is the technique of applying a neural network architecture
for the machine translation task. NMT intends to build a single end-to-end neural network that
can be trained to maximize the translation performance. In most of the cases, these models
somehow follow the encoder-decoder architecture where the encoder portion generates a fixed
length vector from the source sentence and the translation is generated by the decoder portion.
For the encoder and decoder portions different neural network models can be used. For ex-
ample, Sutskever et al. [58] used LSTM for the machine translation task. Figure 2.9 shows
a general encoder-decoder architecture used as the backbone in most of the NMT tasks. The
encoder reads the entire input sequence as a vector x = {x1, x2, . . . , xt} and transforms it into a
fixed-length vector c. Then, the decoder tries to predict the next word given all of the words
generated before {y1, y2, . . . , yt−1}.
However, for the decoder to do language modeling based on just the encoded hidden state
is not feasible because a single context vector cannot encode the entire sequence information
if the sequence length is too long. That’s where the attention mechanism came to the rescue
because it allows the decoder to search through a source sentence during decoding a translation
and calculates which portion to attend to more and vice versa.
In 2014, Badhanau et al. [2] introduced the idea of attention in the task of NMT, which
defines how much importance a source word should get from the model while generating a
target word by the decoder portion. In this case, the term “context” means the last hidden state
value of the encoder plus the last hidden state of the decoder neural network unit at each time
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step. A demonstration of the NMT with attention mechanism is portrayed in Figure 2.10.
Figure 2.10: An illustration of the attention mechanism (indicated by ⊕ and the attention
weights αi, j) to generate the target word from the source sentence (source: Badhanau et al.
[2]).
This mechanism changes the context vector for each decoded word. This indicates that the
model is giving variable importance to different portions of the source sentence while decod-
ing different translated words. This process changes the joint probability from Eqn. 2.24 and
becomes:
p(yi|{y1, y2, . . . , yi−1}, c) = g (yi−1, h˜i, ci) (2.24)
where h˜t is the hidden state of the decoder RNN for time i. h˜t is computed by,
h˜i = f (h˜i−1, yi−1, ci) (2.25)
The context ci now depends on the weighted sum of the sequence of hi:
ci =
T∑
j=1
αi jh j (2.26)
The weights αi j are computed by
αi j =
exp (ei j)∑T
k=1 exp (eik)
(2.27)
where
ei j = a (h˜i−1, h j) (2.28)
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Here, ei j reflects how well the output word at the jth position aligns with the input word at the
ith position. This shallow neural network is trained simultaneously with the overall architecture
of the NMT model. Here, Eqns. 2.24-2.28 are from Badhanau et al. [2].
Inner Attention
In 2016, Liu et al. [36] proposed a sentence encoding model for the text entailment recognition
(RTE) task where instead of applying the attention mechanism over source and target sen-
tences, words in each individual sentence attend over themselves. They named this attention
mechanism “Inner Attention”. Their model works in two steps. In the first step, mean-pooling
is applied over the word-level Bi-LSTM. This step generates one vector representation of the
sentence. In the second step, their proposed inner attention mechanism is applied instead of
mean-pooling to get another vector representation of the sentence. They conducted their ex-
periments on the Stanford Natural Language Inference (SNLI) corpus, a corpus built for the
RTE task.
The RTE task is to determine whether an hypothesis can be inferred from a given premise.
This is a three class classification task. The three class labels are entailment, contradiction and
neutral. A few samples of the dataset are displayed in Table 2.2
This model is a framework for the RTE task which omits the necessity of feature engineer-
ing or any kind of additional resources. The baseline of this model uses a Bi-LSTM to generate
a vector representation for both the hypothesis and premise sentences. The architecture of the
model consists of three modules: i) the sentence input module, ii) the sentence encoding mod-
ule, and iii) the sentence matching module (Figure 2.11). The sentence encoding module works
in two steps. Mean-pooling at the first stage gives a rough insight about the information any
particular sentence wants to express. The inner attention mechanism in the second stage fine-
tunes the quality of the representation gained from the first step. The idea of the inner attention
mechanism originates from the observation that while reading a sentence, a human forms a
rough intuition about the importance of different portions of the sentence based on previous
portions. The formulation of the inner attention mechanism is as follows (Eqns. 2.29-2.31)
[36]:
Table 2.2: Examples of three types of labels in RTE (source: Liu et al. [36]).
Premise The boy is running through a grassy area. Label
Hypothesis
The boy is in his room. Contradiction
A boy is running outside. Entailment
The boy is in a park. Neutral
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Figure 2.11: Inner-Attention mechanism over Bidirectional LSTM (source: Liu et al. [36]).
M = tanh(WyY + WhRmean ⊗ eL) (2.29)
α = softmax(wT M) (2.30)
Rattention = YαT (2.31)
Here, Y is the matrix containing the output vectors of the Bi-LSTM, Rmean denotes the output
of the mean-pooling layer, Rattention represents the attention (α) weighted vector representation
of the sentence.
Furthermore, the authors developed a technique to remove the common sentences from the
hypothesis and premise sentences which boosts the performance of the model further. This
model beat the state-of-the-art model of that time by around 2 percentage points.
2.2.5 Hierarchical Attention Network
In 2016, Yang et al. [63] proposed a hierarchical attention architecture to classify documents.
This approach utilizes the attention mechanism at two levels. First, the attention mechanism [2]
is applied over the words in a particular sentence to generate the sentence embedding. Then, the
attention mechanism is applied over the sentence representations to determine the importance
of each sentence in the document. Finally with the attention weighted sentence representation,
the representation for the document is generated.
This hierarchical attention network consists of four different parts 2.12. In the first part, Bi-
GRU is applied over the word representations of a single sentence where at each time step one
Chapter 2. Literature Review 24
Figure 2.12: Hierarchical attention network (source: Yang et al. [63])
word representation is fed to the GRU. By concatenating the corresponding hidden state rep-
resentations, the word representation is generated. In the second part, the attention mechanism
is applied over these word representations to generate the sentence representation as follows
(Eqns. 2.32-2.34) [63]:
uit = tanh(Wwhit + bw) (2.32)
αit =
exp(uTit uw)∑
t exp(uTit uw)
(2.33)
si =
∑
t
αithit (2.34)
where hit represents the hidden state representation for the tth word in the ith sentence. hit is fed
to a single layer MLP to generate the hidden layer representation of hit (uit). The importance
of the word wit (αit) is measured against a word level context vector uw. Finally, softmax is
applied to get the normalized attention value. The sentence vector representation is computed
by adding the attention weighted word representation of the words in the sentence. In the next
part of the model, the sentence vectors are treated by Bi-GRU as was done with the word em-
beddings and a sentence level annotation is produced. After that, the attention mechanism (as
stated earlier) is applied over these sentence annotations to generate the vector representation
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of the whole document. This time another context vector (us) at the sentence level is used to
compute the normalized attention value of each sentence in the document. Both of the word
level and sentence level context vectors are initialized randomly and trained throughout the
training process.
Structured Self-Attention
Lin et al. [35] proposed a new mechanism for generating sentence embedding with a new type
of attention procedure called structured self-attention. Unlike the other methods which gener-
ate a vector representation of the sentence, the structured self-attention mechanism produces
a 2-D matrix representation for particular sentences. Each row of this matrix depicts the im-
portance put on different portions of each of these sentences. This model is very helpful when
there is only one sentence rather than a sentence pair to work with like the sentiment classifica-
tion task. This model allows the down-stream task to put different attention values on different
parts of the sentence.
This sentence embedding model consists of two modules: i) a Bi-LSTM and ii) the self-
attention mechanism. This self-attention mechanism outputs a summation of the dot product
of the weight vectors and the hidden states of the LSTM network to generate the final sen-
tence embedding matrix. Figure 2.13 shows the architecture of the model for the sentiment
classification task.
For a sentence S with n words, S can be presented as a sequence of corresponding d-
dimensional word embeddings (wi).
S = (W1, . . .wn) (2.35)
Thus, S is a 2-D matrix where S ∈ Rn×d. To maintain some dependency between indepen-
dent adjacent words a Bi-LSTM is operated over this matrix S and the hidden dimension at
each time step from both directions are concatenated to obtain the final hidden state ht ∈ R2u
where the hidden dimension of the LSTM unit is u. Combining all the ht at different time
steps the matrix H ∈ Rn×2u is formed. The self-attention mechanism takes this H and outputs a
attention vector A ∈ Rn as follows:
A = softmax(ws2 tanh(ws1HT )) (2.36)
Here, ws2 is a vector of dimension da and ws1 is a matrix of dimension Rda×2u. The value of
the hyper-parameter da can be picked arbitrarily. The final vector representation of the sentence
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Figure 2.13: Self-attention mechanism for sentiment classification task (source: Lin et al. [35]).
(m ∈ R2u) can be achieved by:
M = AH (2.37)
This vector representation of the matrix M focuses on a specific word or phrase of a sen-
tence. However, in case of long compound sentences, there may be multiple places where
higher importance should be given. To resolve this issue, the authors came with a multi-hop
idea for attention mechanism. In the multi-hop technique, for r different important parts of
the sentence, the vector ws2 is extended to a r ∈ da matrix ( Ws2). Thus the attention vector
a becomes attention matrix A ∈ Rr×n and the sentence embedding vector m becomes sentence
embedding matrix M ∈ Rr∈2u where M = AH. However, the main ideology of this model may
be compromised if the attention mechanism always provides similar summation weights for all
the r hops [35]. To prevent this issue, the authors added one penalization term P where:
P = ||(AAT − I)||2F (2.38)
Here, P depicts the score redundancy, at the same time, is computationally faster than the
KL-divergence. Eqns. 2.35-2.38 are from Lin et al. [35].
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Figure 2.14: MP-CNN architecture for semantic relatedness task (source: He et al. [21]).
2.2.6 Attention-Based Multi-Perspective Convolutional Neural Network
In 2015, He et al. [21] proposed a semantic similarity measurement model for sentences us-
ing multiple convolution neural networks (CNN) with different convolution operations using
different window size and pooling types. They named their model multi-perspective CNN
(MP-CNN). The semantic similarity task can be viewed as a two class classification problem.
Given two sentences (S 1 and S 2), this model returns “1” if these two sentences are semanti-
cally similar and “0” otherwise. For the similarity measurement they incorporated three types
of distance functions: cosine, Euclidean and element-wise differences. They demonstrated
state-of-the art performance on two SemEval semantic relatedness tasks. They emphasize the
fact that this model doesn’t need any additional parser or part-of-speech tagger to achieve this
result. However, this model is very complex in nature and requires a lot of computational time.
The MP-CNN model has two major components: a sentence model and a similarity mea-
surement layer. For conducting operations over two different sentences, this model uses two
CNNs in parallel. For these parallel CNNs, MP-CNN follows the Siamese structure [9]. In the
end, the output features from these two CNNs are joined by the similarity measurement layer
followed by a fully connected layer for final class prediction. Figure 2.14 gives an overview of
the MP-CNN model.
In 2016, the authors extended this model [22]. For the extended version of MP-CNN, the
CNNs are fed with attention-based word embeddings instead of direct word embeddings. They
used the Paragram-Paraphrase word embedding as the initial word embedding and later applied
some attention mechanism over this Paragram-Paraphrase word embedding to generate the
attention-based word embedding. Figure 2.15 shows the overall architecture of the MP-CNN
model with the attention-based input interaction layer. For any sentence pair (`0 and `1), each
sentence is represented by a matrix S i ∈ R`i×d (i ∈ {0, 1}) where `i represents the length of the
sentence and d denotes the dimension of the word embedding. S i[a] represents the embedding
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Figure 2.15: MP-CNN model with attention-based input interaction layer (source: He et al.
[22]).
of the word at the ath position in the sentence. They defined an attention matrix D ∈ R`0×`1
where D[a][b] = cosine(S 0[a], S 1[b]). Given the matrix D, the attention weight vector Ai ∈ Rli
is generated where each element corresponds to the attention-based relevance score of that
corresponding word. The formulation of vector Ai is as follows (Eqn. 2.39) [22]:
E0[a] =
∑
b
D[a][b]E1[b] =
∑
a
D[a][b]Ai = softmax(Ei) (2.39)
Then the final attention based word embedding is generated by concatenating the original
word vector and the point-wise multiplication of the original word vector with corresponding
attention-based relevance score (concat(S i[a], Ai[a])  S i[a]). Though this model gives state-
of-the-art result, this performance comes at a cost of high computational operations as a lot of
CNNs are being used for the feature generation task.
2.3 Semantic Similarity Measurement
Many problems in understanding natural language can be formulated as textual semantic simi-
larity measurement between pairs of text spans. The text spans can be a single sentence up to a
whole document. Similarity between two pieces of text can be measured in two ways: lexically
and semantically. Lexical similarity measurement techniques look for common words between
different pieces of text, whereas semantic similarity measurement techniques try to infer the
semantic relationship between the texts. These semantic similarity measurement techniques
are very important for NLP tasks such as the natural language inference task, where given a
hypothesis sentence and a candidate premise sentence the technique tries to figure out whether
Chapter 2. Literature Review 29
the premise is inferred from the hypothesis or not. Usually, this is formulated as a classification
problem. Other examples of this semantic relatedness measurement task are paraphrase detec-
tion, information retrieval, summarization, etc. In case of information retrieval task, semantic
relatedness measurement problem is formulated as a ranking problem where, given a query
candidate documents are ranked according to the semantic relatedness between the query and
each document. In case of question answering systems, semantic similarity measurement task
is converted as into a classification task where given two questions, the models try to figure out
whether two sentences are similar or not.
Much research has been conducted for modeling the inherent semantic relatedness between
text spans. Traditional methods like tf-idf or bag-of-words have been implemented in a lot of
work for measuring the semantic similarity between texts. However, these traditional models
have a severe limitation. They consider two text spans similar only when both of the compared
texts contain similar terms. However, two texts can be semantically similar even if they don’t
share similar terms. Furthermore, word positioning plays a vital role in modeling the semantics
of a text. These traditional models completely ignore these issues.
Deep learning based approaches have solved this problem as they have the ability to learn
the latent property of a text through the training step. These models represent the sentences as
vectors and then compute the vector distance between two sentences to measure the semantic
relatedness between them. In 2014, Shen et al. [56] applied a convolutional neural network
with different pooling operations for the textual semantic similarity measurement task at the
sentence level. Using a sliding window, this model splits the text into n-grams of words. For
each window, the three-gram characters are extracted and this is done for every word. Then,
a boolean vector of three-gram characters are used to represent the words and these word
vectors are concatenated in a following step to be the feature vector of the sliding window.
A convolution operation with a max-pooling layer is applied over each sliding window to
generate feature vectors for the following feed-forward neural network which determines the
semantic relatedness between two sentences. In 2018, Yao et al. [64] introduced a sentence
encoder architecture using an LSTM for the semantic similarity measurement task. In the
first stage, they introduced a new normalization algorithm to overcome the vanishing gradient
problem and then utilized an inception module approach [59] to extract useful features from
multiple dimensions. Finally, they used the cosine similarity metric to compute the semantic
relatedness between two sentences. Shashavali et al. [55] investigated models with the cosine
similarity computation incorporating both a sliding window and a weighted N-gram to generate
vector representations for sentences with the intention to compute textual semantic relatedness.
Mueller and Thyagarajan [46] utilized the siamese architecture [9] with an LSTM for this task.
However, these models give equal preference to all of the words in the sentences while
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computing the semantic relatedness, whereas some words in a sentence should be given higher
importance. For example, the word “not” can change the overall meaning of the whole sen-
tence. In that case, this word should get higher importance. To deal with this issue, a few
models have been introduced in recent times incorporating attention mechanisms for the se-
mantic similarity measurement task. Yang et al. [36] introduced inner attention to compute
the individual word’s importance in a sentence and applied it with Bi-LSTM for the natural
language inference classification task. For the same task, Lin et al. [35] introduced the struc-
tured self-attention mechanism where each sentence is represented by a matrix instead of a
vector. Each row in that matrix represents different important portions of the sentence with the
appropriate importance. Conneau et al. [15] incorporated the siamese architecture with these
attention mechanisms and Bi-LSTM for the semantic relatedness measurement task.
Chapter 3
Methodology
This chapter gives an overview of the complete project from the data preprocessing to the
citation linkage task. As little work has been done previously for the citation linkage task,
a proper dataset for the training and testing of the models used for this task is not available.
For this reason, we collected and preprocessed data for the training of the model. This dataset
creation together with generation of word embeddings, sentence embeddings, and the final
model design are the topics to be discussed in this chapter.
3.1 Dataset Creation
For the citation linkage task in the biomedical research article domain, only one dataset is avail-
able as per our knowledge. This dataset was created by Houngbo and Mercer [26]. Although in
scientific research papers the citation span can be one or more sentences (or part of a sentence),
for the above work, it is limited to a single sentence, so the citation linkage dataset is composed
of sentence pairs. These sentence pairs were annotated by a domain expert for likelihood of
being a citing-cited sentence pair on a scale of 0 (not likely) and 1 (lowest confidence score) to
5 (highest confidence score). This dataset is small. It contains only 3857 sentence pairs. This
small amount of data is not sufficient enough for the training of deep learning models. Deep
learning models have the ability to learn the inherent patterns of the data through the training
process, but they need a lot of data to be accurately trained. Moreover, the dataset is highly
imbalanced. Looking ahead to Section 3.2 we view the citation linkage task as a binary classi-
fication task, a view also suggested in [26]. Out of these 3857 samples only 81 are annotated
with rating 4 or 5 which in our experiments are what we have considered positive samples
and all others are negatively annotated. A model trained with this type of imbalanced dataset
becomes biased.
To overcome these issues, we have developed a synthetic corpus of 68,898 sentence pairs
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over three biomedical topics: cell biology, biochemistry, and chemical biology to train our deep
learning models. Looking ahead again to Section 3.2, in this thesis we consider that a citing
sentence refers to a cited sentence if they are semantically similar. In creating the dataset, we
wanted to annotate the data without any human effort. For this reason, an unsupervised learning
technique needs to be involved. The synthetic corpus has been annotated, not by humans,
but rather by an unsupervised sentence embedding technique called Sent2Vec followed by a
cosine calculation of the angle between the resulting sentence vectors as a measure of semantic
similarity of the two sentences in each pair. Among these data, 45.89% samples are positive
samples and the remaining are negative. We have used the corpus built by Houngbo and Mercer
[25] for the validation and test purposes with a change in the scoring factor that was mentioned
previously: scores 4 and 5 in this corpus are replaced with 1 (positive) and the remaining scores
are replaced with 0 (negative).
Data must be collected for the creation of the synthetic corpus and as training data for
Sent2Vec. Our data sources are the citation sentences from 2289 articles manually collected
from the web and a set of 28,310 full-text articles from a wide spectrum of biomedical journals
(first made available by The National Center for Biotechnology Information (PubMed Central)
in 2009) that is used to train Sent2Vec. Upon inspection of these articles, we noticed that as
these articles are from various biomedical genre, they differ in format because of genre and
journal writing styles. For this and some other reasons that will be discussed below, the data
needs to be cleaned before it can be used. Before discussing the data cleaning procedure in
Section 3.1.3, we first turn to a description of the data and data sources and the creation of the
synthetic corpus.
3.1.1 Sentence Embedding
In order to calculate the cosine of the angle between the sentence pair vectors in the synthetic
corpus as a measure of semantic similarity of the two sentences in each pair, the sentences
must first be embedded in a vector space. We have chosen Sent2Vec to perform this embed-
ding. BioSentVec also provides sentence embeddings for biomedical sentences. However,
upon inspection we noticed that few chemical names in our corpus are absent from their data.
Furthermore, BioSentVec is trained with sentences from abstract section of the biomedical
research papers only which are usually short in length. Where, sentences in our case are com-
paratively long in length and BioSentVec was not producing good sentence representations for
them, That’s why we trained Sent2Vec with our data instead of using pre-trained BioSentVec.
To generate good sentence embeddings, Sent2Vec must be trained on sentences taken from
the same domain. Like other unsupervised sentence embedding models, Sent2Vec requires a
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lot of data compared to supervised models. For this reason, 4,843,756 sentences from 28,310
research documents were collected. These documents are from 90 biomedical subdomains like
cell biochemistry, biology, bioinformatics, biological chemistry, cell biology, etc.
After cleaning the sentences, the next step is to train an unsupervised sentence embedding
model. This step is important for the annotation of the sentence pairs. Sentence embedding
models other than Sent2Vec require pretrained word embeddings as the input. Over these
input these models are trained and then generate the sentence vectors. In contrast, Sent2Vec
performs both tasks simultaneously. It first generates the word embeddings and then combines
them to generate the embedding for the sentence. Moreover, this is the state of the art model for
unsupervised sentence embedding. Biosentvec gives the pretrained model for biomedical texts.
However, the biosentvec model is not trained with all the words that appear in our collected
data. That’s why Sent2Vec is trained with various parameter settings over our data and the best
model is chosen against a validation set which is a portion of the human annotated dataset from
Houngbo and Mercer’s work [26].
3.1.2 Annotated Sentence Pair Creation
As the citation linkage task is formulated as a sentence level textual semantic similarity mea-
surement problem, a necessary step in creating the synthetic corpus is the gathering of pairs of
citation and candidate cited sentences. To provide the cited sentences, among the 28,310 re-
search documents, 112 were randomly selected from the biochemistry, cell biology and chemi-
cal biology domains. These papers were considered as the reference research papers while cre-
ating the corpus and conducting the downstream experiments. For these 112 research papers,
2289 papers which have cited them were manually collected. These papers were considered as
the citing papers. From these papers only the corresponding citation sentences are extracted.
After cleaning the data, sentence pairs are generated, the first sentence in the pair being
a sentence from the cited article and the second sentence being the citing sentence such that
there is one sentence pair for each sentence in the cited article. This step generates 475,807
sentence pairs. Then, individual sentences of each sentence pair is fed to the already trained
Sent2Vec model to get the vector representation. Then cosine similarity is measured between
the sentence vectors for each sentence pair. The cosine similarity values come in the range
from 0 to 1. For different cutoff cosine similarity values the performances are tested against the
validation set. This validation set is a portion of Houngbo and Mercer’s [26] human annotated
corpus containing 800 sentence pairs (20 positive samples and 780 negative samples). To
determine the best cutoff points, all the cutoffs are plotted on an ROC curve [45] and the best
performance was found for cutoff value 0.57. Sentence pairs with the cosine similarity values
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Figure 3.1: Annotated sentence pair creation for synthetic corpus build-up.
which are greater than or equal to the selected cutoff value are annotated with similarity value
1 and the remaining are annotated with 0. However, among these 475,807 sentence pairs most
of the pairs are annotated with zero value. If the following models are trained with this data,
they are highly likely to be biased. For this reason, among these sentence pairs 68,898 samples
are chosen so that the dataset becomes balanced. Figure 3.1 shows the annotated sentence
pair creation steps in a graphical way for better understanding. While choosing these data
samples all of the sentence pairs annotated with similarity value 1 are kept. Then for each
citation sentence, n negative samples are chosen where n is the number of positive samples
found for that citation sentence. However, for some citation sentences, no positive sentence
pair is found. For those citation sentences, five randomly chosen negative samples are inserted
into the dataset. Thus, the dataset of 68,898 samples is created. This dataset contains 31,624
positively annotated sentence pairs which comprise 45.89% of the dataset.
Finally, for the validation set, 800 samples from the human annotated corpus are chosen.
As the human annotated dataset is highly imbalanced and only 81 positive samples are present,
we randomly chose 20 positive samples to use in the validation set. The test set is separated
with 3057 samples which contain 61 positive samples. Each of the sets are non-overlapping.
3.1.3 Data Cleaning
The full-text articles that we have to conduct our experiments differ in format because of genre
and journal writing styles. For instance, the same equation may appear in different contexts
with different variable names and symbols. Since these names and symbols could possibly be
used to make a semantic similarity decision it was decided to replace equations with a single
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symbol. The same operation has been done for numbers as well, since the many different num-
bers would increase the vocabulary size and in many cases each number occurs infrequently.
Knowing that a number is part of a sentence rather than knowing its exact value is usually
what is needed for determining semantic similarity. Sentences may contain a few unnecessary
symbols in terms of semantic representations that need to be deleted. Furthermore, the same
symbol or operator is represented in different formats because of using different encoding sys-
tems while writing the documents. They need to be represented in a common format. Details
of this data cleaning are given next.
Some sentences collected from different biomedical research articles are simply equations,
nothing else. An analysis of the data suggested that identifying a few specific symbols (pre-
sented in Table 3.1) would be enough to recognize such equation sentences. These sentences
are deleted. Citation numbers like “[xx]”, which are unnecessary while computing the seman-
tic relatedness at the sentence level, are also removed. Table 3.2 shows the regex commands
used for this and other data cleaning steps that are discussed below.
All the equations that remain as part of a sentence are recognized and replaced with “<equ>”.
The regex for locating equations is constructed to consider various contexts. First, equations
may start with various brackets like “(”, “{”, etc. Equations may contain mathematical opera-
tors like “∪”, “∩”, etc. Functions like “ f (g(x))” need to be recognized. There may be special
symbols for log functions or integration functions. There may be words or numbers as part of
the equation. They may contain Greek letters as well. Following these operands there may or
may not be some enclosing brackets. Following that, there may be zero, one or more paren-
theses. Following that, there can be any mathematical symbol. And finally, there may be some
ending braces. So this regex can capture any equation with an optional first operand like “-”
followed by pairs of mathematical symbols and operands.
There is occasional ambiguity with some of the characters. One case appears for the “*”
sign. It may come as an operator in an equation or it may come out as a sign to represent
some reference inside the text. The second case is not important for the semantic relatedness
measurement task. For example, “By contrast , SP reduced the topological uncertainty of
Table 3.1: Symbols for deletion
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Table 3.2: Regex commands for capturing different patterns throughout the data
PAUP* to a large extent .”. In this case the “*” sign with the word “PAUP” is not something
meaningful. In situations like this, this sign is deleted. Similarly, some ambiguities are found
for the α sign. This symbol may appear in a equation to indicate in proportion to. Or it may
appear with a chemical name like “AUCO-α”. In the case of chemical names, this sign is
replaced with the term “alpha”. The reason to do so is the presence of the chemical names
where only this symbol is different and it indicates some other chemical name. But the symbol
is kept as it is if it appears as a part of an equation.
Sentences may contain some numbers which are not a part of a equation. All of the stan-
dalone numbers are replaced with “<num>”. Among them, some may be composed just of
numerals and some may come with some symbols in front of them like “-5”. To capture them,
two different regexes are built. The reason behind making separate regexes is that some chem-
ical names come with hyphens, numbers and other operators like “C-O2”, “HER2”. If the
number appears as a part of any chemical name, they are preserved in their original form.
In the next step, all the symbols with different representation formats are replaced with
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Table 3.3: Symbols and their corresponding replacement
their corresponding common format representation (Table 3.3). In the end, some unnecessary
symbols are deleted. Finally all alphabetic characters are lower-cased.
3.2 Citation Linkage as a Semantic Similarity Measurement
Task
Recalling from Section 3.1, the citation span is restricted to a single sentence. So, the citation
linkage task is to find the set of sentences that are being referred to in the cited article by the
citation sentence. With this in mind, the dataset discussed in Section 3.1 has been prepared
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with pairs of sentences, the first sentence in the pair being a sentence from the cited article and
the second sentence being the citation sentence. These sentence pairs have been automatically
annotated in the manner discussed therein. The task for this dataset is to determine which of
the sentence pairs are examples of citation linkage.
One measure of citation linkage is whether the citing and cited sentences are semantically
similar. So, in this thesis, the citation linkage task is being viewed as a semantic relatedness
measurement problem. Henceforth, the task at hand will be viewed simply as a semantic relat-
edness task. Furthermore, the semantic relatedness task can be viewed as a binary classification
task: for each pair of sentences, are they semantically related or not.
In this thesis the semantic relatedness task is modelled using neural models. Section 3.2.2
discusses the supervised models that will be used for determining the semantic similarity of
the sentence pairs. These models need vector representations of the words as input. The word
embedding technique is discussed in Section 3.2.1.
3.2.1 Word Embedding for the Semantic Similarity Measurement Task
For the embedding of the words, fasttext [4] has been used. The reason for this choice is that
this model has the ability to generate word vectors even if that word is unseen to it in training
by utilizing the sub-word embeddings. Biowordvec, a word embedding specially developed for
the biomedical domain, offers pretrained word embeddings for biomedical corpora. However,
upon inspection, a lot of chemical names were absent in their pretrained embeddings. That’s
why we trained fasttext with our data. For the training of fasttext, all of the 4,843,746 sen-
tences from the 28,310 documents used to train Sent2Vec together with the citation sentences
collected from the 2289 papers used in the preparation of our citation linkage dataset are used.
The fasttext model has been trained with various parameter settings (see Chapter 4 for details).
The model with the best pearson and spearman values over the UMNSRS-Sim [49] dataset, a
standard dataset used to evaluate biomedical word embeddings, is chosen for use in the seman-
tic similarity task. This dataset contains 566 UMLS concept pairs manually rated for semantic
similarity using a continuous response scale.
3.2.2 Neural Models for the Semantic Similarity Measurement Task
Of the various top-ranked neural models for the semantic similarity task, infersent has proven
to be the best LSTM-based architecture on the standard semantic similarity tasks used to eval-
uate semantic similarity models. So, we have chosen the infersent [15] model to use in this
thesis. For a better understanding of this architecture, this section first discusses the siamese
architecture, a key component of infersent, and then the overall architecture.
Chapter 3. Methodology 39
Figure 3.2: Siamese adaptation of the LSTM architecture for the semantic relatedness task
(source: Mueller and Thyagarajan [46]).
In 2016, Mueller and Thyagarajan [46] adapted the siamese architecture [9] for the LSTM
network for the semantic relatedness task. For this task they restricted the subsequent opera-
tions of the LSTM network to work with a simple Manhattan metric and this model outputs the
vector representations of the sentences which can preserve complex semantic properties.
This model utilizes two LSTMs where each of them is responsible to process only one
sentence of the given sentence pair. However, the trick they used is that both the LSTMs share
the same architecture and weight matrices which makes this model more suitable for tasks in
asymmetric domains. Figure 3.2 gives the overview of the model architecture.
The LSTM tries to map a variable length sequence of word vectors into a fixed length
vector which eventually represents the sentence into a vector form. A sentence of T words
is passed to the LSTM. At each time step, the LSTM processes one word sequentially and
updates its hidden state. At time step T , the hidden representation of the LSTM, hT ∈ Rdsen, is
the vector representation of that sentence. For a sentence pair, this model utilizes a similarity
function g over the LSTM representations. This similarity measurement metric determines the
underlying semantic relatedness between the given sentence pair. The similarity function is
defined as (Eqn. 3.1) [46]:
g(h(a)Ta , h
(b)
Tb
) = exp(−||h(a)Ta − h(b)Tb ||) ∈ [0, 1] (3.1)
where, h(a)Ta and h
(b)
Tb
are the hidden state representations of sentences S a and S b, respectively.
Later in 2017, Conneau et al. [15] investigated different neural network based techniques
for generating fixed length vector representations of the sentences utilizing the siamese struc-
ture [46]. They trained their model over SNLI dataset with the concept that better semantic of
a particular sentence can be preserved if the sentence encoding model is trained over natural
language inference data. Their explored neural network based techniques are simple recurrent
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Figure 3.3: Infersent with Inner Attention (source: Conneau et al. [15]).
neural network (RNN), Long Short-Term Memory (LSTM), Bi-directional LSTM (Bi-LSTM),
and gated recurrent unit (GRU) with different pooling operations, hierarchical CNN, inner-
attention mechanism [36], hierarchical attention mechanism [63] and self-attentive network
[35]. In their first attempt,they applied simple LSTM and GRU over a input sequence of T
words (x1, x2, . . . xT ) and at time step T , the sentence vector representation is generated in the
form of hidden state representation. Experiments with Bi-LSTM and Bi-GRU output one hid-
den representation from the forward pass and one hidden state representation from the back-
ward pass in both cases. They concatenated those two hidden vectors and pick either mean
or max value from the vector for each time step. This operation outputs a vector of size T
that represents the sentence in the vector space. Later they tried with inner-attention mecha-
nism over the hidden state representations of the Bi-LSTM unit (3.3) and generates the vector
representation of the sentence (u). The procedure is as follows (Eqns. 3.2-3.4) [15]:
h¯i = tanh(Whi + bw) (3.2)
αi =
eh¯
T
i uw∑
i eh¯
T
i uw
(3.3)
u =
∑
t
αihi (3.4)
In their next attempt, they utilized the idea from the hierarchical attention mechanism over Bi-
LSTM at sentence level. For this task, they applied the idea of the inner attention mechanism
[36]. But, unlike the previous approach which computes the attention weighted sentence rep-
resentation once, they computed it several times and finally concatenated them to generate the
final sentence representation. They got their best result utilizing four context vectors.
They also used the structured self-attention mechanism over Bi-LSTM for the natural lan-
guage inference task. Unlike the previous approaches, structured self-attention mechanism
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Figure 3.4: Infersent training mechanism
represents a sentence by a matrix instead of a vector. Because of using siamese architecture,
two identical Bi-LSTMs with structured self-attention mechanism generate matrix formed sen-
tence representations for both of the sentences in the pair. Then for each sentence, rows in the
corresponding matrix are concatenated to form the sentence representation.
Being inspired by a hierarchical convolutional model named AdaSent [66], they introduced
the Hierarchical ConvNet [15] which applies four consecutive convolution operations over the
word vectors. At each layer max pooling is applied over the convoluted feature maps to gener-
ate one intermediate sentence representation. Finally, all four such intermediate representation
vectors are concatenated to produce the final sentence representation. The architecture of the
Hierarchical ConvNet is portrayed by Figure 3.5.
During the training of the models, two identical models are operated over two input sen-
tences which output two vector representations for the sentences (u, v). Then a feature map is
generated which accommodates the concatenation, absolute point-wise difference and point-
wise multiplication of these two sentence vectors. This feature map is then fed to the following
dense and softmax layer to get the class prediction. After the model is trained, everything else
in the sentence encoder part is discarded. Figure 3.4 shows the training process of the infersent
model. After completing experiments with all of the models, the authors noted that among all
the neural network architectures Bi-LSTM with max-pooling gives the best sentence encoding.
An architectural overview of the infersent model with Bi-LSTM and max-pooling is illustrated
in Figure 3.6.
3.2.3 Using Infersent for the Semantic Similarity Measurement Task
Recalling the discussion in the introduction to this section, the citation linkage task is being
viewed as a semantic similarity measurement task where sentence pairs are annotated as being
semantically similar or not. The dataset used for the experiments in Chapter 4 has been created
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Figure 3.5: Hierarchical ConvNet architecture (source: Conneau et al. [15]).
with sentence pairs annotated with class label 1 to represent that the second sentence in the
pair, the citing sentence, is referring to the first sentence in the pair, the cited sentence, and
annotated with class label 0, if there is no reference. To decide whether the two sentences
in the sentence pair are similar, the infersent architecture has been designed as a binary class
classifier where class labels are 0 and 1.
For the semantic similarity measurement task five variants of the infersent architecture are
used. The first one is the Bi-LSTM with max-pooling architecture as described earlier. In
the second architecture, an inner attention mechanism [36] is applied over the outputs of the
LSTM network. For the third attempt, an hierarchical attention mechanism [63] is applied over
the output of the Bi-LSTM model. Hierarchical inner attention mechanism was introduced for
document classification. For our purposes, only the first portion of their approach is applied.
This approach makes it similar to the inner attention mechanism. The only difference in these
two approaches is that just like their way of focusing on multiple important portions of the
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Figure 3.6: Infersent model with Bi-LSTM and max-pooling (source: Conneau et al. [15])
sentence [63], we used four context vectors instead of one like inner attention mechanism [36].
Thus this model generates four representations of the same sentence. These four different
representations are then concatenated to generate the sentence representation. In the following
attempt, Bi-LSTM with structured self-attention [35] is applied with four hops. For the last
attempt,the hierarchical convolutional neural network (Hierarchical ConvNet) is used. For this
task, four layers of the convolution operation with max pooling is applied. Max pooling is
applied over the feature map generated at each convolution layer and a representation ui is
generated. Concatenating this representation from each layer the sentence representation is
generated. After that the same operations, as stated earlier for the final classification task,
are applied for all the models. However, the best result is achieved for infersent with the
hierarchical attention mechanism over Bi-LSTM architecture.
In the end, bootstrapping approach is utilized for the citation linkage task. The bootstrap-
ping is performed with the variants of the Infersent architectures. For this task, the whole
sentence pair dataset is separated into three portions. The annotation we got after running
Sent2Vec is kept as it is for the first portion. Then with this data, the Infersent model is trained
and validated against the human annotated validation data. The model with best validation ac-
curacy is saved and used to annotate the second portion of the data. After annotating the second
portion of the data, this data is added with the previously trained set and this combined data
is used to train the Infersent model again. This time, the model is used to annotate the third
portion of the data. After this third run is done, this annotated data is also added to the training
set and Infersent is trained one more time with the latest trained dataset. The performance is
then tested against the human annotated dataset. For a single bootstrapping, the same neural
network architecture is used in all the trials, hence, five bootstrapping runs are made for the
experiments.
Chapter 4
Experimental Setup And Results Analysis
This chapter concerns the details of the experimental setup for the semantic similarity mea-
surement task and the analysis of the experimental results. It is divided into two parts. The first
section discusses the parameter settings of the different word embeddings, sentence embed-
dings, and the five Infersent architectures used in the experiments. We used various parameter
settings for the different models to obtain the optimal parameter configurations for these mod-
els. In the second section, the various models’ performances with these optimal parameters are
discussed in detail.
4.1 Network Parameters and Settings
For the dataset creation and semantic similarity measurement task discussed in Chapter 3, we
trained one word embedding, one sentence embedding and four infersent architectures with
different neural networks and attention mechanisms.
For the training of fasttext, we tried with both the skip-gram and CBOW architectures. We
also varied the word embedding dimension, number of epochs, and window size. The n-grams
at both the character and word levels were kept static to reduce the number of experiments. For
both n-gram hyper-parameters, the value is set to 5 as in most of the experiments this n-gram
value give the best result. Table 4.1 gives a list of different hyper-parameter configurations
used for the training of the fasttext model. These different hyper-parameter settings were used
for both skip-gram and CBOW architectures.
Finally, the fasttext model with the skip-gram architecture which generates 300 dimensional
word vectors after 10 epochs having window size 5, maximum number of considered subwords
5, and learning rate 0.05 was selected, as the best pearson and spearman values over UMNSRS-
Sim [49] are found with this parameter setting. The pearson and spearman values obtained for
this parameter settings are 0.576 and 0.566. These values are comparably lower than BioWord-
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Table 4.1: Hyper-parameter settings for the training of the fasttext model.
Hyper-parameter Ranges Selected
Embedding dimension 200/300/600 300
Epochs 5/7/10 10
Window size 5/10/20 5
Maximum number of subwords 5 5
Learning rate 0.01/0.05/0.1 0.05
Architecture type Skip-gram/CBOW Skip-gram
Table 4.2: The hyper-parameter setting for Sent2Vec sentence embedding architecture
Hyper-parameter Ranges Selected
Embedding dimension 200/300/400/500/600/700/800 500
Epochs 5/7/10/15/20 10
Window size 10/20 20
Learning rate (LR) 0.01/0.05/0.1/0.2 0.2
Number of Negative Samples 10 10
Loss function
Negative sampling/
hierarchical softmax/
softmax
Negative sampling
Sampling threshold 0.0001 0.0001
Vec which obtained 0.667 and 0.657, respectively. However, when final infersent models were
run with BioWordVec the overall performance was not up to the mark. After analysing the
data, we found that some chemical names were not present in the pre-trained BioWordVec vo-
cabulary and due to our data cleaning process some chemical names are represented in ways
that are different from theirs.
The Sent2Vec model incorporates the fasttext CBOW architecture in its own architecture
and with these fasttext generated word vectors simultaneously generates the sentence vector.
For the training of the Sent2Vec architecture, different hyper-parameter values were tested.
Table 4.2 gives the list of different hyper-parameters. The best sentence embedding is found
with a 500 dimensional vector representation.
For the infersent architecture, the learning rate was set to 0.1. Gradient clipping was used
while training. For a decrease in validation set accuracy, the learning rate accuracy was divided
by 5. The batch size we tested with for all the architectures was 50 and the learning rate thresh-
old was set to 10−5. For the final multi-layer perceptron, the hidden layer dimension was set to
512, and for the input of the LSTMs, 300 dimensional word embeddings were used. For the
training of the architectures, stochastic gradient descent was used. For the infersent architec-
ture these parameter settings are found in the original paper to give the best performance. To
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(a) Hierarchical ConvNet (b) Bi-LSTM with max-pooling
(c) Bi-LSTM with inner attention (d) Bi-LSTM with hierarchical attention
(e) Bi-LSTM with structured self attention
Figure 4.1: Training set and validation set accuracy for different models
avoid a lot of experiments, these parameter values are used.
4.2 Performance Analysis
This section describes the results obtained from the experiments conducted for the semantic
similarity measurement task. To analyze the performance of the word embedding models,
pearson and spearman metrics are used. For the 300 dimensional word embedding, the calcu-
lated pearson and spearman values are 0.576 and 0.566 respectively.
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(a) Hierarchical ConvNet (b) Bi-LSTM with max-pooling
(c) Bi-LSTM with inner attention (d) Bi-LSTM with hierarchical attention
(e) Bi-LSTM with structured self attention
Figure 4.2: Training set and validation set accuracy for different bootstrapped models
Figure 4.1 shows the training and validation accuracy of the individual models against
epochs. From Figure 4.1(a) it is clear that the validation accuracy of the Hierarchical ConvNet
model is a little bit lower compared to the validation set accuracy from the other models. The
overall test accuracy of the model is also substantially lower compared to all of the other mod-
els (see Table 4.3). For the Bi-LSTM with max-pooling architecture, validation accuracy im-
proves. Validation set accuracy improves in the same manner for the inner attention, structured
self-attention and hierarchical attention mechanisms. For all other models apart from Hierar-
chical ConvNet, the validation accuracies are around 90%, whereas the Hierarchical ConvNet
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is only 83.17%. Among the standalone models, the best validation accuracy is found for the
Bi-LSTM with structured self-attention model. It is 94.22%. The worst performance is found
for Hierarchical ConvNet. For Hierarchical ConvNet, the validation accuracy is 83.14%. Even
Hierarchical ConvNet’s training accuracy is less than 95%. Figure 4.2 shows the training and
validation accuracy of these above stated models when they are bootstrapped. For the boot-
strapped models the validation accuracy improves compared to their standalone forms. The
best training accuracy is found for Bi-LSTM with max-pooling and that is 97.92%. However,
the best validation accuracy is found for Bi-LSTM with hierarchical attention and Bi-LSTM
with structured self-attention. In both cases, the validation accuracy is more than 95%. For
Bi-LSTM with inner attention, the validation accuracy is 94.85%. Even in this scenario, the
bootstrapped model with Hierarchical ConvNet comes with the lowest validation accuracy. The
validation accuracy found for Hierarchical ConvNet is 85.27%. Still, the overall performance
of the model improves if it is bootstrapped.
To analyze the performance of the models for the semantic similarity measurement task,
precision, recall, accuracy, F1-score, false positive rate, true negative rate and false negative
rate are the considered evaluation metrics. These metrics (Eqns. 4.1-4.7) [61] are defined by:
precision =
tp
tp + fp
(4.1)
recall =
tp
tp + fn
(4.2)
F1-score =
2 ∗ precision ∗ recall
precision + recall
(4.3)
accuracy =
tp + tn
tp + fp + tn + fn
(4.4)
true negative rate (TNR) =
tn
tn + fp
(4.5)
false positive rate (FPR) =
fp
fp + tn
(4.6)
false negative rate (FNR) =
fn
fn + tp
(4.7)
However, for binary class classification with imbalanced datasets, the F-1 score doesn’t re-
flect the performance of the model properly as it ignores true negative rate from consideration.
Instead, metrics like the Matthews correlation coefficient (MCC) are more suitable when evalu-
ating the performance of a binary classifier dealing with an imbalanced dataset [50]. The major
advantage with MCC is that it considers true positives and negatives as well as false positives
and negatives. Thus, it generates a balanced evaluation of the model’s performance even if the
dataset is highly imbalanced [7, 16, 40]. Given true and false positives and negatives it outputs
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a value in the range of -1 to +1. Here, +1 indicates an accurate classification performance, -1
means there is no match between the predictions of the model and the true observations. If the
MCC score is 0, then the model’s performance is considered as nothing but random predic-
tions. The MCC score for a binary classifier’s classification performance over an imbalanced
dataset is calculated using Eqn. 4.8 [61]:
MCC =
tp × tn − fp × fn√
(tp + fp)(tp + fn)(tn + fp)(tn + fn)
(4.8)
Another way to assess the performance of a binary classifier when it works with an im-
balanced dataset is balanced accuracy (BACC) [8]. The conventional accuracy metric can’t
properly evaluate the performance of a binary classifier if the dataset is highly imbalanced and
the model is biased towards the class with most of the samples. In this scenario, if the model
predicts the same class for all the samples in the dataset, the traditional accuracy metric would
be equal to the proportion of the more frequent class’s samples in the whole dataset, although
the model has no capacity of generalization. As an example, if 90% of the samples of a dataset
belong to class “A”, the remaining 10% belong to class “B” and a binary classifier classifies all
the samples as “A”, the traditional accuracy of the classifier would be 90%. BACC overcomes
this limitation of the traditional accuracy metric by considering the average recall gained by
both of the classes. It outputs in the range (0,1) (it can also be represented as a percentage
value). Higher BACC indicates better performance obtained by the model. The BACC is
computed as (Eqn. 4.9) [8, 61]:
BACC =
tp
tp+fn +
tn
tn+fp
2
(4.9)
For the example given above, the BACC would be 0.45 (or 45%), which gives a better evalua-
tion of the model’s performance.
Table 4.3 shows the performance metrics found for different Infersent architectures and the
bootstrapped models. We first trained and tested each model with two different settings. In
the first setting, the models were provided with the pretrained BioWordVec word embeddings
and the sentence pairs in the training set were annotated using the pretrained BioSentVec. In
the second setting, the models were fed the fasttext word embeddings that we trained on our
corpus. The sentence pairs in the training set were also annotated using Sent2Vec which was
also trained on our corpus. Analysing the performance metrics from Table 4.3, it is clear that
the models perform better in the second setup where both the word and sentence embedding
models are trained on our own corpus. This happened for two reasons. First, the vocabulary of
BioSentVec and BioWordVec doesn’t contain all the words that appear in our corpus. Most of
the time, the missing words are for the chemical names. The second reason is that BioSentVec
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Table 4.3: Performance analysis of different models for the citation linkage task. The mod-
els are: M1: Hierarchical ConvNet, M2: Bi-LSTM with max-pooling, M3: Bi-LSTM with
inner attention, M4: Bi-LSTM with hierarchical attention, M5: Bi-LSTM with structured
self-attention. These five models have been trained with BioWordVec word embedding and
BioSentVec sentence embedding. The notation used is “-Bio” after each method name. Fur-
thermore, the five original methods are also bootstrapped. The notation used is “Boot-” placed
in front of each method name. The column headings: TP and FP: true and false positives,
respectively; TN and FN: true and false negatives, respectively; P: Precision; R: Recall; F1:
F1-score; TNR: True Negative Rate, (True Positive Rate not shown because it is the same
as Recall); FPR and FNR: False Positive and Negative Rate, respectively; MCC: Matthews
correlation coefficient; Acc.: Accuracy; and BACC: Balanced accuracy.
Model TP FP TN FN P R F1 FPR TNR FNR MCC
Acc.
(in %)
BACC
(in %)
M1 44 580 2416 17 0.07 0.72 0.13 0.19 0.81 0.27 0.18 80.5 76.38
M2 53 365 2631 8 0.13 0.87 0.22 0.12 0.88 0.13 0.30 87.81 87.35
M3 54 358 2638 7 0.13 0.89 0.22 0.12 0.88 0.11 0.31 88.07 88.28
M4 55 356 2640 6 0.13 0.90 0.23 0.12 0.88 0.09 0.32 88.17 89.14
M5 54 356 2640 7 0.13 0.89 0.23 0.12 0.88 0.11 0.31 88.15 88.32
M1-Bio 42 644 2352 19 0.06 0.69 0.11 0.21 0.79 0.31 0.16 78.32 73.68
M2-Bio 52 419 2577 9 0.11 0.85 0.20 0.14 0.86 0.15 0.28 86.01 85.63
M3-Bio 52 420 2576 9 0.11 0.85 0.20 0.14 0.86 0.15 0.28 85.99 85.61
M4-Bio 54 376 2620 7 0.13 0.89 0.22 0.13 0.87 0.11 0.31 87.48 87.98
M5-Bio 54 374 2622 7 0.13 0.89 0.22 0.12 0.88 0.11 0.31 87.56 88.02
Boot-M1 46 576 2420 15 0.07 0.75 0.13 0.19 0.81 0.25 0.20 80.69 78.09
Boot-M2 53 359 2637 8 0.13 0.87 0.22 0.12 0.88 0.13 0.31 88.02 87.45
Boot-M3 54 349 2647 7 0.13 0.89 0.23 0.12 0.88 0.11 0.32 88.38 88.43
Boot-M4 56 339 2657 5 0.14 0.92 0.25 0.11 0.89 0.08 0.34 88.75 90.24
Boot-M5 56 343 2653 5 0.14 0.92 0.24 0.11 0.89 0.08 0.33 88.63 90.18
Houngbo
et al. [25] 34 995 2001 27 0.03 0.56 0.06 0.33 0.66 0.44 0.07 66.58 61.26
Li et al.
[33] 39 779 2217 22 0.05 0.64 0.09 0.26 0.74 0.36 0.12 73.81 68.97
was trained over sentences from the research article abstracts. These tend to be shorter in
length compared to the sentences from the Method section of research articles which comprise
our test set. Sentences in our training corpus are from different portions of the research articles
and they tend to be longer in length. For all the models, the F-1 score, MCC, accuracy, and
balanced accuracy are found to be better for the second setup. We then used these models,
which use our trained fasttext and Sent2Vec, for the bootstrap models.
Among the five different Infersent architectures, the best result in terms of test set accu-
racy and F-1 score is found for Bi-LSTM with hierarchical attention mechanism and the worst
performance is found for Hierarchical Convnet. For the Hierarchical Convnet, not only is its ac-
curacy is lower, but also it captures fewer true positives. Out of 61 positive samples, it correctly
captures only 44, whereas it captures 580 negatives samples as positive ones. It even captured
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the most false negative samples (17). It captures 2416 negative samples properly. Both Bi-
LSTM with the structured self-attention mechanism and the inner attention mechanism capture
54 positive samples correctly. However, the Bi-LSTM with self-attention mechanism comes
with a higher accuracy as it captures more negative samples correctly. Among the bootstrapped
architectures the best test set accuracy and F-1 score is found for Bi-LSTM with hierarchical
attention. It captures 56 positive samples correctly with an F-1 score of 0.25. It also captures
2657 negative samples correctly. Both Infersent architectures with and without bootstrapping
captures 56 positive samples correctly. However, the bootstrapped version classifies negative
samples more accurately. The bootstrapped model with structured self-attention mechanism
over Bi-LSTM also classifies 56 positive samples correctly. However, it comes with a little
bit lower accuracy (88.63%). In terms of MCC and BACC, the best result is also found for
the bootstrapped Bi-LSTM with hierarchical attention mechanism (0.34 and 90.24%, respec-
tively). The bootstrapped Bi-LSTM with structured self-attention mechanism also gives higher
MCC and BACC scores than the other models. The MCC and BACC scores found for this
model are 0.33 and 90.18%, respectively. From the results with the bootstrapping approaches,
it is clear that the performance has improved in all cases, though the improvements are not
significant. In terms of MCC, the Bi-LSTM with hierarchical attention gives the best result
among the simple models (0.32) as well as bootstrapped models (0.34).
To compare the performance of the model with the two pre-existing models, we have trained
these two models with our synthetic corpus and then tested against the human annotated corpus.
From Table 4.3 it is clearly visible that the models we have developed in this thesis surpass
the previous works’ performances. In their own work, Houngbo and Mercer [25] reported that
their approach captured only 48.5% positive samples out of 81 whereas if their model is trained
with our much larger synthetic dataset, it captures 55.73% positive samples which we can say
is a good improvement. This result gives proof of the fact that our contributing this synthetic
dataset has been important for the citation linkage task research in the biomedical domain. We
report the retrained Li et al. model [33] but do not compare with the original work because
their task was performed on computational linguistics research articles.
Chapter 5
Conclusions and Future Work
Citations form a network of connected research articles. In the case of scientific research
articles, a citation refers to the document from where the idea stated in the citing sentence
originates. For a number of purposes that have been discussed in Section 1, being able to
determine a more precise focus of a citation would be advantageous. This thesis has provided
a neural learning method for finding those sentences in a cited article that are the focus of a
citation in a citing paper. This final chapter summarizes the contributions of this thesis, points
to the short comings of the study, and gives directions for future work.
5.1 Conclusions
This thesis looks at one method to establish a relationship between the citation sentence and its
corresponding reference sentences from the cited paper, a task called citation linkage. In this
study, citation linkage is modelled as a textual semantic relatedness measurement task. The
text span chosen for this semantic relatedness measurement task is the sentence. The task is
formulated as a textual matching operation between a citation sentence and every sentence in
the corresponding cited paper. A deep learning model is trained and evaluated as the method
for this task.
The main contributions of this thesis are:
1. building a framework to determine the appropriate cited sentences from a cited paper
given a citation sentence,
2. building a corpus for citation linkage task containing more than sixty thousand sentence
pairs from the biomedical domain, and
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3. developing a method for cleaning and preprocessing sentences from different biomedical
domains
With respect to the first contribution, we have provided a technique to determine the ap-
propriate cited sentences from a cited paper given a citation sentence that has significantly
outperformed previous methods [26] designed for the biomedical domain and evaluated on
that test data set and previous methods [34] that were designed for a different domain. The
best infersent model with bootstrapping has achieved an accuracy of 88.75 on the biochemistry
sentence pair data set provided by Hospice and Mercer [26] compared with 66.58 that was
achieved by our implementation of the Hospice and Mercer model [25, 26] and trained on the
synthetic training set and 73.81 that was achieved by [34] on a computational linguistics data
set.
Deep learning models can learn the inherent pattern from the data throughout the training
process. However, they require a lot of data for the training. As for this task no such large
dataset is available, for our second contribution, we built a synthetic dataset for the training
of our models. In the end, the quality of our synthetic dataset and the used models is tested
against the human annotated dataset and our models surpass the previous model in terms of
determining the relevant cited sentences from the referenced paper. As noted above, the use
of this data set to train the models provided by Houngbo and Mercer [25, 26] improved their
results as well. This is good evidence of the quality of this synthetic data set.
Regarding the third contribution, in order to provide sufficient data to train Sent2Vec, which
was used to annotate our synthetic data set, we needed to clean and preprocess biomedical
full-text articles. A number of regexes have been developed and are made available to the
community.
The synthetic corpus, data cleaning tool, and citation linkage tool are available on GitHub
(https://github.com/sudipta90/CitationLinkage).
5.2 Future Work
This thesis has suggested a method to make a link between citation sentences and sentences
in the cited article based on semantic similarity of sentence pairs. This final section suggests
directions to remove some of the assumptions made in this study and to improve the accuracy
of the method proposed here.
A citation sentence refers to text spans in the referred text document. This text span may be
either a part of a sentence, a single sentence, a paragraph, or a section. For our experiments, we
worked at the sentence level only. This is a limitation of our work. Moving to a sub-sentence
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level would need to use knowledge about sentence structure. We used sentence embeddings
as the representation in the semantic similarity measurement task. Using techniques to embed
larger text units would be an obvious generalization of this idea.
In addition to modifying the referred to text, one could consider more than the citation
sentence itself in the citation linkage task. While annotating the human annotated test dataset,
the annotator had some context knowledge. She annotated the data having some ideas about
what has been written previous to the citation sentence and she also had biochemisty knowl-
edge. This extra information can provide reasons why our model couldn’t capture more than
74 positively annotated sentences among the 81. Moving beyond simple sentence similarity as
a proxy for citation linkage to include this extra information is something to consider, but is
something that is will require just NLP techniques.
The test data set that was used in this study was created only for method citation sentences.
We have obtained good results having trained on a broader set of citations. It would be ap-
propriate to human annotate a test set with a variety of citation types and see how good the
proposed method performs on this expanded test set. Additionally, future research could also
look at a wider subset of biomedical subdomains rather than the ones used in this study.
Recalling that the experimental biomedical article is written in the IMRaD style, Hospice
and Mercer [25, 26] used this knowledge to improve the accuracy of their model. The citations
in the test set are sentences that mention methods. So by reducing the set of possible citation
linkage candidates to those that can be rhetorically categorized as method sentences, they were
able to improve the performance of their methods. This would be something to look at when
using the technique used in this thesis. (We attempted to obtain the reduced data set without
success. So, this idea would require recreating that data set.) Given the suggested future work
in the previous paragraph, it would be interesting to see how having the IMRaD rhetorical
information would affect the performance.
This framework has the ability to work at the sentence level semantic relatedness measure-
ment task. However, in future this semantic similarity measurement task can be performed
at a larger text span level like paragraph. Furthermore, the models used here don’t consider
any kind of parsing. As a result chemical names with multiple words are being considered
as separate entity. For an example, “sodium chloride” is being considered as two entities:
“sodium” and “chloride”. Using tree structured models like tree LSTM [1] might improve the
performance.
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