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I. INTRODUCTION
Neutral current (NC) deep inelastic scattering (DIS) is described in terms of the spacelike exchange of a virtual photon and a virtual Z boson. The photonexchange contribution dominates when the fourmomentum-transfer squared, Q 2 , is much less than the square of the Z-boson mass, M 2 Z . The effect of Z exchange is comparable in magnitude to that of photon exchange when Q 2 M 2 Z . The parity-violating part of the Z exchange contribution increases the cross section for e ÿ p NC DIS and decreases that for e p NC DIS over what would be expected for pure single-photon exchange. The comparison of the e ÿ p NC DIS cross section to that for e p NC DIS therefore provides a direct way to observe the effect of Z exchange in the scattering of charged leptons on protons. The ZEUS and H1 collaborations have each measured both the e ÿ p and the e p NC DIS cross sections up to a Q 2 of 30 000 GeV 2 [1] [2] [3] [4] [5] [6] [7] [8] [9] . When HERA ran at a center-ofmass energy s p 300 GeV, e p data sets were collected, whereas both e p and e ÿ p data were collected in 199-2000 at s p 318 GeV. The measured e p NC DIS cross sections are well described at next-to-leading order (NLO) in quantum chromodynamics (QCD) by the Standard Model (SM) prediction including both photonand Z-exchange contributions. This paper presents the measurement of the NC e p DIS cross section d 2 =dxdQ 2 for 200 GeV 2 < Q 2 < 30 000 GeV 2 and 0:005 < x < 0:65, together with d=dQ 2 , d=dx and d=dy for Q 2 > 200 GeV 2 , where x and y are the Bjorken scaling variables. The data were collected in 1999 and 2000 at s p 318 GeV and correspond to an integrated luminosity of 63:2 pb ÿ1 . The results are compared to recent ZEUS measurements of the e ÿ p NC DIS cross sections [5] and to SM predictions. The structure function F em 2 was extracted by combining the data presented here with the ZEUS measurement of d 2 =dxdQ 2 for NC DIS at s p 300 GeV [4] , and compared to measurements by the H1 collaboration and by fixed-target experiments.
II. STANDARD MODEL CROSS SECTIONS
For longitudinally unpolarized beams, the NC DIS differential cross section, d
2 Born =dxdQ 2 , for the reaction e p ! e X can be written at leading order in the electroweak interaction as [10, 11] particles) and Y 1 1 ÿ y 2 and denotes the finestructure constant. At leading order (LO) in QCD, the longitudinal structure function, F L , is zero and the structure functions F 2 and xF 3 can be expressed as products of electroweak couplings and parton density functions (PDFs) as follows:
where xq f x; Q 2 are the quark and x q f x; Q 2 the antiquark PDFs and f runs over the five active quark flavors; A f and B f contain products of electroweak couplings and ratios of photon and Z-boson propagators. For convenience, the reduced cross section,, can be defined as xQ All cross-section calculations presented in this paper have been performed using NLO QCD. These calculations predict that the contribution of F L to d 2 Born =dxdQ 2 is approximately 1:5%, averaged over the kinematic range considered in this paper. However, in the region of small x, near Q 2 250 GeV 2 , the F L contribution to the cross section can be as large as 17%.
III. THE ZEUS EXPERIMENT AT HERA
For the data analyzed in the present study, HERA accelerated positrons to an energy of E e 27:5 GeV and protons to an energy of E p 920 GeV, yielding s p 318 GeV. The interbunch spacing of the beams was 96 ns. In normal running, some radiofrequency buckets in both the positron and the proton ring were left empty to study single-beam backgrounds. A detailed description of the ZEUS detector can be found elsewhere [12] . A brief outline of the components that are most relevant for this analysis is given below.
The high-resolution uranium-scintillator calorimeter (CAL) [13] consists of three parts: the forward (FCAL), the barrel (BCAL) and the rear (RCAL) calorimeters. Each part is subdivided into towers and each tower is longitudinally segmented into one electromagnetic section and either one (in RCAL) or two (in BCAL and FCAL) hadronic sections. The smallest subdivision of the calorimeter is called a cell. The CAL energy resolutions, measured under test-beam conditions, are E=E 0:18= E p for positrons and E=E 0:35= E p for hadrons, with E in GeV. The timing resolution of the CAL is 1 ns for energy deposits greater than 4.5 GeV.
Presampler detectors [14] are mounted in front of the CAL. They consist of scintillator tiles matching the calorimeter towers and measure signals from particle showers created by interactions in the material lying between the interaction point and the calorimeter.
The RCAL is instrumented with a layer of 3 3 cm 2 silicon-pad detectors at a depth of 3.3 radiation lengths. This hadron-electron separator (HES) [15] is used to improve the positron-angle measurement.
Charged particles are tracked in the central tracking detector (CTD) [16] , which operates in a magnetic field of 1.43 T provided by a thin superconducting solenoid. The CTD consists of 72 cylindrical drift-chamber layers, organized in nine superlayers covering the polar-angle 1 region 15 < < 164 . The transverse-momentum resolution for full-length tracks is p T =p T 0:0058p T 0:0065 0:0014=p T , with p T in GeV.
The luminosity is measured using the Bethe-Heitler reaction ep ! ep [17] . The resulting small-angle photons were measured by the luminosity monitor, a leadscintillator calorimeter placed in the HERA tunnel 107 m from the interaction point in the positron beam direction. In addition a lead-scintillator calorimeter placed 35 m from the interaction point was used to measure positrons scattered through small angles.
IV. MONTE CARLO SIMULATION
Monte Carlo (MC) simulations were used to evaluate the efficiency for selecting events, to determine the accuracy of the kinematic reconstruction, to estimate the background rate, and to extrapolate the measured cross sections to the full kinematic range. A sufficient number of events was generated to ensure that statistical uncertainties from the MC samples were negligible in comparison to those of the data.
Neutral current DIS events were simulated including radiative effects, using the HERACLES 4.6.1 [18] program with the DJANGOH 1.1 [19] interface to the hadronization programs and using CTEQ5D [20] PDFs. In HERACLES, O electroweak corrections for initial-and final-state radiation, vertex and propagator corrections, and twoboson-exchange are included. Values from the Particle Data Group [21] were used for the Fermi constant, G F , and the masses of the Z boson and the top quark. The Higgs-boson mass was set to 100 GeV. The color-dipole model of ARIADNE 4.10 [22] was used to simulate the O S plus leading-logarithmic corrections to the quark-parton model. The MEPS model of LEPTO 6.5 [23] was used as a check. Both programs use the Lund string model of JETSET 7.4 [24] for the hadronization. Diffractive events, characterized by a suppression of particle production between the current jet and the proton remnant, were generated using the RAPGAP 2.08/06 [25] generator and appropriately mixed with the nondiffractive NC DIS sample. The contribution of diffractive events was obtained by fitting the max distribution 2 of the data with a linear combination of nondiffractive and diffractive MC samples while preserving the overall normalization. The fraction of diffractive events in the MC sample was 6.2%. Photoproduction events, including both direct and resolved processes, were simulated using HERWIG 6.1 [26] to study backgrounds. The normalization of the photoproduction MC was determined from a sample of events in which the positron was detected in the positron calorimeter of the luminosity monitor [27] .
The ZEUS detector response was simulated using a program based on GEANT 3.13 [28] . The generated events were passed through the detector simulation, subjected to the same trigger requirements as the data and processed by the same reconstruction programs.
The vertex distribution in data is a crucial input to the MC simulation for the correct evaluation of the eventselection efficiency. Therefore, the Z-vertex distribution used in the MC simulation was determined from a sample of NC DIS events in which the event-selection efficiency was independent of Z.
V. EVENT CHARACTERISTICS AND KINEMATIC RECONSTRUCTION
Neutral current events at high Q 2 are characterized by the presence of a high-energy isolated positron in the final state. The transverse momentum of the scattered-positron balances that of the hadronic final state, resulting in a small net transverse momentum, P T . The measured net transverse momentum and the net transverse energy, E T , are defined by P where the sum runs over all calorimeter energy deposits E i (uncorrected for detector effects in the trigger, but corrected in the offline analysis as discussed below) with polar angles i . Conservation of energy and longitudinal momentum, p Z , requires 2E e 55 GeV if all final-state particles are detected and perfectly measured. Undetected particles that escape through the forward beam hole have a negligible effect on . However, particles lost through the rear beam hole can lead to a substantial reduction in such as is the case in photoproduction events, in which the positron emerges at very small scattering angles, or in events in which an initialstate bremsstrahlung photon is emitted.
For the present study, the CAL energy deposits were separated into those associated with the scattered positron and all other energy deposits. The sum of the latter is referred to as the hadronic energy. The spatial distribution of the hadronic energy, together with the reconstructed vertex position, were used to evaluate the hadronic polar angle, h (see Sec. VII B), which, in the naive quarkparton model, corresponds to the polar angle of the struck quark.
The reconstruction of x, Q 2 and y was performed using the double angle (DA) method [29] . This method uses the polar angle of the scattered positron and the hadronic angle, h , to obtain estimators of the kinematic variables, xDA, yDA and Q 2 DA. The DA method is insensitive to uncertainties in the overall energy scale of the calorimeter. However, it is sensitive to initial-state QED radiation and, in addition, an accurate simulation of the hadronic final state is necessary. In the event selection, y calculated using the electron method (y e ) and the Jacquet-Blondel method [30] (yJB) were also used.
The relative resolution in Q 2 was 3% over the kinematic range covered. The relative resolution in x varied from 15% in the lowest Q 2 bins (see Sec. IX A) to 4% in the highest Q 2 region. The relative resolution in y was 10% in the lowest Q 2 bins, decreasing to 1% for high y values in the highest Q 2 bins.
VI. POSITRON RECONSTRUCTION

A. Positron identification
To identify and reconstruct the scattered positron, an algorithm was used that combines calorimeter and CTD information [1] . The algorithm starts by identifying CAL clusters that are topologically consistent with an electromagnetic shower. The clusters were required to have an energy of at least 10 GeVand, if the positron candidate fell within the acceptance of the CTD, a track was required which, when extrapolated, passed within 10 cm of the cluster center at the shower maximum. Such a track will be referred to as a ''matched'' track. A positron candidate was considered to lie within the CTD acceptance if a matched track emerging from the reconstructed event vertex traversed at least four of the nine superlayers of the CTD. For the nominal interaction point, i.e. Z 0, this requirement corresponds to the angular range 23 < e < 156 . Monte Carlo studies [31] showed that the overall efficiency for finding the scattered positron is 95% for a scattered-positron energy, E 0 e , greater than 10 GeV and Q 2 < 15 000 GeV 2 , decreasing to 85% for Q 2 > 30 000 GeV 2 .
B. Positron-energy determination
The scattered-positron energy was determined from the calorimeter deposit since, above 10 GeV, the calorimeter energy resolution is better than the momentum resolution of the CTD. The measured energy was corrected for the energy lost in inactive material in front of the CAL. The presampler was used in the RCAL, while in the B/FCAL a detailed material map was used [4] . To render the energy response uniform across the face of the calorimeter, a correction obtained from fits to the nonuniformity pattern in data and in the MC simulation [1] was made. The corrections were determined separately for the BCAL and the RCAL. After these corrections, the nonuniformities were greatly reduced and the data were well reproduced by the MC simulation [32] . Too few positrons were scattered into the FCAL for such a correction to be derived.
After applying the corrections described above, the positron-energy resolution was 10% at E 0 e 10 GeV, falling to 5% for E 0 e * 20 GeV. The scale uncertainty on the energies of the scattered positrons detected in the BCAL was 1%. For positrons detected in the RCAL, the scale uncertainty was 1:7% at 10 GeV, falling linearly to 1% for positrons with energies of 15 GeV and above [4] . A scale uncertainty of 3% was assigned to positrons reconstructed in the FCAL [1] .
C. Determination of the positron polar angle
Studies [33] showed that the angular resolution of tracks is superior to that for calorimeter clusters. Hence, in the CTD acceptance region, which contains 98:8% of the events, e was determined using the matched track. For candidates outside this region, the position of the calorimeter cluster was used together with the event vertex to determine the positron angle.
The CAL was aligned with respect to the CTD using the positron tracks extrapolated to the face of the calorimeter with the aid of a detailed map of the magnetic field. This allowed the BCAL to be aligned to precisions of 0:3 mm in the Z direction and 0:6 mrad in the azimuthal angle, [34] . For the alignment of the RCAL, the position of the extrapolated track was compared to that determined by the HES [34] . The precision of the alignment was 0:3 mm ( 0:6 mm) in the X (Z) direction and 0:9 mrad in . In all cases, the precision was sufficient to render resulting systematic uncertainties on the cross sections negligible.
The resolution in e was obtained by comparing the MC-generated angle to that obtained after applying the detector simulation, reconstruction and correction algorithms. The resulting resolution for positrons was 2 mrad for e < 23 , 3 mrad for 23 < e < 156 and 5 mrad for e > 156 .
VII. RECONSTRUCTION OF THE HADRONIC SYSTEM
A. Hadronic-energy determination
The hadronic-energy deposits were corrected for energy loss in the material between the interaction point and the calorimeter using the material maps implemented in the detector-simulation package. After applying all corrections, the measured resolution for the transverse momentum of the hadronic final state, P T;h , was about 13% (11%) at P T;h 20 GeV in BCAL (FCAL), decreasing to 8% (7.5%) at P T;h 60 GeV. The uncertainties in the hadronic-energy scales of the FCAL and the BCAL were 1%, while for the RCAL the uncertainty was 2% [35] .
B. Determination of the hadronic polar angle h
The angle h is given by [29] cos h P
where P T;h and h were calculated from Eqs. (2) and (3) using only the hadronic energy. Particles scattered by interactions in the material between the primary vertex and the CAL generate energy deposits in the CAL that bias the reconstructed value of h . To minimize this bias, an algorithm was developed in which CAL clusters with energies below 3 GeVand with polar angles larger than an angle max were removed [1] . The value of max was derived from a NC MC sample by minimizing the bias in the reconstructed hadronic variables.
The resolution of h is below 15 mrad for h < 0:2 rad, increasing to 100 mrad at h 2 rad. These resolutions dominate the uncertainties on the kinematic variables.
VIII. EVENT SELECTION
A. Trigger ZEUS operates a three-level trigger system [12, 36] . At the first-level trigger, only coarse calorimeter and tracking information is available. Events were selected using criteria based on an energy deposit in the CAL consistent with an isolated positron. In addition, events with high E T in coincidence with a CTD track were accepted. At the second level, a requirement on was used to select NC DIS events and timing information from the calorimeter was used to reject events inconsistent with the bunchcrossing time. At the third level, events were fully reconstructed on a computer farm. The requirements were similar to, but looser than, the offline cuts described below; a simpler and generally more efficient (but less pure) positron finder was used.
The main uncertainty in the trigger efficiency comes from the first level. The data and MC simulation agree to within 0:5% and the overall efficiency is close to 100% [27] .
B. Offline selection
The following criteria were applied offline:
(i) positrons, identified as described in Sec. VI, were required to satisfy the following criteria:
(1) to reduce background, isolated positrons were selected by requiring that less than 5GeV be deposited in calorimeter cells not associated with the scattered positron, inside an -cone of radius R cone 0:8 centered on the positron. For those positrons with a matched track, the momentum of the track, ptrk, was required to be at least 5GeV. For positrons outside the forward tracking acceptance of the CTD, the tracking requirement in the positron selection was replaced by a cut on the transverse-momentum of the positron, p e T > 30GeV. For positrons outside the backward tracking acceptance of the CTD, no track was required; (2) a fiducial-volume cut was applied to the positron to guarantee that the experimental acceptance was well understood. It excluded the upper part of the central RCAL area occluded by the cryogenic supply for the solenoid magnet as well as the transition regions between the three parts of the CAL [37, 38] ; (ii) to ensure that event quantities were accurately determined, a reconstructed vertex with ÿ50 < Z < 50 cm was required, a range consistent with the ep interaction region. A small fraction of the proton-beam current was contained in satellite bunches, which were shifted by 4:8 ns with respect to the nominal bunch-crossing time, resulting in a few of the ep interactions occurring 72 cm from the nominal interaction point. This cut rejects ep events from these regions; (iii) to suppress photoproduction events, in which the scattered positron escaped through the beam hole in the RCAL, was required to be greater than 38 GeV. This cut also rejected events with large initial-state QED radiation. The requirement < 65 GeV removed ''overlay'' events in which a normal DIS event coincided with additional energy deposits in the RCAL from some other reaction. This requirement had a negligible effect on the efficiency for selecting NC DIS events. For positrons outside the forward tracking acceptance of the CTD, the lower cut was raised to 44 GeV; (iv) to further reduce background from photoproduction events, y e was required to satisfy y e < 0:95; (v) the net transverse momentum, P T , is expected to be close to zero for true NC events and was measured with an uncertainty approximately proportional to E T p . To remove cosmic rays and beam-related backgrounds, P T = E T p was required to be less than 4 GeV p ; (vi) to reduce the size of the QED radiative corrections, elastic Compton scattering events (ep ! ep) were removed. This was done using an algorithm that searched for an additional photon candidate and discarded the event if the sum of the energies associated with the positron and photon candidates was within 2 GeV of the total energy measured in the calorimeter. The contribution from deeply virtual Compton scattering was estimated to be negligible; (vii) in events with low h , a large amount of energy is deposited near the inner edges of the FCAL or escapes through the forward beam pipe. As the MC simulation of the very forward energy flow is problematic [37] , events where h , extrapolated to the FCAL surface, lay within a circle of radius 20 cm around the forward beam line were removed. For an interaction at the nominal interaction point, this FCAL circle cut corresponds to a lower h cut of 90 mrad. This cut rejects events at very low y that have high x; (viii) the kinematic range over which the MC generator is valid does not extend to very low y at high x. To avoid these regions of phase space, in addition to the previous cut, y JB 1 ÿ x DA 2 was required to be greater than 0.004 [39] .
A total of 156 962 events with Q 2 DA > 185 GeV 2 satisfied the above criteria. Data distributions are compared to the sum of the signal and photoproduction MC samples in Fig. 1 . The signal MC includes a diffractive component, as discussed in Sec. IV. Good agreement between data and MC simulation is seen over the full range of most variables. Imperfections in the MC simulation can be seen in the disagreement between data and MC simulation that occurs in the region of the kinematic peak (E 0 e E e ) in the positron-energy distribution, and correspondingly in the peak region of the distribution. The effect of these differences on the cross-section measurements is evaluated in the systematic uncertainties assigned to the positron-energy scale and to the positron-energy resolution (see Sec. IX B).
The photoproduction background was <0:3% over most of the kinematic range covered, rising to 1:7% at high y. From the study of empty positron and proton buckets, it was concluded that possible backgrounds associated with non-ep collisions could be neglected.
IX. RESULTS
A. Binning, acceptance and cross-section determination
The bin sizes used for the determination of the singleand double-differential cross sections were chosen commensurate with the resolutions. Figure 2 shows the kinematic region used in extracting the e p doubledifferential cross section. The number of events per bin decreases from 7000 in the lowest-Q 2 bins to five in the bin at the highest Q 2 and x. The efficiency after all selection cuts (defined as the number of events generated and reconstructed in a bin after all selection cuts divided by the number of events that were generated in that bin) varied between 50% and 80%. In some medium-Q 2 bins, dominated by events in which the positron is scattered into the region between the R/BCAL at e 2:25 rad, the efficiency decreases to around 40%. The purity (defined as the number of events reconstructed and generated in a bin after all selection cuts divided by the total number of events reconstructed in that bin) ranged from 50% to 80%. The efficiency and purity in double-differential bins are shown in Fig. 2 .
The value of the cross section in a particular bin, for example, for d 2 =dxdQ 2 , was determined according to
where N data is the number of data events in the bin, N bg is the number of background events estimated from the photoproduction MC and N MC is the number of signal MC events normalized to the luminosity of the data. The SM prediction, d 2
SM
Born =dxdQ 2 , was evaluated according to Eq. (1) using CTEQ5D PDFs [20] and using the Particle Data Group values [21] for the fine-structure constant, the mass of the Z boson and the weak mixing angle. This procedure implicitly takes the acceptance, bin-centering and radiative corrections from the MC simulation. A similar procedure was used for d=dx, d=dy and d=dQ 2 . In this way, the cross sections d=dx and d=dQ 2 were extrapolated to the full y range. The statistical uncertainties on the cross sections were calculated from the numbers of events observed in the bins, taking into account the statistical uncertainty from the MC simulation (signal and background). Poisson statistics were used for all bins.
B. Systematic uncertainties
Systematic uncertainties associated with the MC simulation were estimated by recalculating the cross section after modifying the simulation to account for known uncertainties. Cut values were varied where this method was not applicable. The positive and negative deviations from the nominal cross-section values were added in quadrature separately to obtain the total positive and negative systematic uncertainty. The uncertainty on the luminosity of the combined 1999=2000 e p sample is 2.5% and was not included in the total systematic uncertainty. The other uncertainties are discussed in detail below.
Uncorrelated systematic uncertainties
The following systematic uncertainties are either small or exhibit no bin-to-bin correlations:
(i) positron-energy resolution in the MC simulation: the effect on the cross sections of changing the CAL energy resolution for the scattered positron in the MC by 1% was negligible over almost the full kinematic range. The effect increased to 1% only for d=dy bins at high y and for doubledifferential bins at high Q 2 ; TABLE I. The single-differential cross section d=dQ 2 for the reaction e p ! e X. The following quantities are given for each bin: the Q 2 range, the value at which the cross section is quoted, Q 2 c , and the measured cross section d=dQ 2 corrected to the electroweak Born level. The first uncertainty on the measured cross section is the statistical uncertainty and the second is the systematic uncertainty. The uncertainty on the measured luminosity of 2:5% is not included in the total systematic uncertainty. (ii) positron angle: differences between data and MC simulation in the positron scattering angle due to uncertainties in the simulation of the CTD were at most 1 mrad. Typically, the deviations were within 1%; the effect increased to as much as 2% only in a few high-Q 2 double-differential bins, but was small compared to the statistical uncertainty; (iii) hadronic angle: the uncertainty associated with the reconstruction of h was investigated by varying the calorimeter energy scale for the hadronic final state separately for R/B/FCAL as described in Sec. VII A and by varying max in a range for which the reconstructed value of h remained close to optimal. This resulted in an estimated systematic uncertainty in the single-differential cross sections of less than 1% in most bins, increasing to 5% in a few high-Q 2 bins. For d 2 =dxdQ 2 , the effect is generally below 2% at low and medium Q 2 , but is relevant at low Q 2 and low y due to the small statistical uncertainty in this region; (iv) FCAL circle cut: the FCAL circle cut at 20 cm was varied by 3 cm. The resulting changes in the cross sections were typically below 1%.
Only for the highest x bins of the doubledifferential cross section did the effect increase to 4%; (v) background estimation:
(1) systematic uncertainties arising from the normalization of the photoproduction background were estimated by changing the background normalization by a factor of 40%, resulting in negligible changes in the single-differential cross sections over the full kinematic range and variations of less than 1% in the double-differential bins; (2) the cut on the distance of closest approach between the extrapolated positron track and 
level, the statistical uncertainty and the total systematic uncertainty. The uncertainty on the measured luminosity of 2:5% is not included in the total systematic uncertainty. The right part of the table lists the total uncorrelated systematic uncertainty followed by the bin-to-bin correlated systematic uncertainties 1 -8 defined in the text. For the latter, the upper (lower) numbers refer to positive (negative) variation of, e.g., the cut value, whereas the signs of the numbers reflect the direction of change in the cross sections. the calorimeter cluster associated with the positron was changed to 8 cm to estimate the background contamination from wrongly identified positrons. The uncertainties in the cross sections associated with this variation were below 1% over the full kinematic range and small compared to the statistical uncertainty; (3) the uncertainty due to overlay events, in which a normal DIS event coincided with additional energy deposits in the RCAL from some other interaction, was estimated by narrowing or widening the 38 GeV < < 65 GeV interval symmetrically by 4 GeV. The effect on the cross sections was typically below 1%; in a few high-Q 2 double-differential bins, the uncertainty was as large as 6% but nevertheless small compared to the statistical uncertainty; (4) the systematic uncertainty associated with the cosmic-ray rejection was evaluated by varying the P T = E T p cut by 1 GeV p . The cross-section uncertainties were below 1% over the full kinematic range; (vi) diffractive contribution: the fraction of diffractive events was varied within the uncertainty determined from the fit described in Sec. IV. The resulting uncertainties were typically below 1%.
The positron identification efficiency was checked with a data sample of NC DIS events selected using independent requirements [40] . The efficiency curves from data and MC simulation agreed to better than 0:5%. An alternative positron-finding algorithm [4] was also used: differences in the measured cross sections were less than 0.5%. Systematic uncertainties from both of these effects were neglected.
Correlated systematic uncertainties
The following systematic uncertainties were correlated bin-to-bin:
(i) f 1 g positron energy scale: the uncertainty in the positron energy scale (as described in Sec. VI) resulted in systematic variations in the d=dy cross section that were comparable to the statistical uncertainty at high y and small elsewhere; (ii) f 2 g background estimation: systematic uncertainties arising from the estimation of the photoproduction background were also estimated by reducing the cut on y e to y e < 0:9. The resulting changes in the cross sections were typically below 2%. In the highest-Q 2 region at low x, where the statistics were low, an average uncertainty of ÿ0:3% was estimated; (iii) f 3 g variation of selection cuts (I): varying the positron isolation requirement by 2 GeV caused a small systematic uncertainty in the cross sections at the lower end of the Q 2 range and up to 4% in the highest-Q 2 region, where it was still small compared to the statistical uncertainty; (iv) f 4 g variation of selection cuts (II): the MC description of the positron momentum as measured from the positron track, p trk , was not perfect. Varying the p trk requirement by 5 GeV resulted in a variation of the cross section of the order 2% over most of the kinematic range. The effect was comparable to the statistical uncertainty in a few double-differential bins at low x and low Q 2 and in low-x or high-y bins in the single-differential cross sections; The single-differential cross section d=dx for the reaction e p ! e X. The following quantities are given for each bin: the lower Q 2 cut, the x range, the value at which the cross section is quoted, x c , and the measured cross section d=dx corrected to the electroweak Born level. The first uncertainty on the measured cross section is the statistical uncertainty and the second is the systematic uncertainty. The uncertainty on the measured luminosity of 2:5% is not included in the total systematic uncertainty. cut, the value at which the cross section is quoted, x c , the measured cross section d=dx corrected to the electroweak Born level, the statistical uncertainty, and the total systematic uncertainty. The uncertainty on the measured luminosity of 2:5% is not included in the total systematic uncertainty. The right part of the table lists the total uncorrelated systematic uncertainty followed by the bin-to-bin correlated systematic uncertainties 1 -8 defined in the text. For the latter, the upper (lower) numbers refer to positive (negative) variation of, e.g., the cut value, whereas the signs of the numbers reflect the direction of change in the cross sections.
Total sys. Uncor. sys. within 0:5% and approximately constant over the full kinematic range; (vi) f 6 g uncertainty in the parton-shower scheme:
the systematic uncertainty arising from the choice of parton-shower scheme was estimated by using the MEPS model of LEPTO to calculate the acceptance instead of ARIADNE. The upper and lower limits of the systematic uncertainty were determined by studies of the hadronicenergy flow comparing both MC models with data [37] . The uncertainty was comparable to the statistical uncertainty in a few singledifferential bins at high x or low y. It was also significant in a few low-Q 2 double-differential bins at high x, where the statistical uncertainty is small; (vii) f 7 g formation of hadronic-energy clusters in the neighborhood of the FCAL beam hole: particles created between the current jet and the proton remnant can leave large energy deposits in the forward calorimeter. Uncertainties in the simulation of the energy flow lead to differences between the reconstructed h in the data and in the simulation, especially at low y. To estimate the systematic uncertainty associated with this effect, the algorithm employed in the measurement of h was modified. In the modified algorithm, energy clusters reconstructed in the forward calorimeter within 30 cm of the beam TABLE V. The single-differential cross section d=dy for the reaction e p ! e X. The following quantities are given for each bin: the lower Q 2 cut, the y range, the value at which the cross section is quoted, y c , and the measured cross section d=dy corrected to the electroweak Born level. The first uncertainty on the measured cross section is the statistical uncertainty and the second is the systematic uncertainty. The uncertainty on the measured luminosity of 2:5% is not included in the total systematic uncertainty. cut, the value at which the cross section is quoted, y c , the measured cross section d=dy corrected to the electroweak Born level, the statistical uncertainty, and the total systematic uncertainty. The uncertainty on the measured luminosity of 2:5% is not included in the total systematic uncertainty. The right part of the table lists the total uncorrelated systematic uncertainty followed by the bin-to-bin correlated systematic uncertainties 1 -8 defined in the text. For the latter, the upper (lower) numbers refer to positive (negative) variation of, e.g., the cut value, whereas the signs of the numbers reflect the direction of change in the cross sections. VII. The reduced cross section e p for the reaction e p ! e X. The following quantities are given for each bin: the Q 2 and x ranges, the values at which the cross section is quoted, Q 2 c and x c , and the measured reduced cross section, e p , corrected to the electroweak Born level. The first uncertainty on the measured cross section is the statistical uncertainty and the second is the systematic uncertainty. The uncertainty on the measured luminosity of 2:5% is not included in the total systematic uncertainty. 
, corrected to electroweak Born level. The first uncertainty on the measured cross section is the statistical uncertainty and the second is the systematic uncertainty. The uncertainty on the measured luminosity of 2:5% is not included in the total systematic uncertainty. 
c and x c , the measured cross section e p corrected to the electroweak Born level, the statistical uncertainty, and the total systematic uncertainty. The uncertainty on the measured luminosity of 2:5% is not included in the total systematic uncertainty. The right part of the table lists the total uncorrelated systematic uncertainty followed by the bin-to-bin correlated systematic uncertainties 1 -8 defined in the text. For the latter, the upper (lower) numbers refer to positive (negative) variation of, e.g., the cut value, whereas the signs of the numbers reflect the direction of change in the cross sections.
Stat.
Total sys. Uncor. sys. c and x c , the measured cross section e p corrected to the electroweak Born level, the statistical uncertainty, and the total systematic uncertainty. The uncertainty on the measured luminosity of 2:5% is not included in the total systematic uncertainty. The right part of the table lists the total uncorrelated systematic uncertainty followed by the bin-to-bin correlated systematic uncertainties 1 -8 defined in the text. For the latter, the upper (lower) numbers refer to positive (negative) variation of, e.g., the cut value, whereas the signs of the numbers reflect the direction of change in the cross sections.
Total sys. Uncor. sys. line were split into their constituent cells and the hadronic quantities recalculated. The effect of the modified algorithm was to give higher values of h in the affected region. The uncertainty obtained was generally small but became comparable to the statistical uncertainty at high x or low y in the single-differential cross sections and in high-x double-differential bins for Q 2 smaller than around 650 GeV 2 ; (viii) f 8 g choice of parton distribution functions: the NC MC events were generated with CTEQ5D PDFs. A set of parton density functions obtained from a ZEUS NLO QCD fit [41] , denoted by ZEUS-S, was used to examine the influence of variations in the PDFs on the cross-section measurement. The uncertainties associated with the fit were used to obtain sets of PDFs that correspond to upper and lower uncertainties on the ZEUS-S PDF set. Monte Carlo events were reweighted to the nominal ZEUS-S parton densities and also to the PDFs corresponding to the fit uncertainties, and the cross-section extraction was repeated. The differences between the cross sections obtained using the upper-and loweruncertainty PDFs and the nominal ZEUS-S parton density function set was taken as the systematic uncertainty arising from the choice of PDFs. The resulting uncertainty was smaller than 1% over the full kinematic range.
C. Single-differential cross sections
The single-differential cross section d=dQ 2 is shown in Fig. 3(a) and tabulated in Table I . The systematic uncertainties are collected in Table II . The SM cross section, evaluated using the ZEUS-S PDFs, gives a good description of the data. The figure also shows the recent ZEUS measurement of d=dQ 2 in e ÿ p NC DIS, which was also obtained at a center-of-mass energy of 318 GeV [5] . For Q 2 * 3000 GeV 2 , the e ÿ p cross section is larger than that for e p. The relative enhancement of the e ÿ p cross section over that for e p is also clearly demonstrated in Fig. 3(b) , where d=dx is plotted for Q 2 > 10 000 GeV 2 for both e p and e ÿ p NC DIS. This effect is due to the parity-violating part of the Z-exchange contribution which enhances (suppresses) the e ÿ p (e p) cross section over that expected under the assumption of single-photon exchange.
The ratio of d=dQ 2 to the cross section obtained using the ZEUS-S PDFs, as well as the ratios for d=dx and d=dy (both for Q 2 > 200 GeV 2 ) are shown in Fig. 4 . The plots also contain the SM predictions using the CTEQ6D [42] and MRST(01) [43] PDF sets. The data are well described by the SM using the ZEUS-S PDFs but systematically higher than the predictions of CTEQ6D and MRST(01), although consistent given the luminosity uncertainty of 2:5%. The cross sections d=dx and d=dy are tabulated in Tables III and V (with systematic  uncertainties listed in Tables IV and VI) .
D. Reduced cross section and the structure function F 2
The reduced cross section, e p , tabulated in TablesVII  and VIII (with systematic uncertainties listed in  Tables IX and X) To compare the present data to measurements from other experiments, the structure function F em 2 was extracted from the present data. This was combined with a previous ZEUS measurement of F em 2 obtained from data collected at s p 300 GeV [4] in 1996 and 1997.
The reduced cross section includes transverse-and longitudinal-photon as well as Z-boson contributions, which can be expressed as relative corrections in the following way:
e p F where F 2 , xF 3 , and F L correspond to corrections necessary to account for the weak contribution to F 2 and the contributions of the xF 3 and F L structure functions to the cross section, respectively. The structure function F em 2 was obtained by correcting e p for the relative contributions, all , using the CTEQ5D PDFs. The size of the corrections all was typically less than 1% but became as large as 50% at the highest Q 2 . The values of F em 2 obtained at the two different center-of-mass energies were combined using
where the subscripts on the luminosities (L) and the measured values of F em 2 indicate the data-taking periods to which the values correspond. The uncertainties are dominated by the statistical uncertainty. Therefore, correlations between systematic uncertainties were not taken into account when evaluating the uncertainty on the combined F The results agree well with those obtained by the H1 collaboration [2, 3] and with the predictions obtained using the ZEUS-S, CTEQ6D and MRST01 PDFs. The results are also in good agreement with the results obtained at lower Q 2 in fixed-target experiments [31, 40, 44] . The combined 1996 to 2000 data set corresponds to a luminosity of 93:2 pb ÿ1 which is a factor of 3 larger than the luminosity of the previously published data set.
X. SUMMARY
The cross sections for neutral current deep inelastic scattering, e p ! e X, have been measured using 63:2 pb ÿ1 of data collected with the ZEUS detector during 1999 and 2000. The single-differential cross sections d=dQ 2 , d=dx and d=dy have been measured for Q 2 > 200 GeV 2 . The effect of Z-boson exchange can be clearly seen in d=dx measured for Q 2 > 10 000 GeV 2 . The reduced cross section has been measured in the kinematic range 200 GeV 2 < Q 2 < 30 000 GeV 2 and 0:005 < x < 0:65. The Standard Model predictions including both and Z exchange and using the parton density functions CTEQ6D, ZEUS-S and MRST(01), are in good agreement with the data. The proton structure function F em 2 was extracted using the combined e p data sample of 93:2 pb ÿ1 taken between 1996 and 2000.
