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We propose a feasible invisibility approach to suppress the scattering of waves from/to given 
directions and for particular frequencies, i.e. invisibility on demand. We derive a generalized 
Hilbert transform for a specific invisibility arrangement relating the two quadratures of the 
complex permittivity of an object. The scheme allows either designing objects to be invisible, 
or alternatively modifying the complex susceptibility of a given object to render invisibility. 
The theoretical proposal is further confirmed by finite-difference time-domain numerical 
calculations. Moreover, following an iterative chain of generalized Hilbert transforms, we 
propose the invisibility on demand with additional constraints, i.e. restricting the required 
modification of the complex refractive index within practical limits by avoiding gain areas. 
The proposed concept not only opens a new venue of real or complex valued index landscapes; 
but also bridges the gap between Hermitian and non-Hermitian optical systems by unifying 
these systems under one single generalized design theory. 
 
Full invisibility, or cloaking, was proposed using 
transformation optics or, equivalently, conformal mapping 
[1,2]. The idea is elegant and fascinating; however, it can 
hardly cross the limits of science fiction, since the 
complexity of the required metamaterials severely limit 
practical realizations. Therefore, actual cloaking schemes 
generally scarify the perfect wavefront reconstruction or 
operate under a narrow bandwidth, as for instance in 
carpet cloaking [3-7], plasmonic cloaking [8,9], or mantle 
cloaking with thin patterned metasurfaces [10],  metallic 
scatterer [11] or dielectric coating [12] based cloaking, 
among others [13,14]. 
A completely different approach to the concept of 
invisibility, referred as "unidirectional invisibility", relays 
on systems described by non-Hermitian Hamiltonians [15-
17]. The concept is based on the property of an object to 
be invisible when probed by a wave from one side only. 
Such effect is accomplished by specific complex-
modulated potentials (in optical terms: specific refraction 
index and gain/loss distributions), that allow suppressing 
the scattering of radiation from an object. 
Unidirectional invisibility was first proposed for parity-
time (PT) symmetric periodical systems (defined by 
symmetric index modulations accompanied by anti-
symmetric gain/loss distributions), close to so-called PT-
symmetry breaking point. Initially proposed for narrow 
frequency bands (due to the resonances of the periodic 
structure), and for particular incidence directions [18-20], 
the idea was extended to broad band radiation (both in 
frequency and in propagation direction) also by 
considering non-PT-symmetric potentials [21-25]. 
More recently, "unidirectional invisibility" has been 
related to the more general class of non-Hermitian 
potentials fulfilling the spatial Kramers-Kronig (KK) 
relations [26]. In the same way as the causality in time 
imposes KK relations in frequency, analogously, the KK 
theory may be directly extended to attain unidirectional 
invisibility in space. Yet temporal causality implies 
"invisibility of the future", so the response function 𝜒(𝑡), 
which is the kernel in the integral expression of the 
response of any physical system 𝐴resp(𝑡) = ∫ 𝐴sign(𝑡 −
𝑡1)𝜒(𝑡)d𝑡1, must be zero for all 𝑡 > 0. Such response 
function in time domain, 𝜒(𝑡), being  𝜒(𝑡) = 0 for 𝑡 > 0, 
determines the integral relations between the real and 
imaginary parts of its spectrum, 𝜒im(𝜔) =
1
π
𝑃 ∫
𝜒re(𝜔1)
(𝜔−𝜔1)
d𝜔1
∞
−∞
, and 𝜒re(𝜔) =
−1
π
𝑃 ∫
𝜒im(𝜔1)
(𝜔−𝜔1)
d𝜔1
∞
−∞
, 
where P means the Cauchy principle value of the integral. 
This KK relation (or more generally Hilbert transform) in 
frequency domain can be directly rewritten in space 
domain. The spatial invisibility requires that the scattering 
function fulfills 𝜒(𝐤) = 0 for all 𝐤 =
(𝑘𝑥 , 𝑘𝑦 , 𝑘𝑧) with 𝑘𝑥 < 0, i.e. it vanishes on the entire left 
half-space in wavevector domain. Throughout the letter, 
the invisibility on demand is formulated in two spatial 
dimensions (2D), and may be straightforwardly extended 
to 3D. Such a condition in the 2D k-space, (𝑘𝑥 , 𝑘𝑦), leads 
to similar KK relations in space domain: 𝜒im(𝑥, 𝑦) =
1
π
𝑃 ∫
𝜒re(𝑥1,𝑦)
(𝑥−𝑥1)
d𝑥1
∞
−∞
, and 𝜒re(𝑥, 𝑦) =
−1
π
𝑃 ∫
𝜒im(𝑥1,𝑦)
(𝑥−𝑥1)
d𝑥1
∞
−∞
. Therefore, the spatial KK relations 
are at the basis of unidirectional invisibility: all plane 
waves propagating from left to right 𝑘𝑥 > 0, will not be 
back-scattered by such potentials, since they are 
uncoupled from the waves propagating to the left 𝑘𝑥 < 0, 
as illustrated in Figs. 1(a) and 1(b). Following the spatial 
KK approach, a limited bidirectional invisibility has also 
been proposed, however restricted to small incident angles 
onto the interface (grazing incidence), by manipulating the 
reference point of the wavevectors cut-off [24]; 
bidirectional invisibility was also previously predicted in 
PT-symmetric systems for a given number of unit-cells 
[25]. 
 FIG. 1. (color online) Illustration of unidirectional invisibility and 
invisibility on demand. (a) In full unidirectional invisibility, in order to 
prevent left-reflection of every right-propagating wave, (b) all 
modulation components on the left half-plane, kx<0, in 𝐤 = (𝑘𝑥, 𝑘𝑦) 
space, must be set to zero. (c) For invisibility on demand, to prevent 
back-scattering in a particular angular range (d) the modulation 
components to be set to zero are just the ones within a limited invisibility 
area in 𝐤 = (𝑘𝑥, 𝑘𝑦) space. In particular, the invisibility case (c) requires 
uncoupling the scattering of incident waves around  𝐤 = (𝑘0, 0) into 
back reflections, i.e. into waves in the vicinity of  𝐤 = (−𝑘0, 0); then, 
the invisibility function has to be centered at 𝐤 = (−2𝑘0, 0). 
We propose here invisibility on demand: we derive an 
explicit integral relation, which may be regarded as a 
generalized Hilbert transform, associated with an arbitrary 
area of invisibility in k-space, see the schematic 
illustration on Figs. 1(c) and (d). In other words, we 
propose a procedure to modify the scattering from an 
object, being either a refractive index scatterer or a 
complex scatterer including index and gain/loss profiles, 
in such a way that the object becomes invisible for a range 
of frequencies and illumination/detection arrangement, 
depending on the required situation. 
The main motivation for the invisibility on demand is 
facing invisibility under a realistic scope. First, generally 
full unidirectional invisibility may not be needed in many 
situations. Moreover, unidirectional invisibility requires a 
rather severe modification of the potential: if the refraction 
index - proportional to real part of susceptibility function 
of the potential, 𝜒re(𝑥, 𝑦) - is modulated with a specific 
amplitude, then the required profile of the imaginary part 
of susceptibility 𝜒im(𝑥, 𝑦) to render the object invisible, is 
of the same order of magnitude, as follows directly from 
the spatial KK relations. In our case, for invisibility on 
demand, the modification of the complex optical potential, 
depends upon the area of invisibility in k-space. Thus, the 
proposed scheme of invisibility on demand, working 
solely for special angular ranges and frequencies is 
substantially more feasible, as shown in details below. 
Besides, for unidirectional invisibility as based on spatial 
KK relations the imaginary part of susceptibility decays 
weakly, as 1 |𝑥|⁄ ; which may result inadequate for 
applications since, as a consequence, the norm of the total 
gain/loss modification function diverges logarithmically. 
We show that invisibility under demand, in particular for 
smooth invisibility boundaries, leads to more convenient 
asymptotic behaviors (an exponential decay in space, 
results in a finite norm).  
In the letter, we first derive the generalized Hilbert 
transform, for an arbitrary area of invisibility in 
wavevector domain. Then, we provide a series of 
numerical finite-difference-time-domain (FDTD) 
simulations of different cases to prove the idea and 
illustrate its performance. Finally, we describe an iterative 
procedure to generate the complex potentials for 
invisibility on demand with additional restrictions, for 
instance avoiding the areas of gain or negative index 
materials. 
Generalized Hilbert transform.—Let us consider 
scattering from a local modulation of the optical potential 
characterized by the electric permittivity profile 
𝜒re(𝑥, 𝑦) = 𝜒background + 𝑎(𝑥, 𝑦). (Local modulation 
means 𝑎(𝑥, 𝑦) → 0, for (𝑥, 𝑦) → ∞.) The first order 
scattering form factor 𝑎(𝑘𝑥, 𝑘𝑦) is simply the Fourier 
transform of 𝑎(𝑥, 𝑦): 𝑎(𝑘𝑥 , 𝑘𝑦) =
1
2π
∫ 𝑎(𝑥, 𝑦)exp(i𝑘𝑥𝑥 + i𝑘𝑦𝑦)d𝑥d𝑦  (for weak potentials, 
in the so-called Born approximation, secondary scattering 
can be neglected). Plane waves with carrier wave-vector 
𝐤0 are scattered by each wavenumber component k, of the 
modulation of the potential, into 𝐤1 = 𝐤 + 𝐤0. Therefore, 
preventing scattering for a given angular range and in a 
restricted frequency range, requires imposing that a 
specific area in k-space leads to no scattering, see Fig. 1(d) 
for illustration. Let us define the invisibility function 
𝜃(𝑘𝑥, 𝑘𝑦)  in such a way that 𝜃(𝑘𝑥 , 𝑘𝑦) = 1 in the given 
area of invisibility, being 𝜃(𝑘𝑥 , 𝑘𝑦) = 0 elsewhere. Next, 
we construct a new scattering function of the object as: 
𝑎1(𝑘𝑥 , 𝑘𝑦) = 𝑎(𝑘𝑥 , 𝑘𝑦) − 𝑎(𝑘𝑥 , 𝑘𝑦)𝜃(𝑘𝑥, 𝑘𝑦), which 
only eliminates the scattering from the particular 
invisibility area in k-space. In spatial domain, this 
corresponds to the modification of the profile of the 
(complex) susceptibility by a generalized Hilbert-like 
transform: 𝑎1(𝑥, 𝑦) = 𝑎(𝑥, 𝑦) −
1
2π
∬ 𝑎(𝑥1, 𝑦1)𝜃(𝑥 −
𝑥1, 𝑦 − 𝑦1)d𝑥1d𝑦1, since the multiplication of functions in 
wavenumber domain results in convolution in space. 
Then, it merely remains to calculate the kernel of the 
convolution, as the inverse Fourier transform of the 
invisibility area, 𝜃(𝑘𝑥 , 𝑘𝑦), and to compute the above 
convolution. This results in what may be regarded as a 
generalized Hilbert transform. In particular, the 
elimination of scattering from the entire left half-plane, i.e. 
𝜃(𝑘𝑥, 𝑘𝑦) = 0  for all 𝑘𝑥 < 0, results in 𝜃(𝑥, 𝑦) =
−i
√2π𝑥
, 
and the corresponding convolution leads to the 
conventional KK or Hilbert transform in space. We thus 
generalize the Hilbert transform for arbitrary area of 
invisibility, which results in a different kernel. 
Only specific shapes of the invisibility area in k-space 
allow analytical expressions for the kernel of the 
convolution 𝜃(𝑥, 𝑦). For instance, circular or elliptical  
 FIG. 2. (color online) Invisibility on demand procedure 
workflow in spatial and wavevector domain. Top: Initial object; 
(a) electric susceptibility and the (b) scattering potential. Center: 
Invisibility on demand by a Gaussian invisibility area, in the 
form of exp(-(kx+2k0)2/(2σx2)- (ky+2k0)2/(2σy2)) centered at -
2*k0=(kx, ky)=(0, 20)µm-1 with standard deviations of σx=7.0µm-
1 and σy=7.0m-1 in the kx- and ky- directions, respectively, in (c) 
kernel in k-space; (d) modified scattering potential; (e) real part 
and the (f) imaginary part of the of the susceptibility profile after 
14 iterations. Bottom: Invisibility by an eclipse-shaped 
invisibility area; (g) invisibility area in k-space, (h) modified 
scattering potential; (i) real part and the (j) imaginary part of the 
of the susceptibility profile after 14 iterations. 
invisibility areas result in Bessel functions in direct space 
(𝑥, 𝑦) while square or rectangular areas of invisibility lead 
to sinc-shaped kernel functions. Some of such analytical 
cases are presented in the Appendix A.  Especially 
interesting is the case of a ring-shaped invisibility, or a 
"partial-sun-eclipse" invisibility area, since it allows full 
unidirectional invisibility from a monochromatic plane 
probe wave. These two latter cases also allow analytical 
kernels, as derived in Appendix A. 
Invisibility on demand may also be realized for smooth 
invisibility functions. For instance, if the considered 
invisibility function has Gaussian profile centered around 
some −2𝐤0 point:𝜃(𝑘𝑥 , 𝑘𝑦) = 𝑒𝑥𝑝(− (𝐤 + 2𝐤0)
2 ∆𝑘2⁄ ), 
then its inverse Fourier transform is also Gaussian, and 
leads to a convenient convolution kernel 𝜃(𝑥, 𝑦), with 
rapidly decreasing asymptotics. 
As an example of a possible realization of invisibility on 
demand, we consider an "S" shaped object (see Figs. 2(a) and 
2(b)) to be rendered invisible with respect to a circular invisibility 
area shown in Fig. 2(c). The modified object to be invisible under 
reflections (Figs. 2(e) and 2(f)) is simply calculated as the 
product of the object and the kernel spectra (Fig. 2(d)). The 
above described method can be performed with respect to any 
invisibility area in wavenumber domain, and any object. 
Another intriguing kernel type is the "solar eclipse" shaped 
invisibility area (see Figs. 2(g-j)), which yields elimination of 
reflection in a broad angular range. 
Besides, we may apply an iterative approach that allows 
regularizing the complex scattering function with additional 
constrains, for instance excluding gain or negative index 
materials, yet allowing losses. In principle, the proposed 
invisibility scheme would typically lead to media with optical 
gain, and technical inconveniences might arise either for the 
fabrication of actual systems (within the conventional 
nanophotonics). Therefore, to avoid such difficulties, we apply a 
chain of Hilbert transforms where, at each iteration, negative 
imaginary parts of the complex susceptibility are completely 
eliminated by setting gain to zero. This operation is iteratively 
performed until the negative imaginary part is sufficiently 
reduced (its convergence depending on the initial refractive 
index, the size and shape of the invisibility hole). The analytical 
analysis of such an iterative approach is given in Appendix B. 
The invisible object in k-space of Fig. 2(d) exhibits a shadowed 
region as compared to visible object, shown in Figs. 2(a) and 2(b) 
in direct and reciprocal space, respectively. It is interesting to 
remark that kernels with smooth profiles in k-space, introduce 
relatively small gain profiles in the modified object. On the 
contrary, stepwise profiles generate objects with symmetric gain 
and loss areas that, which however, can be easily converted into 
only loss areas using the iteration process described above.  
To numerically verify the "invisibility on demand" 
proposal, we performed a series of numerical simulations 
based on the FDTD method [27]. For brevity, we present 
here the simulations only for transverse magnetic (TM) 
polarization (electric field perpendicular to the plane), 
however the procedure holds also for transverse electric 
(TE) polarization. Figures 3(a) and 3(b) and 3c show the 
steady state electric field distribution for different 
excitation angles before applying the invisibility 
procedure. Similarly, Figs. 3(d-f) and 3(g-i) depict the 
field distributions after applying the invisibility procedure 
for the Gaussian function and eclipse cases, respectively; 
exactly for the same illumination. It is clear that 
invisibility is achieved, when comparing the scattering of 
the object/modified object when illuminated by a probe 
source at different positions. Whereas scattered waves 
strongly interfere with incident light, a spatial region of 
uniform field distribution is a clear sign of invisibility. 
Moreover in Fig. 3(d), a partial standing wave effect 
outside the invisibility angular range can be observed. 
This is in particular due to the fact the scattered 
wavevectors outside the angular range do not lie inside the 
filtered wavevector region. On the other hand in Fig. 3(e), 
when all the scatterings lie inside the angular range, no 
standing wave is observed. Furthermore, to reveal the 
limits of the invisibility region in terms of both the 
operational wavelength and excitation angle, angle 
resolved reflection spectra calculations were performed. 
Figures 3(g) and 3(h) show the cases for which the 
invisibility is not-activated (R1) and activated (R2), 
respectively. By comparing Figs. 3(g) and 3(h), it can be 
inferred that by applying the invisibility on demand, a 
strong anti-reflection behavior can be achieved for a 
specific angle and frequency range. One fact to note is that 
the overall reflection decreases for nearly all excitation 
angles after applying the proposed procedure, however the 
decrease is substantially larger in the designed anti-
reflection region. We attribute this fact to the increase of 
absorption losses. The ratio between R1 and R2, provided 
in Fig. 3(i) clearly reveals that the reduction of the 
reflection is indeed significantly larger within the desired 
angle ranges and wavelengths. One important observation 
from Figs. 3(h) and 3(i) is that the deduced frequency 
range where the reflectivity decreases is lower than the 
designed frequency interval. This is in virtue of the fact 
that the Kramers-Kronig relations in the temporal domain 
imposes additional constraints to the frequency dispersion 
of the designed profiles, such that the profiles do not 
behave as invisible potentials anymore outside a certain 
frequency range. Here, we also note the fact that although 
our design approach is based on the Born approximation, 
these results suggest than an object with an initial 
refractive index as high as 2.0 can be rendered invisible 
since the removal of the first-order scattered waves can 
also lead to the elimination of the higher order scatterings 
[26], indicating that the concept is not inherently limited 
by the Born-approximation (which typically requires a 
very low index contrast on the order of 0.001), see 
Appendix C. Numerical simulations confirm the 
robustness of the invisibility on demand proposed scheme 
also at higher refractive indices. The method is flexible 
and feasible. It can be applied to arbitrarily-shaped 
objects, see Appendix D; and by purely real scattering 
functions, as demonstrated in Appendix E. Interestingly, 
invisibility areas with even functions in k-space directly 
result, following the Hilbert transform procedure, in 
purely real scattering functions; in this case, moreover, no 
iterative procedure is required. 
To conclude, we propose a generalized Hilbert transform 
relating the two quadratures of the complex susceptibility 
of an object, to provide invisibility with respect to 
particular illumination/detection arrangements, and for 
particular frequencies corresponding to arbitrary 
demands. The invisibility on demand scheme allows either 
designing objects to be invisible, or alternatively 
modifying the complex susceptibility of a given object to 
render invisibility. The scheme succeeds not only in 
rendering invisible a passively scattering object, 
characterized by a real susceptibility (with neither gain nor 
losses), but also for arbitrary complex-valued scattering 
functions 𝜒re(𝑥, 𝑦). The procedure turns out to be more 
flexible than the spatial KK transform, while also allowing 
to form objects with topologically complex shapes at 
higher dimensions as opposed to previous demonstrations 
[28,29]. Furthermore, while a recent work has studied the 
reflectionless property for deformed analytic profiles [30], 
the proposed method provides a much a more flexible way 
to create invisible profiles that are extremely complex in 
shape and that are invisible only for designated angular 
ranges and frequencies. Moreover, following an iterative 
chain of generalized Hilbert transforms, we propose the 
invisibility on demand with additional constraints, i.e. 
restricting the required modification of the complex 
refractive index within practical limits by avoiding gain 
areas. Such lossy profiles can be experimentally realized 
at optical frequencies by locally tuning the material 
absorption [31-33] or by tailoring the out-of-plane 
radiation losses [34]. 
 
FIG. 3. (color online) Invisibility on demand performance.  FDTD 
simulations for the "S" shaped object (given in Fig. 2(a)), probed by a 
monochromatic (0=1.1m) point source at different angular positions, 
from left to right: 208°, 180° and 32° (with respect to a vertical axis, in 
clockwise direction), when: invisibility is (a),(b),(c) not-activated and (d-
i) activated with the same invisibility function as in Fig. 2(c) (for (d-f)) 
and Fig. 2(g) (for (g-i)) after 14 iterations. The scatterer is outlined by 
white solid lines. The white dashed lines show the angular range of 
invisibility on demand. For a full angular analysis, see Supplementary 
Movie 1. Angle-wavelength scattering spectra obtained with a plane 
wave source, for (j) invisibility not-activated and (k) activated. (l) 
Relative scattering (ratio between scattering spectra for inactivated and 
activated invisibility) in angle-wavelength domain. 
While being feasible in optics, gain materials may result 
inconvenient, and they remain very challenging for other kind of 
waves, for instance in acoustics. The procedure is theoretically 
presented and supported by FDTD numerical simulations of 
arbitrary-shaped objects.  
We present here the basic idea of invisibility on demand, leaving 
the different aspects of the concept in the appendix: analytically 
solvable invisibility functions; also special cases leading to broad 
angle invisibility cloaking, and other more complex cases.  The 
proposed scheme primarily discussed in optics, in principle is 
working in other fields of wave dynamics. 
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APPENDIX A: ANALYTICAL KERNELS 
 
Some invisibility functions, or different shapes of the invisibility 
area, allow obtaining analytical expressions for the kernels of the 
generalized Hilbert transform. Here we list some of them.  
The kernel of an elliptical (rectangular) invisibility area, centered 
around the wavevector of the probe wave is expressed in Bessel 
(Sinc) functions: 
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These cases are presented in Fig. 4(a-c) and (d-f).  
The invisibility area in form of a ring corresponding to all 
possible scattered wavevectors of fixed frequency, is of a special 
interest, since it allows full invisibility with respect to an incident 
monochromatic plane wave, in a given direction. The difference 
of two Disc functions with different radii 𝑘0(1 + 𝑤) and 
𝑘0(1 − 𝑤), results in a ring with a width, 2𝑤𝑘0: 
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As it is represented in Fig. 4(g-i). 
Another interesting case is the "solar eclipse" shaped invisibility 
area given by the difference of two Disc functions with different 
radii touching at the origin 𝐤 = 0, in k-space. This case allows 
covering all possible scattered wavevectors, keeping the incident 
monochromatic plane wave unaffected, obtaining the 
unidirectional cloaking effect. The width of the invisible area 
changes with the scattering angle, and becomes maximum at 
normal reflection. The analytical expression of this invisibility 
areas and corresponding kernel are: 
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Note that these last two cases, Figs. 4(g-i) and (j-l), lead to 
kernels which are weaker in amplitude, but more delocalized in 
space.  
 
 
 
FIG. 4. Invisibility areas in Fourier space and corresponding kernels. Invisibility 
areas with: (a) elliptical shape (first column), (d) rectangular shape (second column) 
both with widths wx=0.5𝑘0 and wy=1.0𝑘0 ⎯where 𝑘0 is the input wavenumber of 
light⎯ [which corresponds to 30º]; (g) complete circle shape (third column) and 
(j) "solar eclipse" shaped (fourth column) for these last two w=0.10. 
Corresponding associated kernels of the generalized Hilbert transform, 
(b),(e),(h),(k) real parts and (c),(f),(i),(l) imaginary parts. 
 
APPENDIX B: ANALYTICAL CALCULATION OF 
INVISIBILITY ON DEMAND AND ITERATIVE 
PROCEDURE 
This provides the calculation of the invisibility on demand 
procedure for a simple 1D or 2D Gaussian object (with either 
real or/and imaginary parts of the susceptibility) with a Gaussian 
invisibility function. In this case the analytical expressions are 
derived, which allow estimating the parameters of the system. In 
particular, it provides an estimation on the strength of the 
required modification of the potential to obtain invisibility on 
demand.  
First, we consider a 1D Gaussian object of width 𝑥0:  
𝑎(𝑥) = 𝑎0exp(− 𝑥
2 𝑥0
2⁄ )       (A5)                                        
with corresponding spectrum (Fourier transform),  
𝑎(𝑘) =
1
√2π
∫ 𝑎(𝑥)exp(−i𝑘𝑥)d𝑥 =
𝑥0𝑎0
√2
exp(− 𝑘2𝑥0
2 4⁄ )   
(S6) 
and we consider a Gaussian invisibility function:  
𝜃(𝑘) = exp(− (𝑘 + 2𝑘0)
2 𝑘inv
2⁄ )                (A7) 
with halfwidth 𝑘inv; being 𝑘0 = 𝜔 𝑐⁄  the wavevector of the 
object illumination (the invisibility function must be centered at 
around −2𝑘0 in order to prevent scattering from wavevector 𝑘0 
to −𝑘0).  
The kernel of the generalized Hilbert transform is:  
𝜃(𝑥) =
1
√2π
∫ 𝜃(𝑘)exp(i𝑘𝑥)d𝑥 =
√2
𝑥inv
exp(−2i𝑘0𝑥 −
𝑥2 𝑥inv
2⁄ ).                  (A8) 
Here 𝑥inv
2 = 4 𝑘inv
2⁄ . 
According to the procedure described in the main article, the 
modification of the object is the corresponding convolution of 
the object susceptibility profile with the invisibility function. The 
calculation of such convolution in k-space results in:  
𝑎1(𝑥) = 𝑎(𝑥) −
1
√2π
∫ 𝑎(𝑘)𝜃(𝑘)exp(i𝑘𝑥)d𝑘                                   
(A9) 
Inserting the Gaussian functions, and after some algebra, it 
follows that: 
𝑎1(𝑥) = 𝑎(𝑥) −
𝑎0𝑥0
𝑥1
exp (−i𝑘𝑐,1𝑥 −
𝑥2
𝑥1
2 −
𝑥0
2𝑥inv
2 𝑘0
2
𝑥1
2 )            
(A10) 
The modification of the object results to be again a Gaussian 
function, centered at:  
𝑘𝑐,1 =
−2𝑘0𝑥inv
2
𝑥1
2                                     (A11) 
in wavenumber domain, its width and amplitude being:  
𝑥1
2 = 𝑥0
2 + 𝑥inv
2 ;            
𝑎0𝑥0
𝑥1
𝑒𝑥𝑝 (−
𝑥0
2𝑥inv
2 𝑘0
2
𝑥1
2 )               (A12) 
Note that the modification of the object is a Gaussian function 
contains the oscillatory multiplier: exp(−i𝑘𝑐,1𝑥). This 
indicates that the invisibility on demand introduces a modulation 
on the real and imaginary parts of susceptibility.  
The relative norm of the correction (with respect to the norm of 
the initial object) is: 
exp (−
𝑥0
2𝑥inv
2 𝑘0
2
𝑥1
2 )                            (A13) 
which exponentially decreases with the decreasing area of 
invisibility in k-space.  
The derived expression is valid for either an object with a 
Gaussian shape entailing only losses (being 𝑎0 a real number) as 
well as for a Gaussian index profile (being 𝑎0 imaginary), or for 
both simultaneously, i.e. for a complex index Gaussian profile.  
In the limit of small invisibility area in k-space, 𝑥inv
2 ≫ 𝑥0
2, 
therefore assuming 𝑥1
2 ≈ 𝑥inv
2 , the normalized correction 
function is:  
∆𝑎(𝑥)
𝑎0
≈
𝑥0
𝑥inv
𝑒𝑥𝑝 (−2i𝑘0𝑥 −
𝑥2
𝑥inv
2 − 𝑥0
2𝑘0
2)                  (A14) 
i.e. it is weak in amplitude, but broad in space; also, the 
modulation is centered at wavenumber  −𝑘𝑐,1 ≈ −2i𝑘0. In the 
opposite limit, of a broad invisibility area in k-space, 𝑥inv
2 ≪ 𝑥0
2, 
and  𝑥1
2 ≈ 𝑥0
2, leads to the correction function:  
∆𝑎(𝑥)
𝑎0
≈ exp (−i𝑘𝑐𝑥 −
𝑥2
𝑥0
2 − 𝑥inv
2 𝑘0
2)                  (A15a) 
𝑘𝑐,1 =
−2𝑘0𝑥inv
2
𝑥0
2                              (A15b) 
which is strong in amplitude (on the same order as the object 
itself), but narrow in space (nearly of the same width as the 
object); the modulation is centered at wavenumber  −𝑘𝑐,1 ≈ 0. 
However, in all cases the amplitude of the correction term is 
always smaller than the amplitude as the object itself.  
As the correction of the scattering object (𝑎0 is real-valued) 
contains gain and loss (due to oscillatory factor 𝑒𝑥𝑝(−i𝑘𝑐,1𝑥) 
in (S10), perhaps the simplest way to regularize the object (to 
remove the gain areas from a modified object in (S10) is to add 
the corresponding loss profile: 
𝑎1(𝑥) = 𝑎(𝑥) −
𝑎0𝑥0
𝑥1
exp (−i𝑘𝑐𝑥 −
𝑥2
𝑥1
2 −
𝑥0
2𝑥inv
2 𝑘0
2
𝑥1
2 ) +
i
𝑎0𝑥0
𝑥1
exp (−
𝑥2
𝑥1
2 −
𝑥0
2𝑥inv
2 𝑘0
2
𝑥1
2 )     (A16) 
Such added loss profile will result in a weak scattering into 
invisibility domain (will spoil the invisibility achieved by (S10). 
This, however, can be removed again by using the same 
generalized Hilbert transform acting on (S16) rendering the 
object invisible again, by the next correction order:  
∆𝑎1(𝑥) = −
𝑎0𝑥0
2
𝑥1𝑥2
exp (−i𝑘𝑐,2𝑥 −
𝑥2
𝑥2
2 −
𝑥0
2𝑥inv
2 𝑘0
2
𝑥2
2 )           
(A17) 
with the parameters (half-width, and center wavenumber): 
𝑥2
2 = 𝑥0
2 + 2𝑥inv
2 ;                𝑘𝑐,2 =
−2𝑘0𝑥inv
2
𝑥2
2            (A18) 
The procedure can be repeated, leading to a converging series. 
The convergence is assured since for each 𝑥𝑛
2 = 𝑥0
2 + 𝑛𝑥inv
2  ; 
𝑥𝑛
2 > 𝑥0
2, and 𝑒𝑥𝑝(− 𝑥0
2𝑥inv
2 𝑘0
2 𝑥2
2⁄ )<1. This proves that the 
invisibility on demand can always be obtained without gain for 
a Gaussian-shaped object, with a Gaussian invisibility function. 
This also hints how to construct and invisible on demand object 
without gain for arbitrary shaped object, and with an arbitrary 
invisibility function, however it does not provide a rigid proof.  
The 1D Gaussian case can be directly extended to 2D, for elliptic 
areas of invisibility:  
𝑎(𝑥, 𝑦) = 𝑎0exp(− 𝑥
2 𝑥0
2⁄ − 𝑦2 𝑦0
2⁄ )                 (A19) 
𝜃(𝑘𝑥. 𝑘𝑦) = exp(− (𝑘𝑥 + 2𝑘0)
2 𝑘𝑥,inv
2⁄ − 𝑘𝑦
2 𝑘𝑦,inv
2⁄ )   
(A20) 
Inserting the Gaussian functions, and after some algebra, it 
follows that: 
𝑎1(𝑥, 𝑦) = 𝑎(𝑥, 𝑦) −
𝑎0𝑥0𝑦0
𝑥1𝑦1
𝑒𝑥𝑝 (−i𝑘𝑐,1𝑥 −
𝑥2
𝑥1
2 −
𝑦2
𝑦1
2 −
𝑥0
2𝑥inv
2 𝑘0
2
𝑥1
2 )                         (A21) 
The procedure of regularization of (S21) is analogous to that in 
1D case.  
 
APPENDIX C: SOLAR ECLIPSE INVISIBILITY AREA 
 Next, we show how higher-order scattered waves may be 
efficiently suppressed by carefully designing the kernel, as for 
instance for the "solar eclipse" shaped invisibility region. To 
illustrate this, it is sufficient to inspect the nth term in the 
scattering series: 
𝑒s
(𝑛)
(𝑘) =
−𝑘0
2𝐺(𝑘)
2π
∫ 𝑎(𝑘 − 𝑘′)?̃?s
(𝑛−1)(𝑘′)d𝑘′ 
                                (A22) 
where 𝑒s
(𝑛)
 is the nth-order scattered electric field, k0 is the free 
space wavevector, 𝐺(𝑘) = (𝑘0
2 − 𝑘2)−1 is the Fourier 
spectrum of retarded Green function, 𝑎(𝑘) and ?̃?s(𝑘) 
are the 
Fourier transforms of the complex potential and the scattered 
field, respectively. It can be directly seen from this equation that 
when 𝑒s
(1)
 (first-order Born approximation) is completely 
suppressed, then every successive order will be also zero, 
regardless of the value of other terms. Another way to 
understand this is to think that the eclipse actually eliminates all 
primary scattered propagating waves with respect to a particular 
plane wave of incidence. The secondary scattering, which is the 
dominating part of the second Born approximation then 
disappear as well, since the primarily scattered propagating 
waves are absent. 
To illustrate this full invisibility, we employ the same "S" shaped 
object as in the above analyses and modify its complex 
susceptibility with a "solar eclipse" shaped kernel given in Fig. 
2(g) (in the main article).  
 
 
FIG. 5. Numerical results for the case of a "solar eclipse" shaped kernel with high 
refractive index contrasts. (a-i), FDTD simulations of waves coming from point 
sources at different positions towards the scatterer with an initial refractive index of 
(a,d,g) 2.0, (b,e,h) 3.0 and (c,f,i) 4.0. The upper row corresponds to the cases where 
the invisibility is not activated, the middle row corresponds to invisibility activated 
cases, and the lower row corresponds to cases where the invisibility is activated but 
where the source is located outside the invisibility range. The white dashed lines 
denote the incident angle where invisibility is activated. The operational 
wavelength is equal to 1.0µm. 
 
 
Fig. 5(a-i) depicts the corresponding spatial field distributions 
under point source excitation for high initial refractive index 
contrasts of 2.0, 3.0 and 4.0. As it follows from these figures, 
scattering is almost fully suppressed in all directions and almost 
vanishes even for high index contrasts, as expected. 
 
APPENDIX D: INVISIBILITY ON DEMAND 
PROCEDURE APPLIED ON COMPLEX SHAPED 
OBJECTS 
To evidence that the proposed procedure holds also for complex 
shaped objects, we applied the invisibility on demand procedure 
for an "Einstein face" shaped object (with initial susceptibility of 
2.3, see Fig. 6), and considering a Gaussian kernel placed at (kx, 
ky)=(0, -20.0)µm-1 and a standard deviation of 7.0µm-1 in both 
the kx and ky directions. 
The FDTD simulations before and after applying the invisibility 
procedure are given in Fig. 7 at the operational wavelength of 
1.10µm. It can be inferred from the figure that within the targeted 
angle range (delimited with white dashed lines) reflections are 
significantly suppressed, as the interference patterns between the 
probe source and reflections from the object are strongly 
suppressed. 
 
FIG. 6. Invisibility on demand procedure applied on a complex shaped object. (a-
c) Complex susceptibility profiles of an "Einstein face" shaped object modified 
with a Gaussian invisibility area located at (kx, ky)=(0, -20.0)μm
-1 with a standard 
deviation of 7.0μm-1 in both the kx and ky directions. (a) The real part of the initial 
object and the (b) real and (c) imaginary parts of the modified complex 
susceptibility after 9 iterations. 
 
 
FIG. 7. Numerical results of a complex shaped scatterer. (a-f) FDTD simulations 
of waves coming from point sources at different positions. Scattering object is an 
"Einstein face" shaped object given in Fig. 6. The upper and lower rows correspond 
to cases where the invisibility is not-activated and activated, respectively. The white 
dashed lines denote the angle range where invisibility is activated. For a full angular 
analysis, see Supplementary Movie 2. 
 
 
APPENDIX E: ALL-DIELECTRIC INVISIBLE 
OBJECTS 
One interesting property of the proposed approach is that for 
symmetrically placed invisibility areas (that is to say for 
bidirectional invisibility at a specific angle and frequency range), 
the need for a gain loss modulation is completely eliminated 
(since the Fourier transform of an even function is purely real).  
 
FIG. 8. Invisibility on demand procedure applied with two symmetrically shaped 
kernels. (a-c) Complex susceptibility profiles of an "S" shaped object modified with 
two symmetrically shaped invisibility areas. (a) The real part of the initial object 
and the (b) real and (c) imaginary parts of the modified complex susceptibility. The 
invisibility areas are located at (kx, ky)=(0, ±11.4)μm
-1 with a standard deviation of 
6.0μm-1 in both the kx and ky directions. 
Figure 8 show the complex susceptibility profiles before (Fig. 
8(a)) and after (Fig. 8(b, c)) applying the invisibility procedure 
for the same "S" shaped object as in Fig. 2(a) (in the main article). 
As can be noted from this figure, the modified object is 
composed of a purely real dielectric susceptibility. Furthermore, 
Fig. 9 shows the FDTD results for such a case, where the 
suppression of the reflections for both symmetrically placed 
angle ranges (delimited with white dashed lines) can be 
observed. 
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