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ввеДение
Проблематика проектирования оптимальных социально-экономиче-
ских систем актуальна для переходных режимов, в том числе для неста-
ционарной российской экономики. Особенно это важно в условиях наб- 
людаемой динамической нестабильности внешней и внутренней среды.
Монография является результатом научного проекта «Проектирование 
оптимальных социально-экономических систем в условиях турбулентно-
сти внешней и внутренней среды», который реализуется сотрудниками 
Уральского федерального университета им. Б. Н. Ельцина при финансовой 
поддержке Российского научного фонда.
Фундаментальной научной проблемой исследования является постро-
ение оптимальных социально-экономических систем, стимулирующих 
социальное, экономическое и инновационное развитие на микро- и ма-
кроуровнях в условиях динамичной внешней и внутренней среды на ос-
нове применения передовых физико-математических методов.
Актуальность проектирования оптимальных социально-экономиче-
ских систем связана с их функционированием в нестационарных неста-
бильных средах и необходимостью формирования их параметров в посто-
янно меняющейся риск-среде, позволяющих стимулировать социальное, 
экономическое и инновационное развитие. Применение передовых ми-
ровых достижений в области физико-математического и экономического 
моделирования позволит создать нестационарные технологии оптимиза-
ции и настройки параметров систем для повышения их эффективности и 
устойчивости к изменениям внешних условий, что обусловливает теоре-
тико-методологическую актуальность решаемой проблемы.
Фундаментальной задачей исследования является разработка техноло-
гии проектирования оптимальных социально-экономических систем на 
основе авторских научных достижений в области имитационного физи-
ко-математического моделирования и новейших методик в области эконо-
мической теории и экономических систем.
Идея научной задачи исследования заключается в разработке систе-
мы динамических моделей проектирования параметров социально-эко-
номических систем образования, здравоохранения и пенсионной на ос-
нове воздействия индикаторов – характеристик систем – на показатели 
социального, экономического и инновационного развития с применением 
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методов стохастической оптимизации, имитационного математического 
моделирования, физической статистики и эконометрики. Поставленная 
фундаментальная задача обладает высокой научной новизной.
Научная новизна сформулированной задачи определяется разработкой 
динамической технологии моделирования оптимальных параметров со-
циально-экономических систем на основе новейших методик физико-ма-
тематического и эконометрического моделирования и передовых компью-
терных программ, включающих методы стохастической оптимизации, 
имитационного моделирования, физической статистики, позволяющих 
формировать оптимальные системы в условиях турбулентности внешней 
и внутренней среды и информационной неопределенности.
Введение и заключение к монографии подготовлены научным со-
трудником А. А. Шилковым; глава 1, посвященная теоретико-методо-
логические основам проектирования оптимальных социально-эконо-
мических систем, – профессором, доктором Х. Висмет, кандидатом 
физико-математических наук В. А. Ларионовой; глава 2, анализирую-
щая экономико-математический инструментарий оптимизации соци-
ально-экономических систем, – доктором физико-математических наук 
А. Ф. Шориковым; глава 3, характеризующая проектирование иннова-
ционной системы на макро- и мезоуровне, – кандидатом экономических 
наук О. С. Мариевым, доктором экономических наук И. М. Драпкиным, 
кандидатом экономических наук Е. В. Долженковой; глава 4, описываю-
щая моделирование оптимальной социально-экономической системы об-
разования в условиях динамичной внешней и внутренней среды, – док-
тором экономических наук Г. А. Агарков; глава 5, посвященная проек-
тированию оптимальной социально-экономической пенсионной системы 
в условиях турбулентности внешней и внутренней среды, – кандидатом 
экономических наук А. Н. Неппом; глава 6, анализирующая проблемы и 
перспективы развития социально-экономической системы здравоохране-
ния России в условиях меняющегося климата: теоретические основы и 
эконометрическое моделирование, – кандидатами наук В. В. Отращенко и 
О. В. Попова; глава 7, представляющая теоретические основы организа-
ции здравоохранения и общественного здоровья, оценку деятельности си-
стемы здравоохранения, методологические основы оценки эффективно-
сти здравоохранения, – кандидатом медицинских наук О. В. Куделиной.
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Глава 1
ТеореТичеСкие оСновы оПТимальной  
СоциоэкономичеСкой СиСТемы
На функционирование национальных инновационных систем эконо-
мик до сих пор оказывает влияние спрос и предложение. В частности, 
для ряда товаров существует двойной рынок. На первом цены фиксирова-
ны, существует рациональное распределение товаров и государственное 
регулирование. На втором рынке гибкость цен определяется рыночным 
механизмом, регулирующим спрос и предложение. Система здравоохра-
нения в России с гарантированным пакетом медицинских услуг, с одной 
стороны, и частными платежами – с другой, является ярким примером. 
В целом в настоящее время во многих странах преобладают смешан-
ные экономики, представляя собой экономику, в которой «социальные 
ценности и социальные взаимоотношения значимы и превосходят эконо-
мические ценности и взаимоотношения» [1, р. 1f].
Фактически Eatwell et al. [2] ссылаются на термин «социальная эконо-
мика» как «использование экономики при изучении общества». Это под-
разумевает поведенческое взаимодействие индивидуумов и групп через 
«социальный капитал», то есть возникающие социальные сети и нормы 
взаимодействия и доверия [3]; взаимодействие между человеческой дея-
тельностью и окружающей средой: природной, городами и метрополия-
ми, например, и экономикой в целом. Это включает взаимодействие и эко-
номических агентов с «общественной» средой в результате создавшихся 
условий, таких как экономические законы, политика и регулирование, 
вводимые правительством с целью достижения определенных социаль-
ных и экономических целей.
Следовательно, исследование проблем доверия в финансовом секторе 
необходимо рассматривать через социально-экономическую систему, а 
также влияние человеческого фактора на окружающую среду и ее загряз-
нение. «Умный город» как часть городского планирования представляет 
собой сравнительно новую область в социальной экономике, включая 
управление окружающей средой, инновациями и, конечно, социальными 
системами безопасности, такими как пенсионные фонды и система здра-
воохранения.
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Таким образом, в последние десятилетия «общественная» окружаю-
щая среда приобретает все возрастающую значимость и будет продол-
жать увеличивать эту значимость, принимая во внимание постоянно уве-
личивающиеся области общественного интереса. 
Термины «социоэкономика» и «социоэкономическая система» тес-
но взаимосвязаны и почти идентичны «социальной экономике» Davis и 
Dolfsma, связывают это с ассоциациями, обеспечивающими социальную 
экономику относительно социоэкономики [1]. В то время как Ассоциа-
ция социальной экономики (АSE) подчеркивает роль социальных ценно-
стей и социальных взаимоотношений в экономике, ориентированных на 
институционализм и энваэроментализм среди прочих; общество по раз-
витию социальной экономики (SASE) представляет собой, в частности, 
междисциплинарную организацию, включающую психологию и социо-
логию [1, p. 4].   
Очевидно, все эти системы касаются или включают области, нахо-
дящиеся за пределами рыночной системы. Таким образом, пробелы в 
рыночном механизме заполняются другими планами и регулированием. 
Это требует теоретического обоснования. Более того, название раздела 
соотносится с «оптимальными» социоэкономическими системами, таким 
образом, постулируя четкость определения «оптимальность». В экономи-
ческой теории ссылаются на понятие оптимальности Pareto. Однако при-
менение этого понятия в конкретном контексте, вне рыночной системы 
при совершенной конкуренции, потребует «практических» подходов, ко-
торые вероятны при особых условиях в конкретных социоэкономических 
системах.   
В разделе предпринята попытка охарактеризовать несколько приме-
ров «оптимальных» социоэкономических систем, включая тщательное 
рассмотрение понятия «оптимальность». Примеры включают аспекты 
системы здравоохранения, инновационного менеджмента и особенности 
«умных городов». 
Хотя большинство публикаций в области социоэкономических си-
стем ссылаются на эмпирические исследования, подход данного раздела 
фокусируется на некоторых теоретических аспектах, необходимых при 
выполнении исследования в достаточно больших областях социоэконо-
мических систем. Не все, что, например, в контексте «умных городов» 
технически выполнимо, является автоматически экономически значимым 
и обоснованным. Подобное верно и в отношении создания социальных 
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систем безопасности. Проблемы, касающиеся «оптимального» гаран-
тированного пакета для системы здравоохранения или «оптимального» 
уровня пенсий с учетом частных отчислений, требуют тщательной про-
работки. Таким образом, данная глава направлена на сокращение пробела 
между необходимостью теоретического обоснования для социально-эко-
номических систем, с одной стороны, и важности данных систем  в прак-
тическом отношении – с другой.  
В следующем разделе обсуждаются особенности социоэкономиче-
ских систем с учетом классификации природы и степени государственно-
го вмешательства. Данная классификация применима только к системам, 
которые поддержаны государственной политикой. Следовательно, акцен-
тируется понятие оптимальности и той роли, которую она играет в раз-
личных контекстах социоэкономичексих систем. Тщательно исследуются 
примеры социоэкономических систем, кейсы; основная часть раздела по-
священа оптимальности, рассматриваемой в различных исследованиях. В 
конце главы приводятся некоторые выводы.
§1. Структурные особенности и классификация 
социоэкономических систем 
Одной из основных проблем, связанных с социальной экономикой в 
целом и социоэкономическими системами в частности, является функци-
онирование смешанных экономик: работает ли рыночных механизм в этих 
системах? Очевидно, другими словами можно задать вопрос относитель-
но распределительного рыночного механизма в рамках соответствующих 
социальных проблем. Или является ли внедрение социальных аспектов 
в рыночную экономику более продуктивным, чем внедрение рыночной 
системы в социальную экономику? Таким образом, социальный контекст 
добавляется к рыночному [4], в то время как в ином случае рыночная си-
стема внедряется в социальную экономику.
При рассмотрении социоэкономической системы возможны оба под-
хода. Системы социальной безопасности, например, внедряемые государ-
ством, соотносятся с рыночной системой: рынки должны адаптироваться 
к условиям, связанным с пенсионными фондами и системой здравоохра-
нения, рыночная система встраивается в социальную экономику, связан-
ную с социальной безопасностью, а также с городским планированием и 
другими областями. 
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С другой стороны, смешанные экономики с двойными рынками, как 
описано выше, представляют примеры для второго случая: социальные 
параметры интегрируются в рыночную экономику, влияя на ее функцио-
нирование. Васильев и Висмет, рассматривая смешанные экономики как ге-
нерализации рыночной экономики, анализируют этот случай в формальном 
контексте Arrow-Debreu экономики [5]. Существование и эффективность 
равновесия исследуется с учетом параметров двойного рынка, естествен-
ным образом влияющего на равновесное распределение и его свойства.
Подобный подход существует и в инновационном менеджменте, на-
пример. В этом случае рамочные условия, направленные на ускорение 
инновационной активности, влияют на рыночную систему.
Эти точки зрения и примеры показывают, что социоэкономические 
системы различны, в частности, соответственно релевантности и влия-
ния социальных проблем. Следовательно, важным вопросом является, до 
какой степени и как эти структурные свойства влияют на функционирова-
ние рыночного механизма.
Это вопрос имеет как нормативное, так и позитивное значение: по-
зитивное в плане того, что экономисты хотят описать и объяснить про-
блемы, связанные с социоэкономической системой, которые, возможно, 
ограничивают рыночный механизм. В нормативном аспекте экономисты 
стремятся дать совет, как модифицировать структуру и параметры соци-
ально-экономической системы с целью улучшения распределения рыноч-
ного механизма, учитывая цели социоэкономической системы.
классификация социоэкономических систем
Так как социоэкономические системы, очевидно, относятся к социаль-
ным системам и обществу в целом, то в большинстве этих систем опре-
деленную роль играет государство и правительство. Кроме того, социаль-
ный капитал в форме доверия государству или важным институтам, таким 
как банки, является ключевым при поддержке процветающего общества. 
Более того, с помощью регулирования государство достигает определен-
ных целей, например, более чистой окружающей среды через политику 
по охране окружающей среды.
Следовательно, природа и степень влияния общественного сектора на 
различные социоэкономические системы помогает классифицировать эти 
системы.
§1. Проектирование оптимальных социоэкономических систем
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обзор развития социоэкономических систем
Существуют важные социоэкономические системы, в которых госу-
дарство видит развитие. Эти системы включают уровень доверия, в част-
ности доверие государству, демократии, банковской системе, интеграции 
мигрантов в общество. 
Индикаторы измерения доверия обеспечиваются, например, степенью 
участия в выборах, ставками межбанковских кредитов и принятием интегра-
ции мигрантов населением. Государство обычно воздерживается от чрезмер-
ного вмешательства в подобные системы. Однако оно указывает или ссыла-
ется на необходимость нормативного регулирования, например, миграции.
Эмпирические исследования в данном контексте обычно ссылаются на 
важность доверия и надежности к определенным институтам. Проблема 
оптимальности не выходит за рамки простого утверждения о слишком низ-
ком уровне доверия, например. По этой причине эти системы, хотя и имею-
щие важное значение для общества, здесь не рассматриваются.  
непосредственное влияние определенных 
социоэкономических систем
Контекст городского планирования, или, точнее, контекст «умных го-
родов», представляет собой пример иного уровня влияния государства, 
обычно в тесной взаимосвязи с частным сектором, который, в свою оче-
редь, поставляет необходимое техническое оборудование.
В этих случаях государство определяет составляющие «умных горо-
дов» с учетом финансовых возможностей города. Это часто единственная 
прямая связь с экономикой данной социоэкономической системой. Такие 
проблемы, как оптимальность, обычно не играют большой роли при рас-
смотрении. Конечно, это не исключает возможности создания рабочих 
мест или совершенствования важных социальных процессов.
Обсуждение конкретного признака «умного города» в параграфе 3 дан-
ной главы показывает, однако, что эти экономические аспекты не должны 
игнорироваться. При обсуждении использования приемлемых условий в 
следующих подразделах экономический потенциал существующей сети 
учреждений города будет выделен особо. Таким образом, «умный город» 
может также создать «умное использование» его существующей инфра-
структуры.
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развитие социоэкономических систем в зависимости от 
окружающих условий
Для того чтобы достичь определенной цели, например снижения за-
грязнения окружающей среды или содействия инновационной активно-
сти, государство может создать определенные условия с целью соответ-
ствующего управления поведением экономических агентов.
Однако для того чтобы обратиться к большому количеству агентов, клас-
сической командно-контролирующей политики будет недостаточно, так 
как политически и финансово невозможно отследить и проконтролировать 
экономическое поведение большого количества домохозяйств и производи-
телей. По этой причине должны быть использованы окружающие условия, 
которые направляют индивидуальных агентов к желаемому решению. 
Решающая разница подобных окружающих условий по сравнению с ко-
мандно-контролирующей политикой состоит в более либеральном подходе 
к окружающим условиям: регулирование позволяет индивидуальным аген-
там адаптировать соответствующее поведение, не прилагая усилий. 
Типичным примером является немецкий Акт о возобновляемых энер-
гетических источниках [6]. Согласно акту любому лицу, частному домо-
хозяйству или компании, производящей электроэнергию из возобновляе-
мых источников и подающих ее в систему открытых сетей, предлагается 
фиксированная компенсация за кВт/час потребляемой электроэнергии.  
Окружающие условия, связанные с данным актом, были настолько 
успешны в терминах доли участников, что недавно было изменено регу-
лирование с целью снижения их привлекательности и введения ограни-
чения на новые установки, которые также значительно повысили импорт 
фотоэлектрических модулей из Китая, например.
В данное время концепция Расширенной ответственности произво-
дителя (EPR) применяется в довольно небольшом количестве контекстов 
[7–9]. Так как производители также зависят от клиентов, потребители 
тоже должны быть интегрированы в политику, касающуюся окружающей 
среды. Однако для того чтобы обратиться к большому количеству потре-
бителей, должны быть задействованы окружающие условия. В этой связи 
существует интересный пример так называемой Интегрированной поли-
тики по окружающей среде [10].
Еще один пример таких стимулирующих окружающих условий мож-
но найти в системах инновационного управления. В связи с глобальным 
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экономическим и финансовым кризисом, высокоразвитые индустриаль-
ные страны поняли, что новые конкурентные окружающие среды в зна-
чительно степени влияют на их экономические системы. И это не только 
демографическое развитие, которое привлекает значительное внимание.
Климатические изменения и высокие колебания мировых рыночных 
цен на сырую нефть, например, требуют других подходов. Инновацион-
ные технологии и услуги, продолжающие развиваться через бесконечный 
поток инноваций, считаются необходимыми и способными обеспечить 
адекватные ответы на эти глобальные вызовы [11].
Инновационные товары появляются в результате доступности знаний, 
соответствующей научной деятельности и трансфера исследований в ин-
новации, которые находят свои локальные и глобальные рынки. Важными 
проблемами остаются адекватные окружающие условия, стимулирующие 
высокие технологии или улучшающие поставку инноваций. В этом состо-
ит роль инновационного менеджмента как социоэкономической ситемы.
Напомним, необходимо обращаться к большому количеству потенци-
альных «изобретателей» и заботиться о стартапах через соответствующие 
окружающие условия. Именно это и происходит во многих странах в кон-
тексте «политики продвижения предложений» с целью стимулирования 
инновационной деятельности [12–16].
Однако в этом случае необходимо принимать во внимание роль спроса 
на инновации: не бывает инноваций без адекватного спроса. Таким обра-
зом, политика, ориентированная на предложение, взаимодействует со спро-
сом, обеспечивая ко-эволюцию спроса и предложения. Эти предположения 
способствуют интересному анализу соответствующей социоэкономиче-
ской системы «Инновации» или инновационного менеджмента [17–18].
Для этого класса социоэкономических систем важно рассмотрение оп-
тимальности, в частности политики окружающей среды. Однако трудно 
определить оптимальные ценности, как это было четко видно на примере 
Акта возобновляемых источников в Германии, о котором шла речь выше.
Социоэкономические системы, находящиеся под непосредственным 
контролем государства
Социоэкономические системы, принадлежащие к этому классу, вклю-
чают системы социальной безопасности, в частности пенсионные фонды 
и пенсионные системы и системы здравоохранения. Государство опре-
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деляет основы этих систем, такие как доли налогов работодателей и ра-
ботников, уровень пенсионных выплат или пакет гарантированных услуг, 
предоставляемых системой здравоохранения. Эти цели необходимы для 
устойчивой социальной системы безопасности, которая сама по себе не-
обходима для поддержки доверия государству.
Оптимальность важна в этих системах, однако, принимая во внима-
ние более или менее фиксированные основные параметры этих систем 
(гарантированный пакет медицинских услуг, доля пенсионных выплат), 
оказывается, что проблемы оптимальности относятся больше к внутрен-
ней структуре этих систем. Отвечая на вызовы демографического разви-
тия, глобализации и миграционного кризиса, угрожающих долгосрочной 
стабильности этих систем, внутренняя эффективность и оптимальность 
приобретают все большую важность.
§2. концепция оптимальности для социоэкономических систем
Рассмотрев классификацию социоэкономичексих систем относитель-
но природы и степени вмешательства государства, необходимо сделать 
следующий шаг в исследовании аспектов оптимальности в них.
В экономической теории хорошо известна концепция оптимальности 
или эффективности Pareto, которая дает основу последующего обсужде-
ния. В концепции «достижимого распределения» как решения фундамен-
тальных экономических проблем, касающихся распределения, критерий 
Pareto определяет оптимальность следующим образом: «Достижимое 
распределение оптимально (Pareto) и эффективно (Pareto), если не суще-
ствует другого оптимального распределения, которое улучшает ситуа-
цию, хотя бы у одного индивида без ухудшения ситуации у другого». Пер-
вая теорема экономики благосостояния характеризует равновесие рынка 
как оптимальное распределение. Таким образом, рыночный механизм при 
условии совершенной конкуренции – это механизм распределения, соот-
ветствующий оптимальному распределению (Pareto).
Однако, как уже подчеркивалось ранее, социоэкономические системы 
находятся в какой-то степени вне рамок рыночного механизма: доверие, 
окружающая среда, здоровье и много другое, что является важным в со-
циоэкономических системах, не является «рыночным» в классическом по-
нимании. Более того, аспекты асимметричной информации, неблагопри-
ятный выбор и моральный риск представляют дополнительные пробле-
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мы для рыночной системы в различных социоэкономических системах. 
По этим причинам рыночный механизм не может привести к оптималь-
ным результатам в этих контекстах. 
Следовательно, государство вынуждено выбирать определенные кри-
тические параметры этих систем. Это касается, например, доли валовых 
расходов на исследование и разработку (GERD), доли расходов здраво-
охранения в ВВП, уровня пенсионных выплат и многого другого. Это, 
конечно, не исключает возможности того, что эти параметры иногда регу-
лируются с целью дальнейшего развития общества и экономики.
Однако за пределами этих основных параметров остается много воз-
можностей для оптимизации социоэкономических систем. Причина это-
го, следуя экономической теории, состоит в том, что эффективное распре-
деление также является экономически эффективным, так как цели рас-
пределения достигаются с минимальными издержками. Это относится и 
к подсистемам: если цели подсистемы, например системы здравоохране-
ния, могут быть достигнуты при низких издержках, не влияя на ситуацию 
во всех других сферах экономики, тогда соответствующее распределение 
не может быть оптимальным.
Это свойство дает возможность для исследования оптимальных социо- 
экономических систем, что является темой следующего раздела.
§3. Практические аспекты оптимизации социоэкономических систем
В этом разделе обсуждаются проблемы оптимальности для различных 
примеров социоэкономических систем. Например, изучение кейсов соот-
носится с конкретными системами в России и Германии. Целью является 
демонстрация того, что социоэкономические системы могут быть усовер-
шенствованы с помощью соответствующих мер, включая реструктуриза-
цию. Из-за ограниченного объема раздела не все релевантные аспекты 
данных кейсов могут быть представлены в исследовании. 
Система здравоохранения [россия]
Современная ситуация в России
Российская система здравоохранения испытывает значительные ре-
формы с начала 1990-х годов. Традиционная  советская система Семашко 
была заменена на менее централизованную и страховую систему, которая, 
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в свою очередь, дополнялась и модифицировалась несколько раз с целью 
укрепления конкуренции для улучшения качества медицинских услуг, от-
крытого равного доступа к качественному медицинскому обслуживанию, 
в частности. 
Данное регулирование основывалось на модели управляемой конку-
ренции, при которой частные страховщики получают фонды для своих 
клиентов из фондов регионального медицинского страхования (MHI) и 
используют эти ресурсы для оплаты провайдеров медицинских услуг. В 
своем отчете о российской системе здравоохранения OECD утверждает, 
что «эта конкурентная модель не работает так, как это предполагалось, 
когда система создавалась в 1990-х годах» [19]. Они также упоминают, 
что «при этих условиях, как оказалось, недостаточно пространства для 
конкуренции, улучшающей эффективность. Страховщики просто дей-
ствуют как канал для перемещения фондов из региональных фондов ме-
дицинского страхования провайдерам, добавляя издержки системе с не-
значительной выгодой» [19]. 
В результате того, что эти реформы не соответствовали ожиданиям 
[19–20], работодатель обычно выбирал страховую компанию, не оставляя 
выбора работникам, и медицинские фонды вынуждены были заключать 
контракты во всеми провайдерами; Закон об обязательном медицинском 
страховании 2011 года вступил в силу 1 января 2011 года. Согласно зако-
ну, центральное правительство стало играть ведущую роль в управлении 
развитием системы здравоохранения. Кроме того, рыночные силы долж-
ны получить больше полномочий в соответствии с этим регулированием. 
Это поощряет граждан выбирать свою страховую компанию. Более того, 
медицинские фонды могут сейчас заключать контракты с избранными 
провайдерами, однако все цены на услуги, как и ранее, регулируются на 
федеральном уровне. В частности, эти изменения означают стимулирова-
ние конкуренции за лучшее качество медицинского обслуживания.
Согласно новому соглашению об обязательном страховании, потреби-
тели имеют право выбора и изменения страховой компании, выбора врача 
или конкретного лечебного учреждения. Чтобы привлечь больше клиен-
тов, страховая компания может предложить им наилучший пакет услуг и, 
кроме того, защиту прав застрахованных.
Тем не менее, несмотря на эти серьезные попытки, все еще существует 
существенный недостаток финансовых средств, и окружающие условия 
не благоприятствуют усиленной конкуренции. Таким образом, существу-
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ет возможность оптимизации российской системы здравоохранения [21], 
что представляет предмет более серьезной дискуссии.
Что необходимо сделать?
Основная проблема российской системы здравоохранения и фактиче-
ски систем здравоохранения еще нескольких стран (cf. Subsection 5.2. – 
кейс Германии) находится в окружающих условиях, при которых нет воз-
можности адекватного использования конкуренции, что не мотивирует к 
принятию решений, ведущих к более эффективной системе.
Уровень финансовых средств, используемых в системе, зависит от ре-
шений правительства. Принимая во внимание доли ВВП, потребляемые 
системами здравоохранения, возможен недостаток финансовых средств. 
Но, подобно гарантированному пакету услуг, предоставляемому систе-
мой здравоохранения, эти основные параметры должны быть вынужден-
но приняты ввиду отсутствия альтернативных распределительных меха-
низмов. 
Таким образом, необходима реструктуризация окружающих условий. 
Как же улучшить использовать конкурентные силы?
а) Усиление роли медицинских страховых компаний. Данные ком-
пании должны быть посредниками между индивидуумами и основными 
учреждениями системы здравоохранения, врачами, поликлиниками и 
больницами. Они должны предоставлять информацию о доступном лече-
нии и заботиться о соответствующих контрактах со специализированны-
ми больницами, и, как страховые компании, они должны предлагать ле-
чение с гарантированным пакетом. Каковы же необходимые окружающие 
условия, чтобы эти фонды медицинского страхования функционировали 
оптимально как часть социоэкономической системы? 
Типичными инструментами компаний медицинского страхования в 
конкурентной среде являются страховые премии, уровни обслуживания 
и качество услуг. Так как люди разные и имеют различные потребности, 
страховые медицинские фонды могли бы предложить расширенный пакет 
услуг за более высокие премиальные. В качестве альтернативы они могли 
бы повысить качество своих услуг также за повышенные премиальные.
Однако для того чтобы избежать обслуживания только наиболее пер-
спективных клиентов, страховые компании обязаны принимать любого 
заявителя. С помощью централизованных медицинских фондов государ-
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ству необходимо заботиться о том, чтобы обходиться со страховыми ком-
паниями на равных, принимая во внимание риски для здоровья их клиен-
тов [21] по опыту Центрального медицинского фонда в Германии.
б) мотивирование индивидуумов к принятию конкурентных пре-
имуществ. Для того чтобы повысить уровень конкуренции, необходимо, 
чтобы индивидуумы могли свободно выбрать тот медицинский страховой 
фонд, который они предпочитают, или переключиться при желании на дру-
гой фонд. Иначе у этих фондов нет необходимости конкурировать за кли-
ентов, и конкуренция отсутствует. С другой стороны, как уже отмечалось, 
необходимо заставлять страховые фонды принимать любого заявителя.
в) Государство усиливает окружающие условия. Роль государства в 
этой системе сводится до уровня мониторинга за соблюдением правового 
регулирования. Более того, необходимо создать Центральный медицин-
ский фонд для компенсации страховых фондов при неблагоприятном вы-
боре с учетом их рисков. Безусловно, это требует учреждения и поддерж-
ки соответствующей информационной системы. 
Кроме того, государство может ввести обязательное членство в одном 
из медицинских страховых фондов. Теоретическое рассмотрение показы-
вает, что это требование может помочь стабилизировать систему здраво-
охранения  [22].
Конкуренция среди медицинских страховых фондов за клиентов по-
может улучшить систему здравоохранения в России. Страховые фонды 
могут оказывать давление на провайдеров медицинских услуг; необходи-
мо их согласие на большее количество и более высокое качество предла-
гаемых услуг.
Следовательно, организуя конкурентную среду среди медицинских 
страховых компаний с помощью соответствующих окружающих условий, 
можно улучшить распределение ресурсов в системе здравоохранения, од-
ной из важных социоэкономических систем в любом развитом обществе. 
инновационный менеджмент
Медицинский сектор: основные положения
Нарастающая глобализация, усиливающая конкурентное давление, 
остается движущей силой при попытках экономического продвижения на 
основе High-Tech. Проблема касается приемлемых окружающих условий, 
стимулирующих инновации. Стратегии Hi-Tech являются результатом 
доступных знаний, соответствующей исследовательской деятельности и 
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трансфера данных в инновации, которые находят свои как локальные, так 
и глобальные рынки. Какова же роль университетов и других исследо-
вательских учреждений в данном контексте? Какие институциональные 
факторы могут блокировать инновации? Это те два вопроса, которые рас-
сматриваются в данном контексте. В связи с этим в данном подразделе бу-
дут исследоваться институциональные факторы, которые наносят ущерб 
инновациям в Германии. Идея состоит в том, чтобы показать потенциал 
совершенствования современной системы.
Относительно инновационной деятельности Германия обычно занима-
ет среднее место среди ведущих индустриальных стран. Так, в 2017 году 
Германия занимала 9-е место, по данным Глобального индекса иннова- 
ций – 2017 [23]. Слабые стороны Германии указывают, что ее инноваци-
онный климат находится на уровне ниже среднего, с немного скептиче-
ским отношением к предпринимательским рискам и нормативно-право-
вым аспектам, которые иногда затрудняют внедрение инноваций вместо 
того, чтобы поддерживать соответствующие усилия. 
Немецкая система здравоохранения представляет пример такой ситуа-
ции. С точки зрения демографического развития, Германия, конечно, мог-
ла бы получать прибыль от инноваций, поддерживая стареющее общество 
с увеличивающимся преобладанием хронических болезней. Ожидаемые 
финансовые последствия для системы здравоохранения можно было бы 
снизить или даже компенсировать, создав прибыльный сектор медицин-
ских инноваций в этой области. Так как демографические проблемы пре-
обладают во многих странах, то возможность экспорта технологий может 
поддержать это ожидание.
Социальные изменения в Германии, инициированные через демографи-
ческое развитие, можно охарактеризовать следующим образом: все больше 
и больше пожилых людей остаются в сельской местности, в то время как 
молодое поколение перемещается в крупные города. Таким образом, стано-
вится все труднее гарантировать адекватное медицинское обслуживание для 
сельских районов Германии. Технологии, которые помогают трансформиро-
вать жизнь пожилых людей и которые дают, в частности, некоторую степень 
независимости, являются острой необходимостью не только в Германии.
Современная ситуация в Германии
Немецкий медицинский сектор делится на амбулаторный и стационар-
ный, как и во многих других странах. Разделение берет свое начало в не-
мецкой медицинской системе конца XIX века. Однако, оказывается, очень 
Глава 1. Теоретико-методологические основы проектирования
20
трудно преодолеть это разделение сегодня, хотя это было бы выгодно для 
большинства стейкхолдеров и стимулировало бы инновации в медицине, 
в частности для пожилых людей. Каковы же релевантные проблемы?
Предпочтение должно быть отдано телемедицине, которая, несомнен-
но, может восполнить пробел между амбулаторным и стационарным сек-
торами: врач в амбулаторном секторе, консультируя пациента с помощью 
телемедицины и решающий его госпитализировать, может продолжать 
консультировать его через телемедицину после выписки из стационара.
Телемедицина особенно релевантна при хронических заболеваниях, 
которые преобладают в стареющем обществе и требуют постоянного мо-
ниторинга. В сочетании с таким фактором, как низкое предложение меди-
цинских услуг в сельской местности, но тем не менее учитывая высокий 
спрос, телемедицина и связанные с ней инновации остро необходимы.
Однако эти новые технологии трудно внедряются в Германии. Причи-
ной является то, что выгоды от этих технологий принадлежат как обще-
ству в целом, так и отдельным индивидуумам в частности, но издержки 
остаются у медицинских учреждений, предлагающих эти услуги, в ос-
новном из-за неясных и нерешенных проблем, связанных с разделением 
медицинской системы. Следовательно, медицинские учреждения как ам-
булаторного, так и стационарного секторов в основном воздерживаются 
от принятия этих новых технологий, так как они не могут быть уверены, 
что получат компенсацию за свои издержки. 
Так как оба сектора медицинской системы имеют разные возможности 
относительно инвестиций и оплаты услуг, складывается парадоксальная 
ситуация: технологии, которые могли бы заполнить пробел между секто-
рами, не используются только потому, что существует этот пробел.
Имеются, конечно, и другие последствия. Современная ситуация не 
обеспечивает значительной инициативы для инноваций, которые могут 
повлиять как на амбулаторный, так и стационарный секторы немецкой 
медицинской системы, и, конечно, эти инновации могли бы помочь изме-
нить и существенно модернизировать здравоохранение, отвечая на вызо-
вы, связанные со старением общества, в котором многие пожилые люди 
живут вне крупных городов [24].
Что необходимо предпринять?
Структура компенсирования медицинского обслуживания должна 
быть модернизирована с целью применения технологий, которые пере-
секают границы двух секторов. И в конечном счете эта невидимая стена 
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между секторами будет разрушена. Она препятствует распространению 
инновационных технологий в медицинском секторе и, таким образом, 
препятствует инновационной активности в этом секторе, что становится 
очень важным в связи с развитием и изменениями в обществе.
Этот кейс показывает, насколько устаревшие институциональные фак-
торы могут повлиять на распределение ресурсов социоэкономической 
системы. Этот пример также показывает, что возможны трудности при 
изменении существующего институционального регулирования в даль-
нейшем. Поэтому желательно продумывать институциональные пробле-
мы, которые по естественным причинам очень важны для социоэконо-
мических систем. Государственная часть социоэкономической системы, 
в этом случае организационная структура системы здравоохранения, как 
правило, нуждается в большем количестве времени для реагирования, 
чем частный сектор, где инновационная деятельность берет свое начало.
Вышеописанный кейс является не единственным примером. Большое 
количество подобных примеров можно найти в социоэкономических си-
стемах по всему миру.  
Умные города [россия и Германия]
Концепции умных городов в институциональных терминах
Этот кейс относится к одной из характеристик умного города. Он в 
меньшей степени относится к применению и внедрению цифровых тех-
нологий для управления имуществом города, в частности для улучшения 
эффективности услуг, которые может предложить город. Этот кейс скорее 
относится к роли окружающих условий, определяющих улучшение этих 
услуг. Внимание, таким образом, сосредоточено на экономической роли, 
которую играют или могут играть научные учреждения, в зависимости от 
адекватных окружающих условий.
Научные учреждения оказывают существенное влияние на развитие 
и рост регионов. Оно состоит из экономического и социального влияния, 
начиная от предложения занятости и подготовки до обеспечения каче-
ственными трудовыми ресурсами, информацией и трансфера знаний и 
технологий, а также культурных возможностей [25]. 
Это же верно, в частности, и для университетов и больниц при уни-
верситетах с их набором различных дисциплин по различным областям 
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и привлечением дополнительных исследовательских учреждений при ин-
тенсивном взаимодействии. При рассмотрении данной ситуации возника-
ет вопрос: как максимально разумно использовать такое учреждение, как 
университет или университетская больница, в которых нуждается крупный 
город? Термин «разумно» относится, конечно, к экономическому влиянию, 
которое связано с учреждением, к эффективности социоэкономической си-
стемы городской структуры. Наилучшее использование относится к любой 
попытке повышения эффективности с учетом критерия Pareto.
некоторые предварительные методологические замечания
Прежде чем дать ответы на вопросы, необходимо классифицировать 
различные потенциальные эффекты. Прежде всего это так называемые 
эффекты спроса, показывающие ресурсы институционального потребле-
ния, так как они включают медицинский и административный персонал, 
обучают и готовят студентов-медиков, им необходимо предоставлять 
огромное количество медицинских услуг и они постоянно нуждаются в 
ремонте оборудования и зданий или инвестициях в новые.
Наиболее сложно исследовать так называемые эффекты предложе-
ния. Они, в частности, относятся к привлекательности институтов, бла-
годаря их исследовательской деятельности или качества выпускников, 
окончивших эти учреждения с академической степенью, по сравнению с 
государственными и частными исследовательскими институтами, распо-
ложенными поблизости от университетской больницы, что представляет 
эффект распространения знаний.
Данный кейс фокусируется на эффектах спроса, которые включают, од-
нако, и эффекты спроса, связанные с институтами, привлекаемыми через 
университетскую больницу. При сравнении этих эффектов в различных 
регионах и странах можно рассмотреть и окружающие условия или реле-
вантность сильных эффектов предложения. Во-вторых, необходимо иссле-
довать требуемые условия оптимального регионального влияния, приводя-
щего к существенным эффектам занятости или высокой исследовательской 
активности. Это позволило бы оптимизировать окружающие условия для 
университетской больницы и разумно использовать этот институт. 
Методология характеризуется анализом заболеваемости и определяет-
ся кейнсианским множительным анализом с целью обеспечить структуру 
для обнаружения и определения количества нескольких региональных 
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экономических эффектов и применить этот анализ к университетским 
больницам в Германии и России. Количественный анализ показывает 
важность этих институтов для регионального экономического развития. 
Разница между величиной различных множителей зависит от разницы 
релевантных окружающих условий, таким образом давая возможность 
определения последствий. 
Анализ является результатом исследования в медицинском универси-
тете Лейпцига (UML) в Германии и Сибирском государственном меди-
цинском университете (СГМУ) в Томске, Россия. Оба учреждения имеют 
долгую историю как исследовательские институты; UML более крупный 
по количеству сотрудников и студентов, однако СГМУ обслуживает бо-
лее обширную территорию, чем UML. Более того, эти регионы различны 
относительно климата, географических условий и плотности населения.
Медицинский университет Лейпцига (UML)
Модель влияния фокусируется на UML в 2009 году, включая Факуль-
тет медицины (Медицинскую школу) Лейпцигского университета и учеб-
ную больницу. Медицинский факультет Лейпцига был основан в 1415 году, 
вскоре после основания университета в 1409 году. Таким образом, универ-
ситет Лейпцига является одним из старейших университетов в Европе.
Штат сотрудников Факультета медицины и университетской боль-
ницы, насчитывающий 5 117 человек, расходы на материалы и здания, 
составляют основу расчета различных эффектов. 3 129 студентов клини-
ческой и стоматологической медицины представляют еще одно основное 
направление в данной модели. 
В Лейпциге находятся несколько исследовательских центров, благо-
даря существованию университетской больницы и получению дополни-
тельных доходов. 780 человек из этих институтов, включая два инсти-
тута Max Planck и один Fraunhofer, входят на равных в данный анализ. 
Дальнейшие косвенные эффекты являются результатом дополнительных 
доходов и аутсорсинговых институтов, которые непосредственно связаны 
с университетской больницей, таких как Кардиологический центр Лейп-
цига, основанный в 1994 году.
Более того, участники медицинских конгрессов и ярмарок также 
учитываются при подсчете эффектов. Медицинские ярмарки проходят в 
основном в Лейпциге, благодаря его репутации медицинского города с 
богатыми традициями, сформированными университетской больницей и 
различными неуниверситетскими исследовательскими центрами.
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Другие институты, обеспечивающие предложения для студентов, на-
пример, библиотеки и обслуживание, однако, не включаются в анализ, 
хотя и используются 2 129 студентами-медиками. Так как количество сту-
дентов-медиков составляет только 8,7 % от общего количества студентов, 
этот эффект не учитывается; в отличие от оценки всего университета, 
исследование фокусируется на эффектах медицинской школы и учебной 
больницы в целом.
Регионом исследования является Федеральная земля Саксония, одна 
из 16 федеральных земель Германии с населением 4,2 миллиона жителей 
и территорией около 18 тысяч квадратных километров. Все эффекты от 
занятости и доходов, анализируемые в данном исследовании рассчитаны 
для Федеральной земли Саксонии.
Сибирский государственный медицинский университет (СГМУ)
Каждый регион России имеет центральную больницу для взрослых 
(500–1000 коек) и центральную больницу для детей (300–600 коек), кото-
рые принимают для консультирования сложные случаи из региональных 
больниц и поликлиник, так как они предназначены для предоставления 
услуг всему населению региона. Там представлены все специальности и 
подспециальности, а квалификация персонала и предлагаемой помощи 
более высокие, чем на муниципальном уровне.
Кроме того, в регионах Российской Федерации также существуют меди-
цинские учреждения высшего образования. Одним из них является СГМУ 
в Томске, обслуживающий Томскую область с населением примерно 1 мил-
лион жителей и территорией почти 317 тысяч квадратных километров. 
В настоящее время СГМУ – один из лидирующих медицинских уни-
верситетов в России. Его история начинается с 1878 года, когда импера-
тор Александр II основал первый университет в азиатской части России. 
Императорский Томский университет был открыт в 1888 году с одним 
факультетом – медицинским. Интересно, что университет первоначально 
был основан как исследовательский и учебный центр.
СГМУ включает различные исследовательские центры, фокусирован-
ные на молекулярной медицине, биоинженерии, лазерных технологиях и 
др. [26]. Исследовательские центры обеспечивают применение современ-
ных методов при выполнении клинических и академических исследова-
ний и нацелены на создание интегрированной системы исследований и 
инноваций совместно с зарубежными учеными.
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Основа для расчетов различных экономических эффектов обеспечива-
ется 2 369 сотрудниками и 2 564 студентами клинической и стоматологи-
ческой медицины. Данные предоставлены на 2013 год.
Анализ
Анализ основан на специальной модели влияния, анализа заболеваемо-
сти, рассматривающего потоки расходов и их распределительное влияние, 
а также помогающего определить эффекты от непосредственного дохода, 
потребления и занятости. Модель также применима для эффектов спроса 
UKL в Германии и СГМУ в России. Институтами считаются потребители 
различных вложений. Эти вложения состоят из расходов на здания, мате-
риалы, персонал и др. за один год. Таким образом, целью анализа являет-
ся влияние этих расходов на региональную экономику. В частности, этот 
анализ фокусируется на эффектах занятости, включая непосредственных 
сотрудников (штат университетской больницы), вспомогательный штат 
(штат, оплачиваемый из сторонних фондов, штат фирм-поставщиков, а 
также штат исследовательских центров и дополнительный доход) и вы-
нужденные сотрудники, нанимаемые с учетом расходов на персонал. 
Результаты показывают, что в UML  коэффициент занятости равен 
приблизительно 2, а у СГМУ – примерно 1,5, учитывая, что каждая ставка 
полной занятости в больницах приводит к дополнительной ставке полной 
занятости в окрестностях UML и к дополнительной ставке частичной за-
нятости в СГМУ. Более глубокий анализ показывает, что UML преуспе-
вает в привлечении большего количества исследовательских институтов, 
хотя СГМУ поддерживает больше сотрудников в сфере поставок [27].
Заключение
Таким образом, анализ показывает существенную разницу относитель-
но экономических эффектов, происходящих от университетских больниц. 
Конечно, разнообразие факторов обусловливает эти различия, среди ко-
торых локальные характеристики, такие как плотность населения. Но вне 
этих фиксированных факторов существуют и другие, на которые могут 
влиять решения проводимой политики. В частности, для исследователь-
ских институтов должно быть более привлекательным сотрудничество с 
СГМУ и создание центров в регионе СГМУ. 
Это именно та точка, где концепция умных городов приобретает акту-
альность: тщательно адаптируя окружающие условия для таких институ-
тов, как университетские больницы, можно добиться «умного» использо-
вания этих институтов, повысить эффективность, включая оптимизацию 
социоэкономических систем.
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Проведенный анализ начинается с переноса и применения из эконо-
мической теории концепции оптимального распределения в практиче-
ские ситуации в контексте социоэкономических систем. Такие системы, 
как инновационный менеджмент, социальная безопасность, управление 
городской и окружающей средой и др., функционируют по крайней мере 
частично за пределами рыночного механизма, и таким образом опти-
мальность достигается вне его пределов. Однако совершенствование эф-
фективности обычно возможно через адаптацию окружающих условий, 
включая институциональные факторы.
Следовательно, необходимо тщательно рассматривать окружающие ус-
ловия, в которых действуют эти системы. Кейсы, описанные в этой главе, 
обеспечивают рассмотрение этих проблем и демонстрируют потенциал для 
улучшения без необходимости вложения большого количества денег.
Однако, указывая на некоторые институциональные барьеры, которые 
сложно преодолеть, анализ также показывает, что необходимо создавать 
оптимальные окружающие условия для новых социоэкономических си-
стем прямо сейчас. Причина, как показывает опыт, в том, что изменение 
данной институциональной структуры является возможным, но трудо-
емким процессом. Таким образом, существует некоторая взаимозависи-
мость в решениях по созданию социоэкономических систем.
§4. Сценарный прогноз динамики развития 
социально-экономических систем в условиях 
неопределенности внешней среды
Управление социально-экономическими системами сопряжено со зна-
чительными трудностями, связанными как со сложностью самих систем, 
характеризующихся большой совокупностью элементов, взаимосвязей 
между ними и внешней средой, нелинейностью протекающих в них про-
цессов и неточностью количественных параметров, так и высокой сте-
пенью неопределенности результатов управляющих воздействий на них. 
Одной из важнейших стратегических задач, стоящих перед государством 
на настоящем этапе, является повышение эффективности управленче-
ских решений при регулировании социально-экономических процессов в 
условиях динамично меняющейся внешней среды.
Выбор стратегии развития социально-экономической системы должен 
базироваться на системном научном прогнозировании поведения систе-
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мы в будущем с учетом ретроспективной информации, существующих 
закономерностей ее динамики, эндогенных и экзогенных связей и воз-
можных альтернативных путей развития. Сценарное прогнозирование яв-
ляется одним из наиболее эффективных инструментов для исследования 
поведения сложных слабоструктурированных систем в условиях неопре-
деленности. 
Цель сценарного прогнозирования – в описании возможных вариантов 
развития системы при различных изменениях внешней среды с указанием 
вероятности их реализации. Как правило, разрабатываются несколько аль-
тернативных вариантов развития событий – сценариев. Главный вопрос, 
на который дает ответ метод сценарного прогнозирования, – это каково 
будет состояние системы в будущем, если сложится та или иная ситуация 
в настоящем. Сценарий как гипотетический конструкт, построенный на 
основе причинно-следственных связей и закономерностей, не является 
подробным описанием будущего, он выявляет возможные тенденции и 
тренды развития сложных систем и их элементов в зависимости от изме-
нений факторов внешней среды и управляющих воздействий на систему.
Впервые метод сценариев был развит для разработки стратегии воен-
ного планирования в 1950-х гг. Позже, в 1970-х гг., известная мировая 
компания Shell с успехом применила этот метод для формирования сце-
нарных прогнозов для энергетического рынка. В этой связи нельзя не упо-
мянуть Пьера Уэка и Тэда Ньюлэнда, которые заложили концептуальные 
основы метода и показали его эффективность при принятии решений в 
условиях динамично меняющейся экономической и политической ситуа-
ции в мире [28]. В 1972 г. вышла книга, посвященная использованию ме-
тода сценарного прогнозирования для моделирования экспоненциально-
го экономического и демографического роста в условиях ограниченности 
ресурсов [29]. В течение последующих десятилетий сценарный подход 
доказал свою состоятельность в различных областях исследований, таких 
как стратегическое планирование в корпоративных структурах [30-33], 
формирование стратегии регионального развития [34; 35] и территори-
ального планирования [36; 37], прогнозирование климатических изме-
нений [38], развитие глобальных рынков, таких как энергетический [39], 
продуктовый [40], фармакологический [41] и др., а также прогнозирова-
ние социально-экономических систем [42-46]. 
В основе метода сценарного прогнозирования лежит предположение, 
что будущее сложной системы зависит от многих факторов, которые опре-
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деляют состояние системы на исследуемом временном горизонте. Сцена-
рий показывает, как будет меняться состояние системы на протяжении 
периода прогнозирования под воздействием внешних условий, которые 
также меняются с течением времени. В этом смысле сценарий представ-
ляет собой ментальную карту с множеством ветвей, каждая из которых 
отражает альтернативные пути развития сложной системы. 
Совокупность всех возможных вариантов развития системы состав-
ляет пространство сценариев, которое графически часто изображается 
в виде набора воронок, вершины которых лежат в одной точке, характе-
ризующей состояние системы в настоящем, а основания воронок в виде 
окружностей символизируют возможные состояния системы в будущем.
В отличие от обычных прогнозов, в сценарном прогнозировании прора-
батываются все возможные варианты развития системы с учетом рисков и 
условий перехода системы в новые состояния. Из всего спектра сценариев 
выделяют те, которые приводят к наиболее оптимальному состоянию си-
стемы в будущем (рис. 2.1). Для исследователя важно не только будущее 
состояние системы, но и путь трансформации системы в это состояние. В 
этой связи большое значение имеют ключевые факторы внешней среды, 
которые играют решающую роль на том или ином этапе преобразования 
системы. Все изменения внешней среды в процессе развития системы так-
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3 
 
 
 
 
 
 
 
 
 
Рис. 2.1. Графическое представление пространства сценариев развития сложной 
системы  
 
Таким образом, сценарное прогнозирование является мощным инструментом, ко-
торый позволяет не только сконструировать будущее, но и выстроить целесообразные 
и эффективные стратегии достижения целей, что является необходимым компонентом 
систем поддержки принятия управленческих решений  в условиях неопределенности 
внешней среды и ограниченности ресурсов. Степень доверия к результатам сценарно-
го прогнозирования зависит от принципов, на основе которых создается прогноз раз-
вития системы, от обоснованности выдвинутых при построении сценариев предполо-
жений и полноты учета внешних факторов и особенностей системы, в том числе внут-
ренних взаимосвязей элементов системы и закономерностей развития, а также  мето-
дов, используемых для прогнозирования состояния системы на разных этапах про-
гнозного периода.  
Одним из основополагающих принципов сценарного прогнозирования является 
принцип системности, который позволяет рассматривать элементы системы в их вза-
имосвязи и структурном отношении. С одной стороны, система представляет собой 
совокупность нескольких подсистем, относительно самостоятельных и развивающих-
ся по своим законам; а с другой – каждый элемент системы в своем развитии оказыва-
ет влияние на остальные элементы и на результат развития системы в целом. Второй 
принцип – принцип вариантности (альтернативности), который заключается в воз-
можности построения качественно различных вариантов развития системы и ее от-
дельных элементов, что позволяет создать пространство сценариев развития системы. 
При этом каждый из сценариев должен быть научно обоснован в соответствии с объ-
ективными законами развития экономики и общества на основе предшествующего 
опыта и с использованием научных методов познания. Реалистичность сценариев вы-
текает из принципа соответствия прогнозов устойчивым тенденциям развития систе-
t 
О 
Рис. 2.1. Графическое представление пространства 
сценариев развития сложной системы 
Таким образом, сценарное прогнозирование является мощным ин-
струментом, который позволяет не только сконструировать будущее, но 
§4. Сценарный прогноз динамики развития социально-экономических систем 
29
и выстроить целесообразные и эффективные стратегии достижения це-
лей, что является необходимым компонентом систем поддержки принятия 
управленческих решений в условиях неопределенности внешней среды и 
ограниченности ресурсов. Степень доверия к результатам сценарного про-
гнозирования зависит от принципов, на основе которых создается прогноз 
развития системы, от обоснованности выдвинутых при построении сцена-
риев предположений и полноты учета внешних факторов и особенностей 
системы, в том числе внутренних взаимосвязей элементов системы и зако-
номерностей развития, а также методов, используемых для прогнозирова-
ния состояния системы на разных этапах прогнозного периода. 
Одним из основополагающих принципов сценарного прогнозирова-
ния является принцип системности, который позволяет рассматривать 
элементы системы в их взаимосвязи и структурном отношении. С одной 
стороны, система представляет собой совокупность нескольких подсистем, 
относительно самостоятельных и развивающихся по своим законам; а с 
другой – каждый элемент системы в своем развитии оказывает влияние 
на остальные элементы и на результат развития системы в целом. Второй 
принцип – принцип вариантности (альтернативности), который заключает-
ся в возможности построения качественно различных вариантов развития 
системы и ее отдельных элементов, что позволяет создать пространство 
сценариев развития системы. При этом каждый из сценариев должен быть 
научно обоснован в соответствии с объективными законами развития эко-
номики и общества на основе предшествующего опыта и с использованием 
научных методов познания. Реалистичность сценариев вытекает из прин-
ципа соответствия прогнозов устойчивым тенденциям развития системы 
и закономерностям реальных процессов, а ранжирование альтернативных 
вариантов развития системы базируется на принципе целенаправленности 
исследования, согласно которому прогнозирование осуществляется с четко 
определенной целью, обусловленной потребностями общества.
В арсенале методов, используемых для сценарного прогнозирования 
сложных систем, имеются как интуитивные, так и формализованные ме-
тоды исследования. Интуитивные методы носят, как правило, эвристиче-
ский характер и основываются на предположениях субъекта исследова-
ния о наиболее вероятных сценариях развития системы. Предположения 
строятся на ретроспективном анализе изменений системы и знании субъ-
екта о взаимозависимости элементов системы и их причинно-следствен-
ных связях с внешней средой. В таком прогнозе немаловажную роль игра-
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ет интуиция субъекта, его предыдущий опыт и способность к системному 
анализу. Результат исследования в виде сценариев развития системы яв-
ляется обоснованным, но все же субъективным взглядом лица, формиру-
ющего прогноз системы на будущее. 
Так, метод экспертных оценок как один из наиболее распространен-
ных интуитивных методов предполагает проведение индивидуального 
или коллективного опроса экспертов в определенной области знаний и 
разработку сценарных прогнозов развития сложной системы на основе 
суждений отдельных экспертов или обобщенного результата коллектив-
ной экспертной оценки. Для повышения адекватности и точности про-
гнозов особое внимание уделяется отбору экспертов, независимости их 
мнений, процедуре проведения опроса, также методам обработки резуль-
татов опроса. 
Основным критерием отбора экспертов является степень их компе-
тентности в исследуемой проблеме, подкрепленная не только формаль-
ными показателями профессиональных заслуг (ученая степень, ученое 
звание, профессиональный опыт, количество публикаций и др.), но и при-
знанием его вклада в научные исследования в виде показателей цитиру-
емости опубликованных им трудов в международных базах цитирования 
и др. Дополнительно учитываются широта общего кругозора, глубина и 
актуальность научных разработок эксперта, признание его практического 
опыта и индивидуальных качеств. Отбор экспертов может проводиться 
на основе самооценки или взаимной оценки, что, с одной стороны, повы-
шает вес важных неформальных критериев, но с другой – вносит субъ-
ективный фактор в процедуру отбора. Важное значение имеет однород-
ность выборки экспертов, то есть равенство возможностей экспертов по 
генерации научно обоснованного, подкрепленного практическим опытом 
и интуицией собственного мнения относительно объекта исследования.
Среди способов проведения опросов можно выделить несколько наи-
более простых и часто используемых: для индивидуальных опросов – ан-
кетирование, интервьюирование, аналитический метод с предоставлением 
экспертами докладных записок; для коллективной работы экспертов – ме-
тод «мозгового штурма», метод «комиссий». Особое место в этом ряду 
занимает метод делфи, который состоит в проведении нескольких туров 
анонимных опросов среди группы экспертов с предоставлением им перед 
каждым следующим туром обобщенного результата предыдущего анкет-
ного опроса. Количество туров определяется требуемой точностью про-
гноза или глубиной проработки сценария.
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Индивидуальное экспертное мнение, как правило, представляет собой 
набор числовых, балльных, интервальных и вербальных величин, которые 
подвергаются унификации с целью приведения их к единой форме, пригод-
ной для обработки. В качестве унифицированных данных выступают ма-
трицы парных сравнений, вектора абсолютных численных значений, век-
тора относительных рейтингов, вектора идентификаторов. В зависимости 
от типов шкал применяются различные методы анализа данных, целью ко-
торого является определение степени согласованности мнений экспертов, 
выявление подгрупп высокосогласованных суждений и получение обоб-
щенной экспертной оценки относительно объекта исследования. 
Статистические методы обработки данных используются в предполо-
жении, что отклонения экспертных оценок от истинного значения пара-
метра системы подчиняются случайному распределению, что позволяет 
применять весь инструментарий статистического анализа для расчета 
оцениваемых параметров с минимальной погрешностью. В случае ин-
тервальных форматов данных и допущения об отклонении усредненной 
экспертной оценки от истинного значения параметра применяют алге-
браические методы, позволяющие определить такое значение параметра, 
которое равноудалено от индивидуальных оценок и представляет собой 
наиболее согласованную с экспертным мнением оценку в рамках имею-
щейся выборки. 
Если экспертные мнения по какому-либо параметру системы являются 
отражением многомерной субъективной оценки, применяется метод шка-
лирования. Для проведения шкалирования сначала на основе логических 
рассуждений выявляются критерии, определяющие различия мнений экс-
пертов. Затем экспертные мнения по каждому критерию выстраиваются от 
негативного до позитивного, определяется цена деления соответствующей 
шкалы, на которой каждому экспертному мнению присваивается свое зна-
чение. После этого проводится анализ согласованности мнений экспертов 
по каждому критерию и определяется оценка самого параметра как наибо-
лее согласованная экспертная оценка по совокупности критериев. 
В случае невозможности применения формальных методов получения 
обобщенной экспертной оценки применяют эвристические алгоритмы 
решения задачи, которые не дают гарантированно точного результата, но 
позволяют на основе неформального структурного анализа и существую-
щих правил вывести согласованное экспертное мнение.
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Надежность результатов сценарного прогнозирования, полученного 
методом экспертных оценок, определяется многими факторами, в част-
ности однородностью выборки экспертов, их компетентностью и неза-
висимостью, качеством составления анкеты экспертов и соблюдением 
технологии проведения опроса (интервью), степенью согласованности 
индивидуальных оценок экспертов, а также адекватностью методов, при-
меняемых для обработки результатов опроса и построения обобщенно-
го экспертного мнения. Следует заметить, что метод экспертных оценок 
является одним из немногих инструментов прогнозирования динамики 
сложных слабоструктурированных систем в условиях неопределенности 
внешней среды, особенно если речь идет о долгосрочных прогнозах.
К формализованным методам сценарного прогнозирования сложных си-
стем относятся методы исторических и математических аналогий и методы 
математического моделирования, которые основаны на построении строгой 
математической модели исследуемой системы с учетом ее эндогенных и эк-
зогенных связей и закономерностей развития. В отличие от интуитивных ме-
тодов формализованные более объективны, так как влияние субъективного 
фактора нивелируется за счет применения математической логики и описания 
исследуемого объекта с помощью взаимосвязанных математических уравне-
ний и формально-логических выражений, выражающих причинно-следствен-
ные связи между элементами сложной системы и внешним окружением. 
Метод аналогий предполагает наличие физического или историческо-
го аналога, близкого по характеристикам и динамике развития к объек-
ту прогнозирования, для которого существует математическое описание 
закономерностей развития. В основе метода лежит предположение, что 
исследуемая система, наследуя признаки объекта-аналога, с большой 
степенью вероятности будет развиваться по тем же законам, если не из-
менятся внешние факторы, определяющие их. Этот метод применяется 
в сочетании с методами экспертных оценок и дает надежные результаты 
только в случае устойчивых связей внутри объекта и стабильной внеш-
ней ситуации. Для рассматриваемых в настоящем исследовании сложных 
социально-экономических систем, таких как система образования, здра-
воохранение, пенсионная система, ни то, ни другое допущение принять 
нельзя, что обусловливает применение более гибких и точных методов 
математического моделирования, позволяющих учесть сложные взаимо- 
связи структурных элементов системы и описать математически влияние 
факторов внешней среды на процессы развития.
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Суть методов математического моделирования сводится к замеще-
нию исследуемого объекта упрощенным представлением о нем в виде 
математической модели, в которой на языке символов, аналитических 
выражений и уравнений описаны ключевые характеристики объекта и 
причинно-следственные связи между составляющими его элементами и 
окружением, что позволяет воспроизвести состояние сложного объекта 
и динамику его развития. Исходя из специфики объекта исследования и 
целей прогнозирования, различают следующие математические модели: 
− детерминированные, в которых однозначно определены все факто-
ры, оказывающие влияние на развитие системы; 
− стохастические, которые учитывают некоторую неопределенность в 
определении факторов, чьи значения подчиняются вероятностному рас-
пределению; 
− вероятностно-статистические модели, направленные на исследова-
ние социально-экономических процессов на макро- и микроуровнях на 
основе набора исходных статистических данных; 
− модели макроэкономического равновесия, позволяющие определить 
баланс между имеющимися ресурсами и их потреблением, обеспечиваю-
щий равновесное состояние системы в заданный момент времени (стати-
ческие модели) или в динамике (динамические модели); 
− модели, основанные на интеллектуальных технологиях, такие как 
нейронные сети, представляющие собой совокупность многослойных 
нейронных сетей, получающих информацию извне, перерабатывающих 
ее и генерирующих на выходе результат; 
− имитационные модели, которые учитывают как характеристики са-
мой системы, так и формализованные и неформализованные связи эле-
ментов системы между собой и с внешними факторами;
и ряд других, отличающихся либо степенью детализации, либо типом 
переменных, либо учетом фактора времени. 
Для описания моделей и прогнозирования динамики сложных систем 
используют следующие группы математических методов: численные, 
аналитические, вероятностно-статистические и имитационные методы, 
среди которых наибольшее распространение получили эконометрические 
методы, методы статистического моделирования (Монте-Карло), матема-
тическая статистика и теория игр.
Общий алгоритм математического моделирования состоит из семи по-
следовательных этапов:
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1. Формулировка цели исследования, постановка задач математиче-
ского моделирования.
2. Сбор информации об объекте исследования: структура, характери-
стики, эндогенных и экзогенных связи.
3. Разработка концептуальной модели, выбор уровня детализации.
4. Разработка математической модели: определение ее типа, формули-
ровка допущений, конкретизация входных и выходных параметров, фор-
мализация причинно-следственных связей.
5. Выбор методов решения, разработка алгоритмов, определение огра-
ничений модели.
6. Программная реализация модели, проведение расчетов, определе-
ние погрешности.
7. Интерпретация результатов моделирования, сопоставление с объек-
том оригиналом, проверка адекватности модели и ее корректировка.
Рассмотрим особенности выбора модели для сценарного прогноза 
социально-экономических систем. Как было показано выше, целью сце-
нарного прогнозирования социально-экономической системы является 
построение «веера» возможных сценариев развития системы при различ-
ных вариантах развития внешнего окружения, управляющих воздействий 
на компоненты системы и на всю систему в целом. Задачами сценарного 
прогнозирования являются определение наиболее предпочтительной тра-
ектории развития системы, позволяющей достичь высоких показателей 
системы в условиях ограниченности ресурсов и нестабильности внешней 
среды, а также оценка вероятности реализации данного сценария. 
Как объект математического моделирования социально-экономиче-
ская система, как правило, представляет собой сложную слабострукту-
рированную систему с большим количеством факторов, влияющих на 
состояние системы, и множеством формализованных и не поддающихся 
формализации причинно-следственных связей. Система является стоха-
стической, поскольку подвержена влиянию риска и неопределенности 
со стороны внешнего окружения и внутренних дисбалансов. При этом 
существуют механизмы саморегуляции системы как на макро-, так и на 
мезоуровне, проявляющиеся в регулирующем воздействии на систему со 
стороны федерального и регионального законодательства. Кроме того, со-
циально-экономическая система, являясь целостной совокупностью со-
циальных и экономических институтов, по своей сути ориентирована на 
повышение качества жизни населения, что должно найти отражение при 
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построении математической модели и определении целевых показателей 
развития системы. Таким образом, в соответствии с обозначенными целя-
ми прогнозирования и особенностями рассматриваемых систем целесо-
образно использовать динамические стохастические или имитационные 
модели для исследования динамики социально-экономических системы в 
условиях риска и неопределенности внешней среды.
Для построения математической модели сложной системы с множе-
ством элементов часто используют метод знаковых графов, позволяю-
щий формализовать причинно-следственные связи между элементами 
системы. Граф представляет собой абстрактный математический объект, 
в вершинах которых находятся элементы системы, а связи обозначены ре-
брами. Использование аппарата графов облегчает процесс формального 
описания системы, делает наглядной ее структуру и существенно упро-
щает расчеты. Наряду с описанием самой системы требуется формали-
зовать влияние внешних факторов на систему и разработать формальное 
описание внешнего окружения.
Формирование прогнозных сценариев развития социально-экономи-
ческой системы начинается с описания исходного состояния системы, 
которое однозначно определено на начало прогноза. Сопоставление по-
строенной модели с реальным объектом исследования позволяет верифи-
цировать модель и задать начальные значения параметров. Существуют 
несколько подходов разработки сценариев развития сложных систем. 
Первый подход предполагает построение нескольких альтернатив – пес-
симистического, оптимистического и нормативного сценариев развития 
системы. Такой подход применяется при наличии единой стратегии раз-
вития социально-экономической системы и необходимости определения 
позитивных и негативных тенденций развития, а также ключевых фак-
торов, приводящих к экстремальным сценариям. Вероятность реализа-
ции экстремальных сценариев крайне мала, более вероятными являются 
сценарии, сочетающие в себе как позитивные, так и негативные тренды. 
Нормативный вариант сценарного прогноза конструируется исходя из за-
данного целевого состояния системы в будущем на основе наиболее веро-
ятной комбинаций факторов, приводящих систему к обозначенной стра-
тегической цели с учетом возможных изменений внешней среды. 
Второй подход к формированию сценариев рассматривает различные 
стратегии развития социально-экономической системы исходя из несколь-
ких приоритетных направлений деятельности и потребления ресурсов. 
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Базовый сценарий подразумевает сохранение существующей стратегии и 
неизменность трендов развития системы. Альтернативные сценарии вы-
страиваются согласно разным стратегиям развития системы, что приводит 
к необходимости учета разных ключевых факторов внешней среды, разных 
ресурсных ограничений и разных рисков. В этом подходе пошагово прора-
батываются все альтернативы, оценивается их вероятность и выбирается 
наиболее оптимальный с точки зрения соотношения прогнозируемых ре-
зультатов и затраченных ресурсов сценарий развития. На заключительном 
этапе сценарного прогнозирования социально-экономических систем ана-
лизируются помехи и последствия реализации выбранного сценария разви-
тия, вырабатываются мероприятия для поддержания позитивных тенден-
ций и при необходимости осуществляется корректировка прогнозов. 
Таким образом, метод сценарного прогнозирования позволяет прове-
сти системное исследование сложных слабоструктурированных социаль-
но-экономических систем и выявить наиболее эффективные стратегии их 
развития с учетом изменений внешней среды. Преимуществами метода 
являются его комплексный подход к рассмотрению социально-экономиче-
ской системы как сложной кибернетической системы во всех ее внутрен-
них взаимосвязях и зависимостях от внешнего окружения и построению 
активных прогнозов, позволяющих выявить потенциал развития системы 
и определить эффективные пути воздействия на систему для реализации 
наиболее перспективных стратегий развития.
§5. Теоретические основы имитационного моделирования 
оптимальных социально-экономических систем в условиях 
неопределенности внешней среды
Имитационное моделирование как частный случай математического 
моделирования является одним из наиболее эффективных инструментов 
анализа динамики развития таких социально-экономических объектов, 
которые обладают высокой степенью структурной и функциональной 
сложности, характеризующихся формализованными и неформализован-
ными связями, неопределенностью прогнозного фона и отклика на внеш-
нее воздействие. Начиная с 60-х гг. XX столетия оно получило широкое 
распространение благодаря стремительному развитию информационных 
технологий, экспериментальному подходу к управлению социально-эко-
номическими и производственными системами, а также практической 
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значимости как инструмента для принятия управленческих решений. 
Теория имитационного моделирования представляет собой совокупность 
методических подходов и положений, интуитивных и формализованных 
методов, математических инструментов и программных средств для соз-
дания и изучения моделей сложных систем.
Термин «имитация» означает воспроизведение реальных свойств объ-
ектов, явлений или процессов на основе абстрактной или физической 
модели. Имитация позволяет постичь суть явлений, объяснить процессы, 
происходящие с объектом-оригиналом, спрогнозировать будущее состоя-
ние объекта, не прибегая к эксперименту над реальными объектами. 
В имитационном моделировании используются абстрактные модели, 
описываемые на языке логико-математических отношений, которые вы-
ражают причинно-следственные связи характеристик объекта и внешних 
факторов, а в случае сложных систем – и взаимосвязи элементов систе-
мы между собой. На математическом языке имитационная модель пред-
ставляет собой функциональную зависимость G характеристик системы 
U = {u
1
, u2…uk} от ее внутренних и внешних параметров V = {v1, v2…vm}:
U = G(V).                                               (2.1)
Целью имитационного моделирования в общем случае является на-
хождение такой функции G, которая позволяет не только описать с за-
данной точностью состояние системы U при заданных параметрах V, 
но и последовательно спрогнозировать будущее состояние системы при 
изменении ее параметров во времени. Функциональная зависимость G 
может быть выражена в различных формах: с помощью набора анали-
тических выражений, дифференциальных уравнений, знаковых графов, 
карт состояний, сетей и др. На основе корректно построенной модели 
можно решать и обратную задачу, определяя такие значения параметров 
системы, которые обеспечивают переход системы в заданное состояние 
с оптимальными характеристиками. Такие задачи решаются с помощью 
методов оптимизации.
Общий алгоритм построения математической модели был описан 
в §4. Остановимся на некоторых важных моментах построения имита-
ционной модели сложных социально-экономических систем в условиях 
неопределенности внешней среды. Особенностью социально-экономи-
ческих систем на современном этапе является их комплексность, взаи-
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мосвязь с другими системами, нестабильность и подверженность влия-
нию множества факторов как на локальном, так и общемировом уровне. 
В связи с этим задача воспроизведения всей совокупности характеристик 
таких систем при имитационном моделировании становится практически 
неразрешимой и существенно осложняет расчеты. Поэтому при постро-
ении модели важно ограничиться только теми существенными характе-
ристиками объекта-оригинала, которые в достаточной степени определя-
ют сходство модели и объекта в контексте поставленных в исследовании 
задач. В этом аспекте критерием достаточности выбора состава воспро-
изводимых характеристик системы является оптимальное соотношение 
между относительной погрешностью расчетов и их трудоемкостью. Как 
правило, для имитации свойств объекта-оригинала создается несколько 
имитационных моделей, которые сравниваются между собой по этому 
критерию и выбирается наилучшая.
Этот же вопрос возникает при отборе внутренних и внешних параме-
тров системы: какие из них необходимо учитывать при построении мо-
дели. Здесь критерием достаточности выступает степень влияния этих 
параметров на воспроизводимые характеристики. Качество модели опре-
деляется исходя из полноты и достаточности учета различных параме-
тров системы для описания изменений ее характеристик при вариации 
параметров с заданной степенью точности. Кроме состава параметров, 
необходимо указать диапазоны их изменений, которые, в свою очередь, 
будут определять область определения имитационной модели. Чем шире 
область определения модели и выше число характеристик системы, тем 
функциональнее модель, однако при большом количестве характеристик 
и параметров затраты на реализацию модели могут быть слишком велики. 
Точность определения характеристик системы при различных значе-
ниях параметров определяет адекватность модели, но, как правило, чем 
шире область определения модели, тем ниже ее адекватность. Сложность 
модели зависит не только от сложности воспроизводимой системы, но и 
от общего количества характеристик и параметров, входящих в модель, 
а также от требуемой степени точности нахождения значений воспроиз-
водимых характеристик системы. Если размерность модели велика, то ее 
преобразовывают в иерархическую модульную структуру, каждый мо-
дуль которой описывают отдельно, задавая связь входных параметров и 
выходных характеристик модуля. 
Управление сложной системой моделируется с помощью модулей си-
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стемы, которые выдают управляющие воздействия. В ходе создания кон-
цептуальной модели эти управляющие воздействия описываются в виде 
алгоритмов управления, согласно которым изменяются другие модули си-
стемы и процессы, протекающих в них. Управляющие воздействия могут 
запускать сразу несколько процессов внутри системы.
Внешняя среда задается также в виде модулей системы, генерирую-
щих внешние воздействия, которые вызывают возмущения системы и 
переводят систему в другое состояние на основе определенных правил. 
В результате внешних воздействий возникает последовательная смена 
состояний сложной системы, причем изменения могут затрагивать одно-
временно несколько модулей системы, в которых будут происходить па-
раллельные процессы. 
На основе сбора исходных данных о реальной системе определяют 
начальные значения параметров системы. Параметры могут быть как де-
терминированными, так и стохастическими. Для детерминированных па-
раметров в качестве начальных значений выбирают конкретные значения 
параметров реальной системы, а в случае стохастических параметров на-
чальным значениям присваиваются их средние величины, либо параметр 
задается как случайная величина с определенным распределением. Закон 
распределения определяется эмпирическим путем на основе построения 
частотной гистограммы, сопоставления ее с известными теоретическими 
законами распределения и выбора такого закона распределения, который 
наилучшим образом описывает опытные данные, что проверяется с помо-
щью критериев согласия Пирсона.
На следующем шаге определяют входные параметры и выходные ха-
рактеристики для всех модулей системы и функциональную связь между 
ними. Если зависимость между входными и выходными переменными 
не явная, то для выявления ее вида прибегают к корреляционно-регрес-
сионному или дисперсионному анализам, в ходе которых выдвигают 
предположение относительно вида аппроксимирующей функции и на 
основе ретроспективных данных рассчитывают ее коэффициенты мето-
дом наименьших квадратов. Статистическая значимость коэффициентов 
множественной регрессии подтверждается на основе t-статистики. Если 
отсутствуют статистические данные о функционировании системы в пре-
дыдущих периодах (например, речь идет о новой системе), функциональ-
ная зависимость задается исследователем исходя из экспертных мнений 
относительно прогнозных значений параметров и выходных характери-
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стик модуля системы. Для дискретных параметров указываются их значе-
ния, а для стохастических – диапазоны изменений.
Таким образом, в результате концептуального описания модели возни-
кает формализованное описание алгоритмов функционирования модулей 
системы, а также определенность в отношении их входных параметров 
и выходных характеристик. При воздействии управляющих факторов на 
систему алгоритмы запускаются параллельно или последовательно, при 
этом выходные характеристики одного модуля могут служить входными 
параметрами другого. Последовательный запуск алгоритмов может быть 
вызван, например, ограниченностью ресурсов. Вся совокупность разра-
ботанных алгоритмов с заданными начальными значениями и диапазона-
ми изменений входных параметров представляет собой формализованное 
описание динамики развития сложной системы при различных изменени-
ях внешней среды и управляющих воздействиях на систему.
Исходя из особенностей процессов, протекающих в сложных системах 
при управляющих воздействиях, различают несколько классов сложных 
систем, для которых разработаны свои специфические математические 
схемы и инструменты моделирования. Так, в сложных системах с про-
граммным типом управления все процессы запускаются параллельно и 
используют одни и те же ресурсы системы. Алгоритм функционирования 
такой системы состоит из совокупности алгоритмов всех ее модулей с за-
данными начальными значениями, ограничениями на активные ресурсы 
и выходными характеристиками. 
Для систем со структурным типом управления состояние системы U в 
момент времени t характеризуется совокупностью изменяемых выходных 
характеристик всех модулей системы u(t). Алгоритм функционирования 
данной системы описывает последовательную смену состояний системы 
в N-мерном пространстве состояний, где N-количество выходных харак-
теристик модулей системы. Динамика развития системы характеризуется 
траекторией, соединяющей точки соответствующих состояний системы. 
В стохастических системах (сетях) с дискретным множеством состоя-
ний переход системы из одного состояния в другое происходит непрерыв-
но во времени. В любой момент времени можно определить состояние 
системы по идентификационному признаку, отличающему одно состоя-
ние системы от другого. Алгоритм функционирования такой системы раз-
работан для описания систем массового обслуживания, в которых иден-
тификационным признаком является количество заявок на обслуживание. 
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В отсутствии случайных внешних факторов алгоритм может быть пред-
ставлен в виде дифференциальных уравнений, определяющих изменение 
состояния системы (количества заявок) через функции перехода и выхода. 
Если в стохастической сети определены состояния системы в дискрет-
ные моменты времени, то такие системы называются автоматами. Авто-
маты меняют свое состояние под воздействием входных сигналов через 
определенные промежутки времени (такты). При этом новое состояние 
автомата зависит как от входного воздействия на систему, так и от его 
предыдущего состояния. 
В том случае, если переход системы из одного состояния в другое задает-
ся непрерывной функцией времени, стохастическая система представляет 
собой стохастическую сеть с непрерывным множеством состояний. Пере-
ход системы в новое состояние определяется распределением вероятностей 
на множестве состояний, а выходной сигнал – распределением вероятности 
выходов. Для анализа функционирования вероятностных автоматов разра-
ботан специальный математический аппарат – Марковские цепи.
Вышеприведенная классификация сложных систем не является исчер-
пывающей. Она нужна для уточнения целей имитационного моделирова-
ния, типа разрабатываемой модели и выбора методов, применяемых для 
имитации различных классов сложных систем. Методы моделирования 
выбираются исходя из вида параметров и управляющих воздействий, 
а также из способа задания времени в модели. Если время течет с прира-
щением на постоянный временной интервал ∆t, то в результате имитаци-
онного моделирования определяются новые состояния модулей системы 
и их выходные характеристики в моменты t
0 
+ ∆t · k, где k = 1, 2, 3... Вто-
рой способ задания времени заключается в привязке к моментам насту-
пления особых состояний системы, например к возникновению внешнего 
воздействия, к моменту отклика и смены состояния системы и др. В этом 
случае анализируются возможные будущие события и особые состояния 
системы на всем протяжении прогнозного периода и фиксируется ряд tk, 
по которым течет модельное время.
Для реализации имитационной модели используются различные про-
граммные средства на основе языков моделирования, позволяющих ре-
шать широкий круг задач для различных классов имитационных моделей. 
Языки моделирования по своей структуре являются проблемно- (проце-
дурно-) ориентированными алгоритмическими языками высокого уровня 
и предназначены для описания поведения сложных систем во времени 
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на основе событийного алгоритма. В отличие от языков программирования 
общего назначения они используют терминологию абстрактной концепту-
ализации и позволяют автоматизировать операции с заданием модельно-
го времени, выполнение псевдопараллельных алгоритмов, процессы ге-
нерации случайных событий, сбора и обработки статистических данных. 
В настоящее время используются несколько языков моделирования для 
программной реализации дискретных (GPSS, SIMULA, SIMSCRIPT), не-
прерывных (MIMIC, АРТОН) и комбинированных (GASP, НЕДИС, УМС) 
моделей. Кроме того, существуют готовые программные пакеты, позволя-
ющие с помощью встроенных стандартных инструментов и графических 
интерфейсов задавать параметры модели, проводить эксперименты и вы-
давать отчеты различных форматов (GPSS World, Extend, Arena, Simulink). 
Проверка адекватности построенной модели осуществляется на осно-
ве сравнения полученных в ходе проведения эксперимента результатов 
с характеристиками реальной системы. Для детерминированных систем 
мерой адекватности может служить отклонение определенных характери-
стик модели от свойств оригинальной системы. Модель считается адек-
ватной системе, если отклонение не превышает предельно допустимую 
величину. В случае стохастических систем задается минимально допу-
стимая вероятность того, что отклонение характеристики модели от ори-
гинала лежит в пределах допустимой ошибки. 
Однако прямое сравнение характеристик модели с объектом-оригина-
лом может быть затруднено в связи с отсутствием данных о будущих харак-
теристиках исследуемой системы или в связи с невозможностью задания 
точных критериев адекватности модели. В этом случае прибегают к экс-
пертному анализу результатов имитационного моделирования, в ходе ко-
торого выявляется рассогласованность модели и системы, осуществляется 
поиск причин несоответствия характеристик модели и исследуемой систе-
мы, определяются модули, где допущены ошибки в формализации входных 
параметров и алгоритмов, проверяется корректность измерения выходных 
характеристик и их чувствительность к изменению входных параметров. 
Далее проводится корректировка модели, которая подразумевает вне-
сение изменений как на глобальном уровне, если выявлены существен-
ные ошибки на этапе создания концептуальной модели и формализа-
ции процессов функционирования системы, так и на локальном уровне, 
когда требуется внесение изменений в отдельные модули системы. Для 
дальнейшей эксплуатации созданной модели важным моментом являет-
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ся определение области ее пригодности, то есть условий применимости 
данной модели для осуществления прогноза развития социально-эконо-
мической системы. Ограничения вводятся как на диапазоны изменений 
входных параметров модели, включая параметры внешних управляющих 
воздействий, так и на ее выходные характеристики. 
В рамках обозначенной области пригодности разработанная имита-
ционная модель социально-экономической системы позволяет проводить 
компьютерный эксперимент по определению выходных характеристик 
системы при различных значениях внутренних и внешних параметров. 
Целью эксперимента является выявление таких сочетаний параметров си-
стемы, при которых достигается максимальное значение критерия эффек-
тивности или оптимальности функционирования системы. Эти критерии 
задаются исходя из специфики системы и требуемых значений выходных 
характеристик системы. Эксперимент проводится по заданному соглас-
но научной гипотезе плану и предполагает системное изучение влияния 
различных параметров системы на ее выходные характеристики при раз-
личных внешних условиях. Результатом эксперимента является модели-
рование наиболее предпочитаемого состояния социально-экономической 
системы и условий перехода в это состояние под воздействием управляю-
щих параметров с учетом неопределенности внешней среды.
Поиск оптимальных структуры и параметров социально-экономиче-
ских систем основывается на методах оптимизации по Парето и форму-
лируется как определение такой совокупности экономических механизмов 
воздействий на систему (а) и соответствующих им внешних управляющих 
параметров (х), при которых многомерная целевая функция результативно-
сти воздействий на систему – W(а) достигала бы максимального значения:
max {W(а): а Є∏}, а ЄА,
где ∏ – множество решений, оптимальных по Парето [47-48].
Целевая многомерная функция результативности управляющих воз-
действий – W(а) имеет вид:
                                         n
W(x) = ∑li wi (x), i = (1, n),
                                       i=1
где li – коэффициенты важности стратегических целей w1, w2, w3 …wn.
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Множество стратегических целей государственной политики в об-
ласти управления различными социально-экономическими системами 
определяется исходя из приоритетов концепции долгосрочного соци-
ально-экономического развития Российской Федерации. Таким образом, 
принимаемые параметры внешних управляющих воздействий на систему 
должны удовлетворять следующему условию:
M* = max W(a) = max W(x), a ЄA, x ЄX.
 
Кроме того, экономические механизмы государственного управле-
ния должны быть взаимоувязаны исходя из обеспечения максимального 
значения критерия эффективности системы в целом.Учет последствий 
управляющих воздействий на систему должен состоять в согласовании 
интересов всех сторон. При этом правовые, экономические и администра-
тивные ограничения формируют комбинации внешних управляющих па-
раметров в рамках конкретных экономических механизмов.
Пусть:
di – вектор экономического поведения основных акторов процессов, 
протекающих в рамках социально-экономической системы (di ЄD);
сi – вектор экономического поведения органов управления субъекта 
Федерации (сi ЄС);
bi – вектор экономического поведения местных органов самоуправле-
ния (bi ЄB);
gi – вектор экономического поведения потребителей (gi ЄG).
Тогда, задаваясь комбинацией внешних параметров k, мы можем 
определить полный набор вероятных последствий управляющих воздей-
ствий на систему:
x = f (k, di,… dn, ci,… cn, bi,… bn, gi,… gn).
Обозначим через S, U, V, Z функции предпочтения различных участ-
ников экономических процессов, протекающих в системе. При этом ка-
ждая сторона стремится максимизировать свою функцию предпочтения 
последствий.
Механизм оптимизации системы и согласования предпочтений ее 
участников включает в себя определение равновесия интересов и ответ-
ственности всех сторон. При этом в широком плане оптимальный вариант 
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должен соответствовать наивысшему значению общей функции полезно-
сти всех сторон:
max Q(a) = max Q(x) = max F (S(x), U(x), V(x), Z(x)).
В случае противоречивости интересов задача поиска экономического 
равновесия решается с помощью механизма группового выбора Гроувса, 
предполагающего возможность компенсации ущерба той или иной сторо-
не от неблагоприятных последствий принятых решений. Тогда оптималь-
ный вариант будет соответствовать параметрам инструмента, характери-
зующегося максимизацией всех функций предпочтения:
max {[S(x), U(x), V(x), Z(x)]: x Є X},
max {[S(a), U(a), V(a), Z(a)]: a Є A}.
Предлагаемый метод позволяет на основе согласования интересов и 
ответственности всех сторон находить эффективные инструменты госу-
дарственного управления социально-экономическими и принимать наи-
более оптимальные решения.
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Глава 2
экономико-маТемаТичеСкий 
инСТрУменТарий оПТимиЗации 
Социально-экономичеСкиХ СиСТем
В данной главе представлены результаты исследований в области эко-
номико-математического моделирования и разработки инструментария 
для компьютерного моделирования решения сложных социально-эконо-
мических систем, функционирующих в условиях наличия внешних воз-
мущений и информационной неопределенности. 
Для экономико-математического моделирования таких систем предла-
гается использовать общую методологию экономико-математического 
и компьютерного моделирования многоуровневых иерархических дина-
мических систем, представленную в работах [1, 2]. На основании этой 
методологии и использования минимаксного подхода [1–15] с целью оп-
тимизации гарантированного результата при решении оптимизационных 
задач в общих классах социально-экономических систем, включающих в 
себя системы здравоохранения, образования, инновационной деятельно-
сти и др., в данной главе исследуются и решаются следующие задачи:
− разработки методологии экономико-математического и компью-
терного моделирования многоуровневых иерархических динамических 
систем, включающих в себя системы здравоохранения, образования, ин-
новационной деятельности и др., функционирующих в условиях наличия 
внешних возмущений и информационной неопределенности;
− разработки многошаговой линейной дискретной математической 
модели для описания социально-экономических систем, функционирую-
щих в условиях отсутствия внешних возмущений и решения соответству-
ющих оптимизационных задач;
− формирования алгоритма решения задачи апостериорной иденти-
фикации экономико-математических моделей динамики социально-эко-
номических систем, описываемых общим линейным векторным дискрет-
ным рекуррентным уравнением; 
− построения области достижимости (прогнозного множества) фа-
зовых состояний многошаговой линейной дискретной математической 
модели;
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− разработки алгоритма минимаксного оценивания области достижи-
мости (прогнозного множества) фазовых состояний многошаговой ли-
нейной дискретной математической модели;
− исследования и решения задачи оптимизации гарантированного 
результата управления в многоуровневых детерминированных динами-
ческих моделях социально-экономических систем, включающих в себя 
системы здравоохранения, образования, инновационной деятельности и 
др., в условиях динамичной внешней и внутренней среды.
Для перечисленных задач в данной главе на основе исследований 
[1–6, 9–26] описываются их решения, которые предложены в работах [1, 
2, 9–14, 17–26] и позволяют реализовать экономико-математическое мо-
делирование и разрабатывать эффективные алгоритмы их решения с це-
лью разработки и создания компьютерных программных систем [27–33] 
для моделирования и поддержки принятия управленческих решений в 
сложных социально-экономических системах, включающих в себя систе-
мы здравоохранения, образования, инновационной деятельности и др., 
функционирующих в условиях информационной неопределенности и ри-
сков. Математические модели таких систем представлены, например, в 
работах [34–49].  
 
 §1. Теоретико-методологические основы многоуровневого 
детерминированного динамического моделирования социально-
экономических систем в условиях информационной неопределенности
В данном разделе описывается оригинальная методология матема-
тического и компьютерного моделирования социально-экономических 
систем, включающих в себя системы здравоохранения, образования, ин-
новационной деятельности и др., которая позволяет описывать и решать 
оптимизационные задачи, соответствующие динамическим объектам, 
функционирующим в условиях наличия возмущений (рисков) и дефици-
та информации. 
Прежде чем перейти к описанию этой методологии, сформулируем 
ряд понятий. Отметим, что для приведенных ниже определений не суще-
ствует канонических (общепринятых) аналогов и они только фиксируют 
понимание их источников автором.
Под системой будем понимать совокупность элементов любой приро-
ды, объединенных в различные наборы (подсистемы), имеющие опреде-
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ленные свойства и различные связи, позволяющие отличать ее от других 
систем.   
Отметим, что из этого определения следует, что один элемент системы 
является одной из ее подсистем и система в целом обладает, присущими 
ей свойствами.
Система называется управляемой, если существует возможность изме-
нять некоторые ее элементы, с целью изменения ее свойств. 
Управляемая система называется динамической, если состояние ее 
элементов зависит от времени, в противном случае система называется 
статической.
Математической моделью конкретной задачи для рассматриваемой 
системы называется соответствующая математическая структура, позво-
ляющая сформировать в ее рамках чисто математическую задачу, решение 
которой совпадает с заданной точностью с решением исходной задачи. 
Отметим в общем случае разным задачам (процессам), связанным с 
заданной системой, соответствуют и различные математические модели.
В зависимости от точности решения исходной задачи на основе со-
ответствующей математической модели, можно говорить и о точности 
математической модели или адекватности данной задаче.
При этом для исходной системы не существует адекватной матема-
тической модели, так как она отвечает только конкретной задаче, связан-
ной с рассматриваемой системой. 
Процесс формирования математической модели конкретной задачи 
для рассматриваемой системы называется математическим моделирова-
нием задачи.
Процесс решения конкретной задачи для рассматриваемой системы на 
основе соответствующей математической модели с помощью компьюте-
ра, называется компьютерным моделированием решения данной задачи.
Отсюда следует, что эффективность реализации компьютерного моде-
лирования тесно связана с эффективностью реализации математического 
моделирования конкретной задачи для рассматриваемой системы.  
Оптимизационной задачей для математической модели управляемой 
динамической или статической системы называется задача нахождения 
наилучшего (например, максимального или минимального) значения вы-
бранного критерия качества (например, функционала или набора функ-
ционалов), оценивающего состояние элементов системы, и нахождения 
элементов системы, обеспечивающих такие значения.  
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Для решения оптимизационных задач в различных математических 
моделях управляемых динамических систем в 50-х гг. XX в. выдающимся 
американским математиком Р. Беллманом разработан метод динамическо-
го программирования, позволяющий свести решение исходной задачи к 
решению последовательности решений более простых оптимизацион-
ных задач, то есть сформировать конечную последовательность действий 
(операций) для реализации решения исходной задачи.      
Для сложных социально-экономических, технических, военных, меди-
цинских и др. динамических систем – крупных технологических процес-
сов, производственных предприятий, транспортных компаний и др., при 
решении оптимизационных задач, основной задачей является создание 
информационной системы оперативного обеспечения технико-экономи-
ческой информацией и принятия управленческих решений. Такая система 
должна, в свою очередь, иметь базы данных, позволяющие на их основе 
моделировать решение задач оценивания данных, прогнозирования изме-
нения их во времени и обеспечивать поддержку принятия оперативных, 
краткосрочных и долгосрочных решений, то есть управления рассматри-
ваемой динамической системой.
Известно, что для решения задач информационного обеспечения и 
управления в динамических системах, в которых требуется иметь коли-
чественные оценки состояния их параметров и связанных с ними про-
цессов, или прогнозировать изменения их по ходу реализации при име-
ющихся условиях и ограничениях (например, технико-экономических, 
информационных и др.), возникает необходимость в математическом 
и компьютерном моделировании. Это означает, что реальной практиче-
ской задаче в конкретной динамической системе необходимо поставить в 
соответствие некую математическую модель, то есть одну из известных 
(или модернизированных) математических структур. При этом необходи-
мо сформировать такую математическую модель, которая бы достаточно 
адекватно отражала исходную динамическую систему и рассматривае-
мую задачу (процесс), то есть если для исследования важными являются 
какие-то параметры системы и задачи (процесса), то они должны при-
сутствовать в модели, и, если имеются какие-то условия на реализацию 
задачи (процесса) в системе, то они также должны учитываться в модели. 
Причем обычно в исходной системе присутствует большое число параме-
тров, характеризующих связанные с ней задачи (процессы), и учет всех 
этих параметров приводит к сложным и громоздким моделям. Поэтому 
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для реализации математического и компьютерного моделирования таких 
систем и рассматриваемых в них задач необходимо учитывать только зна-
чимые для их исследования параметры, которые позволяют получать в 
результате моделирования и решения соответствующих задач приемле-
мые для практики результаты.
общая методология математического и компьютерного моделирования 
многоуровневых иерархических динамических систем
Вопросам математического, экономико-математического и компью-
терного моделирования посвящено множество работ, в которых отражены 
различные точки зрения на эту проблему и различные методологические 
подходы. Отметим только, что в этих работах отсутствует общая методо-
логия математического и компьютерного моделирования многоуровне-
вых иерархических динамических систем, функционирующих в условиях 
неопределенности. В тоже время именно таковыми являются все доста-
точно сложные современные технические, экономические, военные, ме-
дицинские и др. динамические системы.    
Ниже предлагается общая методология математического и компью-
терного моделирования, которая позволяет реализовать соответствую-
щую технологию формирования математических моделей для конкретных 
задач в сложных динамических системах с целью разработки моделиру-
ющего компьютерного программного обеспечения и реализации решения 
исходных задач средствами современных информационных технологий. 
Данная методология впервые предложена в работах [1, 2]. 
Введем в рассмотрение следующее основное определение.
Под общей многоуровневой иерархической динамической системой 
(объектом исследования), управляемой основным субъектом управления, 
будем понимать совокупность ее внутренних частей (подсистем), состоя-
щих из соответствующих им объектов и элементов, в которых рассматри-
ваются процессы, управляемые соответствующими субъектами управле-
ния, имеющими собственные сферы интересов в условиях иерархической 
подчиненности основному субъекту управления, функционирующую в 
конкретной среде при наличии неопределенности, которую в целом мож-
но различать среди других систем и в своем составе она имеет:
1) входные информационные устройства и средства (устройства ввода 
данных), сопряженные с ее объектами или элементами;
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2) устройства и средства для хранения данных (запоминающие устрой-
ства), сопряженные с ее объектами или элементами;   
3) устройства и средства, позволяющие реализовать математические, 
логические и иные операции для анализа и обработки данных, сопряжен-
ные с ее объектами или элементами;
4) выходные информационные устройства и средства (устройства вы-
вода данных), сопряженные с ее объектами или элементами;
5) устройства и средства для реализации управляющих связей между 
ее объектами или элементами;
6) устройства и средства для реализации информационных связей 
между ее объектами или элементами;
7) устройства и средства, позволяющие реализовать выбранные систе-
мы кодирования и декодирования данных (например, в двоичной системе 
счисления), сопряженные с ее объектами или элементами.   
Тогда основные этапы математического и компьютерного моделиро-
вания различных задач проектирования и организационного управления 
в сложных многоуровневых иерархических динамических системах (тех-
нических, экономических, военных, медицинских и др.), функционирую-
щих в условиях неопределенности, можно представить в виде реализации 
следующей последовательности основных этапов.
1. В рассматриваемой системе выделяется основной субъект управ-
ления рассматриваемыми в ней процессами, контролирующий основной 
уровень управления, и выделяются ее части (подсистемы) – другие (подчи-
ненные) уровни управления, которые могут находиться в сфере интересов 
других (подчиненных) управляющих субъектов (если таковые присутству-
ют), находящихся в условиях иерархической подчиненности основному 
субъекту управления.
2. В рассматриваемой системе и ее подсистемах выделяются наиболее 
значимые для их исследования соответствующие им параметры состо-
яния, характеризующие исследуемые в системе процессы в фиксирован-
ный момент времени (если рассматривается динамический процесс, как 
наиболее общий) и соответствующие им ограничения.
3. Выделяются параметры управления процессами в системе в целом 
и подсистемах, которые могут изменяться по ходу реализации конкрет-
ного процесса в зависимости (по желанию и возможностям) от выбора 
соответствующего управляющего субъекта и соответствующие им огра-
ничения (физической реализуемости, технические, экономические и др.).
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4. Выделяются неуправляемые параметры (возмущения) для рассма-
триваемых в системе в целом и подсистемах процессов (неконтролиру-
емые конкретным управляющим субъектом, или учитывающие влияние 
конкретной внешней среды, или описывающие погрешности моделиро-
вания процессов), которые изменяются вне зависимости от желания и 
возможностей конкретного управляющего субъекта и соответствующие 
им ограничения. 
5. Для каждой из подсистем и для системы в целом определяются па-
раметры процессов, характеризующие их структуру и внутренние связи 
между объектами или элементами системы и соответствующие им огра-
ничения.
6. Формируются условия информационного обеспечения для каждого из 
управляющих субъектов, которым подчиняются соответствующие уровни 
управления, информационные и управляющие связи между ними и усло-
вия иерархической подчиненности при принятии управленческих решений 
субъектами управления, а также соответствующие им ограничения.
7. Для каждой из подсистем рассматриваемой системы формируются 
соответствующие критерии качества (в частном случае -	 один крите-
рий), позволяющие оценивать качество функционирования этой подси-
стемы и формируются также соответствующие критерии (или критерий), 
которые позволяют оценивать качество функционирования исследуемой 
системы в целом.
8. Для каждой подсистемы, на основании выбранных соответствую-
щих критериев качества функционирования соответствующих ей процес-
сов, формируются цели, достижение которых является наилучшим или 
приемлемым для соответствующего управляющего субъекта исходом рас-
сматриваемых процессов, и аналогично формируются соответствующие 
цели и для субъекта, управляющего рассматриваемыми процессами в си-
стеме в целом, которые в совокупности соответствуют сформированным 
критериям качества для рассматриваемых процессов.
9. На основании предыдущих этапов определяется математический 
инструментарий (математические структуры) моделирования и в рамках 
его формируются математические модели для каждой из подсистем и 
рассматриваемой системы в целом, соответствующие исходным задачам 
и процессам, которые в какой-то мере адекватны им и позволяют анали-
зировать и исследовать их, имеющимися математическими средствами и 
в приемлемое время. 
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10. В рамках сформированных математических моделей исходных за-
дач и процессов, исследуемых в подсистемах и рассматриваемой системе 
в целом, формируются соответствующие им математические задачи.
11. Для сформированных математических задач разрабатываются ма-
тематические методы их решения в форме реализации соответствую-
щих конечных последовательностей логических, математических и иных 
операций.
12. Для каждого из математических методов решения задач разраба-
тываются соответствующие им численные алгоритмы (также в форме 
конечных последовательностей логических, математических и иных опе-
раций), позволяющие реализовать моделирование решения этих задач (на-
пример, на компьютере) с целью получения приемлемых результатов.
13. С помощью программных и технических средств на базе разрабо-
танных численных алгоритмов осуществляется реализация математи-
ческого и компьютерного моделирования исследуемых процессов в под-
системах и в рассматриваемой системе в целом. 
Рассматриваемая технология математического и компьютерного мо-
делирования различных динамических систем и задач (процессов) в них 
может применяться как в целом, состоящая из всех этапов (для доста-
точно сложных систем и процессов), так и частично - в зависимости от 
основных целей моделирования и структуры конкретного исследуемого 
процесса.
Отметим, что реальная исследуемая динамическая система может 
иметь достаточно большое количество значимых параметров (состояния, 
управляемых, неуправляемых и др.), характеризующих ее функциониро-
вание. Тогда для анализа и исследования соответствующих ей процессов 
выделяют только наиболее существенные (с точки зрения выбранных 
критериев качества процессов) параметры, описывающие ее подсистемы 
и систему в целом, то есть снижают размерность соответствующих мате-
матических моделей, формируя упрощенный образ рассматриваемой си-
стемы. Затем разрабатывают математические модели подсистем и систе-
мы в целом, которые являются определенной абстракцией, приемлемой 
для исследования соответствующих им реальных задач (процессов).
Образно сформированные математические модели по отношению к 
реальной динамической системе и ее подсистемам, учитывающие соот-
ветствующие им задачи (процессы), можно изобразить следующим обра-
зом (рис. 2.1).
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Рис. 2.1. Образно сформированные математические модели по отношению к реальной 
динамической системе и ее подсистемам 
Реальная динамическая система 
Упрощенный образ системы  
Математическая модель системы 
Рис. 2.1. Образно сформированные математические модели 
по отношению к реальной динамической системе и ее подсистемам
При этом математическая модель системы находится «вне реальной 
динамической системы», а не содержится в ней, т. к. она может быть ис-
пользована и для исследования других реальных систем и соответствую-
щих им задач (процессов). Так, например, математические модели могут 
быть такими математическими структурами, которые могут применяться 
для моделирования и исследования реальных динамических систем и со-
ответствующих им практических задач (процессов), как в области эконо-
мики, так и в областях техники и медицины.
реализация методологии математического и компьютерного 
моделирования многоуровневых иерархических динамических систем
Приведенную выше последовательность основных этапов математи-
ческого и компьютерного моделирования на практике можно реализовать 
в форме следующих основных блоков.
I. Для выделенных значимых параметров состояния системы, струк-
турных параметров, управляемых и неуправляемых параметров в рамках 
выбранного математического инструментария формируется математи-
ческая модель, описывающая стационарные или динамические процес-
сы, соответствующие исследуемым процессам для подсистем и системы 
в целом в форме:
1) алгебраических или операторных соотношений (детерминирован-
ных или стохастических в случае, если объект стационарный);
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2) алгебраических рекуррентных соотношений, дифференциальных 
или операторных динамических соотношений (детерминированных или 
стохастических в случае, если процесс динамический) и др.
При этом соотношения будут стохастическими, если присутствуют 
неопределенные параметры, для которых известны их вероятностные ха-
рактеристики.
II. Для математических моделей подсистем и системы в целом форми-
руются имеющиеся управляющие связи, условия иерархической подчинен-
ности и информационного обеспечения для соответствующих субъектов, 
управляющих подсистемами и для субъекта, управляющего системой в 
целом, в виде информационных сигналов, являющихся «выходными дан-
ными» или значениями функционального (операторного) преобразова-
ния (соотношения), определенного на «входных данных» – параметрах 
состояния, структурных параметрах, управляемых или неуправляемых 
параметрах, при наличии погрешностей (ошибок) измерений (эти преоб-
разования могут иметь вид, например, действительных функций многих 
переменных, дифференциальных или операторных соотношений, описы-
вающих уравнение измерений информационных сигналов).
III. Для каждой из подсистем рассматриваемой системы и для систе-
мы в целом формируются критерии качества функционирования соот-
ветствующих им процессов, которые в случае наличия, например, одно-
го критерия, имеют вид действительной функции одной или нескольких 
действительных переменных, а в случае наличия нескольких критериев 
(наиболее общий случай) критерием качества является набор функций 
(или векторная функция), состоящий из набора действительных функ-
ций нескольких действительных переменных (в таких случаях говорят, 
что имеется векторный критерий качества или векторный показатель 
функционирования процесса в конкретной подсистеме или в системе в 
целом – наиболее сложный показатель).
IV. Для выделенных подсистем и системы в целом, а также для сфор-
мированных критериев качества функционирования подсистем и системы 
в целом, формируются цели, которые преследуют соответствующие субъ-
екты управления, имеющие обычно форму достижения максимальных 
или минимальных значений соответствующих критериев качества (при-
чем для векторных критериев необходимо использовать аналогичные им 
понятия с учетом специфики задачи).
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V. Для параметров состояния, структурных параметров, управляемых 
и неуправляемых параметров, всех априори неопределенных параметров 
системы (погрешностей моделирования подсистем и системы в целом, 
ошибок измерений информационных сигналов, неопределенностей моде-
лирования критериев качества рассматриваемых процессов и др.) форми-
руются ограничения на их изменения, отражающие имеющиеся реальные 
ограничения (физические, химические, биологические, экономические и 
др.) в форме:
1) алгебраических уравнений или неравенств (детерминированных 
или стохастических);
2) дифференциальных уравнений или неравенств (детерминирован-
ных или стохастических);
3) операторных уравнений или неравенств (детерминированных или 
стохастических) или др.
При этом важна достаточная адекватность ограничений в математиче-
ской модели имеющимся реальным ограничениям.
VI. Для сформированных в блоках I–V математических моделей, об-
разующих в комплексе математическую модель исследуемых процессов в 
подсистемах и в рассматриваемой системе в целом, формулируются, на-
пример, математические задачи оптимизации гарантированного резуль-
тата [1–27, 30–33] (позволяющие учитывать наличие неопределенности 
или конфликта в рассматриваемой системе), соответствующие реальным 
практическим задачам и для сформулированных задач разрабатываются 
математические методы их решения [4–6, 11], а также численные алго-
ритмы (например, в форме реализации конечных последовательностей 
логических, математических и иных операций), позволяющие организо-
вать и реализовать моделирование решения этих задач, например на ком-
пьютере [27–33].
VII. На основе сформированных в блоке VI алгоритмов разрабатыва-
ется и формируется программное и техническое обеспечение или исполь-
зуется стандартное, позволяющее реализовать процесс моделирования 
исходной системы и решения сформулированных в рамках ее задач, соот-
ветствующих исходным реальным задачам.
VIII. С помощью сформированных программных и технических 
средств реализуется, например, компьютерное моделирование исследуе-
мых процессов для рассматриваемых подсистем и системы в целом. При 
этом в случае получения приемлемых результатов моделирования, согла-
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сующихся с известными практическими результатами, моделирование 
считается приемлемым для решения практических задач. В случае, если 
отсутствуют приемлемые результаты при компьютерном моделировании, 
то процесс формирования математической модели системы корректиру-
ется, начиная с блока I до блока VII, и затем повторяется до получения 
приемлемых результатов компьютерного моделирования, согласующихся 
с практическими результатами реализации исследуемых процессов в рас-
сматриваемой системе.
Следует отметить, что процесс математического и компьютерного 
моделирования (в общем случае) является циклическим. При его реализа-
ции изменяются как рассматриваемые параметры исследуемой системы, 
так и используемые математические и технические средства.
Таким образом, на основании вышеизложенного можно сделать об-
щий вывод, что для реализации математического и компьютерного мо-
делирования сложных динамических систем в форме многоуровневых 
иерархических динамических систем необходимо изучение методов фор-
мирования и анализа соответствующих математических моделей, методов 
и алгоритмов решения различных задач, которые могут быть сформули-
рованы в рамках таких моделей (например, задач оптимизации гаранти-
рованного результата), а также исследование различных математических 
операций, которые позволяют организовать реализацию этих алгоритмов, 
например с помощью компьютера и современных информационных тех-
нологий, имеющимися или специально сформированными техническими 
и программными средствами.
Отметим, что предлагаемая технология математического и компью-
терного моделирования позволяет, в частности, формировать математиче-
ские модели динамических систем на основе известных математических 
структур оптимизации гарантированного результата в рамках одноуров-
невых и многоуровневых систем [1, 2, 4–6, 9–15, 17–26, 41] и применять 
соответствующие математические методы для их моделирования и анали-
за значимых параметров. При этом она позволяет также разрабатывать ал-
горитмы решения уже чисто математических задач, сформулированных в 
рамках таких моделирующих систем, которые можно представить в виде 
реализации соответствующих конечных последовательностей различных 
логических и математических операций, исследование которых позволяет 
улучшать как методы, так и результаты решения исходных практических 
задач и реализовать, например, компьютерное моделирование реальных 
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экономических, технических и др. динамических систем с применением 
современных информационных технологий.
Сделаем важное замечание – с помощью предлагаемого подхода можно 
реализовать математическое и компьютерное моделирование различных 
динамических систем и процессов в различных социально-экономических 
системах, включающих в себя системы здравоохранения, образования, 
инновационной деятельности и др., которые функционируют при нали-
чии возмущений (рисков) и дефицита информации.
§2. Формирование многоуровневых детерминированных динамических 
моделей социально-экономических систем в условиях  
динамичной внешней и внутренней среды
В данном разделе рассматривается процесс формирования и анализа 
нелинейной многоуровневой детерминированной динамической модели 
социально-экономических систем, функционирующих в условиях ди-
намичной внешней и внутренней среды, при наличии информационной 
неопределенности. Рассматривается дискретная динамическая система, 
состоящая из набора управляемых социально-экономических объектов, 
включающих в себя системы здравоохранения, образования, инноваци-
онной деятельности и др., динамика каждого из которых описывается 
соответствующим векторным нелинейным дискретным рекуррентным 
соотношением при наличии управляемых параметров и возмущений (ри-
сков, помех или ошибок моделирования). В данной системе выделены два 
уровня принятия управленческих решений – доминирующий уровень I, 
управляемый доминирующим игроком P (например, субъектом управле-
ния регионом), и подчиненный уровень II, управляемый игроком E (на-
пример, субъектом управления, объединяющим субъектов управления 
муниципалитетами). Оба уровня управления объединены между собой 
априори определенными информационными и управляющими связями. 
Качество управления рассматриваемыми динамическими объектами на 
каждом уровне управления оценивается соответствующими им выпуклы-
ми функционалами, оценивающими уровень состояния социально-эконо-
мических объектов, находящихся в их ведении, которые определены на 
их терминальных (финальных) фазовых состояниях и удовлетворяют со-
ответствующим условиям Липшица [45]. Предполагается, что управляю-
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щие воздействия и возмущения в рассматриваемой динамической системе 
в каждый момент времени стеснены заданными конечными множествами 
или выпуклыми многогранниками в соответствующих конечномерных 
векторных пространствах, характеризующими соответственно ресурсы 
управляющих воздействий и интенсивность внешних возмущений.
Для линейной динамической модели, конкретизирующей рассматри-
ваемую нелинейную динамическую модель, в параграфе 3 данной главы 
предлагается математическая формализация в форме решения многоша-
говой задачи двухуровневого иерархического минимаксного (оптимиза-
ции гарантированного результата) программного терминального управле-
ния и предложена общая схема ее решения. 
Предложенная в данном разделе многоуровневая детерминирован-
ная дискретная динамическая модель социально-экономических систем, 
включающих в себя системы здравоохранения, образования, инноваци-
онной деятельности и др., является естественным обобщением одноуров-
невых детерминированных дискретных динамических моделей. Потому 
в данном разделе рассматривается формирование одноуровневой эконо-
мико-математической модели управления социально-экономическими 
системами при наличии ограничений на технико-экономические пока-
затели и ресурсы управления. Приводится описание общей линейной 
дискретной управляемой динамической системы, в рамках которой фор-
мулируются задачи оптимального программного и адаптивного управ-
ления относительно соответствующих линейных терминальных целевых 
функций (критериев качества рассматриваемых процессов управления). 
Для этих задач описываются предлагаемые общие методы их решения, 
которые решение исходных многошаговых задач сводят к реализациям 
соответствующих конечных рекуррентных последовательностей реше-
ний задач линейного математического программирования и одношаговых 
операций. Эти методы основываются на общем рекуррентном алгебраи-
ческом методе построения областей достижимости дискретных линей-
ных управляемых динамических систем [9, 11]. Полученные результаты 
позволяют разрабатывать эффективные алгоритмы решения различных 
задач оптимального управления социально-экономическими системами, 
включающих в себя системы здравоохранения, образования, инновацион-
ной деятельности и др. Результаты этого раздела основываются на иссле-
дованиях [1, 2, 9–15, 17–25].  
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Формирование многоуровневой нелинейной детерминированной 
динамической модели социально-экономических систем
На заданном целочисленном промежутке времени )(,0 N∈TT  рас-
сматривается многошаговая динамическая система, которая состоит из 
( 1)n+ -го управляемого объекта ( n∈N ; здесь и далее, N − множество 
всех натуральных чисел). Динамика объекта I (основного объекта дина-
мической системы, например региона), управляемого доминирующим 
игроком Р (например, субъектом управления регионом) описывается век-
торным нелинейным дискретным рекуррентным уравнением вида
( 1) ( , ( ), ( ), ( ), ( )),y t f t y t u t v t w t+ =  0(0)y y= ,                    (2.1) 
                              
динамика объекта iII  (i-го вспомогательного объекта динамической си-
стемы, например, i-го муниципалитета), управляемого подчиненным 
игроком iE  ( 1,i n∈ ; например, субъектом управления i-м муниципалите-
том), описывается следующим уравнением
( ) ( ) ( ) ( ) ( )( 1) ( , ( ), ( ), ( ), ( )),i i i i iz t f t z t u t v t w t+ =  0(0)z z= ,              (2.2)
где 0, 1t T∈ − ; 1 2( ) ( ( ), ( ), , ( ))ry t y t y t y t  ′= ∈  rR – фазовый вектор объекта 
I  в момент времени t; для k∈N , здесь и далее, 
k
R  − k-мерное евклидово 
пространство векторов-столбцов, даже если из экономии места они за-
писаны в строку; ( ) ( ) ( )1 2( ) ( ( ), ( ), ,
i i iz t z t z t=   ( ) ( )) si isiz t  ′∈R  – фазовый вектор 
объекта iII  ( 1,i n∈ ) в момент времени t; 1( ) ( ( ),u t u t=  ( ),..., ( ))u t u t ′∈ – 
вектор управляющего воздействия (управления) доминирующего игрока 
P в период времени t ( 0, )t T∈ , удовлетворяющий заданному ограниче-
нии
1( ) ( )
p
u t t∈ ⊂RU ,                                         (2.3)
где 
1 ( )tU , для каждого 0, 1t T∈ − , есть набор из tN  ( tN ∈ N ) векторов 
в  
p
R ( )p ∈ N ; ( ) ( ) ( )1 2( ) ( ( ), ( ),...,
i i iv t v t v t=  ( ) ( )) qi iqiv t ′∈R  – вектор управля-
ющего воздействия (управления) подчиненного игрока iE  ( 1,i n∈ ) в пе-
риод времени t ( 0, 1)t T∈ − , который  зависит от допустимой реализации 
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управления ( ) 1( ) ( )
ju t t∈U  игрока P ( 1, )tj N∈ , удовлетворяющий задан-
ному ограничению:  
( ) ( ) ( )
1( ) ( ( ))
qi i j iv t u t∈ ⊂ RV ,                               (2.4)
где ( ) ( )1 ( ( ))
i ju tV  для каждого момента времени ( 0, 1)t T∈ −  и управле-
ния ( ) 1( ) ( )
ju t t∈U  игрока P есть конечный набор из ( ) ( )itQ j ( ( ) ( )itQ j ∈ N,  
1, )tj N∈  векторов в 
qiR ; (1) (2) ( )( ) ( ( ), ( ),..., ( ))n qv t v t v t v t ′= ∈R  – век-
тор управления обобщенного подчиненного игрока E, объединяю-
щего всех подчиненных игроков iE , 1,i n∈ (
1
n
i
i
q q
=
= ∈∑ N ).; ( )w t =
1 2( ( ), ( ), , ( )) mmw t w t w t  ′= ∈R  – вектор помехи (возмущения) в уравнении 
(2.1), который в каждый период времени t )10,( −∈ Tt , Т  зависит от допу-
стимой реализации управления 
3
где 0, 1t T∈ − ; 1 2( ) ( ( ), ( ), , ( ))ry t y t y t y t  ′= ∈
rR – фазовый вектор объекта I в момент времени t;
для k∈N , здесь и далее, 
k
R − k -мерное евклидово пространство векторов-столбцов, даже если 
из экономии места они записаны в строку; ( ) ( ) ( )1 2( ) ( ( ), ( ), ,
i i iz t z t z t=  ( ) ( )) si isiz t  ′∈R – фазовый 
вектор объекта iII ( 1,i n∈ ) в момент времени t; 1( ) ( ( ),u t u t= 2 ( ),..., ( ))
p
pu t u t ′∈R – вектор 
управляющего воздействия (управления) доминирующего игрока P в период времени t ( 0, )t T∈ ,
удовлетворяющий заданному ограничении
                                                                     1( ) ( )
p
u t t∈ ⊂RU ,                                        (2.3)
где 1 ( )tU , для каждого 0, 1t T∈ − , есть набор из tN ( tN ∈ N ) векторов в 
p
R ( )p ∈ N ;
( ) ( ) ( )
1 2( ) ( ( ), ( ),...,
i i iv t v t v t= ( ) ( )) qi iqiv t ′∈R – вектор управляющего воздействия (управления) 
подчиненного игрока iE ( 1,i n∈ ) в период времени t ( 0, 1)t T∈ − , который  зависит от 
допустимой реализаци  авления ( ) 1( ) ( )
ju t t∈U игрока P ( 1, )tj N∈ , удовлетворяющий 
заданному ограничению:  
                                             ( ) ( ) ( )1( ) ( ( ))
qi i j iv t u t∈ ⊂ RV ,                                              (2.4)
где ( ) ( )1 ( ( ))
i ju tV для каждого момента времени ( 0, 1)t T∈ − и управления ( ) 1( ) ( )
ju t t∈U игрока P
есть конечный набор из ( ) ( )itQ j (
( ) ( )itQ j ∈ N , 1, )tj N∈ векторов в 
qiR ;
(1) (2) ( )( ) ( ( ), ( ),..., ( ))n qv t v t v t v t ′= ∈R – вектор управления обобщенного подчиненного игрока E,
объединяющего всех подчиненных игроков iE , 1,i n∈ (
1
n
i
i
q q
=
= ∈∑ N ).; ( )w t =
1 2( ( ), ( ), , ( )) mmw t w t w t  ′= ∈R – вектор помехи (возмущения) в уравнении (1), который в каждый 
период времени t )10,( −∈ Tt зависит от допустимой реализации управления ( ) 1( ) ( )ju t t∈U
игрока P ( 1, )tj N∈ и удовлетворяет ограничению:
                                                            ( )1( ) ( ( ))j mw t u t∈ ⊂ RW ,                                                   (2.5)
где ( )1( ( ))ju tW – выпуклый, замкнутый и ограниченный многогранник пространства 
mR
( m ∈N ); ( ) ( ) ( )1 2( ( ), ( ), , ( ))
i i i
mi
w t w t w t  ′∈ mi∈R – вектор помехи (возмущения) в уравнении (2.2), 
который в каждый период времени t )10,( −∈ Tt зависит от допустимой реализации управления 
( ) ( )ju t ∈ 1( )t∈U игрока P ( 1, )tj N∈ , от допустимой реализации управления 
( , ) ( )i kv t ∈
( ) ( )
1 ( ( ))
i ju t∈V игрока iE , ( 1, tj N∈ ;
( )1, ( )itk Q j∈ ) и удовлетворяет ограничению:
 игрока P ( 1, )tj N∈  и удов-
летворяет ограничению:
( )
1( ) ( ( ))j mw t u t∈ ⊂RW ,                                   (2.5)
где ( )1( ( ))ju tW  – выпуклый, замкнутый и ограниченный многогранник 
пространства mR  (  m ∈N ); ( ) ( ) ( )1 2( ( ), ( ), , ( ))
i i i
mi
w t w t w t  ′∈ miR  – вектор по-
мехи (возмущения) в уравнении (2.2), который в каждый период време-
ни t )10,( −∈ Tt , Т  зависит от допустимой реализации управления ( ) ( )ju t ∈  
1( )t∈U  игрока P ( 1, )tj N∈ , от допустимой реализации управления 
( , ) ( )i kv t ∈ ( ) ( )1 ( ( ))
i ju tV игрока iE , ( 1, tj N∈ ;
( )1, ( )itk Q j∈ ) и удовлетворяет 
ограничению:
 ( ) ( ) ( ) ( , )1( ) ( , ( ))
mi i j i k iw t u v t∈ ⊂ RW .                         (2.6)
Предполагается, что в векторном рекуррентном уравнении (2.1), 
описывающем динамику объект  I, для каждого фиксированного и до-
пустимого набора ( , , , )t y u v ∈ 0 1 r,T∈ − ×R p q× ×R R  вектор-функция :f  
0 1 r,T − × ×R  p q m r× × →R R R R непрерывна по переменной w и для 
каждых фиксированных и допустимых набора ( , , )t u v ∈ 0 1,T −  p q× ×R R  
и выпуклого компакта rY ⊂ R  множество ( , , , ,f t Y u v 1( )u =W  
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= { ( ,f t 1, , , ), ,  ( )}y u v w y Y w u∈ ∈W  eсть выпуклый компакт пространства 
rR . В векторном рекуррентном уравнении (2.2), описывающем динамику 
объекта iII ( 1, )i n∈ , для каждого фиксированного и допустимого набора 
( ) ( )( , , , )i it z u v ∈ 0 1
si,T − × ×R qp i×R R  вектор функция 
( ) : 0 1 si if ,T − × ×R  
х qp i× ×R R  
mi×R  
si→R  непрерывна по переменной 
( )iw  и для каждых 
фиксированных и допустимых набора ( )( , , )it u v ∈  0 1,T −  qp i× ×R R  и 
выпуклого компакта ( ) si iZ ⊂ R  множество ( ) ( )( , , , ,i if t Z u v  ( ) ( )1 ( , )
i iu v =W  
= ( ) ( ){ ( , , ,i if t z u ( ) ( ) ( ) ( ) ( ) ( )1, ), , ( , )}
i i i i i iv w z Z w u v∈ ∈W  есть  выпуклый ком-
пакт пространства siR .  
Опишем информационные условия для процесса двухуровневого при-
нятия управленческих решений в динамической системе (2.1) – (2.6).
В сфере интересов игрока P находятся возможные терминальные 
(финальные) состояния фазовых векторов ( )y T  объекта I и ( ) ( )iz T  
объектов iII , 1,i n∈ . При этом для каждого целочисленного проме-
жутка времени (далее – промежутка) , 0,T Tτ ⊆  ( Tτ < ) игроку P изве-
стен набор   ( ) { , ( ),g yτ τ τ=
(1) (2) ( )( ), ( ), , ( )}nz z zτ τ τ ∈ 10, srT × × ×R R  
nss RR ××2  = 0,
rT × ×R  
1
n
si
i=
∏R  ( (0)g (1) (2){0, (0), (0), (0), ,y z z=   
( )
0(0) { ,
nz y= (1) (2)0 0, , ,z z   
( )
0 ( )
nz τ = 0g ), который будем называть его 
τ-позицией. Игроку P известен также принцип формирования управ-
ления ( ) ( )
, 1( ) { ( )}
i i
t Tv v t τ∈ −⋅ = ( ), 1: ( )it T v tτ∀ ∈ − ∈
( )
1 ( ( ))
i u t∈V ) каждым из 
игроков iE , 1,i n∈ , на промежутке времени ,Tτ , который зависит от 
выбора на этом промежутке управления , 1( ) { ( )}t Tu u t τ∈ −⋅ =  ( , 1:t Tτ∀ ∈ −  
1( ) ( )u t t∈U ) игроком P, которое сообщается им, и для каждого 1,i n∈
описывается соотношением (2.4), причем выбранное каждым игроком iE
управление сообщается игроку P.
Результат реализации рассматриваемого процесса управления с пози-
ции игрока P оценивается значением выпуклого функционала α , опреде-
ленного на допустимых финальных фазовых состояниях ( )y T  и  ( ) ( )iz T  
объектов I и iII , 1,i n∈ , который удовлетворяет соответствующему ус-
ловию Липшица. Тогда на промежутке времени ,Tτ  целью игрока P в 
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рассматриваемом процессе управления является минимизация значения 
выбранного функционала α .
Учитывая эти обстоятельства, мы будем говорить, что такие возмож-
ности поведения игрока P совместно с объектами I и iII , 1,i n∈ , опре-
деляют доминирующий или уровень управления I для рассматриваемого 
процесса управления в дискретной динамической системе (2.1) – (2.6). 
Предполагается, что в сфере интересов каждого игрока iE  ( 1,i n∈ ) 
находятся только возможные терминальные фазовые состояния ( ) ( )iz T  
объекта IIi и для любого рассматриваемого промежутка времени ,Tτ  ему 
сообщается реализация управления , 1( ) { ( )}t Tu u t τ∈ −⋅ = ( , 1: ( )t T u tτ∀ ∈ − ∈ 
1( )t∈U ) игрока Р на этом промежутке времени, которую он должен учи-
тывать при формировании своего управления ( ) ( )iv t ∈ ( )1 ( ( ))
i u tV  для всех 
, 1t Tτ∈ − . При этом для каждого целочисленного промежутка времени
, 0,T Tτ ⊆  ( Tτ < ) ему также известен набор ( ) ( )( ) { , ( )} 0, si i ig z Tτ τ τ= ∈ ×R  
( ( ) (0)ig = ( ) ( )0{0, (0)}
i iz g= , который будем называть τ-позицией игрока iE .
Результат реализации рассматриваемого процесса управления с по-
зиции игрока iE  оценивается значением выпуклого функционала ( )iβ , 
определенного на допустимых финальных фазовых состояниях  ( ) ( )iz T  
объекта  iII  ( 1,i n∈ ), который удовлетворяет соответствующему условию 
Липшица. Тогда на промежутке времени ,Tτ  целью каждого игрока iE  
( 1,i n∈ ) в рассматриваемом процессе управления является минимизация 
значения функционала ( )iβ . 
Совокупность n  игроков iE , 1,i n∈ , называемых также игроком Е и 
управляемых ими объектов IIi, 1,i n∈ , образуют подчиненный или уро-
вень управления II для рассматриваемого процесса управления (подчи-
ненный доминирующему или уровню управления I).
Отметим, что сформированная двухуровневая иерархическая нелиней-
ная векторная дискретная динамическая модель (2.1) – (2.6) служит ос-
новой для оптимизации гарантированного (минимаксного) результата 
управления социально-экономическими системами, и ее линейный аналог 
подробно исследуется в параграфе 3 данной главы. 
Ниже в этом разделе исследуется общая одноуровневая линейная век-
торная дискретная динамическая модель, которая составляет основу для 
решения задач многоуровневой оптимизации.   
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модельная задача оптимизации управления производством
Рассмотрим известную задачу экономико-математического моделиро-
вания процесса оптимизации управления производством на предприятии 
[14, 36, 38, 41], которую можно формализовать следующим образом.
Введем следующие обозначения:
n – количество основных параметров, описывающих процесс произ-
водства на предприятии (промежуточных и конечных продуктов, сырья, 
материалов и др.; N∈n ; здесь и далее в этой главе, N − множество всех 
натуральных чисел);
p – количество технологических способов организации производства 
( N∈p );
каждый j-й способ производства ( },{1,2,,1 ppj =∈ ) в период вре-
мени 1,0 −∈ Tt ( N∈T ; 1>T ) (где t, например, месяц, квартал, год) ха-
рактеризуется вектором 
6
Рассмотрим известную задачу экономико-математического моделирования 
процесса оптимизации управления производством на предприятии [14, 36, 38, 41],
которую можно формализовать следующим образом.
Введем следующие обозначения:
n – количество основных параметров, описывающих процесс производства на 
пред риятии (пр межуточных и конечных продуктов, сырья, материалов и др.) ( N∈n ;
здесь и далее в этой главе, N − множество всех натуральных чисел);
p – количество технологических способов организации производства ( N∈p );
каждый j-й способ производства ( },{1,2,,1 ppj =∈ ) в период времени 
1,0 −∈ Tt ( N∈T ; 1>T ) (где t, например, месяц, квартал, год) характеризуется вектором 
n
njjj tbtbtb R∈′))(,),(),(( 21  (здесь и далее в этой главе, для N∈k ,
kR − k-мерное векторное 
пространство  векторов-столбцов, даже если из экономии места они записаны в строку, а 
знаки =≥≤ ,, и ≠ используются для обозначения операций сравнения между его 
элементами, которые определяются естественным образом – путем соответствующего 
покоординатного сравнения);
если 0)( <tbij , то величина )(tbij определяет объем затрат i-го параметра ( ni ,1∈ )
при j-м способе производства в период времени t;
если 0)( >tbij , то величина )(tbij определяет объем выпуска i-го продукта при j-м 
способе производства в период времени t;
если 0)( >tbij , то величина )(tbij определяет отсутствие выпуска (затрат) i-го 
продукта при j-м способе производства в период времени t.
Обозначим через:
)(tu j – интенсивность использования j-го технологического способа производства 
( pj ,1∈ ) в период времени t ( 1)( R∈tu j );
)(tsi – величину спроса на i-й продукт ( ni ,1∈ ), выпускаемый в период времени t
( 1)( R∈tsi ).
Предполагается, что мощности производства таковы, что они могут удовлетворить 
возникающий спрос на продукцию предприятия, то есть всегда имеет место неравенство
1,0 −∈∀ Tt , ni ,1∈∀ : 0)()()(
1
≥−∑
=
tstutb ij
p
j
ij .
Обозначим через:
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которую можно формализовать следующим образом.
Введем следующие обозначения:
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предприятии (промежуточных и конечных продуктов, сырья, материалов и др.) ( N∈n ;
здесь и далее в этой главе, N − множество всех натур льных чисел);
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каждый j-й способ производства ( },{1,2,,1 ppj =∈ ) в пери д времени 
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при j-м способе производства в период времени t;
если 0)( >tbij , то величина )(tbij определяет объем выпуска i-го продукта при j-м 
способе производства в период времен  t;
если 0)( >tbij , то величина )(tbij определяет отсутствие выпуска (затрат) i-го 
продукта при j-м способе производства в период времени t.
Обозначим через:
)(tu j – интенсивность использования j-го технологического способа производства 
( pj ,1∈ ) в период времени t ( 1)( R∈tu j );
)(tsi – величину спроса на i-й родукт ( ni ,1∈ ), выпускаемый в период времени t
( 1)( R∈tsi ).
Предполагается, что мощности производства таковы, что они могут удовлетворить 
возникающий спрос на продукцию предприятия, то есть всегда имеет место неравенство
1,0 −∈∀ Tt , ni ,1∈∀ : 0)()()(
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процесса оптимизаци  управл ния про звод во н  предприяти [14, 36, 38, 41],
которую можно формализовать следующим образом.
Введем следующие обозначения:
n – количество основных параметров, описывающих процесс производства на 
предприяти  (промежуточных и конечных продуктов, сырья, материалов и др.) ( N∈n ;
здесь и далее в этой главе, N − множество всех натуральных чисел);
p – количество технологических способов организаци  производства ( N∈p );
каждый j-й способ производства ( },{1,2,1 ppj =∈ ) в период времен  
1,0 −∈ Tt ( N∈T ; 1>T ) (где t, например, месяц, квартал, год) характеризуется вектором 
n
njjj tbtbtb R∈′))(,),(),(( 21  (здесь и далее в этой главе, для N∈k ,
kR − k- ерное екторное 
прост нство  векторов-ст лбцов, даже сли из экономи  места они записаны в строку, а 
знаки =≥≤ ,, и ≠ используются для обозначения операций сравнения между его 
элементами, которые определяются естествен ым образом – путем соответствующего 
покоординатного сравнения);
если 0)( <tbij , то величина )(tbij определяет объем затрат i-го параметра ( ni ,1∈ )
при j-м способе производства в период времени t;
если 0)( >tbij , то величина )(tbij определяет объем выпуска i-го продукта при j-м 
способе производства в период времени t;
если 0)( >tbij , то величина )(tbij определяет отсутствие выпуска (затрат) i-го 
продукта при j-м способе производства в период времени t.
Обозначим через:
)(tu j – интенсивность использования j-го технологического способа производства 
( pj ,1∈ ) в период времени t ( 1)( R∈tu j );
)(tsi – величину спроса на i-й продукт ( ni ,1∈ ), выпускаемый в период времени t
( 1)( R∈tsi ).
Предполагается, что мощности производства таковы, что ни могут удовлетворить 
возникающий спрос на продукцию предприятия, то есть всегда имеет место неравенство
1,0 −∈∀ Tt , ni ,1∈∀ : 0)()()(
1
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=
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Обозначим через:
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Рассмотрим известную задачу экономико-математического моделирования 
процесса оптимизации управления производством на предприятии [14, 36, 38, 41],
которую можно формализовать следующим образом.
Введем следующие обозначения:
n – количество основных параметров, описывающих процесс производства на 
предприятии (промежуточных и конечных продуктов, сырья, материалов и др.) ( N∈n ;
здесь и далее в этой главе, N − множество всех натуральных чисел);
p – количество технологических способов организации производства ( N∈p );
каждый j-й способ производства ( },{1,2,,1 ppj =∈ ) в период времени 
1,0 −∈ Tt ( N∈T ; 1>T ) (где t, например, месяц, квартал, год) характеризуется вектором 
n
njjj tbtbtb R∈′))(,),(),(( 21  (здесь и далее в этой главе, для N∈k ,
kR − k-мерное векторное 
пространство  векторов-столбцов, даже если из экономии места они записаны в строку, а 
знаки =≥≤ ,, и ≠ используются для обозначения операций сравнения между его 
элементами, которые определяются естественным образом – путем соответствующего 
покоординатного сравнения);
если 0)( <tbij , то величина )(tbij определяет объем затрат i-го параметра ni ,1∈ )
при j-м способе производства в период времени t;
если 0)( >tbij , то величина )(tbij определяет объем выпуска i-го продукта при j-м 
способе производства в период времени t;
если 0)( >tbij , то величина )(tbij определяет отсутствие выпуска (затрат) i-го 
продукта при j-м способе производства в период времени t.
Обозначим через:
)(tu j – интенсивность использования j-го технологического способа производства 
( pj ,1∈ ) в период времени t ( 1)( R∈tu j );
)(tsi – величину спроса на i-й продукт ( ni ,1∈ ), выпускаемый в период времени t
( 1)( R∈tsi ).
Предполагается, что мощности производства таковы, что они могут удовлетворить 
возникающий спрос на продукцию предприятия, то есть всегда имеет место неравенство
1,0 −∈∀ Tt , ni ,1∈∀ : 0)()()(
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=
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Обозначим через:
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процесса оптимизации управления производством на предприятии [14, 36, 38, 41],
которую можно формализовать следующим образом.
Введем следующие обозначения:
n – к личество основных параметров, описывающих процесс производства на 
предприятии (промежуточных и конечных продуктов, сырья, материалов и др.) ( N∈n ;
здесь и дале в этой глав , N − множество всех натуральных чисел);
p – количество технологических способов организации производства ( N∈p );
каждый j-й способ производства ( },{1,2,,1 ppj =∈ ) в период времени 
1,0 −∈ Tt ( N∈T ; 1>T ) (где t, например, месяц, квартал, год) характеризуется вектором 
n
njjj tbtbtb R∈′))(,),(),(( 21  (здесь и далее в этой главе, для N∈k ,
kR − k-мерное векторное 
пространство  векторов-столбцов, даже если из экономии места они записаны в строку, а 
знаки =≥≤ ,, и ≠ используются для обозначения операций сравнения между его 
элементами, которые пределяются естествен м образом – путем соответствующего 
покоординатного сравнения);
если 0)( <tbij , то величина )(tbij определяет объем затрат i-го параметра ( ni ,1∈ )
при j-м способе производства в период времени t;
0)( >tbij , то величина )(tbij определяет объем выпуска i-го продукта при j-м 
способе производства в период времени t;
если 0)( >tbij , то величина )(tbij определяет отсутствие выпуска (затрат) i-го 
продукта при j-м способе производства в период времени t.
Обозначим через:
)(tu j – интенсивность использования j-го технологического способа производства 
( pj ,1∈ ) в период времени t ( 1)( R∈tu j );
)(tsi – величину спроса на i-й продукт ( ni ,1∈ ), выпускаемый в период времени t
( 1)( R∈tsi ).
Предполагается, что мощности производства таковы, что они могут удовлетворить 
возникающий спрос на продукцию предприятия, то есть всегда имеет место неравенство
1,0 −∈∀ Tt , ni ,1∈∀ : 0)()()(
1
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Рассмотрим известную задачу экономико-математического моделирования 
процесса оптимизации управления производством на предприятии [14, 36, 38, 41],
которую можно формализовать следующим образом.
Введем следующие обозначения:
n – колич ство основных параметров, описывающих процесс производства на 
предприятии (промежу оч ых и конечных продуктов, сырья, материало  и др.) ( N∈n ;
здесь и далее в этой главе, N − множество всех натуральных чисел);
p – количество технологических способов организации производства ( N∈p );
каждый j-й способ производства ( },{1,2,,1 ppj =∈ ) в период времени 
1,0 −∈ Tt ( N∈T ; 1>T ) (где t, например, месяц, квартал, год) характеризуется вектором 
n
njjj tbtbtb R∈′))(,),(),(( 21  (здесь и далее в этой гл в , для N∈k ,
kR − k-мерное векторное 
пространство  векторов-столбцов, даже если из экономии места они записаны в строку, а 
знаки =≥≤ ,, и ≠ используются для обозначения операций сравнения между его 
элементами, которые определяются естественным образом – путем соответствующего 
покоординатного сравнения);
если 0)( <tbij , то величина )(tbij о ре еляет о е  затрат i-го параметра ( ni ,1∈ )
при j-м способе производства в период времени t;
если 0)( >tbij , то величина )(tbij определяет объем выпуска i-го продукта при j-м 
с особе производства в период времени t;
если 0)( >tbij , то величина )(tbij определяет отсутствие выпуска (затрат) i-го 
продукта при j-м способе производства в период време и t.
Обозначим через:
)(tu j – интенсивность использования j-го технологического способа производства 
( pj ,1∈ ) в период времени t ( 1)( R∈tu j );
)(tsi – величину спроса на i-й продукт ( ni ,1∈ ), выпускаемый в период времени t
( 1)( R∈tsi ).
Предполагается, что мощности производства таковы, что они могут удовлетворить 
возникающий спрос на продукцию предприятия, то есть всегда имеет место неравенство
1,0 −∈∀ Tt , ni ,1∈∀ : 0)()()(
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Рассмотр м звестную задачу экон мико-мат мат ческого моделирования 
процесса птимизаци  управ ния производством на предприятии [14, 36, 38, 41],
которую можно формал зовать сл дующим образом.
Введем следующие обозначения:
n – колич ств  с овных параметров, описывающих пр цесс производства на 
пре приятии (промежуточных и конечных продуктов, сырья, материалов и др.) ( N∈n ;
здесь и далее в э ой главе, N − множество всех натуральных чисел);
p – количество технологических способов организации производства ( N∈p );
каждый j-й способ производства ( },{1,2,,1 ppj =∈ ) в период времени 
1,0 −∈ Tt ( N∈T ; 1>T ) (где t, например, месяц, квартал, год) характеризуется вектором 
n
njjj tbtbtb R∈′))(,),(),(( 21  (здесь и далее в этой главе, для N∈k ,
kR − k-мерное векторное 
пространство  векторов-столбцов, даже если из эко омии места они записаны в строку, а 
знаки =≥≤ ,, и ≠ используются для обозначения операций сравнения между его 
эл ментами, которые определяются естественным образом – путем соответствующего 
покоординатного сравнения);
если 0)( <tbij , то величина )(tbij определяет объем затрат i-го параметра ( ni ,1∈ )
при j-м способе производства в период времени t;
 0)( >tbij , то величина )(tbij определяет объем выпуска i-го продукта при j-м 
способе производства в период времени t;
если 0)( >tbij , то величина )(tbij определяет отсутствие выпуска (затрат) i-го 
продукта при j-м способе производства в период времени t.
Обозначим через:
)(tu j – интенсивность использования j-го технологического способа производства 
( pj ,1∈ ) в период времени t ( 1)( R∈tu j );
)(tsi – величину спроса на i-й продукт ( ni ,1∈ ), выпускаемый в период времени t
( 1)( R∈tsi ).
Предполагается, что мощности про зводс ва таковы, что они огут удовле рить 
возникающий спрос на продукцию предприятия, то есть всегда имеет место неравенство
1,0 −∈∀ Tt , ni ,1∈∀ : 0)()()(
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=
tstutb ij
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Рассмотрим известную задачу экономико-математического моделирования 
процесса оптимиз ции упр вления производством на пред ияти [14, 36, 38, 41],
которую можно ф рмализовать следующим об азом.
Введ м следующи  обоз ачения:
n количество осн вных параметров, писыв ющих процесс производства на 
предприятии (промежу оч ых  конечных продуктов, сырья, материало  и др.) ( N∈n ;
здесь и далее в этой главе, N − множество всех натуральных чисел);
p – количество технологических способов организации производства ( N∈p );
к ждый j-й спо об производства ( },{1,2,,1 ppj =∈ ) в ериод времени 
1,0 −∈ Tt ( N∈T ; 1>T ) (где t, например, месяц, квартал, год) характеризуется вектором 
n
njjj tbtbtb R∈′))(,),(),(( 21  (здесь и далее в этой гл в , для N∈k ,
kR − k-мерное векторное 
пр странство  векторов-столбцов, даже если из экономии места они записаны в строку, а 
зна и =≥≤ ,, и ≠ используются для обозначения операций сравнения между его 
элементами, кото ые определяются естественным об азом – путем соответствующего 
покоординатного сравнения);
если 0)( <tbij , то величи а )(tbij о ре еляет о е  затрат i-го параметра ( ni ,1∈ )
при j-м способе производства в период времени t;
если 0)( >tbij , то величина )(tbij определяет объем выпуска i-го продукта при j-м 
с особе производства в период времени t;
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8
Предполагается также, что в рассматриваемом процессе управления для каждого 
периода времени t ( 1,0 −∈ Tt ) значения вектора управления pp tutututu R∈′= ))(,),(),(()( 21 
должны удовлетворять следующему заданному геометрическому ограничению:
p
p ttutututu R⊂∈′=
∗ )())(,),(),(()( 21 U , (2.9)
где непустое множество )(t∗U описывает имеющиеся в процессе производства технико-
экономические ограничения на мощности производства, то есть определяет ресурс 
управления и может описываться, например, в следующем виде:
{)( =∗ tU pp tututututu R∈′= ))(,),(),(()(:)( 21  , )}()(0 txtx ii
∗≤≤ ,
где pj ,1∈∀ : 1)( R∈∗ tu j , 0)( ≥∗ tu j ,
1)( R∈∗ tu j , 0)( ≥
∗ tu j .
Далее, обозначим через:
))(),(,( tutxtg – действительную функцию (функционал) :g ×−∈ 1,0 Tt 1RRR →× pn ,
оценивающую издержки от использования рассматриваемых технологических способов 
производства с интенсивностями, определяемыми вектором 
)())(,),(),(()( 21 ttutututu p
∗∈′= U при производстве продукции в количестве, определяемом 
вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt );
))(,( txtf – действительную функцию (функционал) :f ×−∈ 1,0 Tt 1RR →n ,
оценивающую затраты на хранение готовой продукции на складе в количестве, 
определяемом вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt ).
Тогда общие издержки производства за период управления T,0 определяются 
значением следующего критерия качества (функционала) :Ф 1RRR →××× TnTn :
∑
−
=
+=
1
0
))](,())(),(,([
T
t
txtftutxtgФ .
Отметим, что такой функционал часто можно представить в виде следующей 
линейной функции, оценивающей издержки производства:
∑
−
=
+=
1
0
1 ])(),()(),([
T
t pn
tutdtxtсФ , (2.10)
где для любых векторов kba R∈, ( N∈k ), здесь и далее в этой главе, символом kba,
будем обозначать скалярное произведение этих векторов в пространстве kR ).
Тогда динамическая система (2.7) – (2.10) является математической моделью для 
рассматриваемого процесса управления производством.
 должны удовлетворять следующему за-
данному геометрическому ограничению:
8
Предполагается также, что в рассматриваемо  процессе управления для каждого 
периода времени t ( 1,0 −∈ Tt ) значения вектора управления pp tutututu R∈′= ))(,),(),(()( 21 
должны удовлетворять следующему заданному геометрическому ограничению:
p
p ttutututu R⊂∈′=
∗ )())(,),(),(()( 21 U , (2.9)
где непустое множество )(t∗U описывает имеющиеся в процессе производства технико-
экономические ограничения на мощности производства, то есть определяет ресурс 
управления и может описываться, например, в следующем виде:
{)( =∗ tU pp tututututu R∈′= ))(,),(),(()(:)( 21  , )}()(0 txtx ii
∗≤≤ ,
где pj ,1∈∀ : 1)( R∈∗ tu j , 0)( ≥∗ tu j ,
1)( R∈∗ tu j , 0)( ≥
∗ tu j .
Далее, обозначим через:
))(),(,( tutxtg – действительную функцию (функционал) :g ×−∈ 1,0 Tt 1RRR →× pn ,
оценивающую издержки от использования рассматриваемых технологических способов 
производства с интенсивностями, определяемыми вектором 
)())(,),(),(()( 21 ttutututu p
∗∈′= U при производстве продукции в количестве, определяемом 
вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt );
))(,( txtf – действительную функцию (функционал) :f ×−∈ 1,0 Tt 1RR →n ,
оценивающую затраты на хранение готовой продукции на складе в количестве, 
определяемом вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt ).
Тогда общие издержки производства за период управления T,0 определяются 
значением следующего критерия качества (функционала) :Ф 1RRR →××× TnTn :
∑
−
=
+=
1
0
))](,())(),(,([
T
t
txtftutxtgФ .
Отметим, что такой функционал часто можно представить в виде следующей 
линейной функции, оценивающей издержки производства:
∑
−
=
+=
1
0
1 ])(),()(),([
T
t pn
tutdtxtсФ , (2.10)
где для любых векторов kba R∈, ( N∈k ), здесь и далее в этой главе, символом kba,
будем обозначать скалярное произведение этих векторов в пространстве kR ).
Тогда динамическая система (2.7) – (2.10) является математической моделью для 
рассматриваемого процесса управления производством.
                   (2.9)
где непустое множество U*(t) описывает имеющиеся в процессе произ-
водства технико-экономические ограничения на мощности производства, 
то есть определяет ресурс управления и м жет описыва ься, например, в 
следующем виде:
 
8
Предполагается также, что в рассматриваемом процессе управления для каждого 
периода времени t ( 1,0 −∈ Tt ) знач я вектора управл  pp tutututu R∈′= ))(,),(),(()( 21 
должны удовлетворять следующему заданному геометрическому ограничению:
p
p ttutututu R⊂∈′=
∗ )())(,),(),(()( 21 U , (2.9)
где непустое множество )(t∗U описывает имеющиеся в процессе производства технико-
экономические ограничения на мощности производства, то есть определяет ресурс 
управления и может оп сываться, например, в следующем виде:
{)( =∗ tU pp tututututu R∈′= ))(,),(),(()(:)( 21  , )}()(0 txtx ii
∗≤≤ ,
где pj ,1∈∀ : 1)( R∈∗ tu j , 0)( ≥∗ tu j ,
1)( R∈∗ tu j , 0)( ≥
∗ tu j .
Далее, обозначим через:
))(),(,( tutxtg – действительную функцию (функционал) :g ×−∈ 1,0 Tt 1RRR →× pn ,
оценивающую издержки от использования рассматриваемых технологических способов 
производства с интенсивностями, определяемыми вектором 
)())(,),(),(()( 21 ttutututu p
∗∈′= U при производстве продукции в количестве, определяемом 
вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt );
))(,( txtf – действительную функцию (функционал) :f ×−∈ 1,0 Tt 1RR →n ,
оценивающую затраты на хранение готовой продукции на складе в количестве, 
определяемом вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt ).
Тогда общие издержки производства за период управления T,0 определяются 
значением следующего критерия качества (функционала) :Ф 1RRR →××× TnTn :
∑
−
+=
1
0
))](,())(),(,([
T
t
txtftutxtgФ .
Отметим, что такой функционал часто можно представить в виде следующей 
линейной функции, оценивающей издержки производства:
∑
−
+=
1
0
1 ])(),()(),([
T
t pn
tutdtxtсФ , (2.10)
где для любых векторов kba R∈, ( N∈k ), здесь и далее в этой главе, символом kba,
будем обозначать скалярное произведение этих векторов в пространстве kR ).
Тогда динамическая система (2.7) – (2.10) является математической моделью для 
рассматриваемого процесса управления производством.
где 
8
Предполагается также, что в рассматриваемом процессе управления для каждого 
периода времени t ( 1,0 −∈ Tt ) значения вектора управления pp tutututu R∈′= ))(,),(),(()( 21 
должны удовлетворять следующему заданному геометрическому ограничению:
p
p ttutututu R⊂∈′=
∗ )())(,),(),(()( 21 U , (2.9)
где непустое множество )(t∗U описывает имеющиеся в процессе производства технико-
экономическ е ограничения на мощности пр изводства, то е ь определяет ресурс 
управления и может описываться, например, в следующем виде:
{)( =∗ tU pp tututututu R∈′= ))(,),(),(()(:)( 21  , )}()(0 txtx ii
∗≤≤ ,
г  pj ,1∈∀ : 1)( R∈∗ tu j , 0)( ≥∗ tu j ,
1)( R∈∗ tu j , 0)( ≥
∗ tu j .
Далее, обозначим через:
))(),(,( tutxtg – действительную функцию (функционал) :g ×−∈ 1,0 Tt 1RRR →× pn ,
оценивающую издержки от использования рассматриваемых технологических способов 
произв дства с интенсивностями, определяемыми вектором 
)())(,),(),(()( 21 ttutututu p
∗∈′= U при производстве продукции в количестве, определяемом 
вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt );
))(,( txtf – действительную функцию (функционал) :f ×−∈ 1,0 Tt 1RR →n ,
оценивающую затраты на хранение готовой продукции на складе в количестве, 
определяемом вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt ).
Тогда общие издержки производства за период управления T,0 определяются 
значением следующего критерия качества (функционала) :Ф 1RRR →××× TnTn :
∑
−
=
+=
1
0
))](,())(),(,([
T
t
txtftutxtgФ .
Отметим, что такой функционал часто можно представить в виде следующей 
линейной функции, оценивающей издержки производства:
∑
−
=
+=
1
0
1 ])(),()(),([
T
t pn
tutdtxtсФ , (2.10)
где для любых векторов kba R∈, ( N∈k ), здесь и далее в этой главе, символом kba,
будем обозначать скалярное произведение этих векторов в пространстве kR ).
Тогда динамическая система (2.7) – (2.10) является математической моделью для 
расс атриваемого процесса управления производством.
Далее, обозначим через:
8
Предполагается также, что в рассматриваемом процессе управления для каждого 
периода времени t ( 1,0 −∈ Tt ) значения вектор  управления pp tutututu R∈′= ))(,),(),(()( 21 
д лжны удовлетворять следующему заданному геом трическому ограничению:
p
p ttutututu R⊂∈′=
∗ )())(,),(),(()( 21 U , (2.9)
где непустое множество )(t∗U описывает имеющиеся в процессе производства технико-
экономические ограничения на мощности производства, то есть определяет ресурс 
управления и может описываться, например, в следующем виде:
{)( =∗ tU pp tututututu R∈′= ))(,),(),(()(:)( 21  , )}()(0 txtx ii
∗≤≤ ,
где pj ,1∈∀ : 1)( R∈∗ tu j , 0)( ≥∗ tu j ,
1)( R∈∗ tu j , 0)( ≥
∗ tu j .
Далее, обозначим через:
))(),(,( tutxtg – действительную функцию (функционал) :g ×−∈ 1,0 Tt 1RRR →× pn ,
оценивающую издержки от использования рассматриваемых технологических способов 
производства с интенсивностями, определяемыми вектором 
)())(,),(),(()( 21 ttutututu p
∗∈′= U при производстве продукции в количестве, определяемом 
вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt );
)),( txtf – действительную функцию (функционал) :f ×−∈ 1,0 Tt 1RR →n ,
оценивающую затраты на хранение готовой продукции на складе в количестве, 
определяемом вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt ).
Тогда общие издержки производства за период управления T,0 определяются 
значением следующего кр терия каче  (функц нала) :Ф 1RRR →××× TnTn :
∑
−
=
+=
1
0
))](,())(),(,([
T
t
txtftutxtgФ .
Отметим, что такой функционал часто можно представить в виде следующей 
линейной функции, оценивающей издержки производства:
∑
−
=
+=
1
0
1 ])(),()(),([
T
t pn
tutdtxtсФ , (2.10)
где для любых векторов kba R∈, ( N∈k ), здесь и далее в этой главе, символом kba,
будем о означать скалярное произведение этих векторо  в пространстве kR ).
Тогда динамическая система (2.7) – (2.10) является математической моделью для 
рассматр ваемого процесса управления производством.
 – действительную функцию (функционал) 
8
Предполагается также, что в рассматриваемом процесс  упр вл ния для каждого 
периода врем ни t ( 1,0 −∈ Tt ) значения вектора управления pp tutututu R∈′= ))(,),(),(()( 21 
должны удовлетворять следующему заданному геометрическому ограничению:
p
p ttutututu R⊂∈′=
∗ )())(,),(),(()( 21 U , 2.9)
где непустое множество )(t∗U описывает имеющиеся в процесс  пр изводства технико-
экономические ограничения на мощности производства, то есть определяет ресурс 
управления и может описываться, например, в следующем виде:
{)( =∗ tU pp tututututu R∈′= ))(,),(),(()(:)( 21  , )}()(0 txtx ii
∗≤≤ ,
где pj ,1∈∀ : 1)( R∈∗ tu j , 0)( ≥∗ tu j ,
1)( R∈∗ tu j , 0)( ≥
∗ tu j .
Далее, обозначим через:
))(),(,( tutxtg – действительную функцию (функционал) :g ×−∈ 1,0 Tt 1RRR →× pn ,
оценивающую издержки от использования рассматриваемых технологических способов 
производства с интенсивностями, опре еляемыми вектором 
)())(,),(),(()( 21 ttutututu p
∗∈′= U при производстве продукции в количестве, определяемом 
вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt );
))(,( txtf – действительную функцию (функционал) :f ×−∈ 1,0 Tt 1RR →n ,
оценивающую затраты на хранение готовой продукции на скл де в количестве, 
определяемом вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в п риод времени t ( 1,0 −∈ Tt ).
Тогда общие издержки производства за период управления T,0 определяются 
значением следующего критерия качества (функционал ) :Ф 1RRR →××× TnTn :
∑
−
=
+=
1
0
))](,())(),(,([
T
t
txtftutxtgФ .
Отметим, что такой функционал часто можно представить в виде следующей 
линейной функции, оценивающей издержки производства:
∑
−
=
+=
1
0
1 ])(),()(),([
T
t pn
tutdtxtсФ , (2.10)
где для любых векторов kba R∈, ( N∈k ), здесь и дал е в этой гла , символом kba,
будем обозначать скалярное произведение этих векторов в простр нс ве kR ).
Тогда динамическая система (2.7) – (2.10) является математ ческой моделью для 
рассматриваемого процесса управления производством.
, оценивающую издержки от использования 
рассматриваемых технологических способов производства с интенсив-
ностями, определяемыми вектором 
8
Предполагается также, что в рассматриваемом процессе управления для каждого 
периода времени t ( 1,0 −∈ Tt ) значения вектора управления pp tutututu R∈′= ))(,),(),(()( 21 
должны уд влетворять с дующему за анному геометрическому ограничению:
p
p ttutututu R⊂∈′=
∗ )())(,),(),(()( 21 U , (2.9)
где непустое множество )(t∗U описывает имеющиеся в процессе производства технико-
эконом ческие граничения на мощности производства, то есть определяет ресурс 
управления и может описываться, наприм р, в следующем виде:
{)( =∗ tU pp tututututu R∈′= ))(,),(),(()(:)( 21  , )}()(0 txtx ii
∗≤≤ ,
где pj ,1∈∀ : 1)( R∈∗ tu j , 0)( ≥∗ tu j ,
1)( R∈∗ tu j , 0)( ≥
∗ tu j .
Далее, обозначим через:
))(),(,( tutxtg – действительную функцию (функционал) :g ×−∈ 1,0 Tt 1RRR →× pn ,
оценивающу  издерж и т использования рассматриваемых технологических способов 
п оизводства с интенсивностями, определяемыми вектором 
)())(,),(),(()( 21 ttutututu p
∗∈′= U при производстве продукции в количестве, определяемом 
вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt );
))(,( txtf – действительную функцию (функционал) :f ×−∈ 1,0 Tt 1RR →n ,
оценивающую затраты на хранение готовой продукции на складе в количестве, 
определяемом вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt ).
Тогда общие издержки производства за период управления T,0 определяются 
значением следующего критерия качества (функционала) :Ф 1RRR →××× TnTn :
∑
−
=
+=
1
0
))](,())(),(,([
T
t
txtftutxtgФ .
Отметим, что такой функционал часто можно представить в виде следующей 
линейной функции, оценивающей изд ржки производства:
∑
−
=
+=
1
0
1 ])(),()(),([
T
t pn
tutdtxtсФ , (2.10)
где для любых векторов kba R∈, ( N∈k ), здесь и далее в этой главе, символом kba,
будем обозначать скалярное произведение этих векторов в пространстве kR ).
Тогда динамическая система (2.7) – (2.10) является математической моделью для 
рассматрива мого процесса управления производством.
 
при производстве продукции в количестве, определяемом вектором 
8
Предполагается также, что в рассматриваемом процессе управления для каждого 
периода времени t ( 1,0 −∈ Tt ) значения вектора управления pp tutututu R∈′= ))(,),(),(()( 21 
должны удовлетворять следующему заданному ге метрическому ог аничению:
p
p ttutututu R⊂∈′=
∗ )())(,),(),(()( 21 U , (2.9)
где непустое множество )(t∗U описывает имеющиеся в процессе производства технико-
экономические гра ич ния на мощно ти произв дства, то есть определяет ресурс 
управления и може  описываться, напри ер, в ледующ м виде:
{)( =∗ tU pp tututututu R∈′= ))(,),(),(()(:)( 21  , )}()(0 txtx ii
∗≤≤ ,
где pj ,1∈∀ : 1)( R∈∗ tu j , 0)( ≥∗ tu j ,
1)( R∈∗ tu j , 0)( ≥
∗ tu j .
Далее, обозначим через:
))(),(,( tutxtg – действительную функцию (функционал) :g ×−∈ 1,0 Tt 1RRR →× pn ,
оценивающую издержк  от использования рассматр емых технолог ческ х спос бов 
производст  с интенсивностям , опред ляемыми вектором 
)())(,),(),(()( 21 ttutututu p
∗∈′= U пр производстве продукции в количестве, определяем м 
вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt );
))(,( txtf – действит ьную функцию (функционал) :f ×−∈ 1,0 Tt 1RR →n ,
оценивающую затраты на хранение готовой продукци  на складе в количестве, 
определяемом вектором )))(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt ).
Тогда общие издержки производства за период управления T,0 определяются 
значением следующего критерия качества (функционала) :Ф 1RRR →××× TnTn :
∑
−
=
+=
1
0
))](,())(),(,([
T
t
txtftutxtgФ .
Отметим, что такой функционал часто можно пр дставить в виде следующей
линейной функции, оценивающе  издержки производства:
∑
−
=
+=
1
0
1 ])(),()(),([
T
t pn
tutdtxtсФ , (2.10)
где для любых векторов kba R∈, ( N∈k ), здесь и далее в этой главе, символом kba,
будем обозначать скалярное произведение этих векторов в пространстве kR ).
Тогда динамическая сист ма 2.7) – (2.10) являе ся матем т ой оделью для 
расс атриваемого процесса управл ния производством.
  времени t 
8
Предполагается также, что в рас матриваемом процес е управления для каждого 
периода времени t ( 1,0 −∈ Tt ) значения вектора уп а л ния pp tutututu R∈′= )(,),(),(()( 21 
должны удовлетворять ледующему задан о у геом трическ му ограничению:
p
p ttutututu R⊂∈′=
∗ )()(,),(),(()( 21 U , 2.9)
где непустое множество )(t∗U описывает имеющи ся в пр цес е производства технико-
экономические ограничения на мощности про зводства, то есть определяет ресурс 
управления и может писываться, например, в следующем виде:
{)( =∗ tU pp tututututu R∈′= )(,),()(()(:)( 21  , )}()(0 txtx ii
∗≤≤ ,
где pj ,1∈∀ : 1)( R∈∗ tu j , 0)( ≥∗ tu j ,
1)( R∈∗ tu j , 0)( ≥
∗ tu j .
Дале , обозначим через:
)(),(,( tutxtg – действ тельную функцию (функционал) :g ×−∈ 1,0 T 1RRR →× pn ,
оценивающую издержки от использова я рас матриваемых технологических способов 
производства с интен ивностями, определяемыми ве тором 
)()(,),(),(()( 21 ttutututu p
∗∈′= U при производстве продукци  в количестве, определяемом 
вектором )()(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период вре е  t 1,0 −∈ Tt );
)(,( txtf – действительную функцию (функционал  :f ×−∈ 1,0 Tt 1RR →n ,
оценивающую затраты на хранение готовой продукци  на ск аде в колич стве, 
определя мом вектором )()(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в пер од времени t 1,0 −∈ Tt ).
Тогда общие издержки производства за период правле ия T,0 определяют я 
значением следующего критерия качества (функционала) :Ф 1RRR →××× TnTn :
∑
−
=
+=
1
0
) ](,()(),(,([
T
t
txtftutxtgФ .
Отметим, что такой функционал часто можно представить в виде следующей 
линейной функци , оценивающей издержки производства:
∑
−
=
+=
1
0
1 ])(),()(),([
T
t pn
tutdtxtсФ , (2.10)
где для любых векторов kba R∈, ( N∈k ), здесь и да е в этой главе, символом kba,
будем обозначать скалярное произведение этих векторов в простран тве kR ).
Тогда динамическая система (2.7) – (2.10) явля тся математической моде ью для 
рас матриваем го процес а у вления производств .
8
Пр дполагается также, что в рассматриваемом процессе управления для каждого 
периода времени t ( 1,0 −∈ T ) значения вектора управления pp tutututu R∈′= ))(,),(),(()( 21 
должны удовлетворять следующему заданному геометрическому ограничению:
p
p ttutututu R⊂∈′=
∗ )())(,),(),(()( 21 U , (2.9)
где непустое множество )(t∗U описывает имеющиеся в процессе производства технико-
экономические ограничения на мощности производства, то есть определяет ресурс 
управления и может описываться, например, в следующем виде:
{)( =∗ tU pp tututututu R∈′= ))(,),(),(()(:)( 21  , )}()(0 txtx ii
∗≤≤ ,
где pj ,1∈∀ : 1)( R∈∗ tu j , 0)( ≥∗ tu j ,
1)( R∈∗ tu j , 0)( ≥
∗ tu j .
Далее, обозначим через:
))(),(,( tutxtg – действительную функцию (функционал) :g ×−∈ 1,0 Tt 1RRR →× pn ,
оценивающую издержки от использования рассматриваемых технологических способов 
производства с интенсивностями, определяемыми вектором 
)())(,),(),(()( 21 ttutututu p
∗∈′= U при производстве продукции в количестве, определяемом 
в кто о  )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt );
))(,( txtf – действительную функцию (функционал) :f ×−∈ 1,0 Tt 1RR →n ,
оценивающую затраты на хранение готовой продукции на складе в количестве, 
определяемом вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени ( 1,0 −∈ Tt ).
Тогда общие издержки производства за период управления T,0 определяются 
значением следующего критерия качества (функционала) :Ф 1RRR →××× TnTn :
∑
−
=
+=
1
0
))](,())(),(,([
T
t
txtftutxtgФ .
Отметим, что такой функционал част  можно представить в виде следующей 
линейной функции, оценивающей издержки производства:
∑
−
=
+=
1
0
1 ])(),()(),([
T
t pn
tutdtxtсФ , (2.10)
где для любых векторов kba R∈, ( N∈k ), здесь и далее в этой главе, символом kba,
будем обозначать скалярное произведение этих векторов в пространстве kR ).
Тогда динамическая система (2.7) – (2.10) является математической моделью для 
рассматрив емого процесса управления производством.
 – действительную функцию (функционал) 
8
Предполагается также, что в рассматриваемом процессе управлен я для каждого 
периода времени t ( 1,0 −∈ Tt ) значения вектора управления pputututu R∈′= ),),(),(()( 21 
должны удовлетворять следующему заданному геометрическому ограничению:
p
p ttutututu R⊂∈′=
∗ )())(,),(),(()( 21 U , (2.9)
где непустое мн жес  )(t∗U описывает имеющиеся в процес е производства технико-
экономические ограничения на мощности производства, то есть определяет ресурс 
управления и может описываться, например, в следующем виде:
{)( =∗ tU pp tututututu R∈′= ))(,),(),(()(:)( 21  , )}()(0 txtx ii
∗≤≤ ,
где pj ,1∈∀ : 1)( R∈∗ tu j , 0)( ≥∗ tu j ,
1)( R∈∗ tu j , 0)( ≥
∗ tu j .
Далее, обозначим через:
))(),(,( tutxtg – действительную функцию (функционал) :g ×−∈ 1,0 Tt 1RRR →× pn ,
оценивающую издержки от использования рассматриваемых технологических способов 
производства с интенсивностями, определяемыми вектором 
)())(,),(),(()( 21 ttutututu p
∗∈′= U при производстве продукции в количестве, определяемом 
вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt );
))(,( txtf – действительную функцию (функционал) :f ×−∈ 1,0 Tt 1RR →n ,
оцени ающую затраты на хранение готовой п одукции на складе в количестве, 
определяемом вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt ).
Тогда об ие издержки производства за период управления T,0 определяются 
значением следующего критерия качества (функционала) :Ф 1RRR →××× TnTn :
∑
−
=
+=
1
0
))](,())(),(,([
T
t
txtftutxtgФ .
Отметим, что такой функционал часто можно представить в виде следующей 
линейной функции, оценивающей издержки производства:
∑
−
=
+=
1
0
1 ])(),()(),([
T
t pn
tutdtxtсФ , (2.10)
где для любых векторов kba R∈, ( N∈k ), здесь и далее в этой главе, символом kba,
будем обозначать скалярное произведение этих векторов в пространстве kR ).
Тогда динамическая система (2.7) – (2.10) является математической моделью для 
рассматриваемого процесса управления производством.
 оценивающую затраты на хранение го-
товой продукции на складе в количестве, определяемом вектором 
8
Предпол гается также, что в р ссма риваемом процессе упр вления для каждого 
периода времени t ( 1,0 −∈ Tt ) значения вектора управл pp tutututu R∈′= )(,),(),(()( 21 
должны удовлетворять следующему зад нному геом трическому огранич н ю:
p
p ttutututu R⊂∈′=
∗ )())(,),(),(()( 21 U , (2.9
где непустое множество )(t∗U описывае  имеющиеся в процессе про зводства технико-
экономические ограничения на мощности производства, то есть определяет ресурс 
управления и может о исываться, например, в следующем в д :
{)( =∗ tU pp tututututu R∈′= ))(,),(),(()(:)( 21  , )}()(0 txtx ii
∗≤≤ ,
где pj ,1∈∀ : 1)( R∈∗ tu j , 0)( ≥∗ tu j ,
1)( R∈∗ tj , 0)( ≥
∗ tu j .
Далее, обозначим через:
))(),(,( tutxtg – действительную функцию (функционал  :g ×−∈ 1,0 Tt 1RRR →× pn ,
оценивающую издержки от испо ьзования рассматриваемых технологических способ в 
производства с интенсивно тями, определ емыми вектором 
)())(,),(),(()( 21 ttutututu p
∗∈′= U при производстве продукции в количестве, пределяемом 
вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени ( 1,0 −∈ Tt );
))(,( txtf – действительную функцию (функционал) :f ×−∈ 1,0 Tt 1RR →n ,
оценивающую затраты на хранение готовой п одукции на складе в количестве, 
определяемом вектором )())(,),(),()( 21 ttxtxxtx n
∗∈′= X в период времени 1,0 −∈ Tt ).
Тогда общие издержки пр изводства за период управления T,0 определяютс  
значением следующего крит рия качества (функционал ) :Ф 1RRR →××× TnTn :
∑
−
=
+=
1
0
))](,())(),(,([
T
t
txtftutxtgФ .
Отметим, что такой функционал ч сто можно представ ть в виде следующей 
линейной функции, оценивающей издержки производства:
∑
−
=
+=
1
0
1 ])(),()(),([
T
t pn
tutdtxtсФ , (2.10)
где для любых векторов kba R∈, ( N∈k ), здесь и далее в этой главе, символом kba,
будем обозначать скалярное произведение этих вект ров в пространстве kR ).
Тогда динамическая система (2.7) – (2.10) является математической мод лью для 
рассматриваемого процесс  упр лен я производством.
  е и t ( 1,0 −∈ Tt ).
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Тогда общие издержки производства за период управления T,0
определяются значением следующего критерия качества (функционала) 
Ф: 1RRR →××× TnTn :
8
Предполагается также, что в рассматриваемом процессе управления для каждого 
периода времени t ( 1,0 −∈ Tt ) значения вектора управления pp tutututu R∈′= ))(,),(),(()( 21 
должны удовлетворять следующему заданному геометрическому ограничению:
p
p ttutututu R⊂∈′=
∗ )())(,),(),(()( 21 U , (2.9)
где непустое множество )(t∗U описывает имеющиеся в процессе производства технико-
экономические ограничения на мощности производства, то есть определяет ресурс 
управления и может описываться, например, в следующем виде:
{)( =∗ tU pp tututututu R∈′= ))(,),(),(()(:)( 21  , )}()(0 txtx ii
∗≤≤ ,
где pj ,1∈∀ : 1)( R∈∗ tu j , 0)( ≥∗ tu j ,
1)( R∈∗ tu j , 0)( ≥
∗ tu j .
Далее, обозначим через:
))(),(,( tutxtg – действительную функцию (функционал) :g ×−∈ 1,0 Tt 1RRR →× pn ,
оценивающую издержки от использования рассматриваемых технологических способов 
производства с интенсивностями, определяемыми вектором 
)())(,),(),(()( 21 ttutututu p
∗∈′= U при производстве продукции в количестве, определяемом 
вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt );
))(,( txtf – действительную функцию (функционал) :f ×−∈ 1,0 Tt 1RR →n ,
оценивающую затраты на хранение готовой продукции на складе в количестве, 
определяемом вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt ).
Тогда общие издержки производства за период управления T,0 определяются 
значением следующего критерия качества (функционала) :Ф 1RRR →××× TnTn :
∑
−
=
+=
1
0
))](,())(),(,([
T
t
txtftutxtgФ .
Отметим, что такой функционал часто можно представить в виде следующей 
линейной функции, оценивающей издержки производства:
∑
−
=
+=
1
0
1 ])(),()(),([
T
t pn
tutdtxtсФ , (2.10)
где для любых векторов kba R∈, ( N∈k ), здесь и далее в этой главе, символом kba,
будем обозначать скалярное произведение этих векторов в пространстве kR ).
Тогда динамическая система (2.7) – (2.10) является математической моделью для 
рассматриваемого процесса управления производством.
Отметим, что такой функционал часто можно представить в виде сле-
дующей линейной функции, оценивающей издержки производства:
8
Предполагается также, что в рассматриваемом процессе управления для каждого 
периода времени t ( 1,0 −∈ Tt ) значения вектора управления pp tutututu R∈′= ))(,),(),(()( 21 
должны удовлетворять следующему заданному геометрическому ограничению:
p
p ttutututu R⊂∈′=
∗ )())(,),(),(()( 21 U , (2.9)
где непустое множество )(t∗U описывает имеющиеся в процессе производства технико-
экономические ограничения на мощности производства, то есть определяет ресурс 
управления и может описываться, например, в следующем виде:
{)( =∗ tU pp tututututu R∈′= ))(,),(),(()(:)( 21  , )}()(0 txtx ii
∗≤≤ ,
где pj ,1∈∀ : 1)( R∈∗ tu j , 0)( ≥∗ tu j ,
1)( R∈∗ tu j , 0)( ≥
∗ tu j .
Далее, обозначим через:
))(),(,( tutxtg – действительную функцию (функционал) :g ×−∈ 1,0 Tt 1RRR →× pn ,
оценивающую издержки от использования рассматриваемых технологических способов 
производства с интенсивностями, определяемыми вектором 
)())(,),(),(()( 21 ttutututu p
∗∈′= U при производстве продукции в количестве, определяемом 
вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt );
))(,( txtf – действительную функцию (функционал) :f ×−∈ 1,0 Tt 1RR →n ,
оценивающую затраты на хранение готовой продукции на складе в количестве, 
определяемом вектором )())(,),(),(()( 21 ttxtxtxtx n
∗∈′= X в период времени t ( 1,0 −∈ Tt ).
Тогда общие издержки производства за период управления T,0 определяются 
значением следующего критерия качества (функционала) :Ф 1RRR →××× TnTn :
∑
−
=
+=
1
0
))](,())(),(,([
T
t
txtftutxtgФ .
Отметим, что такой функционал часто можно  в виде следующей 
линейной функции, оценивающей издержки производства:
∑
−
=
+=
1
0
1 ])(),()(),([
T
t pn
tutdtxtсФ , (2.10)
где для любых векторов kba R∈, ( N∈k ), здесь и далее в этой главе, символом kba,
будем обозначать скалярное произведение этих векторов в пространстве kR ).
Тогда динамическая система (2.7) – (2.10) является математической моделью для 
рассматриваемого процесса управления производством.
                        (2.10)
где для любых екторов kba R∈,  ( N∈k ), здесь и далее в этой главе, сим-
волом kba,  будем обозначать скалярное произведение этих векторов в 
пространстве kR .
Тогд  динамическая система (2.7) – (2.10) является ематической 
моделью для рассматриваемого процесса управления производством.
В рамках сформированной математической модели (2.7) – (2.10) 
можно сформулировать следующую задачу оптимизации программного 
управления производством.
Задача 2.1. Для заданных промежутка управления производством 
T,0  и начального состояния )0()0( 0
∗∈= Xxx  динамической системы 
(2.7) – (2.10) требуется найти такое допустимое программное управление 
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В рамках сформированной математической модели   (2.7) – (2.10) можно 
сформулировать следующую задачу оптимизации п огра много управления
производством.
Задача 2.1. Для заданных промежутка управления производством T,0 и
начального состояния )0()0( 0
∗∈= Xxx динамической системы (2.7) – (2.10) требуется 
найти такое допустимое программное управление 1,0
)()( )}({)(
−∈
=⋅ Tt
ee tuu –
последовательность допустимых интенсивностей, удовлетворяющих ограничению (2.9), 
то есть такое, что 1,0 −∈∀ Tt : )()()( ttu e ∗∈ U ), и соответствующую ему траекторию 
Tt
eee txuxTxx ,0
)()(
0
)( )}({))(,;,0;()(
∈
=⋅⋅=⋅ системы (2.7), порожденную набором ))(,( )(0 ⋅
eux ,
являющуюся допустимой (каждый элемент последовательности значений фазового 
вектора системы (2.7) удовлетворяет ограничению (2.8)), то есть такую, что Tt ,0∈∀ :
)()()( ttx e ∗∈X , 0
)( )0( xx e = , при котором значение величины общих затрат, вычисляемых 
согласно (2.10) и формируемых из уравнения (2.7) при заданной последовательности
1,0)}({)( −∈=⋅ Tttss – значений вектора объемов спроса на продукцию, будет минимальным, 
то есть удовлетворяющего следующему условию оптимальности: 
∑
−
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+=
1
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)()()()( ))](,())(),(,([
T
t
eeee txtftutxtgФ = ∑
−
=
+
1
0
)()(
0 ))](,())(,,,0;(,([
T
t
ee txtftuxTtxtg =
=
)()(
min
⋅
∗
∈⋅ Uu
∑
−
=
⋅+⋅
1
0
0 ))](,())(,,,0;(,([
T
t
xtfuxTtxtg .
Здесь )(⋅∗U – множество всех допустимых программных управлений
∈
−∈
=⋅ 1,0)}({)( Tttuu )(⋅
∗U субъекта управления, то есть таких, что 1,0 −∈∀ Tt : )()( ttu ∗∈ U и 
соответствующая набору ))(,( 0 ⋅ux траектория системы (2.7) TttxuxTxx ,00 )}({))(,;,0;()( ∈=⋅⋅=⋅
является допустимой,  то есть такой, что Tt ,0∈∀ : )()( ttx ∗∈X , 0)0( xx = .
Для описания дискретной динамической системы (2.7) – (2.10) ее параметры )(tA ,
)(tB , )(ts , )(t∗X и )(t∗U для всех 1,0 −∈ Tt должны быть известны заранее (например, 
формироваться, исходя из истории рассматриваемого процесса, технических и 
экономических прогнозов).
Отметим, что для решения данной задачи 2.1 в случае критерия качества, 
описываемого соотношением (2.10) и относящейся к классу задач программного 
управления линейной дискретной динамической системой с полной информацией, 
разработан эффективный общий рекуррентный алгебраический метод ее решения, 
 – последовательность допустимых интенсивно-
стей, удовлетворяющих ограничению (2.9), то есть такое, что 1,0 −∈∀ Tt : 
)()()( ttu e ∗∈ U ), и соответствующую ему траекторию 
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В рамках сформированной математической модели   (2.7) – (2.10) можно 
сформулировать следующую задачу оптимизации программного управления
производством.
Задача 2.1. Для заданных промежутка управления производством T,0 и
начального состояния )0()0( 0
∗∈= Xxx динамической системы (2.7) – (2.10) требуется 
найти такое допу тимое программное управление 1,0
)()( )}({)(
−∈
=⋅ Tt
ee tuu –
последовательность допустимых инте сивностей, удовлетворяющих ограничению (2.9), 
то есть такое, что 1,0 −∈∀ Tt : )()()( ttu e ∗∈ U ), и соответствующую ему траекторию 
Tt
eee txuxTxx ,0
)()(
0
)( )}({))(,;,0;()(
∈
=⋅⋅=⋅ системы (2.7), порожденную набором ))(,( )(0 ⋅
eux ,
являющуюся допустимой (каждый элемент последовательности значений фазового 
вектора системы (2.7) удовлетворяет ограничению (2.8)), то есть такую, что Tt ,0∈∀ :
)()()( ttx e ∗∈X , 0
)( )0( xx e = , при котором значение величины общих затрат, вычисляемых 
согласно (2.10) и формируемых из уравнения (2.7) при заданной последовательности
1,0)}({)( −∈=⋅ Tttss – значений вектора объемов спроса на продукцию, будет минимальным, 
то есть удовлетворяющего следующему условию оптимальности: 
∑
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1
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)()()()( ))](,())(),(,([
T
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eeee txtftutxtgФ = ∑
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Здесь )(⋅∗U – множество всех допустимых программных управлений
∈
−∈
=⋅ 1,0)}({)( Tttuu )(⋅
∗U субъекта управления, то есть таких, что 1,0 −∈∀ Tt : )()( ttu ∗∈ U и 
соответствующая набору ))(,( 0 ⋅ux траектория системы (2.7) TttxuxTxx ,00 )}({))(,;,0;()( ∈=⋅⋅=⋅
является допустимой,  то есть такой, что Tt ,0∈∀ : )()( ttx ∗∈X , 0)0( xx = .
Для описания дискретной динамической системы (2.7) – (2.10) ее параметры )(tA ,
)(tB , )(ts , )(t∗X и )(t∗U для всех 1,0 −∈ Tt должны быть известны заранее (например, 
формироваться, исходя из истории рассматриваемого процесса, технических и 
экономических прогнозов).
Отметим, что для решения данной задачи 2.1 в случае критерия качества, 
описываемого соотношением (2.10) и относящейся к классу задач программного 
управления линейной дискретной динамической системой с полной информацией, 
разработан эффективный общий рекуррентный алгебраический метод ее решения, 
 сте  (2.7), порожден ую на-
бором 
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В рамках сформированной математической модели   (2.7) – (2.10) можно 
сформулировать следующую задачу оптимизации программного управления
производством.
Задача 2.1. Для заданных промежутка управления производством T,0 и
начального состояния )0()0( 0
∗∈= Xxx динамической системы (2.7) – (2.10) требуется 
найти такое допустимое программное управление 1,0
)()( )}({)(
−∈
=⋅ Tt
ee tuu –
последовательность допустимых интенсивностей, удовлетворяющих ограничению (2.9), 
то есть такое, что 1,0 −∈∀ Tt : )()()( ttu e ∗∈ U ), и соответствующую ему траекторию 
Tt
eee txuxTxx ,0
)()(
0
)( )}({))(,;,0;()(
∈
=⋅⋅=⋅ системы (2.7), порожденную набором ))(,( )(0 ⋅
eux ,
являющуюся допустимой (каждый элемент последовательности значений фазового 
вектора системы (2.7) удовлетворяет ограничению (2.8)), то есть такую, что Tt ,0∈∀ :
)()()( ttx e ∗∈X , 0
)( )0( xx e = , при котором значение величины общих затрат, вычисляемых 
согласно (2.10) и формируемых из уравнения (2.7) при заданной последовательности
1,0)}({)( −∈=⋅ Tttss – значений вектора объемов спроса на продукцию, будет минимальным, 
то есть удовлетворяющего следующему условию оптимальности: 
∑
−
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+=
1
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)()()()( ))](,())(),(,([
T
t
eeee txtftutxtgФ = ∑
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Здесь )(⋅∗U – множество всех допустимых программных управлений
∈
−∈
=⋅ 1,0)}({)( Tttuu )(⋅
∗U субъекта управления, то есть таких, что 1,0 −∈∀ Tt : )()( ttu ∗∈ U и 
соответствующая набору ))(,( 0 ⋅ux траектория системы (2.7) TttxuxTxx ,00 )}({))(,;,0;()( ∈=⋅⋅=⋅
является допустимой,  то есть такой, что Tt ,0∈∀ : )()( ttx ∗∈X , 0)0( xx = .
Для описания дискретной динамической системы (2.7) – (2.10) ее параметры )(tA ,
)(tB , )(ts , )(t∗X и )(t∗U для всех 1,0 −∈ Tt должны быть известны заранее (например, 
формироваться, исходя из истории рассматриваемого процесса, технических и 
экономических прогнозов).
Отметим, что для решения данной задачи 2.1 в случае критерия качества, 
описываемого соотношением (2.10) и относящейся к классу задач программного 
управления линейной дискретной динамической системой с полной информацией, 
разработан эффективный общий рекуррентный алгебраический метод ее решения, 
, являющуюся допустимой (каждый элемент последова-
тельности значений фазового вектора системы (2.7) удовлетворяет огра-
ничению (2.8)), то есть такую, что Tt ,0∈∀ : )()()( ttx e ∗∈X , 0
)( )0( xx e = , 
при котором значение величины общих затрат, вычисляемых согласно 
(2.10) и формируемых из уравнения (2.7) при заданной последовательности 
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В рамках сформированной математической модели   (2.7) – (2.10) можно 
сформулировать следующую задачу оптимизации программного управления
производством.
Задача 2.1. Для заданных промежутка упр вления пр изводством T,0 и
начального сост ян я )0()0( 0
∗∈= Xxx динамической системы (2.7 – (2.10) требуется 
найти такое допустимое программное управление 1,0
)()( )}({)(
−∈
=⋅ Tt
ee tuu –
последовательность допустимых интенсивностей, удовлетворяющих ограничению (2.9), 
то есть такое, что 1,0 −∈∀ Tt : )()()( ttu e ∗∈ U ), и соответствующую ему траекторию 
Tt
eee txuxTxx ,0
)()(
0
)( )}({))(,;,0;()(
∈
=⋅⋅=⋅ системы (2.7), порожденную набором ))(,( )(0 ⋅
eux ,
являющуюся допустимой (каждый элемент последовательности значений фазового 
вектора системы (2.7) удовлетворяет ограничению (2.8)), то есть такую, что Tt ,0∈∀ :
)()()( ttx e ∗∈X , 0
)( )0( xx e = , при котором значение величины общих затрат, вычисляемых 
согласно (2.10) и формируемых из уравнения (2.7) при заданной последовательности
1,0)}({)( −∈=⋅ Tttss – значений вектора объемов спроса на продукцию, будет минимальным, 
то есть удовлетворяющего следующему условию оптимальности: 
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eeee txtftutxtgФ = ∑
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Здесь )(⋅∗U – множество всех допустимых программных управлений
∈
−∈
=⋅ 1,0)}({)( Tttuu )(⋅
∗U субъекта управления, то есть таких, что 1,0 −∈∀ Tt : )()( ttu ∗∈ U и 
соответствующая набору ))(,( 0 ⋅ux траектория системы (2.7) TttxuxTxx ,00 )}({))(,;,0;()( ∈=⋅⋅=⋅
является допустимой,  то есть такой, что Tt ,0∈∀ : )()( ttx ∗∈X , 0)0( xx = .
Для описания дискретной динамической системы (2.7) – (2.10) ее параметры )(tA ,
)(tB , )(ts , )(t∗X и )(t∗U для всех 1,0 −∈ Tt должны быть известны заранее (например, 
фо мироваться, исходя из истории рассматриваемого процесса, технических и 
экономических прогнозов).
Отметим, что для решения данной задачи 2.1 в случае критерия качества, 
писываемого соотношением (2.10) и относящейся к классу задач программного 
управления линейной дискретной динамической системой с полной информацией, 
разработан эффективный общий рекуррентный алгебраический метод ее решения, 
  ачений вектора объемов спро а на продукцию, будет ми-
нималь ым, то есть удовлетворяющего следующему условию оптим ль ости: 
Глава 2. Экономико-математический инструментарий оптимизации
72
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В рамках сформированной математической модели   (2.7) – (2.10) можно 
сформулировать следующую задачу оптимизации программного управления
производством.
Задача 2.1. Для заданных промежутка управления производством T,0 и
начального состояния )0()0( 0
∗∈= Xxx динамической системы (2.7) – (2.10) требуется 
найти такое допустимое программное управление 1,0
)()( )}({)(
−∈
=⋅ Tt
ee tuu –
последовательность допустимых интенсивностей, удовлетворяющих ограничению (2.9), 
то есть такое, что 1,0 −∈∀ Tt : )()()( ttu e ∗∈ U ), и соответствующую ему траекторию 
Tt
eee txuxTxx ,0
)()(
0
)( )}({))(,;,0;()(
∈
=⋅⋅=⋅ системы (2.7), порожденную набором ))(,( )(0 ⋅
eux ,
являющуюся допустимой (каждый элемент последовательности значений фазового 
вектора системы (2.7) удовлетворяет ограничению (2.8)), то есть такую, что Tt ,0∈∀ :
)()()( ttx e ∗∈X , 0
)( )0( xx e = , при котором значение величины общих затрат, вычисляемых 
согласно (2.10) и формируемых из уравнения (2.7) при заданной последовательности
1,0)}({)( −∈=⋅ Tttss – значений вектора объемов спроса на продукцию, будет минимальным, 
то есть удовлетворяющего следующему условию оптимальности: 
∑
−
=
+=
1
0
)()()()( ))](,())(),(,([
T
t
eeee txtftutxtgФ = ∑
−
=
+
1
0
)()(
0 ))](,())(,,,0;(,([
T
t
ee txtftuxTtxtg =
=
)()(
min
⋅
∗
∈⋅ Uu
∑
−
=
⋅+⋅
1
0
0 ))](,())(,,,0;(,([
T
t
xtfuxTtxtg .
Здесь )(⋅∗U – множество всех допустимых программных управлений
∈
−∈
=⋅ 1,0)}({)( Tttuu )(⋅
∗U субъекта управления, то есть таких, что 1,0 −∈∀ Tt : )()( ttu ∗∈ U и 
соответствующая набору ))(,( 0 ⋅ux траектория системы (2.7) TttxuxTxx ,00 )}({))(,;,0;()( ∈=⋅⋅=⋅
является допустимой,  то есть такой, что Tt ,0∈∀ : )()( ttx ∗∈X , 0)0( xx = .
Для описания дискретной динамической системы (2.7) – (2.10) ее параметры )(tA ,
)(tB , )(ts , )(t∗X и )(t∗U для всех 1,0 −∈ Tt должны быть известны заранее (например, 
формироваться, исходя из истории рассматриваемого процесса, технических и 
экономических прогнозов).
Отметим, что для решения данной задачи 2.1 в случае критерия качества, 
описываемого соотношением (2.10) и относящейся к классу задач программного 
управления линейной дискретной динамической системой с полной информацией, 
разработан эффективный общий рекуррентный алгебраический метод ее решения, 
 
Здесь )(⋅∗U  – множество всех допустим х программных управле-
ний 
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В рамках сформированной математической модели   (2.7) – (2.10) можно 
сформулировать следующую задачу оптимизации программного управления
производством.
Задача 2.1. Для заданных промежутка управления производством T,0 и
начального состояния )0()0( 0
∗∈= Xxx динамической системы (2.7) – (2.10) требуется 
найти такое допустимое программное управление 1,0
)()( )}({)(
−∈
=⋅ Tt
ee tuu –
последовательность допустимых интенсивностей, удовлетворяющих ограничению (2.9), 
то есть такое, что 1,0 −∈∀ Tt : )()()( ttu e ∗∈ U ), и соответствующую ему траекторию 
Tt
eee txuxTxx ,0
)()(
0
)( )}({))(,;,0;()(
∈
=⋅⋅=⋅ системы (2.7), порожденную набором ))(,( )(0 ⋅
eux ,
являющуюся допустимой (каждый элемент последовательности значений фазового 
вектора системы (2.7) удовлетворяет ограничению (2.8)), то есть такую, что Tt ,0∈∀ :
)()()( ttx e ∗∈X , 0
)( )0( xx e = , при котором значение величины общих затрат, вычисляемых 
согласно (2.10) и формируемых из уравнения (2.7) при заданной последовательности
1,0)}({)( −∈=⋅ Tttss – значений вектора объемов спроса на продукцию, будет минимальным, 
то есть удовлетворяющего следующему условию оптимальности: 
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Здесь )(⋅∗U – множество всех допустимых программных управлений
∈
−∈
=⋅ 1,0)}({)( Tttuu )(⋅
∗U субъекта управления, то есть таких, что 1,0 −∈∀ Tt : )()( ttu ∗∈ U и 
соответствующая набору ))(,( 0 ⋅ux траектория системы (2.7) TttxuxTxx ,00 )}({))(,;,0;()( ∈=⋅⋅=⋅
является допустимой,  то есть такой, что Tt ,0∈∀ : )()( ttx ∗∈X , 0)0( xx = .
Для описания дискретной динамической системы (2.7) – (2.10) ее параметры )(tA ,
)(tB , )(ts , )(t∗X и )(t∗U для всех 1,0 −∈ Tt должны быть известны заранее (например, 
форм роваться, ходя из ис ории рассматрив емого процесса, технических и 
экономических прогнозов).
Отметим, что для решения данной задачи 2.1 в случае критерия качества, 
описываемого соотношением (2.10) и относящейся к классу задач программного 
управления линейной дискретной динамической системой с полной информацией, 
разработан эффективный общий рекуррентный алгебраический метод ее решения, 
 т  есть таких, что 
1,0 −∈∀ Tt : )()( ttu ∗∈ U , и соответствующая набору 
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В рамках сформированной математической модели   (2.7) – (2.10) можно 
сформулировать следующую задачу оптимизации программного управления
производством.
З дача 2.1. Д я заданных промежутка управления производством T,0 и
начального состояния )0()0( 0
∗∈= Xxx динамической системы (2.7) – (2.10) требуется 
найти такое допустимое программное управление 1,0
)()( )}({)(
−∈
=⋅ Tt
ee tuu –
последовательность допустимых интенсивностей, удовлетворяющих ограничению (2.9), 
то есть такое, что 1,0 −∈∀ Tt : )()()( ttu e ∗∈ U ), и соответствующую ему траекторию 
Tt
eee txuxTxx ,0
)()(
0
)( )}({))(,;,0;()(
∈
=⋅⋅=⋅ системы (2.7), порожденную набором ))(,( )(0 ⋅
eux ,
являющуюся допус имой (каждый элем нт последовательности значений фазового 
вектора системы (2.7) удовлетворяет ограничению (2.8)), то есть такую, что Tt ,0∈∀ :
)()()( ttx e ∗∈X , 0
)( )0( xx e = , при котором значение величины общих затрат, вычисляемых 
согласно (2.10) и формируемых из уравнения (2.7) при заданной последовательности
1,0)}({)( −∈=⋅ Tttss – значений вектора объемов спроса на продукцию, будет минимальным, 
то есть удовлетворяющего следующему условию оптимальности: 
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Здесь )(⋅∗U – множество всех допустимых программных управлений
∈
−∈
=⋅ 1,0)}({)( Tttuu )(⋅
∗U субъекта управления, то есть таких, что 1,0 −∈∀ Tt : )()( ttu ∗∈ U и 
соответст  ))(,( 0 ⋅ux траектория системы (2.7) TttxuxTxx ,00 )}({))(,;,0;()( ∈=⋅⋅=⋅
является допустимой,  то есть такой, что Tt ,0∈∀ : )()( ttx ∗∈X , 0)0( xx = .
Для описания дискретной динамической системы (2.7) – (2.10) ее параметры )(tA ,
)(tB , )(ts , )(t∗X и )(t∗U для всех 1,0 −∈ Tt должны быть известны заранее (например, 
формироваться, исходя из истории рассматриваемого процесса, технических и 
экономических прогнозов).
Отметим, что для решения данной задачи 2.1 в случае критерия качества, 
описываемого соотношением (2.10) и относящейся к классу задач программного 
управления линейной дискретной динамической системой с полной информацией, 
разработан эффективный общий рекуррентный алгебраический метод ее решения, 
  
системы (2.7) 
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В рамках сформированной математической модели   (2.7) – (2.10) можно 
сформулировать следующую задачу оптимизации программного управления
производством.
Задача 2.1. Для заданных промежутка управления производством T,0 и
начального состояния )0()0( 0
∗∈= Xxx динамической системы (2.7) – (2.10) требуется 
найти такое допустимое программное управление 1,0
)()( )}({)(
−∈
=⋅ Tt
ee tuu –
последовательность допустимых интенсивностей, удовлетворяющих ограничению (2.9), 
то есть такое, что 1,0 −∈∀ Tt : )()()( ttu e ∗∈ U ), и соотве ствующую ему траекторию 
Tt
eee txuxTxx ,0
)()(
0
)( )}({))(,;,0;()(
∈
=⋅⋅=⋅ системы (2.7), порожденную набором ))(,( )(0 ⋅
eux ,
являющуюся допустимой (каждый элемент последовательности значений фазового 
вектора системы (2.7) удовлетворяет ограничению (2.8)), то сть такую, что Tt ,0∈∀ :
)()()( ttx e ∗∈X , 0
)( )0( xx e = , при котором значение величины общих затрат, вычисляемых 
согласно (2.10) и формируемых из уравнения (2.7) при заданной п следовательности
1,0)}({)( −∈=⋅ Tttss – значений вектора объемов спроса на продукцию, будет минимальным, 
то есть удовлетворяющего следующему условию оптимальности: 
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Здесь )(⋅∗U – множество всех допустимых программных управлений
∈
−∈
=⋅ 1,0)}({)( Tttuu )(⋅
∗U субъекта управления, то есть таких, что 1,0 −∀ Tt : )()( ttu ∗∈ U и 
соответствующая набору ))(,( 0 ⋅ux траектория TttxuxTxx ,00 )}({)),;,0;()( ∈=⋅⋅=⋅
является допустимой,  то есть такой, что Tt ,0∈∀ : )()( ttx ∗∈X , 0)0( xx = .
Для описания дискретной динамической системы (2.7) – (2.10) ее параметры )(tA ,
)(tB , )(ts , )(t∗X и )(t∗U для всех 1,0 −∈ Tt должны быть известны заранее (например, 
формироваться, исходя из истории рассматриваемог  процесса, технических и 
экономических прогнозов).
Отметим, что для решения данной задачи 2.1 в случае критерия качества, 
описываемого соотношением (2.10) и относящейся к классу задач программного 
управления линейной дискретной динамической сист мой с полной информацией, 
разработан эффективный общий рекуррентный лге раический метод ее решения, 
 является допустимой,  то 
есть такой, что 
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В рамках сформированной математической модели   (2.7) – (2.10) можно 
сформулировать следующую задачу оптимизации программного управления
производством.
Задача 2.1. Для зад нных про ежутка управлен я производством T,0 и
начального состояния )0()0( 0
∗∈= Xxx динамической системы (2.7) – (2.10) требуется 
найти такое допустимое программное управление 1,0
)()( )}({)(
−∈
=⋅ Tt
ee tuu –
последовательность допустимых интенсивностей, удовлетворяющих ограничению (2.9), 
то есть такое, что 1,0 −∈∀ Tt : )()()( ttu e ∗∈ U ), и соответствующую ему траекторию 
Tt
eee txuxTxx ,0
)()(
0
)( )}({))(,;,0;()(
∈
=⋅⋅=⋅ системы (2.7), порожденную набор м ))(,( )(0 ⋅
eux ,
являющуюся допустимой (каждый элемент последовательности значений фазового 
вектора системы (2.7) удовлетворяет ограничению (2.8)), то есть такую, что Tt ,0∈∀ :
)()()( ttx e ∗∈X , 0
)( )0( xx e = , при котором значение величины общих затрат, вычисляемых 
согласно (2.10) и формируемых из уравнения (2.7) при заданной последовательности
1,0)}({)( −∈=⋅ Tttss – значений вектора объемов спроса на продукцию, будет минимальным, 
то есть удовлетворяющего следующему условию оптимальности: 
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Здесь )(⋅∗U – множество всех допустимых программных управлений
∈
−∈
=⋅ 1,0)}({)( Tttuu )(⋅
∗U субъекта управления, то есть таких, что 1,0 −∈∀ Tt : )()( ttu ∗∈ U и 
соответствующая набору ))(,( 0 ⋅ux траектория системы (2.7) TttxuxTxx ,00 )}({))(,;,0;()( ∈=⋅⋅=⋅
является допустимой,  то есть так , Tt ,0∈∀ : )()( ttx ∗∈X , 0)0( xx = .
Для описания дискретной динамической системы (2.7) – (2.10) ее параметры )(tA ,
)(tB , )(ts , )(t∗X и )(t∗U для всех 1,0 −∈ Tt должны быть известны заранее (например, 
формироваться, исходя из истории рассматриваемого процесса, технических и 
экономических прогнозов).
Отметим, что для решения данной задачи 2.1 в случае критерия качества, 
описываемого соотношением (2.10) и относящейся к классу задач программного 
управления линейной дискретной динамической системой с полной информацией, 
разработан эффективный общий рекуррентный алгебраический метод ее решения, 
          
Для описания дискретной динамической системы (2.7) – (2.10) ее па-
раметры B(t), s(t), X*(t) и U*(t)  для всех 1,0 −∈ Tt  должны быть известны 
заранее (например, формироваться, исходя из истории рассматриваемого 
процесса, технических и экономических прогнозов).
Отме им, что для решения данной задачи 2.1 в случае кр тер я каче-
ства, описываемого соотношением (2.10) и относящейся к классу задач 
программного управления линейной дискретной динамической системой 
с полной информацией, разработан эффективный общий рекуррентный 
алгебраический метод ее решения, который решение исходной задачи 
сводит к реализации конечной рекуррентной последовательности еше-
ний задач линейного математического программирования и одношаговых 
операций [11, 13, 14].
В следующих пунктах данного раздела описывается формирование 
математических моделей и методов решения задач одноуровневого оп-
тимального терминального программного и адаптивного управления в 
линейной дискретной динамической системе с полной информацией, ко-
торая является обобщением рассмотренной выше экономико-математиче-
ской модели задачи управления производством. Полученные результаты 
основываются на исследованиях [9, 11–14].
      
описание линейной дискретной динамической модели 
социально-экономических систем без возмущений
      
В данном пункте рассмотрим векторную линейную дискретную дина-
мическую систему, которая описывает динамику класса социально-эконо-
мических систем без возмущений.
§2. Формирование многоуровневых детерминированных динамических моделей
73
На заданном целочисленном промежутке времени 
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который решение исходной задачи сводит к реализации конечной рекуррентной 
последовательности решений задач линейного математического программирования и 
одношаговых операций [11, 13, 14].
В следующих пунктах данного раздела описывается формирование 
математических моделей и методов решения задач одноуровневого оптимального 
терминального программного и адаптивного управления в линейной дискретной 
динамической системе с полной информацией, которая является обобщением 
рассмотренной выше экономико-математической модели задачи управления
производством. Полученные результаты основываются на исследованиях [9, 11–14].
Описание линейной дискретной динамической модели 
социально-экономических систем без возмущений
В данном пункте рассмотрим векторную линейную дискретную динамическую 
систему, которая описывает динамику класса социально-экономических систем без 
возмущений.
На заданном целочисленном промежутке времени T0, N∈T( ) рассматривается 
многошаговая управляемая динамическая система, которая состоит из одного 
управляемого объекта – объекта I, управляемого игроком Р – субъектом управления,
движение которого описывается линейным дискретным рекуррентным векторным 
уравнением вида:
.0)0(),()()()()1( xxtutBtxtAtx =+=+ (2.11)
Здесь 1,0 −∈ Tt ; nn txtxtxtx R∈′= ))(,),(),(()( 21  – фазовый вектор объекта I ,
значения которого должны удовлетворять следующему заданному геометрическому 
ограничению:
nttx R⊂∈ ∗ )()( X ; (2.12)
p
p tutututu R∈′= ))(,),(),(()( 21  – управляющее воздействие (управление) игрока Р,
стесненное заданным ограничением:
pttu R⊂∈ ∗ )()( U ( npp ≤∈ N : ); (2.13)
А(t) и B(t) есть действительные матрицы размера )( nn× и )( pn× , соответственно, и такие, 
что для всех 1,0 −∈ Tt матрица А(t) является невырожденной, то есть для нее существует 
соответствующая ей обратная матрица А-1(t), а ранг матрицы B(t) равен p (размерности 
вектора u(t)). Предполагается, что множества )(t∗X и )(t∗U – непустые и являются 
 рас ма-
тривается многошаговая управляемая динамическая система, которая со-
стоит из одного управляемого объекта – объекта I, управляемого игроком 
Р – суб ом управления, движение которого описывается линейным 
дискретным рекуррентным векторным уравнением вида:
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который решение исходной задачи сводит к реализации конечной рекуррентной 
последовательности решений задач линейного математического программирования и 
одношаговых операций [11, 13, 14].
В следующих пунктах данного раздела описывается формирование 
математических моделей и методов решения задач одноуровневого оптимального 
терминального программного и адаптивного управления в линейной дискретной 
динамической системе с полной информацией, которая является обобщением 
рассмотренной выше экономико-математической модели задачи управления
производством. Полученные результаты основываются на исследованиях [9, 11–14].
Описание линейной дискретной динамической модели 
социально-экономических систем без возмущений
В данном пункте рассмотрим векторную линейную дискретную динамическую 
систему, которая описывает динамику класса социально-экономических систем без 
возмущений.
На заданном целочисленном промежутке времен  T0, N∈T( ) рассматривается 
многошаговая управляемая динамическая система, которая состоит из одного 
управляемого объекта – объекта I, управляемого игроком Р – субъектом управления,
движение которого описывается линейным дискретным рекуррентным векторным 
уравнением вида:
.0)0(),()()()()1( xxtutBtxtAtx =+=+ (2.11)
Здесь 1,0 −∈ Tt ; nn txttxtx R∈′= ))(,),(),(()( 21  – фазовый вектор объекта I ,
значения которого должны удовлетворять следующему заданному геометрическому 
ограничению:
nttx R⊂∈ ∗ )()( X ; (2.12)
p
p tutututu R∈′= ))(,),(),(()( 21  – управляющее воздействие (управление) игрока Р,
стесненное заданным ограничением:
pttu R⊂∈ ∗ )()( U ( npp ≤∈ N : ); (2.13)
А(t) и B(t) есть действительные матрицы размера )( nn× и )( pn× , соответственно, и такие, 
что для всех 1,0 −∈ Tt матрица А(t) является невырожденной, то есть для нее существует 
соответствующая ей обратная матрица А-1(t), а ранг матрицы B(t) равен p (размерности 
вектора u(t)). Предполагается, что множества )(t∗X и )(t∗U – непустые и являются 
                   (2.11)
Здесь 
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который реш ние исх дной задачи сводит к реализации ко ечной рекуррентной 
последовательности решений задач ли ейного математического программирован я и 
дношаговых операций [ 1, 3, 14].
В следующих пунктах данного раздела описывается фо мирование 
математических моделей и методов решения задач дн уровневого оптимального 
терминального программного и адаптивного управления в ли е ной дискретной 
динамической системе с п лной информацией, котора  является обобщ нием 
рассмотренной выше экономико-математической модели задачи управления
производством. Полученные результаты сновываются на исследованиях [9, 1–14].
Описание ли е ной дискретной динамической модели 
социально-экономическ х систем бе  возмущений
В данном пункте рассмотрим векторную ли ейную дискретную динамическую 
систему, которая описывает динами у клас а социальн -экономических систем без 
возмущений.
Н  заданном целочисленном промежутке времени T0, N∈T( ) рассматривается 
многошаговая управляемая динамическая система, которая сос оит из дного 
управляемого объект  – объекта I, управляемого игроком Р – субъектом управления,
движ ние которого описывается ли ейным дискретным рекуррентным векторным 
уравн нием вида:
.0)0(),()()()()1( xxtutBtxtAtx =+=+ (2.11)
1,0 −∈ Tt ; nn txtxtxtx R∈′= ))(,),(),(()( 21  – фазовый вект р объекта I ,
значения которог  должны удовлетворять следующему заданному г ометрическому 
ограничению:
nttx R⊂∈ ∗ )()( X ; (2.12)
p
p tutututu R∈′= ))(,),(),(()( 21  – управляющее воздействие (управл ние) игрока Р,
стес енное заданным огранич нием:
pttu R⊂∈ ∗ )()( U ( npp ≤∈ N : ); (2.13)
А(t) и B(t) есть действительные матрицы размера )( nn× и )( pn× , соответственно, и такие, 
что для всех 1,0 −∈ Tt матрица А(t) является невырожденной, то есть для нее существует 
соответствующая ей обратная матрица А-1(t), а ранг матрицы B(t) равен p (размерности 
вектора u(t)). Предполагается, что множества )(t∗X и )(t∗U – непустые и являются 
  азовый вектор 
объекта I , значения которого должны удовлетворять следующему задан-
ному геометрическому ограничению:
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который решение исходной задачи сводит к реализации конечной рекуррентной 
последовательности решений задач линейного математического программирования и 
одношаговых операций [11, 13, 14].
В следующих пунктах дан ого раздела описывается формирование 
математических моделей и методов решения задач одноуровневого оптимального 
терминального программного и адаптивного управления в линейной дискретной 
динамической системе с полной информацией, которая является обобщением 
расс отрен ой выше экономико-математической модели задачи управления
производством. Полученные результаты основываются на исследованиях [9, 11–14].
Описание линейной дискретной динамической модели 
социально-экономических систем без возмущений
В данном пункте рассмотрим векторную линейную дискретную динамическую 
систему, которая описывает динамику класса социально-экономических систем без 
возмущений.
На заданном целочисленном промежутке времени T0, N∈T( ) рассматривается 
многошаговая управляемая динамическая система, которая состоит из одного 
управляемого объекта – бъекта I, управляемого иг оком Р – субъектом управления,
движение которого описывается л нейным дискретным рекуррентным векторным 
уравнением вида:
.0)0(),()()()()1( xxtutBtxtAtx =+=+ (2.11)
Здесь 1,0 −∈ Tt ; nn txtxtxtx R∈′= ))(,),(),(()( 21  – фазовый вектор объекта I ,
значения которого должны удовлетворять следующему заданному геометрическому 
ограничению:
nttx R⊂∈ ∗ )()( X ; (2.12)
p
p tutututu R∈′= ))(,),(),(()( 21  – управляющее воздействие (управление) игрока Р,
стесненное заданным ограничением:
pttu R⊂∈ ∗ )()( U ( npp ≤∈ N : ); (2.13)
А(t) и B(t) есть действительные матрицы размера )( nn× и )( pn× , соответственно, и такие, 
что для всех 1,0 −∈ Tt матрица А(t) является невырожденной, то есть для нее существует 
соответствующая ей обратная матрица А-1(t), а ранг матрицы B(t) равен p (размерности 
вектора u(t)). Предполагается, что множества )(t∗X и )(t∗U – непустые и являются 
                                      (2.12)
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который решение исходной задачи сводит к реализации конечной рекуррентной 
последовательности решений задач линейного математического программ рования и 
одн шаговых операций [11, 13, 14].
В следующих пунктах данного раздела описывается формирование 
математических мод лей и методов решения задач одн ур вневого птимального 
терминального пр граммного и адаптивного управ е ия в линейной дискретной 
динамической системе с полной информацией, котора  является обобщением 
рассмотренной выше эконо ико-математической модели зад чи управления
произв дством. Полученные результаты о новываются н  исследованиях [9, 11–14].
Описа ие л нейной дискретной дина ич ской модели 
социально-экономич ских систем б з возмущений
В данном пункте рассмот им векторную линейную дискретную динамическую 
систему, которая оп сывает динамику кл сса социально-э оном ческих систем без 
возмущений.
На заданном целоч сленном пром жутке времен  T0, N∈T( ) рассматривается 
многошагова управляе ая динамическая система, которая сост ит из одного 
управля ог  бъекта – объекта I, упра ляе ого игроком Р – с бъектом управления,
движение которого описывается линейным дискретным рекурр н ным векторным 
уравнением вида:
.0)0(),()()()()1( xxtutBtxtAtx =+=+ (2.11)
Здесь 1,0 −∈ Tt ; nn txtxtxt R∈′= ))(,),(),(()( 21  – фаз вый в ор объекта I ,
значения к торого лжны удовлетворять следующему заданному геометрическому 
ограничению:
nttx R⊂∈ ∗ )()( X ; (2.12)
p
p tututut R∈′= ))(,),(),(()( 21  – управляющее воздейст и  (управление) игрока Р,
стесне ное зад ным ограничением:
pttu R⊂∈ ∗ )()( U ( npp ≤∈ N : ); (2.13)
А(t) и B(t) ес ь действительн е матрицы размера )( nn× и )( pn× , соответственно, и такие, 
что для всех 1,0 −∈ Tt матрица А(t) я ляется евырожденной, то есть для не  существует 
соответствующая ей об атная матрица А-1(t), а ранг матрицы B(t) рав н p (размерности 
векто а u(t)). Предполагается, ч о множества )(t∗X и )(t∗U – непустые и являются 
 – управляюще  воздействие (управление) 
игрока Р, стесненное заданным ог ничени м:
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который решение исходной задачи сводит к реализации конечной рекуррентной 
послед вательности решений задач линейног  математ ческого программирования и 
одношаг вых оп раций [11, 13, 14].
В следующих пунктах данного раздела описывается формирование 
математических мо елей и методов решения задач одноур вневого опти альног  
термин льного программного а аптивного управления в ли ей й дискретной 
динамической системе с п лн й информацией, которая яв яется об бщением 
рассмотренной выше экономик -математической м дели задачи управле я
производством. П лученные результаты основываются на исслед ван ях [9, 11–14].
Описание линейной дискретной динамической модели 
соци льно-экономических сис ем без возмущени
В данном пункте рассмотрим векторную линейную дискретную динамическую 
систему, которая писывает дина ику класса соц а ь о-эконом ческих систем без 
возмущений.
На заданном целочисленном промежутке времени T0, N∈T( ) рассматривается 
многошаговая уп а ля мая д амическая система, которая состоит из одного 
управляем го бъекта – объ кта I, управля мого игроком Р – субъект м управления,
движение которого писывается линейным дискр тным рекуррентным векторным 
уравнен ем вида:
.0)0(),()()()()1( xxtutBtxtAtx =+=+ (2.11)
Здесь 1,0 −∈ Tt ; nn txtxtxtx R∈′= ))(,),(),(()( 21  – фазовый вектор объекта I ,
значения которого должны удовлетворять следующему заданн му ге метрич скому 
ограничению:
nttx R⊂∈ ∗ )()( X ; (2.12)
p
p tutututu R∈′= ))(,),(),(()( 21  – управляющее воздействие (управление) игрока Р,
стесненное заданным ограничением:
pttu R⊂∈ ∗ )()( U ( npp ≤∈ N : ); (2.13)
А(t) и B(t) есть действительные матрицы размера )( nn× и )( p× , соответственно, и такие, 
что для всех 1,0 −∈ Tt матрица А(t) является невырожденной, то есть для нее существует 
соотве ствующая ей обратная м трица А-1(t), а ранг матрицы B(t) равен p (разм рности 
вектора u(t)). Предполагае ся, что множества )(t∗X и )(t∗U – непустые и являются 
                        (2.13)
А(t) и B(t) есть действительн е матрицы размера  (n x n) и (n x p), со-
ответственно, и такие, что для всех 1,0 −∈ Tt  матрица А(t) является не-
вырожденной, то есть для нее существует соответствующая ей обратная 
матрица А-1(t), а ранг матрицы B(t) равен p (размерности вектора u(t)). 
Предполагается, что множества X*(t) и U*(t) – непустые и являются вы-
пуклыми, замкнутыми и ограниченными многогранниками (с конечным 
числом вершин) в пространствах Rn и Rp соответственно.
Опишем информационные возможности игрока P в процессе опти-
мального адаптивного (по принципу обратной связи) управления в дис-
кретной динамической системе (2.11) – (2.13).
Предполагается, что для любого T,1∈τ  и соответствующего целочис-
ленного промежутка времени T,0,0 ⊆τ  к моменту времени τ  в процессе 
управления игроком Р измеряются и запоминаются следующие величины: 
x(0) = x
0
 – начальное фазовое состояние объекта I; 
11
выпуклыми, замкнутыми и ограниченными многогранниками (с конечным числом 
вершин) в пространствах nR и pR со тветственно.
Опишем информа ионные возможности игрока P в процессе оптимального 
адаптивного (по принципу обратной связи) правления в дискретной динамической 
системе (2.11) – (2.13).
Предполагается, что для любого T,1∈τ и соответствующего целочисленного 
промежутка времени T,0,0 ⊆τ к моменту времени τ в процессе управления игроком Р
измеряются и запоминаются следующие величины: 0)0( xx = – начальное фазовое 
состояние объекта I; 1,0})({)( −∈=⋅ τttuu – история реализации управления игрока Р на 
промежутке τ,0 . Уравнение (2.11) и ограничения (2.12), (2.13) для него также известны.
Рассматриваемый процесс управления оценивается значением линейного 
функционала :γ nR → 1R , определенного на возможных терминальных (финальных) 
реализациях фазового вектора x (T)∈ nR объекта I в финальный момент времени Т.
Тогда для системы (2.11) − (2.13) цель оптимального адаптивного управления с 
точки зрения игрока Р содержательно может быть сформулирована следующим образом: на 
заданном промежутке времени T,0 требуется, чтобы игрок Р организовал свое управление 
1T,0)}({)( −∈=⋅ ttuu (для всех )()(:1,0 ttuTt
∗∈−∈ U ) по принципу обратной связи (как 
реализацию оптимальной адаптивной стратегии из выбранного класса допустимых 
адаптивных стратегий), используя возможную (в силу (2.11) − (2.13)) реализацию 
фазового вектора системы Tttxx ,0)}({)( ∈=⋅ , совместно со всей другой доступной 
информацией об этом процессе, таким образом, чтобы было минимальным значение 
линейного терминального функционала γ , определенного на реализации вектора 
∈)(Tx nR , где )(Tx есть реализация фазового вектора объекта I в финальный момент 
времени T, соответствующая начальному фазовому вектору ∈= 0)0( xx )(t
∗X управлению 
)(⋅u .
Постановка задач оптимального программного и адаптивного 
терминального управления
Введем ряд определений, необходимых для строгой математической формулировки 
задач оптимального программного и адаптивного терминального управления для 
– история 
реализации управления игрока Р на промежутке τ,0 . Уравнение (2.11) и 
ограничения (2.12), (2.13) для него также известны.
Рассматриваемый процесс управления оценивается значением линей-
ного функционала :γ  
11
выпуклыми, замкнутыми и ограниченными мног гранниками (с конечным числом 
вершин) в пространствах nR и pR соответственно.
Опишем информационные возможности грока P в процессе оптимального 
адаптивного (по принципу обратной связи) управления в дискретной динамической 
сист ме (2.11) – (2.13).
Предполагается, что для любого T,1∈τ и соответствующего целочисленного 
промежутка времени T,0,0 ⊆τ к моменту времени τ в процессе управления игроком Р
измеряются и запоминаются следующие величины: 0)0( xx = – начальное фазовое 
состояние объекта I; 1,0})({)( −∈=⋅ τttuu – история реализации управления игрока Р на 
промежутке τ,0 . Уравнение (2.11) и ограничения (2.12), (2.13) для него также известны.
Рассматриваемый процесс управления оценивается значением линейного 
функционала : nR → 1R , определенного на возможных терминальных (финальных) 
реализациях фазового вектора x (T)∈ nR объекта I в финальный момент времени Т.
Тогда для системы (2.11) − (2.13) цель оптимального адаптивного управления с 
точки зрения игрока Р содержательно может быть сформулирована следующим образом: на 
заданном промежутке времени T,0 требуется, чтобы игрок Р организовал свое управление 
1T,0)}({)( −∈=⋅ ttuu (для всех )()(:1,0 ttuTt
∗∈−∈ U ) по принципу обратной связи (как 
реализацию оптимальной адаптивной стратегии из выбранного класса допустимых 
адаптивных стратегий), используя возможную (в силу (2.11) − (2.13)) реализацию 
фазового вектора системы Tttxx ,0)}({)( ∈=⋅ , совместно со всей другой доступной 
информацией об этом процессе, таким образом, чтобы было минимальным значение 
линейного терминального функционала γ , определенного на реализации вектора 
∈)(Tx nR , где )(Tx есть реализация фазового вектора объекта I в финальный момент 
времени T, соответствующая начальному фазовому вектору ∈= 0)0( xx )(t
∗X управлению 
)(⋅u .
Постановка задач оптимального программного и адаптивного 
терминального управления
Введем ряд определений, необходимых для строгой математической формулировки 
задач оптимального программного и адаптивного терминального управления для 
, определен ого на возможных терми-
Глава 2. Экономико-математический инструментарий оптимизации
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нальных (финальных) реализациях фазового вектора x(T) 
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выпуклыми, замкнутыми и ограниченными многогранниками (с конечным числом 
вершин) в пространствах nR и pR соответственно.
Опишем информационные возможности игрока P в процессе оптимального 
адаптивного (по принципу обратной связи) управления в дискретной динамической 
системе (2.11) – (2.13).
Предполагается, что для любого T,1∈τ и соответствующего целочисленного 
промежутка времени T,0,0 ⊆τ к моменту времени τ в процессе управления игроком Р
измеряются и запоминаются следующие величины: 0)0( xx = – начальное фазовое 
состояние объекта I; 1,0})({)( −∈=⋅ τttuu – история реализации управления игрока Р на 
промежутке τ,0 . Уравнение (2.11) и ограничения (2.12), (2.13) для него также известны.
Рассматриваемый процесс управления оценивается значением линейного 
функционала :γ nR → 1R , определенного на возможных терминальных (финальных) 
реализациях фазов г  ве ( )∈ nR объекта I в финальный момент времени Т.
Тогда для системы (2.11) − (2.13) цель оптимального адаптивного управления с 
точки зрения игрока Р содержательно может быть сформулирована следующим образом: на 
заданном промежутке времени T,0 требуется, чтобы игрок Р организовал свое управление 
1T,0)}({)( −∈=⋅ ttuu (для всех )()(:1,0 ttuTt
∗∈−∈ U ) по принципу обратной связи (как 
реализацию оптимальной адаптивной стратегии из выбранного класса допустимых 
адаптивных стратегий), используя возможную (в силу (2.11) − (2.13)) реализацию 
фазового вектора системы Tttxx ,0)}({)( ∈=⋅ , совместно со всей другой доступной 
информацией об этом процессе, таким образом, чтобы было минимальным значение 
линейного терминального функционала γ , определенного на реализации вектора 
∈)(Tx nR , где )(Tx есть реализация фазового вектора объекта I в финальный момент 
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странство функций целочисленного аргумента ki,j R→:ϕ , в котором ме-
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целочисленного аргумента ki,j R→:ϕ , в котором метрика kρ задается соотношением
kjitk
tt )()(max))(),(( 21,21
ϕϕϕϕρ −=⋅⋅
∈
∈⋅⋅ ))(),((( 21 ϕϕ S ×),( jik S )),( jik ,
а символом comp(S )),( jik – множество всех непустых и компактных в смысле этой 
метрики, подмножеств пространства S )),( jik .
Здесь и далее в этой главе для любых множеств X и Y множество YX × есть 
произведение X и Y, то есть множество всех пар (x, y) таких, что YyXx ∈∈ , (аналогичное 
обозначение используется и для большего числа множеств).
Используя ограничение (2.13), определим множество ∈),( ϑτU comp ( )1,( −ϑτpS )
допустимых программных управлений 1,)}({)( −∈=⋅ ϑτttuu игрока Р на промежутке времени 
)(,0, ϑτϑτ <⊆ T соотношением 
U ∈⋅⋅= )(:)({),( uuϑτ )1,( −ϑτpS , })()(,1, ttut
∗∈−∈∀ Uϑτ .
Назовем набор nTxw R×∈= ,0})(,{)( τττ }),0{)0(( 00 xww == − τ -позицией игрока Р в 
дискретной динамической системе (2.11) − (2.13).
Для каждого момента времени T,0∈τ определим также множество nτ R×= }{)(ˆ τW
}){0}}{0,:(0){ˆ(0)ˆ( 0000
nxwww R×∈====WW всех допустимых τ -позиций игрока Р.
Для фиксированных промежутка времени T,0, ⊆ϑτ )( ϑτ < , τ -позиции 
)(ˆ)}(,{)( ττττ W∈= xw игрока Р и его допустимого программного управления 
),()( ϑτU∈⋅u определим следующее множество:
)(ˆ)(:)({))(,),(,( ϑϑϑϑττ WW ∈=⋅ wwuw ,
)}())(),(,,;()()},(,{)( tuxxxxw ∗∈⋅== Xτϑτϑϑϑϑϑ , (2.14)
которое будем называть множеством допустимых ϑ -позиций игрока Р, отвечающим его 
τ -позиции )(τw и управлению )(⋅u .
Здесь вектор nuxxx R∈⋅= ))(),(,,;()( τϑτϑϑ определяет сечение движения объекта I
на промежутке времени ϑτ , в момент времени ϑ , порожденного в силу (2.11) парой 
))(),(( ⋅ux τ ( ∈)(τx }(τ∗X , )()(,1, ttut ∗∈−∈∀ Uϑτ ).
 игрока Р на промежутке времени )(,0, ϑτϑτ <⊆ T соот-
ношением 
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соответствующих процессов в рассматриваемой дискретной динамической системе 
(2.11) − (2.13).
Здесь и далее в этой главе для ∈k N и любого целочисленного промежутка 
)(, jiji ≤ символом S ),( jik будем обозначать метрическое пространство функций 
целочисленного аргумента ki,j R→:ϕ , в котором метрика kρ задается соотношением
kjitk
tt )()(max))(),(( 21,21
ϕϕϕϕρ −=⋅⋅
∈
∈⋅⋅ ))(),((( 21 ϕϕ S ×),( jik S )),( jik ,
а символом comp(S )),( jik – множество всех непустых и компактных в смысле этой 
метри и, одмножеств пространства S )),( jik .
Здесь и далее в этой главе для любых множеств X и Y множество YX × есть 
произведение X и Y, то есть множество всех пар (x, y) таких, что YyXx ∈∈ , (аналогичное 
обозначение используется и для большего числа множеств).
Используя ограничение (2.13), определим множество ∈),( ϑτU comp ( )1,( −ϑτpS )
допустимых программных управлений 1,)}({)( −∈=⋅ ϑτttuu игрока Р на промежутке времени 
)(,0, ϑτϑτ <⊆ T соотношением 
U ∈⋅⋅= )(:)({),( uuϑτ )1,( −ϑτpS , })()(,1, ttut
∗∈−∈∀ Uϑτ .
Назовем набор nTxw R×∈= ,0})(,{)( τττ }),0{)0(( 00 xww == − τ -позицией игрока Р в 
дискретной динамической системе (2.11) − (2.13).
Для каждого момента времени T,0∈τ определим также множество nτ R×= }{)(ˆ τW
}){0}}{0,:(0){ˆ(0)ˆ( 0000
nxwww R×∈====WW всех допустимых τ -позиций игрока Р.
Для ф ксированных промежутка времени T,0, ⊆ϑτ )( ϑτ < , τ -позиции 
)(ˆ)}(,{)( ττττ W∈= xw игрока Р и его допустимого программного управления 
),()( ϑτU∈⋅u определим следующее множество:
)(ˆ)(:)({))(,),(,( ϑϑϑϑττ WW ∈=⋅ wwuw ,
)}())(),(,,;()()},(,{)( tuxxxxw ∗∈⋅== Xτϑτϑϑϑϑϑ , (2.14)
которое будем называть множеством допустимых ϑ -позиций игрока Р, отвечающим его 
τ -позиции )(τw и управлению )(⋅u .
Здесь вектор nuxxx R∈⋅= ))(),(,,;()( τϑτϑϑ определяет сечение движения объекта I
на промежутке времени ϑτ , в момент времени ϑ , порожденного в силу (2.11) парой 
))(),(( ⋅ux τ ( ∈)(τx }(τ∗X , )()(,1, ttut ∗∈−∈∀ Uϑτ ).
Назовем набор 
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соо етствующих пр цессов в рассматриваемой дискретной д намической системе 
(2.11) − (2.13).
Здесь и далее в этой главе для ∈k N и любого целочисленног  промежутка 
)(, jiji ≤ символом S ),( jik будем обозначать метрическое про ранство функций 
целочисленно о аргумента ki,j R→:ϕ , в котором метрика kρ задается соот ошением
kjitk
tt )()(max))(),(( 21,21
ϕϕϕϕρ −=⋅⋅
∈
∈⋅⋅ ))(),((( 21 ϕϕ S ×),( jik S )),( jik ,
а символом comp(S )),( jik – множество всех непустых и компактных в смысле этой 
метрики, п дмножеств про р нства S )),( jik .
Здесь и далее в этой главе для любых множеств X и Y множество YX × есть 
произведен е X и Y, то есть множество всех пар (x, y) таких, что YyXx ∈∈ , (аналогичное 
обозначение используется и д я большего числа множеств).
Используя ограничение (2.13), определим множество ∈),( ϑτU comp ( )1,( −ϑτpS )
допустимых программных управлений 1,)}({)( −∈=⋅ ϑτttuu игрок  Р на промежутке времени 
)(,0, ϑτϑτ <⊆ T соот ош ем 
U ∈⋅⋅= )(:)({),( uuϑτ )1,( −ϑτpS , })()(,1, ttut
∗∈−∈∀ Uϑτ .
Назовем nTxw R×∈= ,0})(,{)( ττ }),0{)0(( 00 xww == − τ -позицией игрока Р в 
дискретной д намиче кой системе (2.11) − (2.13).
Для кажд го момента времени T,0∈τ определим также множество nτ R×= }{)(Wˆ
}){0{0,:(0){ˆ(0)ˆ( 0000
nxwww R×∈===WW всех допустимых τ -поз ций игрока Р.
Для фиксированных промежутка времени T,0, ⊆ϑτ )( ϑτ < , τ -позиции 
)(ˆ)}(,{)( τττ W∈= xw игрока Р и ег  допустимого программного управления 
),()( ϑτU∈⋅u опреде им следующее множество:
)(ˆ)(:)({))(,),(,( ϑϑϑϑττ WW ∈=⋅ wwuw ,
)}())(,,,;()()},(,{)( tuxxxxw ∗∈⋅== Xτϑτϑϑϑϑϑ , (2.14)
которо  будем называть множеством допустимых ϑ -позиций игрока Р, отвечающим его 
τ -позиции )(τw и управлению )(⋅u .
Зд сь вектор nuxxx R∈⋅= ))(,,,;()( τϑτϑϑ опр деляет сечен е дв жения объекта I
на промежутке времени ϑτ , в момент времени ϑ , порожденного в силу (2.11) парой 
)),(( ⋅ux τ ( ∈)(τx }(τ∗X , )()(,1, ttut ∗∈−∈∀ Uϑτ ).
 - -
цией игрока Р в дискретной динамической системе (2.11) – (2.13).
Для каждого момента времени 
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соответствующих процессов в рассматриваемой дискретной динамической системе 
(2.11) − (2.13).
Здесь и далее в этой главе для ∈k N и любого целочисленного промежутка 
)(, jiji ≤ символом S ),( jik будем обозначать метрическое пространство функций 
целочисленного аргумента ki,j R→:ϕ , в котором метрика kρ задается соотношением
kjitk
tt )()(max))(),(( 21,21
ϕϕϕϕρ −=⋅⋅
∈
∈⋅⋅ ))(),((( 21 ϕϕ S ×),( jik S )),( jik ,
а символом comp(S )),( jik – множество всех непустых и компактных в смысле этой 
метрики, подмножеств пространства S )),( jik .
Здесь и далее в этой главе для любых множеств X и Y множество YX × есть 
произведение X и Y, то есть множество всех пар (x, y) таких, что YyXx ∈∈ , (аналогичное 
обозначение используется и для большего числа множеств).
Используя ограничение (2.13), определим множество ∈),( ϑτU comp ( )1,( −ϑτpS )
допустимых программных управлений 1,)}({)( −∈=⋅ ϑτttuu грока Р на промежутке времени 
)(,0, ϑτϑτ <⊆ T соотношением 
U ∈⋅⋅= )(:)({),( uuϑτ )1,( −ϑτpS , })()(,1, ttut
∗∈−∈∀ Uϑτ .
Назовем набор nTxw R×∈= ,0})(,{)( τττ }),0{)0(( 00 xww == − τ -позицией игрока Р в 
дискретной динамической системе (2.11) − (2.13).
   T,0∈τ определим также множество nτ R×= }{)(ˆ τW
}){0}}{0,:(0){ˆ(0)ˆ( 0000
nxwww R×∈====WW всех допустимых τ -позиций игрока Р.
Для фиксированных промежутка времени T,0, ⊆ϑτ )( ϑτ < , τ -позиции 
)(ˆ)}(,{)( ττττ W∈= xw игрока Р и его допустимого программного управления 
),()( ϑτU∈⋅u определим следующее множество:
)(ˆ)(:)({))(,),(,( ϑϑϑϑττ WW ∈=⋅ wwuw ,
)}())(),(,,;()()},(,{)( tuxxxxw ∗∈⋅== Xτϑτϑϑϑϑϑ , (2.14)
которое будем называть множеством допустимых ϑ -позиций игрока Р, отвечающим его 
τ -позиции )(τw и управлению )(⋅u .
Здесь вектор nuxxx R∈⋅= ))(),(,,;()( τϑτϑϑ определяет сечение движения объекта I
на промежутке времени ϑτ , в момент времени ϑ , порожденного в силу (2.11) парой 
))(),(( ⋅ux τ ( ∈)(τx }(τ∗X , )()(,1, ttut ∗∈−∈∀ Uϑτ ).
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соответствующих процессов в рассматриваемой дискретной динамической систем  
(2.11) − (2.13).
Здесь и далее в этой главе для ∈k N и любого целочисленного промежутка 
)(, jiji ≤ символом S ),( jik будем обозначать метрическое пространство функций 
целочисленного аргумента ki,j R→:ϕ , в котором метрика kρ зада тся соотношением
kjitk
tt )()(max))(),(( 21,21
ϕϕϕϕρ −=⋅⋅
∈
∈⋅⋅ ))(),((( 21 ϕϕ S ×),( jik S )),( jik ,
а символом comp(S )),( jik – множество всех непустых и компактных в смысле этой 
метрики, подмножеств пространства S )),( jik .
Здесь и далее в этой главе для любых множеств X и Y множество YX × есть 
произведение X и Y, то есть множество всех пар (x, y) таких, что YyXx ∈∈ , (аналогичное 
обозначение используется и для большего числа множеств).
Используя ограничение (2.13), определим множество ∈),( ϑτU comp ( )1,( −ϑτpS )
допустимых программных управлений 1,)}({)( −∈=⋅ ϑτttuu игрока Р на пр ежутке време и 
)(,0, ϑτϑτ <⊆ T соотношение  
U ∈⋅⋅= )(:)({),( uuϑτ )1,( −ϑτpS , })()(,1, ttut
∗∈−∈∀ Uϑτ .
Назовем набор nTxw R×∈= ,0})(,{)( ττ }),0{)0(( 00 xww == − τ -позицией игрока Р в 
дискретной динамической системе (2.11) − (2.13).
Для каждого момента времени T,0∈τ определим также множество nτ R×= }{)(ˆ τW
}){0}}{0,:(0){ˆ(0)ˆ( 0000
nxwww R×∈====WW всех допустимых τ -позиций игрока Р.
Для фиксированных промежутка времени T,0, ⊆ϑτ )( ϑτ < , τ -поз ции 
)(ˆ)}(,{)( ττττ W∈= xw игрока Р и ег  допустимого программного управления 
),()( ϑτU∈⋅u определим следующее множество:
)(ˆ)(:)({))(,),(,( ϑϑϑϑττ WW ∈=⋅ wwuw ,
)}())(),(,,;()()},(,{)( tuxxxxw ∗∈⋅== Xτϑτϑϑϑϑϑ , (2.14)
которое будем называть множеством допустимых ϑ -позиций игрока Р, отв чающим его 
τ -позиции )(τw и управлению )(⋅u .
Здесь вектор nxxx R∈⋅= ))(),(,,;()( τϑτϑϑ определяет сечение движения объекта I
на промежутке вр мени ϑτ , в момент времени ϑ , порожденного в силу (2.11) парой 
))(),(( ⋅ux τ ( ∈)(τx }(τ∗X , )()(,1, ttut ∗∈−∈∀ Uϑτ ).
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соответствующих процессов в рассматриваемой дискретной динамической системе 
(2.11) − (2.13).
Здесь и дал е в этой главе для ∈k N и любого целочисленного промежутка 
)(, jiji ≤ символом S ),( jik будем бозначать метрическо  пространство функций 
целочисленног  аргумента ki,j R→:ϕ , в котором метрика kρ задается соотношением
kjitk
tt )()(max))(),(( 21,21
ϕϕϕϕρ −=⋅⋅
∈
∈⋅⋅ ))(),((( 21 ϕϕ S ×),( jik S )),( jik ,
а символом comp(S )),( jik – множество всех непустых и компактных в смысле этой 
метрики, подмн жеств пространства S )),( jik .
Здесь и далее в этой главе для любых множеств X и Y множество YX × есть 
произведение X и Y, то есть множество всех пар (x, y) таких, что YyXx ∈∈ , (аналогичное 
обозначение использу тся и для большего числа множеств).
Используя о р ничение (2.13), определим множество ∈),( ϑτU comp ( )1,( −ϑτpS )
допустимых программных управлений 1,)}({)( −∈=⋅ ϑτttuu игрока Р на промежутке времени 
)(,0, ϑτϑτ <⊆ T соотношением 
U ∈⋅⋅= )(:)({),( uuϑτ )1,( −ϑτpS , })()(,1, ttut
∗∈−∈∀ Uϑτ .
Назовем набор nTxw R×∈= ,0})(,{)( τττ }),0{)0(( 00 xww == − τ -позицией игрока Р в 
дискретной динамической системе (2.11) − (2.13).
Для каждого момента времени T,0∈τ определим также множество nτ R×= }{)(ˆ τW
}){0}}{0,:(0){ˆ(0)ˆ( 0000
nxwww R×∈====WW с х д пустимых τ -позиций игрока Р.
Для фиксиро анных про ежутка времени T,0, ⊆ϑτ )( ϑτ < , τ -позиции 
)(ˆ)}(,{)( ττττ W∈= xw игрока Р и его допустимог  рограммного управления 
),()( ϑτU∈⋅u определим следующее множество:
)(ˆ)(:)({))(,),(,( ϑϑϑϑττ WW ∈=⋅ wwuw ,
)}())(),(,,;()()},(,{)( tuxxxxw ∗∈⋅== Xτϑτϑϑϑ , (2.14)
которое будем называть множеством допустимых ϑ -позиций игрока Р, отвечающим его 
τ -позиции )(τw и управлению )(⋅u .
Здесь вектор nuxxx R∈⋅= ))(),(,,;()( τϑτϑϑ определяет сечение движения объекта I
на промежутке времени ϑτ , в момент вр мени ϑ , п рожденного в силу (2.11) парой 
))(),(( ⋅ux τ ( ∈)(τx }(τ∗X , )()(,1, ttut ∗∈−∈∀ Uϑτ ).
 е  д -
пустимых τ -позиций игрока Р.
Для фиксированных промежутка времени T,0, ⊆ϑτ , )( ϑτ < , τ -пози-
ции 
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соответствующих процессов в рассматриваемой дискретной динамической системе 
(2.11) − (2.13).
Здесь и далее в этой главе для ∈k N и любого целочисленного промежутка 
)(, jiji ≤ символом S ),( jik будем обозначать метрическое пространство функций 
целочисленного аргумента ki,j R→:ϕ , в котором метрика kρ задае ся соотношением
kjitk
tt )()(max))(),(( 21,21
ϕϕϕϕρ −=⋅⋅
∈
∈⋅⋅ ))(),((( 21 ϕϕ S ×),( jik S )),( jik ,
а символом comp(S )),( jik – множество всех непустых и компактных в смысле этой 
метрики, подмножеств пр странства S )),( jik .
Здесь и далее в этой главе для любых множеств X и Y множество YX × есть 
произведение X и Y, то есть множество всех пар (x, y) таких, что YyXx ∈∈ , (аналогичное 
обозначение используется и для большего числа множеств).
Используя ограничение (2.13), определим множество ∈),( ϑτU comp ( )1,( −ϑτpS )
допустимых программных управлений 1,)}({)( −∈=⋅ ϑτttuu игрока Р на промежутке времени 
)(,0, ϑτϑτ <⊆ T соотношением 
U ∈⋅⋅= )(:)({),( uuϑτ )1,( −ϑτpS , })()(,1, ttut
∗∈−∈∀ Uϑτ .
Назовем набор nTxw R×∈= ,0})(,{)( τττ }),0{)0(( 00 xww == − τ -позицией игрока Р в 
дискретной динамической системе (2.11) − (2.13).
Для каждого момента времени T,0∈τ определим также множество nτ R×= }{)(ˆ τW
}){0}}{0,:(0){ˆ(0)ˆ( 0000
nxwww R×∈====WW всех допустимых τ -позиций игрока Р.
Для фиксированных промежутка времени T,0, ⊆ϑτ )( ϑτ < , τ -позиции 
)(ˆ)}(,{)( ττττ W∈= xw игрока Р и его допустимого программного управления 
),()( ϑτU∈⋅u определим следующее мн жество:
)(ˆ)(:)({))(,),(,( ϑϑϑϑττ WW ∈=⋅ wwuw ,
)}())(),(,,;()()},(,{)( tuxxxxw ∗∈⋅== Xτϑτϑϑϑϑϑ , (2.14)
которое будем называть множеством допустимых ϑ -позиций игрока Р, отвечающим его 
τ -позиции )(τw и управлению )(⋅u .
Здесь вектор nuxxx R∈⋅= ))(),(,,;()( τϑτϑϑ определяет сечение движения объекта I
на промежутке времени ϑτ , в момент времени ϑ , поро енного в силу (2.11) парой 
))(),(( ⋅ux τ ( ∈)(τx }(τ∗X , )()(,1, ttut ∗∈−∈∀ Uϑτ ).
 игрока Р и его допустим го программног  
управления 
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соответствующих процессов в рассматриваемой дискретной динамической системе 
(2.11) − (2.13).
Здесь и далее в эт  главе для ∈k N и люб го целоч сленного промежутка 
)(, jiji ≤ символом S ),( jik будем обозначать метрическое пространство функций 
целочисленного аргумента ki,j R→:ϕ , в котором метрика kρ задается соотношением
kjitk
tt )()(max))(),(( 21,21
ϕϕϕϕρ −=⋅⋅
∈
∈⋅⋅ ))(),((( 21 ϕϕ S ×),( jik S )),( jik ,
а символом comp(S )),( jik – множество всех непустых и компактных в смысле этой 
метрики, подмножеств пространства S )),( jik .
Здесь и далее в этой главе для любых множеств X и Y множество YX × есть 
произведение X и Y, то есть множество всех пар (x, y) таких, что YyXx ∈∈ , (аналогичное 
обознач ние используется и для большего числа множеств).
И пользуя ограничение (2.13), определим множество ∈),( ϑτU comp ( )1,( −ϑτpS )
допустимых программных управлений 1,)}({)( −∈=⋅ ϑτttuu игрока Р на промежутке времени 
)(,0, ϑτϑτ <⊆ T соотношением 
U ∈⋅⋅= )(:)({),( uuϑτ )1,( −ϑτpS , })()(,1, ttut
∗∈−∈∀ Uϑτ .
Назовем набор nTxw R×∈= ,0})(,{)( τττ }),0{)0(( 00 xww == − τ -позицией игрока Р в 
дискретной динамической системе (2.11) − (2.13).
Для каждого момента времени T,0∈τ определим также множество nτ R×= }{)(ˆ τW
}){0}}{0,:(0){ˆ(0)ˆ( 0000
nxwww R×∈====WW всех допустимых τ -позиций игрока Р.
Для фиксированных промежутка времени T,0, ⊆ϑτ )( ϑτ < , τ -позиции 
)(ˆ)}(,{)( ττττ W∈= xw игрока Р  его допустимого программного управления 
),()( ϑτU∈⋅u определим следующее множество:
)(ˆ)(:)({))(,),(,( ϑϑϑϑττ WW ∈=⋅ wwuw ,
)}())(),(,,;()()},(,{)( tuxxxxw ∗∈⋅== Xτϑτϑϑϑϑϑ , (2.14)
которое будем называть множеством допустимых ϑ -позиций игрока Р, отвечающим его 
τ -позиции )(τw и управлению )(⋅u .
Здесь вектор nuxxx R∈⋅= ))(),(,,;()( τϑτϑϑ определяет сечение движения объекта I
на промежутке времени ϑτ , в м мент времени ϑ , порожденн го в силу (2.11) парой 
))(),(( ⋅ux τ ( ∈)(τx }(τ∗X , )()(,1, ttut ∗∈−∈∀ Uϑτ ).
  еду ее множество:
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соответствующих процессов в рассматриваемой дискретной динамической системе 
(2.11) − (2.13).
Здесь и далее в этой главе для ∈k N и любого целочисленного промежутка 
)(, jiji ≤ символом S ),( jik будем обозначать метрическое пространство функций 
целочисленного аргумента ki,j R→:ϕ , в котором метрика kρ задается соотношением
kjitk
tt )()(max))(),(( 21,21
ϕϕϕϕρ −=⋅⋅
∈
∈⋅⋅ ))(),((( 21 ϕϕ S ×),( jik S )),( jik ,
а символом comp(S ),( jik – множество всех непустых и компактных в смысле этой 
метрики, подмножеств пространства S )),( jik .
Здесь и далее в этой главе для любых множеств X и Y множество YX × есть 
произведение X и Y, то есть множество всех пар (x, y) таких, что YyXx ∈∈ , (аналогичное 
обозначение используется и для большего числа множеств).
Используя ограничение (2.13), определим множество ∈),( ϑτU comp ( )1,( −ϑτpS )
допустимых программных управлений 1,)}({)( −∈=⋅ ϑτttuu игрока Р на промежутке времени 
)(,0, ϑτϑτ <⊆ T соотношением 
U ∈⋅⋅= )(:)({),( uuϑτ )1,( −ϑτpS , })()(,1, ttut
∗∈−∈∀ Uϑτ .
Назовем набор nTxw R×∈= ,0})(,{)( τττ }),0{)0(( 00 xww == − τ -позицией игрока Р в 
дискретной динамической системе (2.11 − (2.13).
Для каждог  момента в мени T,0∈τ определим также множество nτ R×= }{)(ˆ τW
}){0}}{0,:(0){ˆ(0)ˆ( 0000
nxwww R×∈====WW всех допустимых τ -позиций игрока Р.
Для фиксированных проме утка времени T,0, ⊆ϑτ )( ϑτ < , τ -позиции 
)(ˆ)}(,{)( ττττ W∈= xw игрока Р и его допустимого программного управления 
),()( ϑτU∈⋅u определим следующее множество:
)(ˆ)(:)({))(,),(,( ϑϑϑϑττ WW ∈=⋅ wwuw ,
)}())(),(,,;()()},(,{)( tuxxxxw ∗∈⋅== Xτϑτϑϑϑϑϑ , (2.14)
которое будем называть множеством допустимых ϑ -позиций игрока Р, отвечающим его 
τ -позиции )(τw и управлению )(⋅u .
Здесь вектор nuxxx R∈⋅= ))(),(,,;()( τϑτϑϑ определяет сечение движения объекта I
на промежутке времени ϑτ , в момент времени ϑ , порожденного в силу (2.11) парой 
))()(( ⋅ux τ ( τx }(τ∗X , )()(,1, ttut ∗∈−∈∀ Uϑτ ).
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со тветствующих процес ов в рас матриваемой дискретной динамической системе 
(2.1 ) − (2.13).
Здесь и дале  в этой главе для ∈k N и любого целочислен ого промежутка 
)(, jiji ≤ символом S ),( jik будем обозначать метрическое пространство функций 
целочислен ого аргумента ki,j R→:ϕ , в котором метрика kρ задается со тношением
kjitk
tt )()(max))(),(( 21,21
ϕϕϕϕρ −=⋅⋅
∈
∈⋅⋅ ))(),((( 21 ϕϕ S ×),( jik S )),( jik ,
а символом comp(S )),( jik – множество всех непустых и компактных в смысле этой 
метрики, подмножеств пространства S )),( jik .
Здесь и дале  в этой главе для любых ножеств X и Y множество YX × есть 
произведение X и Y, то есть множество всех пар (x, y) таких, что YyXx ∈∈ , (аналогичное 
обозначение используется и для большего числа множеств).
Используя ограничение (2.13), определим множество ∈),( ϑτU comp ( )1,( −ϑτpS )
допустимых програм ных управлений 1,)}({)( −∈=⋅ ϑτttuu игрока Р на промежутке времени 
)(,0, ϑτϑτ <⊆ T со тношением 
U ∈⋅⋅= )(:)({),( uuϑτ )1,( −ϑτpS , })()(,1, ttut
∗∈−∈∀ Uϑτ .
Назовем набор nTxw R×∈= ,0})(,{)( τττ }),0{)0(( 00 xww == − τ -позицией игрока Р в 
дискретной динамической системе (2.1 ) − (2.13).
Для каждого момента времени T,0∈τ определ м также множество nτ R×= }{)(ˆ τW
}){0}}{0,:(0){ˆ(0)ˆ( 0000
nxwww R×∈====WW всех допустимых τ -позиций игрока Р.
Для фикси ован ых про ежутка времени T,0, ⊆ϑτ )( ϑτ < , τ -позици  
)(ˆ)}(,{)( ττττ W∈= xw игрока Р и его допустимого програм ного управления 
),()( ϑτU∈⋅u определим следующе  множество:
)(ˆ)(:)({))(,),(,( ϑϑϑϑττ WW ∈=⋅ wwuw ,
)}())(),(,,;()()},(,{)( tuxxxxw ∗∈⋅== Xτϑτϑϑϑϑϑ , (2.14)
которое будем называть множеством допустимых ϑ -позиций игрока Р, отвечающим его 
τ -позици  )(τw и управлению )(⋅u .
Здесь вектор nuxxx R∈⋅= ))(),(,,;()( τϑτϑϑ определяет сечение движения объекта I
на промежутке времени ϑτ , в момент времени ϑ , порожден ого в силу (2.1 ) парой 
))(),(( ⋅ux τ ( ∈)(τx }(τ∗X , )()(,1, ttut ∗∈−∈∀ Uϑτ ).
         (2.14)
которое будем называть множеством допустимых ϑ -позиций игрока Р, 
отвечающим его τ -позиции )(τw  и управлению )(⋅u .
Здесь вектор 
12
соответствующих процессов в рассматриваемой дискретной динамической системе 
(2.11) − (2.13).
Здесь и далее в этой главе для ∈k N и любого целочисленного промежутка 
)(, jiji ≤ символом S ),( jik буде  обозначать метрическое пространств функций 
целочисленного аргумента ki,j R→:ϕ , в котором метрика kρ задается соотношением
kjitk
tt )()(max))(),(( 21,21
ϕϕϕϕρ −=⋅⋅
∈
∈⋅⋅ ))(),((( 21 ϕϕ S ×),( jik S )),( jik ,
а символом comp(S )),( jik – множество всех непустых и компактных в смысле этой 
метрики, подмножеств пространства S )),( jik .
Здесь и далее в этой главе для любых множеств X и Y множество YX × есть 
произведение X и Y, то есть множес во всех пар (x, y) таких, что yXx ∈∈ , (а алогичное 
обозначение используется и ля большего чи ла ).
Используя ограничение (2.13), определим множество ∈),( ϑτU comp ( )1,( −ϑτpS )
допустимых программных управл ний 1,)}({)( −∈=⋅ ϑτttuu игрока Р на промежутке времени 
)(,0, ϑτϑτ <⊆ T соотношением 
U ∈⋅⋅= )(:)({),( uuϑτ )1,( −ϑτpS , })()(,1, ttut
∗∈−∈∀ Uϑτ .
Назов набор nTxw R×∈= ,0})(,{)( τττ }),0{)0(( 00 xww == − τ -позицией игрока Р в 
дискретной динамической систем  (2.11) − (2.13).
Для к ждого момента време и T,0∈τ опред лим также мн жество nτ R×= }{)(ˆ τW
}){0}}{0,:(0){ˆ(0)ˆ( 0000
nxwww R×∈====WW всех допустимых τ - озиций игрока Р.
Для фиксированных промежутка времени T,0, ⊆ϑτ )( ϑτ < , τ -позиции 
)(ˆ)}(,{)( ττττ W∈= xw игрока Р и его допустимого программного управления 
),()( ϑτU∈⋅u определим следующее множество:
)(ˆ)(:)({))(,),(,( ϑϑϑϑττ WW ∈=⋅ wwuw ,
)}())(),(,,;()()},(,{)( tuxxxxw ∗∈⋅== Xτϑτϑϑϑϑϑ , (2.14)
которое будем называть множеством допустимых ϑ -позиций игрока Р  отвечающим его 
τ -позиции )(τw и управлению )(⋅u .
Здесь вектор nuxxx R∈⋅= ))(),(,,;()( τϑτϑϑ определяет сечение д ижения объекта I
на промежутке времени ϑτ , в момент времени ϑ , порожденного в силу (2.11) парой 
))(),(( ⋅ux τ ( ∈)(τx }(τ∗X , )()(,1, ttut ∗∈−∈∀ Uϑτ ).
 ет сечение движе-
ния объекта I на промежутке времени 
12
соответствующих процессов в рассматриваемой дискретной динамической системе 
(2.11) − (2.13).
Здесь и далее в этой главе для ∈k N и любого цел численного промежутка 
)(, jiji ≤ символом S ),( jik будем обозначать метрическое пространство функций 
целочисленного аргумента ki,j R→:ϕ , в котором метри а kρ задается со тношен ем
kjitk
tt )()(max))(),(( 21,21
ϕϕϕϕρ −=⋅⋅
∈
∈⋅⋅ ))(),((( 21 ϕϕ S ×),( jik S )),( jik ,
а символом comp(S )),( jik – множество всех непустых и компактных в смысле этой 
метрик , подмножеств простран т а S )),( jik .
Здесь и далее в этой главе для любых множеств X и Y множество YX × есть 
произведение X и Y, то есть м о всех пар (x, y) аких, что YyXx ∈∈ , (аналогичное 
обозначе ие исп льзу тся и для большего числа множеств).
Используя о раничение (2.13), определим множество ∈),( ϑτU comp ( )1,( −ϑτpS )
допустимых программных управлений 1,)}({)( −∈=⋅ ϑτttuu игрока Р на промежутке времени 
)(,0, ϑτϑτ <⊆ T соотношени м 
U ∈⋅⋅= )(:)({),( uuϑτ )1,( −ϑτpS , })()(,1, ttut
∗∈−∈∀ Uϑτ .
Назовем набор nTxw R×∈= ,0})(,{)( τττ }),0{)0(( 00 xww == − τ -позицией игрока Р в 
дискретной динамической системе (2.11) − (2.13).
Для каждого момента времени T,0∈τ определим также множество nτ R×= }{)(ˆ τW
}){0}}{0,:(0){ˆ(0)ˆ( 0000
nxwww R×∈===WW всех допустимых τ -позиций игрока Р.
Для фиксированных промежутка времен T,0, ⊆ϑτ )( ϑτ < , τ -позиции 
)(ˆ)}(,{)( ττττ W∈= xw игрока Р и его допустимого программного управления 
),()( ϑτU∈⋅u определим следующее множество:
)(ˆ)(:)({))(,),(,( ϑϑϑϑττ WW ∈=⋅ wwuw ,
)}())(),(,,;()()},(,{)( tuxxxxw ∗∈⋅== Xτϑτϑϑϑϑϑ , (2.14)
которое будем называть множеством допустимых ϑ -позиций игрока Р, отвечающим его 
τ -позиции )(τw и у равлению )(⋅u .
Здесь вектор nuxxx R∈⋅= ))(),(,,;()( τϑτϑϑ определяет сечение движения объекта I
на пр межутке времени ϑτ , в мо ент времени ϑ , порожденного в силу (2.11) парой 
))(),(( ⋅ux τ ( ∈)(τx }(τ∗X , )()(,1, ttut ∗∈−∈∀ Uϑτ ).
 в момент врем ни ϑ , порожден-
н го в силу (2.11)парой  
12
соответствующих процессов в рассматриваемой дискретной динамической системе 
(2.11) − (2.13).
Здесь и далее в этой главе для ∈k N и любого целочисленного промежутка 
)(, jiji ≤ симв лом S ),( jik бу ем обозначать метрич ское пространство функций 
целочисленного аргумента ki,j R→:ϕ , в котором мет ика kρ з дается соотношением
kjitk
tt )()(max))(),(( 21,21
ϕϕϕρ −=⋅⋅
∈
∈⋅⋅ ))(),((( 21 ϕϕ S ×),( jik S )),( jik ,
а символом comp S ),( jik – множество всех непустых и компактных в смысле этой 
етрики, подмножеств про ранства S )),( jik .
Здесь и далее в этой главе для люб  множе тв X и Y множество YX × есть 
произведение X и Y, то есть множество всех пар (x, y) таких, что YyXx ∈∈ , (аналогичное 
бозначение используется и для большего числа множеств).
Используя огра ичение (2.13), определим множество ∈),( ϑτU comp ( )1,( −ϑτpS )
допустимых программных управлений 1,)}({)( −∈=⋅ ϑτttuu игрока Р на промежутке времени 
)(,0, ϑτϑτ <⊆ T соотношением 
U ∈⋅⋅= )(:)({),( uuϑτ )1,( −ϑτpS , })()(,1, ttut
∗∈−∈∀ Uϑτ .
Назовем набо  nTxw R×∈= ,0})(,{)( τττ }),0{)0(( 00 xww == − τ -позицией игрока Р в 
дискретной динамической системе (2.11) − (2.13).
Для каждого момента времени T,0∈τ определим также множество nτ R×= }{)(ˆ τW
}){0}}{0,:(0){ˆ(0)ˆ( 0000
nxwww R×∈====WW всех допустимых τ -позиций игрока Р.
Для фиксированных промежутка ре ени T,0, ⊆ϑ )( ϑτ < , τ -позиции 
)(ˆ)}(,{)( ττττ W∈= xw игрока Р и его допустимого программного управления 
),()( ϑτU⋅u оп еделим следующее множеств :
)(ˆ)(:)({))(,),(,( ϑϑϑϑττ WW ∈=⋅ wwuw ,
)}())(),(,,;()()},(,{)( tuxxxxw ∗∈⋅== Xτϑτϑϑϑϑϑ , (2.14)
которое будем называть множеством допустимых ϑ -позиций игрока Р, отвечающим его 
τ -позиции )(τw и управлению )(⋅u .
Здесь в ктор nuxxx R∈⋅= ))(),(,,;()( τϑτϑϑ определяет сечение движения объекта I
а промежутке времени ϑτ , в момент времени ϑ , порожденного в силу (2.11) парой 
))(),( ⋅uτ ( ∈)(τx }(τ∗X , )()(,1, ttut ∗∈−∈∀ Uϑτ ).
Используя определение (2.14) и условия, к торы  оговорены для си-
сте ы (2.11) – 2.13), можно доказать [11, 13, 14], что справедливо следу-
ющ вспомогательное утверждение.
лемма 2.1. Для фиксированного промежутка времени
)0(,0, ϑτϑτ <<⊂ T  и для возможной в силу (2.11) – (2.13) реализации 
набора 
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Используя определение (2.14) и условия, к торые оговорены для системы (2.11) −
(2.13), можно доказать [11, 13, 14], что справедли о ле ующ е вспомогат льное 
утверждение.
Лемма 2.1. Для фиксированного промежутка времени )0(,0, ϑτϑτ <<⊂ T и для 
возможной в силу (2.11) − (2.13) реализации набора )0(ˆ))(,( 00 ϑ,uw UW ×∈⋅ ,
соответствующего промежутку времени ϑ,0 , справедливо следующее соотношение:
))(~,),(,())(,0( 0 ⋅∗=⋅ uwu,w, ϑττϑ WW , (2.15)
где для τ -позиции )(ˆ)}(,{)( ττττ W∈= ∗∗ xw игрока Р и его управления ),()(~ ϑτU∈⋅u должны 
выполняться следующие соотношения:
),0()}({)(,))(,,,0;()( 1,00 ττττ τ U∈=⋅∈⋅= −∈∗∗∗ ttuuuxxx
nR , ),()}({)(~ 1, ϑτϑτ U∈=⋅ −∈ttuu .
Тогда для оценивания качества процесса управления игроком Р в динамической 
системе (2.11) − (2.13) на промежутке времени TT ,0, ⊆τ определим линейный
терминальный функционал 1, ),()(
ˆ: R→× TT τττ UWФ таким образом, что для реализации 
набора ),()(ˆ))(),(( Tuw τττ UW ×∈⋅ и заданного числа )( nkk ≤∈N его значение 
определяется соотношением 
kkT TxаTxuw ><==⋅ })({,))(())(),((, γττФ )))}(),(,,;({)}(({ kk uxTxTx ⋅⋅= ττ , (2.16)
где )(ˆ)}(,{)( ττττ W∈= xw nuxTxTxww R∈⋅⋅== ))(),(,,;()();)0(( 0 ττ определяет сечение 
движения объекта I на промежутке времени T,τ в момент времени Т, порожденного в 
силу (2.11) парой ))(),(( ⋅ux τ , а kkTx R∈)}({ − k-проекция вектора 
nTx R∈)( ; ka R∈ − 
фиксированный вектор; 1: RR →nγ − заданный линейный терминальный функционал.
Тогда на основании изложенного выше можно сформулировать с позиции игрока Р
его цель во вспомогательной задаче оптимального программного управления для 
дискретной динамической системы (2.11) − (2.13) следующим образом.
Будем считать, что игрок Р на промежутке времени TT ,0, ⊆τ ( T<τ ) заинтересован 
в таком исходе процесса управления, описываемого дискретной динамической системой 
(2.11) − (2.13) – путем влияния на него возможным выбором своих допустимых 
программных управлений ),()( Tu τU∈⋅ , при котором для заданного в момент времени τ
значения фазового вектора системы ∈)(τx )(τ∗X ( ∈= 0)0( xx )0(
∗X ) линейный 
терминальный функционал T,τФ , определенный соотношением (2.16), принимает 
наименьшее возможное значение.
, соответствующего промежутку времени 
ϑ,0 , справедливо следующее соотношение:
Глава 2. Экономико-математический инструментарий оптимизации
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Используя определение (2.14) и условия, которые оговорены для системы (2.11) −
(2.13), можно доказать [11, 13, 14], что справедливо следующее вспомогательное 
утверждение.
Лемма 2.1. Для фиксированного промежутка времени )0(,0, ϑτϑτ <<⊂ T и для 
возможной в силу (2.11) − (2.13) реализации набора )0(ˆ))(,( 00 ϑ,uw UW ×∈⋅ ,
соответствующего промежутку времени ϑ,0 , справедливо следующее соотношение:
))(~,),(,())(,0( 0 ⋅∗=⋅ uwu,w, ϑττϑ WW , (2.15)
где для τ -позиции )(ˆ)}(,{)( ττττ W∈= ∗∗ xw игрока Р и его управления ),()(~ ϑτU∈⋅u должны 
выполняться следующие соотношения:
),0()}({)(,))(,,,0;()( 1,00 ττττ τ U∈=⋅∈⋅= −∈∗∗∗ ttuuuxxx
nR , ),()}({)(~ 1, ϑτϑτ U∈=⋅ −∈ttuu .
Тогда для оценивания качества процесса управления игроком Р в динамической 
системе (2.11) − (2.13) на промежутке времени TT ,0, ⊆τ определим линейный
терминальный функционал 1, ),()(
ˆ: R→× TT τττ UWФ таким образом, что для реализации 
набора ),()(ˆ))(),(( Tuw τττ UW ×∈⋅ и заданного числа )( nkk ≤∈N его значение 
определяется соотношением 
kkT TxаTxuw ><==⋅ })({,))(())(),((, γττФ )))}(),(,,;({)}(({ kk uxTxTx ⋅⋅= ττ , (2.16)
где )(ˆ)}(,{)( ττττ W∈= xw nuxTxTxww R∈⋅⋅== ))(),(,,;()();)0(( 0 ττ определяет сечение 
движения объекта I на промежутке времени T,τ в момент времени Т, порожденного в 
силу (2.11) парой ))(),(( ⋅ux τ , а kkTx R∈)}({ − k-проекция вектора 
nTx R∈)( ; ka R∈ − 
фиксированный вектор; 1: RR →nγ − заданный линейный терминальный функционал.
Тогда на основании изложенного выше можно сформулировать с позиции игрока Р
его цель во вспомогательной задаче оптимального программного управления для 
дискретной динамической системы (2.11) − (2.13) следующим образом.
Будем считать, что игрок Р на промежутке времени TT ,0, ⊆τ ( T<τ ) заинтересован 
в таком исходе процесса управления, описываемого дискретной динамической системой 
(2.11) − (2.13) – путем влияния на него возможным выбором своих допустимых 
программных управлений ),()( Tu τU∈⋅ , при котором для заданного в момент времени τ
значения фазового вектора системы ∈)(τx )(τ∗X ( ∈= 0)0( xx )0(
∗X ) линейный 
терминальный функционал T,τФ , определенный соотношением (2.16), принимает 
наименьшее возможное значение.
                     (2.15)
где для τ -позиции 
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Используя определение (2.14) и условия, которые оговорены для системы (2.11) −
(2.13), можно доказать [11, 13, 14], что справедливо следующее вспомогательное 
утверждение.
Лемма 2.1. Для фиксированного промежутка времени )0(,0, ϑτϑτ <<⊂ T и для 
возможной в силу (2.11) − (2.13) реализации набора )0(ˆ))(,( 00 ϑ,uw UW ×∈⋅ ,
соответствующего промежутку времени ϑ,0 , справедливо следующее соотношение:
))(~,),(,())(,0( 0 ⋅∗=⋅ uwu,w, ϑττϑ WW , (2.15)
где   )(ˆ)}(,{)( ττττ W∈= ∗∗ xw игрока Р и его управления ),()(~ ϑτU∈⋅u должны 
выполняться следующие соотношения:
),0()}({)(,))(,,,0;()( 1,00 ττττ τ U∈=⋅∈⋅= −∈∗∗∗ ttuuuxxx
nR , ),()}({)(~ 1, ϑτϑτ U∈=⋅ −∈ttuu .
Тогда для оценивания качества процесса управления игроком Р в динамической 
системе (2.11) − (2.13) на промежутке времени TT ,0, ⊆τ определим линейный
терминальный функционал 1, ),()(
ˆ: R→× TT τττ UWФ таким образом, что для реализации 
набора ),()(ˆ))(),(( Tuw τττ UW ×∈⋅ и заданного числа )( nkk ≤∈N его значение 
определяется соотношением 
kkT TxаTxuw ><==⋅ })({,))(())(),((, γττФ )))}(),(,,;({)}(({ kk uxTxTx ⋅⋅= ττ , (2.16)
где )(ˆ)}(,{)( ττττ W∈= xw nuxTxTxww R∈⋅⋅== ))(),(,,;()();)0(( 0 ττ определяет сечение 
движения объекта I на промежутке времени T,τ в момент времени Т, порожденного в 
силу (2.11) парой ))(),(( ⋅ux τ , а kkTx R∈)}({ − k-проекция вектора 
nTx R∈)( ; ka R∈ − 
фиксированный вектор; 1: RR →nγ − заданный линейный терминальный функционал.
Тогда на основании изложенного выше можно сформулировать с позиции игрока Р
его цель во вспомогательной задаче оптимального программного управления для 
дискретной динамической системы (2.11) − (2.13) следующим образом.
Будем считать, что игрок Р на промежутке времени TT ,0, ⊆τ ( T<τ ) заинтересован 
в таком исходе процесса управления, описываемого дискретной динамической системой 
(2.11) − (2.13) – путем влияния на него возможным выбором своих допустимых 
программных управлений ),()( Tu τU∈⋅ , при котором для заданного в момент времени τ
значения фазового вектора системы ∈)(τx )(τ∗X ( ∈= 0)0( xx )0(
∗X ) линейный 
терминальный функционал T,τФ , определенный соотношением (2.16), принимает 
наименьшее возможное значение.
 игрок  Р и его управления 
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Используя определение (2.14) и условия, которые оговорены для системы (2.11) −
(2.13), можно доказать [11, 13, 14], что справедливо следующе  вспомогательное 
утверждение.
Лемма 2.1. Для фиксированного промежутка времени )0(,0, ϑτϑτ <<⊂ T и для 
возможной в силу (2.11) − (2.13) реализации набора )0(ˆ))(,( 00 ϑ,uw UW ×∈⋅ ,
соответствующего промежутку времени ϑ,0 , справедливо следующее соотношение:
))(~,),(,())(,0( 0 ⋅∗=⋅ uwu,w, ϑττϑ WW , (2.15)
где для τ -позиции )(ˆ)}(,{)( ττττ W∈= ∗∗ xw игрока Р и его управления ),()(~ ϑτU∈⋅u должны 
выполняться следующие соотношения:
),0()}({)(,))(,,,0;()( 1,00 ττττ τ U∈=⋅∈⋅= −∈∗∗∗ ttuuuxxx
nR , ),()}({)(~ 1, ϑτϑτ U∈=⋅ −∈ttuu .
Тогда для оценивания качества процесса управления игроком Р в динамической 
системе (2.11) − (2.13) на промежутке времени TT ,0, ⊆τ определим линейный
терминальный функционал 1, ),()(
ˆ: R→× TT τττ UWФ таким образом, что для реализации 
набора ),()(ˆ))(),(( Tuw τττ UW ×∈⋅ и заданного числа )( nkk ≤∈N его значение 
определяется соотношением 
kkT TxаTxuw ><==⋅ })({,))(())(),((, γττФ )))}(),(,,;({)}(({ kk uxTxTx ⋅⋅= ττ , (2.16)
где )(ˆ)}(,{)( ττττ W∈= xw nuxTxTxww R∈⋅⋅== ))(),(,,;()();)0(( 0 ττ определяет сечение 
движения объекта I на промежутке времени T,τ в момент времени Т, порожденного в 
силу (2.11) парой ))(),(( ⋅ux τ , а kkTx R∈)}({ − k-проекция вектора 
nTx R∈)( ; ka R∈ − 
фиксированный вектор; 1: RR →nγ − заданный линейный терминальный функционал.
Тогда на основании изложенного выше можно сформулировать с позиции игрока Р
его цель во вспомогательной задаче оптимального программного управления для 
дискретной динамической системы (2.11) − (2.13) следующим образом.
Будем считать, что игрок Р на промежутке времени TT ,0, ⊆τ ( T<τ ) заинтересован 
в таком исходе процесса управления, описываемого дискретной динамической систе ой 
(2.11) − (2.13) – путем влияния на него возможным выбором своих допустимых 
программных управлений ),()( Tu τU∈⋅ , при котором для заданного в момент времени τ
значения фазового вектора системы ∈)(τx )(τ∗X ( ∈= 0)0( xx )0(
∗X ) линейный 
терминальный функционал T,τФ , определенный соотношением (2.16), принимает 
наименьшее возможное значение.
 н  выполняться следующие соотношения:
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Используя определение (2.14) и условия, которые оговорены для системы (2.11) −
(2.13), можно доказать [11, 13, 14], что справедливо следующее вспомогательное 
утверждение.
Лемма 2.1. Для фиксированного промежутка времени )0(,0, ϑτϑτ <<⊂ T и для 
возможной в силу (2.11) − (2.13) реализации набора )0(ˆ))(,( 00 ϑ,uw UW ×∈⋅ ,
соответствующего промежутку времени ϑ,0 , справедливо следующее соотношение:
))(~,),(,())(,0( 0 ⋅∗=⋅ uwu,w, ϑττϑ WW , (2.15)
где для τ -поз  )(ˆ)}(,{)( ττττ W∈= ∗∗ x игрока Р и его управления ),()(~ ϑτU∈⋅u должны 
выполняться следующие соотношени :
),0()}({)(,))(,,,0;()( 1,00 ττττ τ U∈=⋅∈⋅= −∈∗∗∗ ttuuuxxx
nR , ),()}({)(~ 1, ϑτϑτ U∈=⋅ −∈ttuu .
Тогда для оценивания качества процесса управления игроком Р в динамической 
системе (2.11) − (2.13) на промежутке времени TT ,0, ⊆τ определим линейный
терминальный функционал 1, ),()(
ˆ: R→× TT τττ UWФ таким образом, что для реализации 
набора ),()(ˆ))(),(( Tuw τττ UW ×∈⋅ и заданного числа )( nkk ≤∈N его значение 
определяется соотношением 
kkT TxаTxuw ><==⋅ })({,))(())(),((, γττФ )))}(),(,,;({)}(({ kk uxTxTx ⋅⋅= ττ , (2.16)
где )(ˆ)}(,{)( ττττ W∈= xw nuxTxTxww R∈⋅⋅== ))(),(,,;()(;)0(( 0 ττ определяет сечение 
движения объекта I на промежутке времени T,τ в момент времени Т, порожденного в 
силу (2.11) парой ))(),(( ⋅ux τ , а kkTx R∈)}({ − k-проекция вектора 
nTx R∈)( ; ka R∈ − 
фиксированный вектор; 1: RR →nγ − заданный линейный терминальный функционал.
Тогда на основании изложенного выше можно сформулировать с позиции игрока Р
его цель во вспомогательной задаче оптимального программного управления для 
дискретной динамической системы (2.11) − (2.13) следующим образом.
Будем сч тать, что игрок Р на пром жутке време и TT ,0, ⊆τ ( T<τ ) заинтересован 
в так м исходе проц са управл ния, описываемого дискретной динамической системой 
(2.11) − (2.13) – путем влияния на него возможным выбором своих допустимых 
программных управлений ),()( Tu τU∈⋅ , при котором для заданного в момент времени τ
значения фазового вектора системы ∈)(τx )(τ∗X ( ∈= 0)0( xx )0(
∗X ) линейный 
терминальный функционал T,τФ , определенный соотношением (2.16), принимает 
наименьшее возможное значение.
Тогда для оценивания качества процесса управления игроком Р в дина-
ической системе (2.11) – (2.13) на промежутке времени TT ,0, ⊆τ опре-
делим линейный терминальный функционал 
13
Используя определение (2.14) и условия, которые оговорены для системы (2.11) −
(2.13), можно доказать [11, 13, 14], что справедливо следующее вспомогательное 
утверждение.
Лемма 2.1. Для фиксированного промежутка времени )0(,0, ϑτϑτ <<⊂ T и для 
возможной в силу (2.11) − (2.13) реализации набора )0(ˆ))(,( 00 ϑ,uw UW ×∈⋅ ,
соответствующего промежутку времени ϑ,0 , справедливо следующее соотношение:
))(~,),(,())(,0( 0 ⋅∗=⋅ uwu,w, ϑττϑ WW , (2.15)
где для τ -позиции )(ˆ)}(,{)( ττττ W∈= ∗∗ xw игрока Р и его управления ),()(~ ϑτU∈⋅u должны 
выполняться следующие соотношен я:
),0()}({)(,))(,,,0;()( 1,00 ττττ τ U∈=⋅∈⋅= −∈∗∗∗ ttuuuxxx
nR , ),()}({)(~ 1, ϑτϑτ U∈=⋅ −∈ttuu .
Тогда для оценивания качества процесса управления игроком Р в динамической 
системе (2.11) − (2.13) на промежутке времени TT ,0, ⊆τ определим линейный
й функционал 1, ),()(
ˆ: R→× TT τττ UWФ таким образом, что для реализации 
набора ),()(ˆ))()(( Tuw τττ UW ×∈⋅ и заданного числа )( nkk ≤∈N его значение 
определяется соотношением 
kkT TxаTxuw ><==⋅ })({,))(())(),((, γττФ )))}(),(,,;({)}(({ kk uxTxTx ⋅⋅= ττ , (2.16)
где )(ˆ)}(,{)( ττττ W∈= xw nuxTxTxww R∈⋅⋅== ))(),(,,;()();)0(( 0 ττ определяет сечение 
движения объекта I на промежутке времени T,τ в момент времени Т, порожденного в 
силу (2.11) парой ))(),(( ⋅ux τ , а kkTx R∈)}({ − k-проекция вектора 
nTx R∈)( ; ka R∈ − 
фиксированный вектор; 1: RR →nγ − заданный линейный терминальный функционал.
Тогда на основании изложенног  выше можно сформу ир вать с позиции игрока Р
его цель во вспомогательной задаче оп имального прогр ммного управления для 
д скретной инамич ской системы (2.11) − (2.13) сл дующ м образом.
Будем считать, что игрок Р на промежутке времени TT ,0, ⊆τ ( T<τ ) заинтересован 
в таком исходе процесса управления, описываемого дискретной динамической системой 
(2.11) − (2.13) – пут  влияния а него возможным выб ром своих допустимых 
програм ных управлений ),()( Tu τU∈⋅ , при котором для заданного в момент времени τ
знач я фазового вектора системы ∈)(τx )(τ∗X ( ∈= 0)0( xx )0(
∗X ) линейный 
терминальный функционал T,τФ , определенный соотношением (2.16), принимает 
наименьшее возможн е значение.
таким образом, что для реализации набора 
13
Используя определение (2.14) и условия, которые оговорены для системы (2.11) −
(2.13), можно доказать [11, 13, 14], что справедливо следующее вспомогательное 
утверждение.
Лемма 2.1. Для фиксированного промежутка времени )0(,0, ϑτϑτ <<⊂ T и для 
возможной в силу (2.11) − (2.13) реализации набора )0(ˆ))(,( 00 ϑ,uw UW ×∈⋅ ,
соответствующего промежутку времени ϑ,0 , справедливо следующее соотношение:
))(~,),(,())(,0( 0 ⋅∗=⋅ uwu,w, ϑττϑ WW , (2.15)
где для τ -позиции )(ˆ)}(,{)( ττττ W∈= ∗∗ xw игрока Р и его управления ),()(~ ϑτU∈⋅u должны 
выполняться следующие соотношения:
),0()}({)(,))(,,,0;()( 1,00 ττττ τ U∈=⋅∈⋅= −∈∗∗∗ ttuuuxxx
nR , ),()}({)(~ 1, ϑτϑτ U∈=⋅ −∈ttuu .
Тогда для оценивания качества процесса управления игроком Р в динамической 
си теме (2.11) − (2.13) на промежутке времени TT ,0, ⊆τ определим линейный
терминальный функционал 1, ),()(
ˆ: R→× TT τττ UWФ таким образом, что для реализации 
набора ),()(ˆ))(),(( Tuw τττ UW ×∈⋅ и заданного числа )( nkk ≤∈N его значение 
определяется соотношением 
kkT TxаTxuw ><==⋅ })({,))(())(),((, γττФ )))}(),(,,;({)}(({ kk uxTxTx ⋅⋅= ττ , (2.16)
где )(ˆ)}(,{)( ττττ W∈= xw nuxTxTxww R∈⋅⋅== ))(),(,,;()();)0(( 0 ττ определяет сечение 
движения объекта I на промежутке времени T,τ в момент времени Т, порожденного в 
силу (2.11) парой ))(),(( ⋅ux τ , а kkTx R∈)}({ − k-проекция вектора 
nTx R∈)( ; ka R∈ − 
фиксированный вектор; 1: RR →nγ − заданный линейный терминальный функционал.
Тогда на основании изложенного выше можно сформулировать с позиции игрока Р
его цель во вспомогательной задаче оптимального программного управления для 
дискретной динамической системы (2.11) − (2.13) следующим образом.
Будем считать, что игрок Р на промежутке времени TT ,0, ⊆τ ( T<τ ) заинтересован 
в таком исходе процесса управления, описываемого дискретной динамической системой 
(2.11) − (2.13) – путем влияния на него возможным выбором своих допустимых 
программных управлений ),()( Tu τU∈⋅ , при котором для заданного в момент времени τ
значения фазового вектора системы ∈)(τx )(τ∗X ( ∈= 0)0( xx )0(
∗X ) линейный 
терминальный функционал T,τФ , определенный соотношением (2.16), принимает 
наименьшее возможное значение.
 и 
заданного числа 
13
Используя определение (2.14) и условия, которые оговорены для системы (2.11) −
(2.13), можно доказать [11, 13, 14], что с раведливо следующее вспом гательн е 
утверждение.
Лемма 2.1. Для фиксированного промежутка вр мени )0(,0, ϑτϑτ <<⊂ T и для 
возможной в силу (2.11) − (2.13) реализации набора )0(ˆ))(,( 00 ϑ,uw UW ×∈⋅ ,
соответствующего промежутку времени ϑ,0 , справедливо следующее соотношение:
))(~,),(,())(,0( 0 ⋅∗=⋅ uwu,w, ϑττϑ WW , (2.15)
где для τ -позиции )(ˆ)}(,{)( ττττ W∈= ∗∗ xw игрока Р и его управления ),()(~ ϑτU∈⋅u должны 
выполняться следующие соотношения:
),0()}({)(,))(,,,0;()( 1,00 ττττ τ U∈=⋅∈⋅= −∈∗∗∗ ttuuuxxx
nR , ),()}({)(~ 1, ϑτϑτ U∈=⋅ −∈ttuu .
Тогда для оценивания качества процесса управления игроком Р в динамической 
системе (2.11) − (2.13) на промежутке времени TT ,0, ⊆τ определим линейный
терминальный функционал 1, ),()(
ˆ: R→× TT τττ UWФ таким образом, что для реал зации 
набора ),()(ˆ))(),(( Tuw τττ UW ×∈⋅ и заданного числа )( nkk ≤∈N его значен е 
определяется соотношением 
kkT TxаTxuw ><==⋅ })({,))(())(),((, γττФ )))}(),(,,;({)}(({ kk uxTxTx ⋅⋅= ττ , (2.16)
где )(ˆ)}(,{)( ττττ W∈= xw nuxTxTxww R∈⋅⋅== ))(),(,,;()();)0(( 0 ττ определяет сечение 
движения объекта I на промежутке времени T,τ в момент времени Т, порожденного в 
силу (2.11) парой ))(),(( ⋅ux τ , а kkTx R∈)}({ − k-проекция вектор  
nTx R∈)( ; ka R∈ − 
фиксированный вектор; 1: RR →nγ − заданный линейный терминальный функционал.
Тогда на основании изложенного выш  можн  ф рмулировать с позиции игрок  Р
его цель во вспомогательной задаче оптималь ого программн го управления д я 
дискретной динамической системы (2.11) − (2.13) следующим образ м.
Будем считать, что игрок Р на промежутке времени TT ,0, ⊆τ ( T<τ ) за нтересован 
в таком исходе процесса управления, описываемого дискретной динамической систе ой 
(2.11) − (2.13) – путем влияния на него возможным выб ром своих допусти ых 
программных управлений ),()( Tu τU∈⋅ , при котором для заданного в момент времени τ
значения фазового вектора системы ∈)(τx )(τ∗X ( ∈= 0)0( xx )0(
∗X ) линейный 
терминальный функционал T,τФ , определенный соотношением (2.16), прин мает 
наименьшее возможное значение.
 его значе ие определяется соотношением 
13
Используя опреде  (2.14) и условия, кот рые оговорены для системы (2.11) −
(2.13), можно доказать [11, 13, 14], что справедлив  следующее вспомогательное 
утверждение.
Лемма 2.1. Для фиксированного про ежутка времени )0(,0, ϑτϑτ <<⊂ T и для 
возможной в силу (2.11) − (2.13) реализации набора )0(ˆ))(,( 00 ϑ,uw UW ×∈⋅ ,
соответствующего промежутку времени ϑ,0 , справедливо следующее соотношение:
))(~,),(,())(,0( 0 ⋅∗=⋅ uwu,w, ϑττϑ WW , (2.15)
где для τ -позиции )(ˆ)}(,{)( ττττ W∈= ∗∗ xw игрока Р и его управления ),()(~ ϑτU∈⋅u должны 
выполнятьс следующ е соотношения:
),0()}({)(,))(,,,0;()( 1,00 ττττ τ U∈=⋅∈⋅= −∈∗∗∗ ttuuuxxx
nR , ),()}({)(~ 1, ϑτϑτ U∈=⋅ −∈ttuu .
Тогда для оценивания качества процесса управления игроком Р в динамической 
системе (2.11) − (2.13) на промежутке времени TT ,0, ⊆τ определим линейный
терминальный функционал 1, ),()(
ˆ: R→× TT τττ UWФ таким образом, что для реализации 
набора ),()(ˆ))(),(( Tuw τττ UW ×∈⋅ и заданного числа )( nkk ≤∈N его значение 
определяется соотношением 
kkT TxаTxuw ><==⋅ })({,))(())(),((, γττФ )))}(),(,,;({)}(({ kk uxTxTx ⋅⋅= ττ , (2.16)
где )(ˆ)}(,{)( ττττ W∈= xw nuxTxTxww R∈⋅⋅== ))(),(,,;()();)0(( 0 ττ определяет сечение 
движения объекта I на промежутке времени T,τ в момент времени Т, порожденного в 
силу (2.11) парой ))(),(( ⋅ux τ , а kkTx R∈)}({ − k- екция вектора 
nTx R∈)( ; ka R∈ − 
фиксирован ый вектор; 1: RR →nγ − заданный линейный терминаль ый функц нал.
Тогда на основании изложенного выше можно сформулирова ь с позиции игрока Р
его цель во вспомогательной задаче оптимального программного управления для 
дискретной динамической системы (2.11) − (2.13) следующим образом.
Будем считать, что игрок Р на промежутке времени TT ,0, ⊆τ ( T<τ ) заинтересован 
в таком исходе процесса управления, описываемого дискретной динамичес ой системой 
(2.11) − (2.13) – путем влияния на него возможным выбором своих допустимых 
программных управлений ),()( Tu τU∈⋅ , при котором для заданного в момент времени τ
значения фазового вектора системы ∈)(τx )(τ∗X ( ∈= 0)0( xx )0(
∗X ) линейный 
терминальный функционал T,τФ , определенный соотношением (2.16), принимает 
наименьшее возможное значение.
, (2.16)
где 
13
Используя определение (2.14) и условия, которые оговорены для системы (2.11) −
(2.13), можно доказать [11, 13, 14], что справедливо следующее вспомогательное 
утверждение.
Лемма 2.1. Для фиксированного про ежутка времен )0(,0, ϑτϑτ <<⊂ T и для 
возможной в силу (2.11) − (2.13) реализац и набора )0(ˆ))(,( 00 ϑ,uw UW ×∈⋅ ,
соответствующего промежутку времени ϑ,0 , справедливо след ющее соотношение:
))(~,),(,())(,0( 0 ⋅∗=⋅ uwu,w, ϑττϑ WW , (2.15)
где для τ -позиции )(ˆ)}(,{)( ττττ W∈= ∗∗ xw игрока Р и его управления ),()(~ ϑτU∈⋅u должны 
выполняться следующие соотношения:
)0()}({)(,))(,,,0;()( 1,00 ττττ τ U∈=⋅∈⋅= −∈∗∗∗ ttuuuxxx
nR , ),()}({)(~ 1, ϑτϑτ U∈=⋅ −∈ttuu .
Тогда для оценивания качества процесс управл я игро ом Р в динамической 
системе (2.11) − (2.13) на пр м жутк ремен  TT ,0, ⊆τ опред лим лин йный
терминальный функционал 1, ),()(
ˆ: R→× TT τττ UWФ так м образом, что для реализации 
набора ),()(ˆ))(),(( Tuw τττ UW ×∈⋅ и зад нного числа )( nkk ≤∈N его з ачение 
опр деляется со тношением 
kkT TxаTxuw ><==⋅ })({,))(())(),((, γττФ )))}(),(,,;({)}({ kk uxxTx ⋅⋅= ττ , (2.16)
где )(ˆ)}(,{)( ττττ W∈= xw nuxTxTxww R∈⋅⋅== ))(),(,,;()();)0(( 0 ττ определяет сечение 
движения объекта I на промежутке ремени T,τ в момент времени Т, порожденного в 
силу (2.11) парой ))(),(( ⋅ux τ , а kkTx R∈)}({ − k-проекция вектор
nTx R∈)( ; ka R∈ − 
ф ксированный вектор; 1: RR →nγ − зада ный линей ый терми альный функциона .
Тогда на основании изложенного выше можн  сформулировать с позиции игрока Р
его цель во вспомогательной задаче оптимальног  программного управления для 
дискретной динамической системы (2.11) − (2.13) следующим образом.
Будем считать, что игрок Р на промежутке в емени TT ,0, ⊆τ ( T<τ ) заинтересован 
в таком исходе процесса управления, описываемого дискретной динамической систем й 
(2.11) − (2.13) – путем влияния на него возможным выбором своих допусти ых 
программных управлений ),()( Tu τU∈⋅ , при котором для заданного в момент времени τ
значения азового вектора сист м ∈)(τx )(τ∗X ( ∈= 0)0( xx )0(
∗X ) линейный 
терминальный фу кционал T,τФ , определенный соотн шением (2.16), при имает 
наименьшее возможное значение.
 опре-
деляет сечение движения объекта I на промежутке времени T,τ  в момент 
времени Т, порожденного в силу (2.11) парой 
13
Используя определение (2.14) и условия, которые оговорены для системы (2.11) −
(2.13), можно доказать [11, 13, 14], что справ дливо следующее вспомогательное 
утверждение
Лемма 2.1. Для фиксированного промежутка времени )0(,0, ϑτϑτ <<⊂ T и для 
возможной в силу (2.11) − (2.13) р ализации набора )0(ˆ))(,( 00 ϑ,uw UW ×∈⋅ ,
со тветствующего промежутку времени ϑ,0 , справедл во следующее соотношение:
))(~,),(,())(,0( 0 ⋅∗=⋅ uwu,w, ϑττϑ WW , (2.15)
где для τ -позиции )(ˆ)}(,{)( ττττ W∈= ∗∗ xw игрока Р и его управления ),()(~ ϑτU∈⋅u должны 
выполняться следующие соотношения:
),0()}({)(,))(,,,0;()( 1,00 ττττ τ U∈=⋅∈⋅= −∈∗∗∗ ttuuuxxx
nR , ),()}({)(~ 1, ϑτϑτ U∈=⋅ −∈ttuu .
Тогда ля оц нивания качества процесса управления игроком Р в динамической 
системе (2.11) − (2.13) на промежутке времени TT ,0, ⊆τ определим линейный
терминальный функционал 1, ),()(
ˆ: R→× TT τττ UWФ таким образом, что для реализации 
набора ),()(ˆ))(),(( Tuw τττ UW ×∈⋅ и за анного числа )( nkk ≤∈N его значение 
определяется соотношением 
kkT TxаTxuw ><==⋅ })({,))(())(),((, γττФ )))}(),(,,;({)}(({ kk uxTxTx ⋅⋅= ττ , (2.16)
где )(ˆ)}(,{)( ττττ W∈= xw nuxTxTxww R∈⋅⋅== ))(),(,,;()();)0(( 0 ττ определяет сечение 
движения объекта I на промежутке времени T,τ в момент времени Т, порожденного в 
силу (2.11) парой ))(),(( ⋅ux τ , а kkTx R∈)}({ − k-проекция вектора 
nTx R∈)( ; ka R∈ − 
фиксированный вектор; 1: RR →nγ − заданный линейный терминальный функционал.
Тогда на основании изложенного выше можно сформулировать с позиции игрока Р
его цель во спомогательной задаче оптимального программного управления для 
дискретной динамической системы (2.11) − (2.13) следующим образом.
Будем считать, что игрок Р на промежутк  времени TT ,0, ⊆τ ( T<τ ) заинтересован 
в таком исходе процесса управления, описываемого дискретной динамической системой 
(2.11) − (2.13) – путем вл яния на него возможным выбором своих допустимых 
программных управлений ),()( Tu τU∈⋅ , при котором для заданного в момент времени τ
значения фазового вектора системы ∈)(τx )(τ∗X ( ∈= 0)0( xx )0(
∗X ) линейный 
терминальный функционал T,τФ , определенный соотношением (2.16), принимает 
наименьшее возможное значение.
 –
k-проекция вектора 
13
Используя определение (2.14) и условия, которые оговорены для системы (2.11) −
(2.13), можно доказать [11, 13, 14], что справедливо следующее вспомогательное 
утверждение.
Лемма 2.1. Для фиксированного промежутка времени )0(,0, ϑτϑτ <<⊂ T и для 
возможной в силу (2.11) − (2.13) реализации набора )0(ˆ))(,( 00 ϑ,uw UW ×∈⋅ ,
соответствующего промежутку времени ϑ,0 , справедливо следующее соотношение:
))(~,),(,())(,0( 0 ⋅∗=⋅ uwu,w, ϑττϑ WW , (2.15)
где для τ -позиции )(ˆ)}(,{)( ττττ W∈= ∗∗ xw игрока Р и его управления ),()(~ ϑτU∈⋅u должны 
выполняться следующие соотношения:
),0()}({)(,))(,,,0;()( 1,00 ττττ τ U∈=⋅∈⋅= −∈∗∗∗ ttuuuxxx
nR , ),()}({)(~ 1, ϑτϑτ U∈=⋅ −∈ttuu .
Тогда для оценивания качества процесса управления игроком Р в динамической 
системе (2.11) − (2.13) на промежутке времени TT ,0, ⊆τ определим линейный
терминальный функционал 1, ),()(
ˆ: R→× TT τττ UWФ таким образом, что для реализации 
набора ),()(ˆ))(),(( Tuw τττ UW ×∈⋅ и заданного числа )( nkk ≤∈N его значение 
определяется соотношением 
kkT TxаTxuw ><==⋅ })({,))(())(),((, γττФ )))}(),(,,;({)}(({ kk uxTxTx ⋅⋅= ττ , (2.16)
где )(ˆ)}(,{)( ττττ W∈= xw nuxTxTxww R∈⋅⋅== ))(),(,,;()();)0(( 0 τ определяет сечение 
движения объекта I на промежутке времени T,τ в момент времени Т, порожденного в 
силу (2.11) парой ))(),(( ⋅ux τ , а kkTx R∈)}({ − k-проекция вектора 
nTx R∈)( ; a R∈ − 
фиксированный вектор; 1: RR →nγ − заданный линейный терминальный функционал.
Тогда на основании изложенного выше можно сформулировать с позиции игрока Р
его цель во вспомогательной задаче птима ного рогр ммн го управлен я для 
дискретной динамической системы (2.11) − (2.13) следующим образ .
Будем считать, что игрок Р на промежутке времени TT ,0, ⊆τ ( T<τ ) заинтересован 
в таком исходе процесса управления, описываемого дискретной динамической системой 
(2.11) − (2.13) – путем влияния на него возможным выбором св их до уст мых 
программных управлений ),()( Tu τU∈⋅ , при котором для заданного в момен  времени τ
значения фазового вектора системы ∈)(τx )(τ∗X ( ∈= 0)0( xx )0(
∗X ) линейный 
терминальный функционал T,τФ , определенный соотношением (2.16), принимает 
наименьшее возможное значение.
 – фиксированный вектор; 
13
Используя определение (2.14) и условия, которые оговорены для системы (2.11) −
(2.13), можно доказать [11, 13, 14], что справедливо следующее вспомогательное 
утверждение.
Лемма 2.1. Для фиксированного промежутка времени )0(,0, ϑτϑτ <<⊂ T и для 
возможной в силу (2.11) − (2.13) реализации набора )0(ˆ))(,( 00 ϑ,uw UW ×∈⋅ ,
соответствующего промежутку вре ени ϑ,0 , справедл в  следующее соотношени :
))(~,),(,())(,0( 0 ⋅∗=⋅ uwu,w, ϑττϑ WW , (2.15)
где для τ -позиции )(ˆ)}(,{)( ττττ W∈= ∗∗ xw игро а Р и его управления ),()(~ ϑτU∈⋅u должны 
выполняться следующие соотношения:
),0()}({)(,))(,,,0;()( 1,00 ττττ τ U=⋅∈⋅= −∈∗∗∗ ttuuuxxx
nR , ),()}({)(~ 1, ϑτϑτ U∈=⋅ −∈ttuu .
Тогда для оценивания качества процесса управления игроком Р в динамической 
системе (2.11) − (2.13) на промежутке времени TT ,0, ⊆τ определим линейный
терминальный функционал 1, ),()(
ˆ: R→× TT τττ UWФ таким образом, что для реализации 
набора ),()(ˆ)(),(( Tuw τττ UW ×∈⋅  заданного числа )( nkk ≤∈N го значение 
определяется соотношени м 
kkT TxаTxuw ><==⋅ })({,))(())(),((, γττФ )))}(),(,,;({)}(({ kk uxTxTx ⋅⋅= ττ , (2.16)
где )(ˆ)}(,{)( ττττ W∈= xw nuxTxxww R∈⋅⋅== ))(),(,,;()();)0(( 0 ττ определяет сечение 
движения объекта I на промежутке времени T,τ в момент времени Т, порожденного в 
силу (2.11) парой ))(),(( ⋅ux τ , а kkTx R∈)}({ − k-проекция вектора 
nTx R∈)( ; ka R∈ − 
фиксированный вектор; 1: RR →nγ − з данный лин йный терминальн й функционал.
Тогда на о новании изложенного выше м о сформулировать с позиции иг ока Р
его цель во вспомогател ной задаче оптимального программного управле ия для 
дискретной динамической системы (2.11) − (2.13) следующим образом.
Будем считать, что игрок Р на промежутке времени TT ,0, ⊆τ ( T<τ ) заинтересован 
в таком исходе п оцесса управления, описываемого дискретной динамической сист ой 
(2.11) − (2.13) – путем влияния на него возможным выбором своих допуст мых 
програм ных управлений ),()( Tu τU∈⋅ , при котором для заданного в момент времени τ
значения фазового вектора си темы ∈)(τx )(τ∗X ( ∈= 0)0( xx )0(
∗X ) линейный 
терминальный функционал T,τФ , определенный соотношением (2.16), принимает 
наименьшее возможное значение.
 – й линейный т рминальный фу кционал.
Тогд  на основании изложенного выше мож о сформулировать с по-
зиции игрока Р его цель во вспомога ельной задаче оптималь ого про-
граммн го управления для дискретн й динамической системы (2.11) –
(2.13) следующим образом.
Бу ем считать, что игрок Р на промежу ке вре ени 
13
Используя определение (2.14) и условия, которые оговорены для системы (2.11) −
(2.13), можно доказать [11, 13, 14], что справедливо следующее вспомогательное 
утверждение.
Лемма 2.1. Для фиксированн го промежутка времени )0(,0, ϑτϑτ <<⊂ T и для 
воз о ной в силу (2.11) − (2.13) реализации набора )0(ˆ))(,( 00 ϑ,uw UW ×∈⋅ ,
соответствующего промежутку времени ϑ,0 , сп аведливо следующее соотношение:
))(~,),(,())(,0( 0 ⋅∗=⋅ uwu,w, ϑττϑ WW , (2.15)
где для τ -позиции )(ˆ)}(,{)( ττττ W∈= ∗∗ xw иг ока Р и его управления ),()(~ ϑτU∈⋅u должны 
выполняться следующие соотношения:
),0()}({),))(,,,0;()( 1,00 τττ τ U∈=⋅∈⋅= −∈∗∗∗ ttuuuxxx
nR , ),()}({)(~ 1, ϑτϑτ U∈=⋅ −∈ttuu .
Тогда для оценивания качества процесса управления игроком Р в динамической 
системе (2.11) − (2.13) на промежутке времени TT ,0, ⊆τ определим линейный
терминальный функционал 1, ),()(
ˆ: R→× TT τττ UWФ таким образом, что для реализации 
набора ),()(ˆ))(),(( Tuw τττ UW ×∈⋅ и задан ого числа )( nkk ≤∈N его значение 
определяется соотношением 
kkT TxаTxuw ><==⋅ })({,))(())(),(, γττФ )))}(),(,,;({)}(({ kk uxTxTx ⋅⋅= ττ , (2.16)
где )(ˆ},{)( τττ W∈= xw nuxTxTxww R∈⋅⋅= ))(),(,,;()();)0(( 0 ττ определяет сечение 
движения объекта I на промежутке времени T,τ в момент времени Т, порожденного в 
силу (2.11) парой ))(),(( ⋅ux τ а kkTx R∈)}({ − k-проекция вектора 
nTx R∈)( ; ka R∈ − 
фиксированный вектор; 1: R →nγ − заданный линейный терминальный функционал.
Тогда на основа ии изложе ного выше можно сформулировать с позиции игрока Р
его цель во вспомо ательн й задаче птимального прогр ммного управления для 
ди к етной динамической системы (2.11) − (2.13) следующим образо .
Будем считать, что игрок Р на пр т  м  TT ,0, ⊆τ ( T<τ ) заинтересован 
в таком исходе проце са управ е я, описываемого дискретной динамической системой 
(2.11) − (2.13) – путем влиян я на него озм жным выбором св их допустимых 
програ  равле и  ),()( Tu τU∈⋅ , при кот ром для заданного в момент време и τ
значени  вого вектора истемы ∈)(τx )(τ∗X ( ∈= 0)0( xx )0(
∗X ) линейный 
терминальный функционал T,τФ , опр деленный соотношением (2.16), принимает 
а е ьшее в зм жное значение.
за нтересов н в таком исход  процесса управления, опи ыв емого 
дискретной динамической с стемой (2.11) – (2.13) – путем влияния на 
него возм жным выбором своих допустимых програм ных управлений 
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Используя определение (2.14) и условия, которые оговорены для системы (2.11) −
(2.13), можно доказать [11, 13, 14], что справедливо следующее вспомогательное 
утверждение.
Лемма 2.1. Для фиксированного промежутка времени )0(,0, ϑτϑτ <<⊂ T и для 
возможной в силу (2.11) − (2.13) реализаци набора )0(ˆ))(,( 00 ϑ,uw UW ×∈⋅ ,
соответствующего пр межутку времени ϑ,0 , справедливо следующее соотношение:
))(~,),(,())(,0( 0 ⋅∗=⋅ uwu,w, ϑττϑ WW , (2.15)
где для τ -позиции )(ˆ)}(,{)( ττττ W∈= ∗∗ xw игрока Р и его управления ),()(~ ϑτU∈⋅u должны 
выполняться следующие соо ношения:
),0()}({)(,))(,,,0;()( 1,00 ττττ τ U∈=⋅∈⋅= −∈∗∗∗ ttuuuxxx
nR , ),()}({)(~ 1, ϑτϑτ U∈=⋅ −∈ttuu .
Тогда для оценивания качества процесса управлен я ом Р в ди амической 
системе (2.11) − (2.13) на промежутке времени TT ,0, ⊆τ пределим линейный
терминальный функционал 1, )()(
ˆ: R→× TT τττ UWФ таким бразом, что л  реализации 
набора ),()(ˆ))(),(( Tuw τττ UW ×∈⋅ и заданного чис а )( nkk ≤∈N его значение 
определяется соотношением 
kkT TxаTxuw ><==⋅ })({,))(())(),((, γττФ )))}(),(,,;({)}(({ kk uxTxTx ⋅⋅= ττ , (2.16)
где )(ˆ)}(,{)( ττττ W∈= xw nuxTxTxww R∈⋅⋅== )(),(,,;()();)0(( 0 ττ определяет ечение 
движения объекта I на промежутке времени T,τ в момент времени Т, порожденного в 
силу (2.11) парой ))(),(( ⋅ux τ , а kkx R∈)}({ − k-проекция вектора 
nTx R∈)( ; ka R∈ − 
фиксированный вектор; 1: RR →nγ − заданный линейный терминальный ф нкционал.
Тогд  а осно ании зл женного выше можно сформули овать с позиции грока Р
его цель во вспомогательной задаче оптимального программного управления для 
дискретной динамической системы (2.11) − (2.13) с едующим образом.
Будем сч т ть, что игрок Р на промежутке времени TT ,0, ⊆τ ( T<τ ) заинтересован 
в таком исходе процесса управления, о исываемого дискретной динамической систем й 
(2.11) − (2.13) – путем влияния на него воз ожным выбором своих допустимых 
программных управлений ),()( Tu τU∈⋅ , при котор м для заданного в момент времени τ
значения фазового вектора системы ∈)(τx )(τ∗X ( ∈= 0)0( xx )0(
∗X ) линейный 
терминальный функционал T,τФ , определенный соот оше ием (2.16), принимает 
наименьшее возможное значение.
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Используя определение (2.14) и условия, которые оговорены для системы (2.11) −
(2.13), можно доказать [11, 13, 14], что справедливо следующее вспомогательное 
утверждение.
Лемма 2.1. Для фиксированного промежутка времени )0(,0, ϑτϑτ <<⊂ T и для 
возможной в силу (2.11) − (2.13) реализации набора )0(ˆ))(,( 00 ϑ,uw UW ×∈⋅ ,
соответствующего пр межутку времени ϑ,0 , справедливо ледующе  соотношение:
))(~,),(,())(,0( 0 ⋅∗=⋅ uwu,w, ϑττϑ WW , (2.15)
где для τ -позиции )(ˆ)}(,{)( ττττ W∈= ∗∗ xw игрока Р и его управления ),()(~ ϑτU∈⋅u должны 
выполняться следующие соотношения:
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nR , ),()}({)(~ 1, ϑϑτ U∈=⋅ −∈ttuu .
Тогда для оценивания качества процесса управления игроком Р в динамической 
системе (2.11) − (2.13) на промежутке времени TT, ⊆τ определим линейный
терминальный функционал 1, ),()(
ˆ: R→× TT τττ UWФ таким образом, что для реализации 
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где )(ˆ)}(,{)( ττττ W∈= xw nuxTxTxww R∈⋅⋅== ))(),(,,;()();)0(( 0 ττ определяет сечение 
движения объекта I на пр межутке времени T,τ в момент времени Т, порожденного в 
силу (2.11) парой ))(),(( ⋅ux τ , а kkTx R∈)}({ − k-проекция вектора 
nTx R∈)( ; ka R∈ − 
фиксированный в ктор; 1: RR →nγ − заданный ли ейный тер инальный функци нал.
Тогда на основании изложен ого выше можно сформулировать с позиции игрока Р
его цель во вспомогательной зад че оптимального программного управления для 
дискретн й дина ической системы (2.11) − (2.13) следующим об азом.
Будем считать, что игрок Р на промежутке времени TT ,0, ⊆τ ( T<τ ) заинтересован 
в таком исходе процесса управления, опи ыва ого дискретной динамическ й истемой 
(2.11) − (2.13) – пут м влия ия на него возможны  выбором своих допустимых 
программных управлений ),()( Tu τU∈⋅ , при котором для заданного в мом нт времени τ
значения фазового вектора си темы ∈)(τx )(τ∗X ( ∈= 0)0( xx )0(
∗X ) линейный 
терминальный функционал T,τФ , определенн й со тношением (2.16), принимает 
наименьшее возможное значение.
 линей ый 
терминаль й функ ион л 
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Используя определение (2.14) и условия, которые оговорены для системы (2.11) −
(2.13), можно доказать [11, 13, 14], что справедливо следующее вспомогательное 
утвержд ние.
Лемма 2.1. Для фиксированного промежутка времени )0(,0, ϑτϑτ <<⊂ T и для 
возможн й в си у (2.11) − (2.13) реализации набора )0(ˆ))(,( 00 ϑ,uw UW ×∈⋅ ,
со тветствующего промежутку времени ϑ,0 , спр ведливо следующее соотношение:
))(~,),(,())(,0( 0 ⋅∗=⋅ uwu,w, ϑττϑ WW , (2.15)
где для τ -позиции )(ˆ)}(,{)( ττττ W∈= ∗∗ xw игрока Р и его управления ),()(~ ϑτU∈⋅u должны 
выполняться ледующие соотношения:
),0()}({)(,))(,,,0;()( 1,00 ττττ τ U∈=⋅∈⋅= −∈∗∗∗ ttuuuxxx
nR , ),()}({)(~ 1, ϑτϑτ U∈=⋅ −∈ttuu .
Тогда для оценивания качества процесса ия игроком Р в динамической 
системе (2.11) − (2.13) на промежутке времени TT ,0, ⊆τ определим линейный
терминальный функционал 1, ),()(
ˆ: R→× TT τττ UWФ таким образом, что для реализации 
набора ),()(ˆ))(),(( Tuw τττ UW ×∈⋅  заданного числа )( nkk ≤∈N его значение 
определяется со тношением 
kkT xаTxuw ><==⋅ })({,))(())(),((, γττФ )))}(),(,,;({)}(({ kk uxTxTx ⋅⋅= ττ , (2.16)
где (ˆ)}(,{)( ττττ W∈= xw nuxTxTxww R∈⋅⋅== ))(),(,,;()(;)0(( 0 ττ определяет сечение 
движения объекта I на промежутке времени , в момент времени Т, порожденного в 
силу (2.11) парой ))(),(( ⋅ux τ , а kk R∈)}{ − k-проекция вектора 
nTx R∈)( ; ka R∈ − 
фиксированны  векто ; 1: RR →nγ − заданный ли ейный терминальный функционал.
Тогд  на основании изложенного выше можно сформулировать с позиции игрока Р
его цель во вспомогательн  аче оп имального пр гр ммного управления для 
дискретн й инамической системы (2.11) (2.13) следующ м обр ом.
Будем считать, что игрок Р на промежутке времени TT ,0, ⊆τ ( T<τ ) заинтересован 
в таком исходе процесса управления, описываемого дискретной динамической системой 
(2.11) − (2.13) – пут  влияния а него возможным выб ром своих допустимых 
пр граммных управлен й ),()( Tu τU∈⋅ , при кото ом для з д нного в момент времени τ
значения фазового вектора сист мы ∈)(τx )(τ∗X ( ∈= 0)0( xx )0(
∗X ) л ейный 
терминальный функционал T,τФ , определенный соотношением (2.16), принима т 
на мен шее возможное значение.
ределен ый с отношением (2.16), 
принимает наименьшее возможное зн чение.
Достижение этой це и игроком Р ализуется в рамках решения следу-
ющей многошаговой задачи оптимального тер инального програм ного 
управления для дис ретной динамич ской систем  (2.11) – (2.13), (2.16).
§2. Формирование многоуровневых детерминированных динамических моделей
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Задача 2.2. Для рассматриваемой на промежутке времени 
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Достижение этой цели игроком Р реализуется в рамках решения следующей 
многошаговой задачи оптимального терминального программного управления для 
дискретной динамической системы (2.11) − (2.13), (2.16).
Задача 2.2. Для рассматриваемой на промежутке времени TT ,0, ⊆τ ( T<τ )
дискретной динамической системы (2.11) − (2.13) и заданных начальной позиции 
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как реализацию конечной последовательности только одношаговых операций.
Множество ))(,,( )()( ττγ
ee wTU будем называть множеством оптимальных 
терминальных программных управлений игрока P, а число )(,
е
TτФ = ))(,,(
)()( ττγ
ee wTc будем 
называть оптимальным значением результата терминального программного управления
на промежутке времени T,τ для дискретной динамической системы (2.11) − (2.13)
относительно τ -позиции )()( τew игрока P и функционала T,τФ .
Отметим, что решение данной задачи, определяемое соотношением (2.17), 
существует [11, 13, 14], и в следующем пункте будет приведена конструктивная общая 
схема его нахождения.
Пусть на заданном промежутке времени 0)(,0 >TT игрок Р, распоряжаясь 
выбором управления 1,0),()( −∈∈ ∗ Ttttu U в системе (2.11) − (2.13), находится в условиях 
информированности, оговоренных в пункте «Описание линейной дискретной 
динамической модели социально-экономических систем без возмущения». Тогда на 
основании изложенного можно сформулировать с позиции игрока Р его цель в задаче 
оптимального терминального адаптивного управления для дискретной динамической 
системы (2.11) − (2.13) следующим образом.
 дискретной динамической системы (2.11) – (2.13) 
и заданных начальной позиции 
14
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как реализацию конечной последовательности только одношаговых операций.
Множество ))(,,( )()( ττγ
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е
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называть оптимальным значением результата терминального программного управления
на промежутке времени T,τ для дискретной динамической системы (2.11) − (2.13)
относительно τ -позиции )()( τew игрока P и функционала T,τФ .
Отметим, что решение данной задачи, определяемое соотношением (2.17), 
существует [11, 13, 14], и в следующем пункте будет приведена конструктивная общая 
схема его нахождения.
Пусть на заданном промежутке времени 0)(,0 >TT игрок Р, распоряжаясь 
выбором управления 1,0),()( −∈∈ ∗ Ttttu U в системе (2.11) − (2.13), находится в условиях 
информированности, оговоренных в пункте «Описание линейной дискретной 
динамической модели социально-экономических систем без возмущения». Тогда на 
основании изложенного можно сформулировать с позиции игрока Р его цель в задаче 
оптимального терминального адаптивного управления для дискретной динамической 
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Т гда можно сформулировать следующую многошаговую задачу оп-
тимального терминального адап ивного управления для дискретной ди-
намической системы (2.11) – (2.13), (2.16).
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Таким образом, в данном пункте этого раздела приведена формализация двух 
основных и взаимосвязанных между собой задач оптимального терминального
программного и адаптивного управления для дискретной динамической системы (2.11) − 
(2.13), (2.16).
Отметим, что задача 2.3. является основной, но ее формализация и решение 
базируются на сформулированной задаче 2.2.
Общие схемы решения задач 2.2 и 2.3
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Таким образом, в данном пункте этого раздела приведена формализация двух 
основных и взаимосвязанных между собой задач оптимального терминального
программного и адаптивного управления для дискретной динамической системы (2.11) − 
(2.13), (2.16).
Отметим, что задача 2.3. является основной, но ее формализация и решение 
базируются на сформулированной задаче 2.2.
Общие схемы решения задач 2.2 и 2.3
В этом пункте проведем анализ многошаговых задач 2.2 и 2.3 – соответственно 
оптимального терминального программного и адаптивного управления для дискретной 
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тата терминального адаптивного управления игрока Р на промежутке 
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Будем считать, что игроку Р на пром жутке ремени T,0 требуется так 
организовать выбор своего управления 1,0)}({)( −∈=⋅ Tttuu (для всех :1,0 −∈ Tt )(tu
∗∈U
объектом I в адаптивном режиме (по принципу обратной связи) на основании знания в 
каждый момент времени 1,0 −∈ Tt своей t-позиции )(ˆ)}(,{)( ttxttw W∈= ( 00 ˆ)0( W∈= ww ),
чтобы при завершении реализации процесса управления терминальный функционал T,τФ ,
определенный соотношением (2.16), принимал наименьшее возможное значение.
Тогда, используя предыдущие рассуждения и аналогично [11, 12], можно 
формализовать достижение этой цели игрока Р следующим образом.
Допустимой стратегией терминального адаптивного управления aU игрока Р для 
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T,0 будем называть отображение, которое каждому моменту времени 1,0 −∈ Tt и 
возможной реализации t -позиции )(ˆ)}(,{)( ttxttw W∈= ))0(( 0ww = назначает множество 
)())(( ttwa
∗⊆UU управлений )()( ttu ∗⊆U игрока Р. Обозначим множество всех 
допустимых стратегий терминального адаптивного управления игрока Р для 
рассматриваемого процесса через ∗aU .
Далее пучком движений объекта I на промежутке времени T,0 , соответствующим 
уравнению движения (2.11), начальной позиции 000 ˆ},0{ W∈= xw игрока Р и его 
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Тогда можно сформулировать следующую многошаговую задачу оптимального 
терминального адаптивного управления для дискретной динамической системы (2.11) − 
(2.13), (2.16).
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терминального функционала T,0Ф , определенного соотношением (2.16) при TT ,0, =τ ,
требуется найти его стратегию оптимального терминального адаптивного управления
 для дискретной динамической системы (2.11) – (2.13), (2.16) 
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Отметим, что из описанных выше условий на параметры системы 
(2.11) – (2.13), (2.16) решение данной задачи существует [11, 12] и в сле-
дующем разделе будет приведена конструктивная общая схема для его 
нахождения.
Дале ,   для   любых   реализаций   управления  
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как реализацию конечной последовательности только одношаговых операций.
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как реализацию конечной последовательности только одношаговых операций.
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терминального программного и адаптивного управления для дискретной 
динамической системы (2.11) – (2.13), (2.16).
Отметим, что задача 2.3 является основной, но ее формализация и ре-
шение базируются на сформулированной задаче 2.2.
      
общие схемы решения задач 2.2 и 2.3
В этом пункте проведем анализ многошаговых задач 2.2 и 2.3 соот-
ветственно оптимального терминального программного и адаптивного 
управления для дискретной динамической системы (2.11) – (2.13), (2.16) 
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Ниже проведем анализ основных элементов и возможностей решения этих 
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(здесь и далее в этой главе для любого множества Х символом 2X будем 
обозначать множество всех подмножеств множества Х) определим в силу 
(2.11) – (2.13) следующие множества:
17
динамической системы (2.11) − (2.13), (2.16) и иведем описание общих схем их 
решения.
Заф ксируем промежуток време  )(,0, ϑτ <T . огда для любых 
фиксированных наборов 
n
X R2×∈ }{))(,( τττ и
n
X R2×∈ }{))(,( ϑϑϑ (здесь и далее в этой 
главе, для любого множест а Х си в лом X2 буд м обозначать множество всех 
подмножеств множества Х) опред лим в силу (2.11) − (2.13) следующие множе тва:
nxxX R∈=+ )(:)({)),(,()( ϑϑϑττX , 1,,)()()()()()1( −∈∈+=+ ∗ ϑτtttutBtxtAtx X ,
})()(),()( ttuXx ∗∈∈ Uττ ; (2.21)
nxxX R∈=− )(:)({)),(,()( τττϑϑX , ])1()1()()[1()1( 1 −−−−=− − tutBtxtAtx ,
}1,2,,1,{ ++−∈ ττϑϑ t , })()1(),()( ttuXx ∗∈−∈ Uϑϑ ; (2.22)
)),(,()),(,())(),(,,( )()()( tXtXXXet ϑϑττϑτϑτ
−+= XXX  , (2.23)
где }1,2,,2,1{ ++−−∈ ττϑϑ t .
Здесь множество )),(,()( ϑττ X+X есть прямая область достижимости [4, 5, 11]
возможных с стояний фазового вектора объекта I на момент времени ϑ , отвечающая 
набору ))(,( ττ X и учитывающая наличие фазового ограничения (2.12), а )),(,()( τϑϑ X−X
есть обратная область достижимости возможных состояний фазового вектора объекта I на 
момент врем ни τ , отвеч ющая набору ))(,( ϑϑ X .
Ниже проведем анализ основных элементов и возможностей решения этих 
подзадач.
Зафиксируем промежуток времени )(,0, ϑτϑτ <⊆ T и набор 
n
tXt R2×−∈−− 1,))1(,1( ϑτ , где )1( −tX есть выпуклый, за к утый и ограниченный 
многогранник (с конечным числом вершин) в пространстве nR . Пусть множество 
)),1(,1()( )()( ttXttX −−= ++ X соответствует определению (2.21), то есть является прямой
областью достижимости объекта I на шаг вперед, отвечающей набору ))1(,1( −− tXt . Тогда 
из этого определения и сделанных выше предположений следует, что для всех ϑτ ,1+∈t
множество )()( tX + есть непустой, выпуклый, замкнутый и ограниченный многогранник (с 
конечным числом вершин) пространства nR [19,21,22]. Известно также (см., например,
[45, 46]), что любая точка х выпуклого, замкнутого и ограниченного многогранника 
)()( tX + представима в виде 
∑ ∈≥=∑=
==
∗
tn
i
tii
tn
i
i
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11
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17
динамической систе ы (2.11) − (2.13), (2.16) и приведем описание общих схем их 
решения.
Зафиксируем промежуток времени )(,0, ϑτϑτ <⊆ T . Тогда для любых 
фиксированных наборов 
n
X R2×∈ }{))(,( τττ и
n
X R2×∈ }{))(,( ϑϑϑ (здесь и далее в этой 
главе, для любого множества Х символом X2 будем обозначать множество всех 
подмножеств множества Х) определим в силу (2.11) − (2.13) следующие множества:
nxxX R∈=+ )(:)({)),(,()( ϑϑϑττX , 1,,)()()()()()1( −∈∈+=+ ∗ ϑτtttutBtxtAtx X ,
})()(),()( ttuXx ∗∈∈ Uττ ; (2.21)
nxxX R∈=− )(:)({)),(,()( τττϑϑX , ]))()()[1()1( 1 −−−=− − tBtxtAtx ,
}1,2,,1,{ ++−∈ ττϑϑ t , })()1(),()( ttuXx ∗∈−∈ Uϑϑ ; (2.22)
)),(,()),(,())(),(,,( )()()( tXtXXXet ϑϑττϑτϑτ
−+= XXX  , (2.23)
где }1,2,,2,1{ ++−−∈ ττϑϑ t .
Здесь множество )),(,()( ϑττ X+X есть прямая область достижимости [4, 5, 11]
возможных состояний фазового вектора объекта I на момент времени ϑ , отвечающая 
набору ))(,( ττ X и учитывающая наличие фазового ограничения (2.12), а )),(,()( τϑϑ X−X
есть обратная область достижимости возможных состояний фазового вектора объекта I на 
момент времени τ , отвечающая набору ))(,( ϑϑ X .
Ниже проведем анализ основных элементов и возможностей решения этих 
подзадач.
Зафиксируем промежуток времени )(,0, ϑτϑτ <⊆ T и набор 
n
tXt R2×−∈−− 1,))1(,1( ϑτ , где )1( −tX есть выпуклый, замкнутый и ограниченный 
многогранник (с конечным числом вершин) в пространстве nR . Пусть множество 
)),1(,1()( )()( ttXttX −−= ++ X соответствует определению (2.21), то есть является прямой
областью достижимости объекта I на шаг вперед, отвечающей набору ))1(,1( −− tXt . Тогда 
из этого определения и сделанных выше предположений следует, что для всех ϑτ ,1+∈t
множество )()( tX + есть непустой, выпуклый, замкнутый и ограниченный многогранник (с 
конечным числом вершин) пространства nR [19,21,22]. Известно также (см., например,
[45, 46]), что любая точка х выпуклого, замкнутого и ограниченного многогранника 
)()( tX + представима в виде 
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∗
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                                 (2.21)
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динамической истемы (2.11) − (2.13), (2.16) и приведем описан е общих схем их 
р шения.
Зафикс руем ромежуток вр ени )(,0, ϑτϑτ <⊆ T . Тогда для любых 
фиксированных наб ров 
n
X R2×∈ }{))(,( τττ и
n
X R2×∈ }{))(,( ϑϑϑ (здесь и далее в этой 
главе, для любого множества Х симв лом X2 будем бозначать множество всех 
подмножеств множества Х) определим в силу (2.11) − (2.13) следующие множества:
nxxX R∈=+ )(:)({)),(,()( ϑϑϑττX , 1,,)()()()()()1( −∈∈+=+ ∗ ϑτttutBtxtAtx X ,
})()(),()( ttux ∗∈ Uττ ; (2.21)
nxxX R∈=− )(:)({),(,()( τττϑϑX , ])1()1()()[1() 1 −−−−= − tutBtxtA ,
}1,2,,1,{ ++−∈ ττϑϑ t , })()1(),()( ttuXx ∗∈− Uϑϑ ; ( .22)
))(,()),(,()(),(,,( )()()( tXtXXXet ϑϑττϑτϑτ
−+= XXX  , (2.23)
где }1,2,,2,1{ ++−−∈ ττϑϑ t .
Здесь множество )),(,()( ϑττ X+X есть прямая область дост жимости [4, 5, 11]
возможных состояний фаз вого вектора объекта I на омент вр мени ϑ , отвечающая 
набору ))(,( ττ X и учитывающая нал чие фаз вого ограничения ( .12), а ),(,()( τϑϑ X−X
есть обратная область дост жимости возможных состояний фаз вого вектора объекта I на 
омент вр мени τ , отвечающая набору ))(,( ϑϑ X .
Ниже проведем нализ основных эл ментов и возможностей р шения этих 
подзадач.
Зафиксируем промежуток вр мени )(,0, ϑτϑτ <⊆ T и набор 
n
tXt R2×−∈−− 1,))1(,1( ϑτ , где )1( −tX есть выпуклый, замкнутый и ограниченный 
многогранник (с конечным числом вершин) в пространстве nR . Пусть множество 
)),1(,1()( )()( ttXttX −−= ++ X соответствует определению (2.21), то есть является прямой
областью дост жимости объекта I на шаг вперед, отвечающей набору ))1(,1( −− tXt . Тогда 
из этого определения и сделанных выше предп ложений следует, что для всех ϑτ ,1+∈t
множество )()( tX + есть непустой, выпуклый, замкнутый и ограниченный многогранник (с 
конечным числом вершин) пространства nR [19, 1,22]. Известно также (см., например,
[45, 46]), что любая точка х выпуклого, замкнутого и ограниченного многогранника 
)()( tX + представима в виде 
∑ ∈≥=∑=
==
∗
tn
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tii
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17
динамической системы (2.11) − (2.13), (2.16) и приведем описание общих схем их 
решения.
Зафиксируем промежуток времени )(,0, ϑτϑτ <⊆ T . Тогда для любых 
фиксированных наборов 
n
X R2×∈ }{))(,( τττ и
n
X R2×∈ }{))(,( ϑϑϑ (здесь и далее в этой 
главе, для любого множества Х символо  X2 будем обозначать множество всех 
подмножеств множества Х) определим в силу (2.11) − (2.13) следующие множества:
nxxX R∈=+ )(:)({)),(,()( ϑϑϑττX , 1,,)()()()()()1( −∈∈+=+ ∗ ϑτtttutBtxtAtx X ,
})()(),()( ttuXx ∗∈∈ Uττ ; (2.21)
nxxX R∈=− )(:)({)),(,()( τττϑϑX , ])1()1()()[1()1( 1 −−−−=− − tutBtxtAtx ,
}1,2,,1, ++− ττt , })()1(),()( ttuXx ∗∈−∈ Uϑϑ ; (2.22)
)),(,()),(,())(),(,,( )()()( tXtXXXet ϑϑττϑττ
−+= XX  , (2.23)
где }1,2,,2,1{ ++−−∈ ττϑϑ t .
Здесь множество )),(,()( ϑττ X+X есть прямая область достижимости [4, 5, 11]
возможных состояний фазового вектора объекта I на момент времени ϑ , отвечающая 
набору ))(,( ττ X и учитывающая наличие фазового ограничения (2.12), а )),(,()( τϑϑ X−X
есть обратная область достижимости возможных состояний фазового вектора объекта I на 
момент времени τ , отвечающая набору ))(,( ϑϑ X .
Ниже проведем анализ основных элементов и возможностей решения этих 
подзадач.
Зафиксируем промежуток времени )(,0, ϑτϑτ <⊆ T и набор 
n
tXt R2×−∈−− 1,))1(,1( ϑτ , где )1( −tX есть выпуклый, замкнутый и ограниченный 
многогранник (с конечным числом вершин) в пространстве nR . Пусть множество 
)),1(,1()( )()( ttXttX −−= ++ X соответствует определению (2.21), то есть является прямой
областью достижимости объекта I на шаг вперед, отвечающей набору ))1(,1( −− tXt . Тогда 
из этого определения и сделанных выше предположений следует, что для всех ϑτ ,1+∈t
множество )()( tX + есть непустой, выпуклый, замкнутый и ограниченный многогранник (с 
конечным числом вершин) пространства nR [19,21,22]. Известно также (см., например,
[45, 46]), что любая точка х выпуклого, замкнутого и ограниченного многогранника 
)()( tX + представима в виде 
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динамической системы (2. 1) − (2.13), (2.16) и приведем описание общих схем их 
решен я.
Зафиксируем промежуток времени )(,0, ϑτϑτ <⊆ T . Тогда для любых 
фиксирова ных наборов 
n
X R2×∈ }{)(,( τττ и
n
X R2×∈ }{)(,( ϑϑϑ (здесь и дал е в этой 
главе, для любого мн жества Х символо  X2 будем обозначать множество всех 
подмножеств множества Х) определим в силу (2. 1) − (2.13) следующие множества:
nxxX R∈=+ )(:)({)),(,()( ϑϑϑττX , 1,,)()()()()()1( −∈∈+=+ ∗ ϑτtttutBtxtAtx X ,
})()(),()( ttuXx ∗∈∈ Uττ ; (2.21)
nxxX R∈=− )(:)({)),(,()( τττϑϑX , ])1()1()()[1()1( 1 −−−−=− − tutBtxtAtx ,
}1,2,,1,{ ++−∈ ττϑϑ t , })()1(),()( ttuXx ∗∈−∈ Uϑϑ ; (2. 2)
)),(,)),(,()(),(,,( )()()( tXtXXXet ϑττϑτϑτ
−+= XXX  , (2.23)
где }1,2,,2,1{ ++−−∈ ττϑϑ t .
Здесь множество )),(,()( ϑττ X+X есть прямая область достижимости [4, 5, 1]
возможных состояний фазового вектора объекта I на момент времени ϑ , отвечающая 
набору )(,( ττ X и учитывающая наличие фазового ограничения (2.12), а )),(,()( τϑϑ X−X
есть обратная область достижимости возможных состояний фазового вектора объекта I на 
момент времени τ , отвечающая набору )(,( ϑϑ X .
Ниже проведем анализ основных элементов и возможностей решения этих 
подзадач.
Зафиксируем промежуток времени )(,0, ϑτϑτ <⊆ T и набор 
n
tXt R2×−∈−− 1,)1(,1( ϑτ , где )1( −tX есть выпуклый, замкнутый и граниче ный 
многогра ник (с конечным числом вершин) в пространстве nR . Пусть множество 
)),1(,1()( )()( ttXttX −−= ++ X с ответствует определению (2.21), то есть является прямой
областью достижимости объекта I на шаг вперед, отвечающей набору )1(,1( −− tXt . Тогда 
из этого определения и сдела ных выше предположений следует, что для всех ϑτ ,1+∈t
множество )()( tX + есть непустой, выпуклый, замкнутый и ограниче ный многогра ник (с 
конечным числом вершин) пространства nR [19,21, 2]. Известно также (см., например,
[45, 46]), что любая точка х выпуклого, замкнутого и ограниче ного многогра ника 
)()( tX + представима в виде 
∑ ∈≥=∑=
==
∗
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динамической системы (2.11) − 3 , (2.16) и приведем описан е общих схем их 
р шения.
Зафиксируе  пр межуток времени )(,0, ϑτϑτ <⊆ T . Тогда для любых 
фиксирова ных наборов 
n
X R2×∈ }{))(,( τττ и
n
X R2×∈ }{))(,( ϑϑϑ (здесь и далее в этой 
г аве, для люб го множества Х символом X2 будем обозначать мн жество всех 
подмножеств множества Х) определим в силу ( . ) − (2.13) следующи  множества:
nxxX R∈=+ )(:)({),(,()( ϑϑττ , 1,,)()()()()1( −∈∈+=+ ∗ ϑτttutBtxtAtx X ,
})(),()( tuXx ∗∈∈ Uτ ; (2.21)
nxxX R∈=− )(:)({),(,()( ττϑϑ , ])1()1()()[1)1( 1 −−−=− − tutBtxAtx ,
}1,2,,1,{ ++−∈ ττϑϑ t , })(1(),( ttuXx ∗∈−∈ Uϑ ; (2.22)
)),(,()),,())),(,,( )()()( tXtXXet ϑϑττϑτϑ
−+=  , (2.23)
}1,2,,,1{ ++−−∈ ττϑϑ t .
Здесь мн жество )),(,()( ϑττ X+ есть прям я обла ь достижимости [4, 5, 11]
возможных состояний фазовог  вектора объекта I на мом нт времени ϑ , отвечающая 
набору ))(,( ττ X и учитывающая наличие фазового ограничения (2.12), а )),(,()( τϑϑ X−
есть обратная область достижимости возможных состояний фазового вектора объекта I на 
момент времени τ , отвечающая набору ))(,( ϑϑ X .
Ниж  проведем анализ основных элемент в и в зможност й решения этих 
подзадач.
Зафиксируем пр межуток времени )(,0, ϑτϑτ <⊆ T и набор 
n
tX R2×−∈− 1,))1(, ϑτ , гд  )1( −tX есть выпуклый, замкнутый и ограниченный 
м огогранник (с коне ным числом вершин) в пространстве nR . Пусть мн жество 
)),1(,)( )()( ttXtX −= ++ X оответству т определению (2.21), то есть вляется прямой
обла ью достижимости объект  I на шаг впер д, отв чающей набору ))1(, −tX . Тогда 
из этого определения и сделанных выше предполож ний следует, что для всех ϑτ ,1+∈t
мн жество )()( tX + есть непустой, выпуклый, замкнутый  ограниче ный м огогранник (с 
коне ным числом вершин) пространства nR [19,21,22]. Известно также (см., например,
[45, 46]), что люб я точка х выпуклого, замкнут о  ограничен ого м огогранника 
)()( tX + предста ма в виде 
∑ ∈≥=∑=
==
∗
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Здесь множество 
17
динамической системы (2.11) − (2.13), (2.16) и приведем описание общих схем их 
решения.
З фиксируем промежуток времени )(,0, ϑτϑτ <⊆ T . Тогда для любых 
фикс рованных наборов 
n
X R2×∈ }{))(,( τττ и
n
X R2×∈ }{))(,( ϑϑϑ (здесь и далее в этой 
главе, для лю г множества Х с мволом X2 будем обозначать множество всех 
подмножеств множества Х) определим в илу (2.11) − (2.13) следующи  множества:
nxxX R∈=+ )(:)({)),(,()( ϑϑϑττX , 1,,)()()()()()1( −∈∈+=+ ∗ ϑτtttutBtxtAtx X ,
})()(),()( ttuXx ∗∈∈ Uττ ; (2.21)
nxxX R∈=− )(:)({)),(,()( τττϑϑX , ])1()1()()[1()1( 1 −−−−=− − tutBtxtAtx ,
}1,2,,1,{ ++−∈ ττϑϑ t , })()1(),()( ttuXx ∗∈−∈ Uϑϑ ; (2.22)
)),(,()),(,())(),(,,( )()()( tXtXXXet ϑϑττϑτϑτ
−+= XXX  , (2.23)
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ниченный многогранник (с конечным числом вершин) в пространстве Rn. 
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)),(,()),(,())(),(,,( )()()( tXtXXXet ϑϑττϑτϑτ
−+= XXX  , (2.23)
где }1,2,,2,1{ ++−−∈ ττϑϑ t .
Здесь множество )),(,()( ϑττ X+X есть прямая область достижимости [4, 5, 11]
возможных состояний фазового вектора объекта I на момент времени ϑ , отвечающая 
 ))(,( ττ и учитывающая наличие фазового ограничения (2.12), а )),(,()( τϑϑ X−X
есть братная облас ь достижи сти возможных состояний фазового вектора объекта I на 
момент времени τ , отвечающая набору ))(,( ϑϑ X .
Ниже проведем анализ основных элементов и возможностей решения этих 
подзадач.
Зафиксиру м промежуток времени )(,0, ϑτϑτ <⊆ T и набор 
n
tXt R2×−∈−− 1,))1(,1( ϑτ , где )1( −tX есть выпуклый, замкнутый и ограниченный 
многогранник (с конечным числом вершин) в пространстве nR . Пусть множество 
)),1(,1()( )()( ttXttX −−= ++ X с ответствует определению (2.21), то есть является прямой
областью достижимости объекта I на шаг вперед, отвечающей набору ))1(,1( −− tXt . Тогда 
из этого определения и сделанных выше предположений следует, что для всех ϑτ ,1+∈t
множество )()( tX + есть непустой, выпуклый, замкнутый и ограниченный многогранник (с 
конечным числом вершин) пространства nR [19,21,22]. Известно также (см., например,
[45, 46]), что любая точка х выпуклого, замкнутого и ограниченного многогранника 
)()( tX + представима в виде 
∑ ∈≥=∑=
==
∗
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)( ,1,0,1, ααα ,
 представима в виде 
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динамической системы (2.11) − (2.13), (2.16) и приведем описание общих схем их 
решения.
Зафиксируем промежуток времени )(,0, ϑτϑτ <⊆ T . Тогда для любых 
фиксированных наборов 
n
X R2×∈ }{))(,( τττ и
n
X R2×∈ }{))(,( ϑϑϑ (здесь и далее в этой
главе, для любого множества Х символом X2 будем обозначать множество всех 
подмножеств множества Х) определим в силу (2.11) − (2.13) следующие множества:
nxxX R∈=+ )(:)({)),(,()( ϑϑϑττX , 1,,)()()()()()1( −∈∈+=+ ∗ ϑτtttutBtxtAtx X ,
})()(),()( ttuXx ∗∈∈ Uττ ; (2.21)
nxxX R∈=− )(:)({)),(,()( τττϑϑX , ])1()1()()[1()1( 1 −−−−=− − tutBtxtAtx ,
}1,2,,1,{ ++∈ ττϑϑ t , })()1(),()( ttuXx ∗∈−∈ Uϑϑ ; (2.22)
)),(,()),(,())(),(,,( )()()( tXtXXXet ϑϑττϑτϑτ
−+= XXX  , (2.23)
где }1,2,,2,1{ ++−−∈ ττϑϑ t .
Здесь множество )),(,()( ϑττ X+X есть прямая область достижимости [4, 5, 11]
возможных состояний фазового вектора объекта I на момент времени ϑ , отвечающая 
набору ))(,( ττ X и учитывающая наличие фазового ограничения (2.12), а )),(,()( τϑϑ X−X
есть обратная область достижимости возможных состояний фазового вектора объекта I на 
момент времени τ , отвечающая набору ))(,( ϑϑ X .
Ниже проведем анализ основных элементов и возможностей решения этих 
подзадач.
Зафиксируем промежуток времени )(,0, ϑτϑτ <⊆ T и набор 
n
tXt R2×−∈−− 1,))1(,1( ϑτ , где )1( −tX есть выпуклый, замкнутый и ограниченный 
многогранник (с конечным числом вершин) в пространстве nR . Пусть множество 
)),1(,1()( )()( ttXttX −−= ++ X соответствует определению (2.21), то есть является прямой
областью достижимости объекта I на шаг вперед, отвечающей набору ))1(,1( −− tt . Тогда 
из этого определения и сделанных выше предположений следу т, что для всех ϑτ ,1+∈t
множество )()( tX + есть непустой, выпуклый, замкнутый и ограниченный многогранник (с 
конечным числом вершин) пространства nR [19,21,22]. Известно также (см., например,
[45, 46]), что любая точка х выпуклого, замкнутого и ограниченного многогранника 
)()( tX + представима в виде 
∑ ∈≥=∑=
==
∗
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)( ,1,0,1, ααα ,
где 
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есть множество всех вершин многогранника )()( tX + , а N∈tn есть число его 
вершин. Тогда если известны вершины многогранника )()( tX + , то можно считать, что это 
множество сконструировано.
Предположим, что множество )1( −tX уже сконструировано ( ϑτ ,1+∈t ). Тогда 
нетрудно доказать следующее вспомогательное утверждение. 
Лемма 2.2. Пусть на фиксированном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ ,1+∈t множество )1( −tX непустое и является  выпуклым, замкнутым и ограниченным 
многогранником (с конечным числом вершин) в пространстве nR и на основании (2.11),
(2.12) конструируются множества:
)}1()1(),()1()1()(,)(:)({)()( −∈−∈−−=∈= ∗+ tXtxttxtAtxtxtxtX nn XR ;
)()1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxtxtxtX nn
∗+ ∈−−=∈= XR , ))}1(()1( −∈− tXtx nГ .
Тогда ))(ˆ(co))(( )()( tXtX nnnnn
++ = ГГ (здесь и ниже )(MmГ есть множество всех вершин 
многогранника NR ∈⊂ mM m , , Mmco есть выпуклая оболочка этого множества).
Сформулируем подобное утверждение и для управляющей части уравнения (2.11).
Лемма 2.3. Пусть на фиксированном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ 1,+∈t , на основании (2.11), (2.13) конструируются множества:
)}1()1(),1()1()(,)(:)({)()( −∈−−−=∈= ∗+ ttututBthththtH nn UR ;
)}1(()1(),1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ ttututBthththtH p
n
n UГR .
Тогда ))(ˆ(co))(( )()( tHtH nnnnn
++ = ГГ .
Учитывая леммы 2.2 и 2.3, можно доказать, что справедливо следующее 
утверждение [19 11].
Теорема 2.1. Пусть на фиксированном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ 1,+∈t множество )1( −tX есть непустой, выпуклый, замкнутый и ограниченный 
многогранник (с конечным числом вершин) в пространстве nR и множество )(~ )( tX +
конструируется в виде
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++ ∈∈ .
Тогда имеет место следующее равенство
=+ )()( tX )(~co)),1(,1( )()( tXttXt n
++ =−−X .
Отметим, что, учитывая линейность рекуррентной системы (2.11), описывающей 
динамику объекта I, и теорему 2.1 для введенных на промежутке времени )(,0, ϑτϑτ <⊆ T
 есть множество всех вершин многогра ника 
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динамической си темы (2.11) − (2.13), (2.16) и приведем описание общих схем их 
р шения.
Зафиксируем промежуток времени )(,0, ϑτϑτ <⊆ T . Тогда для любых 
фиксированных наборов 
n
X R2×∈ }{))(,( τττ и
n
X R2×∈ }{))(,( ϑϑϑ (здесь и далее в этой 
главе, для любого множества Х символом X2 будем обозначать множество всех 
подмножеств множества Х) определим в силу (2.11) − (2.13) следующие множества:
nxxX R∈=+ )(:)({)),(,()( ϑϑϑττX , 1,,)()()()()()1( −∈∈+=+ ∗ ϑτtttutBtxtAtx X ,
})()(),()( ttuXx ∗∈∈ Uττ ; (2.21)
nxxX R∈=− )(:)({)),(,()( τττϑϑX , ])1()1()()[1()1( 1 −−−−=− − tutBtxtAtx ,
}1,2,,1,{ ++−∈ ττϑϑ t , })()1(),()( ttuXx ∗∈−∈ Uϑϑ ; (2.22)
)),(,()),(,())(),(,,( )()()( tXtXXXet ϑϑττϑτϑτ
−+= XX  , (2.23)
где }1,2,,2,1{ ++−−∈ ττϑϑ t .
Здесь множество )),(,()( ϑττ X+X есть прямая область достижимости [4, 5, 11]
возможных состояний фазового вектора объекта I на момент времени ϑ , отвечающая 
набору ))(,( ττ X и учитывающая наличие фазового ограничения (2.12), а )),(,()( τϑϑ X−X
есть обратная область достижимости возможных состояний фазового вектора объекта I на 
момент времени τ , отвечающая набору ))(,( ϑϑ X .
Ниже проведем анализ основных элементов и возможностей решения этих 
подзадач.
Зафиксируем промежуток времени )(,0, ϑτϑτ <⊆ T и набор 
n
tXt R2×−−− 1,))1(,1( ϑ , где )1( −tX есть выпуклый, замкнутый и ограниченный 
м огогранник (с конечным числом вершин) в пространстве nR . Пусть множество 
)),1(,1()( )()( ttXttX −−= ++ X соответствует определению (2.21), то есть является прямой
областью достижимости объект  I на шаг вперед, отвечающей набору ))1(,1( −− tXt . Тогда 
из этого определения и сделанных выше предположений следует, что для всех ϑτ ,1+∈t
множество )()( tX + есть непустой, выпуклый, замкнутый и ограниченный многогранник (с 
конечным числом вершин) пространства nR [19,21,22]. Известно также (см., например,
[45, 46]), что любая точка х выпуклого, замкнутого и ограниченного многогранника 
)()( tX + представима в виде 
∑ ∈≥=∑=
==
∗
tn
i
tii
tn
i
i
i nixx
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)( ,1,0,1, ααα ,
, а 
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где 
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есть множество всех вершин многогранника )()( tX + , а N∈tn есть число его 
вершин. Тогда если известны вершины многогранника )()( tX + , то можно считать, что это 
множество сконструировано.
Предположим, что множество )1( −tX уже сконструировано ( ϑτ ,1+∈t ). Тогда 
нетрудно доказать следующее вспомогательное утверждение. 
Лемма 2.2. Пусть на фиксированном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ ,1+∈t множество )1( −tX непустое и является  выпуклым, замкнутым и ограниченным 
многогранником (с конечным числом вершин) в пространстве nR и на основании (2.11),
(2.12) конструируются множества:
)}1()1(),()1()1()(,)(:)({)()( −∈−∈−−=∈= ∗+ tXtxttxtAtxtxtxtX nn XR ;
)()1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxtxtxtX nn
∗+ ∈−−=∈= XR , ))}1(()1( −∈− tXtx nГ .
Тогда ))(ˆ(co))(( )()( tXtX nnnnn
++ = ГГ (здесь и ниже )(MmГ есть множество всех вершин 
многогранника NR ∈⊂ mM m , , Mmco есть выпуклая оболочка этого множества).
Сформулируем подобное утверждение и для управляющей части уравнения (2.11).
Лемма 2.3. Пусть на фиксированном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ 1,+∈t , на основании (2.11), (2.13) конструируются множества:
)}1()1(),1()1()(,)(:)({)()( −∈−−−=∈= ∗+ ttututBthththtH nn UR ;
)}1(()1(),1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ ttututBthththtH p
n
n UГR .
Тогда ))(ˆ(co))(( )()( tHtH nnnnn
++ = ГГ .
Учитывая леммы 2.2 и 2.3, можно доказать, что справедливо следующее 
утверждение [19 11].
Теорема 2.1. Пусть на фиксированном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ 1,+∈t множество )1( −tX есть непустой, выпуклый, замкнутый и ограниченный 
многогранник (с конечным числом вершин) в пространстве nR и множество )(~ )( tX +
конструируется в виде
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++ ∈∈ .
Тогда имеет место следующее равенство
=+ )()( tX )(~co)),1(,1( )()( tXttXt n
++ =−−X .
Отметим, что, учитывая линейность рекуррентной системы (2.11), описывающей 
динамику объекта I, и теорему 2.1 для введенных на промежутке времени )(,0, ϑτϑτ <⊆ T
   го вершин. Тогда если известны вершины многогран-
ника 
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динамической системы (2.11) − (2.13), (2.16) и приведем описание общих схем их 
решения.
Зафиксируем промежуток времени )(,0, ϑτϑτ <⊆ T . Тогда для любых 
фиксированных наборов 
n
X R2×∈ }{))(,( τττ и
n
X R2×∈ }{))(,( ϑϑϑ (здесь и далее в этой 
главе, для любого множества Х символом X2 будем обозначать множество всех 
подмножеств множества Х) определим в силу (2.11) − (2.13) следующие множества:
nxxX R∈=+ )(:)({)),(,()( ϑϑττX , 1,,)()()()()()1( −∈∈+=+ ∗ ϑτtttutBtxtAtx X ,
})()(),()( ttuXx ∗∈∈ Uττ ; (2.21)
nxxX R∈=− )(:)({)),(,()( τττϑϑX , ])1()1()()[1()1( 1 −−−−=− − tutBtxtAtx ,
}1,2,,1,{ ++−∈ ττϑϑ t , })()1(),()( ttuXx ∗∈−∈ Uϑ ; (2.22)
)),(,()),(,())(),(,,( )()()( tXtXXXet ϑϑττϑτϑτ
−+= XXX  , (2.23)
где }1,2,,2,1{ ++−−∈ ττϑϑ t .
Здесь множество )),(,()( ϑττ X+X есть прямая область достижимости [4, 5, 11]
возможных состояний фазового вектора объекта I на момент времени ϑ , отвечающая 
набору ))(,( ττ X и учитывающая наличие фазовог  огранич ния (2.12), а )),(,()( τϑϑ X−X
есть обратная область до тижимости возмож ых состоян й фазового вектора объекта I на 
момент времени τ , отвечающая набору )),( ϑϑ .
Ниже проведем анализ основных элементов и возможностей решения этих 
подзадач.
Зафиксируем промежуток времени )(,0, ϑτϑτ <⊆ T и набор 
n
tXt R2×−∈−− 1,))1(,1( ϑτ , где )1( −tX есть выпуклый, замкнутый и ограниченный 
многогранник (с кон чным числом вершин) в пространстве nR . Пусть множество 
)),1(,1()( )()( ttXttX −−= ++ X соответствует определению (2.21), то есть является прямой
областью достижимости объекта I на шаг вперед, отвечающей набору ))1(,1( −− tXt . Тогда 
из этого определения и сделанных выше предположений следует, что для всех ϑτ ,1+∈t
множество )()( tX + есть непустой, выпуклый, замкнутый и ограниченный ног гранник (с 
конечным числом вершин) пространства nR [19,21,22]. Известно также (см., например,
[45, 46]), что любая точка х выпуклого, замкнутого и огра иченного многогранника 
)()( tX + представима в виде 
∑ ∈≥=∑=
==
∗
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Предположим, что множество  X (t − 1) уже сконструировано  
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где 
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есть множество всех вершин многогранника )()( tX + , а N∈tn есть число его 
вершин. Тогда если известны вершины многогранника )()( tX + , т  можно считать, что это 
множество сконструировано.
Предположим, что ножество )1( −tX уже сконструирова о ( ϑτ ,1+∈t ). Т гд
нетрудно доказать следующее вспомогательное утверждение. 
Лемма 2.2. Пусть на фиксированном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ ,1+∈t множество )1( −tX непустое и является  выпуклым, замкнутым и ограниченным 
многогранником (с конечным числом вершин) в пространстве nR и на основании (2.11),
(2.12) конструируются множества:
)}1()1(),()1()1()(,)(:)({)()( −∈−∈−−=∈= ∗+ tXtxttxtAtxtxtxtX nn XR ;
)()1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxtxtxtX nn
∗+ ∈−−=∈= XR , ))}1(()1( −∈− tXtx nГ .
Тогда ))(ˆ(co))(( )()( tXtX nnnnn
++ = ГГ (здесь и ниже )(MmГ есть множество всех вершин 
многогранника NR ∈⊂ mM m , , Mmco есть выпуклая оболочка этого множества).
Сформулируем подобное утверждение и для управляющей части уравнения (2.11).
Лемма 2.3. Пусть на фиксированном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ 1,+∈t , на основании (2.11), (2.13) конструируются множества:
)}1()1(),1()1()(,)(:)({)()( −∈−−−=∈= ∗+ ttututBthththtH nn UR ;
)}1(()1(),1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ ttututBthththtH p
n
n UГR .
Тогда ))(ˆ(co))(( )()( tHtH nnnnn
++ = ГГ .
Учитывая леммы 2.2 и 2.3, можно доказать, что справедливо следующее 
утверждение [19 11].
Тео ема 2.1. Пусть на фиксированном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ 1,+∈t множество )1( −tX есть непустой, выпуклый, замкнутый и ограниченный 
многогранник (с конечным числом вершин) в пространстве nR и множество )(~ )( tX +
конструируется в виде
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++ ∈∈ .
Тогда имеет место следующее равенство
=+ )()( tX )(~co)),1(,1( )()( tXttXt n
++ =−−X .
Отметим, что, учитывая линейность рекуррентной системы (2.11), описывающей 
динамику объекта I, и теорему 2.1 для введенных на промежутке времени )(,0, ϑτϑτ <⊆ T
. 
Тогда нетрудно доказать следующее вспомогательное утверждение. 
лемма 2.2. Пусть на фиксированном промежутке времени 
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есть множество всех вершин многогранника )()( tX + , а N∈tn есть число его 
вершин. Тогда если известны вершины многогранника )()( tX + , то можно считать, что это 
множество сконструировано.
Предположим, что множество )1( −tX уже сконструировано ( ϑτ ,1+∈t ). Тогда 
нетрудно доказа ь следующее вспомогательное утверждение. 
Л мма 2.2. Пус ь на фик ированном промежутке времени )(,0, ϑτϑτ <⊆ T ля 
ϑτ ,1+∈t множество )1( −tX не устое и является  выпуклым, замкнутым и ограниченным 
многогранником (с конечным числом вершин) в пространстве nR и на основании (2.11),
(2.12) конструируются множества:
)}1()1(),()1()1()(,)(:)({)()( −∈−∈−−=∈= ∗+ tXtxttxtAtxtxtxtX nn XR ;
)()1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxtxtxtX nn
∗+ ∈−−=∈= XR , ))}1(()1( −∈− tXtx nГ .
Тогда ))(ˆ(co))(( )()( tXtX nnnnn
++ = ГГ (здесь и ниже )(MmГ есть множество всех вершин 
многогранника NR ∈⊂ mM m , , Mmco есть выпуклая оболочка этого множества).
Сформулируем подобное утверждение и для управляющей части уравнения (2.11).
Лемм 2.3. Пусть на фиксированном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ 1,+∈t , на основании (2.11), (2.13) констру руются множества:
)}1()1(),1()1()(,)(:)({)()( −∈−−−=∈= ∗+ ttututBthththtH nn UR ;
)}1(()1(),1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ ttututBthththtH p
n
n UГR .
Тогда ))(ˆ(co))(( )()( tHtH nnnnn
++ = ГГ .
Учитывая леммы 2.2 и 2.3, можно доказать, что справедливо следующее 
утверждение [19 11].
Теорема 2.1. Пусть на фиксированном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ 1,+∈t множество )1( −tX есть непустой, выпуклый, замкнутый и ограниченный 
многогранник (с конечным числом вершин) в пространстве nR и множество )(~ )( tX +
конструируется в виде
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++ ∈∈ .
Тогда имеет место следующее равенство
=+ )()( tX )(~co)),1(,1( )()( tttXt n
++ =−−X .
Отметим, что, читывая линейность рекуррентной системы (2.11), описывающей 
динамику объекта I, и теорему 2.1 для введенных на промежутке времени )(,0, ϑτϑτ <⊆ T
 д   
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где 
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)( }{
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есть множество всех вершин многогранника )()( tX + , а N∈tn есть число его 
вершин. Тогда если известны вершины многогр ника )()( tX + , то м ж  считать, что это 
множество сконструировано.
Предположим, что мн же тво )1( −tX уже сконструировано ( ϑτ ,1+∈t ). Тогда 
н трудно доказать сл дующее спомогательное утверждение. 
Лемма 2.2. Пусть на фиксированном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ ,1+∈t множество )1( −tX непустое и является  выпуклы , замк утым и ограниченным 
многогранником (с конеч ым числом вершин) в пространстве nR и на основании (2.11),
(2.12) кон руируются множества:
)}1()1(),()1()1()(,)(:)({)()( −∈−∈−−=∈= ∗+ tXtxttxtAtxtxtxtX nn XR ;
)()1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxtxtxtX nn
∗+ ∈−−=∈= XR , ))}1(()1( −∈− tXtx nГ .
Тогда ))(ˆ(co))(( )()( tXtX nnnnn
++ = ГГ (здесь и ниже )(MmГ сть множество всех вершин 
многогранника NR ∈⊂ mm , , Mmco есть выпуклая оболочка этого множества).
Сф рмули уем подобное утверждение и для управляющей части уравнения (2.11).
Лемма 2.3. Пусть на фиксированном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ 1,+∈t , на основа ии (2.11), (2.13) кон руируются множества:
)}1()1(),1()1()(,)(:)({)()( −∈−−−=∈= ∗+ ttututBthththtH nn UR ;
)}1(()1(),1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ ttututBthththtH p
n
n UГR .
Тогда ))(ˆ(co))(( )()( tHtH nnnnn
++ = ГГ .
Учитывая ле мы 2.2 и 2.3, можно доказать, что справедливо следующее 
утверждение [19 11].
Теорема 2.1. Пусть на фиксированном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ 1,+∈t множество )1( −tX есть непустой, выпуклый, замк утый и ограниченный 
м огогранн к (с конечным числом вершин) в пространстве nR и множество )(~ )( tX +
конструируется в виде
)(ˆ)(ˆ)(~,)~:)(~{)(~ )( ttxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)( )()( tHthtXtx nn
++ ∈∈ .
Тогда меет м сто следующ е авенство
=+ )()( tX )(~co)),1(,1( )()( tXttXt n
++ =−−X .
Отметим, что, учитывая ли е ность рекуррентной системы (2.11), описывающей 
динамику объекта I, и теорему 2.1 для введенных на промежутке времени )(,0, ϑτϑτ <⊆ T
 множество  X (t − 1) непустое и являет-
ся  выпуклым, замкнутым и ограниченным многогранником (с конечным 
числом ве шин) в про ранстве Rn и на основании (2.11), (2.12) к нстру-
ируются множества:
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есть множество всех вершин многогран ка )()( tX + , а N∈tn есть число его 
вершин. Тогда если известны вершины многогранн ка )()( tX + ,  можно считать, что это 
множество сконструировано.
Предположим, что множество )1( −tX уже сконструировано ( ϑτ ,1+∈t ). Тогда 
ет удно до зать следующее вспомог ельн е утверждение. 
Лемма 2.2. Пусть на фиксированном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ ,1+∈t множество )1( −tX непустое и является  выпуклым, замкнутым и ограниченным 
многогранником (с конеч ым числом вершин) в пространстве nR и на основании (2.11),
(2.12) конструируются множества:
)}1()1(),()1()1()(,)(:)({)()( −∈−∈−−=∈= ∗+ tXtxttxtAtxtxtxtX nn XR ;
)()1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxtxtxtX nn
∗+ ∈−−=∈= XR , ))}1(()1( −∈− tXtx nГ .
Тогда ))(ˆ(co))(( )()( tXtX nnnnn
++ = ГГ (здесь и ниже )(MmГ есть множество всех вершин 
многогранника NR ∈⊂ mM m , , Mmco есть выпуклая оболочка этого множества).
Сформулируем подобное утверждение и для управляющей части уравнения (2.11).
Лемма 2.3. Пусть на фиксированном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ 1,+∈t , на основании (2.11), (2.13) конструируются множества:
)}1()1(),1()1()(,)(:)({)()( −∈−−−=∈= ∗+ ttututBthththtH nn UR ;
)}1(()1(),1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ ttututBthththtH p
n
n UГR .
Тогда ))(ˆ(co))(( )()( tHtH nnnnn
++ = ГГ .
Учитывая леммы 2.2 и 2.3, можно доказать, что справедливо следующее 
утверждение [19 11].
Теорема 2.1. Пусть на фиксирова ном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ 1,+∈t множество )1( −tX есть непустой, выпуклый, замкнутый и ограниченный 
многогранник (с конечным числом вершин) в пространстве nR и множество )(~ )( tX +
конструируется в виде
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++ ∈∈ .
Тогда имеет место следующее равенство
=+ )()( tX )(~co)),1(,1( )()( tXttt n
++ =−−X .
Отметим, что, учитывая линейность рекуррентной системы (2.11), описывающей 
динамику объекта I, и теорему 2.1 для введенных на промежутке времени )(,0, ϑτϑτ <⊆ T
Тогда 
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где 
tni
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есть множество всех вершин многогранника )()( tX + , а N∈tn есть число его 
ершин. Тогда если известны вершины многогранника )()( tX + , то можно считать, что это 
множес во ско струировано.
Предположим, чт  множество )1( −tX же сконструировано ( ϑτ ,1+∈t ). Тогда 
етрудно доказать следующе  вспомогательное утверждение. 
Лемма 2.2. Пу ть н  фикси ванном п о жутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ ,1+∈t м ожество )1( −tX непустое и является  выпуклым, замк утым и ограниченным 
многогранником (с конечным ч слом вершин) в пространстве nR и на основании (2.11),
(2.12) констру руются множества:
)}1()1(),()1()1()(,)(:)({)()( −∈−∈−−=∈= ∗+ tXtxttxtAtxtxtxtX nn XR ;
)()1(1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxtxtxtX nn
∗+ ∈−−=∈= XR , ))}1(()1( −∈− tXtx nГ .
Тогда ))(ˆ(co))( )()( tXtX nnnnn
++ = ГГ (здесь и ниже )(MmГ есть множество всех вершин 
многогранника NR ∈⊂ mM m , , Mmco есть выпуклая болочка этого множества).
Сформулируем подобное утверждение и для управляющей части уравнения (2.11).
Лемма 2.3 Пусть на фиксированном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ 1,+∈t , на основании (2.11), (2.13) конструируются множества:
)}1()1(),1()1()(,)(:)({)()( −∈−−−=∈= ∗+ ttututBthththtH nn UR ;
)}1(()1(),1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ ttututBthththtH p
n
n UГR .
Тогда ))(ˆ(co))(( )()( tHtH nnnnn
++ = ГГ .
Учитывая леммы 2.2 и 2.3, можно доказать, что справедливо следующее 
утверждение [19 11].
Теорема 2.1. Пусть на фиксированном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ 1,+∈t м ож ство )1( −tX есть непустой, выпуклый, замкнутый и ограниченный 
многогранник (с конечным числом вершин) в пространстве nR и множество )(~ )( tX +
ко струируется в виде
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++ ∈∈ .
Т гда имеет место следующее равенство
=+ )()( tX )(~co)),1(,1( )()( tXttXt n
++ =−−X .
Отметим, что, учитывая линейность рекуррентной системы (2.11), описывающей 
динамику объекта I, и теорему 2.1 для введенных на промежутке времени )(,0, ϑτϑτ <⊆ T
  и ниже 
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есть множество всех вершин мног ранника )()( tX + , а N∈tn есть число его 
вершин. Тогда если звестны вершины мног ранника )()( tX + , то можно счита ь, что это 
множество сконструировано.
Предпол жим, что множество )1( −tX уже сконструировано ( ϑτ ,1+∈t ). Тогда 
етрудно д казать следующее вспом гательно  утверждение. 
Лемма 2.2. Пусть на фиксированном пром жутке врем ни )(,0, ϑτϑτ <⊆ T для 
ϑτ ,1+∈t множество )1( −tX непуст е и является  выпуклым, замкнутым и ограниченным 
мног ранником (с конеч ым числом вершин) в пространстве nR и на основании (2.11),
(2.12) онструируются множества:
)}1()1(),()1()1()(,)(:)({)( −∈−∈−−=∈= ∗+ tXtxttxtAtxtxtxtX nn XR ;
)()1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ ) ttxtAtxtxtxtX nn
∗+ ∈−−=∈= XR , ))}1(()1( −∈− tXtx nГ .
Тогда )(ˆ(co))(( )()( tXtX nnnnn
++ = ГГ (здесь и ниже )(MmГ есть множество всех вершин 
мног ранника NR ∈⊂ mM m , , Mmco есть выпуклая об л чка этог  множества).
Сформулируем под бное утверждение и для управляющей части уравне ия (2.11).
Лемма 2.3. Пусть на фиксированном промежутке врем ни )(,0, ϑτϑτ <⊆ T для 
ϑτ 1,+∈t на основании (2.11), (2.13) конструируются множества:
)}1()1(),1()1()(,)(:)({)()( −∈−−−=∈= ∗+ ttututBthththtH nn UR ;
)}1(()1(),1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ ttututBthththtH p
n
n UГR .
Тогда ))(ˆ(co))(( )()( tHtH nnnnn
++ = ГГ .
Учитывая леммы 2.2 и 2.3, можно доказать, что справедливо следующее 
утверждение [19 11].
Теорема 2.1. Пусть на фиксированном промежутке врем ни )(,0, ϑτϑτ <⊆ T для 
ϑτ 1,+∈t множест о )1( −tX есть н пустой, выпуклый, замкнутый и ограниченный 
мног ранник (с конечным числом вершин) в прос ранстве nR  м ожество )(~ )( tX +
конструируется в виде
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++ ∈∈ .
Тогда имее  место следующее равенство
=+ )()( tX )(~co),1(,1( )()( tXttXt n
++ =−−X .
Отметим, что, учиты ая линейность р курр нт ой си темы (2.11), описывающей 
динамику объекта I, и теорему 2.1 для введ нных на промежутке врем ни )(,0, ϑτϑτ <⊆ T
 есть множе-
ство всех вершин многогранника 
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е ть множество всех вершин многогранника )()( tX + , а N∈tn есть число его 
верш н. Тогда если известны вершины мног гран ика )()( tX + , то можно считать, что это 
множество сконструировано.
Предположим, что множество )1( −tX уже сконструировано ( ϑτ ,1+∈t ). Тогда 
етрудно доказать следующее вспомогатель ое утверждение. 
Лемма 2.2. Пусть на фиксирова ном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ ,1+∈t множество )1( −tX непустое и является  выпуклым, замкнутым и ограниченным 
многогранником (с конечным числом вершин) в пространстве nR и на основании (2.11),
(2.12) конструируются множества:
)}1()1(),()1()1()(,)(:)({)()( −∈−∈−−=∈= ∗+ tXtxttxtAtxtxtxtX nn XR ;
)()1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxtxtxtX nn
∗+ ∈−−=∈= XR , ))}1(()1( −∈− tXtx nГ .
Тогда ))(ˆ(co))(( )()( tXtX nnnnn
++ = ГГ (здесь и ниже )(MmГ есть множество всех вершин 
 NR ∈⊂ mM m , , Mmco есть выпуклая оболочка этого множества).
Сформулируем подобное утверждение и для управляющей части уравнения (2.11).
Лемма 2.3. Пусть на фиксированном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ 1,+∈t , на основании (2.11), (2.13) конструируются множества:
)}1()1(),1()1()(,)(:){)()( −∈−−−=∈= ∗+ ttututBthththtH nn UR ;
)}1(()1(),1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ ttututBthththtH p
n
n UГR .
Тогда ))(ˆ(co))(( )()( tHtH nnnnn
++ = ГГ .
Учитывая леммы 2.2 и 2.3, можно доказать, что справедливо следующее 
утверждение [19 11].
Теорема 2.1. Пусть на фиксированном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ 1,+∈t множество )1( −tX есть непустой, выпуклый, замкнутый и ограниченный 
многогранник (с конечным числом вершин) в пространстве nR и множество )(~ )( tX +
конструируется в виде
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++ ∈∈ .
Тогда имеет место следующее равенство
=+ )()( tX )(~co)),1(,1( )()( tXttXt n
++ =−−X .
Отметим, что, учитывая линейность рекуррентной системы (2.11), описывающей 
динамику объекта I, и теорему 2.1 для введенных на промежутке времени )(,0, ϑτϑτ <⊆ T
 есть выпуклая 
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∗+ ∈−−=∈= XR , ))}1(()1( −∈− tXtx nГ .
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++ = ГГ (здесь и ниже (MmГ есть множество всех вершин 
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n
n UГR .
Тогда ))(ˆ(co))(( )()( tHtH nnnnn
++ = ГГ .
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со тношениями (2.21) и (2.22) соответственно прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑϑX ,
отвечающих соответственно наборам 
n
X R2×∈ }{))(,( τττ и 
n
X R2×∈ }{))(,( ϑϑϑ , справедливо 
следующее вспомогательное утверждение.
Лемма 2.4. Пусть для фиксированных промежутка времени )(,0, ϑτϑτ <⊆ T и 
наборов 
n
X R2×∈ }{))(,( τττ ,
n
X R2×∈ }{))(,( ϑϑϑ , где множества )(τX и )(ϑX есть 
непустые, выпуклые, замкнутые и ограниченные многогранники (с конечным числом 
вершин) в пространстве nR , области достижимости
n
X R2)),(,()( ∈+ ϑττX и 
n
X R2)),(,((-) ∈τϑϑX объекта I определены соответственно в силу (2.21) и (2.22). Тогда, 
учитывая предположения, сделанные относительно элементов динамической системы 
(2.11) − (2.13), справедливы следующие свойства этих областей:
1) )()),(,( )()( ttX ++ = XX ττ для всех ϑτ 1,+∈t есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
2) для всех 1, −∈ ϑτt и )()()( ττ X=+X справедливо рекуррентное соотношение:
=++ )1),(,()( tX ττX )1),(,( )()( +++ ttXtX ; (2.24)
3) )()),(,( (-)(-) ttX XX =ϑϑ для всех 1, −∈ ϑτt есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
4) для всех ϑτ 1,+∈t и )()()( ϑϑ XX =− справедливо рекуррентное соотношение:
)1),(,()1),(,( )()()( −=− −−− ttXttX XX ϑϑ . (2.25)
Тогда из соотношений (2.24) и (2.25) этого утверждения следует, что 
многошаговые задачи построения прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑϑX сводятся к решению конечных рекуррентных последовательностей 
только одношаговых задач построения соответственно следующих областей 
достижимости:
)()(,1,),1),(,()1( )()()()( ττϑτ XXtttXttX =−∈+=+ ++++ X ; (2.26)
)1),(,()1( )()()( −=− −−− ttXttX X , )()(,}1,2,,1,{ )( ϑϑττϑϑ XXt =++−∈ − .          (2.27)
 объекта I 
и его обратной области достижимости 
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n
n UГR .
Тогда ))(ˆ(co))(( )()( tHtH nnnnn
++ = ГГ .
Учитывая леммы 2.2 и 2.3, можно доказать, что справедливо следующее 
утверждение [19 11].
Теорема 2.1. Пусть на фиксированном промежутке времени )(,0, ϑτϑτ <⊆ T для 
ϑτ 1,+∈t множество )1( −tX есть непустой, выпуклый, замкнутый и ограниченный 
многогранник (с конечным числом вер ин) в пространстве nR и множество )(~ )( tX +
конструируется в виде
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++∈ .
Тогда имеет место следующее равенство
=+ )()( tX )(~co)),1(,1( )()( tXttXt n
++ =−−X .
Отметим, что, учитывая линейность рекуррентной системы (2.11), описывающей 
динамику объекта I, и теорему 2.1 для введенных на промежутке времени )(,0, ϑτϑτ <⊆ T
 и наборов 
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соот ошениями (2.21) и (2.22) соответственно прямой области достижимости 
nR2)),(,()( ∈+ ϑττX объекта I  его обратной области достижимо и 
n
X R2)),(,((-) ∈τϑϑX ,
отвечающих соответственно наборам 
n
X ×∈ }{))(,( ττ и 
n
X R2×∈ }{))(,( ϑϑϑ , справедливо 
следующее вспомогательное утверждение.
Лемма 2.4. Пусть для фиксированных промежутка времени )(,0, ϑτϑτ <⊆ T и 
наборов 
n
X R2×∈ }{))(,( τττ ,
n
X R2×∈ }{))(,( ϑϑϑ , где множества )(τX и )(ϑX есть 
непустые, выпуклые, замкнутые и ограниченные многогранники (с конечным числом 
вершин) в простран в  nR , области достижимости
n
X R2)),(,()( ∈+ ϑττX и 
n
X R2)),(,((-) ∈τϑϑX объекта I определены соответственно в силу (2.21) и (2.22). Тогда, 
читывая предположения, сделанные тносительно элементов динамической с стемы 
(2.11) − (2.13), справедливы следующие свойства этих областей:
1) )()),(,( )()( ttX ++ = XX ττ для всех ϑτ 1,+∈t есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространств  
nR ;
2) для всех 1, −∈ ϑτt и )()()( ττ X=+X справедливо рекуррентное соотношение:
=++ )1),(,()( tX ττX )1),(,( )()( +++ ttXtX ; (2.24)
3) )()),(,( (-)(-) ttX XX =ϑϑ для всех 1, −∈ ϑτt есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространств  
nR ;
4) для всех ϑτ 1,+∈t и )()()( ϑϑ XX =− справедливо рекуррентное соотношение:
)1),(,()1),(,( )()()( −=− −−− ttXttX XX ϑϑ . (2.25)
Тогда из соотношений (2.24) и (2.25) этого утверждения следует, что 
многошаговые задачи построения прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑϑX сводятся к решению конечных рекуррентных последовательностей 
только одношаговых задач построени  соответственно следующих областей 
достижимости:
)()(,1,),1),(,()1( )()()()( ττϑτ XXtttXttX =−∈+=+ ++++ X ; (2.26)
)1),(,()1( )()()( −=− −−− ttXttX X , )()(,}1,2,,1,{ )( ϑϑττϑϑ XXt =++−∈ − .          (2.27)
, 
гд  множества  X(τ) и X(ϑ) есть непустые, выпуклые, замкнутые и огра-
ниченные м огогранники (с конечным числом вершин) в пространстве 
Rn, области достижимости 
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соотношениями (2.21) и (2.22) соответственно прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I  го братной обла ти достижимости 
nR2)),(,((-) ∈τϑϑX ,
отвечающих соответственно наборам 
n
X R2×∈ }{))(,( τττ и 
n
X R2×∈ }{))(,( ϑϑϑ , справедлив  
следующ е вспомогате ьное утвержд ние.
Лемма 2.4. Пусть для фиксированных промежутка вре ени )(,0, ϑτϑτ <⊆ T и 
наборов 
n
X R2×∈ }{))(,( τττ ,
n
X R2×∈ }{))(,( ϑϑϑ , где множества )(τX и )(ϑX есть 
непустые, выпуклые, замкнутые и ограниченные многогранники (с конечным числом 
вершин) в пространстве nR , области достиж мости
n
X R2)),(,()( ∈+ ϑττX и 
n
X R2)),(,((-) ∈τϑϑX объекта I определены соответственно в силу (2.21) и (2.22). Тогда, 
учитывая предпол жения, сделанные относительно элементов динамической системы 
(2.11) − (2.13), справедливы следующие свойства этих областей:
1) )()),(,( )()( ttX ++ = XX ττ для всех τ 1,+∈t есть н пустой, выпуклы ,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
2) для всех 1, −∈ ϑτt и )()()( ττ X=+X справедлив рекуррентное соот ошение:
=++ )1),(,()( tX ττX )1),(,( )()( +++ ttXtX ; (2.24)
3) )()),(,( (-)(-) ttX XX =ϑϑ для всех 1, −∈ ϑτt есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
4) для всех ϑτ 1,+∈t и )()()( ϑϑ XX =− справедливо рекуррентн е соотношение:
)1),(,()1),(,( )()()( −=− −−− ttXttX XX ϑϑ . (2.25)
Тогда из соотношений (2.24) и (2.25) этого утверждения следует, чт  
многошаговые задачи построения прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑϑX сводятся к решению конечных рекуррентных последовательностей 
только одношаговых задач построения соответственно следующих областей 
достижимости:
)()(,1,),1),(,()1( )()()()( ττϑτ XXtttXttX =−∈+=+ ++++ X ; (2.26)
)1),(,()1( )()()( −=− −−− ttXttX X , )()(,}1,2,,1,{ )( ϑϑττϑϑ XXt =++−∈ − .          (2.27)
 и 
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соотношениями (2.21) и (2.22) соответственно прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑϑX ,
отвечающ х соответственно наборам 
n
X R2×∈ }{))(,( τττ и 
n
X R2×∈ }{))(,( ϑϑϑ , справедливо 
следующее вспомогательное утверждение.
Лемм  2.4. Пусть для фиксированных промежутка времени )(,0, ϑτϑτ <⊆ T и 
набор в 
n
X R2×∈ }{))(,( τττ ,
n
X R2×∈ }{))(,( ϑϑϑ , где множества )(τX и )(ϑX есть 
непустые, выпуклые, замкнутые и ограниченные многогранники (с конечным числом 
вершин) в пространстве nR , области достижимости
n
X R2)),(,()( ∈+ ϑττX и 
n
X R2)),(,((-) ∈τϑϑX объекта I определены соответственно в силу (2.21) и (2.22). Тогда, 
учитывая предположения, сделанные относительно элементов динамической системы 
(2.11) − (2.13), справедливы следующие свойства этих областей:
1) )()),(,( )()( ttX ++ = XX ττ для всех ϑτ 1,+∈t есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
2) для всех 1, −∈ ϑτt и )()()( ττ X=+X справедливо рекуррентное соотношение:
=++ )1),(,()( tX ττX )1),(,( )()( +++ ttXtX ; (2.24)
3) )()),(,( (-)(-) ttX XX =ϑϑ для всех 1, −∈ ϑτt есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
4) для всех ϑτ 1,+∈t и )()()( ϑϑ XX =− справедливо рекуррентное соотношение:
)1),(,()1),(,( )()()( −=− −−− ttXttX XX ϑϑ . (2.25)
Тогда из соотношений (2.24) и (2.25) этого утверждения следует, что 
многошаговые задачи построения прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑϑX сводятся к решению конечных рекуррентных последовательностей 
только одношаговых задач построения соответственно следующих областей 
достижимости:
)()(,1,),1),(,()1( )()()()( ττϑτ XXtttXttX =−∈+=+ ++++ X ; (2.26)
)1),(,()1( )()()( −=− −−− ttXttX X , )()(,}1,2,,1,{ )( ϑϑττϑϑ XXt =++−∈ − .          (2.27)
объекта I определены соответственно в силу (2.21) и (2.22). Тогда, учи-
тывая предположения, сделанные относительно элементов динамической 
системы (2.11) − (2.13), справедливы следующие свойства этих областей:
1) 
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соотноше иями (2.21)  (2.22) соответственно прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑϑX ,
отвечающих соответственно наборам 
n
X R2×∈ }{))(,( τττ и 
n
X R2×∈ }{))(,( ϑϑϑ , справедливо 
следующее вспомога ельн е утверждение.
Лемма 2.4. П сть для фиксированных промежутка времени )(,0, ϑτϑτ <⊆ T и 
наборов 
n
X R2×∈ }{))(,( τττ ,
n
X R2×∈ }{))(,( ϑϑϑ , где множества )(τX и )(ϑX есть 
непустые, выпуклые, замкнутые и ограниче е многогранники (с конечным числом 
вершин) в пространстве nR , области достижимости
n
X R2)),(,()( ∈+ ϑττX и 
n
X R2)),(,((-) ∈τϑϑX объекта I определены соответственно в силу (2.21) и (2.22). Тогда, 
учитывая пред оложе ия, сделанные тносительно элементов динамической системы 
(2.11) − (2.13), справедливы следующие свойства этих областей:
1) )()),(,( )()( ttX ++ = XX ττ для всех ϑτ 1,+∈t есть непустой, выпукл й,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
2) для всех 1, −∈ ϑτt и )()()( τ X=+X справедливо р куррентное соотношение:
=++ )1),(,()( tX ττX )1),(,( )()( +++ ttXtX ; (2.24)
3) )()),(,( (-)(-) ttX XX =ϑϑ для всех 1, −∈ ϑτt есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
4) для всех ϑτ 1,+∈t и )()()( ϑϑ XX =− справ дливо рекуррентное соотношение:
)1),(,()1),(,( )()()( −=− −−− ttXttX XX ϑϑ . (2.25)
Тогда из соотношений (2.24) и (2.25) этого утверждения следует, что 
многошаговые задачи построения прямой бласти достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑϑX сводятся к решению конечных рекуррентных последовательностей 
только одношаговых задач построения соответственно следующих областей 
достижимости:
)()(,1,),1),(,()1( )()()()( τττ XXtttXttX =−∈+=+ ++++ X ; (2.26)
)1),(,()1( )()()( −=− −−− ttXttX X , )()(,}1,2,,1,{ )( ϑϑττϑϑ XXt =++−∈ − .         (2.27)
 для всех 
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соотноше иями (2.21) и (2.22) соответс нно прямой бласти достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑ ,
отвечающих соответс нно наб рам 
n
X R2×∈ }{))(,( ττ и 
n
X R2×∈ }{))(,( ϑϑ , справедли о 
следующе  вспомогательно  у верждение.
Лемма 2.4. Пусть для фиксирован ых промежутка времени )(,0, ϑτϑτ <⊆ T и 
наборов 
n
X R2×∈ }{))(,( ττ ,
n
X R2×∈ }{))(,( ϑϑ , где множества )(τX и )(ϑX есть 
непустые, в пуклые, замкн тые и огран ченны  многог анники (с конеч ым числом 
вершин) в простран ве nR , области достижимости
n
X R2)),(,()( ∈+ ϑττX и 
n
X R2)),(,((-) ∈τϑX объекта I определены соответс нно в силу (2.21) и (2.22). Тогда, 
учитывая пр дположения, сделанные относительно элементов динам ческой системы 
(2.11) − (2.13), справедливы следующие свойства этих обла тей:
1) )()),(,( )()( ttX ++ = XX ττ для всех ϑτ 1,+∈t есть непустой, вы уклый,
замкнутый и ограничен ый многогранник (с онечным числом вершин) в простр ве 
nR ;
2) для всех 1, −∈ ϑτt и )()()( ττ X=+X справедливо рекуррентное со тноше ие:
=++ )1),(,()( tX ττX )1),(,( )()( +++ ttXtX ; (2.24)
3) )()),(,( (-)(-) ttX XX =ϑ для всех 1, −∈ ϑτt есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с онечным числом вершин) в простран ве 
nR ;
4) для всех ϑτ 1,+∈t и )()()( ϑϑ XX =− справедливо рекуррентное со тноше ие:
)1),(,()1),(,( )()()( −=− −−− ttXttX XX ϑ . (2.25)
Тогда из соотноше ий (2.24) и (2.25) этого утвержд ния следует, ч о 
многоша вые задачи построения прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его братной области достижимости 
n
X R2)),(,((-) ∈τϑX сводятся к решению конечных рекуррентных послед вательностей 
только одношаг вых задач построения соответс нно следующих областей 
достижимости:
)((,1,),1),(,()1( )()()()( ττϑτ XXtttXttX =−∈+=+ ++++ X ; (2.26)
)1),(,()1( )()()( −=− −−− ttXttX X , )()(,}1,2,,1,{ )( ϑϑτϑϑ XXt =+−∈ − .          (2.27)
 есть н пустой выпу-
клый з мкнутый и ограниченный многогранник (с конечным числом вер-
шин) в пространстве Rn;
§2. Формирование многоуровневых детерминированных динамических моделей
83
2) для всех 
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соотношениями (2.21) и (2.22) соответственно прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑϑX ,
отвечающих соответственно наборам 
n
X R2×∈ }{))(,( τττ и 
n
X R2×∈ }{))(,( ϑϑϑ , справедливо 
следующее вспомогательное утверждение.
Лемма 2.4. Пусть для фиксированных промежутка времени )(,0, ϑτϑτ <⊆ T и 
наборов 
n
X R2×∈ }{))(,( τττ ,
n
X R2×∈ }{))(,( ϑϑϑ , где множества )(τX и )(ϑX есть 
непустые, выпуклые, замкнутые и ограниченные многогранники (с конечным числом 
вершин) в пространстве nR , области достижимости
n
X R2)),(,()( ∈+ ϑττX и 
n
X R2)),(,((-) ∈τϑϑX объекта I определены соответственно в силу (2.21) и (2.22). Тогда, 
учитывая предположения, сделанные относительно элементов динамической системы 
(2.11) − (2.13), справедливы следующие свойства этих областей:
1) )()),(,( )()( ttX ++ = XX ττ для всех ϑτ 1,+∈t есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
2) 1, −∈ ϑτt и )()()( ττ X=+X справедливо рекуррентное соотношение:
=++ )1),(,()( tX ττX )1),(,( )()( +++ ttXtX ; (2.24)
3) )()),(,( (-)(-) ttX XX =ϑϑ для всех 1, −∈ ϑτt есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
4) для всех ϑτ 1,+∈t и )()()( ϑϑ XX =− справедливо рекуррентное соотношение:
)1),(,()1),(,( )()()( −=− −−− ttXttX XX ϑϑ . (2.25)
Тогда из соотношений (2.24) и (2.25) этого утверждения следует, что 
многошаговые задачи построения прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑϑX сводятся к решению конечных рекуррентных последовательностей 
только одношаговых задач построения соответственно следующих областей 
достижимости:
)()(,1,),1),(,()1( )()()()( ττϑτ XXtttXttX =−∈+=+ ++++ X ; (2.26)
)1),(,()1( )()()( −=− −−− ttXttX X , )()(,}1,2,,1,{ )( ϑϑττϑϑ XXt =++−∈ − .          (2.27)
 с   -
отношение:
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соотношениями (2.21) и (2.22) соответственно прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑϑX ,
отвечающих соответственно наборам 
n
X R2×∈ }{))(,( τττ и 
n
X R2×∈ }{))(,( ϑϑϑ , справедливо 
следующее вспомогательное утверждение.
Лемма 2.4. Пусть для фиксированных промежутка времени )(,0, ϑτϑτ <⊆ T и 
наборов 
n
X R2×∈ }{))(,( τττ ,
n
X R2×∈ }{))(,( ϑϑϑ , где множества )(τX и )(ϑX есть 
непустые, выпуклые, замкнутые и ограниченные многогранники (с конечным числом 
вершин) в пространстве nR , области достижимости
n
X R2)),(,()( ∈+ ϑττX и 
n
X R2)),(,((-) ∈τϑϑX объекта I определены соответственно в силу (2.21) и (2.22). Тогда, 
учитывая предположения, сделанные относительно элементов динамической системы 
(2.11) − (2.13), справедливы следующие свойства этих областей:
1) )()),(,( )()( ttX ++ = XX ττ для всех ϑτ 1,+∈t есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
2) для всех 1, −∈ ϑτt и )()()( ττ X=+X справедливо рекуррентное соотношение:
=++ )1),(,()( tX ττX )1),(,( )()( +++ ttXtX ; (2.24)
3) )()),(,( (-)(-) ttX XX =ϑϑ для всех 1, −∈ ϑτt есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
4) для всех ϑτ 1,+∈t и )()()( ϑϑ XX =− справедливо рекуррентное соотношение:
)1),(,()1),(,( )()()( −=− −−− ttXttX XX ϑϑ . (2.25)
Тогда из соотношений (2.24) и (2.25) этого утверждения следует, что 
многошаговые задачи построения прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑϑX сводятся к решению конечных рекуррентных последовательностей 
только одношаговых задач построения соответственно следующих областей 
достижимости:
)()(,1,),1),(,()1( )()()()( ττϑτ XXtttXttX =−∈+=+ ++++ X ; (2.26)
)1),(,()1( )()()( −=− −−− ttXttX X , )()(,}1,2,,1,{ )( ϑϑττϑϑ XXt =++−∈ − .          (2.27)
                (2.24)
 
3) 
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соотношениями (2.21) и (2.22) соответственно прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑϑX ,
отвечающих с ответстве но наборам 
n
X R2×∈ }{))(,( τττ и 
n
X R2×∈ }{))(,( ϑϑϑ , справедливо 
следующ е вспомогательное утверждение.
Лемма 2.4. Пусть для фиксированных промежутка времени )(,0, ϑτϑτ <⊆ T и 
аборов 
n
X R2×∈ }{))(,( τττ ,
n
X R2×∈ }{))(,( ϑϑϑ , где множества )(τX и )(ϑX есть
непустые, выпуклые, замкнутые и ограниченные многогранники (с конечным числом 
вершин) в пространстве nR , области достижимости
n
X R2)),(,()( ∈+ ϑττX и 
n
X R2)),(,((-) ∈τϑϑX объекта I определены соо ветственно в силу (2.21) и (2.22). Тогда,
учитывая пред оложен я, сделанные относительно элементов динамической системы 
(2.11) − (2.13), справедливы следующие с ойства этих област й:
1) )()),(,( )()( ttX ++ = XX ττ для всех ϑτ 1,+∈t есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
2) для всех 1, −∈ ϑτt и )()()( ττ X=+ справедливо рекуррентное соотношение:
=++ )1),(,()( tX ττX )1),(,( )()( +++ ttXtX ; (2.24)
3) )()),(,( (-)(-) ttX XX =ϑϑ для всех 1, −∈ ϑτt есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
4) для всех ϑτ 1,+∈t и )()()( ϑϑ XX =− справедливо рекуррентное соотношение:
)1),(,()1),(,( )()()( −=− −−− ttXttX XX ϑϑ . (2.25)
Тогда из соотношений (2.24) и (2.25) этого утверждения следует, что 
многошаговые задачи построения прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑϑX сводятся к решению конечных рекурре тных последовательно
только одношаговых задач построения соответственно следующих областей 
достижимости:
)()(,1,),1),(,()1( )()()()( ττϑτ XXtttXttX =−∈+=+ ++++ X ; (2.26)
)1),(,()1( )()()( −=− −−− ttXttX X , )()(,}1,2,,1,{ )( ϑϑττϑϑ XXt =++−∈ − .          (2.27)
 для всех 1, −∈ ϑτt  есть непустой выпу-
клый замкнутый и ограниченный многогранник (с конечным числом вер-
шин) в пространстве nR ;
4) для всех 
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соотношениями (2.21) и (2.22) соответственно прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑϑX ,
отвечающих соответственно наборам 
n
X R2×∈ }{))(,( τττ и 
n
X R2×∈ }{))(,( ϑϑϑ , справедливо 
следующее вспомогательное утверждение.
Лемма 2.4. Пусть для фиксированных промежутка времени )(,0, ϑτϑτ <⊆ T и 
наборов 
n
X R2×∈ }{))(,( τττ ,
n
X R2×∈ }{))(,( ϑϑϑ , где множества )(τX и )(ϑX есть 
непустые, выпуклые, замкнутые и ограниченные многогранники (с конечным числом 
вершин) в пространстве nR , области достижимости
n
X R2)),(,()( ∈+ ϑττX и 
n
X R2)),(,((-) ∈τϑϑX объекта I определены соответственно в силу (2.21) и (2.22). Тогда, 
учитывая предположения, сделанные относительно элементов динамической системы 
(2.11) − (2.13), справедливы следующие свойства этих областей:
1) )()),(,( )()( ttX ++ = XX ττ для всех ϑτ 1,+∈t есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
2) для всех 1, −∈ ϑτt и )()()( ττ X=+X справедливо рекуррентное соотношение:
=++ )1),(,()( tX ττX )1),(,( )()( +++ ttXtX ; (2.24)
3) )()),(,( (-)(-) ttX XX =ϑϑ для всех 1, −∈ ϑτt есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
4) ϑτ 1,+∈t и )()()( ϑϑ XX =− справедливо рекуррентное соотношение:
)1),(,()1),(,( )()()( −=− −−− ttXttX XX ϑϑ . (2.25)
Тогда из соотношений (2.24) и (2.25) этого утверждения следует, что 
многошаговые задачи построения прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑϑX сводятся к решению конечных рекуррентных последовательностей 
только одношаговых задач построения соответственно следующих областей 
достижимости:
)()(,1,),1),(,()1( )()()()( ττϑτ XXtttXttX =−∈+=+ ++++ X ; (2.26)
)1),(,()1( )()()( −=− −−− ttXttX X , )()(,}1,2,,1,{ )( ϑϑττϑϑ XXt =++−∈ − .          (2.27)
  )()()( ϑϑ XX =−  справедливо рекурре тное 
соотношени :
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соотношениями (2.21) и (2.22) соответственно прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑϑX ,
отвечающих соответственно наборам 
n
X R2×∈ }{))(,( τττ и 
n
X R2×∈ }{))(,( ϑϑϑ , справедливо 
следующее вспомогательное утверждение.
Лемма 2.4. Пусть для фиксированных промежутка времени )(,0, ϑτϑτ <⊆ T и 
наборов 
n
X R2×∈ }{))(,( τττ ,
n
X R2×∈ }{))(,( ϑϑϑ , где множества )(τX и )(ϑX есть 
непустые, выпуклые, замкнутые и ограниченные многогранники (с конечным числом 
вершин) в пространстве nR , области достижимости
n
X R2)),(,()( ∈+ ϑττX и 
n
X R2)),(,((-) ∈τϑϑX объекта I определены соответственно в силу (2.21) и (2.22). Тогда, 
учитывая предположения, сделанные относительно элементов динамической системы 
(2.11) − (2.13), справедливы следующие свойства этих областей:
1) )()),(,( )()( ttX ++ = XX ττ для всех ϑτ 1,+∈t есть непустой, выпуклый,
замкнутый и граниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
2) для всех 1, −∈ ϑτt и )()()( ττ X=+X справедливо рекуррентное соотношение:
=++ )1),(,()( tX ττX )1),(,( )()( +++ ttXtX ; (2.24)
3) )()),(,( (-)(-) ttX XX =ϑϑ для всех 1, −∈ ϑτt есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
4) для всех ϑτ 1,+∈t и )()()( ϑϑ XX =− справедливо рекуррентное соотношение:
)1),(,()1),(,( )()()( −=− −−− ttXttX XX ϑϑ . (2.25)
Т гда из соотношений (2.24) и (2.25) этог  утверждения сле ует, чт  
многошаговые задачи построения прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑϑX сводятся к решению конечных рекуррентных последовательностей 
только одн шаговых задач построения соответственно следующих областей 
достижимости:
)()(,1,),1),(,()1( )()()()( ττϑτ XXtttXttX =−∈+=+ ++++ X ; (2.26)
)1),(,()1( )()()( −=− −−− ttXttX X , )()(,}1,2,,1,{ )( ϑϑττϑϑ XXt =++−∈ − .          (2.27)
                   (2.25)
Тогда из соотношений (2.24) и (2. 5) этого у верждения сл дует, 
что многошаговые задачи построения прямой области достижимости 
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соотношениями (2.21) и (2.22) соответственно прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑϑX ,
отвечающих соответственно наборам 
n
X R2×∈ }{))(,( τττ и 
n
X R2×∈ }{))(,( ϑϑϑ , справедливо 
следующее вспомогательное утверждение.
Лемма 2.4. Пусть для фиксированных промежутка времени )(,0, ϑτϑτ <⊆ T и 
наборов 
n
X R2×∈ }{))(,( τττ ,
n
X R2×∈ }{))(,( ϑϑϑ , где множества )(τX и )(ϑX есть 
непустые, выпуклые, замкнутые и ограниченные многогранники (с конечным числом 
вершин) в пространстве nR , области достижимости
n
X R2)),(,()( ∈+ ϑττX и 
n
X R2)),(,((-) ∈τϑϑX объекта I определены соответственно в силу (2.21) и (2.22). Тогда, 
учитывая предположения, сделанные относительно элементов динамической системы 
(2.11) − (2.13), справедливы следующие свойства этих областей:
1) )()),(,( )()( ttX ++ = XX ττ для всех ϑτ 1,+∈t есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
2) для всех 1, −∈ ϑτt и )()()( ττ X=+X справедливо рекуррентное соотношение:
=++ )1),(,()( tX ττX )1),(,( )()( +++ ttXtX ; (2.24)
3) )()),(,( (-)(-) ttX XX =ϑϑ для всех 1, −∈ ϑτt есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
4) для всех ϑτ 1,+∈t и )()()( ϑϑ XX =− справедливо рекуррентное соотношение:
)1),(,()1),(,( )()()( −=− −−− ttXttX XX ϑϑ . (2.25)
Тогда из соотношений (2.24) и (2.25) этого утверждения следует, что 
многошаговые задачи построения прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑϑX сводятся к решению конечных рекуррентных последовательностей 
только одношаговых задач построения соответственно следующих областей 
достижимости:
)()(,1,),1),(,()1( )()()()( ττϑτ XXtttXttX =−∈+=+ ++++ X ; (2.26)
)1),(,()1( )()()( −=− −−− ttXttX X , )()(,}1,2,,1,{ )( ϑϑττϑϑ XXt =++−∈ − .          (2.27)
 объекта I и его обратн й области достижимости 
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соотношениями (2.21) и (2.22) соответственно прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и ег  обратной области д стижимости 
n
X R2)),(,((-) ∈τϑϑX ,
отвечающих соответственно наб рам 
n
X R2×∈ }{))(,( τττ и 
n
X R2×∈ }{))(,( ϑϑϑ , справедливо 
следующее вспомогательное утверждение.
Лемма 2.4. Пусть ля фиксированных промежутка времени )(,0, ϑτϑτ <⊆ T и 
наборов 
n
X R2×∈ }{))(,( τττ ,
n
X R2×∈ }{))(,( ϑϑϑ , где множ ства )(τX и (X есть 
непустые, выпуклые, замкнутые и ограниченные многогранники (с конечным числом 
вершин) в пространстве nR , области д ст ж мости
n
X R2)),(,()( ∈+ ϑττX и 
n
X R2)),(,((-) ∈τϑϑX объекта I определены соответственно в силу (2.21) и (2.22). Тогда, 
учитывая предположения, сделанные относительно э ементов динамической системы 
(2.11) − (2.13), справедливы следующие свойства этих областей:
1) )()),(,( )()( ttX ++ = XX ττ для все  ϑτ 1,+∈t есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
2) для всех 1, −∈ ϑτt и )()()( ττ X=+X справедливо рекуррентное соотношение:
=++ )1),(,()( tX ττX )1),(,( )()( +++ ttXtX ; (2.24)
3) ()),(,( (-)(-) tt XX =ϑϑ для всех 1, −∈ ϑτ есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в пространстве 
nR ;
4) для всех ϑτ 1,+∈t и )()()( ϑϑ XX =− справедливо рекуррентное соотношение:
)1),(,()1),(,( )()()( −=− −−− ttXttX XX ϑϑ . (2.25)
Тогда из соотношений (2.24) и (2.25) этого утверждения следует, что 
многошаговые задачи построения прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I  его братной области достижимости 
n
X R2)),(,((-) ∈τϑϑX сводятся к решению конечных рекуррентных последовательностей 
только одн шаговых задач п строения соответственно следующих областей 
достижимости:
)()(,1,),1),(,()1( )()()()( ττϑτ XXtttXttX =−∈+=+ ++++ X ; (2.26)
)1),(,()1( )()()( −=− −−− ttXttX X , )()(,}1,2,,1,{ )( ϑϑττϑ XXt =++−∈ −           (2.27)
 св  к решению конечных рекуррентных после-
довательностей только одношаговых задач построения соответственно 
следующих областей достижим :
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соотношениями (2.21) и (2.22) соответственно прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I  его обратн й области д стижи сти 
n
X R2)),(,((-) ∈τϑϑX ,
отвечающих соответственно наборам 
n
X R2×∈ }{))(,( τττ и 
n
X R2×∈ }{))(,( ϑϑϑ , справедливо 
следующее спомогательное утверждение.
Лемма 2.4. Пусть для фиксированных промежутка времени )(,0, ϑτϑτ <⊆ T и 
наборов 
n
X R2×∈ }{))(,( τττ ,
n
X R2×∈ }{))(,( ϑϑϑ , где ножества )(τX и )(ϑX есть 
непустые, выпуклые, замкнутые и ограниченные многогранники (с конечным ч слом 
вершин) в пространстве nR , област  достижим сти
n
X R2)),(,()( ∈+ ϑττX и 
n
X R2)),(,((-) ∈τϑϑX объекта I определены с ответственно в с лу (2.21) и (2.22). Тогда, 
учитывая предположения, сделанные относительно элементов динамической с стемы 
(2.11) − (2.13), справедливы следующие свойства этих областей:
1) )()),(,( )()( ttX ++ = XX ττ для всех ϑτ 1,+∈t есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в про ранст е 
nR ;
2) для всех 1, −∈ ϑτt и )()()( ττ X=+X справедливо рекуррентное соотношение:
=++ )1),(,()( tX ττX )1),(,( )()( +++ ttXtX ; (2.24)
3) )()),(,( (-)(-) ttX XX =ϑϑ для всех 1, −∈ ϑτt есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным числом вершин) в про ранст е 
nR ;
4) для всех ϑτ 1,+∈t и )()()( ϑϑ XX =− справедливо рекуррентное соотношение:
)1),(,()1),(,( )()()( −=− −−− ttttX XX ϑϑ . (2.25)
Тогда из соотношений (2.24) и (2.25) этого утверждения следует, что 
многошаговые задачи построения прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратной области достижим ст  
n
X R2)),(,((-) ∈τϑϑX св дятся к решению конечных рекуррентных последовательностей 
только одношаговых задач построения соответственно сл дующих областей 
достижимости:
)()(,1,),1),(,()1( )()()()( ττϑτ XXtttXttX =−∈+=+ ++++ X ; (2.26)
)1),(,)1( )()()( −=− −−− ttXttX , )()(,}1,2,,1,{ )( ϑϑτϑϑ XXt =++−∈ − .          (2.27)
      (2.26)
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соотношениями (2.21) и (2.22) соответственно прямой области достижимости 
n
X R2)),(,()( ∈+ ϑττX объ кта I и его обратной области достижимости 
n
X R2)),(,((-) ∈τϑ ,
отвечающих соответственно аборам 
n
X R2×∈ }{))(,( τττ и 
n
X R2×∈ }{))(,( ϑϑϑ , справедливо 
следующее вспомогательное утверждение.
Лемма 2.4. Пусть для фиксированных промежутка времени )(,0, ϑτϑτ <⊆ T и 
наборов 
n
X R2×∈ }{))(,( τττ ,
n
X R2×∈ }{))(,( ϑϑϑ , где множества )(τX и )(ϑX есть 
непустые, выпуклые, замкнутые и огра иченные многогранн ки (с конечным числом 
вершин) в пр странстве nR , области достижимости
n
X R)),(,()( ∈+ ϑττX и 
n
X R2)),(,((-) ∈τϑϑX объекта I опре е ы соответственно в силу (2.21) и (2.22). Тогда, 
учитывая предположения, сделанн е отно ительно элемент в динамич ской системы 
(2.11) − (2.13), справедливы следующие свойства этих областей:
1) )()),(,( )()( ttX ++ = XX ττ для всех ϑτ 1,+∈t есть непустой, выпуклый,
замкнутый и о ченный мног ранник (с конеч ым число  вершин) в пространстве 
nR ;
2) для всех 1, −∈ ϑτt и )()()( ττ X=+X справедливо рекуррентное соотношение:
=++ )1),(,()( tX ττX )1),(,( )()( +++ ttXtX ; (2.24)
)()),(,( (-)(-) ttX XX =ϑϑ для всех 1, −∈ ϑτt есть непустой, выпуклый,
замкнутый и ограниченный многогранник (с конечным число  вершин) в пространстве 
nR ;
4) для всех ϑτ 1,+∈t и )()()( ϑϑ XX =− справедливо рекуррентное соотношение:
)1),(,()1)(,( )(()( −=− −−− ttXttX XX ϑϑ . (2.25)
Тогда из соотн шений (2.24) и (2.25) этого утверждения следует, что 
многошаговые задачи построения прямой области д стижимости 
n
X R2)),(,()( ∈+ ϑττX объекта I и его обратн й области достижимости 
n
X R),(,((-) τϑϑX сводятся к решению конечных рекуррентных последовательностей 
только одношаг вых задач построения соответственно следующих областей 
достижимости:
)()(,1,),1),(,(( )()()()( ττϑτ XXtttXttX =−∈+ ++++ ; (2.26)
)1),(,()1( )()()( −=− −− ttttX X , )()(,}1,2,,1,{ )( ϑϑττϑ XXt =++−∈ − .          (2.27) (2.27)
 Для фиксированных τ-позиции  
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Для фиксирован ых τ -поз )(ˆ)}(,{)( ττττ W∈= xw ( 00 ˆ(0) W∈= ww ) и реализации 
допустимого программного управления ),()}({)( 1,
)()( ϑτϑτ U∈=⋅ −∈∗∗ t
ee tuu игрока Р
сконструируем в силу (2.11) − (2.13) его ϑ -позицию )(ˆ)}(~,{)(~ )()( ϑϑϑϑ W∈= ee xw используя 
следующую рекуррентную формулу:
ϑτ ,1),1()1()1(~)1()(~ )()()( +∈−−+−−= ∗ ttutBtxtAtx
eee
))()(~:0,(0)~:0( )(0
)( ττττ xxtxxt ee =>==== .                            (2.28)
Пусть определенный ранее для задачи 2.2 соотношением (2.16) терминальный 
функционал T,τФ , значения которого вычисляются на основании линейного 
терминального функционала 1: RR →nγ , оценивает результат ее решения на промежутке 
времени T,τ . Тогда для любых фиксированных промежутка времени )(,0 T<ττ ,
начальной позиции 00 ˆ(0) W∈= ww , допустимых реализаций программного управления 
)0,()()( τU∈⋅∗
eu и τ -позиции ))(,,(0,)}(~,{)(~ )(0
)( ⋅∈= ∗
ee uwxw ττττ W игрока Р, где 
))(,,0,;()(~ )(0
)( ⋅= ∗
ee uxxx τττ ( )(0
)( )0(~ τ∗∈= Xxex ), сформированное согласно (2.21)
множество 
ne Tx R2∈+ ))},(~{,( )()( ττX есть прямая область достижимости фазовых состояний 
объекта I на момент времени Т, отвечающая набору )})(~{,( )( ττ ex .
Тогда на основании сделанных построений решение многошаговой задачи 2.2 
можно свести к реализации конечной рекуррентной последовательности только
одношаговых операций в виде решения следующих пяти подзадач:
1) для фиксированных промежутка времени TT 0,, ⊆τ ( T<τ ), начальной позиции 
00
ˆ},0{(0) W∈= xw игрока Р и реализации на промежутке T,τ допустимого программного 
управления ),0()()( τU∈⋅∗
eu осуществляется решение задачи формирования τ -позиции
∈= )}(~,{)(~ )( τττ exw ))(,,(0, )(0 ⋅∈ ∗
euw τW игрока Р, где ),,0,;()(~ )()(0
)( ⋅∗=
ee uxxx τττ
( ∗∈= 00
)( )0(~ Xxex ) (решается в соответствии с рекуррентным соотношение (2.28) при
T,, τϑτ = и представляет собой реализацию конечной рекуррентной последовательности 
только одношаговых операций);
2) решение задачи построения прямой области достижимости 
ne Tx R2∈+ ))},(~{,( )()( ττX (решается с помощью прямой рекуррентной конструкции);
3) решение задачи оптимизации линейного терминального функционала 
1: RR →nγ , который определен формулой (2.16), на множестве 
ne Tx R2∈+ ))},(~{,( )()( ττX , а 
 
и реализации допустимого программного управления 
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Для фиксированных τ -позиции )(ˆ)}(,{)( ττττ W∈= xw ( 00 ˆ(0) W∈= ww ) и реализации 
допустимого программного управления ),()}({)( 1,
)()( ϑτϑτ U∈=⋅ −∈∗∗ t
ee tuu игрока Р
сконструируем в силу (2.11) − (2.13) его ϑ -позицию )(ˆ)}(~,{)(~ )()( ϑϑϑϑ W∈= ee xw используя 
следующую рекуррентную формулу:
ϑτ ,1),1()1()1(~)1()(~ )()()( +∈−−+−−= ∗ ttutBtxtAtx
eee
))()(~:0,(0)~:0( )(0
)( ττττ xxtxxt ee =>==== .                            (2.28)
Пусть определенный ранее для задачи 2.2 соотношением (2.16) терминальный 
функционал T,τФ , значения которого вычисляются на основании линейного 
терминального функционала 1: RR →nγ , оценивает результат ее решения на промежутке 
времени T,τ . Тогда для любых фиксированных промежутка времени )(,0 T<ττ ,
начальной позиции 00 ˆ(0) W∈= ww , допустимых реализаций программного управления 
)0,()()( τU∈⋅∗
eu и τ -позиции ))(,,(0,)}(~,{)(~ )(0
)( ⋅∈= ∗
ee uwxw ττττ W игрока Р, где 
))(,,0,;()(~ )(0
)( ⋅= ∗
ee uxxx τττ ( )(0
)( )0(~ τ∗∈= Xxex ), сформированное согласно (2.21)
множество 
ne Tx R2∈+ ))},(~{,( )()( ττX есть прямая область достижимости фазовых состояний 
объекта I на момент времени Т, отвечающая набору )})(~{,( )( ττ ex .
Тогда на основании сделанных построений решение многошаговой задачи 2.2 
можно свести к реализации конечной рекуррентной последовательности только
одношаговых операций в виде решения следующих пяти подзадач:
1) для фиксированных промежутка времени TT 0,, ⊆τ ( T<τ ), начальной позиции 
00
ˆ},0{(0) W∈= xw игрока Р и реализации на промежутке T,τ допустимого программного 
управления ),0()()( τU∈⋅∗
eu осуществляется решение задачи формирования τ -позиции
∈= )}(~,{)(~ )( τττ exw ))(,,(0, )(0 ⋅∈ ∗
euw τW игрока Р, где ),,0,;()(~ )()(0
)( ⋅∗=
ee uxxx τττ
( ∗∈= 00
)( )0(~ Xxex ) (решается в соответствии с рекуррентным соотношение (2.28) при
T,, τϑτ = и представляет собой реализацию конечной рекуррентной последовательности 
только одношаговых операций);
2) решение задачи построения прямой области достижимости 
ne Tx R2∈+ ))},(~{,( )()( ττX (решается с помощью прямой рекуррентной конструкции);
3) решение задачи оптимизации линейного терминального функционала 
1: RR →nγ , который определен формулой (2.16), на множестве 
ne Tx R2∈+ ))},(~{,( )()( ττX , а 
 игрока Р сконструируем в силу (2.11) − 
(2.13) его ϑ -позицию 
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Для фиксированных τ -позиции )(ˆ)}(,{)( ττττ W∈= xw ( 00 ˆ0) W= ww ) и реализации 
допустимого программного управления ),()}({)( 1,
)()( ϑτϑτ U∈=⋅ −∈∗∗ t
ee tuu игрока Р
сконструируем в силу (2.11) − (2.13) - )(ˆ)}(~,{)(~ )()( ϑϑϑϑ W∈= ee xw используя 
следующую рекуррентную формулу:
ϑτ ,1),1()1()1(~)1()(~ )()()( +∈−−+−−= ∗ ttutBtxtAtx
eee
))()(~:0,(0)~:0( )(0
)( ττττ xxtxxt ee =>==== .                            (2.28)
Пусть определенный ранее для задачи 2.2 соотношением (2.16) терминальный 
функционал T,τФ , значения которого вычисляются на основании линейного 
терминального функционала 1: RR →nγ , оценивает результат ее решения на промежутке 
времени T,τ . Тогда для любых фиксированных промежутка времени )(,0 T<ττ ,
начальной позиции 00 ˆ(0) W∈= ww , допустимых реализаций программного управления 
)0,()()( τU∈⋅∗
eu и τ -позиции ))(,,(0,)}(~,{)(~ )(0
)( ⋅∈= ∗
ee uwxw ττττ W игрока Р, где 
))(,,0,;()(~ )(0
)( ⋅= ∗
ee uxxx τττ ( (0
)( )0(~ τ∗∈= Xxex ), сформированное согласно (2.21)
множество 
ne Tx R2∈+ ))},(~{,( )()( ττX есть прямая область достижимости фазовых состояний 
объекта I на момент времени Т, отвечающая набору )})(~{,( )( ττ ex .
Тогда на основании сделанных построений решение многошаговой задачи 2.2 
можно свести к реализации конечной рекуррентной последовательности только
одношаговых операций в виде решения следующих пяти подзадач:
1) для фиксированных промежутка времени TT 0,, ⊆τ ( T<τ ), начальной позиции 
00
ˆ},0{(0) W∈= xw игрока Р и реализации на промежутке T,τ допустимого программного 
управления ),0()()( τU∈⋅∗
eu осуществляется решение задачи формирования τ -позиции
∈= )}(~,{)(~ )( τττ exw ))(,,(0, )(0 ⋅∈ ∗
euw τW игрока Р, где ),,0,;()(~ )()(0
)( ⋅∗=
ee uxxx τττ
( ∗∈= 00
)( )0(~ Xxex ) (решается в соответствии с рекуррентным соотношение (2.28) при
T,, τϑτ = и представляет собой реализацию конечной рекуррентной последовательности 
только одношаговых операций);
2) решение задачи построения прямой области достижимости 
ne Tx R2∈+ ))},(~{,( )()( ττX (решается с помощью прямой рекуррентной конструкции);
3) решение задачи оптимизации линейного терминального функционала 
1: RR →nγ , который определен формулой (2.16), на множестве 
ne Tx R2∈+ ))},(~{,( )()( ττX , а 
 ользуя следующую 
рекуррентную формулу:
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Для фиксированных τ -позиции )(ˆ)}(,{)( ττττ W∈= xw ( 00 ˆ(0) W∈= ww ) и реализации 
допустимого программного управления ),()}({)( 1,
)()( ϑτϑτ U∈=⋅ −∈∗∗ t
ee tuu игрока Р
сконструируем в силу (2.11) − (2.13) его ϑ -позицию )(ˆ)}(~,{)(~ )()( ϑϑϑϑ W∈= ee xw используя 
следующую рекуррентную формулу:
ϑτ ,1),1()1()1(~)1()(~ )()()( +∈−−+−−= ∗ ttutBtxtAtx
eee
))()(~:0,(0)~:0( )(0
)( ττττ xxtxxt ee =>==== .                            (2.28)
Пусть определенный ранее для задачи 2.2 соотношением (2.16) терминальный 
функционал T,τФ , значения которого вычисляются на основании линейного 
терминального функционала 1: RR →nγ , оценивает результат ее решения на промежутке 
времени T,τ . Тогда для любых фиксированных промежутка времени )(,0 T<ττ ,
начальной позиции 00 ˆ(0) W∈= ww , допустимых реализаций программного управления 
)0,()()( τU∈⋅∗
eu и τ -позиции ))(,,(0,)}(~,{)(~ )(0
)( ⋅∈= ∗
ee uwxw ττττ W игрока Р, где 
))(,,0,;()(~ )(0
)( ⋅= ∗
ee uxxx τττ ( )(0
)( )0(~ τ∗∈= Xxex ), сформированное согласно (2.21)
множество 
ne Tx R2∈+ ))},(~{,( )()( ττX есть прямая область достижимости фазовых состояний 
объекта I на момент времени Т, отвечающая набору )})(~{,( )( ττ ex .
Тогда на основании сделанных построений решение многошаговой задачи 2.2 
можно свести к реализации конечной рекуррентной последовательности только
одношаговых операций в виде решения следующих пяти подзадач:
1) для фиксированных промежутка времени TT 0,, ⊆τ ( T<τ ), начальной позиции 
00
ˆ},0{(0) W∈= xw игрока Р и реализации на промежутке T,τ допустимого программного 
управления ),0()()( τU∈⋅∗
eu осуществляется решение задачи формирования τ -позиции
∈= )}(~,{)(~ )( τττ exw ))(,,(0, )(0 ⋅∈ ∗
euw τW игрока Р, где ),,0,;()(~ )()(0
)( ⋅∗=
ee uxxx τττ
( ∗∈= 00
)( )0(~ Xxex ) (решается в соответствии с рекуррентным соотношение (2.28) при
T,, τϑτ = и представляет собой реализацию конечной рекуррентной последовательности 
только одношаговых операций);
2) решение задачи построения прямой области достижимости 
ne Tx R2∈+ ))},(~{,( )()( ττX (решается с помощью прямой рекуррентной конструкции);
3) решение задачи оптимизации линейного терминального функционала 
1: RR →nγ , который определен формулой (2.16), на множестве 
ne Tx R2∈+ ))},(~{,( )()( ττX , а 
  )()(~:0,(0)~:0( )(0
)( ττττ xxtxxt ee =>==== ).        (2.28)
Пусть опр деленный ранее для задачи 2.2 е е  (2.16) терми-
нальный функцио ал 
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Будем считать, что игроку Р на промежутке времени T,0 требуется так 
организовать выбор своего управления 1,0)}({)( −∈=⋅ Tttuu (д я всех :1,0 −∈ Tt )()( ttu
∗∈U )
объектом I в адаптивном режиме (по принципу обратной связи) на основании знания в 
каждый момент времени 1,0 −∈ Tt своей t-позиции )(ˆ)}(,{)( ttxttw W∈= ( 00 ˆ)0( W∈= ww ),
чтобы при завершении реализации процесса управления терминальный функцио ал T,τФ ,
определенный соот ошением (2.16), при имал наименьшее возможное значение.
Тогда, используя предыдущие рассуждения и аналогично [11, 12], можно 
формализовать достижение этой цели игрока Р следующим образом.
Допустимой стратегией терминального адаптивного управления aU игрока Р для 
дискретной управляемой динамической системы (2.11) − (2.13) на промежутке времени 
T,0 будем называть отображение, которое каждому моменту времени 1,0 −∈ Tt и 
возможной реализации t -позиции )(ˆ)}(,{)( ttxttw W∈= ))0(( 0ww = назначает множество 
)())(( ttwa
∗⊆UU управлений )()( ttu ∗⊆U игрока Р. Обозначим множеств  всех 
допустимых страт гий терминального адаптивного управления игрока Р для 
рассматриваемого процесса через ∗aU .
Далее пучком движений объекта I на промежутке времени T,0 , соответствующим 
уравнению движения (2.11), начальной позиции 000 ˆ},0{ W∈= xw игрока Р и его 
допустимой стратегии ∗∗ ∈= aaa tw UUU ))(( , )(ˆ)}(,{)( ttxttw W∈=
∗∗ , 1,0 −∈ Tt , будем 
называть множество:
)0,()(),0,()(:)({),,0,;( 0 TuTxxwT na USUX ∈⋅∃∈⋅⋅=⋅
∗∗∗ ,
))(,,0,;()(,,0 0 ⋅=∈∀
∗∗ uxTtxtxTt ,
00 (0)),(ˆ))(,,(0,)}(,{)( wwtutwtxttw t =⊆⋅∈=
∗∗∗∗ WW ,
))}(()(,1,0,)}({)( 10, twtuTtuu att
∗∗
−∈
∗∗ ∈−∈∀=⋅ U
τ
τ . (2.18)
Тогда можно сформулировать следующую многош говую задачу оптимального 
терминального адаптивного управления для дискретной динамической системы (2.11) − 
(2.13), (2.16).
Задача 2.3. Для заданных промежутка времени T,0 (Т > 0) начальной позиции 
000
ˆ},0{ W∈= xw игрока Р в дискретной динамической системе (2.11) − (2.13) и линейного 
терминального функционала T,0Ф , определенного соотношением (2.16) при TT ,0, =τ ,
требуется найти его стратегию оптимального терминального адаптивного управления
 значения которого вычисляются на основании 
Глава 2. Экономико-математический инструментарий оптимизации
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линейного терминального функционала 1: RR →nγ , оценивает результат 
ее решения на промежутке времени T,τ . Тогда для любых фиксирован-
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3) решение задачи оптимизации линейного терминального функционала 
1: RR →nγ , который определен формулой (2.16), на множестве 
ne Tx R2∈+ ))},(~{,( )()( ττX , а 
 игрока Р, где 
20
Для фиксированных τ -позиции )(ˆ)}(,{)( ττττ W∈= xw ( 00 ˆ(0) W∈= ww ) и реализации 
допустим го програ мн го управления ),()}({)( 1,
)()( ϑτϑτ U∈=⋅ −∈∗∗ t
ee tuu игрока Р
сконструируем в силу (2.11) − (2.13) его ϑ -позицию )(ˆ)}(~,{)(~ )()( ϑϑϑϑ W∈= ee xw спользуя 
следующую рекуррентную формулу:
ϑτ ,1),1()1()1(~1()(~ )()()( +∈−−+−−= ∗ ttutBtxtAtx
eee
))()(~:0,(0)~:0( )(0
)( ττττ xxtxxt ee =>==== .    ( .28)
Пусть определенный ранее для задачи .2 соотношением (2.16) терминальный 
функционал T,τФ , значения к тор го вычисляются на основании линейн го 
терминальн го функционала 1: RR →nγ , оценивает резуль ат ее решения на пр межутке 
времени T,τ . Тогда для любых фиксированных промежутка времени )(,0 T<ττ ,
начальной позиции 00 ˆ(0) W∈= ww , допустимых реализаций програ мн го управления 
)0,()()( τU∈⋅∗
eu и τ -позиции ))(,(0,)}(~,{)(~ )(0
)( ⋅∈= ∗
ee uwxw ττττ W игрока Р, где 
))(,,0;()(~ )(0
)( ⋅= ∗
ee uxxx τττ ( )(0
)( )0(~ τ∗∈= Xxex ), сформированное согласно ( .21)
множество 
ne Tx R2∈+ ))},(~{,( )()( ττX есть прямая область достижимости фазовых состояний 
объекта I на момент времени Т, отвечающая набору })(~{,( )( ττ ex .
Т гда на основании сделанных построений решение мн гошаговой задачи .2 
можно свести к реализации конечной рекуррентной последовательности только
одношаговых операций  виде решения следующих пяти подзадач:
1) для фиксированных промежутка времени TT 0,, ⊆τ ( T<τ ), начальной п зиции 
00
ˆ},0{(0) W∈= xw игрока Р и реализации на промежутке T,τ допустим го програ мн го 
управления ),0()()( τU∈⋅∗
eu осуществляется решение задачи формирования τ -позиции
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T,, τϑτ = и представляет собой реализацию конечной рекуррентной последовательности 
тольк  одношаговых операций);
2) решение задачи построения прямой области достижимости 
ne Tx R2∈+ ))},(~{,( )()( ττX (решается с помощью прямой рекуррентной конструкции);
3) ре ение задачи оптимизации линейн го терминальн го функционала 
1: RR →nγ , к торый определен формулой (2.16), на множестве 
ne Tx R2∈+ ))},(~{,( )()( ττX , а 
 
( ∗∈= 00
)( )0(~ Xxex ) (решается в соответствии с рекуррентным соотноше-
ние (2.28) при T,, τϑτ =  и представляет собой ре лизацию конечной ре-
куррентной последовательности только одношаговых операций);
2) решение задачи построения прямой области достижим с и 
ne Tx R2∈+ ))},(~{,( )()( ττX  (решается с помощ ю прямой рекуррентной кон-
струкции);
3) решение задачи оптимизации линейного терминального функци-
нала 1: RR →nγ , который пределен формулой (2.16), на множестве 
ne Tx R2∈+ ))},(~{,( )()( ττX , а именно определения множества финальных 
состояний объекта I ⊆)(~ )( TeγX ))},(~{,( )()( Tx e ττ+X  и терминального значе-
ния качества 
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(сводится к решению задачи линейного математического программирования [11]);
4) решение задачи построения на основании (2.21) − (2.27) следующих множеств: 
)(~ )( teγX = ),)(
~,()( )()()( tXt e ττ++ = XX }2,1,,11,{),1),(~1,( )((-)  −−∈++ TTtttt eXX ,
}{)0(0)(~ 0
)( xXe ==FX . (2.30)
Отметим, что решение данной задачи сводится к реализации конечной 
рекуррентной последовательности решений задач линейного математического 
программирования и одношаговых операций [11, 13, 14];
5) решения на промежутке T,τ двухточечных краевых задач для дискретной
динамической системы (2.11) − (2.13) при краевых условиях )(~)( )( ττ exx = и 
)(~)(~)( )()( TTxTx ee γX∈= с целью нахождения множества:
),()(~:)(~{))(~)},(~{,,(~ )()()()()( TuuTxT eeeee τττ γ UXU ∈⋅⋅= ,
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)()()()()( xxttutBtxtAtxTt eeeee =+∈+=+−∈∀ γτ X (2.31)
программных управлений игрока Р на этом промежутке времени (решается с помощью 
сочетания обратной и прямой рекуррентных конструкций).
Здесь функционал T,τФ определен соотношением (2.16).
Из предыдущих определений, построений (2.21) − (2.31), лемм 2.1 – 2.4 и теоремы 
2.1 следует справедливость следующей теоремы – необходимого и достаточного условия 
для решения многошаговой задачи 2.2.
Теорема 2.2. Для фиксированных промежутка времени TT ,0, ⊆τ ( T<τ ),
начальной позиции 00 Wˆ∈w игрока P в динамической системе (2.11) − (2.13), (2.16) и 
реализации на этом промежутке его допустимого программного управления 
),0()()( τU∈⋅∗
eu , порождающего фазовый вектор ))(,,0,;()(~ )(0
)( ⋅= ∗
ee uxxx τττ )(τ∗∈ X
 из решения следую-
щей одношаговой оптимизационной задачи: 
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(сводится к решению задачи линейного математического программирования [11]);
4) решение задачи построения на основании (2.21) − (2.27) следующих множеств: 
)(~ )( teγX = ),)(
~,()( )()()( tXt e ττ++ = XX }2,1,,11,{),1),(~1,( )((-)  −−∈++ TTtttt eXX ,
}{)0(0)(~ 0
)( xXe ==FX . (2.30)
Отметим, что решение данной задачи сводится к реализации конечной 
рекуррентной последовательности решений задач линейного математического 
программирования и од ошаговых операций [11, 13, 14];
5) решения на промежутке T,τ двухточечных краевых задач для дискретной
динамической системы (2.11) − (2.13) при краевых условиях )(~)( )( ττ exx = и 
)(~)(~)( )()( TTxTx ee γX∈= с целью нахождения множества:
),()(~:)(~{))(~)},(~{,,(~ )()()()()( TuuTxT eeeee τττ γ UXU ∈⋅⋅= ,
}(0)~1),(~)(~)()(~)(1)(~:1, 0
)()()()()( xxttutBtxtAtxTt eeeee =+∈+=+−∈∀ γτ X (2.31)
программных управлений игрока Р на этом промежутке времени (решается с помощью 
сочетания обратной и прямой рекуррентных конструкций).
Здесь функционал T,τФ определен соотношением (2.16).
Из предыдущих определений, построений (2.21) − (2.31), лемм 2.1 – 2.4 и теоремы 
2.1 следует справедливость следующей теоремы – необходимого и достаточного условия 
для решения многошаговой задачи 2.2.
Теорема 2.2. Для фиксированных промежутка времени TT ,0, ⊆τ ( T<τ ),
начальной позиции 00 Wˆ∈w игрока P в динамической системе (2.11) − (2.13), (2.16) и 
реализации на этом промежутке его допустимого программного управления 
),0()()( τU∈⋅∗
eu , порождающего фазовый вектор ))(,,0,;()(~ )(0
)( ⋅= ∗
ee uxxx τττ )(τ∗∈ X
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(2.29)
(сводится к решению задачи линейного математического программирования [11]);
4) решение задачи построения на основании (2.21) − (2.27) следующих множеств: 
)(~ )( teγX = ),)(
~,()( )()()( tXt e ττ++ = XX }2,1,,11,{),1),(~1,( )((-)  −−∈++ TTtttt eXX ,
}{)0(0)(~ 0
)( xXe ==FX . (2.30)
Отметим, что решение данной задачи сводится к реализации конечной 
рекуррентной последовательности решений задач линейного математического 
программирования и одношаговых операций [11, 13, 14];
5) решения на промежутке T,τ двухточечных краевых задач для дискретной
динамической системы (2.11) − (2.13) при краевых условиях )(~)( )( ττ exx = и 
)(~)(~)( )()( TTxTx ee γX∈= с целью нахождения множества:
),()(~:)(~{))(~)},(~{,,(~ )()()()()( TuuTxT eeeee τττ γ UXU ∈⋅⋅= ,
}(0)~1),(~)(~)()(~)(1)(~:1, 0
)()()()()( xxttutBtxtAtxTt eeeee =+∈+=+−∈∀ γτ X (2.31)
программных управлений игрока Р на этом промежутке времени (решается с помощью 
сочетания обратной и прямой рекуррентных конструкций).
Здесь функционал T,τФ определен соотношением (2.16).
Из предыдущих определений, построений (2.21) − (2.31), лемм 2.1 – 2.4 и теоремы 
2.1 следует справедливость следующей теоремы – необходимого и достаточного условия 
для решения многошаговой задачи 2.2.
Теорема 2.2. Для фиксированных промежутка времени TT ,0, ⊆τ ( T<τ ),
начальной позиции 00 Wˆ∈w игрока P в динамической системе (2.11) − (2.13), (2.16) и 
реализации на этом промежутке его допустимого программного управления 
),0()()( τU∈⋅∗
eu , порождающего фазовый вектор ))(,,0,;()(~ )(0
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(сводится к решени  за а  нейного математическог  программирования [11]);
4) решение задачи построения на основании (2.21) − (2.27) следующих множеств: 
)(~ )( teγX = ),)(
~,()( )()()( tXt e ττ++ = XX }2,1,,11,{),1),~1,( )((-)  −−∈++ TTtttt eXX ,
}{)0(0)(~ 0
)( xXe ==FX . (2.30)
Отметим, что решение данной задачи сводится к реализации конечной 
рекуррентной последовательности решений задач линейного математического 
программирования и одношаговых операций [11, 13, 14];
5) решения на промежутке T,τ двухточечных краевых задач для дискретной
динамической системы (2.11) − (2.13) при краевых условиях )(~)( )( ττ exx = и 
)(~)(~)( )()( TTxTx ee γX∈= с целью нахождения множества:
),()(~:)(~{))(~)},(~{,,(~ )()()()()( TuuTxT eeeee τττ γ UXU ∈⋅⋅= ,
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программных управлений игрока Р на этом промежутке времени (решается с помощью 
сочетания обратной и прямой рекуррентных конструкций).
Здесь функционал T,τФ определен соотношением (2.16).
Из предыдущих определений, постр ений (2.21) − .31), лемм 2.1 – 2.4 и теоремы 
2.1 следует справедливость следующей теоремы – необходимого и достаточного условия 
для решения многошаговой задачи 2.2.
Теорема 2.2. Для фиксированных промежутка времени TT ,0, ⊆τ ( T<τ ),
начальной позиции 00 Wˆ∈w игрока P в динамической системе (2.11) − (2.13), (2.16) и 
реализации на этом промежутке его допустимого программного управления 
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(сводится к решению задачи линейного математического программиро-
вания [11]); 
4) решение задачи построения на основании (2.21) − (2.27) следующих 
множеств: 
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(сводится к решению задачи линейного математического программирования [11]);
4) решение задачи построения на основании (2.21) − (2.27) следующих множеств: 
)(~ )( teγX = ),)(
~,()( )()()( tXt e ττ++ = XX }2,1,,11,{),1),(~1,( )((-)  −−∈++ TTtttt eXX ,
}{)0(0)(~ 0
)( xXe ==FX . (2.30)
Отметим, что р шение да ной ачи сводится к реализ ц и конечной 
рекуррентной последовательности решений задач линейного математического 
программирования и одношаговых операций [11, 13, 14];
5) решения на промежутке T,τ двухточечных краевых задач для дискретной
динамической системы (2.11) − (2.13) при краев  овиях )(~)( )( ττ exx = и 
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программных управлений игрока Р на этом промежутке времени (решается с помощью 
сочетания обратной и прямой рекуррентных конструкций).
Здесь функционал T,τФ определен соотношением (2.16).
Из предыдущих определений, построений (2.21) − (2.31), лемм 2.1 – 2.4 и теоремы 
2.1 следует справедливость следующей теоремы – необходимого и достаточного условия 
для решения многошаговой задачи 2.2.
Теорема 2.2. Для фиксированных промежутка времени TT ,0, ⊆τ ( T<τ ),
начальной позиции 00 Wˆ∈w игрока P в динамической системе (2.11) − (2.13), (2.16) и 
реализаци  на этом промежутке его допустимого программного управления 
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eeee
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оптимизационной задачи:
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(сводится к решению задачи линейного математического программирования [11]);
4) решение задачи построения на основании (2.21) − ( .27) следующих множеств: 
)(~ )( teγX = ),)(
~,()( )()()( tt e ττ++X }2,1,,11,{),1),(~1,( )((-)  −−∈++ TTtttt eXX ,
}{)0(0)~ 0
)( xXe ==FX . (2.30)
Отмети ,  е данной задачи св  к реализации конеч ой 
рекур нтной последовательности решений зад нейного математического 
программирования и одношаговых операций [11, 13, 14];
5) решения на промежутке T,τ двухточечных краевых задач для дискретной
динамической системы (2.11) − (2.13) при краевых условиях )(~)( )( ττ exx = и 
)(~)(~)( )()( TTxTx ee γX∈= с целью нахождения множества:
),()(~:)(~{))(~)},(~{,,(~ )()()()()( TuuTxT eeeee τττ γ UXU ∈⋅⋅= ,
}(0)~1),(~)(~)()(~)(1)(~:1, 0
)()()()()( xxttutBtxtAtxTt eeeee =+∈+=+−∈∀ γτ X (2.31)
программных управлений игр ка Р на э ом промежутке времени (решается с помощью 
сочетания обратной и прямой рекуррентных ко струкций)
Здесь функционал T,τФ определен соотношением (2.16).
Из предыдущих определений, построений (2.21) − (2.31), лемм 2.1 – 2.4 и теоремы 
2.1 следует справедливость следующей теоремы – необходимого и достаточного условия 
для решения многошаговой задачи 2.2.
Теорема 2.2. Для фиксированных промежутка времени TT ,0, ⊆τ ( T<τ ),
начальной позиции 00 Wˆ∈w игрока P в динамической системе (2.11) − (2.13), (2.16) и 
ре изации на этом промежутке его допустимого программного управления 
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тметим,  реше задачи сводится к реализац и конечной 
рекуррентной последовательности решений задач линейного математиче-
ского программирования и одношаговых операций [11, 13, 14];
5) решения на пр межутк  T,τ  двухточечных краевых задач для дис-
кретной динамической системы (2.11) − (2.13) при кр евых условиях
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(сводится к решению задачи линейного математического программирования [11]);
4) решение задачи построения на ос ован и (2.21) − (2.27) следующ х ножеств: 
)(~ )( teγX = ),)(
~,()( )()()( tXt e ττ++ = XX }2,1,,11,{),1),(~1,( )((-)  −−∈++ TTtttt eXX ,
}{)0(0)(~ 0
)( xXe ==FX . (2.30)
Отметим, что решение данной задачи сводится к реализации конечной 
рекуррентной последовательности решений задач линейного математического 
программирования и одношаговых операций [11, 13, 14];
5) реше на промежутке T,τ двухточечных краевых задач для дискретной
динамической системы (2.11) − (2.13) при краевых условиях )(~)( )( ττ exx = и 
)()(~)( )()( TTxTx ee γX∈=  целью нахождения множества:
),()(~:)(~{))(~)},(~{,,(~ )()()()()( TuuTxT eeeee τττ γ UXU ∈⋅⋅= ,
}(0)~1),(~)(~)()~)(1)(~:1, 0
)()()()()( xxttutBtxtAtxTt eeeee =+∈+=+−∈∀ γτ X (2.31)
программных управлений игрока Р на этом промежутке времени (решается с помощью 
сочетания обратной и прямой рекуррентных конструкций).
Здесь функционал T,τФ определен соотношением (2.16).
Из предыдущих определений, постр е ий (2.21) − (2.31), лемм 2.1 – 2.4 и теоремы 
2.1 следует справедливость следующей теоремы – необходимого и достаточного условия 
для решения многошаговой задачи 2.2.
Теорема 2.2. Для фиксированных промежутка времени TT ,0, ⊆τ ( T<τ ),
начальной позиции 00 Wˆ∈w игрока P в динамической системе (2.11) − (2.13), (2.16) и 
реализации на этом промежутке его допустимого програ ного управления 
),0()()( τU∈⋅∗
eu , порождающего фазовый вектор ))(,,,)(~ )(0
)( ⋅∗
ee uxx τ )(τ∗∈ X
(2.31)
программных управлений игрока Р на этом промежутке времени (решает-
ся с пом щью сочетания обратной и прямой рекуррентных конструкций).
Здесь функционал 
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Будем считать, что игроку Р на промежутке времени T,0 требуется так 
организовать выбор своего управления 1,0)}({)( −∈=⋅ Tttuu (для всех :1,0 −∈ Tt )()( ttu
∗∈U )
объектом I в адаптивном режиме (по принципу обратной связи) на основании знания в 
каждый момент времени 1,0 −∈ Tt своей t-позиции )(ˆ)}(,{)( ttxttw W= ( 00 ˆ)0( W∈= ww ),
чтобы при завершении реализации процесса управления терминальный фу кц она  T,τФ ,
определенный соотношением (2.16), принимал наименьшее возможное значение.
Тогда, используя предыдущие рассуждения и аналогично [11, 12], можно 
формализовать достижение этой цели игрока Р следующим образом.
Допустимой стратегией терминального адаптивного управления aU игрока Р для 
дискретной управляемой динамической системы (2.11) − (2.13) на промежутке времени 
T,0 будем называть отображение, которое каждому мом нту времени 1,0 −∈ Tt и 
возможной реализации t -позиции )(ˆ)}(,{)( ttxttw W∈= ))0(( 0ww = значает множ ство 
)())(( ttwa
∗⊆UU управлений )()( ttu ∗⊆U игрока Р. Обозначим множество всех 
допустимых стратегий терминального адаптивного управления игрока Р для 
рассматриваемого процесса через ∗aU .
Далее пучком движений объекта I на промежутке времени T,0 , соответствующим 
уравнению движения (2.11), начальной позиции 000 ˆ},0{ W∈= xw игрока Р и его 
допустимой стратегии ∗∗ ∈= aaa tw UUU ))(( , )(ˆ)}(,{)( ttxttw W∈=
∗∗ , 1,0 −∈ Tt , будем 
называть множество:
)0,()(),0,()(:)({),,0,;( 0 TuTxxwT na USUX ∈⋅∃∈⋅⋅=⋅
∗∗∗ ,
))(,,0,;()(,,0 0 ⋅=∈∀
∗∗ uxTtxtxTt ,
00 (0)),(ˆ))(,,(0,)}(,{)( wwtutwtxttw t =⊆⋅∈=
∗∗∗∗ WW ,
))}(()(,1,0,)}({)( 10, twtuTtuu att
∗∗
−∈
∗∗ ∈−∈∀=⋅ U
τ
τ . (2.18)
Тогда можно сформулировать следующую многошаговую задачу оптимального 
терминального адаптивного управления для дискретной динамической системы (2.11) − 
(2.13), (2.16).
Задача 2.3. Для заданных промежутка времени T,0 (Т > 0) начальной позиции 
000
ˆ},0{ W∈= xw игрока Р в дискретной динамической системе (2.11) − (2.13) и линейного 
терминального функционала T,0Ф , определенного соотношением (2.16) при TT ,0, =τ ,
требуется найти его стратегию оптимального терминального адаптивного управления
 определен соотнош нием (2.16).
Из предыдущих определений, построений (2.21) − (2.31), лемм 2.1 – 
2.4 и теоремы 2.1 следу т с раведливость следующей теоремы – необхо-
димого и достаточного условия для ре ения многошаговой задачи 2.2.
Т орем  2.2. Для фиксированных промежутка времени TT ,0, ⊆τ  
( T<τ ), начальн й позиции 00 Wˆ∈w  игрока P в динамиче кой системе 
(2.11) − (2.13), (2.16)  реализации на этом промежутк  его допустимо-
го программного управления ),0()()( τU∈⋅∗
eu , порождающего фазовый 
вектор 
21
именно, определения множества финальных состояний объекта I
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T wTcuw =⋅Ф из решения следующей одношаговой 
оптимизационной задачи:
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(2.29)
(сводится к решению задачи линейного математического программирования [11]);
4) решение задачи построения на основании (2.21) − (2.27) следующих множеств: 
)(~ )( teγX = ),)(
~,()( )()()( tXt e ττ++ = XX }2,1,,11,{),1),(~1,( )((-)  −−∈++ TTtttt eXX ,
}{)0(0)(~ 0
)( xXe ==FX . (2.30)
Отметим, что решение данной задачи сводится к реализации конечной 
рекуррентной последовательности решений задач линейного математического 
программирования и одношаговых операций [11, 13, 14];
5) решения на промежутке T,τ двухточечных краевых задач для дискретной
динамической системы (2.11) − (2.13) при краевых усл иях )(~)( )( ττ exx = и 
)(~)(~)( )()( TTxTx ee γX∈= с целью нахождения ножества:
),()(~:)(~{))(~)},(~{,,(~ )()()()()( TuuTxT eeeee τττ γ UXU ∈⋅⋅= ,
}(0)~1),(~)(~)()(~)(1)(~:1, 0
)()()()()( xxttutBtxtAtxTt eeeee =+∈+=+−∈∀ γτ X (2.31)
программных управлений игрока Р на этом промежутке времени (реш ется с помощью 
сочетания обратной и прямой реку ре тных конструкций).
Здесь функционал T,τФ определен соотношением (2.16).
Из предыдущих определений, построений (2.21) − (2.31), лемм 2.1 – 2.4 и теоремы 
2.1 следует справедливость следующей теоре ы – необхо имого  дост точ ого условия 
для решения многошаговой задачи 2.2.
Теорема 2.2. Для фиксированных промежутка времени TT ,0, ⊆τ ( T<τ ),
начальной позиции 00 Wˆ∈w игрока P в динамической системе (2.11) − (2.13), (2.16) и 
реализации на этом промежутке его допустимого программного управл ния 
),0()()( τU∈⋅∗
eu , порождающего фазовый вектор ))(,,0,;()(~ )(0
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ee uxxx τττ )(τ∗∈ X  
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( )(0
)( )0(~ τ∗∈= Xxex ) объекта I, который определяет τ -позицию
)()( τew = )(ˆ}(~,{)(~ )()( ττττ W∈= ee xw игрока P, формируемую согласно реализации 
рекуррентной процедуры (2.28), и множества
ne T R2∈)(~ )(γX , которое определяется в силу 
соотношения (2.29) и является непустым, конечным или выпуклым, замкнутым и 
ограниченным многогранником в пространстве nR , определяющим множество всех
оптимальных финальных фазовых состояний объекта I, пусть множество 
),())(~)},(~{,,(~ )()()( TTxT eee τττ γ UXU ⊆ формируется на основании (2.30), (2.31). Тогда 
множество ))(~)},(~{,,(~ )()()( TxT eee γττ XU определяет на промежутке времени T,τ решение 
двухточечных краевых задач для дискретной динамической системы (2.11) − (2.13) при 
краевых условиях )(~)( )( ττ exx = и )(~)(~)( )()( TTxTx ee γX∈= и каждое программное 
управление ∈⋅)(~ )(eu ))(~)},({,,(~ )(ˆ
)( TxT ee γττ XU игрока P является оптимальным для задачи 2.2,
то есть существует и удовлетворяет включению
∅≠∈⋅ ))(,,()(~ )()()( ττγ
eee wTu U ( == )()},(,{ )()()( )( ττττ eee xxw ))(,,0,;( )(0 ⋅∗
euxx ττ ),
тогда и только тогда, когда оно удовлетворяет включению 
∈⋅)(~ )(eu ))(~)},(~{,,(~ )()()( TxT eee γττ XU
и, следовательно, выполняется равенство
=))(~)},(~{,,(~ )()()( TxT eee γττ XU ))(,,(
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ee wTU , (2.32)
а числовое значение
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eeee
T wTcuw =⋅Ф = ))(~(
)( Tx eγ ,
которое вычисляется согласно (2.29), есть оптимальное значение результата
терминального программного управления, то есть справедливо равенство:
                                 )(,
e
TτФ =
)(
,
~ e
TτФ = ))(,,())(~,,(~
)()()()( ττττ γγ
eeee wTcwTc = .                       (2.33)
При этом решение задачи 2.2, то есть решение задачи формирования множества 
=))()},(~{,,(~ )(ˆ
)()( TxT eee γττ XU ))(,,(
)( ττγ wT
eU − оптимальных терминальных программных 
управлений игрока P на заданном промежутке времени T,τ , и вычисления числового 
значения )(,
e
TτФ =
)(
,
~ e
TτФ = ))(,,())(~,,(~
)()()()( ττττ γγ
eeee wTcwTc = − значения оптимального
результата для этой задачи, находится конструктивно − путем реализации конечной 
рекуррентной последовательности решений задач линейного математического 
программирования и одношаговых операций, то есть с помощью только одношаговых 
операций [11, 13, 14].
 объекта 
I, к торый определяет τ-позицию
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( )(0
)( )0(~ τ∗∈= Xxex ) объекта I, который определяет τ -позицию
)()( τew = )(ˆ)}(~,{)(~ )()( ττττ W∈= ee xw игрока P, формируемую согласно реализации 
рекуррентной процедуры (2.28), и множества
ne T R2∈)(~ )(γX , которое определяется в силу 
соотношения (2.29) и является непустым, конечным или выпуклым, замкнутым и 
ограниченным многогранником в пространстве nR , определяющим множество всех
оптимальных финальных фазовых состояний объекта I, пусть множество 
),())(~)},(~{,,(~ )()()( TTxT eee τττ γ UXU ⊆ формируется на основании (2.30), (2.31). Тогда 
множество ))(~)},(~{,,(~ )()()( TxT eee γττ XU определяет на промежутке времени T,τ решение 
двухточечных краевых задач для дискретной динамической системы (2.11) − (2.13) при 
краевых условиях )(~)( )( ττ exx = и )(~)(~)( )()( TTxTx ee γX∈= и каждое программное 
управление ∈⋅)(~ )(eu ))(~)},({,,(~ )(ˆ
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которое вычисляется согласно (2.29), есть оптимальное значение результата
терминального программного управления, то есть справедливо равенство:
                                 )(,
e
TτФ =
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eeee wTcwTc = .                       (2.33)
При этом решение задачи 2.2, то есть решение задачи формирования множества 
=))()},(~{,,(~ )(ˆ
)()( TxT eee γττ XU ))(,,(
)( ττγ wT
eU − оптимальных терминальных программных 
управлений игрока P на заданном промежутке времени T,τ , и вычисления числового 
значения )(,
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TτФ =
)(
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eeee wTcwTc = − значения оптимального
результата для этой задачи, находится конструктивно − путем реализации конечной 
рекуррентной последовательности решений задач линейного математического 
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математического программирования и одношаговых операций, то есть с 
помощью только одношаговых операций [11, 13, 14].
В итоге можно сделать вывод, что решение многошаговой задачи 2.2 – 
оптимального терминального программного управления для дискретной ди-
намической системы (2.11) − (2.13), (2.16) сводится к реализации решения 
подзадач 1) – 5). При этом на основании теоремы 2.2, реализация их решения 
представляет собой конечную рекуррентную последовательность решений 
задач линейного математического программирования и одношаговых опе-
раций, то есть с помощью только одношаговых операций.
Приведем общую схему решения задачи 2.3 оптимального терми-
нального адаптивного управления в дискретной динамической системе 
(2.11) − (2.13), (2.16). 
Используя решение задачи 2.2 для всех моментов времени 1,0 −∈ Tτ  
и всех τ-позиций 
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терминального программного управления для дискретной динамической системы (2.11) − 
(2.13), (2.16) сводится к реализации решения подзадач 1) – 5). При этом на основании 
теоремы 2.2, реализация их решения представляет собой конечную рекуррентную 
последовательность решений задач линейного математического программирования и 
одношаговых операций, то есть с помощью только одношаговых операций.
Приведем общую схему решения задачи 2.3 оптимального терминального 
адаптивного управл ния в дискретной динамической системе (2.11) − (2.13), (2.16).
Используя решение задачи 2.2 для всех моментов времени 1,0 −∈ Tτ и всех
τ -п зиций )(0)()(ˆ)}(,{)( 0
)()()( wwxw eee =∈= ττττ W игрока P, где ))(,,0,;()( )(0
)( ⋅= ee uxTxx ττ ,
))(},{,0,()( )(ˆ0
)()( TxTu eee γXU∈⋅ , согласно теореме 2.2 и соотношениям (2.30) – (2.31), можно 
сконстру ровать сл дующие ножества:
)()(~,)()(~:)(~{))((~ )()()()()()( τuτuuτuτw eeeeee =∈=∗ ττ UU ,
10,))},()},({,,()( )()()()( −∈∈⋅ TTxTu eeee τττ γXU . (2.34)
Тогда  определим стратегию  управления  ∗∈= a
e
a
e
a w UUU ))((
~~ )()( τ ( ∈τ 1,0 −T ,
)(0)),(ˆ)( 0wwττw =∈W игрока P для процесса терминального адаптивного управления в 
дискретной динамической системе (2.11) − (2.13), (2.16) на промежутке времени T,0 из 
класса допустимых стратегий терминального адаптивного управления ∗aU , которая 
формально описывается следующими соотношениями:
1) для всех 1,0 −∈ Tτ и τ -позиций =)()( τew ∈)}(,{ )( τext ))(,,(0, )(0 ⋅
euw ττW
)(0)( 0
)( ww e = пусть
)())((~))((~ )()()(( τ∗∗ ⊆= UUU τwτw
eeee)
a ; (2.35)
2) для всех 1,0 −∈ Tτ и τ -позиций =∗ )(τw ))}(,,(0,\)(ˆ{)}(,{ )(0 ⋅∈
∗ euwx τττττ WW
)(0)( 0ww ≠
∗ пусть
)())((~ )(( τ∗= UU τw ee)a , (2.36)
где )).(},{,0,()(,)}({)( )(0
)()(
1,0
)()( TxTutuu eeet
ee
γττ XU∈⋅=⋅ −∈
Пусть )0,()}(~{)(~ 1,0
)()( Ttuu Tt
ee U∈=⋅
−∈
есть реализация управления игрока P на 
промежутке времени T,0 , которая сформирована в результате использования стратегии 
∗∈ a
e
a UU
)(~ на эт м промежутке времени, и такова, что )1(~ )( −Tu e удовлетворяет 
соотношению (2. 7) при 1−= Tτ . Тогда можно вычислить следующее число:
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В итоге можно сд лать вывод, что решени ногошаговой задачи 2.2 – оптималь
терминального программног  управлен я для дискретной динамической с стемы (2.11) − 
(2.13), (2.16) сводится к реализации решения подзадач 1) – 5). При этом на осн вании 
теоремы 2.2, реализация их решения представляет собой кон чную рекуррентную 
последовательность решений задач инейного математического программирования и 
одношаговых операций, т  есть с помощью тольк  одношаговых операций.
Приведем общую схему решения за ачи 2.3 оптимального терминального 
адаптивного управления в дискретной динамической системе (2.11) − (2.13), (2.16).
Используя решение задачи 2.2 для всех моментов времени 1,0 −∈ Tτ и всех
τ -позиций )(0)()(ˆ)}(,{)( 0
)()()( wxw eee =∈= ττττ W игрока P, где ))(,,0,;()( )(0
)( ⋅= ee uxTxx ττ ,
))(},{,0,()( )(ˆ0
)()( TxTu eee γXU∈⋅ , согласно теореме 2.2 и соотношениям (2.30) – (2.31), можн  
сконструировать следующие множества:
)()(~,)()(~:)(~{))((~ )()()()()()( τuτuuτuτw eeeeee =∈=∗ ττ UU ,
10,))},()},({,,()( )()()()( −∈∈⋅ TTxTu eeee τττ γXU . (2.34)
Тогда  определим стратегию  управления  ∗∈= a
e
a
e
a w UUU ))((
~~ )()( τ ( ∈τ 1,0 −T ,
)(0)),(ˆ)( 0wwττw =∈W игрока P для процесса терминального адаптивного управл ния в 
дискретной д намической системе (2.11) − (2.13), (2.16) на пром жутке времени T,0 из 
класса допустимых стратегий терминального адаптивного управлен я ∗aU , которая 
формально описывается следующими соотношен ями:
1) для всех 1,0 −∈ Tτ и τ -позиций =)()( τew ∈)}(,{ )( τext ))(,,(0, )(0 ⋅
euw ττW
)(0)( 0
)( ww e = пусть
)())((~))((~ )()()(( τ∗∗ ⊆= UUU τwτw
eeee)
a ; (2.35)
2) для всех 1,0 −∈ Tτ и τ -позиций =∗ )(τw ))}(,,(0,\)(ˆ{)}(,{ )(0 ⋅∈
∗ euwx ττττ WW
)(0)( 0ww ≠
∗ пусть
)())((~ )(( τ∗= UU τw ee)a , 2.36)
где ) .(},{,0,()(,)}({)( )(0
)()(
1,0
)()( TxTutuu eeet
ee
γττ XU∈⋅=⋅ −∈
Пусть )0,()}(~{)(~ 1,0
)()( Ttuu Tt
ee U∈=⋅
−∈
есть реализация управления игрока P на 
промеж тке времени T,0 , которая сформирована в результате использован я стратегии 
∗∈ a
e
a UU
)(~ на этом промежутке времени, и такова, что )1(~ )( −Tu e удовлетворяет 
соотношению (2.17) при 1−= Tτ . Тогда мож о вычислить следующее число:
             (2.34
Тогда  определим стратегию  управления 
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В итоге можно сделать вывод, что решение многошаговой задачи 2.2 – оптимального
терминального программного управления для дискретной динамической системы (2.11) − 
(2.13), (2.16) сводится к реализации решения подзадач 1) – 5). При этом на основании 
теоремы 2.2, реализация их решения представляет собой конечную рекуррентную 
последоват льно ть решений задач линейного математического программирования и 
одношаговых операций, то есть с помощью только одношаговых операций.
Привед м общую схему решения задачи 2.3 оптимальног  терминального 
адаптивного управления в дискретной динамической системе (2.11) − (2.13), (2.16).
Используя решение задачи 2.2 для всех моментов времени 1,0 −∈ Tτ и всех
τ -позиций )(0)()(ˆ)}(,{)( 0
)()()( wwxw eee =∈= ττττ W игрока P, где ))(,,0,;()( )(0
)( ⋅= ee uxTxx ττ ,
))(},{,0,()( )(ˆ0
)()( TxTu eee γXU∈⋅ , согласно теореме 2.2 и соотношениям (2.30) – (2.31), можно 
сконструировать следующие множества:
)()(~,()(~:)(~{))((~ )()()()()()( τuτuuτuτw eeeeee =∈=∗ ττ UU ,
10,))},()},({,,()( )()()()( −∈∈⋅ TTxTu eeee τττ γXU . (2.34)
Тогда  определим стратегию  управления  ∗∈= a
e
a
e
a w UUU ))((
~~ )()( τ ( ∈τ 1,0 −T ,
)(0)),(ˆ)( 0wwττw =∈W игрока P для процесса терминального адаптивного управления в 
дискретной динамической системе (2.11) − (2.13), (2.16) на промежутке времени T,0 из 
класса допустимых стратегий терминального адаптивного управления ∗aU , которая 
формально описывается следующими соотношениями:
1) для всех 1,0 −∈ Tτ и τ -позиций =)()( τew ∈)}(,{ )( τext )(,,(0, )(0 ⋅
euw ττW
)(0)( 0
)( ww e = пусть
)())((~))((~ )()()(( τ∗∗ ⊆= UUU τwτw
eeee)
a ; (2.35)
2) для всех 1,0 −∈ Tτ и τ -позиций =∗ )(τw ))}(,,(0,\)(ˆ{)}(,{ )(0 ⋅∈
∗ euwx τττττ WW
)(0)( 0ww ≠
∗ пусть
)())((~ )(( τ∗= UU τw ee)a , (2.36)
где )).(},{,0,()(,)}({)( )(0
)()(
1,0
)()( TxTutuu eeet
ee
γττ XU∈⋅=⋅ −∈
Пусть )0,()}(~{)(~ 1,0
)()( Ttuu Tt
ee U∈=⋅
−∈
есть реализация управления игрока P на 
промежутке времени T,0 , которая сформирована в результате использования стратегии 
∗∈ a
e
a UU
)(~ на этом промежутке времени, и такова, что )1(~ )( −Tu e удовлетворяет 
соотношению (2.17) при 1−= Tτ . Тогда можно вычислить следующее число:
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В итоге можно сделать вывод, что решение многошаговой задачи 2.2 – оптимального
терминального программного управления для дискретной динамической системы (2.11) − 
(2.13), (2.16) сводится к реализации решения подзадач 1) – 5). При этом на основании 
теоремы 2.2, реализация их решения представляет собой конечную рекуррен ную 
последовательность решений задач линейного математического программирования и 
одношаговых операций, то есть с помощью только одношаговых операций.
Приведем общую схему решения задачи 2.3 оптимального терминального 
адаптивного управления в дискретной динамической системе (2.11) − (2.13), (2.16).
Используя решение задачи 2.2 для всех моментов времени 1,0 −∈ Tτ и всех
τ -позиций )(0)()(ˆ)}(,{)( 0
)()()( wwxw eee =∈= ττττ W игрока P, где ))(,,0,;()( )(0
)( ⋅= ee uxTxx ττ ,
))(},{,0,()( )(ˆ0
)()( TxTu eee γXU∈⋅ , согласно теореме 2.2 и соотношениям (2.30) – (2.31), можно 
сконструировать следующие множества:
)()(~,)()(~:)(~{))((~ )()()()()()( τuτuuτuτw eeeeee =∈=∗ ττ UU ,
10,))},()},({,,()( )()()()( −∈∈⋅ TTxTu eeee τττ γXU . (2.34)
Тогда  определим стратегию  управления  ∗∈= a
e
a
e
a w UUU ))((
~~ )()( τ ( ∈τ 1,0 −T ,
)(0)),(ˆ)( 0wwττw =∈W игрока P для процесса терминального адаптивного управления в 
дискретной динамической системе (2.11) − (2.13), (2.16) на промежутке времени T,0 из 
класса допустимых стратегий терминального адаптивного управления ∗aU , которая 
формально описывается следующими соотношениями:
1) для всех 1,0 −∈ Tτ и τ -позиций =)()( τew ∈)}(,{ )( τext ))(,,(0, )(0 ⋅
euw ττW
)(0)( 0
)( ww e = пусть
)())((~))((~ )()()(( τ∗∗ ⊆= UUU τwτw
eeee)
a ; (2.35)
2) для всех 1,0 −∈ Tτ и τ -позиций =∗ )(τw ))}(,,(0,\)(ˆ{)}(,{ )(0 ⋅∈
∗ euwx τττττ WW
)(0)( 0ww ≠
∗ пусть
)())((~ )(( τ∗= UU τw ee)a , (2.36)
где )).(},{,0,()(,)}({)( )(0
)()(
1,0
)()( TxTutuu eeet
ee
γττ XU∈⋅=⋅ −∈
Пусть )0,()}(~{)(~ 1,0
)()( Ttuu Tt
ee U∈=⋅
−∈
есть реализация управления игрока P на 
промежутке времени T,0 , которая сформирована в результате использования стратегии 
∗∈ a
e
a UU
)(~ на этом промежутке времени, и такова, что )1(~ )( −Tu e удовлетворяет 
соотношению (2.17) при 1−= Tτ . Тогда можно вычислить следующее число: 23
В итоге можно сделать вывод, что решение многошаговой задачи 2.2 – оптимального
терминального программного управления для дискретной динамической системы (2.11) − 
(2.13), (2.16) сводится к реализации решения подзадач 1) – 5). При этом на основании 
теоремы 2.2, реализация их решения представляет собой конечную рекуррентную 
последовательность решений задач линейного математического программирования и 
одношаговых операций, то есть с помощью только одношаговых операций.
Приведем общую схему решения задачи 2.3 оптимального терминального 
адаптивного управления в дискретной динамической системе (2.11) − (2.13), (2.16).
Исп льзуя решение задачи 2.2 для всех моментов времени 1,0 −∈ Tτ и всех
τ -позиций )(0)()(ˆ)}(,{)( 0
)()()( wwxw eee =∈= ττττ W игрока P, где ))(,,0,;()( )(0
)( ⋅= ee uxTxx ττ ,
))(},{,0,()( )(ˆ0
)()( TxTu eee γXU∈⋅ , согласно теореме 2.2 и соотношениям (2.3 ) – (2.31), можно 
сконструировать следующие множества:
)()(~,)()(~:)(~{))((~ )()()()()()( τuτuuτuτw eeeeee =∈=∗ ττ UU ,
10,))},()},({,,()( )()()()( −∈∈⋅ TTxTu eeee ττ γXU . (2.34)
Тогда  определим стратегию  управления  ∗∈= a
e
a
e
a w UUU ))((
~~ )()( τ ( ∈τ 1,0 −T ,
)(0)),(ˆ)( 0wwττw =∈W игрока P для проц сса терминального адаптивного управления в 
дискретной динамической системе (2.11) − (2.13), (2.16) на промежутке врем  T,0 из 
класса допустимых стратегий терминального адаптивного управления ∗aU , которая 
формально описывается следующими соотношениями:
1) для всех 1,0 −∈ Tτ и τ -позиций =)()( τew ∈)}(,{ )( τext ))(,,(0, )(0 ⋅
euw ττW
)(0)( 0
)( ww e = пусть
)())((~))((~ )()()(( τ∗∗ ⊆= UUU τwτw
eeee)
a ; (2.35)
2) для всех 1,0 −∈ Tτ и τ -позиций =∗ )(τw ))}(,,(0,\)(ˆ{)}(,{ )(0 ⋅∈
∗ euwx τττττ WW
)(0)( 0ww ≠
∗ пусть
)())((~ )(( τ∗= UU τw ee)a , (2.36)
где )).(},{,0,()(,)}({)( )(0
)()(
1,0
)()( TxTutuu eeet
ee
γττ XU∈⋅=⋅ −∈
Пусть )0,()}(~{)(~ 1,0
)()( Ttuu Tt
ee U∈=⋅
−∈
есть реализация управления игрока P на 
промежутке времени T,0 , которая сформирована в результате использования стратегии 
∗∈ a
e
a UU
)(~ на этом промежутке времени, и такова, что )1(~ )( −Tu e удовлетворяет 
соотношению (2.17) при 1−= Tτ . Тогда можно вычислить следующее число:
,  игрока P для процесса терми-
нального адаптивного управления в дискретной динамической системе 
(2.11) − (2.13), (2.16) на промежутке времени T,0  из класса допустимых 
стратегий т рминального адаптивного управления ∗aU , которая формаль-
но описывается следующими соотноше иями: 
1) для в ех 1,0 −∈ Tτ  и τ-позиций 
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В итоге можно сделать вывод, что решение многошаговой задачи 2.2 – оптимального
терминальног программного упра ления для дискретной динамической системы (2.11) − 
(2.13), (2.16) сводится к реализации реше ия подзад ч 1) – 5). При этом на основании
теоремы 2.2, реализация их решения представляет собой конечную рекуррент ую 
последовательность решений задач линейного математического программирования и 
одношаговых операций, то есть с помощью только одношаговых операций.
Приведем общую схему решения задачи 2.3 оптимального терминального 
адаптивного управления в дискретной динамической системе (2.11) − (2.13), (2.16).
Используя решение задачи 2.2 для всех моментов времени 1,0 −∈ Tτ и всех
τ -позиций )(0)()(ˆ)}(,{)( 0
)()()( wwxw eee =∈= ττττ W игрока P, где ))(,,0,;()( )(0
)( ⋅= ee uxTxx ττ ,
))(},{,0,()( )(ˆ0
)()( TxTu eee γXU∈⋅ , согласно теорем  2.2 и соотнош ниям (2.3 ) – (2.31), можно 
сконструировать следующие мн жества:
)()(~,)()(~:)(~{))((~ )()()()()()( τuτuuτuτw eeeeee =∈=∗ ττ UU ,
10,))},()},({,,()( )()()()( −∈∈⋅ TTxTu eeee τττ γXU . (2.34)
Тогда  определим стратегию  управления  ∗∈= a
e
a
e
a w UUU ))(
~~ )()( τ ( ∈τ 1,0 −T ,
)(0)),(ˆ)( 0wwττw =∈W игрока P для процесса терминального адаптивного управления в 
дискретной динамической системе (2.11) − (2.13), (2.16) на промежутке времени T,0 из 
класса допустимых стратегий терминального адаптивного управлен я ∗aU , которая 
формально оп ывается следующими соотношениями:
1) д  с 1, −T и τ - =)()( τew ∈)}(,{ )( τext ))(,,(0, )(0 ⋅
euw ττW
)(0)( 0
)( ww e = пусть
)())((~))((~ )()()(( τ∗∗ ⊆= UUU τwτw
eeee)
a ; (2.35)
2) для всех 1,0 −∈ Tτ и τ -позиций =∗ )(τw ))}(,,(0,\)(ˆ{)}(,{ )(0 ⋅∈
∗ euwx τττττ WW
)(0)( 0ww ≠
∗ пусть
)())((~ )(( τ∗= UU τw ee)a , (2.36)
где )).(},{,0,()(,)}({)( )(0
)()(
1,0
)()( TxTutuu eeet
ee
γττ XU∈⋅=⋅ −∈
Пусть )0,()}(~{)(~ 1,0
)()( Ttuu Tt
ee U∈=⋅
−∈
есть реализация управления игрока P на 
промежутке времени T,0 , которая сформирована в результате использования стратегии 
∗∈ a
e
a UU
)(~ на этом промежутке времени, и такова, что )1(~ )( −Tu e удовлетворяет 
соотношению (2.17) при 1−= Tτ . Т гда можно вычислит  сл дующее число:
)(0)( 0
)( ww e =  пусть
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В итоге можно сделать вывод, что решение многошаговой задачи 2.2 – оптимального
терминального программного управления для дискретной динамической системы (2.11) − 
(2.13), ( 16) сводится к реализации р ен я п дзадач 1) – 5). При этом на основании 
теоремы 2.2, р ализация их р шения представляет с б й конеч ую рекуррент ую
последовательность решен й задач ли ейного ма ематичес го п ограммир я и 
дношаговых операций, то есть с п мощью т лько одношаговых операц й.
Приведем общую схему р ш ния задачи 2.3 оптимального те минального 
адаптивног  управления в ди кретной динамической сис еме (2.11) − (2 13), (2.16).
Используя решение задачи 2.2 для всех моментов времени 1,0 −∈ Tτ и всех
τ - озиций )(0)()(ˆ)}(,{)( 0
)()()( wwxw eee =∈= ττττ W игрока P, где ))(,,0,;()( )(0
)( ⋅= ee uxTxx ττ ,
))(},{,0,()( )(ˆ0
)()( TxTu eee γXU∈⋅ , согласно теореме 2.2 и соотношениям (2.30) – (2.31), можно 
сконструировать следующие множества:
)()(~,)()(~:)(~{))((~ )(())()()( τuτuuτuτw eeeeee =∈=∗ ττ UU ,
10,))},()},({,,()( )()()()( −∈∈⋅ TTxTu eeee ττ γXU . (2.34)
Тогда  определим стратегию  управления  ∗∈= a
e
a
e
a w UUU )(
~~ )()( τ ( ∈τ 1,0 −T ,
)(0)),(ˆ)( 0wwττw =∈W игрок  P для процесса терминального адаптивного управления в 
дискретной динамической системе (2.11) − (2.13), (2.16) на промежутке времени T,0 из 
класса допустимых стратегий терминального адаптивного управления ∗aU , которая 
формально описывается следующими со тношениям :
1) для всех 1,0 −∈ Tτ  τ -позиций =)()( τew ∈)}(,{ )( τext ))(,,(0, )(0 ⋅
euw ττW
)(0)( 0
)( ww e = пусть
)())((~))((~ )()()(( τ∗∗ ⊆= UUU τwτw
eeee)
a ; (2.35)
2) для всех ,0τ  - з й =∗ )(τw ))}(,,(0,\)(ˆ{)},{ )(0 ⋅∈
∗ euwx τττττ WW
)(0)( 0ww ≠
∗ пусть
)())()( τ∗= Uτe , (2.36)
где )).(},,,()(,)}({)( )(0
)()(
1,0
)()( Ttuu eeet
ee
γττ ⋅=⋅ −∈
Пусть )0,()}(~{)(~ 1,0
)()( Ttuu Tt
ee ∈=⋅
−∈
есть реализация управления игрока P на 
промежутке времени T,0 , которая сформирована в результате использован я стратегии 
∗∈ a
e
a UU
)(~ на этом промежутке времени, и такова, ч о )1(~ )( −Tu e удовлетвор ет 
соотношению (2.17) при 1−= Tτ . Тогда можно вычислить следующее число:
                    (2.35)
2)   ех 1,0 −∈ Tτ  и τ-позиций  
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В итоге можно сделать вывод, что решение многошаговой задачи 2.2 – оптимального
терминальног програм ного управления ля дискретной ди амическ й системы (2.11) − 
(2.13), ( .16) сводится к реализации решения подзадач 1) – 5). При эт м на основани  
т оремы 2.2, реализация х решения пр дставляет собой кон чную рекур ентную 
послед ательность решений задач линейног  ат матическог  пр граммирования и 
одношаговых пераций, то есть с помощью тольк  одношаг ых операций.
Приведем общую схему решения задачи 2.3 оптимального терминального 
адаптивного управления в дискретной динамической системе (2.11) − (2.13), (2.16).
Используя решение задачи 2.2 для всех моментов времени 1,0 −∈ Tτ и всех
τ -поз ций )(0)()(ˆ)},{)( 0
)()()( wwxw eee =∈= ττ W игрока P, где ))(,,0,;()( )(0
)( ⋅= ee uTxx ττ ,
))({,0,()( )(ˆ0
)()( TxTu eee γU∈⋅ , согласно теор ме 2.2 и соотношениям (2.30) – 1), м жно 
сконструировать следующие множества:
)()(~,)()(~:)(~{))((~ )()()()()()( τuτuuτuτw eeeeee =∈=∗ ττ UU ,
10,))},()},({,,()( )()()()( −∈∈⋅ TTxTu eeee τττ γXU . (2.34)
Тогда  определим стратегию  управ ения  ∗∈= a
e
a
e
a w UUU ))((
~~ )()( τ ( 1, −T ,
)(0)),(ˆ)( 0wwττw =∈W игрока P для процесса терминального адаптивного управления в 
дискретной динамической системе (2.11) − (2.13), (2.16) на промежутке времени T,0 из 
класса допусти ых тратегий терминального адаптивного управления ∗aU , которая 
формально исывается следующими соотношениям :
1) для всех 1,0 −∈ Tτ и τ -позиций =)()( τew ∈)}(,{ )( τext ))(,,(0, )(0 ⋅
euw ττW
)(0)( 0
)( ww e = пусть
)())((~))(~ )()()(( τ∗∗ ⊆= UUU τwτw
eeee)
a ; (2.35)
2) для всех 1,0 −∈ Tτ и τ -позиций =∗ )(τw ))}(,,(0,\)(ˆ{)}(,{ )(0 ⋅∈
∗ euwx τττττ WW
)(0)( 0ww ≠
∗ пусть
)())((~ )(( τ∗= UU τw ee)a , (2.36)
где )).(},{,0,()(,)}({)( )(0
)()(
1,0
)() TxTutuu eeet
ee
γττ XU∈⋅=⋅ −∈
Пусть )0,()}(~{)(~ 1,0
)()( Ttuu Tt
ee ∈=⋅
−∈
есть реализация управления игрока P на 
промежутке времени T,0 , которая сформирована в результате использования стратегии 
∗∈ a
e
a UU
)(~ на этом промежутке времени, и такова, что )1(~ )( −Tu e удов етворяет 
соотношению (2.17) при 1−= Tτ . Тогда можно вычислить следующее число:
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В итоге можно сделать вывод, что решение многошаговой задачи 2.2 – оптимального
терминального програм ного упр вления д я дискретной динамической системы (2.1 ) −
(2.13), (2.16) сводится к р ал заци  р шения подзад ч 1) – 5). При этом на основани  
теоремы 2.2, реализация их решения представляет собой кон чную рекур ентную 
последовательность решений задач ли ейного математиче кого програм ирования и 
одношаго ых оп раций, то есть с помощью только одношаговых операций.
Приведем общую сх му решения задачи 2.3 оптимального терминального 
адаптивного управления в дискретной динамической системе (2.1 ) − (2.13), (2.16).
Используя решение задачи 2.2 для всех моментов времени 1,0 −∈ Tτ и всех
τ -позиций )(0)()(ˆ)}(,( 0
)()()( wwxw eee =∈ ττττ W игрока P, где ))(,,0,;()( )(0
)( ⋅= ee uxTxx ττ ,
)(},{,()( )(ˆ0
)()( Txu eee γXU∈⋅ , согласно те реме 2.2 и со тношениям (2.30) – (2.31), можно 
сконструировать следующие множества:
)()(~,)()(~:)(~{))((~ )()()()()()( τuτuuτuτw eeeeee =∈=∗ ττ UU ,
10,))},()},({,,()( )()()()( −∈∈⋅ TTxTu eeee τττ γXU . (2.34)
Тогда  определим стратегию  управления  ∗∈= a
e
a
e
a w UUU ))((
~~ )()( τ ( ∈τ 1,0 −T ,
)(0)),(ˆ)( 0wwττw =∈W игрока P для процес а терм нального а аптивного управления в 
дискретной динамической системе (2.1 ) − (2.13), (2.16) на промежутке времени T,0 из 
клас а допустимых стратегий рминального адаптивного управления ∗aU , которая 
формаль  сывается следующим  со тн ше иями:
1) для всех 1,0 −∈ Tτ и τ -позиций =)()( τew ∈)}(,{ )( τext ))(,,(0, )(0 ⋅
euw ττW
)(0)( 0
)( ww e = пусть
())((~))((~ )()()(( τ∗∗ ⊆= UUU τwτw
eeee)
a ; (2.3
2) для всех 1,0 −∈ Tτ и τ -позиций =∗ )(τw ) }(,,(0,\)(ˆ{}(,{ )(0 ⋅∈
∗ euwx ττττ WW
)(0)( 0ww ≠
∗ пусть
)())((~ )(( τ∗= UU τw ee)a , (2.36)
где )).(},{,0,()(,)}({)( )(0
)()(
1,0
)()( TxTutuu eeet
ee
γττ XU∈⋅=⋅ −∈
Пусть )0,()}(~{)(~ 1,0
)()( Ttuu Tt
ee U∈=⋅
−∈
есть реализация управления игрока P на 
промежутке времени T,0 , которая сформирована в результате использования стратеги  
∗∈ a
e
a UU
)(~ на этом промежутке времени, и так , что )1(~ )( −Tu e удовлетворяет 
со тношению (2.17) при 1−= Tτ . Тогда можно вычислить следующе  число:
)(0)( 0w≠
∗  пусть
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В итоге можно сделать вывод, что решение многошаговой задачи 2.2 – оптимального
терминального программного управления для дискретной динамической системы (2.11) − 
(2.13), (2.16) сводится к реализации решения подзадач 1) – 5). При этом на основании 
теоремы 2.2, реализация их решения представляет собой конечную рекуррентную 
последовательность решений задач линейного математического программирования и 
одношаговых операций, то есть с помощью только одношаговых операций.
Приведем общую схему решения задачи 2.3 оптимального терминального 
адаптивного управления в дискретной динамической системе (2.11) − (2.13), (2.16).
Используя решение задачи 2.2 для всех моментов времени 1,0 −∈ Tτ и всех
τ -позиций )(0)()(ˆ)}(,{)( 0
)()()( wwxw eee =∈= ττττ W игрока P, где ))(,,0,;()( )(0
)( ⋅= ee uxTxx ττ ,
))(},{,0,()( )(ˆ0
)()( TxTu eee γXU∈⋅ , согласно теореме 2.2 и соотношениям (2.30) – (2.31), можно 
сконструировать следующие множества:
)()(~,)()(~:)(~{))((~ )()()()()()( τuτuuτuτw eeeeee =∈=∗ ττ UU ,
10,))},()},({,,()( )()()()( −∈∈⋅ TTxTu eeee τττ γXU . (2.34)
Тогда  определим стратегию  управления  ∗∈= a
e
a
e
a w UUU ))((
~~ )()( τ ( ∈τ 1,0 −T ,
)(0)),(ˆ)( 0wwττw =∈W игрока P для процесса терминального адаптивного управления в 
дискретной динамической системе (2.11) − (2.13), (2.16) на промежутке времени T,0 из 
класса допустимых стратегий терминального адаптивного управления ∗aU , которая 
формально описывается следующими соотношениями:
1) для всех 1,0 −∈ Tτ и τ -позиций =)()( τew ∈)}(,{ )( τext ))(,,(0, )(0 ⋅
euw ττW
)(0)( 0
)( ww e = пусть
)())((~))((~ )()()(( τ∗∗ ⊆= UUU τwτw
eeee)
a ; (2.35)
2) для всех 1,0 −∈ Tτ и τ -позиций =∗ )(τw ))}(,,(0,\)(ˆ{)}(,{ )(0 ⋅∈
∗ euwx τττττ WW
)(0)( 0ww ≠
∗ пусть
)())((~ )(( τ∗= UU τw ee)a , (2.36)
где )).(},{,0,()(,)}({)( )(0
)()(
1,0
)()( TxTutuu eeet
ee
γττ XU∈⋅=⋅ −∈
Пусть )0,()}(~{)(~ 1,0
)()( Ttuu Tt
ee U∈=⋅
−∈
есть реализация управления игрока P на 
промежутке времени T,0 , которая сформирована в результате использования стратегии 
∗∈ a
e
a UU
)(~ на этом промежутке времени, и такова, что )1(~ )( −Tu e удовлетворяет 
соотношению (2.17) при 1−= Tτ . Тогда можно вычислить следующее число:
                                      (2.36)
где 
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В итоге можно сделать вывод, что решение многошаговой задачи 2.2 – оптимального
терминального программного управления для дискретной динамической системы (2.11) − 
(2.13), (2.16) сводится к реализации решения подзадач 1) – 5). При этом на основании 
теоремы 2.2, реализация их решения представляет собой конечную рекуррентную 
последовательность решений задач линейного математического программирования и 
одношаговых операций, то есть с помощью только одношаговых операций.
Приведем общую схему решения задачи 2.3 оптимального терминального 
адаптивного управления в дискретной динамической системе (2.11) − (2.13), (2.16).
Используя решение задачи 2.2 для всех моментов времени 1,0 −∈ Tτ и всех
τ -позиций )(0)()(ˆ)}(,{)( 0
)())( wwxw eee =∈= ττττ W игрока P, где ))(,,0,;()( )(0
)( ⋅= ee uxTxx ττ ,
))(},{,0,()( )(ˆ0
)() TxTu eee γXU∈⋅ , согласно теореме 2.2 и соотношениям (2.30) – (2.31), можно 
сконструировать следующие множества:
)()(~,)()(~:)(~{))((~ )()()()()()( τuτuuτuτw eeeeee =∈=∗ ττ UU ,
10,))},()},({,,()( )()()() −∈∈⋅ TTxTu eeee τττ γXU . (2.34)
Тогда  определим стратегию  управления  ∗∈= a
e
a
e
a w UUU ))((
~~ )()( τ ( ∈τ 1,0 −T ,
)(0)),(ˆ)( 0wwττw =∈W игрока P для процесса терминального адаптивного управления в 
дискретной динамической системе (2.11) − (2.13), (2.16) на промежутке времени T,0 из 
класса допустимых стратегий терминального адаптивного управления ∗aU , которая 
формально описывается следующими соотношениями:
1) для всех 1,0 −∈ Tτ и τ -позиций =)()( τew ∈)}(,{ ) τext ))(,,(0, )(0 ⋅
euw ττW
)(0)( 0
)( ww e = пусть
)())((~))((~ )()()(( τ∗∗ ⊆= UUU τwτw
eeee)
a ; (2.35)
2) для всех 1,0 −∈ Tτ и τ -позиций =∗ )(τw ))}(,,(0,\)(ˆ{)}(,{ )(0 ⋅∈
∗ euwx τττττ WW
)(0)( 0ww ≠
∗ пусть
)())((~ )(( τ∗= UU τw ee)a , (2.36)
г )).(},{,0,()(,)}({)( )(0
)()
1,0
)()( TxTutuu eeet
ee
γττ XU∈⋅=⋅ −∈
Пусть )0,()}(~{)(~ 1,0
)()( Ttuu Tt
ee U∈=⋅
−∈
есть реализация управления игрока P на 
промежутке времени T,0 , которая сформирована в результате использования стратегии 
∗∈ a
e
a UU
)(~ на этом промежутке времени, и такова, что )1(~ )( −Tu e удовлетворяет 
соотношению (2.17) при 1−= Tτ . Тогда можно вычислить следующее число:
Пусть 
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В итоге можно сделать вывод, что решение многошаговой задачи 2.2 – оптимального
терминального программного управления для дискретной динамической системы (2.11) − 
(2.13), (2.16) сводится к реализации решения подзадач 1) – 5). При этом на основании 
теоремы 2.2, реализация их решения представляет собой конечную рекуррентную 
последовательность решений задач линейного математического программирования и 
одношаговых операций, то есть с помощью только одношаговых операций.
Приведем общую схему решения задачи 2.3 оптимального терминального 
адаптивного управления в дискретной динамической системе (2.11) − (2.13), (2.16).
Используя решение задачи 2.2 для всех моментов времени 1,0 −∈ Tτ и всех
τ -позиций )(0)()(ˆ)}(,{)( 0
)()()( wwxw eee =∈= ττττ W игрока P, где ))(,,0,;()( )(0
)( ⋅= ee uxTxx ττ ,
))(},{,0,()( )(ˆ0
)()( TxTu eee γXU∈⋅ , согласно теореме 2.2 и соотношениям (2.30) – (2.31), можно 
сконструировать следующие множества:
)()(~,)()(~:)(~{))((~ )()()()()()( τuτuuτuτw eeeeee =∈=∗ ττ UU ,
10,))},()},({,,()( )()()()( −∈∈⋅ TTxTu eeee τττ γXU . (2.34)
Тогда  определим стратегию  управления  ∗∈= a
e
a
e
a w UUU ))((
~~ )()( τ ( ∈τ 1,0 −T ,
)(0)),(ˆ)( 0wwττw =∈W игрока P для процесса терминального адаптивного управления в 
дискретной динамической системе (2.11) − (2.13), (2.16) на промежутке времени T,0 из 
класса допустимых стратегий терминального адаптивного управления ∗aU , которая 
формально описывается следующими соотношениями:
1) для всех 1,0 −∈ Tτ и τ -позиций =)()( τew ∈)}(,{ )( τext ))(,,(0, )(0 ⋅
euw ττW
)(0)( 0
)( ww e = пусть
)())((~))((~ )()()(( τ∗∗ ⊆= UUU τwτw
eeee)
a ; (2.35)
2) для всех 1,0 −∈ Tτ и τ -позиций =∗ )(τw ))}(,,(0,\)(ˆ{)}(,{ )(0 ⋅∈
∗ euwx τττττ WW
)(0)( 0ww ≠
∗ пусть
)())((~ )(( τ∗= UU τw ee)a , (2.36)
где )).(},{,0,()(,)}({)( )(0
)()(
1,0
)()( TxTutuu eeet
ee
γττ XU∈⋅=⋅ −∈
)0,()}(~{)(~ 1,0
)()( Ttuu Tt
ee U∈=⋅
−∈
есть реализация управления игрока P на 
промежутке времени T,0 , которая сформирована в результате использования стратегии 
∗∈ a
e
a UU
)(~ на этом промежутке времени, и такова, что )1(~ )( −Tu e удовлетворяет 
соотношению (2.17) при 1−= Tτ . Тогда можно вычислить следующее число:
  е ия 
игрока P на промежутке времени T,0 , кото ая сформирована в резуль-
тате использования стратегии ∗∈ a
e
a UU
)(~  на этом промежутке времени, и 
такова, что )1(~ )( −Tu e  удовлетворя т соотношению (2.17) при 1=τ . 
Тогда можно вычислить следующее число:
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))(~,()w,0,(~ )(00,0
)(
, ⋅=
e
T
e
a uwTc Фγ . (2.37)
Из теоремы 2.2 и соотношений (2.17), (2.32) – (2.37) получим следующее 
утверждение, которое является одним из основных результатов данного раздела.
Теорема 2.3. Для начальной позиции 000 ˆ},0{(0) W∈== xww игрока P в 
многошаговой дискретной динамической системе (2.11) − (2.13), (2.16) его стратегия 
адаптивного управления ∗∈ a
e
a UU
)(~ на промежутке времени T,0 , которая определяется 
соотношениями (2.34) − (2.36), является стратегией оптимального терминального 
адаптивного управления для задачи 2.3, то есть ∗∈= a
e
a
e
a UUU
)()(~ , и число ),0,(~ 0
)(
, wTc
e
a γ есть 
значение оптимального результата для этой задачи, который соответствует реализации 
оптимальной адаптивной стратегии на промежутке времени T,0 для рассматриваемого 
процесса управления, то есть =),0,(~ 0
)(
, wTc
e
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a γ , причем оба эти элемента 
конструируются путем реализации конечной рекуррентной последовательности решений 
задач линейного математического программирования и одношаговых операций, то есть с 
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, причем оба эти лемента конструируются пу-
тем реализации конечной рекуррентной последовательности решений за-
дач линейного математического программирования и одношаговых опе-
раций, то есть с помощью только одношаговых операций.
Таким образом, для организации оптимального терминального 
адаптивного управления, то есть решения задачи 2.3 в выбранном классе 
допуст мых стратегий терминального адаптивного управления предлага-
ется рекуррентный алгоритм, который сводит исходную многошаговую 
задачу к реализации конечной рекуррентной последовательности задач 
§2. Формирование многоуровневых детерминированных динамических моделей
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2.2 – оптимального терминального программного управления. При этом 
решение каждой из задач 2.2 сводится к реализации конечной рекур-
рентной последовательности решений задач линейного математического 
программирования и одношаговых операций, то есть с помощью только 
одношаговых операций. Действие этого алгоритма реализовано в виде 
программного комплекса для персонального компьютера на языке про-
граммирования Delphi и его описание приведено в работе [29, 30].
Отметим, что размерность рассматриваемой дискретной динамиче-
ской системы вида (2.11) − (2.13), (2.16) и число шагов процесса управ-
ления для предлагаемого алгоритма ограничиваются только ресурсами 
памяти и быстродействия компьютера.
минимаксная задача прогнозирования состояния параметров  
социально-экономической динамической системы
Описание общей схемы решения динамической задачи прогнозирова-
ния параметров региональной социально-экономической системы, динами-
ка которой описывается дискретной динамической системой (2.11) − (2.13), 
на основе минимаксного подхода можно представить следующим образом. 
На заданном целочисленном промежутке времени (промежутке про-
гнозирования) T,0  ( N∈T ), описывающем, например, период времени 
в T лет, рассматривается региональная социально-экономическая систе-
ма, динамика которой описывается линейным дискретным рекуррент-
ным векторным уравнением вида (2.11) при наличии ограничений (2.12) 
и (2.13) соответственно на вектор управляющего воздействия и фазовый 
вектор системы.
Тогда общая схема решения минимаксной задачи прогнозирования со-
стояния параметров социально-экономической системы на заданный мо-
мент времени T состоит из решения нижеследующих трех основных задач. 
1. алгоритм решения задачи апостериорной идентификации эко-
номико-математической модели динамики социально-экономиче-
ской системы.
Сформулируем следующую задачу апостериорной идентификации 
параметров линейной управляемой динамической системы (2.11) – 
(2.13), описывающей динамику реализации рассматриваемого региональ-
ного социально-экономического процесса.
Глава 2. Экономико-математический инструментарий оптимизации
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периодов времени, требуется для момента времени 1,0 −∈ Tt сформировать 
действительные невырожденные матрицы A(t) и B(t) порядков (n×n) и (n×p)
соответственно, определяющие уравнение динамики системы (2.11) в момент времени t
рассматриваемого промежутка T,0 , то есть решить задачу апостериорной идентификации 
уравнения динамики системы и представить решение этой задачи в виде конечного числа 
операций, допускающих их компьютерную реализацию.
Для решения задачи 2.4 апостериорной идентификации динамики рассматриваемой 
системы (2.11) – (2.13) предлагается использовать комбинированный итерационный 
метод, описанный в работе [32 33], сочетающий процедуры решения многомерных 
систем алгебраических уравнений, формирования уравнений линейной регрессии и 
, предыстории значений векторов
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реализации рассматриваемого регионального социально-экономического процесса.
Задача 2.4. Для заданных промежутка времени T,0 , целочисленных моментов 
времени N∈s и 1,0 −∈ Tt , предыстории значений векторов tsxx ,
** )}({)(
−∈
⋅=⋅
τ
и 
1,
** )({)(
−−∈
=⋅ tsuu ττ , соответственно фазового вектора и вектора управляющего воздействия 
рассматриваемой дискретной динамической системы (2.11) – (2.13) за предыдущие )( st +
периодов времени, требуется для момента времени 1,0 −∈ Tt сформировать 
действительные невырожденные матрицы A(t) и B(t) порядков (n×n) и (n×p)
соответственно, определяющие уравнение динамики системы (2.11) в момент времени t
рассматриваемого промежутка T,0 , то есть решить задачу апостериорной идентификации 
уравнения динамики системы и представить решение этой задачи в виде конечного числа 
операций, допускающих их компьютерную реализацию.
Для решения задачи 2.4 апостериорной идентификации динамики рассматриваемой 
системы (2.11) – (2.13) предлагается использовать комбинированный итерационный 
метод, описанный в работе [32 33], сочетающий процедуры решения многомерных 
систем алгебраических уравнений, формирования уравнений линейной регрессии и 
, етственно фазового вектора 
и вектора управляющего воздействия рассматриваемой дискретной дина-
мической сист мы (2.11) – (2.13) за пре ыдущие (t + s) пер одов времени, 
требуется для момента времени 
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Описание общей схемы решения динамической задачи прогнозирования 
параметров региональной социально-экономической системы, динамика которой 
описывается дискретной динамической системой (2.11) − (2.13), на основе минима с го 
подхода можно представить следующим образом. 
На заданном целочисленном промежутке времени (промежутке прогнозир вания) 
T0, ( N∈T ), описывающем, например, период времени в T лет, рассматривается 
региональная социально-экономическая система, динамика которой описывается 
линейным дискретным рекуррентным векторным уравнением вида (2.11) при наличии 
ограничений (2.12) и (2.13) соответствен о а вектор управляющего воздействия и 
фазовый вектор системы.
Тогда общая схема решения минимаксной задач  прогнозирования состояния 
параметров социально-экономической системы на заданный момент времени T состоит из 
решения нижеследующих трех основных задач.
1. Алгоритм решения задачи апостериорной идентификации экономико-
математической модели динамики социально-экономической системы.
Сформулируем следующую задачу апос ериорной и нтификац и параметров 
линейной управляемой динамической системы (2.11) – (2.13), описывающей инамику 
реализации рассматриваемого регионального социально-экономического процесса.
Задача 2.4. Для заданных промежутка времени T,0 , целочисленных момент в 
времени N∈s и 1,0 −∈ Tt , предыстории значений векторов tsxx ,
** )}({)(
−∈
⋅=⋅
τ
и 
1,
** )({)(
−−∈
=⋅ tsuu ττ , соответственно фазового вектора и вектора управляющего воздействия 
рассматриваемой дискретной динамической системы (2.11) – (2.13) за предыдущие )( st +
периодов времени, требуется для момента врем ни 1,0 −∈ Tt сформировать 
действительные невырожденные матрицы A(t) и B(t) порядков (n×n) и (n×p)
соответственно, определяющие уравнение динамики системы (2.11) в момент в емени t
рассматриваемого промежутка T,0 , то есть решить задачу апостериорной идентификации 
уравнения динамики системы и представить решение этой задачи в виде конечного числа 
операций, допускающих их компьютерную реализацию.
Для решения задачи 2.4 апостериорной идентификации д намики рассматриваемой 
системы (2.11) – (2.13) предлагается использовать комбинированный и ационный 
метод, описанный в работе [32 33], соче ающий процедуры решения многомерных 
систем алгебраических уравнений, фор ир вания уравнений линейной регрессии и 
 сформировать действительные 
невырожденные матрицы A(t) и B(t) порядков (n x n) и (n x p) соответ-
ственно, определяющие уравнение динамики системы (2.11) в момент 
времени t рассматриваемого проме утка T,0 , то есть решить задачу апо-
стериорной идентификации уравнения динамики системы и представить 
решение этой задачи в виде конечного числа операций, допускающих их 
компьютерную реализацию.
Для решения задачи 2.4 апостериорной идентификации динамики 
рассматриваемой системы (2.11) – (2.13) предлагается использовать ком-
бини ова ный итерац онный метод, опис нный в р боте [32, 33], соче-
тающий процедуры решения многомерных систем алгебраических урав-
нений, формирования уравнений линейной регрессии и и пользования 
среднеквадратичной интерполяции исходных данных, который можно 
описать сл дующим образом.
Пусть для любого момента времени 
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использован я среднеквадрат чной и терполяци  исходных да ных, кот рый м жно 
описать следующим образом.
Пусть для люб го момента времени 10, −∈ Tt матрицы A(t) и B(t) порядков (n×n), и 
(n×p) соответственно имеют следующий вид: 
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= , и 
элементы этих матриц являются неизвестными параметрами рассматриваемой задачи 
апостериорной идентификации.
Решение задачи 2.4 рассматривается при выполнении следующего условия.
Условие 2.1. Предполагается, что на целочисленном промежутке ts,− элементы 
матриц A(t) и B(t) являются стационарными, то есть для любых моментов времени 
ϑτϑτ ≠−∈ ,,, ts , и для всех целочисленных индексов nji ,1, ∈ , выполняется равенство: 
)()( ϑτ ijij aa = , и для любых моментов времени ϑτϑτ ≠−−∈ ,1,, ts , и для всех 
целочисленных индексов pjni ,1,,1 ∈∈ , выполняются равенства: )()( ϑτ ijij bb = .
На основе имеющихся статистических данных о реализациях на целочисленном 
промежутке времени ts,− фазового вектора х и вектора управляющего воздействия и
рассматриваемой динамической системы (2.11) – (2.13) известна предыстория их 
значений, а именно: tsxx ,
** )}({)(
−∈
⋅=⋅
τ
;
1,
** )({)(
−−∈
=⋅ tsuu ττ .
Тогда известную на промежутке времени ts,− предысторию фазового вектора 
tsxx ,
** )}({)(
−∈
⋅=⋅
τ
можно представить в виде следующих наборов значений его координат:
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(2.38)
а известную на промежутке времени ts,− предысторию вектора управляющего 
воздействия 
1,
** )({)(
−−∈
=⋅ tsuu ττ можно представить в виде следующего набора значений 
его координат:
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(2.39)
На основании данных описанных в (2.38), (2.39), решение задачи 2.4
апостериорной идентификации параметров дискретной динамической системы             
 матрицы A(t) и 
B(t) порядков (n x n), и (n x p) соответственно имеют следующий вид: 
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использования среднеквадратичной интерп ляции исходных данных, к торый можно 
описать следующим образом.
Пусть для любого момента времени 10, −∈ Tt матрицы A(t) и B(t) порядков (n×n), и 
(n×p) соответственно имеют следующий вид: 
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= , и 
элементы этих матриц являются неизвестными параметрами рассматриваемой задачи 
апостериорной идентификации.
Решение задачи 2.4 рассматривается при выполнении следующего условия.
Условие 2.1. Предполагается, что на целочисленном промежутке ts,− элементы 
матриц A(t) и B(t) являются стационарными, то есть для любых моментов времени 
ϑτϑτ ≠−∈ ,,, ts , и для всех целочисленных индексов nji ,1, ∈ , выполняется равенство: 
)()( ϑτ ijij aa = , и для любых моментов времени ϑτϑτ ≠−−∈ ,1,, ts , и для всех 
целочисленных индексов pjni ,1,,1 ∈∈ , выполняются равенства: )()( ϑτ ijij bb = .
На основе имеющихся статистических данных о реализациях на целочисленном 
промежутке времени ts,− фазового вектора х и вектора управляющего воздействия и
рассматриваемой динамической системы (2.11) – (2.13) известна предыстория их 
значений, а именно: tsxx ,
** )}({)(
−∈
⋅=⋅
τ
;
1,
** )({)(
−−∈
=⋅ tsuu ττ .
Тогда известную на промежутке времени ts,− предысторию фазового вектора 
tsxx ,
** )}({)(
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⋅=⋅
τ
можно представить в виде следующих наборов значений его координат:
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(2.38)
а известную на промежутке времени ts,− предысторию вектора управляющего 
воздействия 
1,
** )({)(
−−∈
=⋅ tsuu ττ можно представить в виде следующего набора значений 
его координат:
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(2.39)
На основании данных описанных в (2.38), (2.39), решение задачи 2.4
апостериорной идентификации параметров дискретной динамической системы             
, и элементы этих матриц являют-
ся неизвестными па аметрами рассматриваемой задачи апостериорной 
идентификации.
Решение задачи 2.4 рассматривается при выполнении следующего ус-
ловия.
Условие 2.1. Предполагается, что на целочисленном промежут-
ке 
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использования среднеква ратичной интерполяции исходных данных, оторый мож о 
описать следующим образом.
Пусть для любого момента времени 10, −∈ Tt матрицы A(t) и B(t) порядков (n×n), и 
(n×p) соответственно имеют следующий вид: 
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элементы этих матриц являются неизвестными параметрами рассматриваемой задачи 
апостериорной идентификац и.
Решение задачи 2.4 рассматривается при выполнении следующего условия.
Условие 2.1. Предполагается, что на целочисленном промежутк  ts,− элементы 
матриц A(t) и B(t) являются стационарными, то есть для любых моментов времени 
ϑτϑτ ≠−∈ ,,, ts , и для всех целочисленных индексов nji ,1, ∈ , выполняется равенство: 
)()( ϑτ ijij aa = , и для любых моментов времени ϑτϑτ ≠−−∈ ,1,, ts , и для всех 
целочисленных индексов pjni ,1,,1 ∈∈ , выполняются равенства: )()( ϑτ ijij bb = .
На основе имеющихся статистических данных о реализациях а целочисленном 
промежутке времени ts,− фазового вектора х и вектора управляющего воздействия и
рассматриваемой динамической системы (2.11) – (2.13) известна предыстор я их 
значений, а именно: tsxx ,
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а известную на промежутке времени ts,− предыстор ю вектора управля щего 
воздействия 
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его координат:
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На основании данных описанных в (2.38), (2.39), решение задачи 2.4
апостериорной идентификации параметров д скретной динамической системы             
  матриц A(t) и B(t) являются стационарными, то есть 
для любых моментов времени 
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использования среднеквадратичной интерполяции исходных данных, который можно 
описать следующим образом.
Пусть для любого момента времени 10, −∈ Tt матрицы A(t) и B(t) порядков (n×n), и 
(n×p) соответственно имеют следующий вид: 
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элементы этих матриц являются неизвестными параметрами рассматриваемой задачи 
апосте орной идентификации.
Решение задачи 2.4 рассматривается при выполнении следующего условия.
Условие 2.1. Предполагается, что на целочисленном промежутке ts,− элементы 
матриц A(t) и B(t) являются стационарными, то есть для любых моментов времени 
ϑτϑτ ≠−∈ ,,, ts , и для всех целочисленных индексов nji ,1, ∈ , выполняется равенство: 
)()( ϑτ ijij aa = , и для любых моментов времени ϑτϑτ ≠−−∈ ,1,, ts , и для всех 
целочисленных индексов pjni ,1,,1 ∈∈ , выполняются равенства: )()( ϑτ ijij bb = .
На основе имеющих я статистических данных о реализациях на целочисленном 
промежутке време и ts,− фазового вектора х и вект ра управляющего воздействия и
рассматриваемой динамической системы (2.11) – (2.13) известна предыстория их 
значений, а именно: tsxx ,
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а известную на промежутке времени ts,− предысторию вектора управляющего 
воздействия 
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),1(),2(...,),1(),0(),1(...,),1(),(
),1(),2(...,),1(),0(),1(...,),1(),(
*******
*
2
*
2
*
2
*
2
*
2
*
2
*
2
*
1
*
1
*
1
*
1
*
1
*
1
*
1
−−−+−−
−−−+−−
−−−+−−
tutuuuususu
tutuuuususu
tutuuuususu
ppppppp 

(2.39)
На основании данных описанных в (2.38), (2.39), решение задачи 2.4
апостериорной идентификации параметров дискретной динамической системы             
,   всех целочис-
ленных индексов 
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использования среднеквадратичной интерполяции исходных данных, который можно 
описать следующим образом.
Пусть для любого момента времени 10, −∈ Tt матрицы A(t) и B(t) порядков (n×n), и 
(n×p) соответственно имеют следующий вид: 
nj
niij tatA
,1
,1)()(
∈
∈= ;
pj
niij tbtB
,1
,1)()(
∈
∈
= , и 
элементы этих матриц являются неизвестными параметрами рассматриваемой задач  
апостериорной идентификации.
Решение задачи 2.4 рассматривается при выполнении следующего условия.
Условие 2.1. Предполагается, что на целочисленном промежутке ts,− элементы 
матриц A(t) и B(t) являются стационарными, то есть для любых моментов времени 
ϑτϑτ ≠−∈ ,,, ts , и для всех целочисле ных индексов nji ,1, ∈ , выполняется равенство: 
)()( ϑτ ijij aa = , и для любых моментов времени ϑτϑτ ≠−−∈ ,1,, ts , и для всех 
целочисленных индексов pjni ,1,,1 ∈∈ , выполняются равенства: )()( ϑτ ijij bb = .
На основе имеющихся статистических данных о реализациях на целочисленном 
промежутке времени ts,− фазового вектора х и вектора управляющего воздействия и
рассматриваемой динамической системы (2.11) – (2.13) известна предыстория их 
значений, а именно: tsxx ,
** )}({)(
−∈
⋅=⋅
τ
;
1,
** )({)(
−−∈
=⋅ tsuu ττ .
Тогда известную на промежутке времени ts,− предысторию фазового вектора 
tsxx ,
** )}({)(
−∈
⋅=⋅
τ
можно представить в виде следующих наборов значений его координат:
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(2.38)
а известную на промежутке времени ts,− предысторию вектора управляющего 
воздействия 
1,
** )({)(
−−∈
=⋅ tsuu ττ можно представить в виде следующего набора значений 
его координат:
);1(),2(,),1(),0(),1(...,),1(),(
),1(),2(...,),1(),0(),1(...,),1(),(
),1(),2(...,),1(),0(),1(...,),1(),(
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( .39)
На основании данных описанных в (2.38), (2.39), решение задачи 2.4
апостериорной идентификации параметров дискретной динамической системы             
, выполняется равенство: 
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использования среднеквадратичной интерполяции исходных данных, который можно 
описать следующи  образом.
Пусть для любого момента времени 10, −∈ Tt матрицы A(t) и B(t) порядков (n×n), и 
(n×p) соответственно имеют следующий вид: 
nj
niij tatA
,1
,1)()(
∈
∈= ;
pj
niij tbtB
,1
,1)()(
∈
∈
= , и 
элементы этих матриц являются неизвестными параметрами рассматриваемой задачи 
апостериорной идентификации.
Решение задачи 2.4 рассматривается при выполнении следующего условия.
Условие 2.1. Предполагается, что на целочисленном промежутке ts,− элементы 
атриц A(t) и B(t) являются стационарными, то есть для любых моментов времени 
ϑτϑτ ≠−∈ ,,, ts , и для всех целочисленных индексов nji ,1, ∈ , выполняется равенство: 
)()( ϑτ ijij aa = , и для любых моментов времени ϑτϑτ ≠−−∈ ,1,, ts , и для всех 
целочисленных индексов pjni ,1,,1 ∈∈ , выполняются равенства: )()( ϑτ ijij bb = .
На основе имеющихся статистических данных о реализациях на целочисленном 
промежутке времени ts,− фазового вектора х и вектора управляющего воздействия и
рассматриваемой динамической системы (2.11) – (2.13) известна предыстория их 
значений, а именно: tsxx ,
** )}({)(
−∈
⋅=⋅
τ
;
1,
** )({)(
−−∈
=⋅ tsuu ττ .
Тогда известную на промежутке времени ts,− предысторию фазового вектора 
tsxx ,
** )}({)(
−∈
⋅=⋅
τ
можно представить в виде следующих наборов значений его координат:
),(),1(),1(),0(),1(...,),1(),(
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(2.38)
а известную на промежутке времени ts,− предысторию вектора управляющего 
воздействия 
1,
** )({)(
−−∈
=⋅ tsuu ττ можно представить в виде следующего набора значений 
его координат:
);1(),2(,),1(),0(),1(...,),1(),(
),1(),2(...,),1(),0(),1(...,),1(),(
),1(),2(...,),1(),0(),1(...,),1(),(
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(2.39)
На основании данных описанных в (2.38), (2.39), решение задачи 2.4
апостериорной идентификации параметров дискретной динамической системы             
, 
и для любых моментов времени 
26
использования среднекв дратичной интерполяц и исх дных данных, кото ый можно 
оп сать следующим образом.
Пу ть для любог  момента в еме  10, −∈ Tt матр цы A(t) и B(t) п рядков (n×n), и 
(n×p) соответственно имеют следующий вид: 
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∈
∈= ;
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niij tbtB
,1
,1)()(
∈
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= , и 
элементы этих матриц являются неизвестными параметрами рассматриваемой задачи 
апостериорной идентификации.
Решение задачи 2.4 рассматривается при выполнении следующего условия.
Услови 2.1. Предполагается, что на це ч сленном промежутке ts,− элементы 
матриц A(t) и B(t) являются стаци арными, то есть для юбых моментов времени 
ϑτϑτ ≠−∈ ,,, ts , и для всех це очисл ных индексов nji ,1, ∈ , выполняется равенство: 
)()( ϑτ ijij aa = , и для любых моментов ремени ϑτϑτ ≠−−∈ ,1,, ts , и для всех 
целочисленных индексов pjni ,1,,1 ∈∈ , выполняются равенства: )()( ϑτ ijij bb = .
На основе имеющихся статистических данных о реализациях на целочисленном 
промежутк  времени ts,− фазового вектора х и вектора управляющего воздействия и
рассма риваем й динамической системы (2.11) – (2.13) известна предыстория их 
значений, а и енно: tsxx ,
** )}({)(
−∈
⋅=⋅
τ
;
1,
** )({)(
−−∈
=⋅ tsuu ττ .
Тогда известную на промежутке времени ts,− предысторию фазового вектора 
tsxx ,
** )}({)(
−∈
⋅=⋅
τ
ожно представить в виде следующих наб ов значений его координат:
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(2.38)
а известную на промежутке времени ts,− предысторию вектора управляющего 
воздействия 
1,
** )({)(
−−∈
=⋅ tsuu ττ можно представить  виде следующего набора значений 
его координат:
);1(),2(,),1(),0(),1(...,),1(),(
),1(),2(...,),1(),0(),1(...,),1(),(
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(2.39)
На основании данных описанных в (2.38), (2.39), решение задачи 2.4
апостериорной ид нтификации параметров дискретной динамической системы             
 и для всех целочис-
ленных индексов 
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использования среднеквадратичной интерполяции исходных данных, который м жно 
оп сать следующим образом.
Пусть для любого мо нт  времени 10, −∈ Tt ма рицы A(t) и B(t) порядков (n×n), и 
(n×p) соответ венно име т следующий вид: 
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∈= ;
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niij tbtB
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= , и 
элементы этих матриц являются неизвестными параметрами рассматриваемой задач  
апостериорной идентификации.
Решение задачи 2.4 рассматривается при выполнении следующего условия.
Условие 2.1. Предполагается, что на целочисленном п омежутке ts,− элементы 
матриц A(t) и B(t) являются стационарными, то есть для любых мо ентов вре ени 
ϑτϑτ ≠−∈ ,,, ts , и для всех це очи ленных и дексов nji ,1, ∈ , выпо няется равенство: 
)()( ϑτ ijij aa = , и для любых моментов вр мени ϑτϑτ ≠−−∈ ,1,, ts , и для всех 
целочисле pjni ,1,,1 ∈∈ , вып лняются равенства: )()( ϑτ ijij bb = .
На основе имеющихся статистических данных о реализациях на целочисленном 
промежутке времени ts,− фазового вект ра х и вектора управляющего воздействия 
рассматриваемой динамической системы (2.11) – (2.13) известна предыстория их 
значений, а и енно: tsxx ,
** )}({)(
−∈
⋅=⋅
τ
;
1,
** )({)(
−−∈
=⋅ tsuu ττ .
Тогда известную на промежутке времени ts,− предысторию фазового вектора 
tsxx ,
** )}({)(
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τ
можно представить в вид  следующих аб ров знач ний его координат:
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а известную на промежутке времени ts,− предысторию вектора управляющего 
воздействия 
1,
** )({)(
−−∈
=⋅ tsuu ττ о но представить в виде следующего набора значений 
его координат:
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(2.39)
На основании данных описанных в (2.38), 2.39), решение задачи 2.4
апостериорной идентификации параметров дискретной динам ческой системы             
 тся раве ства 
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использования среднеквадратичной интер оляци  исходных дан ых, который можно 
описать следующим образом.
Пусть для любого мо ен а времени 10, −∈ Tt матрицы A(t) и B(t) порядков (n×n), и 
(n×p) со тветствен о имеют следующий вид: 
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элементы этих матриц являются неизвестными параметрам  рас матриваемой задачи 
апос ериорной идентификаци .
Решение задачи 2.4 рас матривается при выполнени  следующего условия.
Условие 2.1. Предполагается, что на целочислен ом промежутк  ts,− элементы 
матриц A(t) и B(t) являются стационарным , то есть для любых моментов времени 
ϑτϑτ ≠−∈ ,,, ts , и для всех целочислен ых ндексов nji ,1, ∈ , выполняется равенств : 
)()( ϑτ ijij aa = , и для любых моментов време и ϑτϑτ ≠−−∈ ,1,, ts и для всех 
целочислен ых индексов pjni ,1,,1 ∈∈ , выполняются раве ства: )()( ϑτ ijij bb = .
На основе имеющ хся татистических дан ых о реализ ц ях н  целочислен ом 
промежутке времени ts,− фазового вектора х и вектор  управляющего воздействия и
рас матривае ой динамической системы (2.1 ) – (2.13) звестна предыстория их 
значений, а имен о: tsxx ,
** )}({)(
−∈
⋅=⋅
τ
;
1,
** )({)(
−−∈
=⋅ tsuu ττ .
Тогда известную на промежутке времени ts,− предысторию фазового вектора 
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τ
можно пр дставить в виде следующих наборов значений ег  ко р инат:
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а известную на промежутке времени ts,− предысторию вектора управляющего 
воздействия 
1,
** )({)(
−−∈
=⋅ tsuu ττ можно представить в виде сл ующего набора значений 
его ко рдинат:
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(2.39)
На основани  дан ых описан ых в (2.38), (2.39), решение задачи 2.4
апостериорной идентификаци  парам тров дискретной динамической системы  
.
§2. Формирование многоуровневых детерминированных динамических моделей
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На основе имеющихся статистических данных о реализациях на це-
лочисленном промежутке времени 
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использования среднеквадратичной интерполяции исходных данных, который можно 
описать следующим образом.
Пусть для любого момента времени 10, −∈ Tt матрицы A(t) и B(t) порядков (n×n), и 
(n×p) соответственно имеют следующий вид: 
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,1)()(
∈
∈= ;
pj
niij tbtB
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= , и 
элементы этих матриц являются неизвестными параметрами рассматриваемой задачи 
апостериорной идентификации.
Решение задачи 2.4 рассматривается при выполнении следующего условия.
Условие 2.1. Предполагается, чт  на цел численном промежутке ts,− элементы 
матриц A(t) и B(t) являются стационарными, то есть для любых моментов времени 
ϑτϑτ ≠−∈ ,,, ts , и для всех целочисленных индексов nji ,1, ∈ , выполняется равенство: 
)()( ϑτ ijij aa = , и для любых моментов времени ϑτϑτ ≠−−∈ ,1,, ts , и для всех 
целочисленных индексов pjni ,1,,1 ∈∈ , выполняются равенства: )()( ϑτ ijij bb = .
На основе имеющихся статистических данных о реализациях на целочисленном 
промежутке времени ts,− фазового вектора х и вектора управляющего воздействия и
рассматриваемой динамической системы (2.11) – (2.13) известна предыстория их 
значений, а именно: tsxx ,
** )}({)(
−∈
⋅=⋅
τ
;
1,
** )({)(
−−∈
=⋅ tsuu ττ .
Тогда известную на промежутке времени ts,− предысторию фазового вектора 
tsxx ,
** )}({)(
−∈
⋅=⋅
τ
можно представить в виде следующих наборов значений его координат:
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а известную на промежутке времени ts,− предысторию вектора управляющего 
воздействия 
1,
** )({)(
−−∈
=⋅ tsuu ττ можно представить в виде следующего набора значений 
его координат:
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На основании данных описанных в (2.38), (2.39), решение задачи 2.4
апостериорной идентификации параметров дискретной динамической системы             
 фазового вектора х и векто-
ра управляющего воздействия и рассматриваемой динамической си-
стемы (2.11) – (2.13) известна предыстория их значений, а именно:
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использования среднеквадратичной интерполяции исходных данных, который можно 
описать следующим образом.
Пусть для любого момента времени 10, −∈ Tt матрицы A(t) и B(t) порядков (n×n), и 
(n×p) соответственно имеют следующий вид: 
nj
niij tatA
,1
,1)()(
∈
∈= ;
pj
niij tbtB
,1
,1)()(
∈
∈
= , и 
элементы этих матриц являются неизвестными параметрами рассматриваемой задачи 
апостериорной идентификации.
Решение задачи 2.4 рассматривается при выполнении следующего условия.
Условие 2.1. Предполагается, что на целочисленном промежутке ts,− элементы 
матриц A(t) и B(t) являются стационарными, то есть ля любых моментов времени 
ϑτϑτ ≠−∈ ,,, ts , и для всех целочисленных индексов nji ,1, ∈ , выполняется равенство: 
)()( ϑτ ijij aa = , и для любых моментов времени ϑτϑτ ≠−−∈ ,1,, ts , и для всех 
целочисленных индексов pjni ,1,,1 ∈∈ , выполняются равенства: )()( ϑτ ijij bb = .
Н  основе имеющихся статист че ких данных о реализациях на целочисленном 
пром жутке времени ts,− фазовог  вектора х и вектора упр вляющего воздействия и
рассматриваемой динамической истемы (2.11) – (2.13) извест а предыстория их 
значений, а именно: tsxx ,
** )}({)(
−∈
⋅=⋅
τ
;
1,
** )({)(
−−∈
=⋅ tsuu ττ .
Тогда известную на промежутке времени ts,− предысторию фазового вектора 
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можно редставить в виде следующих наборов значений его координат:
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(2.38)
а известную на промежутке времени ts,− предысторию вектора управляющего 
воздействия 
1,
** )({)(
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=⋅ tsuu ττ можно представить в виде следующего набора значений 
его координат:
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(2.39)
На основании данных описанных в (2.38), (2.39), решение задачи 2.4
апостериорной идентификации параметров дискретной динамической системы             
 
Тогда известную на промежутке времени  
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использования среднеквадратичной интерполяции исходных данных, который можно 
описать следующим образом.
Пусть для любого момента времени 10, −∈ Tt матрицы A(t) и B(t) порядков (n×n), и 
(n×p) соответственно имеют следующий вид: 
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,1
,1)()(
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niij tbtB
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∈
= , и 
э ементы этих матриц являю ся неизвестными парамет а и рассматри а мой задачи
апостериорной идентификации.
Решение задачи 2.4 рассматривается при выполнении следующего условия.
Условие 2.1. Предполагается, что на целочисленном промежутке ts,− элементы 
матриц A(t) и B(t) являются стационарными, то есть для любых моментов времени 
ϑτϑτ ≠−∈ ,,, ts , и для всех целочисленных индексов nji ,1, ∈ , выполняется равенство: 
)()( ϑτ ijij aa = , и для любых моментов времени ϑτϑτ ≠−−∈ ,1,, ts , и для всех 
целочисленных индексов pjni ,1,,1 ∈∈ , выполняются равенства: )()( ϑτ ijij bb = .
На основе имеющихся статистических данных о реализациях на целочисленном 
промежутке времени ts,− фазового ве тора х и вектора у авляющего воздействия и
рассматриваемо  динамической системы (2.11) – (2.13) известна предыстория их 
значений, а именно: tsxx ,
** )}({)(
−∈
⋅=⋅
τ
;
1,
** )({)(
−−∈
=⋅ tsuu ττ .
Тогда известную на промежутке времени ts,− предысторию фазового вектора 
tsxx ,
** )}({)(
−∈
⋅=⋅
τ
можно представить в виде следующих наборов значений его координат:
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(2.38)
а известную на промежутке времени ts,− предысторию вектора управляющего 
воздействия 
1,
** )({)(
−−∈
=⋅ tsuu ττ можно представить в виде следующего набора значений 
его координат:
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(2.39)
На основании данных описанных в (2.38), (2.39), решение задачи 2.4
апостериорной идентификации параметров дискретной динамической системы             
 пр дыс орию фазово-
го вектора 
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использования среднеквадратичной интерполяции исходных данных, который можно 
описать следующим образом.
Пусть для любого момента времени 10, −∈ Tt матрицы A(t) и B(t) порядков (n×n), и 
(n×p) соответственно имеют следующий вид: 
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,1
,1)()(
∈
∈= ;
pj
niij tbtB
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= , и 
элементы этих матриц являются неизвестными параметрами рассматриваемой задачи 
апостериорной идентификации.
Решение задачи 2.4 рассматривается при выполнении следующего условия.
Условие 2.1. Предполагается, что на целочисленном промежутке ts,− элементы 
матриц A(t) и B(t) являются стационарными, то есть для любых моментов времени 
ϑτϑτ ≠−∈ ,,, ts , и для всех целочисленных индексов nji ,1, ∈ , выполняется равенство: 
)()( ϑτ ijij aa = , и для любых моментов времени ϑτϑτ ≠−−∈ ,1,, ts , и для всех 
целочисленных индексов pjni ,1,,1 ∈∈ , выполняются равенства: )()( ϑτ ijij bb = .
На снове имеющихся статистическ х данных о реализациях на целочисленном 
промежутке времени ts,− фазового вектора х вектора управляющего воздействия и
рассматриваемой динамической системы (2.11) – (2.13) известна предыстория их 
значений, а менно: tsxx ,
** )}({)(
−∈
⋅=⋅
τ
;
1,
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−−∈
=⋅ tsuu ττ .
Тогда известную на промежутке времени ts,− предысторию фазового вектора 
tsxx ,
** )}({)(
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⋅=⋅
τ
можно представить в виде следующих наборов значений его координат:
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(2.38)
а известную на промежутке времени ts,− предысторию вектора управляющего 
воздействия 
1,
** )({)(
−−∈
=⋅ tsuu ττ можно представить в виде следующего набора значений 
его координат:
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(2.39)
На основании данных описанных в (2.38), (2.39), решение задачи 2.4
апостериорной идентификации параметров дискретной динамической системы             
  ставить в виде следующих набо-
ров значений его координат:
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использования среднеквадратичной интерп ляции исходных данных, который можно 
описать следующим образом.
Пусть для любого момента времени 10, −∈ Tt матрицы A(t) и B(t) порядков (n×n), и 
(n×p) соответственно имеют следующий вид: 
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элементы этих матриц являются н известным  параметрами рассматриваемой задачи 
апостериорной идентификации.
Решение задачи 2.4 рассматривается при выполне ии следующего условия.
Условие 2.1. Предполагается, что на целочисленном промежутке ts,− элементы 
матриц A(t) и B(t) являются стационарными, то есть для любых моментов времени 
ϑτϑτ ≠−∈ ,,, ts , и для всех целочисленных индексов nji ,1, ∈ , выполняется равенство: 
)()( ϑτ ijij aa = , и для любых моментов времени ϑτϑτ ≠−−∈ ,1,, ts , и для всех 
целочисленных индексов pjni ,1,,1 ∈∈ , выполняются равенства: )()( ϑτ ijij bb = .
На основе имеющихся статистических данных о реализациях на целочисленном 
промежутке времени ts,− фазового вектора х и вектора упр вляющего воздействия и
рассматриваемой динамической системы (2.11) – (2.13) известна предыстория их 
значений, а име но: tsxx ,
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τ
;
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Тогда известную на промежутке времени ts,− предысторию фазового вектора 
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τ
можно представить в виде следующих наборов значений его координат:
),(),1(),1(),0(),1(...,),1(),(
),(),1(),1(),0(),1(...,),1(),(
),(),1(),1(),0(),1(...,),1(),(
*******
*
2
*
2
*
2
*
2
*
2
*
2
*
2
*
1
*
1
*
1
*
1
*
1
*
1
*
1
txtxxxxsxsx
txtxxxxsxsx
txtxxxsxsx
nnnnnnn −−+−−
−−+−−
−+−−

(2.38)
а известную на промежутке времени ts,− предысторию вектора управляющего 
воздействия 
1,
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На основании данных оп са ных в (2.38), (2.39), решени  задачи 2.4
апостериорной идентификации параметров дискретной динамической системы             
        (2.38)
а известную на промежутке времени  
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использования среднеквадратичной интерполяции исходных данных, который можно 
описать следующим образом.
Пусть для люб го момента времени 10, −∈ Tt матрицы A(t) и B(t) порядков (n×n),  
(n×p) соответственно имеют следующий вид: 
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элементы этих матриц являются неизвестными параметрами рассматриваемой задачи 
апостериорной идентификации.
Решение задачи 2.4 рассматривается при выполнении следующего условия.
Условие 2.1. Предполагается, что на целочисленном промежутке ts, элементы 
матриц A(t) и B(t) являются с ационарными, то есть для любых момент в времени 
ϑτϑτ ≠−∈ ,,, ts , и для всех целочисленных индексов nji ,1, ∈ , выполняется равенство: 
)()( ϑτ ijij aa = , и для любых моментов времени ϑτϑτ ≠−−∈ ,1,, ts , и для всех 
целочисленных индексов pjni ,1,,1 ∈∈ , выполняются равенства: )()( ϑτ ijij bb = .
На основе имеющихся статистических данных о реализациях на целочисленном 
промежутке времени ts,− фазового вектора х и вектора управляющего воздействия и
рассматриваемой динамической системы (2.11) – (2.13) известна предыстория их 
значений, а именно: tsxx ,
** )}({)(
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;
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−−∈
=⋅ tsuu ττ .
Т г а из естную на промежутке времени ts,− предысторию фазов го вектора 
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можно представить в виде следующих наборов значений его координат:
),(),1(),1(),0(),1(...,),1(),(
),(),1(),1(),0(),1(...,),1(),(
),(),1(),1(),0(),1(...,),1(),(
*******
*
2
*
2
*
2
*
2
*
2
*
2
*
2
*
1
*
1
*
1
*
1
*
1
*
1
*
1
txtxxxxsxsx
txtxxxxsxsx
txtxxxxsxsx
nnnnnnn −−+−−
−−+−−
−−+−−

(2.38)
а известную на промежутке времени ts,− предысторию вектора управляющего 
воздействия 
1,
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=⋅ tsuu ττ можно представить в виде следующего набора значений 
его координат:
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На основании данных описанных в (2.38), (2.39), решение задачи 2.4
апостериорной идентификации параметров дискретной динамической системы             
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использования среднеквадратичной интерполяции исходных данных, который можно 
описать следующим образом.
Пусть для любого момента времени 10, −∈ Tt матрицы A(t) и B(t) порядков (n×n), и 
(n×p) соответственно меют следующий вид: 
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элементы этих матриц являются неизвестными параметра и рассматриваемой задачи 
апостериорной идентификации.
Решение задачи 2.4 рассматривается при выполнении следующего условия.
Условие 2.1. Предполагается, что на целочисленном промежу ке ts,− элементы 
матриц A(t) и B(t) являются стационарными, то есть для любых моментов времени 
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Н  основан и данных описанных в (2.38), (2.39), решени  задачи 2.4
апостериорной идентификации параметров дискр тн д намической системы             
 жно представить в иде сле-
дующего набора значений его координат:
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На осн в нии данных писанных в (2.38), (2.39), решение задачи 2.4
апостериорной идентификации параметров диск етной динамической системы             
  (2.39)
На основании данных, описанных в (2.38), (2.39), решение задачи 
2.4 апост риорной дентификации параметров дискретной динами-
ческой системы (2.11) – (2.13) для фиксированного момента времени 
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На основании данных описанных в (2.38), (2.39), решение задачи 2.4
апостериорной идентификации параметров дискретной динамической системы             
и при в олнении условия 2.1 сводится к решению следу-
ющей системы n·(s+t) линейных алгебраических уравнений с n·(n+p) 
неизвестными:
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(2.11) – (2.13) для фиксированного момента времени 1,0 −∈ Tt и при выполнении условия 
2.1 сводится к решению следующей системы n·(s+t) линейных алгебраических 
уравнений с n·(n+p) неизвестными:
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Следует отметить, что прежде чем находить решение системы (2.40), необходимо 
провести анализ имеющихся входных данных, то есть значений наборов параметров для 
задачи идентификации, определенных в (2.11) – (2.13). Причем если справедливо 
равенство: n·(s+t)=n·(n+p) и основная матрица этой системы является невырожденной, то 
ее решение существует и является (в силу теоремы Крамера) единственным. В случае если 
статистических данных для формирования однозначного решения этой системы не 
хватает, то есть для имеющегося набора данных решение системы (2.40) либо отсутствует, 
либо решений бесконечное множество, то для каждой координаты предыстории фазового 
вектора х и вектора управляющего воздействия и, для определения недостающих значений
этих параметров, строятся соответствующие уравнения линейной регрессии вида:
tsx iiii ,,)( −∈+⋅+= τετβατ ( ),1( ni∈ ); 
1,,)( −−∈+⋅+= tsu jjjj τξτδγτ ),1( pj ∈ . (2.41)
Отметим, что значения параметров регрессии αi, βi ( ni ,1∈ ) в (2.41) (здесь i есть номер 
координаты вектора х(τ), для которой отсутствуют необходимые данные; 0>iε –
погрешность регрессии) и γj, δj ),1( pj ∈ в (2.41) (здесь j есть номер координаты вектора 
u(τ) , для которой отсутствуют необходимые данные; 0>jζ – погрешность регрессии) 
находятся, например, с использованием метода наименьших квадратов. Таким образом, 
недостающие данные для решения системы (2.40) вычисляются из сформированных 
уравнений линейной регрессии (2.41).
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либо решений бесконечное множество, то для каждой координаты предыстории фазового 
вектора х и вектора управляющего воздействия и, для определения недостающих значений
этих параметров, строятся соответствующие уравнения линейной регрессии вида:
tsx iiii ,,)( −∈+⋅+= τετβατ ( ),1( ni∈ ); 
1,,)( −−∈+⋅+= tsu jjjj τξτδγτ ),1( pj ∈ . (2.41)
Отметим, что значения параметров регрес ии αi, βi ( ni ,1∈ ) в (2.41) (здесь i есть номер 
координаты вектора х(τ), для которой отсутствуют необходимые а ные; 0>iε –
погрешность регре сии) и γj, δj ),1( pj ∈ в (2.41) (здесь j есть н мер координаты вектора 
u(τ) , для которой отсутствуют еобходимые данные; 0>jζ – погрешность регрессии) 
находятся, например, с использованием метода наименьших квадратов. Таким образом, 
недостающие данные для решения системы (2.40) вычисляются из сформированных 
уравнений линейной регрессии (2.41).
                   (2.41)
Отметим, что значения параметров регрессии 
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(2.11) – (2.13) для фиксированного момента времени 1,0 −∈ Tt и при выполнении условия 
2.1 сводится к решению следующей системы n·(s+t) линейных алгебраических 
уравнений с n·(n+p) неизвестными:
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Следует отметить, что прежде чем находить решение системы (2.40), необходимо 
провести анализ имеющихся входных данных, то есть значений наборов параметров для 
задачи идентификации, определенных в (2.11) – (2.13). Причем если справедливо 
равенство: n·(s+t)=n·(n+p) и основная матрица этой системы является невырожденной, то 
ее решение существует и является (в силу теоремы Крамера) единственным. В случае если 
статистических данных для формирования однозначного решения этой системы не 
хватает, то есть для имеющегося набора данных решение системы (2.40) либо отсутствует, 
либо решений бесконечное множество, то для каждой координаты предыстории фазового 
вектора х и вектора управляющего воздействия и, для определения недостающих значений
этих параметров, строятся соответствующие уравнения линейной регрессии вида:
tsx iiii ,,)( −∈+⋅+= τετβατ ( ),1( ni∈ ); 
1,,)( −−∈+⋅+= tsu jjjj τξτδγτ ),1( pj ∈ . (2.41)
О метим, что значения п раметров регре сии αi, βi ( ni ,1∈ ) в (2.41) (здесь i есть номер 
коорд наты вектора х(τ), для которой отсутствуют необходимые данные; 0>iε –
погрешность регрессии) и γj, δj ),1( pj ∈ в (2.41) (здесь j есть номер координаты вектора 
u(τ) , для которой отсутствуют необходимые данные; 0>jζ – погрешность регрессии) 
находятся, например, с использование  метода наименьших квадратов. Таким образом, 
недостающие данные для решения системы (2.40) вычисляются из сформированных 
уравнений линейной регрессии (2.41).
  (2.41) 
(здесь i есть номер координаты вектора х(τ), для которой отсутствуют 
необходимые данные; 
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(2.11) – (2.13) для фиксированного момента времени 1,0 −∈ Tt и при выполнении условия 
2.1 сводится к решению следующей системы n·(s+t) линейных алгебраических 
уравнений с n·(n+p) неизвестными:
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(2.40)
Следует отметить, что прежде чем находить решение системы (2.40), необходимо 
провести анализ имеющихся входных данных, то есть значений наборов параметров для 
задачи идентификации, определенных в (2.11) – (2.13). Причем если справедл во 
равенство: n·(s+t)=n·(n+p) и основная матрица этой системы является невырожденной, то 
ее решение существует и является (в силу теоремы Крамера) единственным. В лучае если 
статистических данных для формирования однозначного решения этой системы не 
хватает, то есть для имеющегося набора данных р шение системы (2.40) либо отсутству т, 
либо решений бесконечное множество, то для каждой координаты предыст рии фазовог  
вектора х и вектора управляющего воздействия и, для определения недостающих значений
этих параметров, строятся соответствующие уравнения линейной регрессии вида:
tsx iiii ,,)( −∈+⋅+= τετβατ ( ),1( ni∈ ); 
1,,)( −−∈+⋅+= tsu jjjj τξτδγτ ),1( pj ∈ . (2.41)
Отметим, что значения параметров регрессии αi, βi ( ni ,1∈ ) в (2.41) (здесь i есть номер 
координаты вектора х(τ), для которой отсутствуют ые ные; 0>iε –
погрешность регрессии) и γj, δj ),1( pj ∈ в (2.41) (здесь j есть номер координаты вектора 
u(τ) , для которой отсутствуют необходимые данные; 0>jζ – погрешность регрессии) 
находятся, например, с использованием метода н именьших квадратов. Так м образом, 
недостающие данные для решения системы (2.40) вычисляются из сформированных 
уравнений линейной регрессии (2.41).
  погрешность регрессии) и 
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(2.11) – (2.13) для фиксированного момента времени 1,0 −∈ Tt и при выполнении условия 
2.1 сводится к решению следующей системы n·(s+t) линейных алгебраических 
уравнений с n·(n+p) неизвестными:
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Следует отметить, что прежде чем находить решение системы (2.40), необходимо 
прове ти анализ имеющи ся входных данных, то есть значений наборов параметров для 
задачи идентификации, определенных в (2.11) – (2.13). Причем если справедливо 
равенство: n·(s+t)=n·(n+p) и основная матрица этой системы является невырожденной, то 
е решени  существует и является (в силу теоремы Крамера) единственным. В случае если 
статистических данных для формирования однозначного решения этой системы не 
хватает, то есть для имеющегося набора данных решение системы (2.40) либо отсутствует, 
либо решений бесконечное множеств , то для каждой координаты предыстории фазового 
вектора х и вектора управляющего воздействия и, для определения недостающих значений
этих параметров, строятся соответствующие уравнения линейной регрессии вида:
tsx iiii ,,)( −∈+⋅+= τετβατ ( ),1( ni∈ ); 
1,,)( −−∈+⋅+= tsu jjjj τξτδγτ ),1( pj ∈ . (2.41)
Отметим, что значения параметров регрессии αi, βi ( ni ,1∈ ) в (2.41) (здесь i есть номер 
координаты вектора х(τ), для которой отсутствуют необходимые данные; 0>iε –
погрешность регрессии) и γj, δj ),1( pj ∈ в (2.41) (здесь j есть номер координаты вектора 
u(τ) , для которой отсутствуют необходимые данные; 0>jζ – погрешность регрессии) 
находятся, например, с использованием метода наименьших квадратов. Таким образом, 
недостающие данные для решения системы (2.40) вычисляются из сформированных 
уравнений линейной регрессии (2.41).
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в (2.41) (здесь j есть номер координаты вектора u(τ), для которой отсут-
ствуют необходимые данные; 
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(2.11) – (2.13) для фиксированного момента времени 1,0 −∈ Tt и при выполнении условия 
2.1 сводится к решению следующей системы n·(s+t) линейных алгебраических 
уравнений с n·(n+p) неизвестными:
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(2.40)
Следует отметить, что прежде чем находить решение системы (2.40), необходимо 
провести анализ имеющихся входных данных, то есть значений наборов параметров для 
задачи идентификации, определенных в (2.11) – (2.13). Причем если справедливо 
равенство: n·(s+t)=n·(n+p) и основная матрица этой системы является невырожденной, то 
ее решение существует и является (в силу теоремы Крамера) единственным. В случае если 
статистических данных для формирования однозначного решения этой системы не 
хватает, то есть для имеющегося набора данных решение системы (2.40) либо отсутствует, 
либо решений бесконечное множество, то для каждой координаты предыстории фазового 
вектора х и вектора управляющего воздействия и, для определения недостающих значений
этих параметров, строятся соответствующие уравнения линейной регрессии вида:
tsx iiii ,,)( −∈+⋅+= τετβατ ( ),1( ni∈ ); 
1,,)( −−∈+⋅+= tsu jjjj τξτδγτ ),1( pj ∈ . (2.41)
Отметим, что значения параметров регрессии αi, βi ( ni ,1∈ ) в (2.41) (здесь i есть номер 
координаты вектора х(τ), для которой отсутствуют необходимые данные; 0>iε –
погрешность регрессии) и γj, δj ),1( pj ∈ в (2.41) (здесь j есть номер координаты вектора 
u(τ) , для которой отсутству т необходи е данн е; 0>jζ – погрешность регрессии) 
находятся, например, с использованием метода наименьших квадратов. Таким образом, 
недостающие данные для решения системы (2.40) вычисляются из сформированных 
уравнений линейной регрессии (2.41).
 – погре ность регрессии) находятся, 
например, с использованием метода наименьших квадратов. Таким об-
разом, недостающие данные для решения системы (2.40) вычисляются из 
сформированных уравнений линейной регрессии (2.41).
В случае если имеющиеся статистические данные о предыстории фа-
зового вектора х и управляющего воздействия таковы, что система линей-
ных алгебраических уравнений вида (2.40) имеет бесконечное множество 
решений, то дискретных динамических моделей вида (2.11) – (2.13), соот-
ветствующих имеющимся данным, возможно бесконечно много. В этом 
случае формируется зависимость базисных неизвестных величин систе-
мы алгебраических уравнений вида (2.40) от ее свободных неизвестных. 
Тогда, подставляя произвольные значения свободных неизвестных пере-
менных, будем получать различные модели (2.11) – (2.13), из которых на 
основании введения дополнительного критерия качества рассматривае-
мой динамической системы можно сформировать конкретную динамиче-
скую модель, пригодную для решения рассматриваемых задач оптималь-
ного управления региональной социально-экономической системой.
Отметим также, что на основе этих данных и другой информации (на-
пример, новых возможностей для расширения ресурсов управляющего 
субъекта) уточняются и ограничения (2.12) и (2.13) соответственно на 
фазовый вектор и вектор управляющего воздействия рассматриваемой 
динамической системы. 
2. Задача построения области достижимости (прогнозного множе-
ства) системы.
Зафиксируем промежуток времени 
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В случае если имеющиеся статистические данные о предыстории фазового вектора 
х и управляющего воздействия таковы, что система линейных алгебраических равнений 
вида (2.40) имеет бесконечное множество решений, то дискретных динамических моделей 
вида (2.11) – (2.13), с о ветствующих имеющимся данным, возможно бесконечно много. 
В этом случае формируется зависимость базисных неизвестных величин системы 
алгебраических уравнений вида (2.40) от ее свободных неизвес ных. Тогда, подставляя 
произвольные значения свободных неизвестных переменных, будем получать различные 
модели (2.11) – (2.13), из которых н  основании введения доп лнительного критерия 
качества рассматриваемой динамической системы можно сформировать конкретную 
динамическую модель, пригодную для р шения ра сматриваемых задач о тимального 
управления региональной социально-экономической системой.
Отметим также, что на основе этих данных и другой информации (например, 
новых возможностей для расширения ресурсов управляющего субъекта) уточняются и 
ограничения (2.12) и (2.13) соответственно на фазовый вектор и вектор управляющего 
воздействия рассматриваемой динамической с стемы.
2. Задача построения области достижимости (прогнозного множества)
системы.
Зафиксируем про ежуток врем ни )(,0, TTT <⊆ ττ . Тогда для любой
фиксированной τ -позиции )(ˆ)}(,{)( ττττ W∈= xw ( 00 ˆ)}0(,0{(0) W∈== wxw ) игрока Р в 
дискретной динамической системе (2.11) − (2.13) пусть nTx R∈+ ),,( )}({)( ττX есть ее 
область достижимости (прогнозное множество), которая определяется согласно (2.21)  и,
как показано ранее, является выпуклым, замкнутым и ограниченным многогранником (с 
конечным числом вершин) в пространстве nR .
Требуется построить множество ),,( )}({)( Tx ττ+X путем его описания, например, с 
помощью множества всех его вершин в пространстве nR и  представить решение этой 
задачи в виде конечного числа операций, допускающих их компьютерную реализацию.
Для решения задачи построения прогнозного множества системы (2.11) − (2.13)
предлагается использовать общий рекуррентный алгебраический метод [11],
представляющий из себя следующую реализацию конечной последовательности
рекуррентных процедур решения вспомогательных задач линейного математического 
программирования и одношаговых операций.
Предположим, что множество )1,,()1( )}({)( −=− + ttX x ττX ( Tt <<τ ) уже 
построено и в силу свойств прямой области достижимости является выпуклым, 
Тогда ля любой 
фиксированной τ-позиции 
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В случае если имеющиеся статистические данные о предыстории фазового вектора 
х и управляющего воздействия таковы, что система линейных алгебраических уравнений 
вида (2.40) имеет беско ечное множество решений, то д скретных динамических моделей 
вида (2.11) – (2.13), соотв тствующих имеющимся данным, возможно бесконечно много. 
В этом случае формируется зави имость базисных неизвестных величин системы 
алгебраических уравнений вида (2.40) от ее свободных неизвестных. Тогда, подставляя 
произвольные значения свободных неизвестных переменных, будем получать различные 
модели (2.11) – (2.13), из которых на основании введения дополнительного критерия 
качества рассматриваемой динамической системы можно сформировать конкретную 
динамическую модель, пригодную для решения рассматриваемых задач оптимального 
управления региональной социально-экономической систем й.
Отметим также, что на основе этих данных и другой информации (например, 
новых возможностей для расширения ресурсов управляющего субъекта) уточняются и 
ограничения (2.12) и (2.13) соответственно на фазовый вектор и вектор управляющего 
воздействия рассматриваемой динамической системы.
2. Задача построения области достижимости (прогнозного множества)
системы.
Зафиксируем промежуток времени )(,0, TTT <⊆ ττ . Тогда для любой
фиксирова ной -позиц и )(ˆ)}(,{)( ττττ W∈= xw ( 00 ˆ)}0(,0{(0) W∈== wxw ) игрока Р в 
дискретной динамической системе (2.11) − (2.13) пусть nTx R∈+ ),,( )}({)( ττX есть ее 
область достижимости (прогнозное множество), которая определяется согласно (2.21)  и,
как показано ранее, является выпуклым, замкнутым и ограниченным многогранником (с 
конечным числом вершин) в пространстве nR .
Требуется построить множество ),,( )}({)( Tx ττ+X путем его описания, например, с 
помощью множества всех его вершин в пространстве nR и  представить решение этой 
задачи в виде конечного числа операций, допускающих их компьютерную реализацию.
Для решения задачи построения прогнозного множества системы (2.11) − (2.13)
предлагается использовать общий рекуррентный алгебраический метод [11],
представляющий из себя следующую реализацию конечной последовательности
рекуррентных процедур решения вспомогательных задач линейного математического 
программирования и одношаговых операций.
Предположим, что множество )1,,()1( )}({)( −=− + ttX x ττX ( Tt <<τ ) уже 
построено и в силу свойств прямой области достижимости является выпуклым, 
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В случае если имеющиеся статистические данные о предыстории фазового вектора 
х и управляющего воздействия таковы, что система линейных алгебраических уравнений 
вида (2.40) имеет бесконечное множество решений, то дискретных динамических м делей 
вида (2.11) – (2.13), соответствующих имеющимся данным, возможно бесконечно много. 
В этом случае формируется зависимость базисных неизвестных величин с стемы 
алгебраических уравнений вида (2.40) от ее свободных неизвестных. Тогда, подставляя 
произвольные значения свободных неизвестных переменных, будем получа ь различные 
модели (2.11) – (2.13), из которых на основании введения дополнительного критерия 
качества рассматриваемой динамической системы можно сфор ировать конкретную 
динамическую модель, пригодную для решения рассматриваемых задач оптимального 
управления региональной социально-экономической системой.
Отметим также, что на основе этих данных и другой информации (например, 
новых возможностей для расширения ресурсов управляющего субъекта) уточняются и 
ограничения (2.12) и (2.13) соответственно на фазовый вектор и векто  управляющего 
воздействия рассматриваемой динамической системы.
2. Задача построения области достижимости (прогнозного множества)
системы.
Зафиксируем промежуток времени )(,0, TTT <⊆ ττ . Тогда для любой
фиксированной τ -позиции )(ˆ)}(,{)( ττττ W∈= xw ( 00 ˆ)}0(,0{(0) W∈== wxw ) игрока Р в 
дискретной динамической системе (2.11) − (2.13) пусть nTx R∈+ ),,( )}({)( ττX есть ее 
область достижимости (прогнозное множество), которая определяется согласно (2.21)  и,
как показано ранее, является выпуклым, замкнутым и ограниченным многогранником (с 
конечным числом вершин) в пространстве nR .
Требуется построить множество ),,( )}({)( Tx ττ+X путем его описания, например, с 
помощью множества всех его вершин в пространстве nR и  представить решение этой 
задачи в виде конечного числа операций, допускающих их компьютерную реализацию.
Для решения задачи построения прогнозного множества системы (2.11) − (2.13)
предлагается использовать общий рекуррентный алгебраический метод [11],
представляющий из себя следующую реализацию конечной последовательности
рекуррентных процедур решения вспомогательных задач линейного математического 
программирования и одношаговых операций.
Предположим, что множество )1,,()1( )}({)( −=− + ttX x ττX ( Tt <<τ ) уже 
построено и в силу свойств прямой области достижимости является выпуклым, 
  в дискретной динамической системе (2.11) – (2.13) 
пусть 
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В случае если имеющиеся статистические данные о предыстор и фаз вого вектора 
х и управляющего воздействия таковы, что с стем инейных алг браических у авнений 
вида (2.40) имеет бесконечное множество решений, то дискретных динамических моделей 
вида (2.11) – (2.13), соответствующих имеющимся данным, возможно бесконечно ного. 
В этом случае формируется зависимость базисных н известных величин системы 
алгебраических уравнений вида (2.40) от ее свободных неизвест ых. Тогда, подставляя 
произвольные значения свободных неизвестных переменных, будем получать различные 
модели (2.11) – (2.13), из которых на основании введения дополнительного критерия 
качества рассматриваемой динамической системы можно сформировать конкретную 
динамическую модель, пригодную для решения ра сматрива мых задач оптимального 
управления региональной социально-экономической систем й.
Отметим также, что на основе этих данных и другой нформации (например, 
новых возможностей для расширения ресурсов управляющего субъекта) уточняют я и 
ограничения (2.12) и (2.13) соответственн  н  фазовый вектор и вектор управляющего 
воздействия рассматриваемой динамической системы.
2. Задача построения области достижимости (прогнозного множес ва)
системы.
Зафиксируем промежуток времени )(,0, TTT <⊆ ττ . Тогда для любой
фиксированной τ -позиции )(ˆ)}(,{)( ττττ W∈= xw ( 00 ˆ)}0(,0{(0) W∈== wxw ) игрока Р в 
дискретной динамической системе (2.11) − (2.13) пусть nTx R∈+ ),,( )}({)( ττX есть ее 
область достижимости (прогнозное множество), которая определяется согласно (2.21)  и,
как показано ранее, является выпуклым, замкнутым и г а иченным многогранником (с 
конечным числом вершин) в пространстве nR .
Требуется построить множество ),,( )}({)( Tx ττ+X путем его описа ия, например, с 
помощью множества всех его вершин в пр странстве nR и  представить ре е ие этой 
задачи в виде конечного числа операций, допускающих их компьютерную реализацию.
Для решения задачи построения прогнозного множества системы (2.11) − (2.13)
предлагается использовать общий рекуррентный алгебраический метод [11],
представляющий из себя следующую реализаци  конечной последовательности
рекуррентных процедур решения вспомогательных задач линейного математического 
программирования и одношаговых операций.
Предположим, что множество )1,,()1( )}({)( −=− + ttX x ττX ( Tt <<τ ) уже 
построено и в силу свойств прямой области достижимости является выпуклым, 
 есть область достижимости (прогнозное 
множество), которая определяется согласно (2.21) и, как показано ранее, 
является выпуклым, замкнутым и ограниченным многогранником (с ко-
нечным число  вершин) в пространстве 
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В случае если имеющиеся статистические данные о предыстории фазового вектора 
х и управляющего воздействия таковы, что с стема линейных алгебраических уравнений 
вида (2.40) имеет бесконечное множество решений, то дискр т  динамических моделей 
вида (2.11) – (2.13), соответствующих имеющимся данным, возможно бесконечно много. 
В этом случа  формируе ся за исимость базисных неизвестных величин системы 
алгебраических уравнений вида (2.40) от ее вободных неизвестных. Тогда, подставляя 
произвольные значения свободных неизвестных переменных, будем получать р зличные 
модели (2.11) – (2.13), из которых на основании введения дополнительного критер я 
качества рассматриваемой динамической си темы можно сформировать конкретную 
динамическую модель, приг дную для решения рассматриваемых задач оптимального 
управления региональной социально-экономич ской системой.
Отмет м также, что на основе этих данных и другой информации (например, 
новых возможностей для расширения ресурсов управляющего субъекта) уточняются  
огра ичения (2.12) и (2.13) соответственно на фазовый вектор и вектор управляющего 
воздейств я рассматриваемой динамич ской системы.
2. Задача пост оения области достижимости (п огнозного множества)
системы.
Зафиксируем промежуток времени )(,0, TTT <⊆ ττ . Тогда для любой
фиксированной τ -позиции )(ˆ)}(,{)( τττ W∈= xw ( 00 ˆ)}0(,0{(0) W∈== wxw ) игрока Р в 
дискретной д намической системе (2.11) − (2.13) пусть nTx R∈+ ),,( )}({)( ττX есть ее 
область достижимости (прогнозное мн жество), которая определяется согласно (2.21)  и,
как пок зано ранее, является выпуклым, замкнутым и ог ниченным многогранником (с 
конечным исло  вер ин)  nR .
Требуется п строить множество ),,( )}({)( Tx ττ+X путем его описания, например, с 
помощью множеств  всех ег  вершин в пространстве nR и  представить р шение этой 
задачи в виде ко ечного числа операций, допускающих их компьюте ную реализацию.
Для решения задачи по троения прогн зного множества системы (2.11) − (2.13)
предлагается использовать общий рекур ентный алгебраическ й метод [11],
представ яющий из себя следующую реализацию конечной последовательности
рекур ентных процедур решения вспомогательных з дач линейного математическог  
прог аммирования и одношаговых операций.
Предположим, что множество )1,,()1( )}({)( −=− + ttX x ττX ( Tt <<τ ) уже 
построено и в силу свойств прямой области достижимости является выпуклым, 
.  
Требуется построить множество 
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В случае если имеющиеся статистические данные о предыстории фазового вектора 
х и управляющег  воздейс вия таковы, что система линейных алгебраических уравнений 
вида (2.40) имеет бесконечное множество решений, то дискретных динамических моделей 
вида (2.11) – (2.13), соответствующих имеющимся данным, возможно бесконечно много. 
В этом слу ае формируется зависимость базисных неизвестных величин системы 
алгебраических уравне ий вида (2.40) от ее свободных неизвестных. Тогда, подставляя 
произвольные значен я свободных не звестных переменных, будем получать различные 
модели (2.11) – (2.13), из которых на основании введения дополнительного критерия 
качества рассмат ваемой динамической системы можно сформирова ь конкретную 
динамическую м дель, пригодную для решения рассматриваемых задач оптимального 
управления региональной социально-экономической системой.
Отметим акже, что на основе этих данных и другой информации (например, 
новых возможностей для расширения ресурсов управляющего субъекта) уточняются и 
граничения (2.12) и (2.13) соответственно на фазо ый вектор и вектор управляющего 
воздействия рассматриваемой динамической системы.
2. Задача построения области достижимости (прогнозного множества)
системы.
Зафиксируем промежуток времени )(,0, TTT <⊆ ττ . Тогда для любой
фиксированной τ -позиции )(ˆ)}(,{)( ττττ W∈= xw ( 00 ˆ)}0(,0{(0) W∈== wxw ) игрока Р в 
дискретной динамической системе (2.11) − (2.13) пусть nTx R∈+ ),( )}({)( ττX есть ее 
область достижимости (прогнозное множество), которая определяется согласно (2.21)  и,
как показано ранее, является выпуклым, замкнутым и ограниченным м огогранником (с 
конечным числом вершин) в пространстве nR .
Требуется построить мно ество ),,( )}({)( Tx ττ+X путем его описания, например, с 
помощью множ ства всех ег  вершин в пр странстве nR и  редставить решение этой 
задачи в виде конечного числа операций, допускающих их компьютерную реализацию.
Для реш ния задачи построения прогнозного множества системы (2.11) − (2.13)
предлагается использовать общий рекуррентный алгебраический метод [11],
пред тавляющий из себя следующую реализацию конечной последовательности
рекурр нтных процедур решения вспомогательных задач линейного математического 
программирования и одношаговых операций.
Предположим, что множество )1,,()1( )}({)( −=− + ttX x ττX ( Tt <<τ ) уже 
построено и в силу свойств прямой области достижимости является выпуклым, 
  его описания, 
например с помощью множества всех его вершин в пространстве 
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В случае если имеющиеся статистические данные о предыстории фазового вектора 
х и управляющего воздействия таковы, что система линейных алгебраических уравнений 
вида (2.40) имеет бесконечное множество решений, то дискретных динамических моделей 
вида (2.11) – (2.13), соответствующих имеющимся данным, возможно бесконечно много. 
В этом случае формируется зависимость базисных неизвестных величин системы 
алгебраических уравнений вида (2.40) от ее свободных неизвестных. Тогда, подставляя 
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воздействия рассматриваемой динамической системы.
2. Задача построения области достижимости (прогнозного множества)
системы.
Зафиксируем промежуток времени )(,0, TTT <⊆ ττ . Тогда для любой
фиксированной τ -позиции )(ˆ)}(,{)( ττττ W∈= xw ( 00 ˆ)}0(,0{(0) W∈== wxw ) игрока Р в 
дискретной динамической системе (2.11) − (2.13) пусть nTx R∈+ ),,( )}({)( ττX есть ее 
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Для решения задачи построения прогнозного множества системы (2.11) − (2.13)
предлагается использовать общий рекуррентный алгебраический метод [11],
представляющий из себя следующую реализацию конечной последовательности
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Тогда с учетом введенных выше определений и сформулированных 
утверждений лемм 2.2 – 2.4 и теоремы 2.1 общую схему алгоритма реше-
ния задачи построения прогнозного множества 
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(2.13) можно представить в фо ме выполнения нижеследующей рекуррентной 
последователь сти действий.
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Решение этой задачи находится с помощью модифицированного симплекс-метода 
(см., например, 38, 43, 46]), который применяется для задачи линейного 
программирования с ограничениями (2.42) и поиска минимума целевой функции 
11-k: RR →tg достаточно произвольного вида, например, следующего:
∑=
j
jg λλ)( ,
где λ=(λ1, λ2,...,λkt), tkj ,1∈ , ij ≠ .
Отметим, что такой выбор целевой функции значительно упрощает процесс 
проверки условий совместности ограничений (2.42) на первом этапе реализации 
для динамической системы (2.11) – (2.13) можно представить в форме вы-
полнения нижеследующей рекуррентной последовательности действий.
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(2.13) можно представить в ф рм  выполнения нижеследующей рекуррентной 
последова ельно и действий.
1. Для Tt 1,∈ по известным матр цам )1( −tA и )1( −tB , множествам
=− ))1(( tXnГ
nmi
ix ,1
)(
* }{ ∈ и =−
∗ ))1(( tp UГ
pmj
ju ,1
)(
* }{ ∈ , где N∈pn mm , есть число всех вершин 
м огогранников )1( −tX и )1( −∗ tU ответственно, формируются следующие множества:
)()1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxtxtxtX nn
∗+ ∈−−=∈= XR , ))}1(()1( −∈− tXtx nГ ;
)}1(()1(),)1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−=∈= ∗+ ttuttBthththtH p
n
n UГR ;
)(ˆ)(ˆ~,)(~:)(~{)(~ )( thtxxttxtX n +=∈=+ R , )}(ˆ)(ˆ),()(ˆ )()( tHthtXtx nn
++ ∈∈ .
Тогда в силу теоремы 2.1 справедливо равенство:
=+ )()( tX )(~co)),11( )()( tXtXt n
++ =−−X .
2. Пусть 
tki
i txtX ,1
)()( )}(~{)(~
∈
+ = и для )(~)(: )() txtji ji ≠≠ , где N∈tk есть число всех 
эле ентов множества (~ )( tX + )1( −tX , и ассматривается следующая задача.
Задача 2.5. Для фиксир ва ного tki ,1∈ и набора переменных
1Rjλ , tkj ,1∈ ,
ij ≠ , требуется определить совместимость следующей системы линейных с отнош ний:




∑ ≥=
∑ =
j
jj
j
ij
j txx
.0,1
),(~~ )((
λλ
λ
(2.42)
Реше ие этой з дач  находится с по ощью модифицир ванного си плекс-метода 
(см., например, 38, 43, 46]), кото ый применяется для задачи линейного 
программирования с ограничениями (2.42) и по ска иним ма целевой функции 
11-k: R→tg достат чно произв ль ого вида, например, следующего:
∑=
j
jg λλ)( ,
где λ=(λ1, λ2,...,λkt), tkj ,1∈ , ij ≠ .
Отметим, что так й выбор целевой функци  значи ельно упрощает процесс 
проверки усл й совмест ости ограничений (2.42) на первом эт пе реализации 
  
число всех вершин многогранников 
29
замкнутым и ограниченным многогранником (с конечным числом вершин) в пространстве 
nR [11].
Тогда с учетом введенных выше определений и сформулированных утверждений 
лем  2.2 − 2.4 и теоремы 2.1 общую сх му алгоритма решения задачи построения 
прогнозного множества ),)1(,1()( )( ttXttX −−= +X для динамической системы (2.11) − 
(2.13) можно представить в форме выполнения нижеследующей рекуррентной 
последовательности действий.
1. Для Tt 1,∈ по известным матрицам )1( −tA и )1( −tB , множествам
=− ))1(( tXnГ
nmi
ix ,1
)(
* }{ ∈ и =−
∗ ))1(( tp UГ
pmj
ju ,1
)(
* }{ ∈ , где N∈pn mm , есть число всех вершин 
мног )1( −tX и )1( −∗ tU соответственно, формируются следующие множества:
)()1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxtxtxtX nn
∗+ ∈−−=∈= XR , ))}1(()1( −∈− tXtx nГ ;
)}1(()1(),1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ ttututBthththtH p
n
n UГR ;
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++ ∈∈ .
Тогда в силу теоремы 2.1 справедливо равенство:
=+ )()( tX )(~co)),1(,1( )()( tXttXt n
++ =−−X .
2. Пусть 
tki
i txtX ,1
)()( )}(~{)(~
∈
+ = и для )(~)(~: )()( txtxji ji ≠≠ , где N∈tk есть число всех 
элементов множества )(~ )( tX + )1( −tX , и рассматривается следующая задача.
Задача 2.5. Для фиксированного tki ,1∈ и набора переменных
1R∈jλ , tkj ,1∈ ,
ij ≠ , требуется определить совместимость следующей системы линейных соотношений:




∑ ≥=
∑ =
j
jj
j
ij
j txtx
.0,1
),(~)(~ )()(
λλ
λ
(2.42)
Решение этой задачи находится с помощью модифицированного симплекс-метода 
(см., например, 38, 43, 46]), который применяется для задачи линейного 
программирования с ограничениями (2.42) и поиска минимума целевой функции 
11-k: RR →tg достаточно произвольного вида, например, следующего:
∑=
j
jg λλ)( ,
где λ=(λ1, λ2,...,λkt), tkj ,1∈ , ij ≠ .
Отметим, что такой выбор целевой функции значительно упрощает процесс 
проверки условий совместности ограничений (2.42) на первом этапе реализации 
 соответствен , 
формируются следующие множес ва:
29
замкнутым и ограниченным многогранником (с конечн  числом вершин) в пространстве 
nR [11].
Тогда с учетом введенных выше определений и сформулиров нных утв рж ен й 
лемм 2.2 − 2.4 и теоремы 2.1 общую схему алгоритма решения задачи построения 
прогнозного множества ),)1(,1()( )( ttXttX −−= +X для динамической системы (2.11) − 
(2.13) можно представить в форме выполнения нижеследующей рекуррентной 
последовательности действий.
1. Для Tt 1,∈ по известным матрицам )1( −tA и )1( −tB , множествам
=− ))1(( tXnГ
nmi
ix ,1
)(
* }{ ∈ и =−
∗ ))1(( tp UГ
pmj
ju ,1
)(
* }{ ∈ , где N∈pn mm , есть число всех вершин 
многогранников )1( −tX и )1( −∗ tU соответственно, формируются следующие множества:
)()1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxtxtxtX nn
∗+ ∈−−=∈= XR , ))}1(()1( −∈− tXtx nГ ;
)}1(()1(),1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ ttututBthththtH p
n
n UГR ;
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++ ∈∈ .
Тогда в силу теоремы 2.1 справедливо равенство:
=+ )()( tX )(~co)),1(,1( )()( tXttXt n
++ =−−X .
2. Пусть 
tki
i txtX ,1
)()( )}(~{)(~
∈
+ = и для )(~)(~: )()( txtxji ji ≠≠ , где N∈tk есть число всех 
элементов множества )(~ )( tX + )1( −tX , и рассматривается следующая задача.
Задача 2.5. Для фиксированного tki ,1∈ и набора переменных
1R∈jλ , tkj ,1∈ ,
ij ≠ , требуется определить совместимость следующей системы линейных соотношений:




∑ ≥=
∑ =
j
jj
j
i
j txtx
.0,1
),(~)(~ )()(
λλ
λ
(2.42)
Решение этой задачи находится с помощью модифицированного симплекс-метода 
(см., например, 38, 43, 46]), который применяется для задачи линейного 
программирования с ограничениями (2.42) и поиска минимума целевой функции 
11-k: RR →tg достаточно произвольного вида, например, следующего:
∑=
j
jg λλ)( ,
где λ=(λ1, λ2,...,λkt), tkj ,1∈ , ij ≠ .
Отме им, что такой выбор целевой функции значительно упрощает процесс 
проверки условий совместно ти ограничений (2.4 ) на первом этапе реализац и 
 
Тогда в силу теоремы 2.1 справедливо равенство:
29
замкнутым  огра че  г гра ко  (с неч  числ м вершин) в пространстве 
nR [11].
Тогда с уч том введенных выш  определений и сформулированных утверждений 
лемм 2.2 − 2.4 и теоремы 2.1 общую схему алгоритма решения задачи пост оения 
пр гнозного множества ),)1(,1()( )( ttXttX −−= +X для ди ам ч ской сист мы (2.11) − 
(2.13) можно представить в форме выполнения нижеследующей рекуррентной 
последовательности дейст ий.
1. Для Tt 1,∈ по известным матрицам )1( −tA и )1( −tB , множествам
=− ))1(( tXnГ
nmi
ix ,1
)(
* }{ ∈ и =−
∗ ))1(( tp UГ
pmj
ju ,1
)(
* }{ ∈ , где N∈pn mm , есть число всех вершин 
многогранников )1( −tX и )1−∗U соответственно, формируются следующие множества:
)()()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxtxtxtX nn
∗+ ∈−=∈= XR , ))}(()1( ∈− tXtx nГ ;
)}1()1),1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ tututBthththtH p
n
n UГR ;
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++ ∈∈ .
Тогда в силу теоремы 2.1 справедли о равенство:
=+ )()( tX )(~co)),1(,1( )()( tXttXt n
++ =−−X .
2. Пусть 
tki
i txtX ,1
)()( )}(~{)(~
∈
+ = и для )(~)(~: )()( txtxji ji ≠≠ , где N∈tk есть число всех 
элементов множества )(~ )( tX + )1( −tX , и рассматривается следующая задача.
Задача 2.5. Для ф ксир ванного tki ,1∈  набора п ременных
1R∈jλ , tkj ,1∈ ,
ij ≠ , требуется определить совместимость ледующей си те ы л нейных соотношений:




∑ ≥=
∑ =
j
jj
j
ij
j txtx
.0,1
),(~)(~ )()(
λλ
(2.42)
Решение этой задачи находится с помощью одифицированного симплекс-метода 
(см., например, 38, 43, 46]), который применяется для задачи ли ейного 
программирова ия с ограничения и (2.42) и о ск  ми мума целев й фун ции 
11-k: RR →tg достаточно произвольного вида, н пример, следующего:
∑=
j
jg λλ)( ,
где λ=(λ1 λ2,...,λkt) tkj ,1∈ , ij ≠ .
Отметим, что такой выбор цел вой функции значительно упрощает процесс 
проверки условий совместности ограничен  (2.42) а первом этапе реализации 
2. Пусть 
29
замкнутым и ограниченным многогранником (с конечным числом вершин) в пространстве 
nR [11].
огда с учетом введенных выше определений и сформулированных утверждений 
лемм 2.2 − 2.4 и теоремы 2.1 общую схему алгоритма решения задач  построения 
прогнозного множества ),)1(,1()( )( ttXttX −−= +X для динамической системы (2.11) − 
(2.13) можно представить в форме выполнения нижеследующей рекуррентной 
последовательности действий.
1. Для Tt 1,∈ по известным матрицам )1( −tA и )1( −tB , множествам
=− ))1(( tXnГ
nmi
ix ,1
)(
* }{ ∈ и =−
∗ ))1(( tp UГ
pmj
ju ,1
)(
* }{ ∈ , где N∈pn mm , есть число всех вершин 
многогранников )1( −tX и )1( −∗ tU соответственно, формируются следующие множества:
)()1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxtxtxtX nn
∗+ ∈−−=∈= XR , ))}1(()1( −∈− tXtx nГ ;
)}1(()1(),1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ ttututBthththtH p
n
n UГR ;
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++ ∈∈ .
Тогда в силу теоремы 2.1 справедливо равенство:
=+ )()( tX )(~co)),1(,1( )()( tXttXt n
++ =−−X .
tki
i txtX ,1
)() )}(~{)(~
∈
+ = и для )(~)(~: )()( txtxji ji ≠≠ , где N∈tk есть число всех 
элементов множества )(~ )( tX + )1( −tX , и рассматривается следующая задача.
Задача 2.5. Для фикс р ванного tki ,1∈  набора переменных
1R∈jλ , tkj ,1∈ ,
ij ≠ , требуется определить совместимость следующей системы линейных соотношений:




∑ ≥=
∑ =
j
jj
j
ij
j txtx
.0,1
),(~)(~ )()(
λλ
λ
(2.42)
Решение этой задачи находится с помощью модифицированного симплекс-метода 
(см., например, 38, 43, 46]), который пр меняется для задачи линейного 
программирования с ограничениями (2.42) и поиска минимума целевой функции 
11-k: RR →tg достаточно произвольного вида, например, следующего:
∑=
j
jg λλ)( ,
где λ=(λ1, λ2,...,λkt), tkj ,1∈ , ij ≠ .
Отметим, что такой выбор целевой функции значительно упрощает процесс 
проверки условий совместности ограничений (2.42) на первом этапе реализации 
  для 
29
замкнутым и ограниченным многогранником (с конечным числом вершин) в пространстве 
nR [11].
Тогда с учетом веде ных выше опр д лений и сформулированных утверждений 
лемм 2.2 − 2.4 и теоремы 2.1 общую схему алгоритма р шения задачи построения 
прогнозного множества ),)1(,1()( )( ttXttX −−= +X для динамической системы (2.11) − 
(2.13) можно представить в форме выполнения нижеследующей рекуррентной 
последовательности действий.
1. Для Tt 1,∈ по известным матрицам )1( −tA и )1( −tB , множествам
=− )1(( tXnГ
nmi
ix ,1
)(
* }{ ∈ и =−
∗ )1(( tp UГ
pmj
ju ,1
)(
* }{ ∈ , где N∈pn mm , есть число всех вершин 
многогранников )1( −tX и )1( −∗ tU соответственно, формируются следующие множества:
)()1()1(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxtxtxtX nn
∗+ ∈−−=∈= XR , )}1(()1( −∈− tXtx nГ ;
)}1(()1(),1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ ttututBthththtH p
n
n UГR ;
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++ ∈∈ .
Тогда в силу теоремы 2.1 справедливо равенство:
=+ )()( tX )(~co)),1(,1( )()( tXttXt n
++ =−−X .
2. Пусть 
tki
i txtX ,1
)()( )}(~{)(~
∈
+ = и я )(~)(~: )()( txtxji ji ≠≠ , где N∈tk есть число всех 
элементов множества )(~ )( tX + )1( −tX , и ра сматрив ется следующая задача.
Задача 2.5. Для фиксированного tki ,1∈ и набора переменных
1R∈jλ , tkj ,1∈ ,
ij ≠ , требуется определить совместимость следующей системы линейных соотношений:




∑ ≥=
∑ =
j
jj
j
ij
j txtx
.0,1
),(~)(~ )()(
λλ
λ
(2.42)
Решение этой задачи находится с помощью модифицированного симплекс-метода 
(см., например, 38, 43, 46]), который применяется для задачи инейного 
программирования с ограничениями (2.42) и поиска минимума целевой функции 
11-k: RR →tg достаточно произвольного вида, например, следующего:
∑=
j
jg λλ)( ,
где λ=(λ1, λ2, .,λkt), tkj ,1∈ , ij ≠ .
Отметим, что такой выбор целевой функции значительно упрощает проце с 
проверки условий совместности ограничений (2.42) на первом этапе реализации 
  
л
есть число всех элементов множества 
29
замк уты  и ограниче ным многогранником (с конечным числом вершин) в пространстве 
nR [11].
Тогда с четом введенных в ше опред лений и сфо мул рова ных утверждений 
ле м 2.2 − 2.4 и теоремы 2. общую х у алгоритма решения задачи построения 
прогнозного множ ства ),)1(,1()( )( ttXttX −−= +X для динам ческой системы (2.11) − 
(2.13) можно представить в форме выполнения нижеследующей рекуррентной 
последоват ль ости действий.
1. Для Tt 1,∈ по известным матрицам )1( −tA и )1( −tB , множествам
=− ))1(( tXn
nmi
ix ,1
)(
* }{ ∈ и =−
∗ ))1(( tp UГ
pmj
ju ,1
)(
* }{ ∈ , где N∈pn mm , е ть число вс х вершин 
многогранников )1( −tX и )1( −∗ tU соответственно, формируются следующие множества:
)()1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxtxtxtX nn
∗+ ∈−−=∈= XR , ))}1(()1( −∈− tXtx nГ ;
)}1(()1(),1()1()(ˆ,ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ ttututBthththtH p
n
n UГR ;
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++ ∈∈ .
Тогда в с лу теоремы 2.1 справедливо равенство:
=+ )()( tX )(~co)),1(,1( )()( tXttXt n
++ =−−X .
2. Пусть 
tki
i txtX ,1
)()( )}(~{)(~
∈
+ = и для )(~)(~: )()( txtxji ji ≠≠ , где N∈tk есть число всех 
эле е )(~ )( tX + )1( −tX , и рассматривается следующая задача.
Задача 2.5. Для фиксированного tki ,1∈ и набора переменных
1R∈jλ , tkj ,1∈ ,
ij ≠ , требуется определить совместимость следующей системы линейных соотношений:




∑ ≥=
∑ =
j
jj
j
ij
j txtx
.0,1
),(~)(~ )()(
λλ
λ
(2.42)
Решение эт й задачи находится с помощью модифицирова ног  симплекс-метода 
(см., нап и ер, 38, 43, 46]), который применя тся для задачи линейного 
программирования с ограниче ями (2.42) и поиска мин мума целевой функции 
11-k: RR →tg достаточно произвольного вида, например, следующего:
∑=
j
jg λλ)( ,
где λ=(λ1, λ2,..., kt), tkj ,1∈ , ij ≠ .
Отмети , то такой выбор це ев й функции нач тельно упрощает процесс 
проверк  услов й совместности ограниче й (2.42) на первом этапе реализац и 
,  тривается 
следующая задач .
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Задача 2.5. Для фиксированного 
29
замкнутым и ограниченным многогранником (с конечным числом вершин) в пространстве 
nR [11].
Тогда с учетом введенных выше определений и сформулированных утверждений 
лемм 2.2 − 2.4 и теоремы 2.1 общую схему алгоритма решения задачи построения 
прогнозного множества ),)1(,1()( )( ttXttX −−= +X для динамической системы (2.11) − 
(2.13) можно представить в форме выполнения нижеследующей рекуррентной 
последовательности действий.
1. Для Tt 1,∈ по известным матрицам )1( −tA и )1( −tB , множествам
=− ))1(( tXnГ
nmi
ix ,1
)(
* }{ ∈ и =−
∗ ))1(( tp UГ
pmj
ju ,1
)(
* }{ ∈ , где N∈pn mm , есть число всех вершин 
многогранников )1( −tX и )1( −∗ tU соответственно, формируются следующие множества:
)()1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxtxtxtX nn
∗+ ∈−−=∈= XR , ))}1(()1( −∈− tXtx nГ ;
)}1(()1(),1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ ttututBthththtH p
n
n UГR ;
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++ ∈∈ .
Тогда в силу теоремы 2.1 справедливо равенство:
=+ )()( tX )(~co)),1(,1( )()( tXttXt n
++ =−−X .
2. Пусть 
tki
i txtX ,1
)()( )}(~{)(~
∈
+ = и для )(~)(~: )()( txtxji ji ≠≠ , где N∈tk есть число всех 
элементов множества )(~ )( tX + )1( −tX , и рассматривается следующая задача.
Задача 2.5. Для ксированного tki ,1∈ и набора переменных
1R∈jλ , tkj ,1∈ ,
ij ≠ , требуется определить совместимость следующей системы линейных соотношений:




∑ ≥=
∑ =
j
jj
j
ij
j txtx
.0,1
),(~)(~ )()(
λλ
λ
(2.42)
Решение этой задачи находится с помощью модифицированного симплекс-метода 
(см., например, 38, 43, 46]), который применяется для задачи линейного 
программирования с ограничениями (2.42) и поиска минимума целевой функции 
11-k: RR →tg достаточно произвольного вида, например, следующего:
∑=
j
jg λλ)( ,
где λ=(λ1, λ2,...,λkt), tkj ,1∈ , ij ≠ .
Отметим, что такой выбор целевой функции значительно упрощает процесс 
проверки условий совместности ограничений (2.42) на первом этапе реализации 
 и набора переме ных 
29
замкнутым и ограниченным многогранником (с конечным числом вершин) в пространстве 
nR [11].
Тогда с учетом введенных выше определений и сформулированных утверждений 
лемм 2.2 − 2.4 и теоремы 2.1 общую схему алгоритма решения задачи построения 
прогнозного множества ),)1(,1()( )( ttXttX −−= +X для динамической системы (2.11) − 
(2.13) можно представить в форме выполнения нижеследующей рекуррентной 
последовательности действий.
1. Для Tt 1,∈ по известным матрицам )1( −tA и )1( −tB , множествам
=− ))1(( tXnГ
nmi
ix ,1
)(
* }{ ∈ и =−
∗ ))1(( tp UГ
pmj
ju ,1
)(
* }{ ∈ , где N∈pn mm , есть число всех вершин 
многогранников )1( −tX и )1( −∗ tU соответственно, формируются следующие множества:
)()1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxtxtxtX nn
∗+ ∈−−=∈= XR , ))}1(()1( −∈− tXtx nГ ;
)}1(()1(),1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ ttututBthththtH p
n
n UГR ;
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++ ∈∈ .
Тогда в силу теоремы 2.1 справедливо равенство:
=+ )()( tX )(~co)),1(,1( )()( tXttXt n
++ =−−X .
2. Пусть 
tki
i txtX ,1
)()( )}(~{)(~
∈
+ = и для )(~)(~: )()( txtxji ji ≠≠ , где N∈tk есть число всех 
элементов множества )(~ )( tX + )1( −tX , и рассматривается следующая задача.
Задача 2.5. Для фиксированного tki ,1∈ и набора переменных
1R∈jλ , tkj ,1∈ ,
ij ≠ , требуется определить совместимость следующей системы линейных соотношений:




∑ ≥=
∑ =
j
jj
j
ij
j txtx
.0,1
),(~)(~ )()(
λλ
λ
(2.42)
Решение этой задачи находится с помощью модифицированного симплекс-метода 
(см., например, 38, 43, 46]), который применяется для задачи линейного 
программирования с ограничениями (2.42) и поиска минимума целевой функции 
11-k: RR →tg достаточно произвольного вида, например, следующего:
∑=
j
jg λλ)( ,
где λ=(λ1, λ2,...,λkt), tkj ,1∈ , ij ≠ .
Отметим, что такой выбор целевой функции значительно упрощает процесс 
проверки условий совместности ограничений (2.42) на первом этапе реализации 
, 
29
замкнутым и ограниченным многогранником (с конечным числом вершин) в пространстве 
nR [11].
Тогда с учетом введенных выше определений и сформулированных утверждений 
лемм 2.2 − 2.4 и теоремы 2.1 общую схему алгоритма решения задачи построения 
прогнозного множества ),)1(,1()( )( ttXttX −−= +X для динамической системы (2.11) − 
(2.13) можно представить в форме выполнения нижеследующей рекуррентной 
последовательности действий.
1. Для Tt 1,∈ по известным матрицам )1( −tA и )1( −tB , множествам
=− ))1(( tXnГ
nmi
ix ,1
)(
* }{ ∈ и =−
∗ ))1(( tp UГ
pmj
ju ,1
)(
* }{ ∈ , где N∈pn mm , есть число всех вершин 
многогранников )1( −tX и )1( −∗ tU соответственно, формируются следующие множества:
)()1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxtxtxtX nn
∗+ ∈−−=∈= XR , ))}1(()1( −∈− tXtx nГ ;
)}1(()1(),1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ ttututBthththtH p
n
n UГR ;
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++ ∈∈ .
Тогда в силу теоремы 2.1 справедливо равенство:
=+ )()( tX )(~co)),1(,1( )()( tXttXt n
++ =−−X .
2. Пусть 
tki
i txtX ,1
)()( )}(~{)(~
∈
+ = и для )(~)(~: )()( txtxji ji ≠≠ , где N∈tk есть число всех 
элементов множества )(~ )( tX + )1( −tX , и рассматривается следующая задача.
Задача 2.5. Для фиксированного tki ,1∈ и набора переменных
1R∈jλ , tkj ,1∈ ,
ij ≠ , требуется определить совместимость следующей системы линейных соотношений:




∑ ≥=
∑ =
j
jj
j
ij
j txtx
.0,1
),(~)(~ )()(
λλ
λ
(2.42)
Решение этой задачи находится с помощью модифицированного симплекс-метода 
(см., например, 38, 43, 46]), который применяется для задачи линейного 
программирования с ограничениями (2.42) и поиска минимума целевой функции 
11-k: RR →tg достаточно произвольного вида, например, следующего:
∑=
j
jg λλ)( ,
где λ=(λ1, λ2,...,λkt), tkj ,1∈ , ij ≠ .
Отметим, что такой выбор целевой функции значительно упрощает процесс 
проверки условий совместности ограничений (2.42) на первом этапе реализации 
 требуется определить совместимость следующей 
системы линейных соотношений:
29
замкнутым и ограниченным многогранником (с конечным числом вершин) в пространстве 
nR [11].
Тогда с учетом введенных выше определений и сформулированных утверждений 
лемм 2.2 − 2.4 и теоремы 2.1 бщую схему алгоритма решения задачи построения 
прогнозного множества ),)1(,1()( )( ttXttX −−= +X для динамической системы (2.11) − 
(2.13) можно представить в форме выполнения нижеследующей рекуррентной 
последовательности действий.
1. Для Tt 1,∈ по известным матрицам )1( −tA и )1( −tB , множествам
=− ))1(( tXnГ
nmi
ix ,1
)(
* }{ ∈ и =−
∗ ))1(( tp UГ
pmj
ju ,1
)(
* }{ ∈ , где N∈pn mm , есть число всех вершин 
многогранников )1( −tX и )1( −∗ tU соответственно, формируются следующие множества:
)()1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxtxtxtX nn
∗+ ∈−−=∈= XR , ))}1(()1( −∈− tXtx nГ ;
)}1(()1(),1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ ttututBthththtH p
n
n UГR ;
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++ ∈∈ .
Тогда в силу теоремы 2.1 справедливо равенство:
=+ )()( tX )(~co)),1(,1( )()( tXttXt n
++ =−−X .
2. Пусть 
tki
i txtX ,1
)()( )}(~{)(~
∈
+ = и для )(~)(~: )()( txtxji ji ≠≠ , где N∈tk есть число всех 
элементов множества )(~ )( tX + )1( −tX , и рассматривается следующая задача.
Задача 2.5. Для фиксированного tki ,1∈ и набора переменных
1R∈jλ , tkj ,1∈ ,
ij ≠ , требуется определить совместимость следующей системы линейных соотношений:




∑ ≥=
∑ =
j
jj
j
ij
j txtx
.0,1
),(~)(~ )()(
λλ
λ
(2.42)
Решение этой задачи находится с помощью модифицированного симплекс-метода 
(см., например, 38, 43, 46]), который применяется для задач  линейного 
программирования с ограничениями (2.42) и поиска минимума целевой функции 
11-k: RR →tg достаточно произвольного вида, например, следующего:
∑=
j
jg λλ)( ,
где λ=(λ1, λ2,...,λkt), tkj ,1∈ , ij ≠ .
Отметим, что такой выбор целевой функции знач тельно упрощает процесс 
проверки условий совместности ограничений (2.42) на первом этапе реализации 
                                  (2.42)
Решение этой задачи находится с помощью модифицированного сим-
плекс-метода (см., например, [38, 43, 46]), который применяется для за-
дачи линейного программирования с ограничениями (2.42) и поиска ми-
нимума целевой функции  
29
замкнутым и ограниченным многогранником (с конечным числом вершин) в пространстве 
nR [11].
Тогда с учетом введенных выше определений и сф рмулированных утверждений 
лемм 2.2 − 2.4 и теоре ы 2.1 общую схему алгоритма решения задачи построения 
прогнозного множества ),)1(,1()( )( ttXttX −−= +X для динамической системы (2.11) − 
(2.13) можно представить в форме выпол ения нижеследующей рекуррентной 
пос едовате ьност  действий.
1. Для Tt 1,∈ по известным атрицам )1( −tA и )1( −tB , множествам
=− ))1(( tXnГ
nmi
ix ,1
)(
* }{ ∈ и =−
∗ ))1(( tp UГ
pmj
ju ,1
)(
* }{ ∈ , где N∈pn mm , есть число всех вершин 
многогранников )1( −tX и )1( −∗ tU соответственно, формируются следующие множества:
)()1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxtxtxtX nn
∗+ ∈−−=∈= XR , ))}1(()1( −∈− tXtx nГ ;
)}1(()1(),1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ ttututBthththtH p
n
n UГR ;
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++ ∈∈ .
Тогда в силу теоремы 2.1 справедливо равенство:
=+ )()( tX )(~co)),1(,1( )()( tXttXt n
++ =−−X .
2. Пусть 
tki
i txtX ,1
)()( )}(~{)(~
∈
+ = и для )(~)(~: )()( txtxji ji ≠≠ , где N∈tk есть число всех 
элементов множества )(~ )( tX + )1( −tX , и рассматривается следующая задача.
Задача 2.5. Для фиксированного tki ,1∈ и набора переменных
1Rjλ , tkj ,1∈ ,
ij ≠ , требуется определи ь с вме тимость следующей системы линейных соотношений:




∑ ≥=
∑ =
j
jj
j
ij
j txtx
.0,1
),(~)(~ )()(
λλ
λ
(2.42)
Решение этой задачи находится с по щью модифицированного симплекс-метода 
(см., например, 38, 43, 46]), который применяется ля задачи линейного 
пр граммирования с огран чениями (2.42) и п иска минимума целевой функции 
11-k: RR →tg достаточн  произвольного вида, например, следующего:
∑=
j
jg λλ)( ,
где λ=( 1, λ2,...,λkt), tkj ,1∈ , ij ≠ .
Отметим, что такой выбор целевой фу кц и значительно упрощает процесс 
пров рк  услов й с вместност  ограничений (2.42) на первом этапе реализации 
 о звольного вида, 
например, следующего:
29
замкнутым и ограниченным многогранником (с конечным числом вершин) в пространстве 
nR [11].
Тогда с учетом введенных выше определений и сформулированных утв ждений 
лемм 2.2 − 2.4 и теоремы 2.1 общую схему алгоритма решения задачи построе ия 
прогнозного множества ),)1(,1() )( ttXttX −−= +X для динамической системы (2.11) − 
(2.13) можно представить в форме выполнения нижеследующей рекуррентной 
последовательности действий.
1. Для Tt 1,∈ по известным матрицам )1( −tA и )1( −tB , множествам
=− )1(( tXnГ
nmi
ix ,1
)(
* }{ ∈ и =−
∗ )1(( tp UГ
pmj
ju ,1
)(
* }{ ∈ , где N∈pn mm , есть число всех вершин 
многогранников )1( −tX и )1( −∗ tU соответственно, формируются следующие множества:
)()1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxtxtxtX nn
∗+ ∈−−=∈= XR , )}1(()1( −∈− tXtx nГ ;
)}1(()1(),1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ ttututBthththtH p
n
n UГR ;
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++ ∈∈ .
Тогда в силу теоремы 2.1 справедливо равенство:
=+ )()( tX )(~co)),1(,1( )()( tXttXt n
++ =−−X .
2. Пусть 
tki
i txtX ,1
)()( )}(~{)(~
∈
+ = и для )(~)(~: )()( txtxji ji ≠≠ , где N∈tk есть число всех 
элементов множества )(~ )( tX + )1( −tX , и ра сматривается следующая задача.
Задача 2.5. Для фиксированного tki ,1∈ и набора переменных
1R∈jλ , tkj ,1∈ ,
ij ≠ , требуется определить совместимость следующей системы линейных соотношений:




∑ ≥=
∑ =
j
jj
j
ij
j txtx
.0,1
),(~)(~ )()(
λλ
λ
(2.42)
Решение этой задачи находит я с помощью модифицированн го сим лекс-метода 
(см., например, 38, 43, 46]), к торый приме яется для задач  л нейного 
программирования с ограничениями (2.42) и поиска минимума целевой функции 
11-k: RR →tg достаточно произвольного вида, например, следующего:
∑=
j
jg λλ)( ,
где λ=(λ1, λ2, .,λkt), tkj ,1∈ , ij ≠ .
Отметим, что такой выбор целевой функции значительно упрощает проце с 
проверки условий совместности ограничений (2.42) на первом этапе реализации 
где 
29
замкнутым и ограниченным многогранником (с конечным числом ве шин) в пространстве 
nR [11].
Тогда с уч то введенных выш  определений  сформулиро анных утверждений 
лемм 2.2 − 2.4 и теоремы 2.1 общую схему алгоритма решения задачи построения 
прог озного множества ),)1(,1()( )( ttXttX −−= +X для динам ческой системы (2.11) − 
(2.13) можно представить в форме ыполнения ниж следующей рекуррентной 
последовательности действий.
1. Для Tt 1,∈ по извес ным матрицам )1( −tA и )1( −tB , ножествам
=− ))1(( tXnГ
nmi
ix ,1
)(
* }{ ∈ и =−
∗ ))1(( tp UГ
pmj
ju ,1
)(
* }{ ∈ , где N∈pn mm , есть число всех вершин 
многогранников )1( −tX и )1( −∗ tU соответственно, формиру тся следующие множества:
)()1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( ttxtAtxttxtX nn
∗+ ∈−−=∈= XR , ))}1(()1( −∈− tXtx nГ ;
)}1(()1(),1()1()(ˆ,)(ˆ:)(ˆ{)(ˆ )( −∈−−−=∈= ∗+ ttututBthtthtH p
n
n UГR ;
)(ˆ)(ˆ)(~,)(~:)(~{)(~ )( thtxtxtxtxtX n +=∈=+ R , )}(ˆ)(ˆ),(ˆ)(ˆ )()( tHthtXtx nn
++ ∈∈ .
Тогда в силу теоремы 2.1 справедлив  равенство:
=+ )()( tX )(~co)),1(,1( )()( tXttXt n
++ =−−X .
2. Пусть 
tki
i txtX ,1
)()( )}(~{)(~
∈
+ = и для )(~)(~: )()( txtxji ji ≠ , где N∈tk есть число всех 
элементо  множества )(~ )( tX + )1( −tX ,  р ссматривается сле ующая задача.
Задача 2.5. Для фиксированного tki ,1∈ и набора переменных
1R∈jλ , tkj ,1∈ ,
ij ≠ , требуется определить совместимость следующей системы линейных соотношений:




∑ ≥=
∑ =
j
jj
j
ij
j txtx
.0,1
),(~)(~ )()(
λλ
λ
(2.42)
Решение этой за ачи находится с помощью м дифицированного симплекс-метод  
(с ., например, 38, 43, 46]), который примен ется для задачи л нейного 
программирования с ограничениям  (2.42) и по ска минимума целевой функции 
11-k: RR →tg достаточно произволь ого вида, например, следующего:
∑=
j
jg λλ)( ,
 λ=(λ1, λ2,...,λkt), tkj ,1∈ , ij ≠ .
Отметим, чт  такой выбор целевой функции з а ительно у щает пр цесс 
проверки условий овместности ограничений (2.42) на первом этапе реализации 
.
Отметим, что такой выбор целевой функции значитель о упрощает 
процесс проверки условий совместности ограничений (2.42) на первом 
этапе реализац  модифицированного симплекс-метода. При этом из 
свойств системы (2.42) следует, что если она совместна, то точка  
30
модифицированного симплекс-метода. При этом из свойств системы (2.42) следует, что 
если она совместна,  ка )(~ )( tx i не является вершиной многогранника )(~co )( tXn
+ , в
противном случае имеем )(~ )( tx i ∈ ))(~(co )( tXnn
+Г .
Тогда, решив задачу 2.5 для всех значений параметра tki ,1∈ , найдем все вершины 
многогранника =+ )()( tX )),1(,1()( ttXt −−+X X(+)(t), так как в силу теоремы 2.1 имеет место 
равенство: ))((co )( tXnn
+Г = ))(~(co )( tXnn
+Г .
Применяя описанную выше рекуррентную схему построения многогранных 
множеств  =+ )()( tX )),1(,1()( ttXt −−+X для всех моментов времени t∈ T,1+τ , в итоге, на 
основании теоремы 2.1, будет построена область достижимости 
=+ )()( TX )),1(,1()( TTXT −−+X = )},)({,()( Tx ττ+X − прогнозное множество всех возможных 
состояний фазового вектора x(T) динамической системы (2.11) − (2.13) в финальный 
момент времени T, имеющее вид выпуклого, замкнутого и ограниченного многогранника
(с конечным числом вершин) в пространстве nR , путем описания всех его вершин.
3. Задача минимаксного оценивания прогнозного множества системы.
Рассмотрим решение следующей задачи минимаксного оценивания прогнозного 
множества.
Задача 2.6. Пусть для построенного прогнозного множества )},)({,()( Tx ττ+X ,
дискретной динамической системы (2.11) − (2.13), которое, как уже отмечалось выше, 
является выпуклым, замкнутым и ограниченным многогранником, с конечным числом 
вершин, например, равным числу m N∈ пространства nR , известно дискретное множество
mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех его вершин. Требуется найти для этого множества 
чебышевский центр (вектор минимаксной оценки множества )()( TX + и величину
чебышевского радиуса (наименьшую величину радиуса шара в пространств nR ,
покрывающего множество )()( TX + ) в виде реализации конечного числа операций, 
допускающих их компьютерную реализацию.
Решение задачи 2.6 минимаксного оценивания прогнозного множества  может быть 
найдено, например, с помощью следующей обобщенной авторской методики [11]:
1) на основе множества mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех вершин многогранника 
)()( TX + формируются функционалы
µi : R
n
→ R1, mi ,1∈ ,
 
не является вершиной многогранника 
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модифицированного симплекс-метода. При этом из свойств системы (2.42) следует, что 
если она совместна, то точка )(~ )( tx i не является вершиной многогран ика )(~co )( tXn
+ , в
противном случае имеем )(~ )( tx i ∈ ))(~(co )( tXnn
+Г .
Тогда, решив задачу 2.5 для всех значений параметра tki ,1∈ , найдем все вершины 
многогранника =+ )()( tX )),1(,1()( ttXt −−+X X(+)(t), так как в силу теоремы 2.1 имеет место 
равенство: ))((co )( tXnn
+Г = ))(~(co )( tXnn
+Г .
Применяя описанную выше рекуррентную схему построения многогранных 
множеств  =+ )()( tX )),1(,1()( ttXt −−+X для всех моментов времени t∈ T,1+τ , в итоге, на 
основании теоремы 2.1, будет построена область достижимости 
=+ )()( TX )),1(,1()( TTXT −−+X = )},)({,()( Tx ττ+X − прогнозное множество всех возможных 
состояний фазового вектора x(T) динамической системы (2.11) − (2.13) в финальный 
момент времени T, имеющее вид выпуклого, замкнутого и ограниченного многогранника
(с конечным числом вершин) в пространстве nR , путем описания всех его вершин.
3. Задача минимаксного оценивания прогнозного множества системы.
Рассмотрим решение следующей задачи минимаксного оценивания прогнозного 
множества.
Задача 2.6. Пусть для построенного прогнозного множества )},)({,()( Tx ττ+X ,
дискретной динамической системы (2.11) − (2.13), которое, как уже отмечалось выше, 
является выпуклым, замкнутым и ограниченным многогранником, с конечным числом 
вершин, например, равным числу m N∈ пространства nR , известно дискретное множество
mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех его вершин. Требуется найти для этого множества 
чебышевский центр (вектор минимаксной оценки множества )()( TX + и величину
чебышевского радиуса (наименьшую величину радиуса шара в пространств nR ,
покрывающего множество )()( TX + ) в виде реализации конечного числа операций, 
допускающих их компьютерную реализацию.
Решение задачи 2.6 минимаксного оценивания прогнозного множества  может быть 
найдено, например, с помощью следующей обобщенной авторской методики [11]:
1) на основе множества mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех вершин многогранника 
)()( TX + формируются функционалы
µi : R
n
→ R1, mi ,1∈ ,
, в противном случае име-
ем 
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модифицированного сим лекс-метода. При этом из свойств с стемы (2.42) следует, что 
если она совместна, то точка )(~ )( tx i не является вершиной многогранника )(~co )( tXn
+ , в
противном случае име )(~ )( tx i ∈ ))(~(co )( tXnn
+Г .
Тогда, решив задачу 2.5 для всех значений параметра tki ,1∈ , найдем все вершины 
многогранника =+ )()( tX )),1(,1()( ttXt −−+X X(+)(t), так как в силу теоремы 2.1 имеет место 
равенство: ))((co )( tXnn
+Г = ))(~(co )( tXnn
+Г .
Применяя описанную выше рекуррентную схему построения многогранных 
множеств  =+ )()( tX )),1(,1()( ttXt −−+X для всех моментов времени t∈ T,1+τ , в итоге, на 
основании теоремы 2.1, будет построена область достижимости 
=+ )()( TX )),1(,1()( TTXT −−+X = )},)({,()( Tx ττ+X − прогнозное множество всех возможных 
состояний фазового вектора x(T) динамической системы (2.11) − (2.13) в финальный 
момент времени T, имеющее вид выпуклого, замкнутого и ограниченного многогранника
(с конечным числом вершин) в пространстве nR , путем описания всех его вершин.
3. Задача минимаксного оценивания прогнозного множества системы.
Рассмотрим решение следующей задачи минимаксного оценивания прогнозного 
множества.
Задача 2.6. Пусть для построенного прогнозного множества )},)({,()( Tx ττ+X ,
дискретной динамической системы (2.11) − (2.13), которое, как уже отмечалось выше, 
является выпуклым, замкнутым и ограниченным многогранником, с конечным числом 
вершин, например, равным числу m N∈ пространства nR , известно дискретное множество
mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех его вершин. Требуется найти для этого множества 
чебышевский центр (вектор минимаксной оценки множества )()( TX + и величину
чебышевского радиуса (наименьшую величину радиуса шара в пространств nR ,
покрывающего множество )()( TX + ) в виде реализации конечного числа операций, 
допускающих их компьютерную реализацию.
Решение задачи 2.6 минимаксного оценивания прогнозного множества  может быть 
найдено, например, с помощью следующей обобщенной авторской методики [11]:
1) на основе множества mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех вершин многогранника 
)()( TX + формируются функционалы
µi : R
n
→ R1, mi ,1∈ ,
Тогда, решив задачу 2.5 для всех значений параметра 
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модифицированного с мп екс-метода. При эт м из свойств системы (2.42) следует, что 
если она совместна, то точка )(~ )( tx i не является вершиной многогранника )(~co )( tXn
+ , в
противном случае имеем )(~ )( tx i ∈ ))(~(co )( tXnn
+Г .
Тогда, решив задачу 2.5 для всех значе  tki ,1∈ , найдем все вершины 
многогранника =+ )()( tX )),1(,1()( ttXt −−+X X(+)(t), так как в силу теоремы 2.1 имеет место 
равенство: ))((co )( tXnn
+Г = ))(~(co )( tXnn
+Г .
Применяя описанную выше рекуррентную схему построения многогранных 
множеств  =+ )()( tX )),1(,1()( ttXt −−+X для всех моментов времени t∈ T,1+τ , в итоге, на 
основании теоремы 2.1, будет построена область достижимости 
=+ )()( TX )),1(,1()( TTXT −−+X = )},)({,()( Tx ττ+X − прогнозное множество всех возможных 
состояний фазового вектора x(T) динамической системы (2.11) − (2.13) в финальный 
момент времени T, и еющее вид выпуклого, замк утого и ограниченного многогранника
(с конечным числом вершин) в пространстве nR , путем описания всех его вершин.
3. Задача минимаксного оценивания прогнозного множества системы.
Рассмотрим решение следующей задачи минимаксного оценивания прогнозного 
множеств .
Задача 2.6. Пусть для построенного прогнозного множества )},)({,()( Tx ττ+X ,
дискретной динамической системы (2.11) − (2.13), которое, как уже отмечалось выше, 
является выпуклым, замкнутым и граниченным многогранником, с конечным числом 
вершин, например, равным числу m N∈ пространства nR , известно дискретное множество
mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех его вершин. Требуется найти для этого множества 
чебышевский центр (вектор минимаксной оценки множества )()( TX + и величину
чебышевского радиуса (наименьшую величину радиуса шара в пространств nR ,
покрывающего множество )()( TX + ) в виде реализации конечного числа операций, 
допускающих их компьютерную реализацию.
Решение задачи 2.6 минимаксного оценивания прогнозного множества  может быть 
айдено, например, с помощью следующей обобщенной авторской методики [11]:
1) на основе множества mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех вершин многогранника 
)()( TX + формируются функционалы
µi : R
n
→ R1, mi ,1∈ ,
 
все вершины многогранника 
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модифицированного симп екс-метода. При э ом из свойств системы (2.42) следует, что 
есл она сов естн , т  точка )(~ )( tx i не является верш ной многогранника )(~co )( tXn
+ , в
противном случае имеем )(~ )( tx i ∈ ))(~(co )( tXnn
+Г .
Тогда, решив задачу 2.5 для всех значений параметра tki ,1∈ , найдем все вершины 
мног =+ )()( tX )),1(,1()( ttXt −−+X X(+)(t), так как в силу теоремы 2.1 имеет место 
равенство: ))((co )( tXnn
+Г = ))(~(co )( tXnn
+Г .
Применяя описанную выше рекуррентную схему построения многогранных 
множеств  =+ )()( tX )),1(,1()( ttXt −−+X для всех моментов времени t∈ T,1+τ , в итоге, на 
основании теоремы 2.1, будет построена область достижимости 
=+ )()( TX )),1(,1()( TTXT −−+X = )},)({,()( Tx ττ+X − прогнозное множество всех возможных 
состояний фазового вектора x(T) динамической системы (2.11) − (2.13) в финальный 
момент времени T, и еющее вид выпуклого, замкнутого и ограниченного многогранника
(с конечным числом вершин) в пространстве nR , путем описания всех его вершин.
3. Задача минимаксного оценивания прогнозного множества системы.
Рассмотрим решение сл дующей задачи минимаксного оценивания прогнозного 
множества.
Задача 2.6. Пусть для построенного прогнозного множества )},)({,()( Tx ττ+X ,
дискретной динамическ й системы (2.11) − (2.13), которое, как уже отмечалось выше, 
является выпуклым, замкнутым и ограниченным многогранником, с конечным числом 
вершин, например, равным числу m N∈ пространства nR , известно дискретное множество
mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех его вершин. Требуется найти для этого множества 
чебышевский центр (вект р минимаксной оценки множества )()( TX + и величину
чебышевского радиуса (наименьшую величину радиуса шара в пространств nR ,
покры ающего множество )()( TX + ) в виде реализации конечного числа операций, 
допускающих их компьютер ую реализацию.
Решение задачи 2.6 минимаксного оценивания прогнозного множества  может быть 
найдено, апример, с помощью следующей обобщенной авторской методики [11]:
1) на основе множества mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех вершин многогранника 
)()( TX + формируются функцио алы
µi : R
n
→ R1, mi ,1∈ ,
в силу теоремы 2.1 имеет место равенств : 
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модифицированного симплекс-метода. При этом из свойств системы (2.42) следует, что 
если она совместна, т  точка )(~ )( tx i не является вершиной многогранника )(~co )( tXn
+ , в
противном случае имеем )(~ )( tx i ∈ ))(~(co )( tXnn
+Г .
Тогда, решив задачу 2.5 для всех значений параметра tki ,1∈ , найдем все вершины 
многогранника =+ )()( tX )),1(,1()( ttXt −−+X X(+)(t), так как в силу теоремы 2.1 имеет место 
))((co )( tXnn
+Г = ))(~(co )( tXnn
+Г .
Применяя описанную выше рекуррентную схему построения многогранных 
множеств  =+ )()( tX )),1(,1()( ttXt −−+X для всех моментов времени t∈ T,1+τ , в итоге, на 
основании теоремы 2.1, будет постр ена область достижимости 
=+ )()( TX )),1(,1()( TTXT −−+X = )},)({,()( Tx ττ+X − пр гнозное множество всех возмо ных 
состояний фазового вектора x(T) динамической системы (2.11) − (2.13) в финальный 
момент времени T, имеющее вид выпуклого, замкнутого и ограниченного многогранника
(с конечным числом вершин) в пространстве nR , путем описания всех его верши .
3. Задача минимаксного оценивания прогнозного множества системы.
Рассмотрим решение следующей задачи минимаксного оценивания прогнозного 
множества.
Задач  2.6. Пусть для построенного прогнозного множества )},)({,()( Tx ττ+X ,
дискретной динамической системы (2.11) − (2.13), которое, как уже о мечалось выше, 
является выпуклым, замкнутым и ограниченным многогранником, с конечным числом 
вершин, например, равным числу m N∈ п остранства nR , известно дискретн е м ожество
mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех его вершин. Т ебуется найти для этого множества 
ч бышевский центр (вектор минимаксной оценки множества )()( TX + и величину
чебышевского радиуса (наименьшую величину радиуса шара в пространств nR ,
покрывающего множество )()( TX + ) в виде реализации конечного числа операций, 
допус ающих их компьютерную реализацию.
Решение задачи 2.6 минимаксного оценивания прогнозного множества  может быть 
найдено, например, с помощью следующей обобщенной авторской методики [11]:
1) а основе множества mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех вершин многогранника 
)()( TX + формируются функционалы
µi : R
n
→ R1, mi ,1∈ ,
.
Применяя описанную выше рекуррентную хему построения много-
гранных множеств 
30
модифицированного симплекс-метода. При этом из свойств с стемы (2.42) следует, что 
если она со м стна, то т чка )(~ )( tx i не явля тся вершиной м ог гр нника )(~co )( tXn
+ , в
противном случае имеем )(~ )( tx i ∈ ))(~(co )( tXnn
+Г .
Тогда, решив задачу 2.5 для всех значений параметра tki ,1∈ , найдем все вершины 
многогранника =+ )()( tX )),1(,1()( ttXt −−+X X(+)(t), так как в силу теоремы 2.1 имеет место 
равенство: ))((co )( tXnn
+Г = ))(~(co )( tXnn
+Г .
Применяя описанную выше рекуррентную схему построения многогранных 
множеств =+ )()( tX )),1(,1()( ttXt −−+X для всех моме тов вре ени t∈ T,1+τ , в ит ге, н  
основа ии теоремы 2.1, будет пост оена область достижимости 
=+ )()( TX )),1(,1()( TTXT −−+X = )},)({,()( Txτ+X − прогноз ое множество всех возможных 
состояний фазовог  вектора x(T) динамическ й системы (2.11) − (2.13) в финальный 
момент времени T, имеющее вид выпуклого, замкнутого и ограниченного многогранника
(с конечным числом вершин) в пространстве nR , путем описания всех его вершин.
3. Задача минимаксного оценивания п огнозного множества системы.
Рассмотрим решение следующей задачи минимаксного оценивания прогнозного 
множества.
Задача 2.6. Пусть для построенного прогнозного множества )},)({,()( Tx ττ+X ,
дискретной динамической системы (2.11) − (2.13), которое, как уже отмечалось выше, 
является выпуклым, замкнутым и ограниченным многогранником, с конечным числом 
вершин, например, равным числу m N∈ пространства nR , известно дискретное множество
mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех его вершин. Требует я найти для этого множества 
чебышевский центр (вектор минимаксной оценки множества )()( TX + и величину
чебышевского радиуса (наименьшую величину радиуса шара в пространств nR ,
покрывающего множество )()( TX + ) в виде реализац и конечного числа операций, 
допуска щих х компьютерную реализацию.
Решение задачи 2.6 минимаксного оценивания прогнозного множества  может быть 
найдено, например, с помощью следующей обобщенной авторской методики [11]:
1) на основе множества mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех вершин многогранника 
)()( TX + формируются функционалы
µi : R
n
→ R1, mi ,1∈ ,
   оментов вре-
мени 
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модифицированного симплекс-метода. При этом из свойств системы (2.42) следует, что 
если она совместна, то точка )(~ )( tx i не является вершиной многогранника )(~co )( tXn
+ , в
противном случае имеем )(~ )( tx i ∈ ))(~(co )( tXnn
+Г .
Тогда, решив задачу 2.5 для всех значений параметра tki ,1∈ , найдем все вершины 
многогранника =+ )()( tX )),1(,1()( ttXt −−+X X(+)(t), так как в силу теоремы 2.1 имеет место 
равенство: ))((co )( tXnn
+Г = ))(~(co )( tXnn
+Г .
Применяя описанную выше рекуррентную схему построения многогранных 
множеств  =+ )()( tX )),1(,1()( ttXt −−+X для всех моментов времени t∈ T,1+τ , в итоге, на 
основании теоремы 2.1, будет построена область достижимости 
=+ )()( TX )),1(,1()( TTXT −−+X = )},)({,()( Tx ττ+X − прогнозное множество всех возможных 
состояний фазового вектора x(T) динамической системы (2.11) − (2.13) в финальный 
момент времени T, имеющее вид выпуклого, замкнутого и ограниченн г  многогранника
(с конечным числом вершин) в пространстве nR , путем описания всех его вершин.
3. Задача минимакс ого оценивания прогнозного множества системы.
Рассмотрим решение следующей задачи минимаксного оценивания прогнозног  
множества.
Задача 2.6. Пусть для построенного прогнозного множества )},)({,()( Tx ττ+X ,
дискретной динамической системы (2.11) − (2.13), которое, как уже отмечалось выше, 
является выпуклым, замкнутым и ограниченным многогранник м, с коне ным числом 
вершин, например, равным числу m N∈ пространства nR , известно дискретное множество
mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех его вершин. Требуется найти для этого множества 
чебышевский центр (вектор минимаксной оценки множества )()( TX + и величину
чебышевского радиуса (наименьшую величину радиуса шара в пространств nR ,
покрывающего множество )()( TX + ) в виде реализации конечного числа операций, 
допускающих их компьютерную реализацию.
Решение задачи 2.6 минимаксного оценивания прогнозного множества  мож т быть 
найдено, например, с помощью следующей обобщенной авторской методики [11]:
1) на основе множества mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех вершин многогранника 
)()( TX + формируются функционалы
µi : R
n
→ R1, mi ,1∈ ,
 ос вании теоремы 2.1, будет построена 
область достижимости 
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модифицированного симплекс-метода. При этом из свойств системы (2.42) следует, что 
если она совместна, то точка )(~ )( tx i не является вершиной многогранника )(~co )( tXn
+ , в
противно  луч е меем )(~ )( tx i ∈ ))(~(co )( tXnn
+Г .
Тогда, решив задачу 2.5 для всех значений параметра tki ,1∈ , найдем все вершины 
многогранника =+ )()( tX )),1(,1()( ttXt −−+X X(+)(t), так как в силу теоремы 2.1 имеет место 
равенство: ))((co )( tXnn
+Г = ))(~(co )( tXnn
+Г .
Применяя описанную выше рекуррентную схему построения многогранных 
множеств  =+ )()( tX )),1(,1()( ttXt −−+X для всех моментов времени t∈ T,1+τ , в итоге, на 
основании теоремы 2.1, будет построена область достижимости 
=+ )()( TX )),1(,1()( TTXT −−+X = )},)({,()( Tx ττ+X − прогнозное множество всех возможных 
состояний фазового в ктора x(T) динамической системы (2.11) − (2.13) в финальный 
момент времени T, имеющее вид выпуклого, замкнутого и ограниченного многогранника
(с конечным числом вершин) в пространстве nR , путем описания всех его вершин.
3. Задача минимаксного оценивания прогнозного множества системы.
Рассм трим решени  сл дующей задачи минимаксного оценивания прогнозного 
множества.
Задача 2.6. Пусть для построенного прогнозного множества )},)({,()( Tx ττ+X ,
дискретной динамической системы (2.11) − (2.13), которое, как уже отмечалось выше, 
является выпуклым, замкнутым и ограниченным многогранником, с конечным числом 
вершин, например, равным числу m N∈ пространства nR , известно дискретное множество
mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех его вершин. Требуется найти для этого множества 
чебышевский цен р (вектор минимаксной оценки множества )()( TX + и величину
чебышевского радиуса (наиме ьшую величину радиуса шара в пространств nR ,
покрывающего множество )()( TX + ) в виде реализации конечного числа операций, 
допускающих их компьютерную реализацию.
Решение задачи 2.6 минимаксного оценивания прогнозного множества  может быть 
найдено, например, с помощью следующей обобщенной авторской методики [11]:
1) на основе множества mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех вершин многогранника 
)()( TX + формируются фу кционалы
µi : R
n
→ R1, mi ,1∈ ,
 – 
прогнозное множество всех в зможных состояний фазового вектора x(T) 
динамической системы (2.11) – (2.13) в финальный момент времени T, 
имеющее вид выпуклого замкнутого и ограниченного многогранника 
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(с конечным числом вершин) в пространстве Rn, путем описания всех его 
вершин. 
      
3. Задача минимаксного оценивания прогнозного множества си-
стемы.
Рассмотрим решение следующей задачи минимаксного оценивания 
прогнозного множества.
Задача 2.6. Пусть для построенного прогнозного множества 
30
модифицированного симплекс-метода. При этом из свойств системы (2.42) следует, что 
если она совместна, то точка )(~ )( tx i не является вершиной многогранника )(~co )( tXn
+ , в
противном случае имеем )(~ )( tx i ∈ ))(~(co )( tXnn
+Г .
Тогда, решив задачу 2.5 для всех значений параметра tki ,1∈ , найдем все вершины 
многогранника =+ )()( tX )),1(,1()( ttXt −−+X X(+)(t), так как в силу теоремы 2.1 имеет место 
равенство: ))((co )( tXnn
+Г = ))(~(co )( tXnn
+Г .
Применяя описанную выше рекуррентную схему построения многогранных 
множеств  =+ )()( tX )),1(,1()( ttXt −−+X для всех моментов времени t∈ T,1+τ , в итоге, на 
основании теоремы 2.1, будет построена область достижимости 
=+ )()( TX )),1(,1()( TTXT −−+X = )},)({,()( Tx ττ+X − прогнозное множество всех возможных 
состояний фазового вектора x(T) динамической системы (2.11) − (2.13) в финальный 
момент времени T, имеющее вид выпуклого, замкнутого и ограниченного многогранника
(с конечным числом вершин) в пространстве nR , путем описания всех его вершин.
3. Задача минимаксного оценивания прогнозного множества системы.
Рассмотрим решение следующей задачи минимаксного оценивания прогнозного 
множества.
Задача 2.6. Пусть для построенного прогнозного множества )},)({,()( Tx ττ+X ,
дискретной динамической системы (2.11) − (2.13), которое, как уже отмечалось выше, 
является выпуклым, замкнутым и ограниченным многогранником, с конечным числом 
вершин, например, равным числу m N∈ пространства nR , известно дискретное множество
mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех его вершин. Требуется найти для этого множества 
чебышевский центр (вектор минимаксной оценки множества )()( TX + и величину
чебышевского радиуса (наименьшую величину радиуса шара в пространств nR ,
покрывающего множество )()( TX + ) в виде реализации конечного числа операций, 
допускающих их компьютерную реализацию.
Решение задачи 2.6 минимаксного оценивания прогнозного множества  может быть 
найдено, например, с помощью следующей обобщенной авторской методики [11]:
1) на основе множества mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех вершин многогранника 
)()( TX + формируются функционалы
µi : R
n
→ R1, mi ,1∈ ,
, дискретной динамической системы (2.11) – (2.13), ко-
торое, как уже отмечалось выше, является выпуклым замкнутым и 
ограниченным многогранником, с конечным числом вершин, например 
равным числу 
30
модифицированного симплекс-метода. При этом из свойств системы (2.42) следует, что 
если она совместна, то точка )(~ )( tx i не является вершиной многогранника )(~co )( tXn
+ , в
противном случае имеем )(~ )( tx i ∈ ))(~(co )( tXnn
+Г .
Тогда, решив задачу 2.5 для всех значений параметра tki ,1∈ , найдем все вершины 
многогранника =+ )()( tX )),1(,1()( ttXt −−+X X(+)(t), так как в силу теоремы 2.1 имеет место 
равенство: ))((co )( tXnn
+Г = ))(~(co )( tXnn
+Г .
Применяя описанную выше рекуррентную схему построения многогранных 
множеств  =+ )()( tX )),1(,1()( ttXt −−+X для всех моментов времени t∈ T,1+τ , в итоге, на 
осно ании теоремы 2.1, будет построена область достижимости 
=+ )()( TX )),1(,1()( TTXT −−+X = )},)({,()( Tx ττ+X − прогнозное множество всех возможных 
с ст яний фазо го вектора x(T) динамической системы (2.11) − (2.13) в финальный 
момент времени T, имеющее вид выпуклого, замкнутого и ограниченного многогранника
(с конечным числом вершин) в пространстве nR , путем описания всех его вершин.
3. Задача минимаксного оценивания прогнозного множества системы.
Рассмотрим решение следующей задачи минимаксного оценивания прогнозного 
ножества.
Задача 2.6. Пусть для построенного прогнозного множества )},)({,()( Tx ττ+X ,
дискрет й дин мической системы (2.11) − (2.13), котор е, как уже отмечалось выше, 
является выпуклым, замкнутым и ограниченным многогранником, с конечным числом 
вершин, например, рав числу m N∈ пространства nR , известно дискретное множество
mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех его вершин. Требуется найти для этого множества 
чебышевский центр (вектор минимаксной оценки множества )()( TX + и величину
чебыш вского радиуса (наименьшую величину радиуса шара в пространств nR ,
покрывающего мн жество )()( TX + ) в виде реализации конечного числа операций, 
допускающих их компьютерную реализацию.
Решение задачи 2.6 минимаксного оценивания прогнозного множества  может быть 
найдено, например, с помощью следующей обобщенной авторской методики [11]:
1) на основе множества mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех вершин многогранника 
)()( TX + формируются функционалы
µi : R
n
→ R1, mi ,1∈ ,
 пространст  , звестно дискретное ножество 
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модифицированного симплекс-метода. При этом из свойств системы (2.42) следует, что 
если она совместна, то точка )(~ )( tx i не является вершиной многогранника )(~co )( tXn
+ , в
противном случае имеем )(~ )( tx i ∈ ))(~(co )( tXnn
+Г .
Тогда, решив задачу 2.5 для всех значений параметра tki ,1∈ , найдем все вершины 
многогранника =+ )()( tX )),1(,1()( ttXt −−+X X(+)(t), так как в силу теоремы 2.1 имеет место 
равенство: ))((co )( tXnn
+Г = ))(~(co )( tXnn
+Г .
Применяя описанную выше рекуррентную схему построения многогранных 
множеств  =+ )()( tX )),1(,1()( ttXt −−+X для всех моментов времени t∈ T,1+τ , в итоге, на 
основании теоремы 2.1, будет построена область достижимости 
=+ )()( TX )),1(,1()( TTXT −−+X = )},)({,()( Tx ττ+X − прогнозное множество всех возможных 
состояний фазового вектора x(T) динамической системы (2.11) − (2.13) в финальный 
момент времени T, имеющее вид выпуклого, замкнутого и ограниченного многогранника
(с конечным числом вершин) в пространстве nR , путем оп сания всех его вершин.
3. Задача минимаксного оценивания прогнозного множества системы.
Рассмотрим решение следующей задачи минимаксного оценивания прогнозного 
множества.
Задача 2.6. Пусть для построенного прогнозного множества )},)({,()( Tx ττ+X ,
дискретной динамической системы (2.11) − (2.13), которое, как уже отмечалось выше, 
явля тся выпуклы , з мкнутым и ограниченным многогран ико , с конечным числом 
вершин, например, равным числу m N∈ пространства nR , известно дискретное множество
mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех его вершин. Требуется найти для этого множества 
чебышевский центр (вектор минимаксной оценки множества )()( TX + и величину
чебышевского радиуса (наименьшую величину радиуса шара в пространств nR ,
покрывающего множество )()( TX + ) в виде реализации конечного числа операций, 
допускающих их компьютерную реализацию.
Решение задачи 2.6 минимаксного оценивания прогнозного множества  может быть 
найдено, например, с помощью следующей обобщенной авторской методики [11]:
1) на основе множества mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех вершин многогранника 
)()( TX + формируются функционалы
µi : R
n
→ R1, mi ,1∈ ,
 всех его вершин. Требуется найти для этого
множества чебышевский центр (вектор минимаксной оценки множества 
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модифицированного симплекс-метода. При этом из свойств системы (2.42) следует, что 
если она совместна, то точка )(~ )( tx i не является вершиной многогранника )(~co )( tXn
+ , в
противном случае имеем )(~ )( tx i ∈ ))(~(co )( tXnn
+Г .
Тогда, реш в задачу 2.5 для вс х значений параметра tki ,1∈ , найдем все вершины 
многогранника =+ )()( tX )),1(,1()( ttXt −−+X X(+)(t), так как в силу теоремы 2.1 имеет место 
равенство: ))((co )( tXnn
+Г = ))(~(co )( tXnn
+Г .
Применяя описа ную выше рекуррентную схему построения многогранных 
множеств  =+ )()( tX )),1(,1()( ttXt −−+X для всех моментов времени t∈ T,1+τ , в итоге, на 
основании теоремы 2.1, буд т построена область достижимости 
=+ )()( TX )),1(,1()( TTXT −−+X = },)({,()( Tx ττ+X − прогнозное множество всех возможных 
состояний фазового вектора x(T) д намической системы (2.11) − (2.13) в финальный 
момент времени T, имеющее вид выпуклого, замкнутого и ограниченного многогранника
(с конечным числом вершин) в пространстве nR , путем описания всех его вершин.
3. Задача минимаксного оценивания прогнозного множества системы.
Рассмотрим решение следующей задачи минимаксного оценивания прогнозного 
множества.
Задача 2.6. Пусть для построенного прогнозного множества )},)({,()( Tx ττ+X ,
дискретной динамической системы (2.11) − (2.13), которое, как уже отмечалось выше, 
является выпуклым, замкнутым и ограниченным многогранником, с конечным числом 
вершин, например, равным числу m N∈ пространства nR , известно дискретное множество
mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех его вершин. Требуется найти для этого множества 
чебышевский центр (вектор минимаксной оценки множества )()( TX +  величину
чебышевского радиуса (наименьшую в личину радиуса шара в пространств nR ,
пок ывающего множество )()( TX + ) в виде реализации ко ечного числа операций, 
допускающих их компьютерную реализацию.
Решение задачи 2.6 минимаксного оценивания прогнозного множества  может быть 
найдено, например, с помощью следующей обобщенной авторской методики [11]:
1) на основе множества mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех вершин многогранника 
)()( TX + формируются функционалы
µi : R
n
→ R1, mi ,1∈ ,
) и вел чину чебышевского радиуса (наименьшую величину ра-
диуса шара в пространств Rn, покрывающего множество 
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модифицированного симплекс-метода. При этом из свойств системы (2.42) следует, что 
если она совместна, то точка )(~ )( tx i не является вершиной многогранника )(~co )( tXn
+ , в
противном случае имеем )(~ )( tx i ∈ ))(~(co )( tXnn
+Г .
Тогда, решив задачу 2.5 для всех значений параметра tki ,1∈ , найдем все вершины 
многогранника =+ )()( tX )),1(,1()( ttXt −−+X X(+)(t), так как в силу теоремы 2.1 имеет место 
равенство: ))((co )( tXnn
+Г = ))(~(co )( tXnn
+Г .
Применяя описанную выше рекуррентную схему построения многогранных 
множеств  =+ )()( tX )),1(,1()( ttXt −−+X для всех моментов времени t∈ T,1+τ , в итоге, на 
основании теоремы 2.1, будет построена область достижимости 
=+ )()( TX )),1(,1()( TTXT −−+X = )},)({,()( Tx ττ+X − прогнозное множество всех возможных 
состояний фазового вектора x(T) динамической системы (2.11) − (2.13) в финальный 
момент времени T, имеющее вид выпуклого, замкнутого и ограниченного многогранника
(с конечным числом вершин) в пространстве nR , путем описания всех его вершин.
3. Задача минимаксного оценивания прогнозного множества системы.
Рассмотрим решение следующей задачи минимаксного оценивания прогнозного 
множества.
Задача 2.6. Пусть для построенного прогнозного множества )},)({,()( Tx ττ+X ,
дискретной динамической системы (2.11) − (2.13), которое, как уже отмечалось выше, 
является выпуклым, замкнутым и ограниченным многогранником, с конечным числом 
вершин, например, равным числу m N∈ пространства nR , известно дискретное множество
mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех его вершин. Требуется найти для этого множества 
чебышевский центр (вектор минимаксной оценки множества )()( TX + и величину
чебышевского радиуса (наименьшую величину радиуса шара в пространств nR ,
покрывающего множество )()( TX + ) в виде реализации конечного числа операций, 
допускающих их компьютерную реализацию.
Решение задачи 2.6 минимаксного оценивания прогнозного множества  может быть 
найдено, например, с помощью следующей обобщенной авторской методики [11]:
1) на основе множества mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех вершин многогранника 
)()( TX + формируются функционалы
µi : R
n
→ R1, mi ,1∈ ,
) в иде 
реал заци  ко ечного числа операций, допускающих их компьютерную 
реализацию.
Решение задачи 2.6 минимаксного оценивания прогноз ого множества 
может быть найдено, например, с помощью следующей обобщенной ав-
торской методики [11]:
1) на основе множества 
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модифицированного симплекс-метода. При этом из свойств си темы (2.42) следует, что 
если она совместна, то точка )(~ )( tx i не является вершиной многогран ика )(~co )( tXn
+ , в
противном случае имеем )(~ )( tx i ∈ ))(~(co )( tXnn
+Г .
Тогда, решив задачу 2.5 для всех значений параметра tki ,1∈ , найдем вс  вершины 
многогранника =+ )()( tX )),1(,1()( ttXt −−+X X(+)(t), так как в силу теоремы 2.1 имеет место 
равенство: ))((co )( tXnn
+Г = ))(~(co )( tXnn
+Г .
Применяя описанную выше рекуррентную схему построения многогранных 
множеств  =+ )()( tX )),1(,1()( ttXt −−+X для всех моментов времени t∈ T,1+τ , в итоге, на 
основании теоремы 2.1, будет построена область достижимости 
=+ )()( TX )),1(,1()( TTXT −−+X = )},)({,()( Tx ττ+X − прогнозное множество всех возможных 
состояний фазового вектора x(T) динамической системы (2.11) − (2.13) в финальный 
момент времени T, имеющее вид выпуклого, замкнутого и огран ченного мн гогранника
(с конечным числом вершин) в про тра стве nR , путем описа ия всех его вершин.
3. Задача минимаксного оценивания прогноз ого множества с стемы.
Рассмотрим решение следующей з дачи минимакс ого оценивания прогнозного 
множества.
Задача 2.6. Пусть для построенного прогнозного множества )},)({,()( Tx ττ+X ,
дискретной динамической системы (2.11) − (2.13), котор е, как уже отмечалось выше, 
является выпуклым, замкнутым и ограниченным многогра ником, с конечным числом 
вершин, например, равным числу m N∈ пространства nR , известно дискретн е множество
mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех его верши . Требуется найти для этого множества 
чебышевский центр (вектор минимаксной оценки множества )()( TX + и величину
чебышевского радиуса (наименьшую величину радиуса шара в пространств nR ,
покрывающего множество )()( TX + ) в виде реализации конечного числа опер ц й, 
допускающих их компьютерную реализацию.
Решение задачи 2.6 минимаксного оценивания прогнозног  множества  может быть 
найдено, например, с помощью следующей обобщенной авт рской м тодики [11]:
1) на осн ве множества mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех вершин многогранника 
)()( TX + формируются функционалы
µi : R
n
→ R1, mi ,1∈ ,
 вс х вершин много-
гранника 
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модифицированного симплекс-метода. При этом из свойств системы (2.42) следует, что 
если она совместна, то точка )(~ )( tx i не является вершиной многогранника )(~co )( tXn
+ , в
противном случае имеем )(~ )( tx i ∈ ))(~(co )( tXnn
+Г .
Тогда, решив задачу 2.5 для всех значений параметра tki ,1∈ , найдем все вершины 
многогранника =+ )()( tX )),1(,1()( ttXt −−+X X(+)(t), так как в силу т оре ы 2.1 имеет место 
равенство: ))((co )( tXnn
+Г = ))(~(co )( tXnn
+Г .
Применяя описанную выше рекуррентную схему построения м гогранных 
множеств  =+ )()( tX )),1(,1()( ttXt −−+X для всех моментов времени t∈ T,1+τ , в итоге, на 
основании теоремы 2.1, будет построена область достижимости 
=+ )()( TX )),1(,1()( TTXT −−+X = )},)({,()( Tx ττ+X − прогнозное множество всех возможных 
состояний фазового вектора x(T) динамической системы (2.11) − (2.13) в финальный 
момент времени T, имеющее вид выпуклого, замкнут го и граниченного многогранника
(с конеч ым числом в ршин) в пространстве nR , путем описания всех его вершин.
3. Зад ча минимаксного оценива ия прогнозного множества системы.
Рассмотрим решение следующей задачи минимаксного оценивания прогнозного 
множества.
Задача 2.6. Пусть для п стр ен ого прогнозного множества )},)({,()( Tx ττ+X ,
дискретной динамической системы (2.11) − (2.13), которое, как уже отмечалось выше, 
является выпуклым, замкнутым и ограниченным многогранником, с конечным числом 
вершин, например, равным числу m N∈ пространства nR , известно дискретное множество
mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех его вершин. Требуется найти для этого множества 
чебышевский центр (вектор м нимаксной оценки множе тва )()( TX + и величину
чебышевского радиуса (наименьшую величину радиуса шара в пространств nR ,
покрыва щего множеств  )()( TX + ) в виде реализации конечного числа операций, 
допускающих их компьютерную реализацию.
Решение задачи 2.6 минимаксного оценивания прогнозного множества  может быть 
найдено, например, с помощью следующей обобщенной авторской методики [11]:
1) на основе множества mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех вершин многогранника 
)()( TX + формируются функционалы
µi : R
n
→ R1, mi ,1∈ ,
 формируются фу к оналы
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мод фицированного симплекс-метода. При это  из свойств сис емы (2.42) следует, что 
если она совместна, то точка )(~ )( tx i е является вершиной многогранника )(~co )( tXn
+ , в
противном случае имеем )(~ )( tx i ∈ ))(~(co )( tXnn
+Г .
Тогда, решив зад у 2.5 для всех значений п раметра tki ,1∈ , найдем все вершины 
ногогранника =+ () tX )),1(,1()( ttXt −−+X X(+)(t), так как в силу теоремы 2.1 имеет место 
равенство: ))((co )( tXn
+Г = ))(~(co )( tXnn
+Г .
При еняя описанную выше рекуррентную схему построения многогранных 
множеств  =+ )()( tX )),1(,1()( ttXt −−+X для всех моментов времени t∈ T,1+τ , в итоге, на 
основании тео е ы 2.1, будет построена обла ь достижимости 
=+ )()( T )),11()( TTXT −−+X = )},)({,()( Tx ττ+X − пр гнозно  м о ество всех возможных
состояний фазового вектора x(T) динамической системы (2.11) − (2.13) в финальный 
момент времени T, имеющее вид выпуклого, замкнутого и ограниченного многогранника
(с конеч ым числом вершин) в простран тве nR , путем описа ия всех его вершин.
3. Задача м нимаксного ценивания прогнозного множества системы.
Рас мотрим решение следующей задачи м нимаксного оценивания прогнозного 
множества.
За ача 2.6. Пусть для построенног  прогнозного множества )},)({,()( Tx ττ+X ,
дискретной динамической системы (2.11) − (2.13), которое, как уж  отмечалось выше, 
является в пуклым, замк утым и ограниченным мн гогранником, с конечным числом 
вершин, например, равным чи лу m N∈ про ранства nR , известно дискретное множество
mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех его вершин. Требу ся найти для этого множ ства 
чебышевский центр (вектор мини аксной ценки множества ))( TX + и величину
чебышевског  радиу а (наименьшую величину ради са шара в пространств nR ,
покры ающего множ ство )()( TX + ) в вид  реализации конечного числа операций, 
до ускающих их компьютерную реализацию.
Решение задачи 2.6 минимаксн о оценива ия прогнозног множества  может быть 
найдено, например, с помощью следующей обобщенной авторской методики [11]:
1) на основе множества mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех вершин многогранника 
)()( TX + формируются функционалы
µi : R
n
→ R1, mi ,1∈ ,
значения которых для 
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значения к торых nn TxTxTxTx R∈′= ))(,),(),(()( 21  опред ляются по следующим 
формулам:
n
i
i TxTxTx )()()( )()( −=µ , mi ,1∈ ,
где 
n
⋅ есть символ евклидовой нормы в nR ;
2) вводится  дополнительная действительная переменная )(1 Txn+ и формируется 
система выпуклых неравенств
≤)( )(Txiµ )(1 Txn+ , mi ,1∈ ,
то есть система вида
)(1 TX n+ :  ( ∑
=
+ ≤
n
j
n
i
jj TxTxTx
1
1
2/12)( 0)()))()(( -- , mi ,1∈ ,
описывающая множество )(1 TX n+ ;
3) формируется следующая задача выпуклого математического программирования
min)(1 →+ Txn ,
0)()( 1)( ≤− + TxTx niµ , mi ,1∈ . (2.43)
Для решения задачи (2.43) можно использовать, например, итерационный 
градиентный алгоритм метода Зойтендейка (случай нелинейных ограничений-неравенств)
(см, например, [3 46]). Тогда для части координат сформированного значения вектора 
)())(),(,),(),(()( 1
)(
1
)()(
2
)(
1
)(
1 TTxTxTxTxTx n
e
n
e
n
eee
n X +++ ∈′=  (где )(
)(
1 Tx
e
n+ есть оптимальное значение 
функционала для задачи (2.43) выпуклого математического программирования) будет 
выполняться (с заданной точностью) следующее минимаксное соотношение:
)()(max)(maxmin )()()( )()()(
,1,1)()()(
TXTxTx eeimiimiTXTx
+
∈∈+∈
== rµµ ,
то есть вектор )())(,),(),(()( )()()(2
)(
1
)( TTxTxTxTx Xen
eee +∈′=  является чебышевским центром 
множества X(+)(T) − его минимаксной оценкой (оптимальной гарантированной оценкой), а 
число 1)()()( 1+ )( )()( R∈=
+ TXTx een r есть значение величины его чебышевского радиуса, то 
есть значение наименьшей величины радиуса шара в пространстве nR , покрывающего 
множество )()( TX + .
Применение описанной выше авторской методики позволяет представить решение 
задачи минимаксного оценивания прогнозного множества в виде реализации конечного 
числа процедур решения задач линейного и выпуклого математического 
программирования и конечной дискретной оптимизации, допускающих их компьютерную 
реализацию. 
 е тся 
по следующим формулам: 
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з ачен я кот рых для nn TxTxxTx R∈′= ))(,),(,()( 21  пределяются по ледующим 
формулам:
n
i
i xTx )( )()( −=µ , mi ,1∈ ,
где 
n
⋅ есть символ евклидовой нормы в nR ;
2) вводится  ополнительная действит льная переменная )(1 Txn+ и форм руется 
система выпуклых неравенств
≤)( )(Txiµ )(1 Tn+ , mi ,1∈ ,
то есть система вида
)(1 TX n+ :  ( ∑
=
+ ≤
n
j
n
i
jj TxxTx
1
1
2/12)( 0)()))(( -- , mi ,1∈
описывающая множество )(1 TX n+ ;
3) формируется следующая задач  выпуклого математического программирования
min)(1 →+ Txn ,
0)()( 1)( ≤− + TxTx niµ , mi ,1∈ . (2.43)
Для решения задачи (2.43) можно использовать, например, терационный 
градиентный алгоритм метода Зойтендейка (случай нелинейных ограничений-неравенств)
(см, например, [3 46]). Тогда для ч сти коорд нат сформированног  з ачения вектора 
)()(),(,),(),(()( 1
)(
1
)()(
2
)()(
1 TTxTxTxTxTx n
e
n
e
n
eee
n X +++ ∈′=  (где )(
)(
1 Tx
e
n+ есть оптимальное значение 
функционала для з дачи (2.43) выпуклого математического программирования) будет 
выполняться (с заданной точ стью) следующе  минимаксное соотношение:
)()(max)(maxmin )()()( )()()(
,1,1)()()(
TXTxTx eeimiimiTXTx
+
∈+∈
== rµµ ,
то есть вектор )())(,),(),(()( )()()(2
)(
1
)( TTxTxTxTx Xen
eee +∈′=  являетс  чебышевским центром 
множества X(+)(T) − его минимаксной оце кой (оптимальной гарантиров ной оце кой), а 
число 1)()()( 1+ )( )()( R∈=
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задачи минимаксного оценивания прогнозного множества в виде реализации конечног  
числа процедур решения задач линейного и выпуклого математического 
программирования и конечной дискретной оп имизации, допускающих их компьютерну  
реализацию. 
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Для решения задачи (2.43) можно использовать, например, итерационный 
градиентный алгоритм метода Зойтендейка (случай нелинейных ограничений-неравенств)
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задачи минимаксного оценивания прогнозного множества в виде реализации конечного 
числа процедур решения задач линейного и выпуклого математического 
программирования и конечной дискретной оптимизации, допускающих их компьютерную 
реализацию. 
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Для решения задачи (2.43) можно использовать, например, итерационный 
градиентный алгоритм метода Зойтендейка (случай нелинейных ограничений-неравенств)
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Применение описанной выше авторской методики позволяет представить решение 
задачи минимаксного оценивания прогнозного множества в виде реализации конечного 
числа процедур решения задач линейного и выпуклого математического 
программирования и конечной дискретной оптимизации, допускающих их компьютерную 
реализацию. 
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Для решения задачи (2.43) можно использовать, например, ите-
рационный градиентный алгоритм метода Зойтендейка (слу-
чай нелинейных ограничений-неравенств) (см, например, [3, 46]). 
Тогда для части координат сформированного значения вектора 
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число 1)()()( 1+ )( )()( R∈=
+ TXTx een r есть значение величин  его чебышевского радиуса, то 
есть значе ие наименьшей величины радиуса шара в пространстве nR , покрывающего 
множество )()( TX + .
Примене ие описанной выше авторской методики позволяет представ ть решение 
задачи минимаксного оценивания прог зного множества в виде реализации конечного 
числа процедур решения задач линейного и выпуклого математического 
программ р вания и конечной дискретной оптимизации, допускающих их компьютерную 
реализацию. 
 есть оп-
тимальное значение функционала для задачи (2.43) выпуклого математи-
ческого программирования) будет выполняться (с заданной точностью) 
следующее минимакс е соот шение:
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значения кот рых для nn TxTTxTx R∈′= ))(,),(),(()( 21  опред ляются по следующим 
формулам:
n
i
i TxTxTx )()()( )() −=µ , mi ,1∈ ,
где 
n
⋅ есть символ вклидо й нормы в nR ;
2) вводится  доп лнительная действительная пер менная )(1 Txn+ и формируется 
си тема выпуклых неравенств
≤)( )Txiµ )(1 Txn+ , mi ,1∈ ,
то есть си тема вида
)(1 TX n+ :  ( ∑
=
+ ≤
n
j
n
i
jj TTxTx
1
1
2/12)( 0())()(( - , mi ,1∈ ,
описывающая множество )(1 TX n+ ;
3) формируется следующая зад ч  выпуклог  математическог  программирования
min)(1 →+ Txn ,
0)() 1)( ≤− + TxTx niµ , mi ,1∈ . (2.43)
Для решения зад чи (2.43) можно использовать, например, ите ационный 
градиент ый алгори м етода Зойтендейка (случай нелинейных огра ичений-неравенств)
(см, например, [3 46]). Тогда для части координат сформ рованн г  значе ия вектора 
)())(),(,),(),(()( 1
)(
1
)()(
2
)(
1
)(
1 TTxTxTxTxTx n
e
n
e
n
eee
n X +++ ∈′=  (где )(
)(
1 Tx
e
n+ есть оптимальное значение 
функционал  для зад чи (2.43) выпуклог  математическог программирования) будет 
выполняться (с зад нной точностью) следующее минимаксное соотношение:
)()ax)maxmin )()() )()()(
,1,1)()()(
TXTxTx eeimiimiTXTx
+
∈∈+∈
== rµµ ,
то есть вектор )())(,),(),(()( )()()(2
)(
1
)( TTxTxTxTx Xen
eee +∈′=  является чебышевским центром 
множества X(+)(T) − его минимаксной оценкой (оптимальной гар нтированной оценкой), а 
число 1)()()( 1+ )( )()( R∈=
+ TXTx een r есть значение велич ны его чебышевског  радиу а, то 
есть значение наименьш й велич ны радиуса шар  в пространстве nR , покрывающег  
множество )()( TX + .
Примен ие описа ной выше авторской методик позволяет представи ь решение 
зад чи минимаксног  ценивания прогноз ог  множества в иде реализации конечног  
числа процедур решения зад ч линейног   выпуклог  математическог  
программирования и конечной дискр т  оптимизации, допускающих их компьютерную 
реализацию. 
  тор  
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з аче я котор х для nn TxTxTxTx ′= ))(,),(),(()( 21 о ределя тся о следу  
ор ула :
n
i
i TxTxx )()()( )()( −= , i ,1 ,
где 
n
⋅ есть с вол евкл дово  ор  в n ;
2) ввод тся  до ол тель ая де ств тель ая ере е ая )(1xn+  ор руется 
с сте а в укл х ераве ств
≤)( )(xi )(1xn+ , i ,1 ,
 е а в да
)(1 Tn+ :  (
=
+
n
j
n
i
jj xxx
1
2/12)( 0)()))(( -- , i ,1 ,
о с ва ая о ество )(1 Tn+ ;
3) ор ируется следу ая задача в уклого ате ат ческого рогра рова я
in)(1+xn ,
0)()( )( +xx ni , i ,1 . (2.43)
ля ре е ия задач  (2.43) о о с ользовать, а р ер, тера о  
град е т  алгор т  етод  З те дейка (случа  ел х огра че - ераве ств)
(с , а р ер, [3 46]). огда для част  коорд ат с ор рова ого з аче я вектора 
)()),(,),(),()( 1
)()()(
2
)(
1
)(
1 TTxTxTxTxTx n
ee
n
eee
n ++ ′= (где )(
)(
1 Tx
e
n+ есть о т аль ое з аче е 
у к о ала для задач  (2.43) в уклого ате ат ческого рогра рова я) будет 
в ол яться (с зада о  точ ость ) следу ее акс ое соот о е е:
)()(ax)(axin )()()( )()()(
,1,1)()()(
xx eeimiimiTXTx
+
∈∈+∈
== r ,
то есть вектор )())(,,(),()( )()()(2
)(
1
)( TTxTxTxTx en
eee +′= является чеб евск  е тро  
о ества (+)( )  его акс о  о е ко  (о т аль о  гара т рова о  о е ко ), а 
ч сло 1)()()( 1+ )( )()( =
+x een r есть з аче е вел ч  его чеб евского рад уса, то 
есть з ачен е а е ь е  вел ч  рад уса ара в ростра стве n , окр ва его 
о ество )()(+ .
р е ен е о са о в е авторско  етод к озволяет редставить ре е е 
задач  акс ого о е ва я рогноз ого о ества в в де реал за  ко еч ого 
ч сла ро едур ре е я задач л е ого  в уклого ате ат ческого 
рогра ирова я  ко еч о  д скрет о  о т за , до уска х х ко ь тер у  
реал за . 
 -
бышевским центром множества 
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модифицированного симплекс-метода. При этом из свойств системы (2.42) следует, что 
если она совместна, то точка )(~ )( tx i не является вершиной многогранника )(~co )( tXn
+ , в
прот вном случае имеем )(~ )( tx i ∈ ))(~(co )( tXnn
+Г .
Тогда, решив задачу 2.5 для всех значений параметра tki ,1∈ , найдем все вершины 
многогранника =+ )()( tX )),1(,1()( ttXt −−+X X(+)(t), так как в силу теоремы 2.1 имеет место 
равенство: ))((co )( tXnn
+Г = ))(~(co )( tXnn
+Г .
Применяя описанную выше рекуррентную схему п строения многогранных 
множеств  =+ )()( tX )),1(,1()( ttXt −−+X для всех моментов времени t∈ T,1+τ , в итоге, на 
основании теоремы 2.1, будет построена область достижимости 
=+ )()( TX )),1(,1()( TTXT −−+X = )},)({,()( Tx ττ+X − прогнозное множество всех возможных 
состояний фазового вектора (T) динамической системы (2.1 ) − (2.13) в финальный 
момент времени T, имеющее вид выпуклого, замкнутого и ограниченного многогранника
(с конечным числом вершин) в пространстве nR , путем описания всех его вершин.
3. Задача минимаксного оценивания прогнозного множества системы.
Рассмотрим решение следующей задачи минимаксного оценивания прогнозного 
множества.
Зад ча 2.6. Пусть для построенного прогнозного множества )},)({,()( Tx ττ+X ,
дискретной динамическ й системы (2.11) − (2.13), к торое, как уже отмечалось выше, 
является выпуклым, замкнутым и ограниченным многогранником, с ко ечным числом 
вершин, н прим р, ра ным числу m N∈ пространства nR , изв стно дискретное множество
mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех его вершин. Требуется най и для этого множества 
чебышевский центр (вектор минимаксной оценки множества )()( TX + и величину
чебышевского радиуса (наименьшую величину радиуса шара в пространств nR ,
покрывающего множество )()( TX + ) в виде реализации конечного числа операций, 
допускающих их компьютерную реализацию.
Решение задачи 2.6 минимаксного оценивания прогнозного множества  может быть 
найдено, например, с помощью следующей обобщенной авторской методики [11]:
1) на основе множества mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех вершин многогранника 
)()( TX + формируются функционалы
µi : R
n
→ R1, mi ,1∈ ,
 – его минимаксной оценкой (оп-
тимальной гарантированной оценкой), а число 
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значения которых для nn TxTxTxTx R∈′= ))(,),(),(()( 21  определяются по следующим 
формулам:
n
i
i TxTxTx )()()( )()( −=µ , mi ,1∈ ,
где 
n
⋅ есть символ ев лидовой нор  в nR ;
2) вводится  дополнительная действительная переменная )(1 Txn+ и формируется 
система выпуклых неравенств
≤)( )(Txiµ )(1 Txn+ , mi ,1∈ ,
то есть система вида
)(1 TX n+ :  ( ∑
=
+ ≤
n
j
n
i
jj TxTxTx
1
1
2/12)( 0)()))()(( -- , mi ,1∈ ,
описывающая множество )(1 TX n+ ;
3) формир ется следующая задача выпуклого математического программирования
min)(1 →+ Txn ,
0)()( 1)( ≤− + TxTx niµ , mi ,1∈ . (2.43)
Для решения задачи (2.43) можно использовать, например, итерационный 
градиентный а горит  метода Зойте дейка (случай нелинейных ограничений-неравенств)
(см, например, [3 46]). Тогда для ча и координат сформированного значения вектора 
)())(),(,),(),(()( 1
)(
1
)()(
2
)(
1
)(
1 TTxTxTxTxTx n
e
n
e
n
eee
n X +++ ∈′=  (где )(
)(
1 Tx
e
n+ есть оптимальное значение 
функционала для задачи (2.43) выпуклого математического программирования) будет 
выполняться (с заданной точностью) следующее минимаксное соотношение:
)()(max)(maxmin )()()( )()()(
,1,1)()()(
TXTxTx eeimiimiTXTx
+
∈∈+∈
== rµµ ,
то есть вектор )())(,),(),(()( )()()(2
)(
1
)( TTxTxTxTx Xen
eee +∈′=  является чебышевским центром 
множества X(+)(T) − его минимаксной оценкой (оптимальной гарантированной оценкой), а 
число 1)()()( 1+ )( )()( R∈=
+ TXTx een r есть значение величины его чебышевского радиуса, то 
есть значение наименьшей величины радиуса шара в пространстве nR , покрывающего 
множ ство )()( TX + .
Применение описанной ыше авторск й методики позволяет представить решение 
за ач  минимаксного оцен вания прогнозного множества в виде реализации конечного 
числа проце ур решен я задач линейного и выпуклого математического 
программирования и конечной дискре ной оптимизации, допускающих их компьютерную 
реализац ю. 
есть значение величины его чебышевского радиуса, то есть значение наи-
меньшей величины р д уса шара в пространстве Rn, покрывающег  мно-
жество 
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модифицированного симплекс-метода. При этом из свойств системы (2.42) следует, что 
если она совместна, то точка )(~ )( tx i не является вершиной многогранника )(~co )( tXn
+ , в
противном случае имеем )(~ )( tx i ∈ ))(~(co )( tXnn
+Г .
Тогда, решив задачу 2.5 для всех значений параметра tki ,1∈ , найдем все вершины 
многогранника =+ )()( tX )),1(,1()( ttXt −−+X X(+)(t), так как в силу теоремы 2.1 имеет место 
равенство: ))((co )( tXnn
+Г = ))(~(co )( tXnn
+Г .
Применяя описанную выше рекуррентную схему построения многогранных 
множеств  =+ )()( tX )),1(,1()( ttXt −−+X для всех моментов времени t∈ T,1+τ , в итоге, на 
основании теоремы 2.1, будет построена область достижимости 
=+ )()( TX )),1(,1()( TTXT −−+X = )},)({,()( Tx ττ+X − прогнозное множество всех возможных 
состояний фазового вектора x(T) динамической системы (2.11) − (2.13) в ф нальный 
момент времени T, имеющее вид выпуклого, замкнутого и ограниченного многогранника
(с конечным числом вершин) в пространстве nR , путем описания всех его вершин.
3. Задача минимаксного оценивания прогнозного множества системы.
Рассмотрим решение следующей задачи минимаксного оценивания прогнозного 
множества.
Задача 2.6. Пусть для построенного прогнозного множества )},)({,()( Tx ττ+X ,
дискретной динамической системы (2.11) − (2.13), которое, как уже отмечалось выше, 
является выпуклым, замкнутым и ограниченным многогранником, с конечным числом 
вершин, например, равным числу m N∈ пространства nR , известно дискретное множество
mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех его вершин. Требуется найти для этого множе тва 
чебышевский центр (вектор минимаксной и мн жества )()( TX + и величину
чебышевского радиуса (наименьшую в личи у рад уса шара в простран тв nR ,
покрывающ го множ во )()( TX + ) в в де реализации конечног  числа пе ций, 
допускающих их компьютерную реализацию.
Решение задачи 2.6 минимакс ого оценивания прогнозного множества  м жет быть 
найдено, например, с помощью следующей бобщенной авт рской методики [11]:
1) на о нове множества mi
i
n TxTX ,1
)()( )}({))((
∈
+ =Г всех в ршин многогранника 
)()( TX + формируются функционалы
µi : R
n
→ R1, mi ,1∈ ,
.   
Применение описанной выше авторской методики позволяет предста-
вить решение задачи минимаксного оценивания прог озн го множест а 
в виде реал з ции конечного чи ла процедур решения задач линейного 
и выпуклого математического прогр ммирования и конечной дискретной 
оптимизации, допускающих их компьютерную реализацию. 
Отметим, что описанные в данном разделе авторские метод  решения 
динамических задач оптимального программного и адаптивного управле-
Глава 2. Экономико-математический инструментарий оптимизации
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ния, прогнозирования, минимаксного оценивания, а также идентифика-
ции параметров в рамках векторных  линейных дискретных рекуррентных 
моделей, служат основой для решения ряда задач минимаксной (гаран-
тированной) оптимизации управления региональными социально-эконо-
мическими системами, включающих в себя системы здравоохранения, 
образования, инновационной деятельности и др., функционирующими 
в условиях информационной неопределенности и внешних возмущений, 
которые образуют подзадачи двухуровневого иерархического минимакс-
ного управления дискретными динамическими системами. Этим задачам 
посвящен параграф 3 данной главы.   
§3. оптимизация гарантированного результата управления  
в многоуровневых детерминированных динамических моделях  
социально-экономических систем в условиях динамичной  
внешней и внутренней среды
В этом параграфе рассматривается дискретная динамическая система, 
состоящая из набора управляемых объектов (региона и образующих его 
муниципалитетов), динамика каждого из которых описывается соответ-
ствующим векторным линейным дискретным рекуррентным соотношени-
ем при наличии управляемых параметров и возмущений (рисков), которая 
является конкретизаций общей нелинейной динамической системы (2.1) 
– (2.6), сформированной в параграфе 2 данной главы. В системе выделе-
ны два уровня принятия управленческих решений – доминирующий (ре-
гиональный или первый уровень) и подчиненный (муниципальный или 
второй уровень), имеющие различные критерии функционирования и 
объединенные между собой априори определенными информационны-
ми и управленческими связями. Рассматривается задача оптимизации 
управления региональными социально-экономическими системами, вклю-
чающих в себя системы здравоохранения, образования, инновационной 
деятельности и др., при наличии информационной неопределенности и 
рисков. Для исследуемой задачи в данном разделе предлагается эконо-
мико-математическая модель в форме решения задачи двухуровневого 
иерархического минимаксного программного управления региональны-
ми социально-экономическими системами, включающих в себя системы 
здравоохранения, образования, инновационной деятельности и др., при 
наличии информационной неопределенности и рисков, и общая схема ее 
§3. Оптимизация гарантированного результата управления 
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решения. Описываемые результаты базируются на исследованиях [1, 2, 
10, 11, 15, 17–25].  
Математическое моделирование сложных экономических, техниче-
ских и других динамических процессов, функционирующих в условиях 
информационной неопределенности и рисков, приводит к ситуации, когда 
явно присутствуют несколько уровней принятия управленческих решений 
при наличии конкретных условий информированности и иерархической 
подчиненности для управляющих субъектов. Математические модели 
таких процессов являются многоуровневыми иерархическими динамиче-
скими системами с неполной информацией [2–6, 11], и их исследование 
представляет самостоятельный интерес в рамках математической теории 
процессов управления и экономико-математического моделирования. Во-
просы, связанные с изучением таких процессов, исследуются, например, 
в работах [1–4, 10, 15, 17–25] и др. 
Формирование двухуровневой детерминированной динамической 
модели региональной социально-экономической системы 
в условиях динамичной внешней и внутренней среды
В данном пункте этого раздела рассматривается дискретная динами-
ческая социально-экономическая система, включающая в себя системы 
здравоохранения, образования, инновационной деятельности и др., состо-
ящая из набора управляемых объектов (региона и образующих его му-
ниципалитетов), динамика каждого из которых описывается соответству-
ющим векторным линейным дискретным рекуррентным соотношением 
при наличии управляемых параметров и возмущений (векторов рисков). 
В данной системе выделены два уровня принятия управленческих реше-
ний – доминирующий (региональный) уровень I, управляемый домини-
рующим игроком P (субъектом управления регионом), и подчиненный 
(муниципальный) уровень II, управляемый игроком E (субъектом управ-
ления муниципалитетами). В сфере интересов доминирующего игрока P 
находятся финальные (терминальные) значения фазовых состояний всех 
рассматриваемых объектов: объекта I – основного (региона в целом) и 
объектов iII , 1,i n∈ , – n вспомогательных объектов (муниципалитетов, 
входящих в состав региона) и определенных для них нескольких крите-
риев качества, а в сфере интересов подчиненного игрока E находятся зна-
чения только финальных фазовых состояний вспомогательных объектов 
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iII , 1,i n∈ , и соответствующего критерия качества ( N∈ n ). Оба уровня 
управления объединены между собой априори определенными информа-
ционными и управляющими связями, и для каждого игрока описываются 
конкретные условия информационного обеспечения в рассматриваемом 
процессе управления. Предполагается также, что выбор управляющего 
воздействия на уровне управления II подчиненным игроком E, зависит от 
выбора управляющего воздействия на уровне управления I  доминирую-
щим игроком P. Качество управления рассматриваемыми динамическими 
объектами на каждом уровне управления оценивается соответствующими 
им выпуклыми функционалами, которые определены на их терминаль-
ных (финальных) фазовых состояниях и удовлетворяют соответствую-
щим условиям Липшица [45]. Предполагается, что фазовые состояния 
всех объектов, управляющие воздействия и априори неопределенные па-
раметры рассматриваемой динамической системы в каждый момент вре-
мени стеснены заданными конечными множествами в соответствующих 
конечномерных векторных пространствах или совместными системами 
линейных алгебраических уравнений.
Для исследуемой динамической системы в данном пункте предлага-
ется экономико-математическая формализация в форме решения мно-
гошаговой задачи двухуровневого иерархического минимаксного (оп-
тимизации гарантированного результата) программного управления 
региональными социально-экономическими системами, включающих в 
себя системы здравоохранения, образования, инновационной деятельно-
сти и др., и предложена общая схема ее решения. 
Важной особенностью предлагаемой методики минимаксного управ-
ления региональными социально-экономическими системами, включа-
ющих в себя системы здравоохранения, образования, инновационной 
деятельности и др., функционирующих в условиях информационной не-
определенности и рисков, является то, что ее реализация позволяет со-
четать интересы как региона в целом, так и образующих его муниципа-
литетов. 
Полученные в работе результаты основываются на исследованиях 
[1, 2, 10, 11, 15, 17–25] и могут быть использованы при компьютерном 
моделировании и создании многоуровневых систем управления для 
сложных динамических региональных социально-экономических систем, 
включающих в себя системы здравоохранения, образования, инновацион-
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ной деятельности и др., функционирующих в условиях информационной 
неопределенности и рисков. Математические модели таких систем пред-
ставлены, например, в работах [1–26]. 
На заданном целочисленном промежутке времени )(,0 N∈TT  рас-
сматривается многошаговая динамическая система, которая состоит из 
(n+1)-го управляемого объекта ( N∈ n ). Динамика объекта I (основного 
объекта системы – региона), управляемого доминирующим игроком Р 
описывается векторным линейным дискретным рекуррентным уравнени-
ем вида
0( 1) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ), (0)y t A t y t B t u t C t v t D t w t y y+ = + + + = , (2.44)
динамика объекта iII  (i-го вспомогательного объекта системы – i-го му-
ниципалитета), управляемого подчиненным игроком iE  ( 1,i n∈ ), опи-
сывается следующим уравнением
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
0( 1) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ), (0)
i i i i i i i i i it A t t B t u t C t v t D t w t zz z z+ = + + + = , (2.45)
где 0, 1t T∈ − ; 1 2( ) ( ( ), ( ), , ( ))
r
ry t y t y t y t  ′= ∈R  – вектор фазо-
вых переменных или фазовый вектор объекта I – набор основных па-
раметров, описывающих благосостояние региона в момент времени t; 
( ) ( ) ( ) ( )
1 2( ) ( ( ), ( ), , ( ))
si i i i i
si
z t z t z t z t  ′= ∈R  – вектор фазовых переменных 
или фазовый вектор объекта iII  – набор основных параметров, описыва-
ющих благосостояние i-го муниципалитета ( 1,i n∈ ) в момент времени t; 
1 2( ) ( ( ), ( ),..., ( ))
p
pu t u t u t u t ′= ∈R  – вектор управляющего воздействия 
(управления) доминирующего игрока P в период времени t )10,( −∈ Tt , Т , 
удовлетворяющий заданному ограничению:
pttu R⊂∈ )()( 1U ,
 4 
где 0, 1t T  ; 1 2( ) ( ( ), ( ), , ( ))
r
ry t y t y t y t   R  – вектор фазовых переменных или фазо-
вый вектор объекта I – набор основных параметров, описывающих благосостояние ре-
гиона в момент времени t; ( ) ( ) ( ) ( )1 2( ) ( ( ), ( ), , ( ))
si i i i i
si
z t z t z t z t   R  – вектор фазовых пере-
менных или фазовый вектор объекта iII  – набор основных параметров, описывающих 
благосостояние i-го муниципалитета ( 1,i n ) в момент времени t; 
1 2( ) ( ( ), ( ),..., ( ))
p
pu t u t u t u t  R  – вектор управляющего воздействия (управления) до-
минирующего игрока P в период времени t )10,(  Tt , удовлетворяющий заданному 
ограничению: 
pttu R )()( 1U , 
                               )(1 tU = )}(,),(),({)(:)({
)()2()1( tututututu tN }pR ,                 (2.46) 
где )(1 tU , для каждого 10  ,Tt , есть конечное множество векторов, то есть конеч-
ный набор, состоящий из tN  ( tN N ) векторов в 
pR )( Np ; 
( ) ( ) ( ) ( )
1 2( ) ( ( ), ( ),..., ( ))i
qi i i i i
qv t v t v t v t  R  – вектор управляющего воздействия (управления) 
подчиненного игрока iE ( 1,i n ) в период времени t )10,(  Tt , который зависит от 
допустимой реализации управления ( ) 1( ) ( )
ju t tU  игрока P ( 1, )tj N и должен удовле-
творять следующему заданному ограничению:   
( ) ( ) ( )
1( ) ( ( ))
qi i j iv t u t RV , 
                   ( ) ( )1 ( ( ))
i ju tV =
( )( ( ))( ) ( ) ( ,1) ( ,2){ ( ) : ( ) { ( ), ( ), , ( )}
iQ ji i i i tv t v t v t v t v t }qi R ,         (2.47)           
где ( ) ( )1 ( ( ))
i ju tV  для каждого момента времени 10  ,Tt  и управления ( ) 1( ) ( )
ju t tU   
игрока P есть конечное множество векторов, то есть конечный набор, состоящий из 
( ) ( )itQ j  (
( ) ( )itQ j N , 1, tj N ) векторов в 
qiR ; (1) (2) ( ) ( )( ) ( ( ), ( ),..., ( ))n n qv t v t v t v t  R  – 
вектор управления обобщенного подчиненного игрока E, объединяющего всех подчи-
ненных игроков  iE , 1,i n  (
1
n
i
i
q q

  N ). 
Предполагается, что для всех 10  ,Tt , каждая допустимая реализация фазово-
го вектора 1 2( ) ( ( ), ( ), , ( ))
r
nx t x t x t x t   R  объекта I удовлетворяет следующему задан-
ному фазовому ограничению: 
       (2.46)
где )(1 tU , для каждого )10,( −∈ Tt , Т , есть конечное множество векторов, 
то есть конечный набор, состоящий из tN  ( tN N∈ ) векторов в pR
)( N∈p ; ( ) ( ) ( ) ( )1 2( ) ( ( ), ( ),..., ( ))i
qi i i i i
qv t v t v t v t ′= ∈R  – вектор управляю-
щего воздействия (управления) подчиненного игрока iE ( 1,i n∈ ) в пе-
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риод времени t )10,( −∈ Tt , Т , который зависит от допустимой реализации 
управления 
( )
1( ) ( )
ju t t∈U  игрока P ( 1, )tj N∈ и должен удовлетворять 
следующему заданному ограничению:  
 4 
где 0, 1t T  ; 1 2( ) ( ( ), ( ), , ( ))
r
ry t y t y t y t   R  – вектор фазовых переменных или фазо-
вый вектор объекта I – набор основных параметров, описывающих благосостояние ре-
гиона в момент времени t; ( ) ( ) ( ) ( )1 2( ) ( ( ), ( ), , ( ))
si i i i i
si
z t z t z t z t   R  – вектор фазовых пере-
менных или фазовый вектор объекта iII  – набор основных параметров, описывающих 
благосостояние i-го муниципалитета ( 1,i n ) в момент времени t; 
1 2( ) ( ( ), ( ),..., ( ))
p
pu t u t u t u t  R  – вектор управляющего воздействия (управления) до-
минирующего игрока P в период времени t )10,(  Tt , удовлетворяющий заданному 
ограничению: 
pttu R )()( 1U , 
                               )(1 tU = )}(,),(),({)(:)({
)()2()1( tututututu tN }pR ,                 (2.46) 
где )(1 tU , для каждого 10  ,Tt , есть конечное множество векторов, то есть конеч-
ный набор, состоящий из tN  ( tN N ) векторов в 
pR )( Np ; 
( ) ( ) ( ) ( )
1 2( ) ( ( ), ( ),..., ( ))i
qi i i i i
qv t v t v t v t  R  – вектор управляющего воздействия (управления) 
подчиненного игрока iE ( 1,i n ) в период времени t )10,(  Tt , который зависит от 
допустимой реализации управления ( ) 1( ) ( )
ju t tU  игрока P ( 1, )tj N и должен удовле-
творять сле чени :   
( ) ( ) ( )
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qi i j iv t u t RV , 
                   ( ) ( )1 ( ( ))
i ju tV =
( )( ( ))( ) ( ) ( ,1) ( ,2){ ( ) : ( ) { ( ), ( ), , ( )}
iQ ji i i i tv t v t v t v t v t }qi R ,         (2.47)           
где ( ) ( )1 ( ( ))
i ju tV  для каждого момента времени 10  ,Tt  и управления ( ) 1( ) ( )
ju t tU   
игрока P есть конечное множество векторов, то есть конечный набор, состоящий из 
( ) ( )itQ j  (
( ) ( )itQ j N , 1, tj N ) векторов в 
qiR ; (1) (2) ( ) ( )( ) ( ( ), ( ),..., ( ))n n qv t v t v t v t  R  – 
вектор управления обобщенного подчиненного игрока E, объединяющего всех подчи-
ненных игроков  iE , 1,i n  (
1
n
i
i
q q

  N ). 
Предполагается, что для всех 10  ,Tt , каждая допустимая реализация фазово-
го вектора 1 2( ) ( ( ), ( ), , ( ))
r
nx t x t x t x t   R  объекта I удовлетворяет следующему задан-
ному фазовому ограничению: 
 4 
где 0, 1t T  ; 1 2( ) ( ( ), ( ), , ( ))
r
ry t y t y t y t   R  – вектор фазовых переменных или фазо-
вый вектор объекта I – набор основных параметров, описывающих благосостояние ре-
гиона в момент времени t; ( ) ( ) ( ) ( )1 2( ) ( ( ), ( ), , ( ))
si i i i i
si
z t z t z t z t   R  – вектор фазовых пере-
менных или фазовый вектор объекта iII  – набор основных параметров, описывающих 
благосостояние i-го муниципалитета ( 1,i n ) в момент времени t; 
1 2( ) ( ( ), ( ),..., ( ))
p
pu t u t u t u t  R  – вектор управляющего воздействия (управления) до-
минирующего игрока P в период времени t )10,(  Tt , удовлетворяющий заданному 
ограничению: 
pttu R )()( 1U , 
                               )(1 tU = )}(,),(),({)(:)({
)()2()1( tututututu tN }pR ,                 (2.46) 
где )(1 tU , для каждого 10  ,Tt , есть конечное множество векторов, то есть конеч-
ный набор, состоящий из tN  ( tN N ) векторов в 
pR )( Np ; 
( ) ( ) ( ) ( )
1 2( ) ( ( ), ( ),..., ( ))i
qi i i i i
qv t v t v t v t  R  – вектор управляющего воздействия (управления) 
подчинен ого игрока iE ( 1,i n ) в период времени t )10,(  Tt , который зависит от 
допустимой реализации управления ( ) 1( ) ( )
ju t tU  игрока P ( 1, )tj N и должен удовле-
творять следующему зад нному ограничению:   
( ) ( ) ( )
1( ) ( ( ))
qi i j iv t u t RV , 
                   ( ) ( )1 ( ( ))
i ju tV =
( )( ( ))( ) ( ) ( ,1) ( ,2){ ( ) : ( ) { ( ), ( ), , ( )}
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где ( ) ( )1 ( ( ))
i ju tV  для каждого момента времени 10  ,Tt  и управления ( ) 1( ) ( )
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игрока P есть конечное множество векторов, то есть конечный набор, состоящий из 
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( ) ( )itQ j N , 1, tj N ) векторов в 
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вектор управления обобщенного подчиненного игрока E, объединяющего всех подчи-
ненных игроков  iE , 1,i n  (
1
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
  N ). 
Предполагается, что для всех 10  ,Tt , каждая допустимая реализация фазово-
го вектора 1 2( ) ( ( ), ( ), , ( ))
r
nx t x t x t x t   R  объекта I удовлетворяет следующему задан-
ному фазовому ограничению: 
  (2.47) 
 
где ( ) ( )
1 ( ( ))
i ju tV  для каждого момента времени )10,( −∈ Tt , Т  и управления 
( )
1( ) ( )
ju t t∈U   игрока P есть конечное множество векторов, то есть ко-
нечный набор, состоящий из ( ) ( )itQ j  (
( ) ( )itQ j N∈ , 1, tj N∈ ) векторов 
в qiR ; (1) (2) ( ) ( )( ) ( ( ), ( ),..., ( ))n n qv t v t v t v t ×′= ∈R  – вектор управления 
обобщенного подчиненного игрока E, объединяющего всех подчиненных 
игрок   i , 1,i n∈  (
1
n
i
i
q q
=
= ∈∑ N ).
Предполагается, что для всех )10,( −∈ Tt , Т , каждая допустимая реализа-
ция фазового вектора 1 2( ) ( ( ), ( ), , ( ))
r
nx t x t x t x t  ′= ∈R  объекта I удов-
летворяет следующему заданному фазовому ограничению:
 5 
1 2 1( ) ( ( ), ( ),..., ( )) ( )ny t y t y t y t t Y r R ,  
                                            })(,)(:)({) (1 btMytytyt
rRY ,                                 (2.48)        
то есть множество 1( )tY  ограничивает допустимые значения реализации фазового век-
тора объекта I в момент времени t. В ограничении (2.48):  M – действительная матрица 
порядка ( )r r ;  rbR – фиксированный вектор;  здесь и далее в матричных неравен-
ствах символы , ,    означают соответствующее покоординатное сравнение векторов.  
Для всех 10  ,Tt , каждая допустимая реализация фазового вектора 
( ) ( ) ( ) ( )
1 2( ) ( ( ), ( ), , ( ))
si i i i i
si
z t z t z t z t   R  объекта iII  ( 1,i n ) удовлетворяет следующему 
заданному фазовому ограничению: 
( ) ( ) ( ) ( ) ( )
1 2 1( ) ( ( ), ( ),..., ( )) ( )i i i i isiz t z t z t z t t Z
si R , 
                                 ( ) ( ) ( ) ( ) ( ) ( )1 ( ) { ( ) : ( ) , ( ) }
si i i i i iit z t z t M z t b   RZ ,                       (2.49)                                
то есть множество ( )1 ( )
i tZ  ограничивает допустимые значения реализации фазового 
вектора объекта iII  в момент времени t. В ограничении (2.49):  
( )iM  – действительная 
матрица порядка ( )i is s ;  
( ) si ib R – фиксированный вектор.   
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( ) ( ) ( ) ( )
1 2( ) ( ( ), ( ), , ( ))
mi i i i i
mi
w t w t w t w t   R  – вектор рисков (или помехи) для этого объекта, 
который в каждый период времени t )10,(  Tt  также зависит от допустимой реализа-
( ) ( ) ( ) ( )i i i i i
i i
( ) ( ) ( ) ( ) ( )i i i i i
i
i
( ) ( ) ( ) ( ) ( ) ( )i i i i i ii
( )i
i
( )i
i i
( )i i
j
t
j
( ) ( )j j
j
i
( ) ( ) ( ) ( )i i i i i
i
        (2.48) 
 
то есть множество 1( )tY  ограничивает допустимые значения ре ли-
зации фазового вектора объекта I в момент времени t. В ограничении 
(2.48):  M – действительная матрица порядка ( )r r× ;  rb∈R – фикси-
рованный вектор;  здесь и далее в матричных неравенствах символы 
, ,≤ = ≥  означают соответствующее покоординатное сравнение векторов. 
Для всех )10,( −∈ Tt , Т , каждая допустимая реализация фазового вектора 
( ) ( ) ( ) ( )
1 2( ) ( ( ), ( ), , ( ))
si i i i i
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z t z t z t z t  ′= ∈R  объекта iII  ( 1,i n∈ ) удовлет-
воряет следующему заданному фазовому ограничению:
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1 2 1( ) ( ( ), ( ),..., ( )) ( )i i i i isiz t z t z t z t t= ∈Z
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то есть множество ( )1( ( ))
ju tW  ограничивает возможные значе-
ния реализации вектора рисков ( )w t  в момент времени t, влияюще-
го на динамику объекта I. В ограничении (2.50):  m ∈N ; R – дей-
ствительная матрица порядка ( )r r× ;  L – действительная матрица 
порядка ( )r p× ;  rc∈R – фиксированный вектор. В векторном рекур-
рентном уравнении (2.45), описывающем динамику объекта iII  ( 1,i n∈ ), 
( ) ( ) ( ) ( )
1 2( ) ( ( ), ( ), , ( ))
mi i i i i
mi
w t w t w t w t  ′= ∈R  – вектор рисков (или помехи) 
для этого объекта, который в каждый период времени t )10,( −∈ Tt , Т  так-
же зависит от допустимой реализации управления ( ) 1( ) ( )
ju t t∈U  игрока 
P ( 1, )tj N∈  и удовлетворяет заданному ограничению:
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1
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то есть множество ( )1
( )( ( ))i ju tW  ограничивает возможные значения ре-
ализации вектора рисков ( ) ( )iw t  в момент времени t, влияющего на ди-
намику объекта iII . В ограничении (2.51): im ∈N ; ( )iR  – действитель-
ная матрица порядка ( )i is s× ; ( )iL  – действительная матрица порядка 
( )is p× ;  ( ) si ic ∈R  – фиксированный вектор.
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Матрицы )(tA , )(tB , )(tC  и )(tD  в векторном рекуррентном урав-
нении (2.44), описывающем динамику объекта I, есть действительные 
матрицы порядков ( )r r× , ( )r p× , ( )r q×  и ( )r m×  соответственно и 
такие, что для всех 10 −∈ ,Tt  матрица )(tA  является невырожденной, 
то есть для нее существует соответствующая ей обратная матрица )(1 tA− , 
а ранг матрицы )(tB  равен p  (размерности вектора )(tu ). В векторном 
рекуррентном уравнении (2.45), описывающем динамику объекта iII  
1,i n∈ , матрицы ( ) ( )iA t , ( ) ( )iB t , ( ) ( )iC t  и ( ) ( )iD t  есть действитель-
ные матрицы порядков ( )i is s× , ( )is p× , ( )i is q×  и ( )i is m×  соответ-
ственно и такие, что для всех 10 −∈ ,Tt  матрица ( ) ( )iA t  является не-
вырожденной, то есть для нее существует соответствующая ей обратная 
матрица 
( ) 1[ ( )]iA t − , а ранг матрицы ( ) ( )iC t   равен iq  (размерности век-
тора ( ) ( )iv t ). 
информационные условия для субъектов управления
В сфере интересов игрока P находятся возможные состояния фа-
зового вектора объекта I и возможные состояния фазовых векто-
ров объектов iII , 1,i n∈ . При этом для каждого целочисленно-
го промежутка времени (далее – промежутка) TT ,0, ⊆τ ( T<τ ) 
игроку P известен набор (1) (2) ( )( ) { , ( ), ( ), ( ), , ( )}nw y z z zτ τ τ τ τ τ= ∈  
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( )iR  – действительная матрица порядка ( )i is s ;  
( )iL  – действительная 
матрица порядка ( )is p ;  
( ) si ic R – фиксированный вектор. 
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является невырожденной, то есть для нее существует соответствующая ей обратная 
матрица )(1 tA , а ранг матрицы )(tB  равен p  (размерности вектора )(tu ). В векторном 
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ется невырожденной, то есть для нее существует соответствующая ей обратная матрица 
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Информационные условия для субъектов управления 
 
В сфере и те есов игрока P находятся возможные с стояния фазового вектора 
объекта I и возможные состояния фазовых векторов объектов iII , 1,i n . При этом для 
каждого целочисленного промежутка времени (далее – промежутка) TT ,0,  ( T< ) 
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0g ), который будем называть его  -позицией. Игроку P известен также принцип 
 
0g= ), который будем называть его τ-позицией. Игро-
ку P известен также принцип формирования управления 
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формирования управления  1,
)()( )}({)(

 Tt
ii tvv

 ( ))(()(:1, )()(1
)( tutvTt jii V  ) каж-
дым из игроков iE , 1,i n , на промежутке времени T, , который зависит от выбора на 
этом промежутке управления 1,
)()( )}({)(

 Tt
jj tuu

 ( )()(:1, 1
)( ttuTt j U  ) игроком 
P ( tNj ,1 ) и описывается соотношением (2.47), причем выбранное каждым игроком 
iE  управление сообщается игроку  P. 
Таким образом, на каждом промежутке времени T,  игрок P в момент времени 
   имеет полную информацию о реализациях фазовых векторов всех объектов  I и iII , 
1,i n , а также знает принцип формирования управлений игроками iE , 1,i n на этом 
промежутке, а выбранные ими управления сообщаются ему. 
Предполагается также, что по ходу реализации процесса управления и фиксиро-
ванного натурального числа 0 Ts , в каждый момент времени 0, 1T    игроку P 
на промежутке s,-  , предшествующем рассматриваемому промежутку T, , известна 
следующая информация : 
1) известна история реализации фазового вектора объекта I 
1 2( ) ( ( ) , ( ) , , ( ) )ry y y y        = 1 2 ,{( ( ), ( ), , y ( ))}r t sy t y t t  = ,{ ( )}t -sy   ; 
2) для каждого 1,i n  известна история реализации фазового вектора объ-
екта iII  
( ) ( ) ( ) ( )
1 2( ) ( ( ) , ( ) , , ( ) )
i i i i
si
z z zz        =
( ) ( ) ( )
1 2 ,{( ( ) , ( ) , , ( ) )}
i i i
s t si
z z zt t t    =
( )
,{ ( )}
i
t -sz   ; 
3) известна история реализации управляющего воздействия игрока P 
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( )()(:1, 1
)( ttuTt j U∈−∈∀ τ ) игроком P ( tNj ,1∈ ) и описывается со-
отношением (2.47), причем выбранное каждым игроком iE  управление 
сообщается игроку  P.
Таким образом, на каждом промежутке времени T,τ  игрок P в мо-
мент времени τ   имеет полную информацию о реализациях фазовых век-
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торов всех объектов  I и iII , 1,i n∈ , а также знает принцип формирова-
ния управлений игроками iE , 1,i n∈ на этом промежутке, а выбранные 
ими управления сообщаются ему.
Предполагается также, что по ходу реализации процесса управления и 
фиксированного натурального числа s >> T > 0, в каждый момент времени 
0, 1Tτ ∈ −  игроку P на промежутке s,- τ , предшествующем рассматри-
ваемому промежутку T,τ , известна следующая информация:
1) известна история реализации фазового вектора объекта I 
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Отметим, что на основе этих данных игроку P можно решить задачу 
апостериорной идентификации [4–6, 11, 34, 35] всех основных элементов 
рассматриваемой дискретной динамической системы, то есть определить 
элементы матриц )(tA , )(tB , )(tC , (tD , ( ) ( )iA t , ( ) ( )iB t , ( ) ( )iC t  и 
( ) ( )iD t  в векторных рекуррентных уравнениях (2.44) и (2.45), описыва-
ющих ее динамику, например, используя методику, описанную в пункте 
«Минимаксная задача прогнозирования параметров социально-экономи-
ческой динамической системы».
Глава 2. Экономико-математический инструментарий оптимизации
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Результат реализации рассматриваемого процесса терминального 
программного управления с позиции игрока P оценивается значениями 
выпуклого функционала α , определенного на допустимых финальных 
фазовых состояниях объектов I и iII , 1,i n∈ ,  который удовлетворяет 
соответствующему условию Липшица. Отметим, что каждое конкретное 
значение этого функционала оценивает уровень социально-экономическо-
го состояния региона, включая оценку состояния системы здравоохране-
ния, образования, инновационной деятельности и др., соответствующий 
конкретному финальному состоянию фазовых векторов всех объектов 
рассматриваемой динамической системы. Тогда на промежутке време-
ни T,τ  целью игрока P в рассматриваемом процессе управления яв-
ляется минимизация значения выбранного функционала α  путем вы-
бора его допустимого программного управления 
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который удовлетворяет соответствующему условию Липшица. Отметим, что каждое 
конкретное значение этого функционала оценивает уровень социально-экономического 
состояния региона, включая оценку состояния системы здравоохранения, образования, 
инноваци н ой деятельности и др., соответствующий конкретн му финальному состо-
янию фазовых векторов всех объектов рассматриваемой динамической системы. Тогда 
на про ежутк  времени T,  целью игрока P в рассматриваемом процессе управления 
является минимизация значения выбранного функционала   путем выбора его допу-
стимого рограммног  управления 1,
)()( )}({)(

 Tt
jj tuu

, tNj ,1  
( )()(:1, 1
)( ttuTt j U  ) на этом промежутке времени, а также обработки имеющей-
ся в его распоряжении информации, в расчете на возможные наихудшие реализации 
неконтролируемых им параметров рассматриваемой дискретной динамической систе-
мы (2.44) – (2.51) на промежутке времени T, . 
Учитывая эти обстоятельства, мы будем говорить, что такие возможности пове-
дения игрока P совместно с объектами I и iII , 1,i n , определяют доминирующий или 
уровень управления I рассматриваемого процесса терминального программного управ-
ления в дискретной динамической системе (2.44) – (2.51). 
Предполагается, что в сфере интересов каждого игрока iE  ( 1,i n ) находятся 
возможные состояния только объекта iII  и для любого рассматриваемого промежутка 
времени T,  ему сообщается реализация управления 1,
)()( )}({)(

 Tt
jj tuu

 
( )()(:1, 1
)( ttuTt j U  ) игрока Р на этом промежутке времени ( 1, )tj N , которую 
, tNj ,1∈  ( )()(:1, 1
)( ttuTt j U∈−∈∀ τ ) на этом промежутке времени, 
а также обработки имеющейся в его распоряжении информации, в расче-
те на возможные наихудшие реализации неконтролируемых им параме-
тров рассматриваемой дискретной динамической системы (2.44) – (2.51) 
на промежутке времени T,τ .
Учитывая эти обстоятельства, мы будем говорить, что такие возможно-
сти поведения игрока P совместно с объектами I и iII , 1,i n∈ , определя-
ют доминирующий или уровень управления I рассматриваемого процесса 
терминального программного управления в дискретной динамической 
системе (2.44) – (2.51).
Предполагается, что в сфере интересов каждого игрока iE  ( 1,i n∈ ) 
находятся возможные состояния только объекта IIi и для любого рас-
сматриваемого промежутка времени T,τ  ему сообщается реализация 
управления 
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Отметим, что на основе этих данных игроку P можно решить задачу апостери-
орной идентификации [4–6, 11, 34, 35] всех основных элементов рассматриваемой дис-
кретной динамической системы, то есть определить элементы матриц )(tA , )(tB , )(tC , 
)(tD , ( ) ( )iA t , ( ) ( )iB t , ( ) ( )iC t  и ( ) ( )iD t  в векторных рекуррент ых ур внениях (2.44) и 
(2.45), описывающих ее динамику, например, используя методику, описанную в пунк е
«Минимаксная задача прогнозирования параметров социально-экономической динами-
ческой системы». 
Результат реализации рассматриваемого процесса терминального программного 
управления с позиции игрока P оценивается значениями выпуклого функционала  , 
определенного на допустимых финальных фазовых состояниях объектов I и iII , 1,i n ,  
который удовлетворяет соответствующему условию Липшица. Отметим, что жд е 
конкретное значение этого функционала оценивает уровень социально-экономического 
состояния региона, включая оценку состояния системы здравоохранения, образования, 
инновационной деятельности и др., соответствующий конкретному финальному состо-
янию фазовых векторов всех объектов рассматриваемой динамической си темы. Тогда 
на промежутке времени T,  целью игрока P в рассматриваемом процессе управления 
является минимизация значения выбранного функционала   путем выб ра его допу-
стимого программного управления 1,
)()( )}({)(

 Tt
jj tuu

, tNj ,1  
( )()(:1, 1
)( ttuTt j U  ) на этом промежутке времени, а также обр ботки имеющей-
ся в его распоряжении информации, в расчете на возможные наихудшие реализации 
неконтролируемых им параметров рассматриваемой дискретной динамической систе-
мы (2.44) – (2.51) на промежутке времени T, . 
Учитывая эти обстоятельства, мы будем говорить, чт  такие возможности пове-
дения игрока P совместно с объектами I и iII , 1,i n , определяют доминирующий или 
уровень управления I рассматриваемого процесса терминального программного управ-
ления в дискретной динамической системе (2.44) – (2.51). 
Предполагается, что в сфере интересов каждого игрока iE  ( 1,i n ) находятся 
возможные состояния только объекта iII  и для любого рассмат иваемого промежутка 
времени T,  ему сообщается реализация управления 1,
)()( )}({)(

 Tt
jj tuu

 
( )()(:1, 1
)( ttuTt j U  ) игрока Р на этом промежутке времени ( 1, )tj N , которую 
 ( )()(:1, 1
)( ttuTt j U∈−∈∀ τ ) игро-
ка Р а этом промежутке времени ( 1, )tj N∈ , которую он должен учи-
тывать при формировании своего управления ( ) ( ) ( )1( ) ( ( ))
i i jv t u t∈V  для 
всех 1, −∈ Tt τ . При этом в момент времени τ ему также известен набор 
( ) ( )( ) { , ( )} 0, si i ig z Tτ τ τ= ∈ ×R  ( ( ) ( ) ( )0(0) {0, (0)}
i i ig z g= = ), который 
будем называть τ -позицией игрока iE .
Таким образом, это означает, что выбор возможной ре-
ализации программного управления 
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он должен учитывать при формировании своего управления ( ) ( ) ( )1( ) ( ( ))
i i jv t u tV  для 
всех 1,  Tt  . При этом в момент времени  ему также известен набор 
( ) ( )( ) { , ( )} 0, si i ig z T    R  ( ( ) ( ) ( )0(0) {0, (0)}
i i ig z g  ), который будем называть         
 -позицией игрока iE . 
Таким образом, это означает, что выбор возможной реализации программного  
управления 1,
)()( )}({)(

 Tt
ii tvv

 ( ))(()(:1, )()(1
)( tutvTt jii V  ) игроком iE  на рас-
сматриваемом промежутке времени T,  в каждый момент времени 1,  Tt   в соот-
ветствии с ограничением (2.47) стеснен допустимой реализацией программного управ-
ления 1,
)()( )}({)(

 Tt
jj tuu

 ( )()(:1, 1
)( ttuTt j U  ) игрока Р ( 1, )tj N , которое со-
общается игроку iE  ( 1,i n ), а значения )(
)( tu j  в каждый момент времени 1,  Tt   
определяют соответствующие им ограничения (2.47). При этом введенное ограничение 
(2.47) устанавливает, что поведение каждого игрока iE  ( 1,i n ) при достижении по-
ставленных перед ним целей, которые будут сформулированы в следующем пунктах 
данного раздела, явно зависит от поведения игрока Р. Тогда, учитывая этот факт, сово-
купность n игроков iE , 1,i n , называемых также игроком Е, и управляемых ими объ-
ектов iII , 1,i n , образуют подчиненный или  уровень управления II  рассматриваемого 
процесса управления (подчиненный доминирующему или уровню управления I). 
Результат реализации рассматриваемого процесса управления с позиции игрока 
E оценивается значениями выпуклого терминального функционала  , определенного 
на допустимых финальных фазовых состояниях объектов iII , 1,i n ,  который удовле-
творяет соответствующему условию Липшица. Отметим, что каждое конкретное значе-
ние этого функционала оценивает уровень социально-экономического состояния муни-
ципалитетов, образующих регион, включая оценку состояния системы здравоохране-
ния, образования, инновационной деятельности и др., соответствующий конкретному 
финальному состоянию фазовых векторов всех объектов iII , 1,i n , рассматриваемой 
динамической системы (2.44) − (2.51). Тогда на промежутке времени T,  целью игрока 
E в рассматриваемом процессе управления является минимизация значения функцио-
нала   путем выбора каждым из игроков iE , 1,i n ,   на промежутке времени T, , 
соответствующих управлений 1,
)()( )}({)(

 Tt
ii tvv

 ( ))(()(:1, )()(1
)( tutvTt jii V  ), ко-
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( ))(()(:1, )()(1
)( tutvTt jii V∈−∈∀ τ ) игроком iE  на рассматриваемом 
промежутке времени T,τ  в каждый момент времени 1, −∈ Tt τ  в соответ-
ствии с ограничением (2.47) стеснен допустимой реализацией программ-
ного управления 
 9 
он должен учитывать при формировании своего управления ( ) ( ) ( )1( ) ( ( ))
i i jv t u tV  для 
всех 1,  Tt  . При этом в момент времени  ему также известен набор 
( ) ( )( ) { , ( )} 0, si i ig z T    R  ( ( ) ( ) ( )0(0) {0, (0)}
i i ig z g  ), который будем называть         
 -позицией игрока iE . 
Таким образом, это означает, что выбор возможной реализации программного  
управления 1,
)()( )}({)(

 Tt
ii tvv

 ( ))(()(:1, )()(1
)( tutvTt jii V  ) игроком iE  на рас-
сматриваемом промежутке времени T,  в каждый момент времени 1,  Tt   в соот-
ветствии с ограничением (2.47) стеснен допустимой реализацией программного управ-
ления 1,
)()( )}({)(

 Tt
jj tuu

 ( )()(:1, 1
)( ttuTt j U  ) игрока Р ( 1, )tj N , которое со-
общается игроку iE  ( 1,i n ), а значения )(
)( tu j  в каждый момент времени 1,  Tt   
определяют соответствующие им ограничения (2.47). При этом введенное ограничение 
(2.47) устанавливает, что поведение каждого игрока iE  ( 1,i n ) при достижении по-
ставленных перед ним целей, которые будут сформулированы в следующем пунктах 
данного раздела, явно зависит от поведения игрока Р. Тогда, учитывая этот факт, сово-
купность n игроков iE , 1,i n , называемых также игроком Е, и управляемых ими объ-
ектов iII , 1,i n , образуют подчиненный или  уровень управления II  рассматриваемого 
процесса управления (подчиненный доминирующему или уровню управления I). 
Результат реализации рассматриваемого процесса управления с позиции игрока 
E оценивается значениями выпуклого терминального функционала  , определенного 
на допустимых финальных фазовых состояниях объектов iII , 1,i n ,  который удовле-
творяет соответствующему условию Липшица. Отметим, что каждое конкретное значе-
ние этого функционала оценивает уровень социально-экономического состояния муни-
ципалитетов, образующих регион, включая оценку состояния системы здравоохране-
ния, образования, инновационной деятельности и др., соответствующий конкретному 
финальному состоянию фазовых векторов всех объектов iII , 1,i n , рассматриваемой 
динамической системы (2.44) − (2.51). Тогда на промежутке времени T,  целью игрока 
E в рассматриваемом процессе управления является минимизация значения функцио-
нала   путем выбора каждым из игроков iE , 1,i n ,   на промежутке времени T, , 
соответствующих управлений 1,
)()( )}({)(

 Tt
ii tvv

 ( ))(()(:1, )()(1
)( tutvTt jii V  ), ко-
 ( )()(:1, 1
)( ttuTt j U∈−∈∀ τ ) 
игрока Р ( 1, )tj N∈ , которое сообщается игроку iE  ( 1,i n∈ ), а значения 
)()( tu j  в каждый момент времени 1, −∈ Tt τ  определяют соответствую-
щие им ограничения (2.47). При этом введенное огра че е (2.47) уста-
навливает, что поведение каждого игрока iE  ( 1,i n∈ ) при достижении 
поставленных перед ним целей, которые будут сформулированы в сле-
дующих пунктах данного раздела, явно зависит от поведения игрока Р. 
Тогда, учитывая этот факт, совокупность n игроков iE , 1,i n∈ , называ-
емых также игроком Е, и управляемых ими объектов IIi, 1,i n∈  образу-
ют подчиненный или  уровень управления II  рассматриваемого процесса 
управления (подчиненный доминирующему или уровню управления I).
Результат реализации рассмат иваемог  процесса управления с по-
зиции игрока E оценивается значениями выпуклого терминального 
функционала β , определенного на допустимых финальных фазовых 
состояниях объектов IIi, 1,i n∈ , который удовлетворяет соответству-
ющему условию Липшица. Отметим, что каждое конкретное значение 
этого функционала оценивает уровень социально-экономического состо-
яния муниципалитетов, образующих регион, включая оценку состояния 
системы здравоохранения, образования, инновационной деятельности и 
др., соответствующий конкретному финальному состоянию фазовых век-
торов всех объектов iII , 1,i n∈  рассматриваемой динамической систе-
мы (2.44) − (2.51). Тогда на промежутке времени T,τ  целью игрока E в 
рассматриваемом процессе управления является минимизация значения 
функционала β  путем выбора каждым из игроков iE , 1,i n∈  на проме-
жутке времени T,τ , соответствующих управлений 
 9 
он должен учитывать при формировании своего управления ( ) ( ) ( )1( ) ( ( ))
i i jv t u tV  для 
всех 1,  Tt  . При этом в момент времени  ему также известен набор 
( ) ( )( ) { , ( )} 0, si i ig z T    R  ( ( ) ( ) ( )0(0) {0, (0)}
i i ig z g  ), который будем называть         
 -позицией игрока iE . 
Таким образом, это означает, что выбо  возможной реализации программного  
управления 1,
)()( )}({)(

 Tt
ii tvv

 ( ))(()(:1, )()(1
)( tutvTt jii V  ) игроком iE  на рас-
сматриваемом промежутке времени T,  в каждый момент времени 1,  Tt   в соот-
ветствии с ограничением (2.47) стеснен допустимой реализацией программного управ-
ления 1,
)()( )}({)(

 Tt
jj tuu

 ( )()(:1, 1
)( ttuTt j U  ) игрока Р ( 1, )tj N , которое со-
общается игроку iE  ( 1,i n ), а значения )(
)( tu j  в каждый момент времени 1,  Tt   
определяют соответствующие им ограничения (2.47). При этом введенное ограничение 
(2.47) устанавливает, что поведение каждого игрока iE  ( 1,i n ) при достижении по-
ставленных перед ним целей, которые будут сформулированы в следующем пунктах 
данного раздела, явно зависит от поведения игрока Р. Тогда, учитывая этот факт, сово-
купность n игроков iE , 1,i n , называемых также игроком Е, и управляемых ими объ-
ектов iII , 1,i n , бразуют подчиненный ил   уровень управления II  рассматриваемого 
процесса управления (подчиненный доминирующему или уровню управления I). 
Результат реализации рассматриваемого процесса управления с позиции игрока 
E оценивается значен ями выпуклого терминального функционала  , определенного 
на допуст мых финальных фазовых состоя х объектов iII , 1,i n ,  который удовле-
творяет соответствующему условию Липшица. Отметим, что каждое конкретное значе-
ние этого функционала оценивает уровень социально-экономического состояния муни-
ципалитетов, образующих регион, включая оценку состояния системы здравоохране-
ния, образования, инновационной деятельности и др., соответствующий конкретному 
финальному состоянию фазовых векторов всех объектов iII , 1,i n , рассматриваемой 
динамической системы (2.44) − (2.51). Тогда на промежутке времени T,  целью игрока 
E в рассматриваемом процессе управления является минимизация значения функцио-
нала   путем выбора каждым из игроков iE , 1,i n ,   на промежутке времени T, , 
со тветству их 1,
)()( )}({)(

 Tt
ii tvv

 ( ))(()(:1, )()(1
)( tutvTt jii V  ), ко- 
( ))(()(:1, )()(1
)( tutvTt jii V∈−∈∀ τ ), которые зависят, в соответствии с 
соотношением (2.47), от выбора на этом промежутке игроком Р управ-
ления 
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торые зависят, в соответствии с соотношением (2.47), от выбора на этом промежутке 
игроком Р управления 1,
)()( )}({)(

 Tt
jj tuu

 ( )()(:1, 1
)( ttuTt j U  ), tNj ,1 , а 
также обработки имеющейся в его распоряжении информации, в расчете на возможные 
наихудшие реализации неконтролируемых им параметров рассматриваемой дискретной 
динамической системы (2.44) – (2.51) на этом промежутке времени. 
Предполагается также, что в рассматриваемом процессе управления для любого 
момента времени 0,t T  игроку Р известны соотношения (2.44) – (2.51), а каждому игроку 
iE , ( 1,i n ), известны соотношения (2.45), (2.47), (2.49), (2.51) при фиксированном зна-
чении индекса i (игроку Е эти соотношения известны для всех 1,i n ). 
 
Формализация задачи двухуровневого иерархического минимаксного 
программного управления социально-экономическим состоянием региона 
 
Введем ряд определений, которые необходимы для строгой математической 
формализации задачи двухуровневого иерархического минимаксного программного  
управления благосостоянием региона для рассматриваемой дискретной динамической 
системы  (2.44) − (2.51). 
Используя ограничение (2.46), определим множество ),( U ))(( pR  про-
граммных управлений 1,)}({)(  ttuu  игрока Р на фиксированном промежутке вре-
мени )(,0,   T  соотношением  
                       )(:)({),( uuU ))(( pR ,  )(,1, tut  )}(1 tU ,                   (2.52) 
которое есть множество всех допустимых реализаций программных управлений )(u  
(всех возможных сценариев реализации управления игрока P) на целочисленном про-
межутке времени  ,  и в силу сделанного предположения является конечным множе-
ством векторов пространства ))(( pR . 
Для фиксированных программного управления ),()( Uu  и индекса 1,i n , 
используя ограничение (2.47), определим множество ( ) ( ; ( ))i τ, u  V ( ( ))qi   R  допусти-
мых реализаций программных управлений ( ) ( ) , 1( ) { ( )}
i i
tv v t      игрока iE  на промежут-
ке времени  ,  соответствующих )(u , следующим  соотношением  
( )()(:, 1
)( ttTt j U∈−∈∀ τ ), tNj ,1∈ , 
а также обработки имеющейся в его распоряжении информации в расчете 
на возможные наихудшие реализации неконтролируемых им параметров 
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рассматриваемой дискретной динамической системы (2.44) – (2.51) на 
этом промежутке времени.
Предполагается также, что в рассматриваемом процессе управления 
для любого момента времени 0,t T∈  игроку Р известны соотношения 
(2.44) – (2.51), а каждому игроку iE , ( 1,i n∈ ), известны соотношения 
(2.45), (2.47), (2.49), (2.51) при фиксированном значении индекса i (игроку 
Е эти соотношения известны для всех 1,i n∈ ).
Формализация задачи двухуровневого иерархического минимаксного
программного управления социально-экономическим состоянием 
региона
Введем ряд определений, которые необходимы для строгой математи-
ческой формализации задачи двухуровневого иерархического минимакс-
ного программного  управления благосостоянием региона для рассматри-
ваемой дискретной динамической системы  (2.44) − (2.51).
Используя ограничение (2.46), определим множество ⊂),( ϑτU
)(( τϑ−×pR  программных управлений 
 10 
торые зависят, в соответствии с соотношением (2.47), от выбора на этом промежутке 
игроком Р управления 1,
)()( )}({)(

 Tt
jj tuu

 ( )()(:1, 1
)( ttuTt j U  ), tNj ,1 , а 
также обработки имеющейся в его распоряжении информации, в расчете на возможные 
наихудшие реализации неконтролируемых им параметров рассматриваемой дискретной 
динамической системы (2.44) – (2.51) на этом промежутке времени. 
Предполагается также, что в рассматриваемом процессе управления для любого 
момента времени 0,t T  игроку Р известны соотношения (2.44) – (2.51), а каждому игроку 
iE , ( 1,i n ), известны соотношения (2.45), (2.47), (2.49), (2.51) при фиксированном зна-
чении индекса i (игроку Е эти соотношения известны для всех 1,i n ). 
 
Формализация задачи двухуровневого иерархического минимаксного 
программного управления социально-экономическим состоянием региона 
 
Введем ряд определений, которые необходимы для строгой математической 
формализации задачи двухуровневого иерархического минимаксного программного  
управления благосостоянием региона для рассматриваемой дискретной динамической 
системы  (2.44) − (2.51). 
Используя ограничение (2.46), определим множество ),( U ))(( pR  про-
грам ных управле  1,)}({)(  ttuu  игрока Р на фиксированном промежутке вре-
мени )(,0,   T  соотношением  
                       )(:)({),( uuU ))(( pR ,  )(,1, tut  )}(1 tU ,                   (2.52) 
которое есть множество всех допустимых реализаций программных управлений )(u  
(всех возможных сценариев реализации управления игрока P) на целочисленном про-
межутке времени  ,  и в силу сделанного предположения является конечным множе-
ством векторов пространства ))(( pR . 
Для фиксированных программного управления ),()( Uu  и индекса 1,i n , 
используя ограничение (2.47), определим множество ( ) ( ; ( ))i τ, u  V ( ( ))qi   R  допусти-
мых реализаций программных управлений ( ) ( ) , 1( ) { ( )}
i i
tv v t      игрока iE  на промежут-
ке времени  ,  соответствующих )(u , следующим  соотношением  
грока Р на фик-
сированном промежутке времени )(,0, ϑτϑτ <⊆ T  соотношением 
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торые зависят, в соответствии с соотношением (2.47), от выбора на этом промежутке 
игроком Р управления 1,
)()( )}({)(

 Tt
jj tuu

 ( )()(:1, 1
)( ttuTt j U  ), tNj ,1 , а 
также обработки имеющейся в его распоряжении информации, в расчете на возможные 
наихудшие реализации неконтролируемых им параметров рассматриваемой дискретной 
динамической системы (2.44) – (2.51) на этом промежутке времени. 
Предполагается также, что в рассматриваемом процессе управления для любого 
момента времени 0,t T  игроку Р известны соотношения (2.44) – (2.51), а каждому игроку 
iE , ( 1,i n ), известны соотношения (2.45), (2.47), (2.49), (2.51) при фиксированном зна-
чении индекса i (игроку Е эти соотношения известны для всех 1,i n ). 
 
Формализация задачи двухуровнев го иерархического минимаксного 
программного управления социально-экономическим состоянием региона 
 
Введем ряд определений, кот рые не бходимы для строгой математической 
формализации задачи двухуровневого иерархического минимаксного программного  
управления благосостоянием региона для рассматр ваемой дискретной динамической 
системы  (2.44) − (2.51). 
Используя ограничение (2.46), определим множество ),( U ))(( pR  про-
граммных управлений 1,)}({)(  ttuu  игрока Р на фиксированном промежутке вре-
мени )(,0,   T  соотношением  
                       )(:)({),( uuU ))(( pR ,  )(,1, tut  )}(1 tU ,                   (2.52) 
которое есть множество всех допустимых реализаций программных управлений )(u  
(всех возможных сценариев реализации управления игрока P) на целочисленном про-
межутке времени  ,  и в силу сделанного предположения является конечным множе-
ством векторов пространства ))(( pR . 
Для фиксированных программного управления ),()( Uu  и индекса 1,i n , 
используя ограничение (2.47), определим множество ( ) ( ; ( ))i τ, u  V ( ( ))qi   R  допусти-
мых реализаций программных управлений ( ) ( ) , 1( ) { ( )}
i i
tv v t      игрока iE  на промежут-
ке времени  ,  соответствующих )(u , следующим  соотношением  
   (2.52)
которое есть мн жество всех допустимы  реализаций программных 
управлений )(⋅u  (всех возможных сценариев реализации управления 
игрока P) на целочисленном промежутке времени ϑτ ,  и в силу сделан-
ного предположения явля тся конечным мн же твом вект ров пр стран-
ства )(( τϑ−×pR .
Для фиксированных программного управления ),()( ϑτU∈⋅u  и 
индекса 1,i n∈ , испо ьзуя ограниче ие (2.47), определим множество 
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торые зависят, в соответствии с соотношением (2.47), от выбора на этом промежутке 
игроком Р управления 1,
)()( )}({)(

 Tt
jj tuu

 ( )()(:1, 1
)( ttuTt j U  ), tNj ,1 , а 
также обработки имеющейся в его распоряжении информации, в расчете на возможные 
наихудшие реализации неконтролируемых им параметров рассматриваемой дискретной 
динамической системы (2.44) – (2.51) на этом промежутке времени. 
Предполагается также, что в рассматриваемом процессе управления для любого 
момента времени 0,t T  игроку Р известны соотношения (2.44) – ( .51), а каждо у игроку 
iE , ( 1,i n ), известны соотношения (2.45), (2.47), (2.49), (2.51) при фиксированном зна-
чении индекса i (игроку Е эти соотношения известны для всех 1,i n ). 
 
Формализация задачи двухуровневого иерархического минимаксного 
программного управления социально-экономическ м состоянием региона 
 
Введем ряд определений, которые необходимы для строгой математической 
формализации задачи двухуровневого иерархического минимаксного программного  
управления благосостоянием региона для рассматриваемой дискретной динамической 
системы  (2.44) − (2.51). 
Используя ограничение (2.46), определим множ ство ),( U ))(( pR  про-
граммных управлений 1,)}({)(  ttuu  игрока Р на фиксированном промежутке вре-
мени )(,0,   T  соотношением  
                       )(:)({),( uuU ))(( pR ,  )(,1, tut  )}(1 tU ,                   (2.52) 
которое есть множество всех допустимых реализаций программных управлений )(u  
(всех возможных сценариев реализации управления игрока P) на целочисленном про-
межутке времени  ,  и в силу сделанного предположения является конечным множе-
ством векторов пространства ))(( pR . 
Для фиксированных программного управления ),()( Uu  и индекса 1,i n , 
используя ограничение (2.47), определим множество ( ) ( ; ( ))i τ, u  V ( ( ))qi   R  допусти-
мых реализаций программных управлений ( ) ( ) , 1( ) { ( )}
i i
tv v t      игрока iE  на промежут-
ке времени  ,  соответствующих )(u , следующим  соотношением  
 допустимых реализаций программных управле-
ний ( ) ( )
, 1( ) { ( )}
i i
tv v t τ ϑ∈ −⋅ =  игрока iE  на промежутке времени ϑτ ,  соот-
ветствующих )(⋅u , следующим  с отношением 
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   ( ) ( )( ; ( )) { ( ):i iu v  V ( ( ))( ) ( ) ( )1( ) ( , 1), , 1, ( ) ( ( ))}
qi i iiv t v t u t            R V ,     (2.53) 
которое есть множество всех допустимых реализаций программных управлений 
( ) ( )iv   
(всех возможных сценариев реализации управления игрока iE ) на целочисленном про-
межутке времени  ,  и в силу сделанного предположения является конечным множе-
ством векторов пространства ( ( ))qi   R . 
Далее, для фиксированного программного управления ),()( Uu , используя 
ограничение (2.50), определим множество ))(;,( uW ))1,((comp mS  реализаций 
рисков 1,)}({)(  ttww  для объекта I на промежутке времени  ,  соответствующих 
)(u , следующим соотношением  
               :)({))(;,(  wuW  ))}(()(,1,),1,()( 1 tutwtw m WS   ,            (2.54) 
которое есть множество всех допустимых реализаций вектора рисков )(w (всех воз-
можных сценариев реализации вектора рисков в рассматриваемом процессе управле-
ния) на целочисленном промежутке времени  , .  
Для фиксированных программного управления ),()( Uu  и индекса 1,i n , 
используя ограничение (2.51), определим множество ))(;,()( ui W ))1,((comp 
im
S  
реализаций рисков ( ) ( ) , 1( ) { ( )}
i i
tw w t      для объекта iII  на промежутке времени  ,  
соответствующих )(u , следующим соотношением  
          ( ) ( )( , ; ( )) { ( ):i iu w    W  ( ) ( ) ( )1( , 1), , 1, ( ) ( ( ))}
i i i
mi
w t w t u t        S W ,      (2.55) 
которое есть множество всех допустимых реализаций вектора рисков 
( ) ( )iw   (всех воз-
можных сценариев реализации вектора рисков в рассматриваемом процессе управле-
ния) на целочисленном промежутке времени  , .  
Далее, для фиксированного программного управления ),()( Uu  введем сле-
дующие множества 
                  ( )
1
( , ; ( )) ( , ; ( ))
n
i
i
u u   

  V V ,   ( )
1
ˆ ( , ; ( )) ( , ; ( ))
n
i
i
u u   

  W W ,                (2.56) 
соответственно всех возможных наборов (1) (2) ( )( ) ( ( ), , ( ), ( ))nv v v v       
( )
1
( , ; ( ))= ( , ; ( ))
n
i
i
u u   

 V V допустимых программных управлений совокупности иг-
,(2.53)
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которое есть множество всех допустимых реализаций программных 
управлений ( ) ( )⋅  (всех возможных сценариев реализации управления 
игрока iE ) на целочисленном промежутке времени ϑτ ,  и в силу сделан-
ного предположения является конечным множеством векторов простран-
ства 
( ( ))qi ϑ τ× −R .
Далее, для фиксированного программного управления ),()( ϑτU∈⋅u , 
используя ограничение (2.50), определим множество ∈⋅)(;,( uϑτW
)1,((comp −ϑτmS  реализаций рисков  
 11 
   ( ) ( )( , ; ( )) { ( ):i iu v    V ( ( ))( ) ( ) ( )1( ) ( , 1), , 1, ( ) ( ( ))}
qi i iiv t v t u t            R V ,     (2.53) 
которое есть множество всех допустимых реализаций программных управлений 
( ) ( )iv   
(всех возможных сценариев реализации управления игрока iE ) на целочисленном про-
межутк  времени  ,  и в силу сделанного предположения является конечным множе-
ством векторов пространства ( ( ))qi   R . 
Далее, для фиксированного программного управления ),()( Uu , используя 
ограничение (2.50), определим множество ))(;,( uW ))1,((comp mS  реализаций 
рисков 1,)}({)(  ttww  для объекта I на промежутке времени  ,  соответствующих 
)(u , следующим соотношением  
               :)({))(;,(  wuW  ))}(()(,1,),1,()( 1 tutwtw m WS   ,            (2.54) 
которое есть множество всех допустимых реализаций вектора рисков )(w (всех воз-
можных сценариев реализации вектора рисков в рассматриваемом процессе управле-
ния) на целочисленном промежутке времени  , .  
Для фиксированных программного управления ),()( Uu  и индекса 1,i n , 
используя ограничение (2.51), определим множество ))(;,()( ui W ))1,((comp 
im
S  
реализаций рисков ( ) ( ) , 1( ) { ( )}
i i
tw w t      для объекта iII  на промежутке времени  ,  
соответствующих )(u , следующим соотношением  
          ( ) ( )( , ; ( )) { ( ):i iu w    W  ( ) ( ) ( )1( , 1), , 1, ( ) ( ( ))}
i i i
mi
w t w t u t        S W ,      (2.55) 
которое есть множество всех допустимых реализаций вектора рисков 
( ) ( )iw   (всех воз-
можных сценариев реализации вектора рисков в рассматриваемом процессе управле-
ния) на целочисленном промежутке времени  , .  
Далее, для фиксированного программного управления ),()( Uu  введем сле-
дующие множества 
                  ( )
1
( , ; ( )) ( , ; ( ))
n
i
i
u u   

  V V ,   ( )
1
ˆ ( , ; ( )) ( , ; ( ))
n
i
i
u u   

  W W ,                (2.56) 
соответственно всех возможных наборов (1) (2) ( )( ) ( ( ), , ( ), ( ))nv v v v       
( )
1
( , ; ( ))= ( , ; ( ))
n
i
i
u u   

 V V допустимых программных управлений совокупности иг-
на промежутке времени ϑτ ,  соответствующих )(⋅u , следующим соот-
ношением 
 11 
   ( ) ( )( , ; ( )) { ( ):i iu v    V ( ( ))( ) ( ) ( )1( ) ( , 1), , 1, ( ) ( ( ))}
qi i iiv t v t u t            R V ,     (2.53) 
которое есть множество всех допустимых реализаций прогр ммных управлений 
( ) ( )iv   
(всех возможных сценариев реализации управления иг ока iE ) на целочисле ном про-
межутке времени  ,  и в силу сделанного предположения является конечным множе-
ством векторов пространства ( ( ))qi   R . 
Далее, для фиксированного программного управления ),()( Uu , используя 
ограничение (2.50), определим множество ))(;,( uW ))1,((comp mS  реализаций 
рисков 1,)}({)(  ttww  для объекта I на промежутке времени  ,  соответствующих 
)(u , следующим соотношением  
               :)({))(;,(  wuW  ))}(()(,1,),1,()( 1 tutwtw m WS   ,            (2.54) 
которое есть множество всех допустимых реализаций вектора рисков )(w (всех воз-
можных сценариев реализации вектора рисков в рассматриваемом процессе управле-
ния) на целочисленном промежутке времени  , .  
Для фиксированных программного управления ),()( Uu  и индекса 1,i n , 
используя ограничение (2.51), определим множество ))(;,()( ui W ))1,((comp 
im
S  
реализаций рисков ( ) ( ) , 1( ) { ( )}
i i
tw w t      для объекта iII  на промежутке времени  ,  
соответствующих )(u , следующим соотношением  
          ( ) ( )( , ; ( )) { ( ):i iu w    W  ( ) ( ) ( )1( , 1), , 1, ( ) ( ( ))}
i i i
mi
w t w t u t        S W ,      (2.55) 
которое есть множество всех допустимых реализаций вектора рисков 
( ) ( )iw   (всех воз-
можных сценариев реализации вектора рисков в рассматриваемом процессе управле-
ния) на целочисленном промежутке времени  , .  
Далее, для фиксированного программного управления ),()( Uu  введем сле-
дующие множества 
                  ( )
1
( , ; ( )) ( , ; ( ))
n
i
i
u u   

  V V ,   ( )
1
ˆ ( , ; ( )) ( , ; ( ))
n
i
i
u u   

  W W ,                (2.56) 
соответственно всех возможных наборов (1) (2) ( )( ) ( ( ), , ( ), ( ))nv v v v       
( )
1
( , ; ( ))= ( , ; ( ))
n
i
i
u u   

 V V допустимых программных управлений совокупности иг-
(2.54)
которое есть множество всех допустимых реализаций вектора рисков 
)(⋅w  (всех возможных сценариев реализации вектора рисков в рассма-
триваемом процессе управления) на целочисленном промежутке времени 
ϑτ , . 
Для фиксированных программного управления ),()( ϑτU∈⋅u  
и индекса 1,i n∈ , используя ограничение (2.51), определим мно-
жество ∈⋅)(;,()( ui ϑτW )1,((comp −ϑτ
im
S  реализаций рисков 
( ) ( )
, 1( ) { ( )}
i i
tw w t τ ϑ∈ −⋅ =  для объекта iII  на промежутке времени ϑτ ,  со-
ответствующих )(⋅u , следующим соотношением 
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   ( ) ( )( , ; ( )) { ( ):i iu v    V ( ( ))( ) ( ) ( )1( ) ( , 1), , 1, ( ) ( ( ))}
qi i iiv t v t u t            R V ,     (2.53) 
которое есть множество всех допустимых реализаций программных управлений 
( ) ( )iv   
(всех возможных сценариев реализации управления игрока iE ) на целочисленном про-
межутке времени  ,  и в силу сделанного предположения является конечным множе-
ством векторов пространства ( ( ))qi   R . 
Далее, для фиксированного программного управления ),()( Uu , используя 
ограничение (2.50), определим множество ))(;,( uW ))1,((comp mS  реализаций 
рисков 1,)}({)(  ttww  для объекта I на промежутке времени  ,  соответствующих 
)(u , следующим соотношением  
               :)({))(;,(  wuW  ))}(()(,1,),1,()( 1 tutwtw m WS   ,            (2.54) 
которое есть множество всех допустимых реализаций вектора рисков )(w (всех воз-
можных сценариев реализации вектора рисков в рассматриваемо  процессе управле-
ния) на целочисленном промежутке времени  , .  
Для фиксированных программного управления ),()( Uu  и индекса 1,i n , 
используя ограничение (2.51), опред  ножество ))(;,()( ui W ))1,((comp 
im
S  
реализаций рисков ( ) ( ) , 1( ) { ( )}
i i
tw w t      ля объекта iII  на промежутке времени  ,  
соответствующих )(u , следующим соотношением  
          ( ) ( )( , ; ( )) { ( ):i iu w    W  ( ) ( ) ( )1( , 1), , 1, ( ( ( ))}
i i i
mi
w t w t u t        S W ,      (2.55) 
которое есть множество всех допустимых реализаций вектора рисков 
( ) ( )iw   (в ех воз-
можных сценариев реализации вектора рисков в рассматриваемом процессе управле-
ния) на целочисленном промежутке времени  , .  
Далее, для фиксированного программного управления ),()( Uu  введем сле-
дующие множества 
                  ( )
1
( , ; ( )) ( , ; ( ))
n
i
i
u u   

  V V ,   ( )
1
ˆ ( , ; ( )) ( , ; ( ))
n
i
i
u u   

  W W ,                (2.56) 
соответственно всех возможных наборов (1) (2) ( )( ) ( ( ), , ( ), ( ))nv v v v       
( )
1
( , ; ( ))= ( , ; ( ))
n
i
i
u u   

 V V допустимых программных управлений совокупности иг-
 (2.55)
которое есть множество всех допустимых реализаций вектора рисков ( ) ( )iw ⋅  
(всех возможных сценариев реализации вектора рисков в рассматриваемом 
процессе уп ав ения) на целочисленном промежутке времени ϑτ , . 
Далее, для фиксированного программного управления ),()( ϑτU∈⋅u  
введем следующ е множества
( )
1
( , ; ( )) ( , ; ( ))
n
i
i
u uτ ϑ τ ϑ
=
⋅ = ⋅∏V V , ( )
1
ˆ ( , ; ( )) ( , ; ( ))
n
i
i
u uτ ϑ τ ϑ
=
⋅ = ⋅∏W W ,   (2.56)
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соответственно всех возможных наборов (1) (2) ( )( ) ( ( ), , ( ), ( ))nv v v v⋅ = ⋅ ⋅ ⋅ ∈  
( )
1
( , ; ( ))= ( , ; ( ))
n
i
i
u uτ ϑ τ ϑ
=
⋅ ⋅∏V V допустимых программных управле-
ний совокупности игроков iE  1,i n∈  или допустимых программных 
управлений ( )v ⋅  игрока Е на промежутке времени ϑτ ,  и всех наборов 
(1) (2) ( )ˆ ( ) ( ( ), , ( ), ( ))nw w w w⋅ = ⋅ ⋅ ⋅ ∈  
( )
1
ˆ( , ; ( ))= ( , ; ( ))
n
i
i
u uτ ϑ τ ϑ
=
⋅ ⋅∏W W  допу-
стимых реализаций векторов рисков для совокупности объектов iII  
1,i n∈  (или обобщенного объекта II), на промежутке времени ϑτ , .
Пусть для любого промежутка времени 
 12 
роков iE  1,i n  или допустимых программных управлений ( )v   игрока Е на промежут-
ке времени  , , и всех наборов (1) (2) ( )ˆ ( ) ( ( ), , ( ), ( ))nw w w w      
( )
1
ˆ( , ; ( ))= ( , ; ( )
n
i
i
u u   

 W W допустимых реализаций векторов рисков для совокупно-
сти объектов iII  1,i n  (или обобщенного объекта II), на промежутке времени  , . 
Пусть для юбого промежутка времени ,Т 0,T  ( T  ) множество 
1
( ) { }
n sr i
i
 

  R RG есть множество всех  -позиций (1) (2)( ) { , ( ), ( ), ( ),g y z z      
( ), ( )}nz  
1
0,
n sr i
i
T

 R R ( (1) (2)(0) {0, (0), (0), (0),g y z z ( ) 0, (0)}
nz g )  игрока Р 
( 0 0(0) { (0)} { }g g  G G ).  Тогда для оценки качества рассматриваемого динамического 
процесса (2.44) − (2.51) на уровне управления I  введем функционал 
           :  ˆ( ) ( , ) ( , ) ( , ) ( , ) ( , ; ) ,T T T T T             G U V W W    ,       (2.57) 
значения которого для допустимых на промежутке времени ,  Т  реализаций 
( ) ( )g  G ,  ( ) ( , )u T U , (1) (2) ( )( ) { ( ), ( ), , ( )} ( , )nv v v v T     V ,  ( ) ( , )w T W  и 
(1) (2) ( ) ˆˆ ( ) { ( ), ( ), , ( )} ( , )nw w w w T     W  определяются следующим конкретным соот-
ношением:              
                     ˆ( ( ), ( ), ( ), ( ), ( ))g u v w w        ( ) ( )
1
( ( )) ( ( ))
n
i i
i
i
y T z T   

   .                     (2.58) 
Здесь символом ( ) ( , ; ( ), ( ), ( ), ( ))Ty T y T y u v w      обозначено состояние в фи-
нальный момент времени Т траектории объекта I на промежутке времени ,T , а через 
( ) ( ) ( ) ( ) ( )( ) ( , ; ( ), ( ), ( ), ( ))i i i i iTz T z T z u v w      – состояние в этот же момент времени траекто-
рии объекта iII  ( 1,i n ) на промежутке времени ,T , которые порождены соответ-
ственно наборами { ( ), ( ), ( ), ( )}y u v w     и ( ) ( ) ( ){ ( ), ( ), ( ), ( )}i i iz u v w     и формируются со-
гласно рекуррентным уравнениям (2.44) и (2.45) ( ( ) ( )0 0(0) , (0)
i iy y z z  ); 1R  и 
( ) 1i R , 1,i n  – заданные числовые параметры, которые удовлетворяют следующим 
условиям: 
                                           
1
0; 1, : 0; 1
n
i i
i
i n   

      ;                                      (2.59) 
 ( Tτ < ) мно-
жество 
1
( ) { }
n sr i
i
τ τ
=
= × ×∏R RG  есть множество всех τ -позиций 
(1) (2)( ) { , ( ), ( ), ( ),g y z zτ τ τ τ τ=  
( ), ( )}nz τ ∈  
1
0,
n sr i
i
T
=
× ×∏R R
(
(1) (2)(0) {0, (0), (0), (0),g y z z=  ( ) 0, (0)}
nz g= )  игрока Р 
( 0 0(0) { (0)} { }g g= = =G G ).  Тогда для оценки качества рассматривае-
мого динамического процесса (2.44) − (2.51) на уровне управления I  вве-
дем функционал
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роков iE  1,i n  или допустимых программных управлений ( )v   игрока Е на промежут-
ке времени  , , и всех наборов (1) (2) ( )ˆ ( ) ( ( ), , ( ), ( ))nw w w w      
( )
1
ˆ( , ; ( ))= ( , ; ( ))
n
i
i
u u   

 W W допустимых реализаций векторов рисков для совокупно-
сти объектов iII  1,i n  (или обобщенного объекта II), на промежутке времени  , . 
Пусть для любого промежутка вре ени ,Т 0,T  ( T  ) множество 
1
( ) { }
n sr i
i
 

  R RG есть множество в   -позиций (1) (2)( ) { , ( ), ( ), ( ),g y z z      
( ), ( )}nz  
1
0,
n sr i
i
T

 R R ( (1) (2)(0) { , (0), (0), (0 ,g y z z ( ) 0, 0 }
nz g )  игрока Р 
( 0 0(0) { (0)} { }g g  G G ).  Тогда для оценки качества рассматриваемого динамического 
процесса (2.44) − (2.51) на уровне управления I  введем функционал 
           :  ˆ( ) ( , ) ( , ) ( , ) ( , ) ( , ; ) ,T T T T T             G U V W W    ,       (2.57) 
значения которого для допустимых на промежутке времени ,  Т  реализаций 
( ) ( )g  G ,  ( ) ( , )u T U , (1) (2) ( )( ) { ( ), ( ), , ( )} ( , )nv v v v T     V ,  ( ) ( , )w T W  и 
(1) (2) ( ) ˆˆ ( ) { ( ), ( ), , ( )} ( , )nw w w w T     W  определяются следующим конкретным соот-
ношением:              
               ˆ( ( ), ( ), ( ), ( ), ( ))g u v w w        ( ) ( )
1
( ( )) ( ( ))
n
i i
i
i
y T z T   

   .                     (2.58) 
Здесь символом ( ) ( , ; ( ), ( ), ( ), ( ))Ty T y T y u v w      обозначено состояние в фи-
нальный момент времени Т траектории объекта I на промежутке времени ,T , а через 
( ) ( ) ( ) ( ) ( )( ) ( , ; ( ), ( ), ( ), ( ))i i i i iTz T z T z u v w      – состояние в этот же момент времени траекто-
рии объекта iII  ( 1,i n ) на промежутке времени ,T , которые порождены соответ-
ственно наборами { ( ), ( ), ( ), ( )}y u v w     и ( ) ( ) ( ){ ( ), ( ), ( ), ( )}i i iz u v w     и формируются со-
гласно рекуррентным уравнениям (2.44) и (2.45) ( ( ) ( )0 0(0) , (0)
i iy y z z  ); 1R  и 
( ) 1i R , 1,i n  – заданные числовые параметры  которые удовлетворяют следующим 
условиям: 
                                           
1
0; 1, : 0; 1
n
i i
i
i n   

      ;                                      (2.59) 
 (2.57)
значения которого для допустимых на про е утке времени 
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роков iE  1,n  или допустимых программных управлений ( )v   игрока Е на промежут-
ке времени  , , и всех наборов (1) (2) ( )ˆ ( ) ( ( ), , ( ), ( ))nw w w w      
( )
1
ˆ( , ; ( ))= ( , ; ( ))
n
i
i
u u   

 W W допустимых реализаций векторов рисков для совокупно-
сти объектов iII  1,i n  (или обобщенного объекта II), на промежутке времени  , . 
Пусть для любого промежутка времени ,Т 0,T  ( T  ) множество 
1
( ) { }
n sr i
i
 

  R RG есть множество всех  -позиций (1) (2)( ) { , ( ), ( ), ( ),g y z z      
( ) ( }nz  
1
0,
n sr i
i
T

 R R ( (1) (2)(0) {0, (0), (0), (0),g y z z ( ) 0, (0)}
nz g )  игрока Р 
( 0 0(0) { (0)} { }g g  G G ).  Тогда для оценки качества рассматриваемого динамического 
процесса (2.44) − (2.51) на уровне управления I введем функционал 
           :  ˆ( ) ( , ) ( , ) ( , ) ( , ) ( , ; ) ,T T T T T             G U V W W    ,       (2.57) 
значения которого для допустимых на промежутке времени ,  Т  реализаций 
( ) ( )g  G ,  ( ) ( , )u T U , (1) (2) ( )( ) { ( ), ( ), , ( )} ( , )nv v v v T     V ,  ( ) ( , )w T W  и 
(1) (2) ( ) ˆˆ ( ) { ( ), ( ), , ( )} ( , )nw w w w T     W  определяются следующим конкретным соот-
ношением:              
                     ˆ( ( ), ( ), ( ), ( ), ( ))g u v w w        ( ) ( )
1
( ( )) ( ( ))
n
i i
i
i
y T z T   

   .                     (2.58) 
Здесь символом ( ) ( , ; ( ), ( ), ( ), ( ))Ty T y T y u v w      обозначено состояние в фи-
нальный момент времени Т траектории объекта I на промежутке времени ,T , а через 
( ) ( ) ( ) ( ) ( )( ) ( , ; ( ), ( ), ( ), ( ))i i i i iTz T z T z u v w      – состояние в этот же момент времени траекто-
рии объекта iII  ( 1,i n ) на промежутке времени ,T , которые порождены соответ-
ственно наборами { ( ), ( ), ( ), ( )}y u v w     и ( ) ( ) ( ){ ( ), ( ), ( ), ( )}i i iz u v w     и формируются со-
гласно рекуррентным уравнениям (2.44) и (2.45) ( ( ) ( )0 0(0) , (0)
i iy y z z  ); 1R  и 
( ) 1i R , 1,i n  – заданные числовые параметры, которые удовлетворяют следующим 
условиям: 
                                           
1
0; 1, : 0; 1
n
i i
i
i n   

      ;                                      (2.59) 
 реализаций 
( ) ( )g τ τ∈G ,  ( ) ( , )u Tτ⋅ ∈U , (1) (2) ( )( ) { ( ), ( ), , ( )} ( , )nv v v v Tτ⋅ = ⋅ ⋅ ⋅ ∈ V , 
( ) ( , )w Tτ⋅ ∈W  и (1) (2) ( ) ˆˆ ( ) { ( ), ( ), , ( )} ( , )nw w w w Tτ⋅ = ⋅ ⋅ ⋅ ∈ W  опреде-
ляются следующим конкретным соотношением:             
ˆ( ( ), ( ), ( ), ( ), ( ))g u v w wα τ ⋅ ⋅ ⋅ ⋅ = ( ) ( )
1
( ( )) ( ( ))
n
i i
i
i
y T z Tµ γ µ β
=
⋅ + ⋅∑ . (2.58)
Здесь символом ( ) ( , ; ( ), ( ), ( ), ( ))Ty T y T y u v wτ τ= ⋅ ⋅ ⋅  обозначено со-
стояние в финальный момент времени Т траектории объекта I на промежут-
ке вре и ,Tτ , а через ( ) ( ) ( ) ( ) ( )( ) ( , ; ( , ( ), ( ), ( ))i i i i iTz z T z u v wτ τ= ⋅ ⋅ ⋅  – 
состояние в этот же момент времени траектории объекта iII  ( 1,i n∈ ) на 
промежутк  времени ,Tτ , которые порождены соответственно наборами 
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{ ( ), ( ), ( ), ( )}y u v wτ ⋅ ⋅ ⋅  и ( ) ( ) ( ){ ( ), ( ), ( ), ( )}i i iz u v wτ ⋅ ⋅ ⋅  и формируются со-
гласно рекуррентным уравнениям (2.44) и (2.45) ( ( ) ( )0 0(0) , (0)
i iy y z z= = ); 
1µ∈R  и ( ) 1iµ ∈R , 1,i n∈  – заданные числовые параметры, которые 
удовлетворяют следующим условиям:
 
1
0; 1, : 0; 1
n
i i
i
i nµ µ µ µ
=
≥ ∀ ∈ ≥ = −∑ ;                  (2.59)
функционалы 1: rγ →R R  и ( ) 1: si iβ →R R , 1,i n∈  являются выпуклы-
ми и удовлетворяют соответственно следующим условиям Липшица: 
(1) (2)( , ) :r ry y∀ ∈ ×R R  
(1) (2) (1) (2)( ) ( )
r r
y y L y yγ γ− ≤ −  ;
( ,1) ( ,2)( , ) :s si i i iz z∀ ∈ ×R R : ( ) ( ,1) ( ) ( ,2) ( ,1) ( ,2)( ) ( )i i i i i is si i
z z L z zβ β− ≤ − ,
где 1L∈R  и ( ) 1iL ∈R , 1,i n∈  – постоянные Липшица.
Далее, обозначим через ( ) ( ) { } si iτ τ= ×RG  множество всех возмож-
ных τ -позиций ( ) ( )( ) { , ( )}i ig zτ τ τ= ∈ { } siτ ×R  игрока iE  ( 1,i n∈ ;
( ) ( ) ( ) ( )
0 0(0) {0, (0)} {0, }
i i i ig z z g= = = ; ( ) ( ) ( ) ( )0 0(0) { (0)} { }
i i i ig g= = =G G ), 
а через 
1
ˆ ( ) { }
n si
i
τ τ
=
= ×∏RG обозначим множество всех возможных 
τ -позиций (1) (2)ˆ ( ) { , ( ), ( ),g z zτ τ τ τ= ( ), ( )}nz τ ∈
1
0,
n sr i
i
T
=
× ×∏R R  
( ˆ (0)g = (1) (2){ , (0), (0),z zτ ( ) 0ˆ, (0)}
nz g= )  для совокупности игроков 
iE , 1,i n∈ , или игрока E (совокупности игроков iE , 1,i n∈ ), то есть 
для II уровня управления ( 0 0
ˆ ˆˆ ˆ(0) { (0)} { }g g= = =G G ). 
Тогда качество управления для рассматриваемого динамического 
процесса каждым из игроков iE  ( 1,i n∈ ) на уровне управления II рас-
сматриваемого процесса управления оценивается соответствующим ему 
функционалом ( )ˆ iβ  вида
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функционалы 1: r R R  и ( ) 1: si i R R ,  1,i n , являются выпуклыми и удовлетво-
ряют соответственно следующим условиям Липшица:  
(1) (2)( , ) :r ry y  R R  (1) (2) (1) (2)( ) ( )
r r
y y L y y     ; 
( ,1) ( ,2)( , ) :s si i i iz z  R R : ( ) ( ,1) ( ) ( ,2) ( ,1) ( ,2)( ) ( )i i i i i i
s si i
z z L z z    , 
где 1LR  и ( ) 1iL R , 1,i n  – постоянные Липшица. 
Далее, обозначим через ( ) ( ) { } si i  RG  множество всех возможных  -позиций 
( ) ( )( ) { , ( )}i ig z    { } si R  игрока iE  ( 1,i n ;
( ) ( ) ( ) ( )
0 0(0) {0, (0)} {0, }
i i i ig z z g   ; 
( ) ( ) ( ) ( )
0 0(0) { (0)} { }
i i i ig g  G G ), а через 
1
ˆ ( ) { }
n si
i
 

 RG обозначим множество всех воз-
можных  -позиций (1) (2)ˆ( ) { , ( ), ( ),g z z    ( ), ( )}nz  
1
0,
n sr i
i
T

 R R ( ˆ(0)g   
(1) (2){ , (0), (0),z z ( ) 0ˆ, (0)}
nz g )  для совокупности игроков iE , 1,i n , или игрока E 
(совокупности игроков iE , 1,i n ), то есть для II уровня управления 
( 0 0ˆ ˆˆ ˆ(0) { (0)} { }g g  G G ).  
Тогда качество управления для рассматриваемого динамического процесса каж-
дым из игроков iE  ( 1,i n ) на уровне управления II рассматриваемого процесса управ-
ления оценивается соответствующим ему функционалом ( )ˆ i  вида 
       ( )ˆ i : ( ) ( ) ( ) ( )ˆ( ) ( , ) ( , ) ( , ) ( , ; )i i i iT T T T         G U V W   ,                  (2.60)         
значения которого для допустимых на промежутке времени ,T  реализаций 
( ) ( )( ) ( )i ig  G ,  ( ) ( , )u T U ,  ( ) ( )( ) ( , )i iv T V  и ( ) ( )( ) ( , )i iw T W  определяются сле-
дующим конкретным соотношением: 
                                    ( ) ( ) ( ) ( ) ( ) ( )ˆ ( ( ), ( ), ( ), ( )) ( ( ))i i i i i ig u v w z T      ,                                 (2.61)          
то есть этот функционал оценивает качество управления игроком iE  на фиксированном 
промежутке времени ,T  финальными фазовыми состояниями объекта iII  ( 1,i n ). 
Следует отметить, что если рассмотреть функционал 
                          ˆ  : ˆ( ) ( , ) ( , ) ( , ) ( , ; )T T T T         G U V W   ,                        (2.62) 
   (2.60) 
    
значения которого для допустимых на промежутке времени ,Tτ  -
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ализаций ( ) ( )( ) ( )i ig τ τ∈G ,  ( ) ( , )u Tτ⋅ ∈U ,  ( ) ( )( ) ( , )i iv Tτ⋅ ∈V  и 
( ) ( )( ) ( , )i iw Tτ⋅ ∈W  определяются следующим конкретным соотношением:
 ( ) ( ) ( ) ( ) ( ) ( )ˆ ( ( ), ( ), ( ), ( )) ( ( ))i i i i i ig u v w z Tβ τ β⋅ ⋅ ⋅ = ,          (2.61) 
то есть этот функционал оценивает качество управления игроком iE  на 
фиксированном промежутке времени ,Tτ  финальными фазовыми состо-
яниями объекта iII  ( 1,i n∈ ).
Следует отметить, что если рассмотреть функционал
γˆ : ˆ( ) ( , ) ( , ) ( , ) ( , ; )T T T Tτ τ τ τ τ γ× × × = →G U V W Γ Ε ,      (2.62)
значения которого для допустимых на промежутке времени ,Tτ  реализаций 
( ) ( )g τ τ∈G ,  ( ) ( , )u Tτ⋅ ∈U , (1) (2) ( )( ) { ( ), ( ), , ( )} ( , )nv v v v Tτ⋅ = ⋅ ⋅ ⋅ ∈ V , 
( ) ( , )w Tτ⋅ ∈W  определяются соотношением 
   ˆ( ( ), ( ), ( ), ( )) ( ( ))g u v w y Tγ τ γ⋅ ⋅ ⋅ = ,                          (2.63) 
оценивая качество управления игроком Р на фиксированном промежутке 
времени ,Tτ  финальными фазовыми состояниями объекта I на уровне 
управления I динамической системой (2.44) – (2.51), и ввести в рассмо-
трение векторный функционал (1) (2) ( )ˆ ˆ ˆˆ( , , , , )nδ γ β β β=   такой, что
 :δ  ˆ( , ; )Tτ γ ×Γ ( )
1
ˆ( , ; )
n i
i
Tτ β
=
∏Γ
1n+→Ε ,                    (2.64) 
значения ( 1)n + -го параметра которого определяются для допустимых 
реализаций их аргументов согласно соотношениям (2.60) – (2.63), то мож-
но утверждать, что функционал α, определенный соотношениями (2.57) – 
(2.59), является его сверткой, полученной в соответствии с применением 
метода скаляризации (см., например, [38, 39, 43]) векторных функционалов.
Таким образом, функционал α  является выпуклым и позволяет оце-
нивать функционирование на промежутке ,Tτ  двухуровневой динамиче-
ской системы (2.44)  – (2.51) в целом, рассматриваемой как совокупности 
объектов  I, iII , 1,i n∈ , игроков Р и iE ,  1,i n∈  (или Е), и объектов 
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iII , 1,i n∈ , игроков iE , 1,i n∈ (или Е), определяющих соответствен-
но уровни управления I и II, являясь сверткой векторного терминального 
функционала δ , для скаляризации которого используются числовые па-
раметры 
1µ∈R  и ( ) 1iµ ∈R , 1,i n∈ , оценивающие значимость каждого 
из функционалов γ  и ( )iβ ,  1,i n∈  соответственно. Отметим, что па-
раметры µ  и ( )iµ , 1,i n∈  могут определяться, например, экспертным 
путем на основании статистических и экспериментальных данных о рас-
сматриваемом динамическом процессе (2.44) – (2.51).
Тогда, на основании изложенного выше, цель каждого из игроков 
iE  ( 1,i n∈ ) (которые в совокупности с объектами iII  1,i n∈  опреде-
ляют уровень управления II в рассматриваемом динамическом процессе 
(2.44) – (2.51)) при минимаксном терминальном программном управлении 
на фиксированном промежутке времени 
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роков iE  1,i n  или допустимых программных управлений ( )v   игрока Е на промежут-
ке времени  , , и всех наборов (1) (2) ( )ˆ ( ) ( ( ), , ( ), ( ))nw w w w      
( )
1
ˆ( , ; ( ))= ( , ; ( ))
n
i
i
u u   

 W W допустимых реализаций векторов рисков для совокупно-
сти объектов iII  1,i n  (или обобщенного объекта II), на промежутке времени  , . 
Пусть для любого промежутка времени ,Т 0,T  ( T  ) множество 
1
( ) { }
n sr i
i
 

  R RG есть множество всех  -позиций (1) (2)( ) { , ( ), ( ), ( ),g y z z      
( ), ( )}nz  
1
0,
n sr i
i
T

 R R ( (1) (2)(0) {0, (0), (0), (0),g y z z ( ) 0, (0)}
nz g )  игрока Р 
( 0 0(0) { (0)} { }g g  G G ).  Тогда для оценки качества рассматриваемого динамического 
процесса (2.44) − (2.51) на уровне управления I  введем функционал 
           :  ˆ( ) ( , ) ( , ) ( , ) ( , ) ( , ; ) ,T T T T T             G U V W W    ,       (2.57) 
значения которого для допустимых на промежутке времени ,  Т  реализаций 
( ) ( )g  G ,  ( ) ( , )u T U , (1) (2) ( )( ) { ( ), ( ), , ( )} ( , )nv v v v T     V ,  ( ) ( , )w T W  и 
(1) (2) ( ) ˆˆ ( ) { ( ), ( ), , ( )} ( , )nw w w w T     W  определяются следующим конкретным соот-
ношением:              
                     ˆ( ( ), ( ), ( ), ( ), ( ))g u v w w        ( ) ( )
1
( ( )) ( ( ))
n
i i
i
i
y T z T   

   .                     (2.58) 
Здесь символом ( ) ( , ; ( ), ( ), ( ), ( ))Ty T y T y u v w      обозначено состояние в фи-
нальный момент времени Т траектории объекта I на промежутке времени ,T , а через 
( ) ( ) ( ) ( ) ( )( ) ( , ; ( ), ( ), ( ), ( ))i i i i iTz T z T z u v w      – состояние в этот же момент времени траекто-
рии объекта iII  ( 1,i n ) на промежутке времени ,T , которые порождены соответ-
ственно наборами { ( ), ( ), ( ), ( )}y u v w     и ( ) ( ) ( ){ ( ), ( ), ( ), ( )}i i iz u v w     и формируются со-
гласно рекуррентным уравнениям (2.44) и (2.45) ( ( ) ( )0 0(0) , (0)
i iy y z z  ); 1R  и 
( ) 1i R , 1,i n  – заданные числовые параметры, которые удовлетворяют следующим 
условиям: 
                                           
1
0; 1, : 0; 1
n
i i
i
i n   

      ;                                      (2.59) 
 ( Tτ < ) соответствен-
но объектом iII  содержательно может быть сформулирована следующим 
образом. Будем считать, что игрок iE  ( 1,i n∈ ), используя имеющиеся 
у него информационные и управляющие возможности, заинтересован 
в таком исходе процесса программного управления в динамической си-
стеме (2.44) – (2.51) на промежутке времени 
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роков iE  1,i n  или допустимых программных управлений ( )v   игрока Е на промежут-
ке времени  , , и всех наборов (1) (2) ( )ˆ ( ) ( ( ), , ( ), ( ))nw w w w      
( )
1
ˆ( , ; ( ))= ( , ; ( ))
n
i
i
u u   

 W W допустимых реализаций векторов рисков для совокупно-
сти объектов iII  1,i n  (или обобщенного объекта II), на промежутке времени  , . 
Пусть для любого промежутка времени ,Т 0,T  ( T  ) множество 
1
( ) { }
n sr i
i
 

  R RG есть множество всех  -позиций (1) (2)( ) { , ( ), ( ), ( ),g y z z      
( ), ( )}nz  
1
0,
n sr i
i
 R R ( (1) (2)(0) {0, (0), (0) (0),g y z z ( ) 0, (0)}
nz g ) игрока Р 
( 0 0(0) { (0)} { }g g  G G ).  Тогда для оценки качества рассматриваемого динамического 
процесса (2.44) − (2.51) на уровне управления I  введем функционал 
           :  ˆ) ( , ( , ) ( , ) ( , ) ( , ; ) ,T T T T T             G U V W W    ,       (2.57) 
значения которого для допустимых на промежутке времени ,  Т  реализаций 
( ) )g  G ,  ( ) ( , )u T U , (1) (2) ( )( ) { ( ), ( ), , ( )} ( , )nv v v v T     V , ( ) ( , )w T W  и 
(1) (2) ( ) ˆˆ ( ) { ( ), ( ), , ( )} ( , )nw w w w T     W  определяются следующим конкретным соот-
ношением:              
                     ˆ( ( ), ( ), ( ), ( ), ( ))g u v w w        ( ) ( )
1
( ( )) ( ( ))
n
i i
i
i
y T z T   

   .                     (2.58) 
Здесь символом ( ) ( , ; ( ), ( ), ( ), ( ))Ty T y T y u v w      обозначено сост яни  в фи-
альный момент времени Т траектории объекта I на промежутке в емени ,T , а через 
( ) ( ) ( ) ( ) ( )( ) ( , ; ( ), ( ), ( ), ( ))i i i i iTz T z T z u v w      – состояние в этот же момент времени траекто-
рии объекта iII  ( 1,i n ) на промежутке времени ,T , которые порож ены соответ-
ственно наборами { ( ), ( ), ( ), ( )}y u v w     и ( ) ( ) ( ){ ( ), ( ), ( ), ( )}i i iz u v w     и формируются со-
гласно рекуррентным уравнениям (2.44) и (2.45) ( ( ) ( )0 0(0) , (0)
i iy y z z  ); 1R  и 
( ) 1i R , 1,i n  – заданные числовые параметры, которые удовлетворяют следующим 
условиям: 
                                           
1
0; 1, : 0; 1
n
i i
i
i n   

      ;                                      (2.59) 
, при котором функци-
онал ( )ˆ iβ , определяемый соотношениями (2.60), (2.61), для любых до-
пустимых реализаций его τ -позиций ( ) ( )( ) { , ( )}i ig zτ τ τ= ∈ ( ) ( )i τG  
(
( ) ( ) ( )
0 0(0)
i i ig g= ∈G ) и программного управления ( ) ( , )u Tτ⋅ ∈U  игрока 
Р на этом промежутке времени принимает наименьшее возможное значе-
ние, за счет возможного выбора своего допустимого программного управ-
ления 
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дующим образом. Будем считать, что игрок iE  ( 1,i n ), используя имеющиеся у него 
информационные и управляющие возможности, заинтересован в аком исходе роцесса 
программного управления в динамической системе (2.44) – (2.51) на промежутке вре-
мени ,Т , при котором функционал ( )ˆ i , определяемый соотношениями (2.60), (2.61), 
для любых допустимых реализаций его  -позиций ( ) ( )( ) { , ( )}i ig z    ( ) ( )i G  
( ( ) ( ) ( )0 0(0)
i i ig g G ) и программного управления ( ) ( , )u T U  игрока Р на этом проме-
жутке времени принимает наименьшее возможное значение, за счет возможного выбо-
ра своего допустимого программного управ ( ) ( )( ) ( ; ( ))i iv τ,T u  V . При этом не 
исключается из анализа такая ситуация когда параметр ( ) ( )( ) ( , ; ( ))i iw T u  W  может 
реализоваться на промежутке времени ,T наихудшим образом для игрока iE , о есть 
определяя наибольшее возможное е функционала ( )ˆ iβ  при ф ксированных реа-
лизациях элементов ( ) ( )ig  , ( )u  и ( ) ( )iv  .
Для осуществления этой цели игрока iE  ( 1,i n ) ниже формулируется следую-
щая задача минимаксного терминального программного управления объектом iII  на 
уровне управления II  двухуровневой иерархической динамической системы (2.44) – 
(2.51). 
Задача 2.7. Для фиксированных индекса 1,i n , промежутка времени  ,Т 0,T  
( T  ), допустимой на уровне управления II двухуровневой иерархической динамической 
системы (2.44) – (2.51) реализации  -позиции ( ) ( )( ) { , ( )}i ig z    ( ) ( )i G  
( ( ) ( ) ( )0 0(0)
i i ig g G ) игрока iE  и допустимой реализации программного уп авления 
( ) ( , )u T U  игрока Р на уровне управления I требуется найти множество 
( , ) ( )( ; ( ), ( ))i e iτ,T g u  V ( ) ( ; ( ))i τ,T u V минимаксных терминальных программных управле-
ний ( , ) ( )( ) ( ; ( ))i e iv τ,T u  V игрока iE , соответствующих управлению ( )u   иг ока Р, ко-
торое определяется соотношением 
( , ) ( )( ; ( ), ( ))i e iτ,T g u V = ( , ) ( , ) ( ){ ( ) : ( ) ( ; ( )),i e i e iv v τ,T u   V  
( ) ( )
( )ˆ ( , ; ( ), ( ))
e i
ic T g u    =
))(;,(
)(
)(
)(
max
 uT
ii
w W
)(ˆ iβ ( ) ( , ) ( )( ( ), ( ), ( ), ( ))i i e ig u v w    = 
                      = 
))(;,(
)(
)(
)(
min
 uT
ii
v V ))(;,(
)(
)(
)(
max
 uT
ii
w W
)(ˆ iβ ( ) ( ) ( )( ( ), ( ), ( ), ( ))i i ig u v w    ,            (2.65) 
. П и этом не исключается из анализа т кая 
ситуация, когда параметр ( ) ( )( ) ( , ; ( ))i iw T uτ⋅ ∈ ⋅W  может реализоваться 
на промежутке времени ,Tτ  наихудшим образом для игрока iE , то есть 
определяя наибольшее возможное значение функционала ( )ˆ iβ  при фик-
сированных реализациях элементов ( ) ( )ig τ , ( )u ⋅  и ( ) ( )iv ⋅ .
Для осуществления этой цели игрока iE  ( 1,i n∈ ) ниже формулирует-
ся следующая задача минимаксного терминального программного управ-
ления объектом 
iII  на уровне управления II  двухуровневой иерархиче-
ской динамической системы (2.44) – (2.51).
Глава 2. Экономико-математический инструментарий оптимизации
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Задача 2.7. Для фиксированных индекса 1,i n∈ , промежутка вре-
мени  
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роков iE  1,i n  или допустимых программных управлений ( )v   игрока Е на промежут-
ке времени  , , и всех наборов (1) (2) ( )ˆ ( ) ( ( ), , ( ), ( ))nw w w w      
( )
1
ˆ( , ; ( ))= ( , ; ( ))
n
i
i
u u   

 W W допустимых реализаций векторов рисков для совокупно-
сти объектов iII  1,i n  (или обобщенного объекта II), на промежутке времени  , . 
Пусть для любого промежутка вре ,Т 0,T  ( T  ) множество 
1
( ) { }
n sr i
i
 

  R RG есть множество всех  -позиций (1) (2)( ) { , ( ), ( ), ( ),g y z z      
( ), ( )}nz  
1
0,
n sr i
i
T

 R R ( (1) (2)(0) {0, (0), (0), (0),g y z z ( ) 0, (0)}
nz g )  игрока Р 
( 0 0(0) { (0)} { }g g  G G ).  Тогда для оценки качества рассматриваемого динамического 
процесса (2.44) − (2.51) на уровне управления I  введем функционал 
           :  ˆ( ) ( , ) ( , ) ( , ) ( , ) ( , ; ) ,T T T T T             G U V W W    ,       (2.57) 
значения которого для допустимых на промежутке времени ,  Т  реализаций 
( ) ( )g  G ,  ( ) ( , )u T U , (1) (2) ( )( ) { ( ), ( ), , ( )} ( , )nv v v v T     V ,  ( ) ( , )w T W  и 
(1) (2) ( ) ˆˆ ( ) { ( ), ( ), , ( )} ( , )nw w w w T     W  определяются следующим конкретным соот-
ношением:              
                     ˆ( ( ), ( ), ( ), ( ), ( ))g u v w w        ( ) ( )
1
( ( )) ( ( ))
n
i i
i
i
y T z T   

   .                     (2.58) 
Здесь символом ( ) ( , ; ( ), ( ), ( ), ( ))Ty T y T y u v w      обозначено состояние в фи-
нальный момент времени Т траектории объекта I на промежутке времени ,T , а через 
( ) ( ) ( ) ( ) ( )( ) ( , ; ( ), ( ), ( ), ( ))i i i i iTz T z T z u v w      – состояние в этот же момент времени траекто-
рии объекта iII  ( 1,i n ) на промежутке времени ,T , которые порождены соответ-
ственно наборами { ( ), ( ), ( ), ( )}y u v w     и ( ) ( ) ( ){ ( ), ( ), ( ), ( )}i i iz u v w     и формируются со-
гласно рекуррентным уравнениям (2.44) и (2.45) ( ( ) ( )0 0(0) , (0)
i iy y z z  ); 1R  и 
( ) 1i R , 1,i n  – заданные числовые параметры, которые удовлетворяют следующим 
условиям: 
                                           
1
0; 1, : 0; 1
n
i i
i
i n   

      ;                                      (2.59) 
 ( Tτ < ), допустимой на уровне управления II двух- 
уровневой иерархической динамической системы (2.44) – (2.51) реали-
заци  τ -позиции ( ) ( ){ , ( )}i ig zτ τ τ= ∈ ( ) ( )i τG  ( ( ) ( ) ( )0 0(0)
i i ig g= ∈G ) 
игрока 
iE  и допустимой реализации программного управления 
( ) ( , )u Tτ⋅ ∈U  игрока Р на уровне управления I требуется найти множе-
ство 
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дующим образом. Будем считать, что игрок iE  ( 1,i n ), используя имеющиеся у него 
информационные и управляющие возможности, заинтересован в таком исходе процесса 
программного управления в динамической системе (2.44) – (2.51) на промежутке вре-
мени ,Т , при котором функционал ( )ˆ i , определяемый соотношениями (2.60), (2.61), 
для любых допустимых реализаций его  -позиций ( ) ( )( ) { , ( )}i ig z    ( ) ( )i G  
( ( ) ( ) ( )0 0(0)
i i ig g G ) и программного управления ( ) ( , )u T U  игрока Р на этом проме-
жутке времени принимает наименьшее возможное значение, за счет возможного выбо-
ра своего допустимого программного управления ( ) ( )( ) ( ; ( ))i iv τ,T u  V . При этом не 
исключается из анализа такая ситуация, когда параметр ( ) ( )( ) ( , ; ( ))i iw T u  W  может 
реализоваться на промежутке времени ,T  наихудшим образом для игрока iE , то есть 
определяя наибольшее возможное значение функционала ( )ˆ iβ  при фиксированных реа-
лизациях элементов ( ) ( )ig  , ( )u   и ( ) ( )iv  . 
Для осуществления этой цели игрока iE  ( 1,i n ) ниже формулируется следую-
щая задача минимаксного терминального программного управления объектом iII  на 
уровне управления II  двухуровневой иерархической динамической системы (2.44) – 
(2.51). 
Задача 2.7. Для фиксированных индекса 1,i n , промежутка времени  ,Т 0,T  
( T  ), допустимой на уровне управления II двуху вневой иерархической динамической 
системы (2.44) – (2.51) реализации  -позиции ( ) ( )( ) { , ( )}i ig z    ( ) ( )i G  
( ( ) ( ) ( )0 0(0)
i i ig g G ) игрока iE  и допустимой реализации программного управления 
( ) ( , )u T U  игрока Р на уровне управления I требуется найти множество 
( , ) ( )( ; ( ), ( ))i e iτ,T g u  V ( ) ( ; ( ))i τ,T u V минимаксных терминальных программных управле-
ний ( , ) ( )( ) ( ; ( ))i e iv τ,T u  V игрока iE , соответствующих управлению ( )u   игрока Р, ко-
торое определяется соотношением 
( , ) ( )( ; ( ), ( ))i e iτ,T g u V = ( , ) ( , ) ( ){ ( ) : ( ) ( ; ( )),i e i e iv v τ,T u   V  
( ) ( )
( )ˆ ( , ; ( ), ( ))
e i
ic T g u    =
))(;,(
)(
)(
)(
max
 uT
ii
w W
)(ˆ iβ ( ) ( , ) ( )( ( ), ( ), ( ), ( ))i i e ig u v w    = 
                      = 
))(;,(
)(
)(
)(
min
 uT
ii
v V ))(;,(
)(
)(
)(
max
 uT
ii
w W
)(ˆ iβ ( ) ( ) ( )( ( ), ( ), ( ), ( ))i i ig u v w    ,            (2.65) 
 минимаксн х терминальных 
программных управлений 
 15 
дующим образом. Будем считать, что игрок iE  ( 1,i n ), используя имеющиеся у него 
информационные и управляющие возможности, заинтересован в таком исходе процесса 
программного управления в динамической системе (2.44) – (2.51) на промежутке вре-
мени ,Т , при котором функционал ( )ˆ i , определяемый соотношениями (2.60), (2.61), 
для любых допустимых реализаций его  -позиций ( ) ( )( ) { , ( )}i ig z    ( ) ( )i G  
( ( ) ( ) ( )0 0(0)
i i ig g G ) и программного управления ( ) ( , )u T U  игрока Р на этом проме-
жутке времени принимает наименьшее возможное значение, за счет возможного выбо-
ра своего допустимого программного управления ( ) ( )( ) ( ; ( ))i iv τ,T u  V . При этом не 
исключается из анализа такая ситуация, когда параметр ( ) ( )( ) ( , ; ( ))i iw T u  W  может 
реализоваться на промежутке времени ,T  наихудшим образом для игрока iE , то есть 
определяя наибольшее возможное значение функционала ( )ˆ iβ  при фиксированных реа-
лизациях элементов ( ) ( )ig  , ( )u   и ( ) ( )iv  . 
Для осуществления этой цели игрока iE  ( 1,i n ) ниже формулируется следую-
щая задача минимаксного терминального программного управления объектом iII  на 
уровне управления II  двухуровневой иерархической динамической системы (2.44) – 
(2.51). 
Задача 2.7. Для фиксированных индекса 1,i n , промежутка времени  ,Т 0,T  
( T  ), допустимой на уровне управления II двухуровневой иерархической динамической 
системы (2.44) – (2.51) реализации  -позиции ( ) ( )( ) { , ( )}i ig z    ( ) ( )i G  
( ( ) ( ) ( )0 0(0)
i i ig g G ) игрока iE  и допустимой реализации программного управления 
( ) ( , )u T U  игрока Р на уровне управления I требуется найти множество 
( , ) ( )( ; ( ), ( ))i e iτ,T g u  V ( ) ( ; ( ))i τ,T u V минимаксных терминальных программных управле-
ний ( , ) ( )( ) ( ; ( ))i e iv τ,T u  V игрока iE , соответствующих управлению ( )u   игрока Р, ко-
торое определяется соотношением 
( , ) ( )( ; ( ), ( ))i e iτ,T g u V = ( , ) ( , ) ( ){ ( ) : ( ) ( ; ( )),i e i e iv v τ,T u   V  
( ) ( )
( )ˆ ( , ; ( ), ( ))
e i
ic T g u    =
))(;,(
)
)(
)(
max
 uT
ii
w W
)(ˆ iβ ( ) ( , ) ( )( ( ), ( ), ( ), ( ))i i e ig u v w    = 
                      = 
))(;,(
)(
)(
)(
min
 uT
ii
v V ))(;,(
)
)(
)(
max
 uT
ii
w W
)(ˆ iβ ( ) ( ) ( )( ( ), ( ), ( ), ( ))i i ig u v w    ,            (2.65) 
 ка iE , соответствующих 
управлению ( )u ⋅  игрока Р, которое определяется соотношением
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где функционал ( )ˆ iβ  определен соотношениями (2.60) и (2.61).
Множество 
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где функционал ( )ˆ i  определен соотношениями (2.60) и (2.61). 
Множество ( ) ˆ( ; ( ), ( ))e τ,T g u V = ( , ) ( )
1
( ; ( ), ( ))
n i e i
i
τ,T g u

V = ( ) (1, ){ ( )} { ( ),e ev v        
(2, ) ( , )( ), , ( )} ( , ; ( ))e n ev v T u   V  ( (1) (2)ˆ( ) { , ( ), ( ),g z z    ( ) ˆ, ( )} ( )nz  G , ˆ(0)g  {0,  
(1) (2)(0), (0),z z ( ) 0 0ˆˆ, (0)}
nz g G ), которое формируется из решения n задач 2.7 при 
1,i n , будем называть множеством минимаксных терминальных программных управ-
лений игрока Е для уровня управления II  динамической системы (2.44) – (2.51), а соот-
ветствующее ему значение вектора ( )ˆ ˆ( , ; ( ), ( ))
ec T g u

   = 
=( ( ) (1)(1)ˆ ( , ; ( ), ( ))
ec T g u

   , ( ) (2)(2)ˆ ( , ; ( ), ( ))
ec T g u

   , , ( ) ( )( )ˆ ( , ; ( ), ( ))
e n
nc T g u    ) 
n  – значени-
ем результата минимаксного терминального программного управления для игрока Е на 
уровне управления II этой системы. При этом оба данных элемента соответствуют 
фиксированным и допустимым промежутку времени ,T ,  -позиции ˆ( )g  ˆ ( )G  
( ˆ(0)g  0 0ˆgˆ G ) игрока Е  на уровне управления II и управлению ( ) ( , )u T U  игрока Р 
на уровне управления I. Заметим, что число ( )ˆ ˆ( , ; ( ), ( ))
ec T g u

    является конкретным 
значением векторного функционала (1) (2) ( )ˆ ˆ ˆ ˆ( , , , )n    , определяемого на основа-
нии (2.60) следующим отображением: 
ˆ : ( )
1
ˆ ˆ( , ; ) = ( , ; )
n i n
i
T T   

   , 
где для каждого индекса 1,i n  значение функционала ( )ˆ i  определяется по формулам 
(2.61). Векторный функционал ˆ  можно было бы рассматривать в роли критерия каче-
ства поведения игрока Е (совокупности игроков iE , 1,i n ) на уровне управления II, в 
ситуации, когда все игроки iE ,  1,i n , имеют общую цель, то есть входят в одну коа-
лицию.  
Таким образом, решение задачи 2.7 определяет на промежутке времени ,T  
принцип формирования минимаксных терминальных программных управлений 
( , ) ( )i ev   ( , ) ( )( ; ( ), ( ))i e iτ,T g u  V ( ) ( ; ( ))i τ,T u V  каждым из игроков iE  ( 1,i n ) на  
уровне управления II, отвечающих реализации его  -позиции 
( ) ( )( ) { , ( )}i ig z    ( ) ( )i G  ( ( ) ( ) ( )0 0(0)
i i ig g G ) и подчиненных выбору управления 
( ) ( , )u T U  игроком Р на I уровне управления.  
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
   , , ( ) ( )( )ˆ ( , ; ( ), ( ))
e n
nc T g u    ) 
n  – значени-
ем результата минимаксного терминального программного управления для игрока Е на 
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
    является конкретным 
значением векторного функционала (1) (2) ( )ˆ ˆ ˆ ˆ( , , , )n    , определяемого на основа-
нии (2.60) следующим отображением: 
: ( )
1
ˆ ˆ( , ; ) = ( , ; )
n i n
i
T T   

   , 
где для каждого индекса 1,i n  значе ие функци нала ( )ˆ i  определяется по формулам 
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с туации, когда все игроки iE ,  1,i n , имеют общую цел , то ес ь входят в одну коа-
лицию.  
Таким образом, решение задачи 2.7 определяет на промежутке времени ,T  
принцип формирования минимаксных терминальных программных управлений 
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уровне управления II, отвечающих реализации его  -позиции 
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i i ig g G ) и подчиненных выбору управления 
( ) ( , )u T U  игроком Р на I уровне управления.  
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 к т рое фо мируется из 
решения n задач 2.7 при 1,i n∈ , будем называть множеством мини-
максных т рминальных программных управлений игрок  Е для уровня 
управления II  д намической системы (2.44) – (2.51), а соответ твующее 
ему значение вект а 
( )
ˆ ˆ( , ; ( ), ( ))
ec T g u
β
τ τ ⋅ =( ( ) (1)(1)ˆ ( , ; ), ( ))
ec T g u
β
τ τ ⋅ ,
( ) (2)
(2)ˆ ( , ; ( ), ( ))
ec T g u
β
τ τ ⋅ , , 
( ) ( )
( )ˆ ( , ; ( ), ( ))
e n
nc T g uβ τ τ ⋅ ) 
n∈Ε  – значени-
ем результата минимаксного терминального программного управления 
для игрока Е на уровне управления II этой системы. При этом оба дан-
ных элемен а соответствуют фикс рова ным и допустимым промежутку
в емени ,Tτ , τ -позиции ˆ ( )g τ ˆ ( )τ∈G  ( ˆ (0)g = 0 0ˆgˆ ∈G ) игрока Е  на 
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уровне управления II и управлению ( ) ( , )u Tτ⋅ ∈U  игрока Р на уровне 
управления I. Заметим, что число ( )ˆ ˆ( , ; ( ), ( ))
ec T g u
β
τ τ ⋅  является конкрет-
ным значением векторного функционала (1) (2) ( )ˆ ˆ ˆ ˆ( , , , )nβ β β β=  , опре-
деляемого на основании (2.60) следующим отображением:
βˆ : ( )
1
ˆ ˆ( , ; ) = ( , ; )
n i n
i
T Tτ β τ β
=
→∏Γ Γ Ε ,
где для каждого индекса 1,i n∈  значение функционала ( )ˆ iβ  определя-
ется по формулам (2.61). Векторный функционал βˆ  можно было бы рас-
сматривать в роли критерия качества поведения игрока Е (совокупности 
игроков iE , 1,i n∈ ) на уровне управления II, в ситуации, когда все игро-
ки iE ,  1,i n∈  имеют общую цель, то есть входят в одну коалицию. 
Таким образом, решение задачи 2.7 определяет на промежутке време-
ни ,Tτ  принцип формирования минимаксных терминальных программ-
ных управлений 
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( , ) ( )i ev   ( , ) ( )( ; ( ), ( ))i e iτ,T g u  V ( ) ( ; ( ))i τ,T u V  каждым из игроков iE  ( 1,i n ) на  
уровне управления II, отвечающих реализации его  -позиции 
( ) ( )( ) { , ( )}i ig z    ( ) ( )i G  ( ( ) ( ) ( )0 0(0)
i i ig g G ) и подчиненных выбору управления 
( ) ( , )u T U  игроком Р на I уровне управления.  
каждым из 
игроков iE  ( 1,i n∈ ) на уровне управления II, отвечающих реализации 
его τ -позиции ( ) ( )( ) { , ( )}i ig zτ τ τ= ∈ ( ) ( )i τG  ( ( ) ( ) ( )0 0(0)
i i ig g= ∈G ) и 
подчиненных выбору управления ( ) ( , )u Tτ⋅ ∈U  игроком Р на I уровне 
управления. 
Отметим, что, учитывая конечность множеств допустимых программ-
ных управлений ( , )TτU  и ( ) ( , ; ( ))i T uτ ⋅V  игроков P и iE  ( 1,i n∈ ) 
соответственно, многогранные свойства множества допустимых про-
граммных рисков ( ) ( , ; ( ))i T uτ ⋅W , соответствующего фиксированному 
программному управлению ),()( Tu τU∈⋅  игрока P, и соотношений 
(2.52)  –  (2.65), можно показать [11, 13, 14], что решение задачи 2.7 суще-
ствует и сводится к реализации конечной рекуррентной последователь-
ности решений  задач линейного и выпуклого математического програм-
мирования, а также конечного числа задач дискретной оптимизации.
Учитывая введенные выше определения и сделанные предположения 
относительно параметров и информационных связей для двухуровневой ие-
рархической динамической системы (2.44) – (2.51), цель игрока Р, определя-
ющего уровень управления  I  в этой системе при реализации рассматривае-
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мого процесса двухуровневого минимаксного программного управления 
на заданном промежутке времени 
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роков iE  1,i n  или допустимых программных управлений ( )v   игрока Е на промежут-
ке времени  , , и всех наборов (1) (2) ( )ˆ ( ) ( ( ), , ( ), ( ))nw w w w      
( )
1
ˆ( , ; ( ))= ( , ; ( ))
n
i
i
u u   

 W W допустимых реализаций векторов рисков для совокупно-
сти объектов iII  1,i n  (или обобщенного объекта II), на промежутке времени  , . 
Пусть для любого промежутка времени ,Т 0,T  ( T  ) множество 
1
( ) { }
n sr i
i
 

  R RG есть множество всех  -позиций (1) (2)( ) { , ( ), ( ), ( ),g y z z      
( ), ( )}nz  
1
0,
n sr i
i
T

 R R ( (1) (2)(0) {0, (0), (0), (0),g y z z ( ) 0, (0)}
nz g )  игрока Р 
( 0 0(0) { (0)} { }g g  G G ).  Тогда для оценки качества рассматриваемого динамического 
процесса (2.44) − (2.51) на уровне управления I  введем функционал 
           :  ˆ( ) ( , ) ( , ) ( , ) ( , ) ( , ; ) ,T T T T T             G U V W W    ,       (2.57) 
значения которого для допустимых на промежутке времени ,  Т  реализаций 
( ) ( )g  G ,  ( ) ( , )u T U , (1) (2) ( )( ) { ( ), ( ), , ( )} ( , )nv v v v T     V ,  ( ) ( , )w T W  и 
(1) (2) ( ) ˆˆ ( ) { ( ), ( ), , ( )} ( , )nw w w w T     W  определяются следующим конкретным соот-
ношением:              
                     ˆ( ( ), ( ), ( ), ( ), ( ))g u v w w        ( ) ( )
1
( ( )) ( ( ))
n
i i
i
i
y T z T   

   .                     (2.58) 
Здесь символом ( ) ( , ; ( ), ( ), ( ), ( ))Ty T y T y u v w      обозначено состояние в фи-
нальный момент времени Т траектории объекта I на промежутке времени ,T , а через 
( ) ( ) ( ) ( ) ( )( ) ( , ; ( ), ( ), ( ), ( ))i i i i iTz T z T z u v w      – состояние в этот же момент времени траекто-
рии объекта iII  ( 1,i n ) на промежутке времени ,T , которые порождены соответ-
ственно наборами { ( ), ( ), ( ), ( )}y u v w     и ( ) ( ) ( ){ ( ), ( ), ( ), ( )}i i iz u v w     и формируются со-
гласно рекуррентным уравнениям (2.44) и (2.45) ( ( ) ( )0 0(0) , (0)
i iy y z z  ); 1R  и 
( ) 1i R , 1,i n  – заданные числовые параметры, которые удовлетворяют следующим 
условиям: 
                                           
1
0; 1, : 0; 1
n
i i
i
i n   

      ;                                      (2.59) 
( Tτ < ), то есть управления 
объектами I и iII , 1,i n∈ , содержательно может быть сформулирована 
следующим образом. Будем считать, что игрок Р, используя имеющиеся у 
него информационные и управляющие возможности, заинтересован в та-
ком исходе процесса программного управления в динамической системе 
(2.44) – (2.51) на промежутке времени 
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роков iE  1,i n  или допустимых программных управлений ( )v   игрока Е на промежут-
ке времени  , , и всех наборов (1) (2) ( )ˆ ( ) ( ( ), , ( ), ( ))nw w w w      
( )
1
ˆ( , ; ( ))= ( , ; ( ))
n
i
i
u u   

 W W допустимых реализаций векторов рисков для совокупно-
сти объектов iII  1,i n  (или обобщенного объекта II), на промежутке времени  , . 
Пусть для любого промежутка времени ,Т 0,T  ( T  ) множество 
1
( ) { }
n sr i
i
 

  R RG есть множество всех  -позиций (1) (2)( ) { , ( ), ( ), ( ),g y z z      
( ), ( )}nz  
1
0,
n sr i
i
T

 R R ( (1) (2)(0) {0, (0), (0), (0),g y z z ( ) 0, (0)}
nz g )  игрока Р 
( 0 0(0) { (0)} { }g g  G G ).  Тогда для оценки качества расс атриваемого динамического 
процесса (2.44) − (2.51) на уровне управления I  введем функционал 
           :  ˆ( ) ( , ) ( , ) ( , ) ( , ) ( , ; ) ,T T T T T             G U V W W    ,       (2.57) 
з ачения которого для допустимых на промежутке времени ,  Т  реализаций 
( ) ( )g  G ,  ( ) ( , )T U , (1) (2) ( )( ) { ( ), ( ), , ( )} ( , )nv v v v T     V ,  ( ) ( , )w T W  и 
(1) (2) ( ) ˆˆ ( ) { ( ), ( ), , ( )} ( , )nw w w w T     W  определяются следующим конкретным соот-
ношением:              
                     ˆ( ( ), ( ), ( ), ( ), ( ))g u v w w        ( ) ( )
1
( ( )) ( ( ))
n
i i
i
i
y T z T   

   .                     (2.58) 
Здесь символом ( ) ( , ; ( ), ( ), ( ), ( ))Ty T y T y u v w      обозначено состояние в фи-
альный мо ент времени Т траектории объекта I на промежутке вре ени ,T , а через 
( ) ( ) ( ) ( ) ( )( ) ( , ; ( ), ( ), ( ), ( )i i i i iTz T z T z u v w      – состояние в этот же момент времени траекто-
рии объекта iII  ( 1,i n ) на промежутке времени ,T , которые порождены соответ-
ственно наборами { ( ), ( ), ( ), ( )}y u v w     и ( ) ( ) ( ){ ( ), ( ), ( ), ( )}i i iz u v w     и формируются со-
гласно рекуррентным уравнениям (2.44) и (2.45) ( ( ) ( )0 0(0) , (0)
i iy y z z  ); 1R  и 
( ) 1i R , 1,i n  – заданные числовые параметры, которые удовлетворяют следующим 
условиям: 
                                           
1
0; 1, : 0; 1
n
i i
i
i n   

      ;                                      (2.59) 
, при котором функционал α , 
определяемый соотношениями (2.57) − (2.59) для любой допустимой ре-
ализации его τ -позиции (1) (2)( ) { , ( ), ( ), ,g y z zτ τ τ τ τ= ( ), ( )}nz τ ∈
( ), ( )}nz τ ∈ ( )τG  ( (1) (2)(0) {0, (0), (0), (0),g y z z= ( ) 0 0 , (0)}
nz g= ∈ G ) 
принимает наименьшее возможное значение за счет возможного вы-
бора допустимых своего программного управления ( ) ( , )u Tτ⋅ ∈U  
и программного минимаксного управления 
( ) (1, )( ) { ( ),e ev v⋅ = ⋅  
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Отметим, что, учитывая конечность множеств допустимых программных управ-
лений ( , )TU  и ( ) ( , ; ( ))i T u V  игроков P и iE  ( 1,i n ) соответственно, многогранные 
свойства множества допустимых программных рисков ( ) ( , ; ( ))i T u W , соответствующе-
го фиксированному программному управлению ),()( Tu U  игрока P, и соотношений 
(2.52)  –  (2.65), можно показать [11, 13, 14], что решение задачи 2.7 существует и сво-
дится к реализации конечной рекуррентной последовательности решений  задач ли-
нейного и выпуклого математического программирования, а также конечного числа 
задач дискретной оптимизации. 
Учитывая введенные выше определения и сделанные предположения относи-
тельно параметров и информационных связей для двухуровневой иерархической дина-
мической системы (2.44) – (2.51), цель игрока Р, определяющего уровень управления  I  
в этой системе при реализации рассматриваемого процесса двухуровневого минимакс-
ного программного упр вления на заданном пр межутке времени ,Т 0,T  ( T  ), то 
есть управления объектами I и iII , 1,i n , содержательно может быть сформулирована 
следующим образом. Будем считать, что игрок Р, используя имеющиеся у него инфор-
мационные и управляющие возможности, заинтересован в таком исходе процесса про-
граммног  управления в динам ческой системе (2.44) – (2.51) на промежутке времени 
,Т , при к т ром функционал  , определяемый соотношениями (2.57) − (2.59) для 
любой допустимой реализации его  -позиции 
(1) (2)( ) { , ( ), ( ), ( ),g y z z     ( ), ( )}nz   ( )G  
( (1) (2)(0) {0, (0), (0), (0),g y z z ( ) 0 0 , (0)}
nz g G ) принимает наименьшее возможное 
значение за счет возможного выбора допустимых своего программного управления 
( ) ( , )u T U  и программного минимаксного управления ( ) (1, )( ) { ( ),e ev v    
(2, ) ( , )( ), , ( )}e n ev v   ( ) ˆ( ; ( ), ( ))e τ,T g u V игрока Е (формируемого игроками iE , 1,i n , 
путем решения n задач 2.7 при 1,i n , подчиненного игроку Р (где  -позиция 
(1) (2)ˆ( ) { , ( ), ( ),g z z    ( ) ˆ, ( )} ( )nz  G  ( ˆ(0)g   = (1) (2){0, (0), (0),z z ( ) 0 0ˆˆ, (0)}
nz g G ), 
определяющая состояние всех объектов iII , 1,i n , на уровне управления II  в момент 
времени  , формируется из  -позиции ( )g  . От етим, что при анализе системы (2.44) 
– (2.51) не исключается такая ситуация, когда параметры-риски ( ) ( , ; ( ))w T u  W  и 
  (формируемого игрока-
ми iE , 1,i n∈  путем решения n задач 2.7 при 1,i n∈ ), подчиненного 
игроку Р (где τ -позиция (1) (2)ˆ ( ) { , ( ), ( ),g z zτ τ τ τ= ( ) ˆ, ( )} ( )nz τ τ∈ G  
( ˆ (0)g =  = (1) (2){0, (0), (0),z z ( ) 0 0ˆˆ, (0)}
nz g= ∈ G ), определяющая со-
стояние всех объектов iII , 1,i n∈ , на уровне управления II  в момент 
времени τ , формируется из τ -позиции ( )g τ . Отметим, что при анали-
зе системы (2.44) – (2.51) не исключается такая ситуация, к гда п раме-
тры-риски ( ) ( , ; ( ))w T uτ⋅ ∈ ⋅W  и ( ) ( )( ) ( , ; ( ))i iw T uτ⋅ ∈ ⋅W  могут реали-
зоваться наихудшим образом для игрока Р, то есть определяя наибольшее 
возможное значение функционала α  при фиксированных реализациях 
элементов )g τ ,  ( )u ⋅  и ( ) ( )ev ⋅ .
Ниже, для реализации достижения этой цели игрока Р, связанной с 
уровнем управления I, формулируется следующая задача ми максного 
терминального программного управления объектами I и iII , 1,i n∈  на 
уровне управления I  двухуровневой иерархической динамиче кой систе-
мы (2.44) – (2.51).
Задача 2.8.  Для фиксированных промежутка времени  
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роков iE  1,i n  или допустимых программных управлений ( )v   игрока Е на промежут-
ке времени  , , и всех наборов (1) (2) ( )ˆ ( ) ( ( ), , ( ), ( ))nw w w w      
( )
1
ˆ( , ; ( ))= ( , ; ( ))
n
i
i
u u   

 W W допустимых ре лизаций в ктор в рисков для совокупно-
сти объектов iII  1,i n  (или обобщенного объекта II), на промежутке времени  , . 
Пусть для любого промежутка ,Т 0,T  ( T  ) множество 
1
( ) { }
n sr i
i
 

  R RG есть множество всех  -позиций (1) (2)( ) { , ( ), ( ), ( ),g y z z      
( ), ( )}nz  
1
0,
n sr i
i
T

 R R ( (1) (2)(0) {0, (0), (0), (0),g y z z ( ) 0, (0)}
nz g )  игрока Р 
( 0 0(0) { (0)} { }g g  G G ).  Т гда для оценки качества рассматриваемого динамического 
процесса (2.44) − (2.51) на уровне управления I  введем функционал 
       :  ˆ( ) ( , ) ( , ) ( , ) ( , ) ( , ; ) ,T T T T T             G U V W W    ,       (2.57) 
значения которого для допустимых на промежутке времени ,  Т  реализаций 
( ) ( )g  G ,  ( ) ( , )u T U , (1) (2) ( )( ) { ( ), ( ), , ( )} ( , )nv v v v T     V ,  ( ) ( , )w T W  и 
(1) (2) ( ) ˆˆ ( ) { ( ), ( ), , ( )} ( , )nw w w w T     W  определяются следующим конкретным соот-
ношением:              
                     ˆ( ( ), ( ), ( ), ( ), ( ))g u v w w        ( ) ( )
1
( ( )) ( ( ))
n
i i
i
i
y T z T   

   .                     (2.58) 
Здесь символом ( ) ( , ; ( ), ( ), ( ), ( ))Ty T y T y u v w      обозначено состояние в фи-
нальный момент времени Т траектории объекта I на промежутке времени ,T , а через 
( ) ( ) ( ) ( ) ( )( ) ( , ; ( ), ( ), ( ), ( ))i i i i iTz T z T z u v w      – состояние в этот же момент времени траекто-
рии объекта iII  ( 1,i n ) на промежутке времени ,T , которые порождены соответ-
ственно наборами { ( ), ( ), ( ), ( )}y u v w     и ( ) ( ) ( ){ ( ), ( ), ( ), ( )}i i iz u v w     и формируются со-
гласно рекуррентным уравнениям (2.44) и (2.45) ( ( ) ( )0 0(0) , (0)
i iy y z z  ); 1R  и 
( ) 1i R , 1,i n  – заданные числовые параметры, которые удовлетворяют следующим 
условиям: 
                                           
1
0; 1, : 0; 1
n
i i
i
i n   

      ;                                      (2.59) 
 
( Tτ < ), допустимой на уровне управления I двухуровневой иерархи-
ческой динамической системы (2.44) – (2.51) реализации τ -позиции 
§3. Оптимизация гарантированного результата управления 
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(1) (2)( ) { , ( ), ( ), ( ),g y z zτ τ τ τ τ= ( ), ( )}nz τ ∈ ( )τG  ( (0) {0, (0),g y=  
(1) (2)(0), (0),z z  ( ) 0 0 , (0)}
nz g= ∈ G ) игрока Р требуется найти множе-
ство  ( ) ( , ; ( ))e T gτ τU  программных управлений ( ) ( ) ( , )eu Tτ⋅ ∈U   игрока 
Р, которое определяется следующим  соотношением
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( ) ( )( ) ( , ; ( ))i iw T u  W  могут реализоваться наихудшим образом для игрока Р, то есть 
определяя наибольшее возможное значение функционала   при фиксированных реа-
лизациях элементов ( )g  ,  ( )u   и ( ) ( )ev  . 
Ниже, для реализации достижения этой цели игрока Р, связанной с уровнем управ-
ления I, формулируется следующая задача минимаксного терминального программного 
управления объектами I и iII , 1,i n , на уровне управления I  двухуровневой иерархиче-
ской динамической системы (2.44) – (2.51). 
Задача 2.8.  Для фиксированных промежутка времени ,Т 0,T  ( T  ), допусти-
мой на уровне управления I  двухуровневой иерархической динамической системы (2.44) – 
(2.51) реализации  -позиции (1) (2)( ) { , ( ), ( ), ( ),g y z z     ( ), ( )}nz   ( )G  
( (0) {0, (0),g y  (1) (2)(0), (0),z z  ( ) 0 0 , (0)}
nz g G ) игрока Р требуется найти множество  
( ) ( , ; ( ))e T g U  программных управлений ( ) ( ) ( , )eu T U   игрока Р, которое определяет-
ся следующим  соотношением 
( ) ( , ; ( ))e T g U = ( ) ( ) ( ){ ( ) : ( ) ( , ), ( , ; ( ) )e e eu u T c T g    U  = 
= 
))(
)(
),(ˆ;,(
)(
)(
)(
min

e
ugT
ee
v V
))(
)(
;,(ˆ)(ˆ
))(
)(
;,()(
max


e
uTw
e
uTw


W
W
 ( ) ( ) ˆ( ( ), ( ), ( ), ( ), ( ))e eg u v w w       = 
                = 
),()(
min
Tu U
))(),(ˆ;,(
)(
)(
)(
min
 ugT
ee
v V
))(;,(ˆ)(ˆ
))(;,()(
max


uTw
uTw


W
W
( ) ˆ( ( ), ( ), ( ), ( ), ( ))eg u v w w      .      (2.66) 
Здесь функционал   определен соотношениями (2.57) − (2.59);  -позиция  
(1) (2)ˆ( ) { , ( ), ( ),g z z    ( ) ˆ, ( )} ( )nz  G  ( ˆ(0)g  (1) (2){0, (0), (0),z z ( ) 0 0ˆˆ, (0)}
nz g G ) 
игрока Е формируется из  -позиции ( )g   игрока Р и определяет реализацию в момент 
времени   состояния всех объектов iII , 1,i n  на уровне управления II динамической 
системы (2.44) – (2.51), а множество ( ) ˆ( ; ( ), ( ))e τ,T g u V = ( ){ ( )}ev  = ( ) (1, ){ ( )} { ( ),e ev v    
(2, ) ( , )( ), , ( )}e n ev v  ( , ; ( ))u  V минимаксных терминальных программных управлений 
игрока Е для уровня управления II рассматриваемой динамической системы (2.44) – 
(2.51) для любых реализаций  -позиции ˆ( )g   ˆ ( )G  ( ˆ(0)g  0 0ˆgˆ G ) игрока Е и про-
граммного управления ( ) ( , )u T U  игрока Р находится из решения задач 2.7 для всех 
значений параметра 1,i n . 
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( ) ( )( ) ( , ; ( ))i iw T u  W  могут реализоваться наихудшим образом для игро а Р, то есть 
определяя наибольшее возможное значение функционала   при фиксированных реа-
лизациях элементов ( )g  ,  ( )u   и ( ) ( )ev  . 
Ниже, для реализации достижения этой цели игрока Р, связанной с уровнем управ-
ления I, формулируется следующая задача минимаксного терминального программного 
управления объектами I и iII , 1,i n , на уровне управления I  двухуровневой иерархиче-
ской динамической системы (2.44) – (2.51). 
Задача 2.8.  Для фиксированных промежутка времени ,Т 0,T  ( T  ), допусти-
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( ) ( , ; ( ))e T g U  программных управлений ( ) ( ) ( , )eu T U   игрока Р, которое определяет-
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Здесь функционал   определен соотношениями (2.57) − (2.59);  -позиция  
(1) (2)ˆ( ) { , ( ), ( ),g z z    ( ) ˆ, ( )} ( )nz  G  ( ˆ(0)g  (1) (2){0, (0), (0),z z ( ) 0 0ˆˆ, (0)}
nz g G ) 
игрока Е формируется из  -позиции ( )g   игрока Р и определяет реализацию в момент 
времени   состояния всех объектов iII , 1,i n  на уровне управления II динамической 
системы (2.44) – (2.51), а множество ( ) ˆ( ; ( ), ( ))e τ,T g u V = ( ){ ( )}ev  = ( ) (1, ){ ( )} { ( ),e ev v    
(2, ) ( , )( ), , ( )}e n ev v  ( , ; ( ))u  V минимаксных терминальных программных управлений 
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граммного управления ( ) ( , )u T U  игрока Р находится из решения задач 2.7 для всех 
значе ий параметра 1,i n . 
(2.66)
Здесь функционал α  определен соотношениями (2.57) − (2.59); 
τ -позиция  (1) (2)ˆ ( ) { , ( ), ( ),g z zτ τ τ τ= ( ) ˆ, ( )} ( )nz τ τ∈ G  ( ˆ (0)g =  
= (1) (2){0, (0), (0),z z ( ) 0 0ˆˆ, (0)}
nz g= ∈ G ) игрока Е формируется из 
τ -позиции ( )g τ  игрока Р и определяет реализацию в момент времени 
τ  состояния всех объектов iII , 1,i n∈  на уровне управления II динами-
ческой системы (2.44) – (2.51), а множество 
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 ( ) ( )}e ⋅ = 
= ( ) (1, ){ ( } { ( ),e ev v⋅ = ⋅  (2, ) ( , )( ), , ( )}e n ev v⋅ ⋅ ( , ; ( ))uτ ϑ⊆ ⋅V минимаксных 
терминальных программных управлений игрока Е для уровня управле-
ния II ассматриваемой динамической системы (2.44) – (2.51) для любых 
реализаций τ -позиции ˆ ( )g τ ∈ ˆ ( )τG  ( ˆ (0)g = 0 0ˆgˆ ∈G ) игрока Е и про-
граммного управления ( ) ( , )u Tτ⋅ ∈U  игрока Р находится из решения за-
дач 2.7 д я всех значений параметра 1,i n∈ .
М ожество ( ) ( , ; ( ))e T gτ τ ⊆U ( , )TτU , которое формируется из 
решения задачи 2.8, будем называть множеством минимаксных тер-
минальных программных управлений игрока Р для уровня управления 
I динамической системы (2.44) – (2.51), а соответствующее ему число 
( ) ( , ; ( ) )ec T gα τ τ  – значением результата минимаксного программно-
го управления для игрока Р на уровне управления I этой системы. При-
чем множество ( ) ( , ; ( ))e T gτ τU  и число ( ) ( , ; ( ) )c T gτ τ  соответствуют 
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фиксированным и допустимым промежутку времени  
 12 
роков iE  1,i n  или допустимых программных управлений ( )v   игрока Е на промежут-
ке времени  , , и всех наборов (1) (2) ( )ˆ ( ) ( ( ), , ( ), ( ))nw w w w      
( )
1
ˆ( , ; ( ))= ( , ; ( ))
n
i
i
u u   

 W W допустимых реализаций векторов рисков для совокупно-
сти объектов iII  1,i n  (или обобщенного объекта II), на про ежутке времени  , . 
Пусть для любого промежутка времени ,Т 0,T  ( T  ) множество 
1
( ) { }
n sr i
i
 

  R RG есть множество всех  -позиций (1) (2)( ) { , ( ), ( ), ( ),g y z z      
( ), ( )}nz  
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T

 R R ( (1) (2)(0) {0, (0), (0), (0),g y z z ( ) 0, (0)}
nz g )  игрока Р 
( 0 0(0) { (0)} { }g g  G G ).  Тогда для оценки качества рассматриваемого динамического 
процесса (2.44) − (2.51) на уровне управления I  введем функционал 
           :  ˆ( ) ( , ) ( , ) ( , ) ( , ) ( , ; ) ,T T T T T             G U V W W    ,       (2.57) 
значения которого для допустимых на промежутке времени ,  Т  реализаций 
( ) ( )g  G ,  ( ) ( , )u T U , (1) (2) ( )( ) { ( ), ( ), , ( )} ( , )nv v v v T     V ,  ( ) ( , )w T W  и 
(1) (2) ( ) ˆˆ ( ) { ( ), ( ), , ( )} ( , )nw w w w T     W  определяются следующим конкретным соот-
ношением:              
                     ˆ( ( ), ( ), ( ), ( ), ( ))g u v w w        ( ) ( )
1
( ( )) ( ( ))
n
i i
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i
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Здесь символом ( ) ( , ; ( ), ( ), ( ), ( ))Ty T y T y u v w      обозначено состояние в фи-
нальный момент времени Т траектории объекта I на промежутке времени ,T , а через 
( ) ( ) ( ) ( ) ( )( ) ( , ; ( ), ( ), ( ), ( ))i i i i iTz T z T z u v w      – состояние в этот же момент времени траекто-
рии объекта iII  ( 1,i n ) на промежутке времени ,T , которые порождены соответ-
ственно наборами { ( ), ( ), ( ), ( )}y u v w     и ( ) ( ) ( ){ ( ), ( ), ( ), ( )}i i iz u v w     и формируются со-
гласно рекуррентным уравнениям (2.44) и (2.45) ( ( ) ( )0 0(0) , (0)
i iy y z z  ); 1R  и 
( ) 1i R , 1,i n  – заданные числовые параметры, которые удовлетворяют следующим 
условиям: 
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0; , : 0; 1
n
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i n   

      ;                                      (2.59) 
 и τ -позиции 
( ) ( )g τ τ∈G  ( (0)g = 0 0 ∈ ) игрока Р на уровне управления I.
Следует отметить, ч о решение задачи 2.8 определяет на промежутке 
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гласно рекуррентным уравнениям (2.44) и (2.45) ( ( ) ( )0 0(0) , (0)
i iy y z z  ); 1R  и 
( ) 1i R , 1,i n  – заданные числовые параметры, которые удовлетворяют следующим 
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1
0; 1, : 0; 1
n
i i
i
i n   

      ;                                      (2.59) 
 принцип формирования минимаксных терминальных про-
граммных управлений 
( ) ( )( ) ( , ; ( ))e eu T gτ τ⋅ ∈ ⊆U ( , )TτU  игроком Р на 
уровне управления I, отвечающих реализации его τ -позиции ( ) ( )g τ τ∈G  
( (0)g = 0 0 g ∈G ).
Отметим также, что, учитывая конечность множества допу-
стимых программных управлений ( , )TτU  игрока P и множества 
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Множество ( ) ( , ; ( ))e T g  U ( , )TU , которое формируется из решения задачи 
2.8, будем называть множеством м нимаксных терминальных программных управлений 
игрока Р для уровня управления I динамической системы (2.44) – (2.51), а соответству-
ющее ему число ( ) ( , ; ( ) )ec T g    – значением результата минимаксного программного 
управления для игрока Р на уровне управления I этой системы. Причем множество  
( ) ( , ; ( ))e T g U  и число ( ) ( , ; ( ) )ec T g    соответствуют фиксированным и допустимым 
промежутку времени ,Т  и  -позиции ( ) ( )g  G  ( (0)g  0 0 g G ) игрока Р на уровне 
управлен я I. 
Следует отметить, что решени  задачи 2.8 определяет на пр межутке времени 
,Т  принцип формирования минимаксных терминальных программных управлений 
( ) ( )( ) ( , ; ( ))e eu T g   U ( , )TU  игроком Р на уровне управления I, отвечающих реали-
заци  его  -п зиции ( ) ( )g  G  ( (0)g  0 0 g G ). 
Отметим также, что, учитывая конечность множества допустимых программных 
управлений ( , )TU  грока P и множества ( ) ˆ( ; ( ), ( ))e τ,T g u V  минимаксных терминаль-
ных программных управлений игрока Е для уровня управления II рассматриваемой ди-
намической системы (2.44) – (2.51), многогранные свойства множеств допустимых про-
граммных рисков ( , ; ( ))T u W  и ˆ ( , ; ( ))T u W  соответственно игроков P и E, соответ-
ствующих ф ксир ванному программному управлению ),()( Tu U , и соотношения 
(2.57) – (2.66), можно показать [11, 13, 14], что решение задачи 2.8 существует и сво-
дится к реализации конечной рекуррентной последовательности решений задач линей-
ного и выпуклого математического программирования, а также конечного числа задач 
дискретной оптимизации. 
На сновании сформулированных выше задач 2.7 и 2.8 рассм трим следующую 
задачу. 
Задача 2.9. Для фиксированных промежутка времени ,Т 0,T  ( T  ), допу-
стимой на уровне управления I двухуровневой иерархической динамической системы  
(2.44) – (2.51) реализации  -позиции (1) (2)( ) { , ( ), ( ), ( ),g y z z     ( ), ( )}nz   ( )G  
( (1) (2)(0) {0, (0), (0), (0),g y z z ( ) 0 0 , (0)}
nz g G ) игрока Р, допустимой на уровне 
управления II этой системы реализации  -позиции 
(1) (2)ˆ( ) { , ( ), ( ),g z z    ( ) ˆ, ( )} ( )nz  G  ˆ(0)g  (1) (2){0, (0), (0),z z ( ) 0 0ˆˆ, (0)}
nz g G   
 мини акс ых терминальных про-
граммных управлений игрока Е для уровня управления II рассматривае-
мой динамической системы (2.44) – (2.51), многогранные свойства мно-
жеств допуст ых программных рисков ( , ; ( ))T uτ ⋅W  и ˆ ( , ; ( ))T uτ ⋅W  
соответственно игроков P и E, соответствующих фиксированному про-
граммному управлению ),()( Tu τU∈⋅ , и соотношения (2.57) – (2.66), 
можно показать [11, 13, 14], что решение задачи 2.8 существует и сво-
дится к реализации конечной рекуррентной последовательности реше-
ний задач линейного и выпуклого математического программирования, а 
также конечного числа задач дискретной оптимизации.
На основании сформулированных выше задач 2.7 и 2.8 рассмотрим 
следующую задачу.
Задача 2.9. Для фиксированных промежутка времени 
 12 
роков iE  1,i n  или допустимых программных управлений ( )v   игрока Е на промежут-
ке времени  , , и всех наборов (1) (2) ( )ˆ ( ) ( ( ), , ( ), ( ))nw w w w      
( )
1
ˆ( , ; ( ))= ( , ; ( ))
n
i
i
u u   

 W W допустимых реализаций векторов рисков для совокупно-
сти объектов iII  1,i n  (или обобщенного объекта II), на промежутке времени  , . 
Пусть для любого промежутка времени ,Т 0,T  ( T  ) множество 
1
( ) { }
n sr i
i
 

  R RG есть множество в ех  -позиций (1) (2)( ) { , ( ), ( ), ( ),g y z z      
( ), ( )}nz  
1
0,
n sr i
i
T

 R R ( (1) (2)(0) {0, (0), (0), (0),g y z z ( ) 0, (0)}
nz g )  игрока Р 
( 0 0(0) { (0)} { }g g  G G ).  Тогда для оценки качества рассматриваемого динамического 
процесса (2.44) − (2.51) на уровне управления I  введем функционал 
           :  ˆ( ) ( , ) ( , ) ( , ) ( , ) ( , ; ) ,T T T T T             G U V W W    ,       (2.57) 
значения которого для допустимых на промежутке времени ,  Т  реализаций 
( ) ( )g  G ,  ( ) ( , )u T U , (1) (2) ( )( ) { ( ), ( ), , ( )} ( , )nv v v v T     V ,  ( ) ( , )w T W  и 
(1) (2) ( ) ˆˆ ( ) { ( ), ( ), , ( )} ( , )nw w w w T     W  определяются следующим конкретным соот-
ношением:              
                     ˆ( ( ), ( ), ( ), ( ), ( ))g u v w w        ( ) ( )
1
( ( )) ( ( ))
n
i i
i
i
y T z T   

   .                     (2.58) 
Здесь символом ( ) ( , ; ( ), ( ), ( ), ( ))Ty T y T y u v w      обозначено состояние в фи-
нальный момент времени Т траектории объекта I на промежутке времени ,T , а через 
( ) ( ) ( ) ( ) ( )( ) ( , ; ( ), ( ), ( ), ( ))i i i i iTz T z T z u v w      – состояние в этот же момент времени траекто-
рии объекта iII  ( 1,i n ) на промежутке времени ,T , которые порождены соответ-
ственно наборами { ( ), ( ), ( ), ( )}y u v w     и ( ) ( ) ( ){ ( ), ( ), ( ), ( )}i i iz u v w     и формируются со-
гласно рекуррентным уравнениям (2.44) и (2.45) ( ( ) ( )0 0(0) , (0)
i iy y z z  ); 1R  и 
( ) 1i R , 1,i n  – заданные числовые параметры, которые удовлетворяют следующим 
условиям: 
                                           
1
0; 1, : 0; 1
n
i i
i
i n   

      ;                                      (2.59) 
( Tτ < ), допустимой на уровне управления I двухуровневой ие-
рархической динамической системы  (2.44) – (2.51) реализации 
τ -позиции (1) (2)( ) { , ( ), ( ), ( ),g y z zτ τ τ τ τ= ( ), ( )}nz τ ∈ ( )τG  
( (1) (2)(0) {0, (0), (0 , (0),g y z z= ( ) 0 0 , (0)}
nz g= ∈ G ) игр ка Р, д -
пустимой на уровне управления II этой системы реализации τ -позиции 
(1) (2)ˆ ( ) { , ( ), ( ),g z zτ τ τ τ= ( ) ˆ, ( )} ( )nz τ τ∈ G  ˆ (0)g = (1) (2){0, (0), (0),z z
( )
0 0
ˆˆ, (0)}nz g= ∈ G   игрока Е, сф рмированной из τ -позиции ( )g τ , 
и допустимой реализации минимаксного программного управления 
( ) ( )( ) ( , ; ( ))e eu T gτ τ⋅ ∈U  игрока Р на уровне управления I, которое мож-
но сформировать из ешения за ачи 2.8, требуется найти множество 
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игрока Е, сформированной из  -позиции ( )g  , и допустимой реализации минимаксно-
го программного управления ( ) ( )( ) ( , ; ( ))e eu T g  U  игрока Р на уровне управления I, 
которое можно сформировать из решения задачи 2.8, требуется найти множество 
( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( )( , ; ( ))eu  V  минимаксных терминальных 
программных управлений ( ) (1, )ˆ ˆ{ ( )} { ( ),e ev v   (2, ) ( , )ˆ ˆ( ), , ( )}e n ev v   ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u V иг-
рока Е для уровня управления II и вектор ( ) ( )ˆ ˆ( , ; ( ), ( ))
e ec T g u

   = 
( ) (1) ( )
(1)ˆ( ( , ; ( ), ( ))
e ec T g u

   , ( ) (2) ( )(2)ˆ ( , ; ( ), ( ))
e ec T g u

   , , ( ) ( ) ( )( )ˆ ( , ; ( ), ( )))
e n e
nc T g u    
n  –
значение результата минимаксного программного управления для игрока Е на уровне 
управления II  данной системы, соответствующие управлению ( ) ( )eu   игрока Р, которые в 
соответствии с (2.65) и (2.66) определяются соотношениями: 
( ) ( )ˆ( ; ( ), ( ))e eτ,T g u V = ( ) ( )ˆ ˆ{ ( )}: ( )e ev v   ( ) ( )ˆ( ; ( ), ( )),e eτ,T g u V  
 
( ) ( , ; ( ) )ec T g   =
))(;,(ˆ)(ˆ
))(;,()(
)(
)(
max


e
e
uTw
uTw


W
W
 ( ) ( )ˆ ˆ( ( ), ( ), ( ), ( ), ( ))e eg u v w w      = 
 
                =
))(),(ˆ;,(
)(
)(
)( )(
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
e
ugT
ee
v V
))(;,(ˆ)(ˆ
))(;,()(
)(
)(
max


e
e
uTw
uTw


W
W
( ) ( ) ˆ( ( ), ( ), ( ), ( ), ( ))e eg u v w w      } ;         (2.67) 
1,i n :  ( ) ( ) ( )( )ˆ ( , ; ( ), ( ))
e i e
ic T g u    = 
= 
))(
)(
;,(
)(
)(
)(
max

e
uT
ii
w W
 
)(ˆ iβ ( ) ( ) ( , ) ( )( ( ), ( ), ( ), ( ))i e i e ig u v w    = 
                 = 
))(
)(
;,(
)(
)(
)(
min

e
uT
ii
v V ))(
)(;,()()()(
max

euTiiw W
)(ˆ iβ ( ) ( ) ( ) ( )( ( ), ( ), ( ), ( ))i e i ig u v w    .         (2.68) 
         
Здесь функционал   определен соотношениями (2.57) − (2.59); для каждого ин-
декса 1,i n  функционал ( )ˆ iβ  определен соотношениями (2.60), (2.61);  
 -позиция (1) (2)ˆ( ) { , ( ), ( ),g z z    ( ) ˆ, ( )} ( )nz  G  ˆ(0)g  (1) (2){0, (0), (0),z z     
( )
0 0
ˆˆ, (0)}nz g G   игрока Е формируется из  -позиции ( )g    игрока Р и определяет в 
момент времени   реализацию состояния всех объектов iII , 1,i n , на  
уровне управления II динамической системы (2.44) – (2.51), а множество 
минимаксных 
терминальных программных управлений 
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игрока Е, сформированной из  -позиции ( )g  , и допустимой реализации минимаксно-
го программного управления ( ) ( )( ) ( , ; ( ))e eu T g  U  игрока Р на уровне управления I, 
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( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( )( , ; ( ))eu  V  минимаксных терминальных 
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рока Е для уровня управления II и вектор ( ) ( )ˆ ˆ( , ; ( ), ( ))
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управления II  данной системы, соответствующие управлению ( ) ( )eu   игрока Р, которые в 
соответствии с (2.65) и (2.66) определяются соотношениями: 
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Здесь функционал   определен соотношениями (2.57) − (2.59); для каждого ин-
декса 1,i n  функционал ( )ˆ iβ  определен соотношениями (2.60), (2.61);  
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0 0
ˆˆ, (0)}nz g G   игрока Е формируется из  -позиции ( )g    игрока Р и определяет в 
момент времени   реализацию состояния всех объектов iII , 1,i n , на  
уровне управления II динамической системы (2.44) – (2.51), а множество 
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Здесь функционал   определен соотношениями (2.57) − (2.59); для каждого ин-
декса 1,i n  функционал ( )ˆ iβ  определен соотношениями (2.60), (2.61);  
 -позиция (1) (2)ˆ( ) { , ( ), ( ),g z z    ( ) ˆ, ( )} ( )nz  G  ˆ(0)g  (1 (2){0, (0), (0),z z     
( )
0 0
ˆˆ, (0)}nz g G   игрока Е формируется из  -позиции ( )g    игрока Р и определяет в 
момент времени   реализацию состояния всех объектов iII , 1,i n , на  
уровне управления II динамической системы (2.44) – (2.51), а множество 
 игрока Е для уровня управления II и 
вектор = 
( ) (1) ( )
(1)ˆ( ( , ; ( ), ( ))
e ec T g u
β
τ τ ⋅ ,
( ) (2) ( )
(2)ˆ ( , ; ( ), ( ))
e ec T g u
β
τ τ ⋅ , ,
( ) ( ) ( )
( )ˆ ( , ; ( ), ( )))
e n e
nc T g uβ τ τ ′⋅ ∈
nΕ  – значение результата минимаксного 
программного управления для игрока Е на уровне управления II  данной 
системы, соответствующие упр влению ( ) ( )eu ⋅  игрока Р, кот рые в  
соответствии с (2.65) и (2.66) пределяются соотношениями:
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игрока Е, сформированной из  -позиции ( )g  , и допустимой реализации минимаксно-
го программного управления ( ) ( )( ) ( , ; ( ))e eu T g  U  игрока Р на уровне управления I, 
которое можно сформировать из решения задач  2.8, требуется найти множество 
( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( )( , ; ( ))eu  V  минимакс ых терминальных 
программных управлений ( ) (1, )ˆ ˆ{ ( )} { ( ),e ev v   (2, ) ( , )ˆ ˆ( ), , ( )}e n ev v   ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u V иг-
рока Е для уровня управления II и вектор ( ) ( )ˆ ˆ( , ; ( ), ( ))
e ec T g u

   = 
( ) (1) ( )
(1)ˆ( ( , ; ( ), ( ))
e ec T g u
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e n e
nc T g u    
n  –
значение результата минимаксного программного управления для игрока Е на уровне 
управления II  данной системы, соотв тс вующ е упр влен ю ( ) ( )eu   игрока Р, которые в 
соответствии с (2.65) и (2.66) определяются соотношениями: 
( ) ( )ˆ( ; ( ), ( ))e eτ,T g u V = ( ) ( )ˆ ˆ{ ( )}: ( )e ev v   ( ) ( )ˆ( ; ( ), ( )),e eτ,T g u V  
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( ) ( ) ˆ( ( ), ( ), ( ), ( ), ( ))e eg u v w w      } ;         (2.67) 
1,i n :  ( ) ( ) ( )( )ˆ ( , ; ( ), ( ))
e i e
ic T g u    = 
= 
))(
)(
;,(
)(
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max

e
uT
ii
w W
 
)(ˆ iβ ( ) ( ) ( , ) ( )( ( , ( ), ( ), ( ))i e i e ig u v w    = 
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))(
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min

e
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v V ))(
)(;,()()()(
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
euTiiw W
)(ˆ iβ ( ) ( ) ( ) ( )( ( ), ( ), ( ), ( ))i e i ig u v w    .         (2.68) 
         
Здесь функционал   определен соотношениями (2.57) − (2.59); для каждого ин-
декса 1,i n  функционал ( )ˆ iβ  определен соотношениями (2.60), (2.61);  
 -позиция (1) (2)ˆ( ) { , ( ), ( ),g z z    ( ) ˆ, ( )} ( )nz  G  ˆ(0)g  (1) (2){0, (0), (0),z z     
( )
0 0
ˆˆ, (0)}nz g G   игрока Е формируется из  -позиции ( )g    игрока Р и определяет в 
момент времени   реализацию состояния всех объектов iII , 1,i n , на  
уровне управления II динамической системы (2.44) – (2.51), а множество 
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игрока Е, сформированной из  -позиции ( )g  , и допустимой реализации минимаксно-
го программного управления ( ) ( )( ) ( , ; ( ))e eu T g  U  игрока Р на уровне управления I, 
к торое можно сфор  из решения задачи 2.8, требуется найти множество 
( ) ( )ˆ( ; ( ), ( )e eτ,T g u V ( ( )ˆ; ( ), ( ))e, u   ( )( , ; ( ))eu  V  минимаксных терминаль ых 
программных управлений ( ) (1, )ˆ ˆ{ ( )} { ( ),e ev v   (2, ) ( , )ˆ ˆ( ), , ( )}e n ev v   ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u V иг-
рока Е для уровня управления II и вектор ( ) ( )ˆ ˆ( , ; ( ), ( ))
e ec T g u

   = 
( ) (1) ( )
(1)ˆ( ( , ; ( ), ( ))
e ec T g u

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   , , ( ) ( ) ( )( )ˆ ( , ; ( ), ( )))
e n e
nc T g u    
n  –
значение результата минимаксного программного управления для игрока Е на уровне 
управления II  данной системы, соответствующие управлению ( ) ( )eu   игрока Р, которые в 
соответствии с (2.65) и (2.66) определяются соотношениями: 
( ) ( )ˆ( ; ( ), ( ))e eτ,T g u V = ( ) ( )ˆ ˆ{ ( )}: ( )e ev v   ( ) ( )ˆ( ; ( ), ( )),e eτ,T g u V
 
( ) ( , ; ( )ec T g   =
))(;,(ˆ)(ˆ
))(;,()(
)(
)(
max


e
e
uTw
uTw


W
W
 ( ) ( )ˆ ˆ( ( , ( ), ( ), ( ), ( ))e eg u v w w      = 
 
                =
))(),(ˆ;,(
)(
)(
)( )(
min

e
ugT
ee
v V
))(;,(ˆ)(ˆ
))(;,()(
)(
)(
max


e
e
uTw
uTw


W
W
( ) ( ) ˆ( ( ), ( , ( ), ( ), ( ))e eg u v w w     } ;         (2.67) 
1,i n :  ( ) ( ) ( )( )ˆ ( , ; ( ), ( ))
e i e
ic T g u    = 
= 
))(
)(
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)(
)(
)(
max

e
uT
ii
w W
 
)(ˆ iβ ( ) ( ) ( , ) ( )( ( ), ( ), ( ), ( ))i e i e ig u v w    = 
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v V ))(
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)ˆ iβ ( ) ( ) ( ) ( )( ( ), ( ), ( ), ( ))i e i ig u v w    .         (2.68) 
         
Здесь функционал   определен соотношениями (2.57) − (2.59); для каждого ин-
декса 1,i n  функционал ( )ˆ iβ  определен соотношениями (2.60), (2.61);  
 -позиция (1) (2)ˆ( ) { , ( ), ( ),g z z    ( ) ˆ, ( )} ( )nz  G  ˆ(0)g  (1) (2){0, (0), (0),z z     
( )
0 0
ˆˆ, (0)}nz g G   игро а Е формируется из  -позиции ( )g    игрока Р и определяет в 
момент времени   реализац ю состояния всех объектов iII , 1,i n , на  
уровне управления II динамической системы (2.44) – (2.51), а множество 
(2.67)
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игрока Е, сформированной из  -позиции ( )g  , и допустимой реализации минимаксно-
го программного управления ( ) ( )( ) ( , ; ( ))e eu T g  U  игрока Р на уровне управления I, 
которое можно сформировать из решения задач  2.8, требуется найти множество 
( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( )( , ; ( ))eu  V  минимаксных терминальных 
программных управлений ( ) (1, )ˆ ˆ{ ( } { ( ),e ev v   (2, ) ( , )ˆ ˆ( ), , ( )}e n ev v   ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u V иг-
рока Е для уровня управления II и вектор ( ) ( )ˆ ˆ( , ; ( , ( ))
e ec T g u

   = 
( ) (1) ( )
(1)ˆ( ( , ; ( ), ( ))
e ec T g u

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e n e
nc T g u    
n  –
значение результата минимаксного прог мм ого управления для иг ока Е на уровне 
управления II  данной системы, соответствующие управлению ( ) ( )eu   игрока Р, которые в 
соответствии с (2.65) и (2.66) определяются соотношениями: 
( ) ( )ˆ( ; ( ), ( ))e eτ,T g u V = ( ) ( )ˆ ˆ{ ( )}: ( )e ev v   ( ) ( )ˆ( ; ( ), ( )),e eτ,T g u V  
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,n :  ( ) ( ) ( )( )ˆ ( , ; ( ), ( ))
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)(ˆ iβ ( ) ( ) ( ) ( )( ( ), ( ), ( ), ( ))i e i ig u v w    .         (2.68) 
         
Здесь функционал   определен соотношениями (2.57  − (2.59); для каждого ин-
декса 1,i n  функционал ( )ˆ iβ  определен соотношениями (2.60), (2.61);  
 -позиция (1) (2)ˆ( ) { , ( ), ( ),g z z    ( ) ˆ, ( )} ( )nz  G  ˆ(0)g  (1) (2){0, (0), (0),z z    
( )
0 0
ˆˆ, (0)}nz g G   игрока Е формируется из  -позиции ( )g    игрока Р и определяет в 
момент времени   реализацию состояния всех объектов iII , 1,i n , на  
уровне управления II динамической системы (2.44) – (2.51), а множество 
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игрока Е, сформированной из  -позиции ( )g  , и допустимой реализации минимаксно-
го программного управления ( ) ( )( ) ( , ; ( ))e eu T g  U  игрока Р на уровне управления I, 
которое можно сформировать из решения задачи 2.8, требуется найти множество 
( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( )( , ; ( ))eu  V  минимаксных терминальных 
программных управлений ( ) (1, )ˆ ˆ{ ( )} { ( ),e ev v   (2, ) ( , )ˆ ˆ( ), , ( )}e n ev v   ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u V иг-
рока Е для уровня управления II и вектор ( ) ( )ˆ ˆ( , ; ( ), ( ))
e ec T g u
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   = 
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значение результата минимаксного программного управления для игрока Е на уровне 
управления II  д нной системы, соответствующие управлению ( ) ( )eu   игрока Р, кот рые в 
соответствии с (2.65) и (2.66) определяются соотношениями: 
( ) ( )ˆ; ( ), ( ))e eτ,T g u V = ( ) ( )ˆ ˆ{ ( )}: ( )e ev v   ( ) ( )ˆ( ; ( ), ( )),e eτ,T g u V  
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Здесь функционал   определен соотношениями (2.57) − (2.59); для каждого ин-
декса 1,i n  функционал ( )ˆ iβ  определен соотношениями (2.60), (2.61);  
 -позиция (1) (2)ˆ( ) { , ( ), ( ),g z z    ( ) ˆ, ( )} ( )nz  G  ˆ(0)g  (1) (2){0, (0), (0),z z     
( )
0 0
ˆˆ, (0)}nz g G   игрока Е формируется из  -позиции ( )g    игрока Р и определяет в 
момент времени   реализацию состояния всех объектов iII , 1,i n , на  
уровне управления II динамической системы (2.44) – (2.51), а множество 
(2.68)
        
Здесь функционал α  определен соотношениями (2.57) − (2.59); для каждо-
го индекса 1,i n∈  функционал  
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игрока Е, сформированной из  -позиции ( )g  , и допустимой реализации минимаксно-
го программного управления ( ) ( )( ) ( , ; ( ))e eu T g  U  игрока Р на уровне управления I, 
которое жно сформировать из решения задач  2.8, требуется найти множество 
( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( )( , ; ( ))eu  V  минимаксных тер инальных 
п ограммных управлений ( ) (1, )ˆ ˆ{ ( )} { ( ),e ev v   (2, ) ( , )ˆ ˆ( ) , ( )}e n ev v   ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u V иг-
рока Е для уровня управления II и вектор ( ) ( )ˆ ˆ( , ; ( ), ( ))
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n  –
значение результата минимаксного программного управления для игрока Е на уровне 
управления II д нной системы, соответствующие управлению ( )e   игрока Р, которые в 
соответствии с (2.65) и (2.66) определя тся соотношениями: 
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Здесь функционал   определен соотношениями (2.57) − (2.59); для каждого ин-
декса 1,i n  функционал ( )ˆ iβ  определен соотношениями (2.60), (2.61);  
 -позиция (1) (2)ˆ( ) { , ( ), ( ),g z z    ( ) ˆ, ( )} ( )nz  G  ˆ(0)g  (1) (2){0, (0), (0),z z     
( )
0 0
ˆˆ, (0)}nz g G   игрока Е формируется из  -позиции ( )g    игрока Р и определяет в 
момент времени   реализацию состояния всех объектов iII , 1,i n , на  
уровне управления II динамиче к й системы (2.44) – (2.51), а множество 
 определен соотношениями (2.60), (2.61); 
τ -позиция (1) (2)ˆ ( ) { , ( ), ( ),g z zτ τ τ τ=  ( ) ˆ, ( )} ( )nz τ τ∈ G  ˆ (0)g =
= (1) (2){0, (0), (0),z z     ( ) 0 0ˆˆ, (0)}
nz g= ∈ G   игрока Е формиру-
ется из τ -позиции ( )g τ   игрока Р и определя т в омент вре-
мени τ  реализацию состояния всех объектов iII , 1,i n∈  на 
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уровне управления II динамической системы (2.44) – (2.51), а множе-
ство 
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( ) ( )ˆ( ; ( ), ( ))e eτ,T g u V = ( ) (1, )ˆ ˆ{ ( )} { ( ),e ev v   (2, ) ( , )ˆ ˆ( ), , ( )}e n ev v   ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u V  мини-
максных терминальных программных управлений игрока Е для уровня управления II 
рассматриваемой системы (2.44) – (2.51) для любых фиксированных и допустимых 
промежутка времени ,Т 0,T  ( T  ), реализаций  –позиции ˆ( )g   ˆ ( )G  
( ˆ(0)g  0 0ˆgˆ G ) игрока Е на уровне управления II и минимаксного программного управ-
ления  ( ) ( )( ) ( , ; ( ))e eu T g  U  игрока Р на уровне управления I  находится из решения n 
задач 2.7, соответствующих значениям  индекса 1,i n . 
Учитывая, что решение этой задачи основывается на решениях задач 2.7 и 2.8, 
можно сделать вывод, что решение задачи 2.9 существует и также сводится к реали-
зации конечной последовательности решений задач линейного и выпуклого математи-
ческого программирования, а также конечного числа задач дискретной оптимизации.  
 
Общая схема решения задачи двухуровневого иерархического минимаксного  
программного управления социально-экономическим состоянием региона 
 
Таким образом, для любых допустимых и фиксированных промежутка времени 
,Т 0,T  ( T  ), допустимой на уровне управления I  двухуровневой иерархической ди-
намической системы (2.44) – (2.51) реализации  -позиции ( )g    
= (1) (2){ , ( ), ( ), ( ),y z z    ( ), ( )}nz   ( )G ( (1) (2)(0) {0, (0), (0), (0),g y z z ( ), (0)}nz =  0g 
0G  игрока Р, допустимой на уровне управления II рассматриваемой динамической си-
стемы (2.44) – (2.51), реализации  -позиции (1) (2)ˆ( ) { , ( ), ( ),g z z    ( ) ˆ, ( )} ( )nz  G  
( ˆ(0)g  (1) (2){0, (0), (0),z z ( ) 0 0ˆˆ, (0)}
nz g G )  игрока Е на уровне управления II данной 
системы, сформированной из  -позиции ( )g  , можно рассмотреть решения сформу-
лированных задач 2.7–2.9, которые в совокупности определяют задачу двухуровневого 
иерархического минимаксного терминального программного управления благосостоя-
нием региона.  
Тогда общую схему реализации процесса двухуровневого минимаксного терми-
нального программного управления благосостоянием региона можно представить в виде 
реализации следующей последовательности действий: 
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лений игрока Е для уровня управления II рассматриваемой системы 
(2.44) – (2.51) для любых фиксированных и допустимых промежутка вре-
мени  
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роков iE  1,i n  или допустимых программных управлений ( )v   игрока Е на промежут-
ке времени  , , и всех наборов (1) (2) ( )ˆ ( ) ( ( ), , ( ), ( ))nw w w w      
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ˆ( , ; ( ))= ( , ; ( ))
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u u   

 W W допустимых реализаций векторов рисков для совокупно-
сти объектов iII  1,i n  (или обобщенного объекта II), на промежутке времени  , . 
Пусть для любого промежутка времен  ,Т 0,T  ( T  ) множество 
1
( ) { }
n sr i
i
 

  R RG есть множество всех  -позиций (1) (2)( ) { , ( ), ( ), ( ),g y z z      
( ), ( )}nz  
1
0,
n sr i
i
T

 R R ( (1) (2)(0) {0, (0), (0), (0),g y z z ( ) 0, (0)}
nz g )  игрока Р 
( 0 0(0) { (0)} { }g g  G G ).  Тогда для оценки качества рассматриваемого динамического 
процесса (2.44) − (2.51) на уровне управления I  введем функционал 
           :  ˆ( ) ( , ) ( , ) ( , ) ( , ) ( , ; ) ,T T T T T             G U V W W    ,       (2.57) 
значения которого для допустимых на промежутке времени ,  Т  реализаций 
( ) ( )g  G ,  ( ) ( , )u T U , (1) (2) ( )( ) { ( ), ( ), , ( )} ( , )nv v v v T     V ,  ( ) ( , )w T W  и 
(1) (2) ( ) ˆˆ ( ) { ( ), ( ), , ( )} ( , )nw w w w T     W  определяются следующим конкретным соот-
ношением:              
                     ˆ( ( ), ( ), ( ), ( ), ( ))g u v w w        ( ) ( )
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( ( )) ( ( ))
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Здесь символом ( ) ( , ; ( ), ( ), ( ), ( ))Ty T y T y u v w      бозн чено остояние в фи-
нальный мо ент времени Т траектории объекта I на промежутке времени ,T , а через 
( ) ( ) ( ) ( ) ( )( ) ( , ; ( ), ( ), ( ), ( ))i i i i iTz T z T z u v w      – состояние в этот же момент времени траекто-
рии объекта iII  ( 1,i n ) на промежутке времени ,T , которые порождены соответ-
ственно наборами { ( ), ( ), ( ), ( )}y u v w     и ( ) ( ) ( ){ ( ), ( ), ( ), ( )}i i iz u v w     и формируются со-
гласно рекуррентным уравнениям (2.44) и (2.45) ( ( ) ( )0 0(0) , (0)
i iy y z z  ); 1R  и 
( ) 1i R , 1,i n  – заданные числовые параметры, которые удовлетворяют следующим 
условиям: 
                                           
1
0; 1, : 0; 1
n
i i
i
i n   

      ;                                      (2.59) 
 ( Tτ < ), реализаций τ -позиции ˆ ( )g τ ∈ ˆ ( )τG  ( ˆ (0)g =
= 0 0
ˆgˆ ∈G ) игрока Е на уровне управления II и минимаксного программ-
ного управления  
( ) ( )( ) ( , ; ( ))e eu T gτ τ⋅ ∈U  игрока Р на уровне управле-
ния I  находится из решения n задач 2.7, соответствующих значениям  ин
декса 1,i n∈ .
Учитывая, что решение этой задачи основывается на решениях задач 
2.7 и 2.8, можно сделать вывод, что решение задачи 2.9 существует и 
также сводится к реализации конечной последовательности решений 
задач ли ейного и выпуклого математического программирования, а 
также конечного числа задач дискретной оптимизации. 
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 (τ < , допустимой на уровне управления 
I  двухуровневой иерархической динамической системы (2.44) – (2.51) 
реализации τ -позиции ( )  = (1) (2){ , ( ), ( ), ( ),y z zτ τ τ τ ( ), ( )}nz τ ∈
( ), ( )}nz τ ∈ ( )τG ( (1) (2)(0) {0, (0), (0), (0),g y z z= ( ), (0)}nz =  0g ∈ 0G  игрока Р, 
допустимой на уровне управления II рассматриваемой динамической си-
стемы (2.44) – (2.51), реализации τ -позиции (1) (2)ˆ ( ) { , ( ), ( ),g z zτ τ τ τ=
( ) ˆ, ( )} ( )nz τ τ∈ G  ( ˆ (0)g = (1) (2){0, (0), (0),z z
( )
0 0
ˆˆ, (0)}nz g= ∈ G ) 
игрока Е на уровне управления II данной системы, сформированной из 
τ -позиции ( )g τ , можно рассмотреть решения сфо мулированных за-
дач 2.7–2.9, которые в с вокупности определяют задачу двухуровневого 
иерархического минимаксного терминального программного управления 
благосостоянием региона. 
§3. Оптимизация гарантированного результата управления 
121
Тогда общую схему реализации процесса двухуровневого минимакс-
ного терминального программного управления благосостоянием региона 
можно представить в виде реализации следующей последовательности 
действий:
1) для любых фиксированных управления ( ) ( , )u Tτ⋅ ∈U  игрока Р на 
уровне управления I и индекса 1,i n∈  из решения соответствую-
щей задачи 2.7 формируются множество 
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1) для любых фиксированных управления ( ) ( , )u T U  игрока Р на  
уровне управления I и индекса 1,i n  из решения соответствующей задачи 2.7 форми-
я ество ( , ) ( )( ; ( ), ( ))i e iτ,T g u V  минимаксных терминальных программных 
управлений игрока iE  и число 
( ) ( )
( )ˆ ( , ; ( ), ( ))
e i
ic T g u     – значение результата минимаксно-
го терминального программного управления для этого игрока на уровне управления II, 
соответствующее управлению u(), которые удовлетворяют соотношению (2.65); на ос-
новании этих элементов, из решения n задач 2.7 для всех значений индекса 1,i n , 
формируются множества ( , ) ( )( ; ( ), ( ))i e iτ,T g u  V ( ) ( ; ( ))i τ,T u V минимаксных терминаль-
ных программных управлений ( , ) ( )( ) ( ; ( ))i e iv τ,T u  V игроков iE на уровне управления II 
и вектор ( )ˆ ˆ( , ; ( ), ( ))
ec T g u

   =( ( ) (1)(1)ˆ ( , ; ( ), ( ))
ec T g u

   , ( ) (2)(2)ˆ ( , ; ( ), ( ))
ec T g u

    
, , ( ) ( )( )ˆ ( , ; ( ), ( ))
e n
nc T g u    ) 
n  – значение результата минимаксного терминального 
программного управления для игрока Е на уровне управления II этой системы, соответ-
ствующих управлению ( )u   игрока Р на уровне управления II; 
2) из решения задачи 2.8 формируются множество ( ) ( , ; ( ))e T g U  минимаксных 
терминальных программных управлений ( ) ( ) ( , )eu T U  игрока Р на уровне управления 
I и число ( ) ( , ; ( ) )ec T g    – значение результата минимаксного терминального про-
граммного управления для игрока Р на уровне управления I  этой системы, удовлетво-
ряющие соотношению (2.66); 
3) для любого допустимого минимаксного терминального программного 
управления ( ) ( )( ) ( , ; ( ))e eu T g  U  игрока Р на уровне управления I, которое можно 
сформировать из решения задачи 2.8, из решения задачи 2.9 формируются множество 
( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( )( , ; ( ))eu  V  минимаксных терминальных 
программных управлений ( ) (1, )ˆ ˆ{ ( )} { ( ),e ev v   (2, ) ( , )ˆ ˆ( ), , ( )}e n ev v   ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u V иг-
рока Е для уровня управления II и вектор ( ) ( )ˆ ˆ( , ; ( ), ( ))
e ec T g u

   = 
( ) (1) ( )
(1)ˆ( ( , ; ( ), ( ))
e ec T g u

   , ( ) (2) ( )(2)ˆ ( , ; ( ), ( ))
e ec T g u

   , , ( ) ( ) ( )( )ˆ ( , ; ( ), ( )))
e n e
nc T g u    
n  –
значение результата минимаксного терминального программного управления для игро-
ка Е на уровне управления II данной системы, соответствующие управлению ( ) ( )eu   игро-
ка Р и удовлетворяющие соотношениям (2.67), (2.68), такие, что для каждого фиксирован-
 -
нимаксных терминальных программных управлений игрока iE  и 
число ( ) ( )( )ˆ ( , ; ( ), ( ))
e i
ic T g uβ τ τ ⋅  – значение результата минимаксного 
терминального программного управления для этого игрока на уровне 
управления II, соответствующее управлению u(·), которые удовлетво-
ряют соотношению (2.65); на о новании этих э ментов, из решения 
n задач 2.7 для всех значений индекса 1,i n∈ , формируются множе-
ства 
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1) для любых фиксированных управления ( ) ( , )u T U  игрока Р на  
уровне управления I и индекса 1,i n  из решения соответствующей задачи 2.7 форми-
руются множество ( , ) ( )( ; ( ), ( ))i e iτ,T g u V  минима ных терминальных программных 
управлений игрока iE  и число 
( ) ( )
( )ˆ ( , ; ( ), ( ))
e i
ic T g u     – значение результата минимаксно-
го терминального программного управления для этого игрока на уровне управления II, 
соответствующее управлению u(), которые удовлетворяют соотношению (2.65); на ос-
новании этих элементов, из решения n задач 2.7 для всех значений индекса 1,i n , 
формируются множе  ( , ) ( )( ; ( ), ( ))i e iτ,T g u  V ( ) ( ; ( ))i τ,T u V минимаксных терминаль-
ных программных управлений ( , ) ( )( ) ( ; ( ))i e iv τ,T u  V игроков iE на уровне управления II 
и вектор ( )ˆ ˆ( , ; ( ), ( ))
ec T g u

   =( ( ) (1)(1)ˆ ( , ; ( ), ( ))
ec T g u

   , ( ) (2)(2)ˆ ( , ; ( ), ( ))
ec T g u

    
, , ( ) ( )( )ˆ ( , ; ( ), ( ))
e n
nc T g u    ) 
n  – значение результата минимаксного терминального 
программного управления для игрока Е на уровне управления II этой системы, соответ-
ствующих управлению ( )u   игрока Р на уровне управления II; 
2) из решения задачи 2.8 формируются множество ( ) ( , ; ( ))e T g U  минимаксных 
терминальных программных управлений ( ) ( ) ( , )eu T U  игрока Р на уровне управления 
I и число ( ) ( , ; ( ) )ec T g    – значение результата минимаксного терминального про-
граммного управления для игрока Р на уровне управления I  этой системы, удовлетво-
ряющие соотношению (2.66); 
3) для любого допустимого минимаксного терминального программного 
управления ( ) ( )( ) ( , ; ( ))e eu T g  U  игрока Р на уровне управления I, которое можно 
сформировать из решения задачи 2.8, из решения задачи 2.9 формируются множество 
( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( )( , ; ( ))eu  V  минимаксных терминальных 
программных управлений ( ) (1, )ˆ ˆ{ ( )} { ( ),e ev v   (2, ) ( , )ˆ ˆ( ), , ( )}e n ev v   ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u V иг-
рока Е для уровня управления II и вектор ( ) ( )ˆ ˆ( , ; ( ), ( ))
e ec T g u

   = 
( ) (1) ( )
(1)ˆ( ( , ; ( ), ( ))
e ec T g u

   , ( ) (2) ( )(2)ˆ ( , ; ( ), ( ))
e ec T g u

   , , ( ) ( ) ( )( )ˆ ( , ; ( ), ( )))
e n e
nc T g u    
n  –
значение результата минимаксного терминального программного управления для игро-
ка Е на уровне управления II данной системы, соответствующие управлению ( ) ( )eu   игро-
ка Р и удовлетворяющие соотношениям (2.67), (2.68), такие, что для каждого фиксирован-
 минимаксных терминальных 
программных управлений 
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1) для любых фиксированных управления ( ) ( , )u T U  игрока Р на  
уровне управления I и индекса 1,i n  из решения соответствующей задачи 2.7 форми-
руются множество ( , ) ( )( ; ( ), ( ))i e iτ,T g u V  минимаксных терминальных программных 
управлений игрока iE  и число 
( ) ( )
( )ˆ ( , ; ( ), ( ))
e i
ic T g u     – значение результата минимаксно-
го терминального программного управления для этого игрока на уров е управления II, 
соответствующее управлению u(), которые удовлетворяют соотнош ю (2.65); на ос-
новании этих элементов, из решения n задач 2.7 для всех значений индекса 1,i n , 
формируются множества ( , ) ( )( ; ( ), ( ))i e iτ,T g u  V ( ) ( ; ( ))i τ,T u V минимаксных терминаль-
ных программных управлений ( , ) ( )( ) ( ; ( ))i e iv τ,T u  V игроков iE на уровне управления II 
и вектор ( )ˆ ˆ( , ; ( ), ( ))
ec T g u

   =( ( ) (1)(1)ˆ ( , ; ( ), ( ))
ec T g u

   , ( ) (2(2)ˆ ( , ; ( ), ( ))
ec T g u

    
, , ( ) ( )( )ˆ ( , ; ( ), ( ))
e n
nc T g u    ) 
n  – значение результата минимаксного терминального 
программного управления для игрока Е на уровне управления II этой системы, соответ-
ствующих управлению ( )u   иг ка Р на уровне управлени II; 
2) из решения задачи 2.8 формируются множество ( ) ( , ; ( ))e T g U  минимаксных 
терминальных программных управлений ( ) ( ) ( , )eu T U  игрока Р на уровне управления 
I и число ( ) ( , ; ( ) )ec T g    – значение результата минимаксного терминального про-
граммного управления для игрока Р на уровне управления I  этой системы, удовлетво-
ряющие соотношению (2.66); 
3) для любого допустимого минимаксного терминального программного 
управления ( ) ( )( ) ( , ; ( ))e eu T g  U  игрока Р на уровне управления I, которое можно 
сформировать из решения задачи 2.8, из решения задачи 2.9 формируются множество 
( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( )( , ; ( ))eu  V  минимаксных терминальных 
программных управлений ( ) (1, )ˆ ˆ{ ( )} { ( ),e ev v   (2, ) ( , )ˆ ˆ( ), , ( )}e n ev v   ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u V иг-
рока Е для уровня управления II и вектор ( ) ( )ˆ ˆ( , ; ( ), ( ))
e ec T g u

   = 
( ) (1) ( )
(1)ˆ( ( , ; ( ), ( ))
e ec T g u

   , ( ) (2) ( )(2)ˆ ( , ; ( ), ( ))
e ec T g u

   , , ( ) ( ) ( )( )ˆ ( , ; ( ), ( )))
e n e
nc T g u    
n  –
значение результата минимаксного терминального программного управления для игро-
ка Е на уровне управления II данной системы, соответствующие управлению ( ) ( )eu   и о-
ка Р и удовлетворяющие соотношениям (2.67), (2.68), такие, что для каждого фиксиро ан-
 игр iE на уровне 
управления II и вектор 
( )
ˆ ˆ( , ; ( ), ( ))
ec T g u
β
τ τ ⋅ =( ( ) (1)(1)ˆ ( , ; ( ), ( ))
ec T g u
β
τ τ ⋅ ,
( ) (2)
(2)ˆ ( , ; ( ), ( ))
ec T g u
β
τ τ ⋅  ,

,
( ) ( )
( )ˆ ( , ; ( ), ( ))
e n
nc T g uβ τ τ ⋅ ) 
n∈Ε  – значение 
результата минимаксного терминального программного управле ия для 
игрока Е на уровне управления II этой системы, соответствующих управ-
лен ю ( )u ⋅  игрока Р на уровне управления II;
2) из ешения задачи 2.8 фор ируются множество ( ) ( , ; ( ))e T gτ τU  
минимаксных терминальных программных управлений ( ) ( ) ( , )eu Tτ⋅ ∈U  
игрока Р на уровне управления I и число ( ) ( , ; ( ) )ec T gα τ τ  – значение ре-
зультата минимаксного терминального программного управления дл  
игрока Р на уровне управления I  этой системы, удовлетворяющие соот-
ношению (2.66)
3) для любого допустимого минимаксного терминально-
го про аммного управления ( ) ( )( ) ( , ; ( ))e eu T gτ τ⋅ ∈U  игрока Р 
на уровне управления I, которое можно сформировать из реше-
ния задачи 2.8, из решения задачи 2.9 формируются множество 
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1) для любых фиксированных управления ( ) ( , )u T U  игрока Р на  
уровне управления I и индекса 1,i n  из решения соответствующей задачи 2.7 форми-
руются множество ( , ) ( )( ; ( ), ( ))i e iτ,T g u V  минимаксных терминальных программных 
управлений игрока iE  и число 
( ) ( )
( )ˆ ( , ; ( ), ( ))
e i
ic T g u     – значение результата минимаксно-
го терминального программного управления для этого игрока на уровне управления II, 
соответствующее управлению u(), которые удовлетворяют соотношению (2.65); на ос-
нов нии этих элементов, из решения n задач 2.7 для всех значений индекса 1,i n , 
формируются множества ( , ) ( )( ; ( ), ( ))i e iτ,T g u  V ( ) ( ; ( ))i τ,T u V минимаксных терминаль-
ных программных управлений ( , ) ( )( ) ( ; ( ))i e iv τ,T u  V игроков iE на уровне управления II 
и вектор ( )ˆ ˆ( , ; ( ), ( ))
ec T g u

   =( ( ) (1)(1)ˆ ( , ; ( ), ( ))
ec T g u

   , ( ) (2)(2)ˆ ( , ; ( ), ( ))
ec T g u

    
, , ( ) ( )( )ˆ ( , ; ( ), ( ))
e n
nc T g u    ) 
n  – значе ие результата минимаксного терминального 
программного управления для игрока Е на уровне управления II этой системы, соответ-
ствующих управлению ( )u   игрока Р на уровне управления II; 
2) из ешения задач  2.8 ф рм руются множе о ( ) ( , ; ( ))e T g U  минимаксных 
терминальных программных управлений ( ) ( ) ( , )eu T U  игрока Р на уровне управления 
I и число ( ) ( , ; ( ) )ec T g    – значение результата минимаксного терминального про-
граммного управления для игрока Р на уровне управления I  этой системы, удовлетво-
ряющие соотн шению (2.66); 
3) для любого допуст мого минимаксного терминального программного 
управления ( ) ( )( ) ( , ; ( ))e eu T g  U  игрока Р на уровне управления I, которое можно 
сформировать из решения задачи 2.8, из решения задачи 2.9 формируются множество 
( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( )( , ; ( ))eu  V  минимаксных терминальных 
программных управлений ( ) (1, )ˆ ˆ{ ( )} { ( ),e ev v   (2, ) ( , )ˆ ˆ( ), , ( )}e n ev v   ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u V иг-
рока Е для уровня управления II и вектор ( ) ( )ˆ ˆ( , ; ( ), ( ))
e ec T g u

   = 
( ) (1) ( )
(1)ˆ( ( , ; ( ), ( ))
e ec T g u

   , ( ) (2) ( )(2)ˆ , ; ( ), ( ))
e ec T g u

   , , ( ) ( ) ( )( )ˆ ( , ; ( ), ( )))
e n e
nc T g u    
n  –
значение результата минимаксного терминального программного управления для игро-
ка Е на уровне управления II данной системы, соответствующие управлению ( ) ( )eu   игро-
ка Р и удовлетворяющие соотношениям (2.67), (2.68), такие, что для каждого фиксирован-
 инимакс- 
ных терминальных программных управлений 
( ) (1, )ˆ ˆ{ ( )} { ( ),e ev v⋅ = ⋅
Глава 2. Экономико-математический инструментарий оптимизации
122
(2, ) ( , )ˆ ˆ( ), , ( )}e n ev v⋅ ⋅ ∈
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1) для любых фиксированных управления ( ) ( , )u T U  игрока Р на  
уровне управления I и индекса 1,i n  из решения соответствующей задачи 2.7 форми-
руются множество ( , ) ( )( ; ( ), ( ))i e iτ,T g u V  минимаксных терминальных программных 
управлений игрока iE  и число 
( ) ( )
( )ˆ ( , ; ( ), ( ))
e i
ic T g u     – значение результата минимаксно-
го терминального программного управления для этого игрока на уровне управления II, 
соответствующее управлению u(), которые удовлетворяют соотношению (2.65); на ос-
новании этих элементов, из решения n задач 2.7 для всех значений индекса 1,i n , 
формируются множества ( , ) ( )( ; ( ), ( ))i e iτ,T g u  V ( ) ( ; ( ))i τ,T u V минимаксных терминаль-
ных программных управлений ( , ) ( )( ) ( ; ( ))i e iv τ,T u  V игроков iE на уровне управления II 
и вектор ( )ˆ ˆ( , ; ( ), ( ))
ec T g u

   =( ( ) (1)(1)ˆ ( , ; ( ), ( ))
ec T g u

   , ( ) (2)(2)ˆ ( , ; ( ), ( ))
ec T g u

    
, , ( ) ( )( )ˆ ( , ; ( ), ( ))
e n
nc T g u    ) 
n  – значение результата минимаксного терминального 
программного управления для игрока Е на уровне управления II этой системы, соответ-
ствующих управлению ( )u   игрока Р на уровне управления II; 
2) из решения задачи 2.8 формируются множество ( ) ( , ; ( ))e T g U  минимаксных 
терминальных программных управлений ( ) ( ) ( , )eu T U  игрока Р на уровне управления 
I и число ( ) ( , ; ( ) )ec T g    – значение результата минимаксного терминального про-
граммного управления для игрока Р на уровне управления I  этой системы, удовлетво-
ряющие соотношению (2.66); 
3) для любого допустимого минимаксного терминального программного 
управления ( ) ( )( ) ( , ; ( ))e eu T g  U  игрока Р на уровне управления I, которое можно 
сформировать из решения задачи 2.8, из решения задачи 2.9 формируются множество 
( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u  V ( )( , ; ( ))eu  V  минимаксных терминальных 
программных управлений ( ) (1, )ˆ ˆ{ ( )} { ( ),e ev v   (2, ) ( , )ˆ ˆ( ), , ( )e n ev v   ( ) ( )ˆ( ; ( ), ( ))e eτ,T g u V иг-
рока Е для уровня управления II и вектор ( ) ( )ˆ ˆ( , ; ( ), ( ))
e ec T g u

   = 
( ) (1) ( )
(1)ˆ( ( , ; ( ), ( ))
e ec T g u

   , ( ) (2) ( )(2)ˆ ( , ; ( ), ( ))
e ec T g u

   , , ( ) ( ) ( )( )ˆ ( , ; ( ), ( )))
e n e
nc T g u    
n  –
значение результата минимаксного терминального программного управления для игро-
ка Е на уровне управления II данной системы, соответствующие управлению ( ) ( )eu   игро-
ка Р и удовлетворяющие соотношениям (2.67), (2.68), такие, что для каждого фиксирован-
 игрока Е для уровня управ-
ления II и вектор 
( ) ( )
ˆ ˆ( , ; ( ), ( ))
e ec T g u
β
τ τ ⋅ = ( ) (1) ( )(1)ˆ( ( , ; ( ), ( ))
e ec T g u
β
τ τ ⋅ ,
( ) (2) ( )
(2)ˆ ( , ; ( ), ( ))
e ec T g u
β
τ τ ⋅ , , ( ) ( ) ( )( )ˆ ( , ; ( ), ( )))
e n e
nc T g uβ τ τ ′⋅ ∈
nΕ  – зна-
чение результата минимаксного терминального программного управле-
ния для игрока Е на уровне управления II данной системы, соответству-
ющие управлению ( ) ( )eu ⋅  игрока Р и удовлетворяющие соотношениям 
(2.67), (2.68), такие, что для каждого фиксированного индекса 1,i n∈  об-
разующие их элементы ( , )ˆ ( )i ev ⋅  и ( ) ( ) ( )( )ˆ ( , ; ( ), ( ))
e i e
ic T g uβ τ τ ⋅  совместно с 
управлением ( ) ( )eu ⋅  игрока Р удовлетворяют и соотношению (2.65).
Для исследуемой в данном разделе задачи минимаксного управления 
региональными социально-экономическими системами, включающих в 
себя системы здравоохранения, образования, инновационной деятель-
ности и др., при наличии информационной неопределенности и рисков 
предлагается математическая формализация в форме решения много-
шаговой задачи двухуровневого иерархического минимаксного терми-
нального программного управления в дискретной динамической системе 
(2.44) − (2.51), и предложена общая схема ее решения. 
Отметим, что важной особенностью предлагаемого метода минимакс-
ного управления региональными социально-экономическими системами, 
включающих в себя системы здравоохранения, образования, инновацион-
ной деятельности и др., при наличии информационной неопределенности 
и рисков, является то, что его реализация позволяет сочетать интересы 
как региона в целом, так и образующих его муниципалитетов.
Полученные в данной главе результаты основываются на исследо-
ваниях [1, 2, 9–15, 17–30] и могут быть использованы при компьютер-
ном моделировании и создании многоуровневых систем управления для 
сложных региональных социально-экономических систем, включающих 
в себя системы здравоохранения, образования, инновационной деятель-
ности и др., при наличии информационной неопределенности и рисков. 
Математические модели таких систем представлены, например, в работах 
[1–26]. 
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Глава 3
ПроекТирование инновационной СиСТемы  
на макро- и меЗоУровне
§1. анализ инновационной системы на мезо- и макроуровне  
в условиях турбулентности внешней и внутренней среды
Понятие инновационной системы является частным по отношению к 
общему понятию системы. Поэтому дадим вначале определение общему 
понятию системы, а затем определим, какие системы относят к классу 
инновационных на макро- и мезоуровне.
До настоящего момента согласия в определении понятия «система» нет, а 
наоборот, наблюдается расхождение мнений [1–3]. Все многообразие подхо-
дов к определению понятия «система» можно разделить на пять групп [4–6]:
– система – выбираемая исследователем любая совокупность перемен-
ных свойств или сущностей [7];
– система – целенаправленная активность [8];
– система – множество элементов, связанных между собой [9];
– система – комплекс элементов, находящихся во взаимодействии [8];
– система – объект, обладающий определенными признаками, напри-
мер целостность; наличие двух и более типов связей; наличие уровней и 
иерархии уровней, а также управления, цели, процессов самоорганиза-
ции, функционирования и развития [7].
Для более точной формулировки понятия «система» необходимо раз-
работать основные свойства, которые могут дать характеристику данно-
му определению. Термин «система» должен отражать морфологическое, 
функциональное и информационное единство доступных изучению объ-
ектов, процессов и явлений, а также единство законов их движения. Кро-
ме того, этот термин должен быть универсальным, отражать всеобщность 
системных свойств и закономерностей.
В науке существует четыре основных свойства, которыми должен об-
ладать объект, чтобы его можно было считать системой [10–12]:
– целостность и членимость;
– связь;
– интегративные качества;
– организация.
Дадим характеристику каждому свойству системы.
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Целостность и членимость. Система – целостная совокупность элемен-
тов, взаимодействующих друг с другом. Элемент – часть системы, условно 
не расчленяемая на составные части. Следует иметь в виду, что элементы 
существуют лишь в системе. Вне системы это лишь объекты, обладающие 
потенциальной способностью образования системы. Элементы системы мо-
гут быть разнокачественными, но одновременно совместимыми.
Связь. Между элементами системы имеются существенные связи, ко-
торые с закономерной необходимостью определяют интегративные каче-
ства этой системы. Связи могут быть вещественные, информационные, 
прямые, обратные. При этом связи между элементами внутри системы 
должны быть более мощными, чем связи отдельных элементов с внешней 
средой, так как в противном случае система не сможет существовать.
Интегративные качества. Это такие качества, которые присущи систе-
ме в целом, но не свойственны ни одному из ее элементов в отдельности.
Организация. Наличие системообразующих факторов у элементов си-
стемы лишь предполагает возможность ее создания. Для появления си-
стемы необходимо сформировать упорядоченные связи, то есть опреде-
ленную структуру, организацию системы.
Следует также отметить, что в данном разделе особый интерес представ-
ляют инновационные системы на макро- и мезоуровне. Понятие инноваци-
онной системы является частным по отношению к общему понятию систе-
мы, а следовательно, ей присущи все четыре вышеназванных свойства.
В настоящее время можно выделить несколько подходов к понятию 
«региональная инновационная система» или «инновационная система на 
мезоуровне». Первый подход основан на эволюционных теориях эконо-
мического и технического прогресса и определяет инновации как эволю-
ционный и социальный процесс [13]. Второй подход описывает регио-
нальную систему, подчеркивая роль институциональной среды, в которой 
появляются инновации. С региональной точки зрения выгодно территори-
ально ограничивать развитие инноваций [14]. Тогда под инновационной 
системой на мезоуровне понимается целостная совокупность взаимосвя-
занных и взаимодействующих предприятий и институтов и отношений по 
поводу трансфера технологий в сфере инновационной деятельности, на-
чинающейся с научных исследований, направленных на получение новых 
научных знаний, необходимых для создания инноваций, а также иннова-
ционной инфраструктурой, которая позволяет усиливать взаимодействие 
и способствует долгосрочному устойчивому развитию региона.
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Концепция национальных инновационных систем (инновационных 
систем на макроуровне) активно разрабатывается в мире начиная с 1990-х гг. 
и опирается на следующие подходы в экономической теории [15]:
– теория роста, согласно которой инвестиции в НИОКР или человече-
ский капитал являются необходимым, но недостаточным условием техно-
логического развития и быстрого экономического роста;
– эволюционная теория, рассматривающая закономерности и истори-
ческую преемственность в технологической динамике;
– неоинституциональная теория, анализирующая вопросы, связанные 
с развитием и координацией институтов, взаимосвязями между рыночны-
ми и нерыночными институтами, институциональной динамикой.
Тогда под инновационной системой на макроуровне понимается целост-
ная совокупность взаимосвязанных и взаимодействующих предприятий и 
институтов, осуществляющих производство и коммерциализацию научных 
знаний и технологий в пределах национальных границ, а также инноваци-
онной инфраструктурой, которая позволяет усиливать взаимодействие и 
способствует долгосрочному устойчивому развитию страны в целом.
Подчеркнем, что одной из первостепенных задач государственной соци-
ально-экономической политики России согласно «Стратегии инновационно-
го развития Российской Федерации на период до 2020 года» является иннова-
ционное развитие. Приведем перечень основных современных документов, 
в которых зафиксирована цель перехода на инновационный путь развития:
– Указ Президента РФ от 18.06.2012 № 878 (ред. от 27.07.2013) «О Со-
вете при Президенте Российской Федерации по модернизации экономики 
и инновационному развитию России»;
– Постановление Правительства РФ от 15.04.2014 № 316 «Об утверж-
дении государственной программы Российской Федерации «Экономиче-
ское развитие и инновационная экономика»;
– Постановление Правительства РФ от 09.04.2010 № 219 (ред. от 
03.06.2011) «О государственной поддержке развития инновационной ин-
фраструктуры в федеральных образовательных учреждениях высшего 
профессионального образования»;
– Постановление Правительства РФ от 15.04.2014 № 328 «Об утверж-
дении государственной программы Российской Федерации «Развитие 
промышленности и повышение ее конкурентоспособности» и др.
На современном этапе инновационная политика направлена на сти-
мулирование развития предприятий, отраслей, регионов. Ожидается, что 
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инновации могут оказать кумулятивное воздействие на рост основных 
макроэкономических показателей России, обеспечить увеличение пред-
ложения отечественных товаров и услуг, диверсификацию производств, 
быструю модернизацию основных средств и решение социальных про-
блем общества. Данная политика должна способствовать капитализации 
сравнительных конкурентных преимуществ российской экономики.
В последние годы государство активно реализовывало меры, направ-
ленные на развитие национальной инновационной системы России. Функ-
ционируют государственные институты развития, стимулирующие инно-
вационные процессы и развитие инфраструктуры с использованием меха-
низмов государственно-частного партнерства. Такие институты выступают 
в качестве катализатора частных инвестиций в приоритетных секторах и 
отраслях экономики и создают условия для формирования инфраструкту-
ры, обеспечивающей доступ предприятиям к необходимым финансовым и 
информационным ресурсам. Здесь можно привести следующие примеры:
– Агентство стратегических инициатив;
– ОАО «РВК»;
– ОАО «РОСНАНО»;
– Рынок инноваций и инвестиций Московской биржи;
– Федеральное государственное автономное учреждение «Российский 
фонд технологического развития»;
– Фонд инфраструктурных и образовательных программ;
– Фонд развития Центра разработки и коммерциализации новых тех-
нологий (СКОЛКОВО);
– Фонд содействия развитию малых форм предприятий в научно-тех-
нической сфере. 
Кроме создания государственных институтов развития, были внесены 
изменения в Налоговый кодекс РФ, направленные на сокращение нало-
гового бремени инновационно-активных организаций. Среди них можно 
назвать основные:
– снижение тарифов страховых взносов на обязательное пенсионное, 
медицинское и социальное страхование;
– совершенствование амортизационной политики; 
– меры налоговой поддержки плательщиков налога на доходы физи-
ческих лиц.
Отметим также, что с 2008 г. вступила в силу часть 4 ГК РФ, уста-
навливающая правовые основы гражданского оборота интеллектуальной 
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собственности. В конце 2014 г. только одна база ключевых официальных 
нормативно-правовых актов в инновационной сфере РФ уже содержала 
порядка семидесяти документов. 
а
б 
в
Рис. 3.1. Индекс предпринимательской уверенности организаций:  
а – по добыче полезных ископаемых; б – обрабатывающих производств;  
в – по обеспечению электрической энергией, газом и паром;  
кондиционированию воздуха (без малых предприятий)
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Однако пока нельзя говорить о результативности функционирования 
сформированной национальной инновационной системы. В условиях 
турбулентности внешней и внутренней среды наблюдается слабая инно-
вационная активность субъектов предпринимательства. По данным Фе-
деральной службы государственной статистики России за 2015–2017 гг., 
индекс предпринимательской уверенности организаций различных секто-
ров экономики имеет отрицательное значение (рис. 3.1).
В таких условиях доля промышленных предприятий, осуществляю-
щих разработку и внедрение технологических инноваций, не превышает 
10 %, доля инновационной продукции в общем объеме продукции про-
мышленного производства составляет всего 5,5 %. 
Построениями экономических моделей в условиях неопределенности 
с использованием теории игр, теории вероятностей занимались следую-
щие ученые: К. Х. Борч; М. Маринаки; М. Абделауи, A. Бэйлон, Л. Плаки-
до, П. П. Уоккер; И. Джилбоа; Ли Йа, Ли Йо, У. Зао и другие. 
Исследованию теоретических аспектов к анализу институциональ-
ных факторов в развитии инноваций посвящены работы O. Строевой, 
И. Р. Лапиной, E. E. Конобеевой, O. E. Конобеевой; В. Ву, К. Чена; 
П. Здразила, И. Крафцовой, З. Мэтью; M. Зиеба, K. Зиеба; M. Родригеса 
и других.
Интересные подходы к использованию логистических методов пред-
ставлены в работах Н. M. Алшарари; Д. Аскарани. Практический опыт 
использования логистической технологии «бережливое производство» 
отражен в работах Я. Сахо, Е. Шевченко, T. Карауловой; C. Брауэра; 
A. Паулрэя; M. Холвега; С. Сакакибары и др.
В то же время специфика теоретических принципов и методического 
инструментария управления инновационными системами разного уров-
ня в условиях турбулентности внешней и внутренней среды не раскрыта. 
Отметим также, что методические вопросы оценки инновационной при-
влекательности недостаточно проработаны, что замедляет процесс массо-
вого использования принципов и приемов управленческого анализа для 
повышения оперативности и качества принимаемых решений в иннова-
ционном сегменте процесса воспроизводства. 
Анализ развития инновационной деятельности в экономических си-
стемах разного уровня позволил систематизировать накопленный опыт в 
мировой практике. На основании проведенного исследования можно сде-
лать следующие выводы.
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Успешное развитие национальной инновационной системы зависит от 
следующих факторов: 
– наличие долгосрочной инновационной стратегии страны с четко 
сформулированными целями и задачами развития инновационного по-
тенциала; 
– сотрудничество между частным бизнесом и исследовательским сек-
тором для реализации инноваций; 
– выявление и целевая поддержка направлений, имеющих значитель-
ный инновационный потенциал для страны; 
– возможность мобилизовать необходимые ресурсы для достижения 
стратегических инновационных приоритетов страны; 
– участие крупных частных корпораций в разработке стратегических 
инновационных приоритетов; 
– наличие у государства долей в крупных национальных компаниях; 
– государственная поддержка малых и/или средних инновационных 
фирм; 
– разработка и внедрение программ коммерциализации инноваций; 
– доступность венчурного капитала для инновационных фирм; 
– демонополизация таких отраслей экономики, как энергетика, транс-
порт, связь; 
– использование инноваций в работе государственных органов. 
Среди элементов государственной инновационной стратегии можно 
назвать следующие:
– специальные организации, ответственные за разработку и реализа-
цию инновационной стратегии; 
– система «двойной поддержки» инновационной деятельности и 
НИОКР в виде субсидий и на проектной основе; 
– налоговые льготы для инновационной деятельности; 
– инновационная инфраструктура: инновационные центры, технопар-
ки, бизнес-инкубаторы; 
– малые инновационные компании; 
– фонды поддержки инноваций (венчурные фонды); 
– взаимодействие государства с частными фондами; 
– инновационные кластеры; 
– ТНК; 
– подразделения в вузах, отвечающие за коммерциализацию разрабо-
ток, созданных на их базе; 
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– иностранные компании, передающие свои технологии местным 
НИИ. 
Для стимулирования инновационных малых и средних предприятий, ин-
весторов в мировой практике предлагается использовать следующие формы: 
– безвозмездное финансирование (субсидии, субвенции), которое мо-
жет достигать 50 % расходов на создание новой продукции и технологий; 
– предоставление займов и ссуд, в том числе беспроцентных; 
– освобождение от налога на прибыль или налоговый кредит на 
инновационную деятельность. 
Кроме того, проведенный анализ показал, что во многих странах для 
поддержки инновационных малых и средних предприятий применяют-
ся государственные контракты на проведение НИОКР. Субсидии и суб-
венции на основании таких контрактов обычно предоставляются для 
поддержки высоко рисковых проектов, реализуемых инновационными 
предприятиями, входящими в реестр предприятий, обладающих опытом 
выполнения сложных НИОКР при условии выполнения следующих тре-
бований: 
– наличие четкой формулировки основных характеристик ожидаемых 
результатов, сроков исполнения и затрат на выполнение проекта;
– получение исполнителем результатов по решению научно-техниче-
ской проблемы, заявленной заказчиком, в течение определенного срока; 
– предоставление заказчиком необходимого исполнителю финансиро-
вания на весь период выполнения работ; 
– гарантии заказчика на приобретение будущих результатов научного 
исследования исполнителя. 
На основании анализа научных трудов отечественных и зарубежных 
ученых, действующих в Российской Федерации законодательных и нор-
мативных актов, данных статистической отчетности, представленных 
материалами Федеральной службы государственной статистики, нами 
были выделены следующие особенности в управлении инновационными 
системами на мезо- и макроуровне в условиях турбулентности внешней и 
внутренней среды:
– отсталость российских компаний от зарубежных по технологиче-
ским показателям;
– повышение качества потребительского сервиса;
– преобладание принципов комплементарного и синергетического 
подходов к развитию инновационных систем на мезо- и макроуровне;
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– неразвитость финансовых механизмов в управлении инновационны-
ми системами;
– развитие партнерства и стратегических союзов.
Далее дадим характеристику каждой из обозначенных выше тенденций.
1. Отсталость российских компаний от зарубежных по технологиче-
ским показателям.
Под технологическим отставанием понимается отставание продукции 
от продукта-лидера мирового рынка по соотношению «эксплуатационные 
характеристики – качество-цена».
Основными составляющими технологического отставания большин-
ства российских компаний, на наш взгляд, являются НИОКР, технологии 
производства, производственное оборудование.
Анализ показал, что зарубежные компании вкладывают в фундамен-
тальные исследования и НИОКР до 10–15 % своего оборота, что пример-
но составляет несколько миллиардов долларов в год.
Согласно данным Федеральной службы государственной статистики 
Российской Федерации национальные компании инвестируют в разработ-
ки суммы меньшие на несколько порядков, чем зарубежные. В среднем 
их бюджет на НИОКР не превышает 2–3 % от выручки, а в большинстве 
случаев он меньше 1 %.
Несмотря на наметившийся рост инновационной активности промыш-
ленных предприятий России (табл. 3.1), инвестиции в инновации до сих 
пор незначительные. Среди основных показателей инновационной дея-
тельности можно назвать следующие:
– общая инновационная активность организаций (ОИА
о
). Данный по-
казатель рассчитывается по формуле 3.1.
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– преобладание принципов комплементарного и синергетического подходов к 
развитию инновационных систем на мезо- и макроуровне;
– неразвитость финансовых механизмов в управлении инновационными системами;
– развитие партнерства и стратегических союзов.
Далее дадим характеристику каждой из обозначенных выше тенденций.
1. Отсталость российских компаний от зарубежных по технологическим 
показа елям.
Под технологическим отставанием понимается отставание продукции от продукта-
лидера мирового рынка по соотношению «эксплуатационные характеристики – качество-
цена».
Основными составляющими технологического отставания большинства 
российских компаний, на наш взгляд, являются НИОКР, технологии производства, 
производственное оборудование.
Анализ показал, что зарубежные компании вкладывают в фундаментальные 
исследования и НИОКР до 10–15 % своего оборота, что примерно составляет несколько 
миллиардов долларов в год.
Согласно данным Федеральной службы государственной статистики Российской 
Федерации национальные компании инвестируют в разработки суммы меньшие на 
несколько порядков, чем зарубежные. В среднем их бюджет на НИОКР не превышает 2–3
% от выручки, а в большинстве случаев он меньше 1 %.
Несмотря на наметившийся рост инновационной активности промышленных 
предприятий России (табл. 3.1), инвестиции в инновации до сих пор незначительные.
Среди основных показателей иннов ционной деятель ости можно назвать следующие:
– общая инновационная активность организаций (ОИАо). Данный показатель 
рассчит в   . .
%100ОИА
о
и
о ⋅= N
N , (3.1)
где Nи – количество организаций, осуществлявших технологические, 
организационные, маркетинговые инновации в отчетном году; Nо – общее число 
обследованных организаций;
– инновационная активность организаций, осуществлявших технологические 
инновации (ИАот). Данный показатель рассчитывается по формуле 3.2.
%100ИА
о
ит
от ⋅= N
N , (3.2)
                                      (3.1)
где N
и
 – количество организаций, осуществлявших технологические, ор-
ганизационные, маркетинговые инновации в отчетном году; N
о
 – общее 
число обследованных организаций;
– инновационная активность организаций, осуществлявших технологиче-
ские инновации (ИА
от
). Данный показатель рассчитывается по формуле 3.2.
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– преобладание принципов комплементарного и синергетического подходов к 
развитию инновационных систем на мезо- и макроуровне;
– неразвитость финансовых механизмов в управлении инновационными системами;
– развитие партнерства и стратегических союзов.
Далее дадим характеристику каждой из обозначенных выше тенденций.
1. Отсталость российских компаний от зарубежных по технологическим 
показателям.
Под технологическим отставанием понимается отставание продукции от продукта-
лидера мирового рынка по соотношению «эксплуатационные характеристики – качество-
цена».
Основными составляющими технологического отставания большинства 
российских компаний, на наш взгляд, являются НИОКР, технологии производства, 
производственное оборудование.
Анализ показал, что зарубежные компании вкладывают в фундаментальные 
следования и НИОКР до 10–15 % своего оборота, что примерно составляет несколько 
миллиардов долларов в год.
С гласно данным Федеральной службы государственной статистики Российской 
Федерации национальные компании инвестируют в разработки суммы меньшие на 
несколько порядков, чем зарубежные. В среднем их бюджет на НИОКР не превышает 2–3
% от выручки, а в большинстве случаев он меньше 1 %.
Несмотря на наметившийся рост инновационной активности промышленных 
предприятий России (табл. 3.1), инвестиции в инновации до сих пор незначительные.
Среди основных показателей инновационной деятельности можно назвать следующие:
– общая инновационная активность организаций (ОИАо). Данный показатель 
рассчитывается по формуле 3.1.
%100ОИА
о
и
о ⋅= N
N , (3.1)
где Nи – количество организаций, осуществлявших технологические, 
организационные, маркетинговые инновации в отчетном году; Nо – общее число 
обследованных организаций;
– инновационная активность организаций, осуществлявших технологические 
инновации (ИАот). Данный показатель рассчитывается по формуле 3.2.
%100ИА
о
ит
от ⋅= N
N , (3.2)                                        (3.2)
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где N
ит
 – количество организаций, осуществлявших технологические ин-
новации в отчетном году; N
о
 – общее число обследованных организаций;
– уровень отгруженных инновационных товаров, выполненных работ, 
услуг (У
оит
). Данный показатель рассчитывается по формуле 3.3:
10 
 
где Nит – количество организаций, осуществлявших технологические инновации в 
отчетном году; Nо – общее число обследованных организаций;
– уровень отгруженных инновационных товаров, выполненных работ, услуг (Уоит). 
Данный показатель рассчитывается по формуле 3.3:
%100У оитоит ⋅= N
N
, (3.3)
где Nоит – количество отгруженных инновационных товаров, выполненных работ, 
услуг; N – общий объем отгруженных товаров, выполненных работ, услуг;
– инновационная активность организаций, осуществлявших организационные 
инновации (ИАоо). Данный показатель рассчитывается по формуле 3.4:
%100ИА
о
ио
оо ⋅= N
N
, (3.4)
где Nио – количество организаций, осуществлявших организационные инновации в 
отчетном году; Nо – общее число обследованных организаций;
– инновационная активность организаций, осуществлявших маркетинговые
инновации (ИАом). Данный показатель рассчитывается по формуле 3.5:
%100ИА
о
им
ом ⋅= N
N , (3.5)
где Nим – количество организаций, осуществлявших маркетинговые инновации в 
отчетном году; Nо – общее число обследованных организаций.
Таблица 3.1
Основные показатели инновационной деятельности
№  
п/п
Показатель
Год 
2010 2011 2012 2013 2014 2015
1. Инновационная активность 
организаций, % 9,5 10,4 10,3 10,1 9,9 9,3
2. Инновационная активность 
организаций, осуществлявших 
технологические инновации году, % 7,9 8,9 9,1 8,9 8,8 8,3
3. Уровень отгруженных инновационных 
товаров, выполненных работ, услуг, % 4,8 6,3 8,0 9,2 8,7 8,4
4. Инновационная активность 
организаций, осуществлявших 
организационные инновации, % 3,2 3,3 3,0 2,9 2,8 2,7
5. Инновационная активность 
организаций, осуществлявших 
маркетинговые инновации, % 2,2 2,3 1,9 1,9 1,7 1,8
                                     (3.3)
где N
оит
 – количество отгруженных инновационных товаров, выполнен-
ных работ, услуг; N – общий объем отгруженных товаров, выполненных 
работ, услуг;
– инновационная активность организаций, осуществлявших организа-
ционные инновации (ИА
оо
). Данный показатель рассчитывается по фор-
муле 3.4:
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где Nит – количество организаций, осуществлявших технологические инновации в 
отчетном году; Nо – обще  число обследованных организаций;
– уровень отгруженн х инновационных товаров, выполненных работ, услуг (Уоит). 
Данный показатель рас читывается по формуле 3.3:
%10У оитоит ⋅= N
N
, (3.3)
где Nоит – количество отгруженных инновационных товаров, выполненных работ, 
услуг; N – общий объем отгруженных товаров, выполненных работ, услуг;
– инновационная активность организаций, осуществлявших организационные 
инновации (ИАо ). Данный показатель рас читывается по формуле 3.4:
%10ИА
о
ио
о ⋅= N
N
, (3.4)
где Nио – количество организаций, осуществлявших организационные инновации в 
отчетном году; Nо – обще  число обследованных организаций;
– инновационная активность организаций, осуществлявших маркетинговые
инновации (ИАом). Данный показатель рас читывается по формуле 3.5:
%10ИА
о
им
ом ⋅= N
N , (3.5)
где Nим – количество организаций, осуществлявших маркетинговые инновации в 
отчетном году; Nо – обще  число обследованных организаций.
Таблица 3.1
Основные показатели инновационной деятельности
№  
п/п
Показатель
Год 
2010 201 2012 2013 2014 2015
1. Ин овацион ая активность 
организаций, % 9,5 10,4 10,3 10,1 9,9 9,3
2. Ин овацион ая активность 
организаций, осуществлявших 
технологические ин оваци  году, % 7,9 8,9 9,1 8,9 8,8 8,3
3. Уровень отгружен ых ин овацион ых 
товаров, выполнен ых работ, услуг, % 4,8 6,3 8,0 9,2 8,7 8,4
4. Ин овацион ая активность 
организаций, осуществлявших 
организацион ые ин оваци , % 3,2 3,3 3,0 2,9 2,8 2,7
5. Ин овацион ая активность 
организаций, осуществлявших 
маркетинговые ин оваци , % 2,2 2,3 1,9 1,9 1,7 1,8
                                     (3.4)
где N
ио
 – количество организаций, осуществлявших организационные ин-
новации в отчетном году; N
о
 – общее число обследованных организаций;
– инновационная активность организаций, осуществлявших марке-
тинговые инновации (ИА
ом
). Данный показатель рассчитывается по фор-
муле 3.5:
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где Nит – количество организаций, осуществлявших технологические инновации в 
отчетном году; Nо – общее число обследованных организаций;
– уровень отгруженных инновационных товаров, выполненных работ, услуг (Уоит). 
Данный показатель рассчитывается по формуле 3.3:
%100У оитоит ⋅= N
N
, (3.3)
где Nоит – количество отгруженных инновационных товаров, выполненных работ, 
услуг; N – общий объем отгруженных товаров, выполненных работ, услуг;
– инновационная активность организаций, осуществлявших организационные 
инновации (ИАоо). Данный показатель рассчитывается по формуле 3.4:
%100ИА
о
ио
оо ⋅= N
N
, (3.4)
где Nио – количество организаций, осуществлявших организационные инновации в 
отчетном году; Nо – общее число обследованных организаций;
– инновационная активность организаций, осуществлявших маркетинговые
инновации (ИАом). Данный показатель рассчитывается по формуле 3.5:
%100ИА
о
им
ом ⋅= N
N , (3.5)
где Nим – количество организаций, осуществлявших маркетинговые инновации в 
отчетном году; Nо – общее число обследованных организаций.
Таблица 3.1
Основные показатели инновационной деятельности
№  
п/п
Показатель
Год 
2010 2011 2012 2013 2014 2015
1. Инновационная активность 
организаций, % 9,5 10,4 10,3 10,1 9,9 9,3
2. Инновационная активность 
организаций, осуществлявших 
технологические инновации году, % 7,9 8,9 9,1 8,9 8,8 8,3
3. Уровень отгруженных инновационных 
товаров, выполненн х работ, услуг, % 4,8 6,3 8,0 9,2 8,7 8,4
4. Инновационная активность 
организаций, осуществлявших 
орга за онные инновации, % 3,2 3,3 3,0 2,9 2,8 2,7
5. Инновационная активность 
организаций, осуществлявших 
маркетинговые инновации, % 2,2 2,3 1,9 1,9 1,7 1,8
                                     (3.5)
где N
им
 – количество организаций, осуществ явших ма кет нговые ин-
новации в отчетном году; N
о
 – общее число обследованных организаций.
Как показало исследование, крупные промышл нные предприятия в 
России не заинтересованы во внедрении инноваций в производственный 
процесс (рис. 3.2).
Низкая активность бизнес-сектора в финансировании НИОКР в значи-
тельной степени обусловлена слабым развитием в России системы част-
но-государственного партнерства: доля компаний, получавших бюджет-
ное финансирование на эти цели, составляет в России всего 0,8 %. Кроме 
того, в Российской Федерации недостаточная поддержка оказывается и 
созданию малого инновационного бизнеса.
Глава 3. Проектирование инновационной системы на макро- и мезоуровне
138
Таблица 3.1
основные показатели инновационной деятельности
№  
п/п
Показатель
Год 
2010 2011 2012 2013 2014 2015
1. Инновационная активность 
организаций, % 9,5 10,4 10,3 10,1 9,9 9,3
2. Инновационная активность 
организаций, осуществлявших 
технологические инновации 
году, % 7,9 8,9 9,1 8,9 8,8 8,3
3. Уровень отгруженных 
инновационных товаров, 
выполненных работ, услуг, % 4,8 6,3 8,0 9,2 8,7 8,4
4. Инновационная активность 
организаций, осуществлявших 
организационные инновации, % 3,2 3,3 3,0 2,9 2,8 2,7
5. Инновационная активность 
организаций, осуществлявших 
маркетинговые инновации, % 2,2 2,3 1,9 1,9 1,7 1,8
2. Повышение качества потребительского сервиса. 
Вызванное переходом от «рынка продавца» к «рынку покупателя» 
развитие конкуренции привело к усложнению системы рыночных отно-
шений и повышению требований к качеству процессов распределения 
продукции.
Такие тенденции можно наблюдать в секторах экономики B2B и В2С.
Повышаются требования со стороны производителей к качеству сер-
виса к поставщикам сырья, материалов, полуфабрикатов, комплектую-
щих, а также к торговым и логистическим посредникам.
Промышленным предприятиям становится необходимым точнее иден-
тифицировать издержки обслуживания клиентов, чтобы модифицировать 
набор услуг с учетом особенностей отдельных покупателей.
В результате образуется сложная система связей между различными 
субъектами рынка, требующая усовершенствования существующих под-
ходов к организации снабжения и сбыта.
Отметим также, что обслуживание потребителей – превосходное кон-
курентное средство, которое имеет особое преимущество над ценовой 
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конкуренцией. Усовершенствования при обслуживании клиента требу-
ют более длительного времени, и конкурентам имитировать их намного 
труднее. Уровень обслуживания потребителей непосредственно влияет 
на рыночную долю компании, на ее общие логистические издержки и в 
конечном счете на рентабельность, определяя не только лояльность уже 
имеющихся потребителей, но и то, сколько потенциальных потребителей 
станут фактическими [16, 17].
Рис. 3.2. Источники финансирования НИОКР в России и за рубежом  
(в % от общих затрат на НИОКР)
3. Преобладание принципов комплементарного и синергетического 
подходов к развитию инновационных систем на мезо- и макроуровне.
Устойчивость развития инновационной системы на мезо- и макроуров-
не связана с ее возможностью сохранять свои основные параметры, функ-
ционировать в соответствии с изменениями внешней и внутренней среды 
и восстанавливать установившиеся показатели при существенных изме-
нениях экзо- и эндогенных факторов. В условиях турбулентности внеш-
ней и внутренней среды такой системы всегда существует некоторый кри-
тический для нее порог изменения показателей, когда наблюдается потеря 
устойчивости. Инновационное развитие можно отнести к эндогенному 
фактору, фактору внутренней среды, который изменяется не спонтанно, а 
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в результате реализации комплекса управленческих решений, эффектив-
ность которых на этапе их принятия, естественно, только прогнозируется. 
В результате формируется новая внутренняя среда, которая потенциально 
способствует устойчивости, а ее реальная устойчивость может быть оце-
нена только в процессе функционирования [8, 18].
Другими словами, в управлении инновационными системами компле-
ментарность проявляется во взаимодействии инновационных процессов, 
протекающих в их внутренней и внешней среде. Кроме того, комплемен-
траность может проявляться при взаимодействии внутренних элементов 
системы и внешних институтов, то есть наивысший эффект достигается 
за счет растущего числа взаимодействий с каждым последующим этапом 
ее функционирования. 
Если учесть, что с каждым таким этапом происходит смена господ-
ствующих в этот период моделей инновационных процессов, то влияние 
новой модели на механизмы работы предыдущих по существу создает 
определенный комплементарный эффект, так как в результате появления 
и внедрения новой модели значительно полнее реализуются возможности 
предыдущих моделей. Новая модель не просто дополняет и расширяет 
функции управления инновациями за счет использования нового фактора, 
но в том же время является определенным механизмом развития возмож-
ностей всех предыдущих моделей для совершенствования инновацион-
ных процессов. Новая модель не только несет новые идеи и подходы, но и 
создает новые механизмы для более эффективного использования факто-
ров уже внедренных моделей [19].
Синергетика описывает механизм формирования эволюционного це-
лого из частей, сложных структур из относительно простых, а также их 
устойчивого совместного развития. Соединение традиций и инноваций – 
главная норма современных отношений, возникающих при взаимодей-
ствии инновационных систем разного уровня. Так, сложные процессы, 
происходящие в ходе разработки и внедрения инновационных техноло-
гий, видов продукции, услуг и бизнес-моделей, носят ярко выраженный 
нелинейный характер и сопровождаются необратимыми изменениями. 
В процессе своего развития инновационная система проходит две ста-
дии эволюционную и революционную. 
При этом инновационные процессы сопровождаются необратимыми 
изменениями. Главная задача синергетики при этом заключается в том, 
как обеспечить системе самоуправляемое и самоподдерживаемое разви-
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тие. В этом случае синергетический эффект достигается за счет управле-
ния скоростями инновационных процессов.
Для этого необходимо выполнение следующих условий:
– управленческое воздействие должно осуществляться вовремя;
– управленческое воздействие должно быть направлено к выигрышно-
му аттрактору (области притяжения);
– инновации должны быть ассоциированы с процессами самооргани-
зации в открытой инновационной системе.
Таким образом, синергетический подход создает реальную возмож-
ность объединения функциональных областей по управлению инноваци-
онными системами разного уровня путем координации действий, выпол-
няемых их независимыми звеньями, и позволяет самоорганизовать такие 
системы в условиях турбулентности внешней и внутренней среды. 
Сравнительная характеристика синергетического и комплементарного 
подходов к развитию инновационных систем на мезо- и макроуровне при-
ведена в табл. 3.2 [19].
Таблица 3.2
Сравнительная характеристика подходов к развитию 
инновационных систем на мезо- и макроуровне
критерии для 
сравнения
Синергетический 
подход
комплементарный подход
Ключевое понятие Точка бифуркации, 
аттрактор 
Дополнительность, 
накопление опыта
Ключевой принцип Самоорганизация Взаимодополняемость
Составляющие 
элементы
Объединения структур, 
находящихся на разных 
стадиях развития
Объединения структур 
путем избирательного 
накопления конкурентных 
факторов
Источник развития Внутреннее 
противоречие в системе
Ответная реакция на 
изменения внешней среды
Характер  развития Развитие в форме 
инновационного 
прорыва. Может 
проявиться в любой 
момент, в зависимости от 
структуры эндогенных и 
экзогенных факторов
Планомерное, 
прогнозируемое развитие. 
Реализуется на новом 
качественном уровне при 
условии реализации более 
ранних уровней развития 
инновационных процессов
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Условия 
инновационного 
развития
Нелинейность, 
открытость, диссипация 
систем
Открытость, гибкость, 
адаптивность систем
Базовая идея 
инновационного 
развития
Использование 
бифуркационного 
механизма для вывода 
системы на новый 
уровень инновационного 
развития
Появление новых 
конкурентных факторов 
развития во внешней среде 
вызывает селективный 
отбор утвердившихся 
в практике управления 
принципов инновационного 
развития систем
Динамика 
инновационного 
развития
Выбор оптимальной в 
конкретных условиях 
формы самоорганизации
Открытая динамическая 
нелинейная система, 
стремящаяся к 
накоплению и фильтрации 
необходимого опыта
Эффект Достижение благоприят-
ного аттрактора
Мультипликативность
На основании данных таблицы можно сделать следующий вывод. 
Среди общих моментов в управлении инновационными системами в 
рамках каждого из подходов можно назвать следующие. Во-первых, ис-
пользование как одного, так и другого подходов возможно в целях инно-
вационного развития только для открытых систем. Во-вторых, оба под-
хода предполагают улучшение внутренних регулирующих механизмов 
инновационных систем в ответ на изменение факторов внешней и вну-
тренней среды. В-третьих, сами системы должны быть восприимчивы к 
инновационным изменениям.
Среди различий в управлении инновационными системами в рамках 
каждого из подходов можно назвать следующие. Во-первых, при синер-
гетическом подходе характер инновационных изменений в системе скач-
кообразный, а при комплементарном – планомерный. Во-вторых, при си-
нергетическом подходе инновационная система приобретает на какое-то 
время свойство устойчивости, равновесности, при комплементарном – си-
стема наращивает свойства адаптивности, преемственности. В-третьих, 
при синергетическом в большей мере развиваются механизмы самоорга-
низации, при комплементарном – механизмы самосохранения. 
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Таким образом, каждый из рассмотренных подходов имеет характер-
ные черты, достоинства и недостатки. Сложность выбора подхода в целях 
инновационного развития социально-экономической системы заключает-
ся в следующем: сформировать критерии применения того или иного под-
хода в зависимости от существующего уровня инновационного развития 
социально-экономической системы и факторов ее внешней среды. Кроме 
того, выбор усложняется необходимостью учета изменений состояния и 
характеристик системы во времени.
Использование синергетического подхода может дать наибольший резуль-
тат при необходимости реализации быстрых изменений в инновационной 
системе. Комплементарный подход целесообразнее применять в условиях 
целевого управления инновационными системами, когда есть возможность 
разработки и последовательной реализации запланированных изменений.
4. Неразвитость финансовых механизмов в управлении инновацион-
ными системами.
Федеральная служба государственной статистики Российской Федера-
ции проводит регулярные исследования деловой активности предприятий 
России. При обследовании промышленных предприятий на предмет огра-
ничивающих производство факторов анализируются следующие из них:
– недостаток квалифицированных рабочих; 
– недостаток финансовых средств;
– высокий процент коммерческого кредита;
– неопределенность экономической ситуации;
– изношенность и отсутствие оборудования;
– высокий уровень налогообложения;
– конкурирующий импорт;
– недостаточный спрос на внутреннем рынке;
– недостаточный спрос на внешнем рынке.
Результаты анализа рейтинга факторов, ограничивающих производ-
ство по данным видам экономической деятельности в 2016–2017 гг. при-
ведены на рис. 3.3. Рейтинг был построен исходя из популярности вы-
деления каждого из факторов руководителями предприятий в качестве 
ограничивающего производство. Наиболее часто называемый ограничи-
вающий фактор получил 1-е место; наиболее редко называемый ограни-
чивающий фактор – 9-е место. На основе таких ежемесячных рейтингов 
было рассчитано среднее значение для показателя «Место в рейтинге» за 
май месяц 2016 и 2017 гг. для каждого из факторов.
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а
б
Рис. 3.3. Оценка факторов, ограничивающих рост производства: 
а – в обрабатывающих организациях; б – в организациях добывающей 
промышленности
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На рисунке видно, что среди факторов, ограничивающих производ-
ство на предприятиях, наиболее существенными являются недостаточ-
ный спрос, высокий уровень налогообложения, неопределенность эконо-
мической ситуации и недостаток финансовых ресурсов. 
Следует отметить, что недостаток финансовых ресурсов может стать 
причиной неэффективной работы промышленных предприятий, посколь-
ку в этом случае возможность принятия рационального управленческого 
решения снижается. Это может привести к уменьшению экономического 
потенциала промышленного предприятия, что впоследствии негативно 
отразится на показателях ВВП страны в целом.
5. Развитие партнерства и стратегических союзов.
По данным Минпромэнерго России, государство активно поддержива-
ет и готово продолжать поддерживать дальше интеграцию и кооперацию 
российских производителей с ведущими мировыми компаниями.  Реалии 
глобальных рынков таковы, что пробиться на них в одиночку, без соответ-
ствующей поддержки крупных игроков практически невозможно.
Активизация государства и политики государственного регулирова-
ния в направлении интеграции и концентрации промышленного капитала 
способствует увеличению числа сделок в сфере слияний и поглощений. 
Так, анализируя российский рынок слияний и поглощений, приведем 
статистику за 11 месяцев 2016 г., согласно статистическим данным, за 
указанный период времени: 
‒ объем российского рынка M&A достиг 35,4 млрд долларов; 
‒ число сделок выросло — на 2 %, до 391; 
‒ в рублевом выражении суммарная стоимость сделок составила 
2,33 трлн руб. [20]. 
Кроме того, можно отметить еще одну тенденцию – тенденцию сокра-
щения покупателями числа своих поставщиков и переход к использованию 
«одного источника» получает все большее распространение. Выгодами та-
кого подхода являются повышение качества, распространение инноваций, 
сокращение издержек, интегрирование графиков производства и поставок. 
В основе всего этого лежит идея о том, что взаимодействие между постав-
щиком и покупателем должно базироваться на отношениях партнерства.
Все большее число предприятий начинает обнаруживать те взаимные 
выгоды, которые могут быть обеспечены за счет установления долгосроч-
ных связей с поставщиком. С точки зрения поставщика, такое партнер-
ство может стать непреодолимой преградой на пути конкурентов. Один 
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из эффективных способов развития партнерских взаимоотношений за-
ключается в совершенствовании системы предприятия в рамках интегри-
рованного подхода, который становится нитью, связывающей материаль-
ные, информационные, финансовые и другие потоки, движущиеся между 
партнерами по каналу поставок [17, 21].
Таким образом, рыночная экономика по своей природе отличается 
высокой восприимчивостью к инновациям. Однако это не означает ав-
томатического разрешения всех проблем в инновационной сфере. Для 
того чтобы рыночные механизмы сыграли свою стимулирующую роль 
в создании и освоении инноваций, они должны быть дополнены актив-
ной государственной политикой. Для выработки решений по проведению 
активной государственной политики необходимо иметь качественно вы-
строенную технологию развития инновационных систем.
Разработка и создание такой технологии должно учитывать следующее:
– необходимость развития новых теоретических и прикладных мето-
дов анализа и прогнозирования;
– объединение усилий государства, бизнеса и образовательных учреж-
дений в условиях турбулентности внешней и внутренней среды. 
Интеграция всех имеющихся достижений в науке и практике позволит 
создать эффективный механизм для решения инновационных задач раз-
вития систем на мезо- и макроуровне в сжатые сроки. С этой целью не-
обходимо объединить знания и опыт применения технологии управления 
проектами, достижения в области управления бизнес-процессами, вклю-
чая экономико-математическое моделирование, а также опыт компаний в 
области управления инновационной деятельностью.
Для оценки степени развития инновационных систем на мезо- и ма-
кроуровне можно использовать следующие подходы:
– ресурсный – в качестве структурных компонентов системы рассма-
триваются ее материальные и нематериальные, используемые и неис-
пользуемые, скрытые и реальные ресурсы;
– компетентностный – сумма знаний, умений и навыков всех субъек-
тов инновационной системы;
– стратегический – исследование фактических и целевых параметров 
развития инновационной системы с целью формирования ключевых кон-
курентных преимуществ.
С нашей точки зрения, все эти подходы должны быть использованы в 
совокупности, что возможно при использовании логистического алгорит-
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ма потоковых процессов. Применение всех трех подходов в данном мето-
де позволяет получить синергетический эффект, связанный с оптимиза-
цией совокупных затрат, возникающих при управлении инновационной 
системой разного уровня. 
Таким образом, для разработки и внедрения механизма решения ин-
новационных задач развития систем на мезо- и макроуровне в услови-
ях высокой турбулентности внешней и внутренней среды предлагается 
использовать логистический алгоритм потоковых процессов [22, с. 478], 
согласно которому любой поток можно представить как направленное пе-
ремещение (преобразование) в пространстве и во времени определенного 
объема полезных ресурсов. Данный алгоритм объединяет в себе особен-
ности всех вышеназванных подходов.
Так, поток – это функция, имеющая две составляющие: скалярную 
(скалярная составляющая потока (ССП)) Р
0 
– конкретный вид (объем, 
порция) полезных ресурсов и векторную (векторная составляющая по-
тока (ВСП)) ( )ztP ,0 – ориентация потока в пространстве (во времени): 
откуда (исток, генератор потока), куда (сток, потребитель), с какой скоро-
стью ( v ) перемещается ССП. Тогда поток это (формула 3.6):
),(00 ztPPP ⋅= ,                                         (3.6)
где t – время, z – пространственная координата.
Выражение (3.6) есть элементарное представление потока. Каждый 
поток полезных ресурсов имеет свое элементарное представление. В об-
щем случае при формировании какого-либо вида потока необходимым 
условием является наличие других потоков. Так, например, для нормаль-
ного функционирования материального потока необходимы финансовая, 
информационная и другие составляющие. Таким образом, каждый вид 
потока в логистической системе имеет несколько векторных составляю-
щих, обеспечивающих его формирование и движение.
В этом случае выражение для потока имеет вид (формула 3.7): 
( )ztPPP
N
i
i ,
1
00 ∑
=
⋅= ,                                         (3.7)
где N – число векторных составляющих, сопутствующие и обеспечиваю-
щие потоки. Если рассматривать поток без перемещения в пространстве 
(отсутствует пространственная переменная z), то он переходит в запас: 
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0
 (t). Как правило, при отсутствии движения в пространстве запас, чаще 
всего, изменяется во времени (по качеству, стоимости, объему и т. д.). 
Каждому виду потока полезных ресурсов соответствует своя форма 
запаса. В общем виде запас и ССП не одно и тоже – ССП формируется 
из запаса, а запас одна из форм существования ССП. Итак, существует 
тесная взаимосвязь между величиной запаса и параметрами ССП: 
1) запас отражает результат изменения и накопления ССП 
(формула 3.8):
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где N – число сопутствующих векторных составляющих и так как движения нет, то 
N = 1; )(0 tP – некоторый параметр, характеризующий изменение запаса во времени.
2) ССП характеризует процесс изменения запаса (формула 3.9): 
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При этом предлагается рассматривать следующие потоки: M – материальный 
поток; F – финансовый поток; I – информационный; W – поток трудовых ресурсов; U
– сервисный поток.
Если в системе несколько потоков, то рассуждения ведутся по отношению к i-му 
потоку.
Для успешного решения задач по оптимизации потоковых процессов, необходимо 
четко определить скалярную и векторную составляющие потока.
На основании предложенной классификации прослеживается взаимосвязь между 
различными потоками в системах разного уровня. При этом формирование 
инновационной привлекательности системы осуществляется на основе аддитивного 
алгоритма, включающего поток трудовых ресурсов (специалистов, разрабатывающих и 
внедряющих инновацию), финансовый поток (денежное обеспечение разработки и 
внедрения инновации), материальный поток (изменение структуры материального потока 
под воздействием инновации), информационный поток (куда и зачем внедряется 
нововведение). Для оценки степени развития инновационных систем разного уровня
необходимо провести анализ структуры потоков с целью выявления обеспечивающих 
потоков и оптимизации совокупных затрат. 
Таким образом, предлагаемый логистический алгоритм потоковых процессов 
может быть использован для создания технологии развития инновационных систем на 
мезо- и макроуровне, что согласовывается с приоритетными направлениями Стратегии 
инновационного развития Российской Федерации на период до 2020 г. и включает:
– активное использование человеческого капитала;
– развитие экологически чистых производств;
– формирование работоспособных экономических объединений;
– выход на стабильные демографические показатели;
– внедрение новых форм государственного управления;
– создание условий для устойчивого и сбалансированного развития сектора 
исследований и разработок.
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ния нет, то N = 1; )(0 tP  – некоторый параметр, характеризующий измене-
ние запаса во времени.
2) ССП характеризует процесс изменения запаса (формула 3.9): 
20 
 
1) запас отражает результат изменения и накопления ССП (формула 3.8):
)()()(|),( 000
1
00
1
000 tPtPPtPРztPРР
N
i
i
N
i
zi =⋅=⋅=⋅= ∑∑
==
=
, (3.8)
где N – число сопутствующих векторных составляющих и так как движения нет, то 
N = 1; – некоторый параметр, характеризующий изменение запаса во времени.
2) ССП характеризу т проце с изменения запаса (формула 3.9): 
dt
tdP
Р
)(0
0 =
. (3.9)
При этом предлагается рассматривать следующие потоки: M – материальный 
поток; F – финансовый поток; I – информационный; W – поток трудовых ресурсов; U
– сервисный поток.
Если в системе несколько потоков, то рассуждения ведутся по отношению к i-му 
потоку.
Для успешного решения задач по опт мизации потоковых процессов, необходимо 
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инновационной привлекательности системы осуществляется на основе аддитивного 
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нововведение). Для оценки степени развития инновационных систем разного уровня
необходимо провести анализ структуры потоков с целью выявления обеспечивающих 
потоков и оптимизации совокупных затрат. 
Таким образом, предлагаемый логистический алгоритм потоковых процессов 
может быть использован для создания технологии развития инновационных систем на 
мезо- и макроуровне, что согласовывается с приоритетными направлениями Стратегии 
инновационного развития Российской Федерации на период до 2020 г. и включает:
– активное использование человеческого капитала;
– развитие экологически чистых производств;
– формирование работоспособных экономических объединений;
– выход на стабильные демографические показатели;
– внедрение новых форм государственного управления;
– создание условий для устойчивого и сбалансированного развития сектора 
исследований и разработок.
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При этом предлагается рассматривать следующие потоки: M  – мате-
риальный поток; F  – финансовый поток; I  – информационный; W  – 
поток трудовых ресурсов; U  – ервисный поток.
Если в системе несколько потоков, то рассуждения ведутся по отноше-
нию к i-му потоку.
Для успешного решения задач по оптимизации потоковых процес-
сов, необходимо четко определить скалярную и векторную составляю-
щие потока.
На основании предложенной классификации прослеживается взаимо- 
связь между различными потоками в системах разного уровня. При этом 
формирование инновацион ой привл кательнос  системы осуществля-
ется на основе аддитивного алгоритма, включающего поток трудовых 
ресурсов (специалистов, разрабатывающих и внед яющих инновацию), 
финансовый поток (денежное обеспечение разработки и внедрения инно-
вации), материальный пот к (изменение структуры матер ального пото-
ка под воздействием инновации), информационный поток (куда и зачем 
внедряется нововведен е). Для оценки степен  развития инновационных 
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систем разного уровня необходимо провести анализ структуры потоков с 
целью выявления обеспечивающих потоков и оптимизации совокупных 
затрат. 
Таким образом, предлагаемый логистический алгоритм потоковых 
процессов может быть использован для создания технологии развития 
инновационных систем на мезо- и макроуровне, что согласовывается с 
приоритетными направлениями Стратегии инновационного развития 
Российской Федерации на период до 2020 г.  и включает:
– активное использование человеческого капитала;
– развитие экологически чистых производств;
– формирование работоспособных экономических объединений;
– выход на стабильные демографические показатели;
– внедрение новых форм государственного управления;
– создание условий для устойчивого и сбалансированного развития 
сектора исследований и разработок.
Разработанный алгоритм будет направлен на интенсификацию:
– системных процессов и процедур, необходимых для разработки и 
реализации инновационных проектов;
– необходимого и достаточного производственно-управленческого 
опыта, позволяющего максимально использовать скрытый потенциал 
элементов инновационных систем;
– методов построения эффективных связей инновационных систем в 
условиях турбулентности внешней и внутренней среды;
– практических моделей планирования и прогнозирования рынка для 
обеспечения коммерческой эффективности инновационных проектов.
Отметим, что современные инновационные системы являются от-
крытыми и нелинейными системами, то есть обладают способностью 
к сложному поведению, способны к самоорганизации и саморазвитию. 
Сложность поведения таких систем коренным образом отражается на эф-
фективности инновационных процессов как в позитивном, так и в нега-
тивном аспектах.
Все изложенное обусловливает необходимость исследования широко-
го круга вопросов, связанных с формированием механизмов, форм и ме-
тодов развития инновационных систем на мезо- и макроуровне. 
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§2. Структурирование факторов инновационной активности  
и методические особенности оптимизации эконометрических 
моделей оценки их влияния на мезоуровне
Статистическая база Федеральной службы государственной статисти-
ки содержит несколько показателей, которые могут быть использованы для 
оценки инновационного развития на региональном уровне: 1) объем иннова-
ционных товаров, работ, услуг; 2) внутренние затраты на научные исследо-
вания и разработки; 3) количество поданных заявок на патенты изобретений; 
4) количество выданных патентов на изобретения. Первые два из перечис-
ленных показателей носят достаточно субъективный характер, поскольку 
рассчитываются непосредственно организациями, которые вправе самосто-
ятельно оценивать степень инновационности выпускаемой ими продукции. 
Показатель количества поданных заявок на патенты изобретений не является 
результирующим, поскольку характеризует скорее усилия и желание пред-
приятий запатентовать изобретение, что в силу ряда причин не всегда может 
быть осуществлено (например, если подобное изобретение уже было ранее 
запатентовано и т. д.) Следовательно, использование данного показателя мо-
жет привести к завышению уровня инновационного развития регионов. 
Таким образом, в качестве обобщающего результирующего показате-
ля инновационного развития на мезоуровне в данном исследовании было 
выбрано количество выданных патентов на изобретения. Данный показа-
тель имеет ряд преимуществ. Во-первых, он характеризует результатив-
ность деятельности научно-исследовательского сектора, являющегося ос-
новным источником инноваций. Во-вторых, можно считать данный пока-
затель объективным, поскольку единственным источником информации о 
выдаче патентов на изобретения в России является Федеральная служба 
по интеллектуальной собственности (Роспатент). В-третьих, понятие «ин-
новационности» применительно к региону является достаточно широким 
описанием большого числа процессов, из-за чего возникают сложности 
при оценке их влияния на экономику региона [23]. В то же время влияние 
получения патентов, заключающиеся в увеличении стоимости компании, 
является однозначным.
Существует большое количество потенциальных факторов, способ-
ных оказывать влияние на инновационное развитие региона. Для того 
чтобы упорядочить большое число имеющихся показателей, разделим их 
на несколько групп.
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1. Развитие человеческого капитала в регионе
Наличие высококвалифицированных специалистов в регионе являет-
ся необходимым условием для разработки инновационных технологий и 
продуктов и их производства. Для привлечения специалистов в регион 
и препятствования «оттоку мозгов» необходимо обеспечение достойно-
го уровня жизни. Поэтому к данной группе показателей, кроме различ-
ных индикаторов уровня образования, относятся также государственные 
расходы на медицину и образование, уровень преступности, размер ВРП, 
уровень занятости и безработицы, сальдированный финансовый резуль-
тат деятельности организаций и т. д.
2. Условия для развития конкуренции в регионе
В настоящее время среди экономистов господствует мнение о том, что 
для активного восприятия, разработки и внедрения новых технологий 
необходимо наличие конкуренции между предприятиями. В частности, 
И. Г. Дежина и В. В. Киселева в своей работе, посвященной исследова-
нию роли государства, науки и бизнеса в создании инновационно-ориен-
тированной экономики, подчеркивают, что одной из причин нежелания 
российских компаний инвестировать в НИОКР является недостаточный 
уровень конкуренции и монополизм многих российских компаний. Таким 
образом, по мнению авторов, российской экономике необходима диверси-
фикация размеров фирм [24]. Соответственно, в данную группу факторов 
вошли показатели, отражающие развитие финансовых институтов, долю 
малых предприятий в общем числе предприятий региона.
3. Инвестиционная активность в регионе
Прохождение инновационного процесса невозможно без инвестиро-
вания. Для оценки инвестиционной активности региона необходимо учи-
тывать не только объемы осуществляемых инвестиций, но и их распреде-
ление по отраслям и источникам финансирования. Влияние увеличения 
инвестиций в основной капитал на инновационную деятельность не яв-
ляется очевидным. По мнению некоторых  исследователей, физический 
капитал и знания являются взаимодополняющими факторами, стимули-
рующими экономический рост. Существует и альтернативная точка зре-
ния, согласно которой увеличение физического капитала ведет к экономи-
ческому росту только в среднесрочной перспективе и, соответственно, не 
может определять инновационную активность, имеющую, в большинстве 
случаев, долгосрочный характер [23]. Прямые иностранные инвестиции 
(ПИИ) в данном случае являются не только источником средств, но и од-
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ним из важнейших каналов трансфера технологий. Однако следует пони-
мать, что при проведении исследования необходимо учесть отраслевую 
специфику ПИИ. Поскольку одной из целей осуществления инновацион-
ного процесса для России является отход от сырьевой модели развития 
экономики, из выборки были исключены те регионы, в которых ПИИ по-
ступают преимущественно в сырьевой сектор.
4. Уровень развития инфраструктуры в регионе
Исследованию влияния уровня развития инфраструктуры на благосо-
стояние посвящено большое количество работ. Так, например, Calderon и 
Serven в своем исследовании подтвердили положительную взаимосвязь 
между развитой инфраструктурой и увеличением ВВП и сокращением 
неравенства при распределении доходов на уровне стран [25]. Уровень 
развития инфраструктуры в регионе влияет на трансакционные издержки 
предприятий и, соответственно, на рыночную эффективность производ-
ства инновационной продукции, что в свою очередь отразится на желании 
и возможности осуществлять НИОКР. В данную группу факторов вошли 
такие показатели, как объемы перевозки грузов, густота дорог, количе-
ство телефонных аппаратов и т. д.
5. Степень вовлеченности региона во внешнеэкономическую деятель-
ность
Внешнеэкономическая деятельность и инновационная активность во 
многом обусловливают друг друга. С одной стороны, без разработки и 
внедрения инновационной продукции отечественные предприятия не 
смогут быть конкурентоспособными на мировом рынке. С другой сторо-
ны, не развивая сферу внешнеэкономических отношений, которая явля-
ется одним из основных каналов трансфера технологий, российским ор-
ганизациям будет сложно повышать уровень инновационной активности. 
В данную группу вошли показатели, характеризующие объем экспорта/
импорта в ближнее и дальнее зарубежье; показатели числа соглашений, 
стоимости предмета соглашении и поступления/выплаты по экспорту/им-
порту технологий и услуг технического характера, прямые иностранные 
инвестиции.
Прямые иностранные инвестиции (ПИИ) в данном случае являются не 
только источником средств, но и одним из важнейших каналов трансфера 
технологий. Однако следует понимать, что при проведении исследования 
необходимо учесть отраслевую специфику ПИИ. Поскольку одной из це-
лей осуществления инновационного процесса для России является отход 
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от сырьевой модели развития экономики, из выборки были исключены те 
регионы, в которых ПИИ поступают преимущественно в сырьевой сектор.
Полный список рассматриваемых показателей с разбивкой по группам 
представлен в Приложении 1. Таким образом, анализируемая модель при-
мет следующий вид:
количество выданных патентов на изобретения = f (развитие 
человеческого капитала; условия для развития конкуренции; 
инвестиционная активность; уровень развития инфраструктуры; 
степень вовлеченности в ВЭД)
Для построения модели факторов, влияющих на инновационное раз-
витие регионов, в работе использованы различные инструменты эконо-
метрики. Однако сложность составления подобной модели заключается 
в том, что имеется большое количество факторов, которые потенциаль-
но могут влиять на инновационный процесс в регионе. Выше нами была 
предпринята попытка разделить возможные факторы на группы в зави-
симости от того, какой аспект инновационного потенциала региона они 
характеризуют. 
В качестве статистической базы исследования нами были использо-
ваны данные Федеральной службы государственной статистики по 68 
регионам России (из выборки были исключены регионы, по которым 
содержится малое число данных) за 2001–2014 гг., опубликованные в 
официальных изданиях, а также содержащиеся в электронных базах дан-
ных Федеральной службы государственной статистики (Приложение 2 – 
«Список анализируемых регионов»).
Для составления обобщенной эконометрической модели, учитывающей 
всевозможные факторы, мы использовали модифицированную «функцию 
генерирования знаний» Кобба – Дугласа, прологарифмировав ее [26]: 
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iii uXY ++= βαln , (3.10),                              (3.10)
где i – номер региона; Yi  – объясняемая переменная, характеризующая 
инновационную активность региона под номером i; α – константа; Xi – 
вектор объясняющих переменных для региона под номером i.
Так как представленная модель является логарифмической, коэффици-
енты регрессии βi представляют собой эластичности – процентное изме-
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нение Yi в ответ на процентное изменение соответствующей переменной. 
Принимая во внимание то, что логарифмирование применимо только к 
положительным величинам, часть объясняющих переменных была выра-
жена в процентных отношениях (долях) или в виде средних показателей. 
Перед тем как приступить к тестированию эконометрической модели, 
необходимо определить, какие переменные из имеющихся должны быть 
включены в регрессионное уравнение. Верное определение переменных 
имеет большое значение для результатов эмпирического анализа: вклю-
чение излишне большого их количества приведет к нестабильности ре-
зультатов эмпирической оценки модели, а исключение важных перемен-
ных будет способствовать искажению оценок и возникновению проблемы 
полной мультиколлинеарности. 
Рассмотрим следующую модель оптимизации:
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где xt = (x1,t, ..., xk,t) – вектор k-переменных, для которых xtopt является  оптимальной 
структурой модели, которую необходимо определить; uit – вектор остатков регрессии. 
В научной литературе приведено несколько методов решения задачи оптимизации 
регрессионных моделей при использовании больших баз данных. В частности, согласно 
исследованию T. Perez-Amaral, G. M. Gallo, H. White существуют методы, основанные на 
t-статистике и критерии R², в частности методы «от общего к частному» и «снизу вверх»
[27]. Однако оба данных метода являются ненадежными, поскольку их использование для 
одной и той же модели приводит к  различным результатам. 
Другим способом выбора оптимальной модели является использование 
информационных критериев (IC) для отбора модели согласно ее объясняющей 
способности и дополнительному «штрафу» за количество включенных в нее регрессоров
[28]. Таким образом, информационные критерии позволяют в определенной степени 
подобрать оптимальную спецификацию модели с точки зрения баланса между ее 
точностью и сложностью (количеством включенных переменных). Соответственно, 
необходимо найти набор переменных, ведущих к минимизации значения 
информационного критерия. В данном исследовании рассматриваются два 
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тимальной структурой модели, которую необходимо определить; uit – век-
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В научной литературе приведено несколько методов решения задачи 
оптимизации регрессионных моделей при использовании больших баз 
данных. В частности, согласно следованию T. Perez-Amaral, G. M. Gallo, 
H. White существуют методы, основанные на t-статистике и критерии R², 
в частности методы «от общего к частному» и «снизу вверх» [27]. Однако 
оба данных метода являются ненадежными, поскольку их использование 
для одной и той же модели приводит к  различным результатам. 
 Другим способом в бора оптимальной модели является использо-
вание информационных критериев (IC) для отбора модели согласно ее 
объясняющей способности и дополнительному «штрафу» за количество 
включенных в нее регрессоров [28]. Таким образом, информационные 
критерии позволяют в определенной степени подобрать оптимальную 
спецификацию модели с точки зрения баланса между ее точностью и 
сложностью (количеством включенных переменных). Соответственно, 
необходимо найти набор переменных, ведущих к минимизации значения 
информационного критерия. В данном исследовании рассматриваются 
два информационных критерия: Хэннан – Куинна (HQIC) и Байесовский 
информационный критерий (BIC) (иногда называемый «критерий Швар-
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ца»). Информационный критерий Акаике (AIC) не был рассмотрен, по-
скольку имеет достаточно существенный недостаток, состоящий в пере- 
оценке истинного количества параметров в модели [29].
Названные информационные критерии имеют следующую структуру:
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где δ2 – оценка остаточной суммы квадратов; f(k, n) – «штраф» за количество 
включенных переменных (k), зависящий от размера выборки. 
В соответствии с информационным критерием, штраф равняется 2kln(n)/n и 
2kln(ln(n))/n для BIC и HQIC, соответственно.  
Однако при нахождении глобального минимума функции также может возникнуть 
ряд проблем. W. L. Goffe, G. Ferrier, J. Rogers были одними из первых, кто признал, что 
многие проблемы оптимизации в эконометрики не могут быть решены с использованием 
стандартных методов из-за существования множественных оптимумов и разрывов [30]. 
Эвристические методы оптимизации предлагают решение в таких случаях. Эвристические 
методы на самом деле не являются новыми в  теории оптимизации (некоторые из 
алгоритмов появились еще в 1960-х гг.), однако они лишь с недавнего времени становятся 
актуальными для применения на практике благодаря огромному увеличению 
вычислительной мощности компьютеров в течение последних двух десятилетий. Термин 
«эвристические методы» фактически охватывает широкий спектр различных методов, 
многие из которых были созданы на подобие эволюционных или биологических 
процессов. Например, существуют методы, которые напоминают эволюцию видов 
(генетические алгоритмы) или копируют поведение стаи птиц, которые ищут пищу. Gilli и 
Winker в своей работе представляют обзор подобных методов и их использования в 
эконометрике [31].
Несмотря на имеющиеся между различными эвристическими методами различия, 
существуют и общие принципы, присущие всем методам. Все эвристические методы 
используют сходные стратегии для преодоления проблемы «застревания» в локальном 
оптимуме. Во-первых, во время работы в пространстве поиска они разрешают временное 
ухудшение значения целевой функции. Во-вторых, общим для всех методов является 
использование случайности для создания новых вариантов решения.
Для минимизации функции обозначенных ранее информационных критериев нами 
были выбраны два эвристических метода и разработаны соответствующие алгоритмы к 
ним: алгоритм порогового принятия и генетический алгоритм. Оба алгоритма были 
спрограммированы в пакете R (R-project).
                                  (3.12)
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ды» фактически охватывает широкий спектр различных метод в, многие 
из которых были созданы на подобие эволюционных или биологических 
процессов. Например, существуют методы, которые напоминают эволю-
цию видов (генетические алгорит ы) или копируют оведение стаи птиц, 
которые ищут пищу. Gilli и Winker в своей работе представляют обзор 
подобных методов и их использования в эконометрике [31].
Несмотря на имеющиеся между различными эвристическими метода-
ми различия, существуют и общие принципы, присущие всем методам. 
Все эвристические методы используют сходные стратегии для преодоле-
ния проблемы «застревания» в локальном оптимуме. Во-первых, во вре-
мя работы в пространстве поиска они разрешают временное ухудшение 
значения целевой функции. Во-вторых, общим для всех методов является 
использование случайности для создания новых вариантов решения.
Для минимизации функции обозначенных ранее информационных 
критериев нами были выбраны два эвристических метода и разработаны 
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соответствующие алгоритмы к ним: алгоритм порогового принятия и ге-
нетический алгоритм. Оба алгоритма были спрограммированы в пакете R 
(R-project).
алгоритм порогового принятия (Threshold Accepting)
Алгоритм порогового принятия, предложенный Dueck  и Scheurer в 
1990 г., – это усовершенствованный вариант классического метода ло-
кального поиска [32]. Алгоритм локального поиска начинается со случай-
но выбранного допустимого решения,  затем выбирается – опять случай-
но – соседнее решение как новый потенциальный вариант решения. Если 
это новое решение, называемое «соседним», лучше, алгоритм принимает 
его. Если «соседнее» решение хуже, алгоритм остается на исходном ре-
шении и выбирает нового «соседа». Алгоритм останавливается по исте-
чении заданного большого числа итераций, или если не было достигнуто 
никаких улучшений в течение ряда этапов.
В отличие от метода локального поиска, в алгоритме порогового при-
нятия новое решение принимается вне зависимости от того, уменьшается 
или увеличивается ли значение целевой функции, главное, чтобы разли-
чие в значениях функций, не превышающее заданного порога. Основны-
ми компонентами данного алгоритма является функция, которая опреде-
ляет снижение порога в ходе процедуры, критерии остановки, а также 
методы, используемые для создания начального решения и поиска сосед-
них решений. Основными преимуществами алгоритма являются концеп-
туальная простота и отличная производительность на различных задачах 
комбинаторной оптимизации.
Псевдокод алгоритма порогового принятия
– Инициализировать  начальное решение w
0
, максимальное количе-
ство итераций I
max
 и порог τ.
– Выполнять следующий цикл, пока не достигнем I
max
:
{
 - сгенерировать случайное соседнее решение;
 - если разность целевых функций меньше порогового значения, 
то принять соседнее решение как новое решение;
 - уменьшить значение порога.
}
В данном алгоритме генерируется начальное решение w
0
 в качестве 
бинарного вектора, компоненты которого соответствуют регрессорам X, 
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1 – регрессор включен в начальное решение, 0 – регрессор не включен. 
Начальное решение генерируется случайным образом, вместо того, чтобы 
генерировать его на основании эмпирических фактов или ожиданий, для 
того, чтобы алгоритм не начал работу с позиции локального минимума.
Новое решение w1 генерируется путем обмена двух случайно выбран-
ных компонент с компонентами, расположенными в ближайшем сосед-
стве в радиусе трех компонент. Сосед выбирается случайным образом, 
и если он имеет то же значение, что и выбранная компонента, тогда ее 
значение меняется на противоположное (например, с 1 на 0). То же са-
мое происходит, если случайно выбранный сосед оказался изначально 
выбранной компонентой.
Чтобы сгенерировать эффективные пороги для всех трех информа-
ционных критериев, в научной литературе используется модель потока 
данных [33]. С этой целью рассчитывается абсолютная разница между 
начальным и новым значениями целевой функции. Основываясь на экс-
периментальных данных, полученных исследователями, пороговое значе-
ние было выбрано нами на уровне 0,6. Если установить в качестве поро-
гового значение равное нулю, тогда получим классический метод локаль-
ного поиска. 
Так как алгоритм порогового принятия является стохастическим про-
цессом, то он может найти лучшее решение, а затем потерять его в про-
цессе поиска. Чтобы избежать подобной ситуации, лучшее решение, най-
денное во время поиска, сохраняется. 
Генетический алгоритм (Genetic Algorithm)
Генетический алгоритм, ставший популярным после выхода в 1975 г. 
книги Дж. Холланда «Адаптация в естественных и искусственных систе-
мах», является эвристическим методом, в основе которого лежит набор 
решений или так называемая «популяция» [34]. Таким образом, генети-
ческий алгоритм развивает поисковое пространство в нескольких направ-
лениях одновременно так, что вероятность попадания в локальный мини-
мум снижена.
Члены «популяции» генетического алгоритма («хромосомы») пред-
ставлены как бинарные строки, в которой каждая позиция («ген») имеет 
два возможных значения: 1 и 0. В каждом «поколении» генетический ал-
горитм заменяет часть популяции новыми хромосомами («детьми»), для 
того чтобы достигнуть лучшего решения для конкретной задачи. «Дети» 
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генерируются с помощью механизма скрещивания, который комбинирует 
части родительских хромосом, и мутации, которые случайным образом 
изменяет несколько генов в хромосомах. 
Псевдокод генетического алгоритма
– Инициализировать начальную популяцию K, максимальное количе-
ство поколений G
max
.
– Выполнять следующий цикл, пока не достигнем G
max
:
{
 - сортировать популяцию в порядке ухудшения показателя целе-
вой функции;
 - сгенерировать дочерние хромосомы;
 - добавить дочернюю хромосому к новой популяции;
 - мутировать случайным образом в  генах популяции;
}
K  – матрица p начальных решений. Количество начальных решений 
было выбрано на уровне 500, считая, что это достаточно большая цифра 
для просмотра поискового пространства в разных направлениях, и в то 
же время достаточно маленькая для возможной эффективной сортировки 
и выбора наилучшего решения. Как и в предыдущем алгоритме, хромосо-
мы в начальной популяции генерировались с фиксированным количеством 
включенных переменных, случайно распределенных по вектору. После 
этого популяция сортируется по возрастанию целевой функции и берется 
только 50 % наилучших, с точки зрения целевой функции,  хромосом.
В дополнение к этому генетический алгоритм предполагает два ме-
ханизма скрещивания: скрещивание в единственной точке (single-point) 
и мультискрещивание (то есть скрещивание хромосом в нескольких точ-
ках) – uniform. При скрещивании хромосом в единственной точке две ро-
дительских хромосомы разбиваются в случайно выбранном гене. Затем 
дети получаются из комбинирования первой части одной родительской 
хромосомы и второй части другой родительской хромосомы. Мультискре-
щивание является более сложным процессом, при котором скрещивание 
может произойти не обязательно в одном гене. С вероятностью p
0
 пере-
ставляются родительские гены в хромосоме-наследнике. 
Для применения эвристических алгоритмов оптимизации к модели, 
представленной формулой 3.11, в регрессионное уравнение были включе-
ны все потенциальные переменные, за исключением объясняемой. Далее 
остатки регрессии, оцененной с помощью метода наименьших квадратов 
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(МНК), использовались для составления целевой функции, в роли кото-
рой поочередно выступали два обозначенных ранее информационных 
критерия (BIC и HQIC). Поскольку чем меньше значение информацион-
ного критерия, тем более высока точность модели, задачей использования 
эвристических алгоритмов являлось нахождение минимума заданной це-
левой функции.
Протестировав два возможных механизма скрещивания для 100 по-
колений, по результатам 10 запусков каждого алгоритма были получены 
следующие результаты (табл. 3.3) для целевой функции, задаваемой кри-
терием BIC (в качестве объясняемой переменной выступал логарифм ко-
личества выданных патентов на изобретения).
Таблица 3.3
Сравнение двух механизмов скрещивания для генетического 
алгоритма
Показатель
Скрещивание  
в одной точке
Мультискрещивание
Среднее значение -0,4315348 -0,4326342
Минимальное значение -0,4311782 -0,4328636
Стандартное отклонение 0,0004562 0,0003256
Два вышеназванных механизма сравнивались нами по трем показате-
лям: 1) среднее значение целевой функции; 2) минимальное ее значение; 
3) стандартное отклонение. По каждому из представленных критериев 
более сложный по своей природе механизм мультискрещивания проде-
монстрировал лучший результат, что свидетельствует о его большей эф-
фективности и более высокой устойчивости полученных результатов. 
Основываясь на результатах проведенного сравнения, в дальнейшем для 
реализации генетического алгоритма был выбран механизм мультискре-
щивания генов.
Далее сравнение по аналогичным критериям было проведено нами 
для генетического алгоритма и алгоритма порогового принятия. Резуль-
таты представлены на основе 10 запусков каждого из алгоритмов (табл. 
3.4). Количество итераций для алгоритма порогового принятия с целью 
обеспечения сопоставимости результатов для двух алгоритмов равняет-
ся произведению числа поколений и числа хромосом для генетического 
алгоритма. 
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Таблица 3.4
Сравнение эвристических алгоритмов
Показатель
Генетический 
алгоритм
алгоритм порогового 
принятия
Среднее значение -0,4326342 -0,4162312
Минимальное значение -0,4328636 -0,4287731
Стандартное отклонение 0,0003256 0,0004253
Проанализировав полученные результаты, можно отметить, что гене-
тический алгоритм по всем трем информационным критериям демонстри-
рует значительное меньшее стандартное отклонение, что свидетельству-
ет об относительной устойчивости получаемых результатов. Более того, 
наилучшие (в данном случае наименьшие) решения также были найдены 
с помощью генетического алгоритма. Следовательно, в дальнейшем це-
лесообразным представляется использование результатов генетического 
алгоритма.
§3. эконометрическое моделирование влияния 
социально-экономических подсистем на инновационную 
активность в условиях региональной неоднородности
Существует несколько способов оценки модели, составленной для па-
нельных данных. Сквозная модель регрессии (Pooled regression) не учи-
тывает панельную структуру исследуемых данных и, соответственно, не 
позволяет учесть индивидуальные особенности регионов. К моделям, ко-
торые способны учесть влияние индивидуальных эффектов, относятся мо-
дели с фиксированными и случайными индивидуальными эффектами [35]. 
В общем виде модель, учитывающая индивидуальные фиксированные 
эффекты, будет выглядеть следующим образом:
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исследуемых данных и, соответственно, не позволяет учесть индивидуальные 
особенности регионов. К моделям, которые способны учесть влияние индивидуальных 
эффектов, относятся модели с фикс рованными и случайными индивидуальными 
эффектами [35].
В бщем в де модель, учитыв ющая индивидуальные фиксированные эффекты, 
будет выглядеть следующим образом:
𝑦𝑦𝑖𝑖𝑖𝑖 =  𝑋𝑋𝑖𝑖𝑖𝑖′ β + α𝑖𝑖 + ε𝑖𝑖𝑖𝑖, (3.13)
где αi – индивидуальная характеристика для региона, не зависящая от времени 
(индивидуальный эффект, неучтенный фактор).
В свою очередь, существует два способа оценки модели с фиксированными 
эффектами. Первый заключается в использовании дамми-переменных для обозначения 
каждого из регионов:
𝑑𝑑𝑗𝑗𝑖𝑖= �
1, если 𝑖𝑖 = 𝑗𝑗0, если 𝑖𝑖 ≠ 𝑗𝑗 при j = 1…N. (3.14).
При этом во избежание «ловушки дамми» и полной мультиколлинеарности следует 
исключить из модели индивидуальные особенности регионов, не меняющиеся со 
временем. Оценка модели осуществляется с помощью метода наименьших квадратов.
Однако при большом числе исследуемых объектов нельзя гарантировать состоятельность 
данной оценки.
Второй способ оценки модели с фиксированными эффектами заключается в 
использовании внутригруппового (within) преобразования. Для осуществления данного 
преобразования переменные в формуле (3.13) следует заменить на их отклонения от 
средних значений соответствующих исходных переменных:(𝑦𝑦𝑖𝑖𝑖𝑖 −  𝑦𝑦𝑖𝑖⦁) = (𝑋𝑋𝑖𝑖𝑖𝑖 − 𝑋𝑋𝑖𝑖⦁ )′β + (ε𝑖𝑖𝑖𝑖 −  ε𝑖𝑖⦁). (3.15)
После осуществления описанного преобразования модель оценивается МНК. 
Полученная оценка будет состоятельной и асимптотически нормальной. Модель с 
фиксированными эффектами является достаточно гибкой, поскольку, в отличие от модели 
сквозной регрессии, позволяет учитывать индивидуальную гетерогенность регионов. 
Качество подгонки данной модели позволяет оценивать  по коэффициенту детерминации 
R2-within. 
Модель со случайными эффектами в матричной записи имеет следующий вид:
𝑌𝑌 = 𝑋𝑋 ∙ 𝑏𝑏 + 𝑢𝑢, (3.16)
где 𝑢𝑢𝑖𝑖𝑖𝑖 = α𝑖𝑖 + ε𝑖𝑖𝑖𝑖.; α𝑖𝑖 – индивидуальная характеристика региона, как и в модели с 
фиксированными эффектами, однако теперь предполагается, что подобные 
                                (3.13)
где αi – индивидуальная характеристика для региона, не зависящая от вре-
мени (инд видуальный эффект, неучтенный фактор).
В свою очередь существует два способа оценки модели с фиксирован-
ными эффектами. Первый заключается в использовании дамми-перемен-
ных для обозначения каждого и  регионов:
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использовании внутригруппового (within) преобразования. Для осуществления данного 
преобразования переменные в формуле (3.13) следует заменить на их отклонения от 
средних значений соответствующих исходных переменных:(𝑦𝑦𝑖𝑖𝑖𝑖 −  𝑦𝑦𝑖𝑖⦁) = (𝑋𝑋𝑖𝑖𝑖𝑖 − 𝑋𝑋𝑖𝑖⦁ )′β + (ε𝑖𝑖𝑖𝑖 −  ε𝑖𝑖⦁). (3.15)
После осуществления описанного преобразования модель оценивается МНК. 
Полученная оценка будет состоятельной и асимптотически нормальной. Модель с 
фиксированными эффектами является достаточно гибкой, поскольку, в отличие от модели 
сквозной регрессии, позволяет учитывать индивидуальную гетерогенность регионов. 
Качество подгонки данной модели позволяет оценивать  по коэффициенту детерминации 
R2-within. 
Модель со случайными эффектами в матричной записи имеет следующий вид:
𝑌𝑌 = 𝑋𝑋 ∙ 𝑏𝑏 + 𝑢𝑢, (3.16)
где 𝑢𝑢𝑖𝑖𝑖𝑖 = α𝑖𝑖 + ε𝑖𝑖𝑖𝑖.; α𝑖𝑖 – индивидуальная характеристика региона, как и в модели с 
фиксированными эффектами, однако теперь предполагается, что подобные 
                      (3.14)
При этом во избежание «ловушки дамми» и полной мультиколлинеар-
ности следует исключить из модели индивидуальные особенности регио- 
нов, не меняющиеся со временем. Оценка модели осуществляется с по-
мощью метода наименьших квадратов. Однако при большом числе иссле-
дуемых объектов нельзя гарантировать состоятельность данной оценки.
Второй способ оценки модели с фиксированными эффектами заклю-
чается в использовании внутригруппового (within) преобразования. Для 
осуществления данного преобразования переменные в формуле (3.13) 
следует заменить на их отклонения от средних значений соответствую-
щих исходных переменных:
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исследуемых данных и, соответственно, не позволяет учесть индивидуальные 
особенности регионов. К моделям, которые способны учесть влияние индивидуальных 
эффектов, относятся модели с фиксированными и случайными индивидуальными 
эффектами [35].
В общем виде модель, учитывающая индивидуальные фиксированные эффекты, 
будет выглядеть следующим образом:
𝑦𝑦𝑖𝑖𝑖𝑖 =  𝑋𝑋𝑖𝑖𝑖𝑖′ β + α𝑖𝑖 + ε𝑖𝑖𝑖𝑖, (3.13)
где αi – индивидуальная характеристика для региона, не зависящая от времени 
(индивидуальный эффект, неучтенный фактор).
В свою очередь, существует два способа оценки модели с фиксированными 
эффектами. Первый заключается в использовании дамми-переменных для обозначения 
каждого из регионов:
𝑑𝑑𝑗𝑗𝑖𝑖= �
1, если 𝑖𝑖 = 𝑗𝑗0, если 𝑖𝑖 ≠ 𝑗𝑗 при j = 1…N. (3.14).
При этом во избежание «ловушки дамми» и полной мультиколлинеарности следует 
исключить из модели индивидуальные особенности регионов, не меняющиеся со 
временем. Оценка модели осуществляется с помощью метода наименьших квадратов.
Однако при большом числе исследуемых объектов нельзя гарантировать состоятельность 
данной оценки.
Второй способ оценки модели с фиксированными эффектами заключается в 
использовании внутр группового (within) преобразования. Для осуществления данного 
преобразования переменные в формуле (3.13) следует заменить на их отклонения от 
средн х значений соответствующих исходных переменных:(𝑦𝑦𝑖𝑖𝑖𝑖 −  𝑦𝑦𝑖𝑖⦁) = (𝑋𝑋𝑖𝑖𝑖𝑖 − 𝑋𝑋𝑖𝑖⦁ )′β + (ε𝑖𝑖𝑖𝑖 −  ε𝑖𝑖⦁). (3.15)
После осуществления описанного преобразования модель оценивается МНК. 
Полученная оценка будет состоятельной и асимптотически нормальной. Модель с 
фиксированными эффектами является достаточно гибкой, поскольку, в отличие от модели 
сквозной регрессии, позволяет учитывать индивидуальную гетерогенность регионов. 
Качество подгонки данной модели позволяет оценивать  по коэффициенту детерминации 
R2-within. 
Модель со случайными эффектами в матричной записи имеет следующий вид:
𝑌𝑌 = 𝑋𝑋 ∙ 𝑏𝑏 + 𝑢𝑢, (3.16)
где 𝑢𝑢𝑖𝑖𝑖𝑖 = α𝑖𝑖 + ε𝑖𝑖𝑖𝑖.; α𝑖𝑖 – индивидуальная характеристика региона, как и в модели с 
фиксированными эффектами, однако теперь предполагается, что подобные 
                (3.15)
После осуществления описанного преобразования модель оценива-
ется МНК. Полученная оценка будет состоятельной и асимптотически 
нормальной. Модель с фиксированными эффектами является достаточно 
гибкой, поскольку, в отличие от модели сквозной регрессии, позволяет 
учитывать и дивидуальную гетер генност  регионов. Качес во подго -
ки данной модели позволяет оценивать  по коэффициенту детерминации 
R2-within. 
Модель со случайными эффектами в матричной записи имеет следу-
ющий вид:
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исследуемых данных и, соответственно, не позволяет учесть индивидуальные 
особенности регионов. К моделям, которые способны учесть влияние индивидуальных 
эффектов, относят я модели с фиксированными и случайными индивидуальными 
эффектами [35].
В общем виде модель, учитывающая индивидуальные ф ксирова ные эффекты, 
будет выглядеть следующим образом:
𝑦𝑦𝑖𝑖𝑖𝑖 =  𝑋𝑋𝑖𝑖𝑖𝑖′ β + α𝑖𝑖 + ε𝑖𝑖𝑖𝑖, (3.13)
гд  αi – ндивидуальная характеристика для региона, не зависящая от времени 
(индивидуальный эффект, неучтенный фактор).
В с ою очередь, сущ ствует два способа оц нки модели с фиксированными 
эффектами. Первый заключается в использовании дамми-переменных для обозначения 
каждого из регионов:
𝑑𝑑𝑗𝑗𝑖𝑖= �
1, если 𝑖𝑖 = 𝑗𝑗0, сли 𝑖𝑖 ≠ 𝑗𝑗 при j = 1…N. (3.14).
При этом во избежание «ловушки дамми» и полной мультиколлинеарности следует 
исключить из модели индивидуальные особенности регионов, не меняющиеся со 
ременем. Оценка модели осуществляется с помощью метода аименьших квадратов.
Однако при большом числе исследуемых бъектов нельзя гарантировать остоятельность 
данной оценки.
Вт рой способ оц нки модели с фиксированными эффектами заключается в 
использовании внутригруппового (within) преобразования. Для осуществления данного 
преобразования переменные в формуле (3.13) следует заменить на их отклонения от 
средних значений соответствующих исходных переменных:(𝑦𝑦𝑖𝑖𝑖𝑖 −  𝑦𝑦𝑖𝑖⦁) = (𝑋𝑋𝑖𝑖𝑖𝑖 − 𝑋𝑋𝑖𝑖⦁ )′β + (ε𝑖𝑖𝑖𝑖 −  ε𝑖𝑖⦁). (3.15)
После о уществления описанного преобразования модель оценивается МНК. 
Получе ная оценка будет состоятельной и асимптотически нормальной. Модель с 
фиксированными эффектами является достаточно гибкой, поскольку, в отличие от модели 
сквозной регрессии, п зво яет учитывать индиви уальную гетерогенность регионов. 
Качество подгонк данной модели позволяет оцениват   по к эфф циенту терминации 
R2-within. 
Мо ель со случайными эффектами  матричн й записи имеет следующ й вид:
𝑌𝑌 = 𝑋𝑋 ∙ 𝑏𝑏 + 𝑢𝑢, (3.16)
где 𝑢𝑢𝑖𝑖𝑖𝑖 = α𝑖𝑖 + ε𝑖𝑖𝑖𝑖.; α𝑖𝑖 – ндивидуальная характеристика региона, как и в модели с 
фиксированными эффектами, однако теперь предполагается, что подобные 
                                      (3.16)
где 
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исследуемых данных и, соответственно, не позволяет учесть индивидуальные 
особенности регионов. К моделям, которые способны учесть влияние индивидуальных 
эффектов, относятся модели с фиксированными и случайными индивидуальными 
эффектами [35].
В общем виде модель, учитывающая индивидуальные фиксированные эффекты, 
будет выглядеть следующим образом:
𝑦𝑦𝑖𝑖𝑖𝑖 =  𝑋𝑋𝑖𝑖𝑖𝑖′ β + α𝑖𝑖 + ε𝑖𝑖𝑖𝑖, (3.13)
где αi – индивидуальная характеристика для региона, не зависящая от времени 
(индивидуальный эффект, неучтенный фактор).
В свою очередь, существует два способа оценки модели с фиксированными 
эффектами. Первый заключается в использовании дамми-переменных для обозначения 
каждого из регионов:
𝑑𝑑𝑗𝑗𝑖𝑖= �
1, если 𝑖𝑖 = 𝑗𝑗0, если 𝑖𝑖 ≠ 𝑗𝑗 при j = 1…N. (3.14).
При этом во избежание «ловушки дамми» и полной мультиколлинеарности следует 
исключить из модели индивидуальные особенности регионов, не меняющиеся со 
временем. Оценка модели осуществляется с помощью метода наименьших квадратов.
Однако при большом чи ле исследуемых объектов нельзя гарантировать с стоятельность 
данной оценки.
Второй способ оценки  с фиксированными эффектами заключается в 
использовании внутригруппового (within) преобразования. Для осуществления данного 
преобразования переменные в формуле (3.13) следует заменить на их отклонения от 
средних значений соответствующих исходных переменных:(𝑦𝑦𝑖𝑖𝑖𝑖 −  𝑦𝑦𝑖𝑖⦁) = (𝑋𝑋𝑖𝑖𝑖𝑖 − 𝑋𝑋𝑖𝑖⦁ )′β + (ε𝑖𝑖𝑖𝑖 −  ε𝑖𝑖⦁). (3.15)
После осуществления описан ого  модель оценивается МНК. 
Полученная оценка будет состоятельной и асимптотически нормальной. Модель с 
фиксированными эффектами является достаточно гибкой, поскольку, в тличие от модели 
сквозной регрессии, позволяет учитывать индивидуальную гетерогенность регионов. 
Качество подгонки данной модели позволяет оценивать  по коэффициенту детерминации 
R2-within. 
Модель со случайными эффектами в матричной записи имеет следующий вид:
𝑌𝑌 = 𝑋𝑋 ∙ 𝑏𝑏 + 𝑢𝑢, (3.16)
 𝑢𝑢𝑖𝑖𝑖𝑖 = α𝑖𝑖 + ε𝑖𝑖𝑖𝑖.; α𝑖𝑖 – индивидуальная характеристика региона, как и в модели с 
фиксированными эффектами, однако теперь предполагается, что подобные 
  уальная характеристика региона, ка  и в 
модели с фиксированными эффектами, однако теперь предполагается, что 
подобные индивидуальные различия между регионами носят случайный 
характер. Для оценки модели используется обобщенный метод наимень-
ших квад атов. 
Для выбора правильной спецификации модели (с фиксированными 
или же со случайными эффектами) был использован тест Хаусмана, со-
гласно результатам которого лучшей является модель с фиксированными 
эффектами.
Глава 3. Проектирование инновационной системы на макро- и мезоуровне
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Тот факт, что результаты эконометрического оценивания, полученные 
для моделей, составленных для обоих информационных критериев, очень 
схожи и не противоречат друг другу, свидетельствует об устойчивости 
выбранной спецификации модели (табл. 3.5).
Таблица 3.5
результаты эконометрического моделирования факторов  
инновационного развития  регионов
Регрессор
Критерий
BIC HQIC
Логарифм ВРП 0,42*** 0,42***
Логарифм доходов консолидированного бюджета 
субъекта РФ
0,14*** 0,14***
Логарифм валового накопления основного капитала -0,09*** -0,09***
Доля организаций, выполнявших научные 
исследования и разработки, в общем числе 
организаций
3,97*** 3,97***
Логарифм густоты железнодорожных путей общего 
пользования (км путей на 10 000 кв. км территории)
0,26*** 0,26***
Логарифм объема инвестиций в основной капитал 
организаций: транспорт
0,01* 0,01*
Доля выпускников государственных и 
муниципальных  вузов в общей численности 
населения региона
0,40* 0,39*
Логарифм численности сотрудников организаций, 
занятых исследованиями и разработками
0,13** 0,14**
Логарифм прямых иностранных инвестиций 0,02*** 0,02***
Логарифм выплат средств за импорт технологий и 
услуг 
-0,04*** -0,04***
Количество наблюдений 952 952
R2-within 0,79 0,79
Примечание: символы *, ** и ***  указывают на значимость на уровнях 10, 5 и 1 % 
соответственно. Представлены результаты только для значимых переменных. 
О хорошем качестве подгонки модели позволяет судить достаточно 
большой R2-within, равный 0,7927 и 0,7929 в моделях для BIC и HQIC, 
соответственно, и  рассчитываемый как:
§3. Эконометрическое моделирование
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индивидуальные различия между регионами носят случайный характер. Для оценки 
модели используется обобщенный метод наименьших квадратов. 
Для выбора правильной спецификации модели (с фиксированными или же со 
случайными эффектами) был использован тест Хаусмана, согласно результатам которого 
лучшей является модель с фиксированными эффектами.
Тот факт, что результаты эконометрического оценивания, полученные для моделей, 
составленных для обоих информационных критериев, очень схожи и не противоречат 
друг другу, свидетельствует об устойчивости выбранной спецификации модели (табл. 
3.5).
Таблица 3.5
Результаты эконометрического моделирования факторов 
инновационного развития  регионов
Регрессор
Критерий
BIC HQIC
Логарифм ВРП 0,42*** 0,42***
Логарифм доходов консолидированного бюджета субъекта РФ 0,14*** 0,14***
Логарифм валового накопления основного капитала -0,09*** -0,09***
Доля организаций, выполнявших научные исследования и разработки, в 
общем числе организаций
3,97*** 3,97***
Логарифм густоты железнодорожных путей общего пользования (км 
путей на 10 000 кв. км территории)
0,26*** 0,26***
Логарифм объема инвестиций в основной капитал организаций: 
транспорт
0,01* 0,01*
Доля выпускников государственных и муниципальных  вузов в общей 
численности населения региона
0,40* 0,39*
Логарифм численности сотрудников организаций, занятых 
исследованиями и разработками
0,13** 0,14**
Логарифм прямых иностранных инвестиций 0,02*** 0,02***
Логарифм выплат средств за импорт технологий и услуг -0,04*** -0,04***
Количество наблюдений 952 952
R2-within 0,79 0,79
Примечание: символы *, ** и ***  указывают на значимость на уровнях 10, 5 и 1 % соответственно. 
Представлены результаты только для значимых переменных. 
О хорошем качестве подгонки модели позволяет судить достаточно большой R2-
within, равный 0,7927 и 0,7929 в моделях для BIC и HQIC, соответственно, и  
рассчитываемый как:
𝑅𝑅within
2 (β�𝑤𝑤)= 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐2(𝑦𝑦�𝑖𝑖𝑖𝑖𝑤𝑤 −  𝑦𝑦�𝑖𝑖⦁𝑤𝑤,𝑦𝑦𝑖𝑖𝑖𝑖 −  𝑦𝑦𝑖𝑖⦁), (3.17)
где  = 
1
𝑇𝑇
∑ 𝑦𝑦𝑖𝑖𝑖𝑖, при t = 1…T – усредненные по времени для каждого региона 
значения объясняемой переменной, 𝑦𝑦�𝑖𝑖𝑖𝑖
𝑤𝑤 = 𝑋𝑋𝑖𝑖𝑖𝑖′ β�𝑤𝑤, 𝑦𝑦�𝑖𝑖⦁𝑤𝑤 = 𝑋𝑋𝑖𝑖⦁′ β�𝑤𝑤.
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индивидуальные различия между регионами носят случайный характер. Для оценки 
модели используется обобщенный метод наименьших квадратов. 
Для выбора правильной спецификации модели (с фиксированными или же со 
случайными эффектами) был использован тест Хаусмана, согласно результатам которого 
лучшей является модель с фиксированными эффектами.
Тот факт, что результаты эконометрического оценивания, полученные для моделей, 
составленных для обоих информационных критериев, очень схожи и не противоречат 
друг другу, свидетельствует об устойчивости выбранной спецификации модели (табл. 
3.5).
Таблица 3.5
Результаты эконометрического моделирования факторов 
инновационного развития  регионов
Регрессор
Критерий
BIC HQIC
Логарифм ВРП 0,42*** 0,42***
Логарифм доходов консолидированного бюджета субъекта РФ 0,14*** 0,14***
Логарифм валового накопления основного капитала -0,09*** -0,09***
Доля организаций, выполнявших научные исследования и разработки, в 
общем числе организаций
3,97*** 3,97***
Логарифм густоты железнодорожных путей общего пользования (км 
путей на 10 000 кв. км территории)
0,26*** 0,26***
Логарифм объема инвестиций в основной капитал организаций: 
транспорт
0,01* 0,01*
Доля выпускников государственных и муниципальных  вузов в общей 
численности населения региона
0,40* 0,39*
Логарифм численности сотрудников организаций, занятых 
исследованиями и разработками
0,13** 0,14**
Логарифм прямых иностранных инвестиций 0,02*** 0,02***
Логарифм выплат средств за импорт технологий и услуг -0,04*** -0,04***
Количество наблюдений 952 952
R2-within 0,79 0,79
Примечание: символы *, ** и ***  указывают на значимость на уровнях 10, 5 и 1 % соответственно. 
Представлены результаты только для значимых переменных. 
О хорошем качестве подгонки модели позволяет судить достаточно большой R2-
within, равный 0,7927 и 0,7929 в моделях для BIC и HQIC, соответственно, и  
рассчитываемый как:
𝑅𝑅within
2 (β�𝑤𝑤)= 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐2(𝑦𝑦�𝑖𝑖𝑖𝑖𝑤𝑤 −  𝑦𝑦�𝑖𝑖⦁𝑤𝑤,𝑦𝑦𝑖𝑖𝑖𝑖 −  𝑦𝑦𝑖𝑖⦁), (3.17)
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𝑤𝑤 = 𝑋𝑋𝑖𝑖𝑖𝑖′ β�𝑤𝑤, 𝑦𝑦�𝑖𝑖⦁𝑤𝑤 = 𝑋𝑋𝑖𝑖⦁′ β�𝑤𝑤.
Регрессия в целом также является значимой, о чем свидетельствует F-тест (Prob > F
= 0,0000). Высокое значение показателя rho (0,86), определяющего часть вариации 
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индивидуальные различия между регионами носят случайный характер. Для оценки 
модели используется обобщенный метод наименьших квадратов. 
Для выбора правильной спецификации модели (с фиксированными или же со 
случайными эффектами) был использован тест Хаусмана, согласно результатам которого 
лучшей является модель с фиксированными эффектами.
Тот факт, что результаты эконометрического оценивания, полученные для моделей, 
составленных для обоих информационных критериев, очень схожи и не противоречат 
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Регрессия в целом также является значимой, о чем свидетельствует 
F-тест (Prob > F = 0,0000). Высокое значение показателя rho (0,86), опре-
деляющего часть вариации дан ых, которая приходится на индивидуаль-
ные эффекты, также служит подтверждением выбора правильной специ-
фикации модели.
По результатам эконометрического оценивания можно сделать вывод, 
что из каждой из пяти изначально сформированных групп факторов, по-
тенциально влияющих на инновационное развитие регионы, как мини-
мум один показатель вошел в итоговую модель, что подтверждает нали-
чие предположенной взаимосвязи. 
По результатам тестирования в модель вошли два фактора, которые 
можно отнести к внешнеэкономическим: прямые иностранные инвести-
ции и выплату средств за импорт технологий и услуг. Значимость перво-
го из них может являться следствием того, что продукты и технологии, 
создаваемые за счет прямых зарубежных инвестиций, зачастую являются 
новыми. Однако отметим, что также они могут представлять собой ими-
тации уже используемых технологий за рубежом, и в этом случае, соот-
ветственно, могут не вести к увеличению числа выданных патентов. Об-
ратная зависимость количества выдаваемых патентов и выплат средств 
на импорта технологий закономерна и свидетельствует о снижении ин-
новационной активности предприятий при возможности заимствования 
технологий из-за рубежа.
Положительная взаимосвязь между уровнем развития экономики 
региона (ВРП) и количеством выданных патентов на изобретения под-
тверждает гипотезу о том, что наиболее инновационные регионы России 
также имеют наиболее развитую экономику. 
Значимость размера доходов бюджета региона может объясняться 
следующим образом: увеличение доходной части бюджета может спо-
собствовать увеличению финансирования различных государственных 
программ, направленных на улучшение человеческого потенциала, ин-
фраструктуры, а также стимулирование инновационной активности.
Отрицательное влияние валового накопления основного капитала сви-
детельствует в пользу гипотезы о том, что увеличение нематериальных 
Глава 3. Проектирование инновационной системы на макро- и мезоуровне
164
активов (к числу которых относятся патенты) и увеличение основных 
средств носят взаимозаменяющий характер. Предприятия, инвестирую-
щие в основные средства, отвлекают на это значительную часть своего 
дохода и, в силу имеющихся финансовых ограничений, не имеют возмож-
ности параллельно осуществлять инвестиции в научные исследования и 
разработки.
Значимость развития инфраструктуры подтверждается положитель-
ным влиянием густоты железнодорожных путей и инвестиций в транс-
портную отрасль. Улучшение транспортной инфраструктуры положи-
тельно сказывается на товарообороте, тем самым увеличивая потенциаль-
ные рынки сбыта, что является немаловажным стимулом при принятии 
решения о разработке нового продукта.
Качество человеческого потенциала в модели отражают сразу две пе-
ременные (доля выпускников государственных и муниципальных вузов 
в общей численности населения региона, а также численность сотруд-
ников организаций, занятых исследованиями и разработками), что гово-
рит об исключительной важности развития человеческих ресурсов для 
инновационного развития. Прямая и достаточно сильная зависимость 
между долей организаций, выполнявших научные исследования и разра-
ботки, в общем числе организаций и количеством выдаваемых патентов 
говорит о высокой степени результативности научно-исследовательской 
деятельности. Другими словами, большое количество организаций, за-
нимающихся НИР, добиваются желаемого результата, которым является 
получение патента.
Однако принимая во внимание неоднородность развития российских 
регионов, представляется интересным рассмотрение модели не только 
для всей их совокупности, но и для отдельных групп, сформированных 
по определенным показателям. Для осуществления данной цели были ис-
пользованы самоорганизующиеся карты Кохонена (СОК). Они относят-
ся к классу нейросетевых методов, в которых используется нелинейная 
регрессия. Применение СОК позволяет упорядочивать анализируемые 
территориальные объекты на плоскости в соответствии с их характери-
стиками таким образом, чтобы объекты, близкие по значению этих ха-
рактеристик в исходном многомерном пространстве признаков, оказались 
рядом друг с другом на плоскости. Использование данного метода имеет 
ряд преимуществ, в частности позволяет учесть комплексность процесса 
формирования региональных социально-экономических систем [36].
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В качестве целевых показателей в рамках данного исследования были 
выбраны критерии, позволяющие оценить степень индустриального раз-
вития региона. Согласно цивилизационной концепции общества, переход 
к постиндустриальной стадии развития (которая определяется господ-
ством науки и знаний над другими сферами) будет осуществлен после 
прохождения им индустриальной стадии [37]. Таким образом, высокий 
уровень индустриального развития региона может служить показателем 
готовности его перехода к инновационному развитию. 
Исходя из выбранных пяти критериев, по результатам использования 
СОК 68 регионов были разбиты на три группы (табл. 3.6 и Приложение 3).
Таблица 3.6
результаты использования самоорганизующихся карт кохонена
Средний показатель
все 
регионы
Группа  
1
Группа 
2
Группа 
3*
ВРП на душу населения 113 853 119 000 76 000 204 000
Валовое накопление основного 
капитала на душу населения 39,3 41,1 25,1 73,5
Доля городского населения в 
общей численности населения 
региона   70,6 72,7 62,0 84,7
Индекс промышленного 
производства (прирост в % к 
пред. году) 6,20 5,65 8,59 2,36
Доля в ВРП обрабатывающих 
производств (категория «Д» 
ОКВЭД) 20,6 23,0 18,0 12,1
Количество регионов 68 42 20 6
Примечание: *попадание Санкт-Петербурга в данную группу связано с высоким 
уровнем благосостояния в данном регионе, которое, в отличие от остальных регионов 
группы, не объясняется значительно более высоким уровнем цен. Таким образом, ин-
новационное развитие Санкт-Петербурга, скорее, более схоже с регионами группы 1.
В первую группу (Приложение 4) вошла большая часть регионов (62 %). 
Можно сказать, что данная группа является репрезентативной для ге-
неральной совокупности, поскольку все пять показателей по среднему 
значению полностью повторяют динамику и лишь немного превосхо-
дят средние характеристики для всего массива регионов. Для регионов, 
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вошедших в первую группу, характерен достаточно высокий уровень 
благосостояния и хорошо развитая обрабатывающая промышленность, 
следовательно, можно предположить, что они являются наиболее ин-
новационными, что подтверждается статистическими показателями 
(табл. 3.7). Наличие прямой взаимосвязи между уровнем промышленного 
и инновационного развития подтверждает правильность выдвинутой ра-
нее гипотезы для определения критериев разбивки регионов.
Таблица 3.7
Среднее значение объясняемой переменной для групп регионов
Показатель
Все 
регионы
Группа 
1
Группа 
2
Группа 
3
Логарифм числа выданных 
патентов на изобретения
4,92 5,34 4,35 3,85
Вторая группа регионов характеризуется значительно более низким 
уровнем благосостояния, сравнительно невысокой возможностью для на-
копления основного капитала, наиболее низким числом городского насе-
ления. В то же время для регионов указанной группы характерен наиболь-
ший прирост промышленного производства. Уровень инновационного 
развития ниже, чем в среднем по стране. Таким образом, можно считать, 
что регионы второй группы имеют хороший потенциал для инновацион-
ного развития, однако сначала им необходимо достигнуть более высокого 
уровня развития промышленного производства.
Третья группа регионов, на первый взгляд, характеризуется значитель-
но более высоким уровнем дохода и хорошей способностью к накопле-
нию основного капитала. Однако принимая во внимание то, что в данную 
группу входят регионы преимущественно с суровыми климатическими 
условиями, в частности регионы Крайнего Севера и Северо-Востока стра-
ны, необходимо понимать, что данный показатель нуждается в корректи-
ровке с учетом гораздо более высоких цен («фактор северного удорожа-
ния») [38]. Значительно более низкие, чем в среднем по стране, индекс 
промышленного производства и доля обрабатывающей промышленности 
свидетельствуют о слабом индустриальном развитии регионов данной 
группы. Уровень инновационного развития намного уступает среднему 
по России. Следовательно, стимулирование инновационного развития в 
данных регионах является наиболее проблематичным.
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Таким образом, разбив выборку из 68 регионов на три группы и оце-
нив модель с исходными факторами для каждой из них (табл. 3.8), про- 
анализируем полученные результаты. 
Таблица 3.8
результаты эконометрического моделирования факторов 
инновационного развития  для групп регионов
Регрессор
Группа 1 Группа 2 Группа 3
BIC HQIC BIC HQIC BIC HQIC
Логарифм ВРП - - 1,27*** 1,22*** - -
Логарифм доходов консо-
лидированного бюджета 
субъекта РФ
0,24*** 0,24** - - - -
Логарифм валового нако-
пления основного капитала
-0,08*** -0,08*** -0,12*** -0,13*** - -
Логарифм числа зарегистри-
рованных преступлений на 
100000 чел. населения
- - -0,48** -0,57** - -
Доля организаций, выпол-
нявших научные исследо-
вания и разработки, в об-
щем числе организаций
2,82*** 2,67*** 9,43*** 10,56*** 5,84** 5,94***
Логарифм сальдированно-
го финансового результата 
предприятий
- - - - 0,05* 0,05*
Логарифм густоты желез-
нодорожных путей общего 
пользования (км путей на 
10000 кв. км территории)
0,16** 0,17** 1,08*** 1,05*** - -
Логарифм густоты автомо-
бильных дорог путей обще-
го пользования с твердым 
покрытием (км дорог на 
1000 кв. км территории)
0,05*** 0,05*** - - 0,33* 0,18***
Доля кредитных организа-
ций в общем числе органи-
заций в регионе 
- - 12,97* 13,88** - -
Логарифм объема инвести-
ций в основной капитал 
организаций: транспорт 
0,02*** 0,04*** 0,01** 0,01** - -
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Логарифм объема инве-
стиций в основной капи-
тал организаций: связь
0,01* 0,01* - - - -
Доля выпускников госу-
дарственных и муници-
пальных вузов в общей 
численности населения 
региона
0,68*** 0,65*** 1,20* 1,25* - -
Логарифм прямых ино-
странных инвестиций
0,02** 0,02*** 0,02*** 0,03*** 0,01** 0,02**
Логарифм выплат средств 
за импорт технологий и 
услуг 
-0,23*** -0,28*** -0,06** -0,06** - -
Доля городского населе-
ния в общей численности 
населения региона
Х - Х 0,08** Х -
Количество наблюдений 588 588 280 280 84 84
R2within 0,82 0,82 0,88 0,88 0,55 0,56
Примечание: Символы *, ** и ***  указывают на значимость на уровнях 10, 5 и 1 % 
соответственно. «Х» – переменная не вошла в регрессию, «-» − переменная незначима.
Рассмотрим основные особенности, выявленные по результатам эко-
нометрического тестирования.
Значимость логарифма доходов консолидированного бюджета для ре-
гионов первой группы свидетельствует о том, что в данных регионах госу-
дарство активнее всего оказывает поддержку инновационному развитию 
за счет различных программ, финансируемых (частично) за счет бюджет-
ных средств. Можно также предположить, что количество инвестиций в 
основной капитал предприятий отрасли связи оказалось значимым только 
для регионов первой группы благодаря уже достигнутому достаточно вы-
сокому уровню развития технологий в сравнении с прочими регионами. 
Соответственно, дальнейшее инвестирование в данную отрасль способ-
ствует появлению инноваций.
Значимость количества числа зарегистрированных преступлений 
для регионов второй группы является следствием достаточно высокого 
уровня преступности. В частности Алтайский край, Республика Бурятия, 
Курганская область, по результатам исследований агентства «РИА-Ана-
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литика», входили в регионы с наиболее высоким уровнем преступности. 
Рост числа преступлений негативно сказывается на привлекательности 
региона как для ученых, так и для инвесторов и внешнеэкономических 
партнеров, что способствует снижению инновационной активности. Сле-
дующей особенностью данной группы регионов является сильная значи-
мость доли кредитных организаций в общем числе организаций региона. 
Можно предположить, что предприятия регионов данной группы не обла-
дают достаточными собственными средствами для финансирования НИР 
и вынуждены использовать заемные средства. 
Значимость сальдированного финансового результата деятельности 
предприятий для регионов третьей группы свидетельствует о том, что 
инновационная деятельность осуществляется, прежде всего за счет при-
были организаций. Этому способствует недостаточное развитие финансо-
вых институтов и, соответственно, труднодоступность заемных средств. 
Еще одной особенностью данной группы является сильная значимость 
такого показателя развития человеческого потенциала, как численность 
сотрудников организаций, занятых НИР. В силу тяжелых климатических 
условий и невысокого уровня социального и экономического развития 
регионы данной группы являются малопривлекательными для молодых 
специалистов, что приводит к нехватке квалифицированных ученых и 
исследователей. Таким образом, на фоне общей невысокой патентной ак-
тивности увеличение числа научных сотрудников приводит к достаточно 
большому росту числа выдаваемых патентов. Примечательно также, что 
для регионов этой группы незначимым оказался такой фактор, как выпла-
та средств за импорт технологий и услуг, что говорит о низкой инноваци-
онной активности: не только не создаются собственные инновации, но и 
заимствование иностранных технологий также незначительно. 
Проанализировав модели для трех групп регионов, можно сделать вы-
вод, что у каждой группы регионов обнаружены индивидуальные особен-
ности, которые проявляются либо в степени воздействия того или иного 
фактора, либо в отсутствии/наличии его влияния, что актуализирует не-
обходимость совершенствования региональной экономической политики 
для стимулирования инновационной деятельности на уровне конкретных 
регионов. Однако также существуют и общие для всех регионов факто-
ры, обусловливающие их инновационное развитие, о чем косвенно свиде-
тельствует и высокая объясняющая способность общей модели факторов, 
примененной к регионам. К числу таких показателей относятся доля ор-
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ганизаций, выполнявших научные исследования и разработки, в общем 
числе организаций; логарифм численности сотрудников организаций, за-
нятых исследованиями и разработками; логарифм прямых иностранных 
инвестиций.
При этом по абсолютным значениям коэффициентов при первых двух 
названных переменных видно различие в величине их влияния в регио-
нах различных типов. Третий фактор, прямые иностранные инвестиции, 
влияет положительно и равноэффективно на инновационную активность 
регионов всех типов, что обусловливает необходимость его дальнейшего 
подробного изучения с целью стимулирования на различных уровнях эко-
номической политики.
§4. Прогнозирование потенциала прямых зарубежных инвестиций  
как фактора инновационной активности
Инвестиции являются ключевым элементом инновационного развития 
фирмы: они не только обеспечивают создание критически важных мате-
риальных и нематериальных активов фирм, но и повышают абсорбцион-
ную способность фирм к восприятию новых знаний и технологий. Эф-
фективное внедрение инноваций, как правило, связано с необходимостью 
осуществления инвестиционных затрат, что обуславливает зависимость 
инновационной активности от инвестиционной. Инновационно активны-
ми являются только те фирмы, регионы и страны, в которых инвестици-
онная активность находится на высоком уровне. 
В данном параграфе рассматривается специфический тип инвестици-
онной активности – прямые иностранные инвестиции (ПИИ). Специфика 
прямых иностранных инвестиций как фактора инновационной активности 
заключается в следующем. Во-первых, основной объем прямых иностран-
ных инвестиций в мире осуществляется транснациональными корпорация-
ми, в которые являются наиболее технологичными и инновационно актив-
ными субъектами мировой экономики. Во-вторых, прямые иностранные 
инвестиции являются одном из каналов появления в стране новых техноло-
гий и повышения объема выпуска инновационной продукции. В-третьих, 
обострение конкуренции на рынке в результате прямых иностранных ин-
вестиций зачастую мотивирует национальные компании в принимающей 
экономике к собственному развитию, являясь стимулом для повышения 
эффективности собственного производства и внедрения инноваций.
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Прямые иностранные инвестиции играют важнейшую роль в развитии 
мировой экономики. За последние три десятилетия потоки прямых ино-
странных инвестиций выросли в 26,3 раза, в то время как мировой ВВП 
за этот же период вырос в 5,8 раза [39]. В 2013 г. объем мировых потоков 
ПИИ составил 1,45 млрд долларов, что составляет 7,7 % международной 
торговли и 2 % мирового ВВП [40].
В современной мировой экономике наблюдается острая конкуренция 
между странами за потоки прямых иностранных инвестиций. Причина 
тому – положительные эффекты, которые ПИИ оказывают на принима-
ющую экономику. В дополнение к прямым эффектам (рост ВВП, уве-
личение поступлений в бюджет, снижение безработицы и т. п.), прямые 
иностранные инвестиции в принимающей экономике также приводят к 
возникновению внешних эффектов, которые выражаются в диффузии 
знаний и технологий, росте спросе на полуфабрикаты, повышению ква-
лификации рабочей силы и пр. 
Прямые иностранные инвестиции в современной мировой экономике 
более концентрированы, чем производство товаров и услуг (табл. 3.9). Доля 
27 крупнейших получателей прямых иностранных инвестиций (стран, ко-
торые привлекли более 100 млрд долларов в период 2001–2011 гг.) состав-
ляет 80 % от общего объема ПИИ в мире, в то время как доля этих стран 
в мировом ВВП составляет 74,7 % за тот же период. Кроме того, доля 
23 крупнейших экспортеров ПИИ (стран, чьи компании инвестировали 
более 100 млрд долларов за период 2001–2011 гг.) составляет 91 % от ми-
ровых потоков ПИИ, в то время как их доля в мировом ВВП составляет 
только 77,4 %.
Если сравнить долю различных стран в мировом ВВП с их долей в ми-
ровых потоках ПИИ, то можно увидеть неоднозначные результаты (табл. 
3.10) США, Италия и Япония имеют большую долю в мировом ВВП, 
чем в мировых потоках ПИИ. Доля Канады и Великобритании в миро-
вых потоках ПИИ превышает их долю в мировом ВВП. Франция и Гер-
мания относительно много инвестируют за рубеж и относительно мало 
привлекают ПИИ. Страны, которые предоставляют специальный налого-
вый режим холдинговым компаниям (Нидерланды, Бельгия, Люксембург, 
Швейцария), а также новые индустриальные страны (Малайзия, Синга-
пур) занимают значительную долю в мировых потоках ПИИ. Конечно, 
офшорные страны занимают большую долю в мировых потоках ПИИ по 
сравнению с долей в мировом ВВП.
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Таблица 3.9
Доля крупнейших импортеров и экспортеров Пии в мировом 
объеме Пии и мировом ввП, совокупно за 2001–2011 гг.
Страны
ПИИ, 
млрд дол-
ларов
Доля в 
мировых 
потоках 
ПИИ, %
ВВП, 
млрд дол-
ларов
Доля в 
мировом 
ВВП, %
Все страны (237) 12 680,6 100,0 565 694,0 100,0
Страны, которые привлек-
ли более 50 млрд долларов 
за период (44 страны)
11 303,0 89,1 508 647,0 89,9
Страны, которые привлек-
ли более 100 млрд долла-
ров за период (27 стран)
10 148,3 80,0 422 322,0 74,7
Страны, которые инвести-
ровали более 50 млрд дол-
ларов за период (33 страны)
12 416,0 96,1 480 204,8 84,9
Страны, которые инвести-
ровали более 100 млрд дол-
ларов за период (23 страны)
11 755,3 91,0 437 656,0 77,4
Источник: рассчитано авторами на основании unctadstat.unctad.org и data.
worldbank.org
Описанная выше картина говорит о том, что распределение ПИИ в 
мировой экономике не пропорционально экономическому размеру стран 
и, очевидно, подвержено влиянию прочих факторов. Определение этих 
факторов является важной научной проблемой. 
В данном параграфе предлагается эконометрическая модель, которая 
объясняет межстрановые потоки ПИИ в современной мировой экономи-
ке. Используя построенную модель, авторами рассчитаны потенциальные 
значения ПИИ для основных стран-реципиентов, которые затем сопо-
ставлены с фактическими значениями.
После решения проблемы нахождения корректной эконометриче-
ской модели и вычисления потенциальных значений ПИИ, в параграфе 
рассматривается случай отдельно взятой страны. Авторами рассчита-
ны и сопоставлены с фактическими значениями потенциальные объ-
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емы ПИИ в российской экономике по отношению к различным стра-
нам-партнерам.
Российская экономика в качестве объекта для исследования выбрана 
по следующим причинам. Во-первых, Россия является крупнейшим ре-
ципиентом ПИИ среди посткоммунистических стран. Во-вторых, Россия 
является единственной посткоммунистической страной, которая не толь-
ко привлекает большие объемы прямых иностранных инвестиций, но и 
является одним из крупнейших экспортеров ПИИ в мире. В-третьих, в 
настоящий момент наблюдается недостаток исследований, посвященных 
факторам, влияющим на притоки ПИИ в российскую экономику.
Описательная статистика не дает ответа на вопрос, успешна ли (и на-
сколько успешна) российская экономика в вопросе привлечения прямых 
иностранных инвестиций. С одной стороны, Россия является одной из 
немногих развивающихся стран, чья доля в мировых притоках (2,75 %) 
и оттоках (2,64 %) ПИИ превышает ее долю в мировом ВВП (1,95 %). С 
другой стороны, объем накопленных ПИИ на душу населения в россий-
ской экономике является достаточно скромным по сравнению с развиты-
ми странами (табл. 3.10).
Результаты данного параграфа вносят вклад в вопрос изучения пото-
ков прямых иностранных инвестиций в мировой экономике по следую-
щим основным направлениям. Во-первых, авторы дополняют известные 
исследования в области детерминант прямых иностранных инвестиций 
в мировой экономике. Для этого использована база данных, которая 
покрывает около 70 % потоком ПИИ в мировой экономике за период 
2001–2011 г., а также использован метод псевдомаксимального правдопо-
добия Пуассона для оценивания эконометрической модели. Во-вторых, 
на основании результатов эконометрической оценки авторами рассчита-
ны потенциальные значения объемов прямых иностранных инвестиций 
для основных стран-реципиентов и произведено сравнение этих значе-
ний с фактическими объемами поступивших ПИИ. Показано, что объем 
поступивших ПИИ в российскую экономику превышает потенциальное 
значение в 1,72 раза. В-третьих, произведено сравнение фактических и 
потенциальных значений притоков ПИИ в российской экономике по ос-
новным странам-партнерам. Выявлено, что фактические объемы инве-
стиций из крупных развитых стран превышают их потенциальные значе-
ния, в то время как менее крупные и развитые страны «недоинвестируют» 
в российскую экономику. 
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Таблица 3.10
Доля стран в мировом ввП, мировых притоках и оттоках Пии  
(совокупно за 2001–2011 гг.)
Страна
При-
токи 
ПИИ, 
bln. дол-
ларов
Доля 
в ми-
ровом 
ВВП, 
%
Доля в 
миро-
вых при-
токах 
ПИИ, %
Доля в 
мировых 
оттоках 
ПИИ, %
ВВП на 
душу на-
селения, 
в дол-
ларах 
США
ПИИ 
 на душу 
насе-
ления, 
в дол-
ларах 
США
Австралия 279,6 1,53 2,20 0,80 37 936 1 225
Бельгия 481,7 0,79 3,80 2,61 38 198 4 114
Бразилия 322,0 2,45 2,54 0,53 6 634 154
Канада 412,0 2,41 3,25 3,66 37 952 1 146
Китая 884,4 6,73 10,88 7,23 2 621 95
Франция 278,7 4,45 2,20 5,24 35 961 398
Германия 450,5 5,83 3,55 6,10 36 947 505
Дания 37,1 0,53 0,29 0,64 50 217 618
Индия 220,9 2,04 1,74 0,83 901 17
Италия 233,9 3,67 1,84 3,08 32 172 362
Япония 81,8 9,13 0,65 5,16 37 013 59
Южная  
Корея
103,4
1,74 0,82 1,21 18 636 196
Люксембург 103,6 0,08 0,82 1,29 86 923 19 923
Малайзия 59,4 0,34 0,47 0,60 6 570 206
Мексика 271,9 1,78 2,14 0,54 8 167 221
Нидерланды 356,6 1,39 2,81 4,70 43 622 1 981
россия 348,2 1,95 2,75 2,64 6 976 220
Сингапур 306,5 0,31 2,42 1,48 34 398 6 043
Испания 393,9 2,35 3,11 4,68 27 246 809
Швейцария 208,9 0,89 1,65 3,50 60 337 2 517
Великобри-
тания
935,7
4,51 7,38 8,62 37 941 1 392
США 1 858,6 25,89 14,66 20,03 43 960 558
Источник: рассчитано авторами на основании unctadstat.unctad.org и data.
worldbank.org
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Теоретические подходы к изучению факторов, влияющих  
на приток прямых иностранных инвестиций
В настоящее время не существует отдельных микроэкономических тео- 
рий прямых иностранных инвестиций. Все теории ПИИ разработаны в 
рамках моделей международной торговли, где ПИИ представляют собой 
межстрановую миграцию капитала.
Классическая (теория Рикардо) и неоклассическая теория междуна-
родной торговли (теория Хекшера – Олина – Самуэльсона) основыва-
ются на абсолютной мобильности капитала, из чего следует, что цена 
на него выравнивается в результате международной торговли (теорема о 
выравнивании цен на факторы производства). Это означает, что потоки 
прямых иностранных инвестиций в экономике относительно не значимы 
и при анализе международной торговли товарами могут не учитываться 
вовсе. Манделл рассматривает ПИИ в рамках неоклассической теории 
как результат установления барьеров в процесс торговли товарами [41]. 
Согласно модели Манделла, торговые издержки (пошлины и налог на 
экспорт) являются значимым фактором, влияющим на движение инве-
стиций между странами.
В середине 80-х гг. появились современные модели международной 
торговли, предполагающие несовершенную конкуренцию на рынках, 
возрастающую отдачу от масштаба производства, а также продуктовую 
дифференциацию. В данных работах ПИИ являются альтернативой меж-
дународной торговле, из чего следует, что величина транспортных из-
держек является важным фактором, влияющим на решение фирм осуще-
ствить инвестиции за пределами своей страны.
 Изучая факторы, влияющие на потоки ПИИ в рамках современных 
теорий, авторы выделяют факторы вертикальных (ориентированных на 
экономию издержек) и горизонтальных (ориентированных на поиск рын-
ков сбыта) прямых иностранных инвестиций. 
Вертикальные ПИИ рассматриваются в работах Хелпмана [42] и Хел-
пмана и Кругмана [43]. Детерминантом притока ПИИ в данном типе мо-
делей в первую очередь является разница цен на факторы производства. 
Такой тип ПИИ возникает между странами с различной обеспеченно-
стью факторами производства, а также между странами, находящимися 
на разных этапах экономического развития (развитые и развивающиеся 
страны). 
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Горизонтальные ПИИ рассматриваются в рамках моделей Маркузена 
[44, 45] и Маркузена и Венейблса [46]. Ключевым фактором прямых ино-
странных инвестиций в данных моделях являются размеры рынка прини-
мающей и инвестирующей страны. К прочим существенным факторам 
относятся экономия от масштаба (как на уровне фирмы, так и на уровне 
завода), степень дифференциации товаров в отрасли.
Основным недостатком рассмотренных выше моделей прямых ино-
странных инвестиций является допущение об однородности фирм в эко-
номике. В то же время известно, что в реальной экономике прямые ино-
странные инвестиции осуществляются только наиболее эффективными 
фирмами в отрасли [47]. С начала XXI в. интенсивно развиваются новей-
шие теории прямых иностранных инвестиций, связанные с моделирова-
нием неоднородности (гетерогенности) фирм в экономике. 
Хелпман, Мелитц и Япл рассматривают влияние производительности 
фирмы на выбираемую ею форму внешнеэкономической экспансии [48]. 
Среди группы фирм, оперирующих на зарубежных рынках, менее произ-
водительные выбирают экспорт, а более производительные осуществляют 
ПИИ. Таким образом, авторы показывают, что производительность фирмы 
оказывает важнейшее влияние на осуществление фирмой инвестиций за 
рубежом. Поскольку модели с гетерогенными фирмами формулируются в 
рамках моделей монополистической конкуренции, то значимыми фактора-
ми ПИИ в экономике также являются величина транспортных издержек, 
размер рынка стран, степень дифференциации товаров в отрасли. Если Хелп-
ман, Мелитц и Япл рассматривают горизонтальные ПИИ в своей работе, 
то Гроссман, Хелпман и Зайдл показывает, что производительность фирм 
также влияет на решение фирм осуществлять вертикальные ПИИ [49].
Таким образом, в классических моделях основным фактором, влия-
ющим на решение фирм осуществлять инвестиции за рубеж, являются 
транспортные издержки. В современных теориях была дополнитель-
но обоснована значимость таких факторов, как размеры рынка обеих 
стран, стоимость факторов производства в странах, степень дифферен-
циации товаров в отрасли. Наконец, в новейших теориях был выявлен 
еще один фактор ПИИ – уровень производительности фирмы, которая 
осуществляет инвестиции. Рассмотренные в этом параграфе модели мо-
гут быть использованы для идентификации переменных, применяемых 
для объяснения структуры и динамики ПИИ в рамках моделей гравита-
ционного типа. 
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методологические основы исследования факторов, влияющих  
на приток прямых иностранных инвестиций 
Использование гравитационной модели применительно к экономи-
ческим процессам было впервые предложено Тинбергеном при иссле-
довании международных торговых потоков [50]. Применительно к пря-
мым иностранным инвестициям данная модель была впервые применена 
Брейнардом [51] и в общем виде может быть представлена следующим 
образом:  
                                          (3.18)
где F
ij
 – поток ПИИ из страны j в страну i; Mi и Mj – показатель, характеризую-
щий размеры стран i и j (чаще всего ВВП); D
ij
 – расстояние между странами.
Кроме расстояния и размера стран, на величину потоков ПИИ может 
оказывать влияние большое количество факторов, которые можно разде-
лить на несколько групп. К первой группе можно отнести экономические 
факторы: открытость страны – импортера ПИИ [52, 53], инфляция [54], 
уровень государственных расходов [55], затраты на единицу труда [34], 
объем внешней торговли [56], уровень налогов [57] и т. п. Во вторую груп-
пу можно отнести показатели, которые характеризует культурную схожесть 
между двумя странами: наличие общего языка [57], общей границы [58] и 
др. В третью группу можно выделить институциональные факторы: уро-
вень политической стабильности [59], уровень коррупции [60], уровень 
научных разработок в стране [61], степень защищенности инвестора [62]. 
Традиционно гравитационную модель, объясняющую межстрановые 
потоки ПИИ, принято оценивать в логарифмическом виде. Однако в свя-
зи с этим возникает ряд технических трудностей, связанных с особенно-
стями данных по прямым иностранным инвестициям: данные потоков 
содержат большое количество пропущенных значений и нулей, а также 
отрицательных значений. Проблема заключается в том, что взятие лога-
рифма означает удаление этих наблюдений, так как функция логарифма 
не определена в области отрицательных и нулевых значений. Кроме того, 
логарифмические спецификации часто являются гетероскедастичными. 
Так как в гравитационную модель невозможно и нецелесообразно вклю-
чать абсолютно все факторы, которые могут влиять на приток прямых 
иностранных инвестиций в страну, то присутствует проблема ненаблюда-
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емой гетерогенности, то есть существуют неучтенные корреляции наблю-
даемых и ненаблюдаемых переменных.
Методы эконометрического оценивания, которые могут применяться 
к гравитационным моделям, можно разделить на два вида: линейные и 
нелинейные.
Самым простым линейным методом является метод наименьших ква-
дратов, который применяется к стандартной линейной регрессии, получа-
емой после логарифмирования гравитационного уравнения. В результате 
применения данного метода оценки получаются смещенными и несосто-
ятельными вследствие потери значительной части данных, наличия гете-
роскедастичности и ненаблюдаемой гетерогенности. Несмотря на то, что 
данный метод является не самым эффективным для оценивания гравита-
ционных моделей, он используется во многих исследованиях [58, 63, 64].
Для оценивания гравитационной модели могут использоваться про-
странственные и панельные данные. Использование пространственных 
данных накладывает существенные ограничения на эффективность моде-
ли, так как предполагается, что поток ПИИ не меняется во времени [65]. 
Если это предположение не выполняется, результатом оценки являются 
неверные значения коэффициентов. Другой вариант оценивания – это ис-
пользование панельных данных, что, в частности,  позволяет учитывать 
специфические страновые эффекты. Для идентификации и тестирования 
временных и страновых особенностей используются методы с фиксиро-
ванными и случайными эффектами. 
Главным аргументом в пользу использования моделей с фиксирован-
ными эффектами является несостоятельные результаты оценивания ре-
грессии методом наименьших квадратов. Так, Чен и Уолл утверждают, что 
включение фиксированных эффектов в гравитационную модель позволя-
ет контролировать гетерогенные торговые отношения [66]. В частности, 
они оценивают модель с фиксированными эффектами, чтобы исключить 
гетерогенное смещение, присущее другим методам.
Существует ряд исследований, в которых утверждается, что при на-
личии переменной расстояния в модели неприемлемо использовать как 
модель с фиксированными эффектами (поскольку в регрессию включены 
не изменяющиеся во времени переменные), так и модель со случайными 
эффектами (поскольку индивидуальные эффекты могут коррелировать с 
некоторыми объясняющими переменными) [57, 67]. Для решения данных 
проблем авторы предлагают использовать подход Хаусмана – Тэйлора.
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Среди нелинейных методов оценивания гравитационных моделей 
наиболее часто используются нелинейный метод наименьших квадратов, 
обобщенный метод наименьших квадратов, двушаговая процедура Хек-
мана, гамма-метод псевдомаксимального правдоподобия и Пуассонов-
ский метод псевдомаксимального правдоподобия. Для этих методов рас-
сматривается не лог-линеаризованный вид гравитационного уравнения, а 
модель с постоянной эластичностью вида:
, где .
В эконометрических исследованиях гравитационной модели часто 
используется Пуассоновский метод псевдомаксимального правдоподо-
бия (ПМПП), использованный Силвой и Тенрейро применительно к тор-
говым потокам [68]. Данный метод решает основные проблемы, возни-
кающие при тестировании гравитационной модели (наличие большого 
числа нулей и гетероскедастичности), дает несмещенные и состоятель-
ные оценки и является одним из наиболее предпочтительных. Силва и 
Тенрейро показали, что при наличии гетероскедастичности, оценивание 
лог-линеаризованной формы при помощи стандартного МНК приведет к 
несостоятельным оценкам, так как лог-линеаризация изменяет свойства 
ошибки, которая становится коррелированной с объясняющими перемен-
ными в присутствии гетероскедастичности. 
Применительно к изучению потоков прямых иностранных инвестиций 
метод ПМПП был использован в нескольких работах. В исследовании 
Кляйнерта и Тубаля гравитационная модель тестируется применительно 
к трем теоретическим моделям, на основании которых были получены 
спецификации в виде гравитационного уравнения, которое авторы тести-
ровали Пуассоновским методом псевдомаксимального правдоподобия 
[69]. Также методом ПМПП оценивал гравитационную модель в своих 
исследованиях Паниагуа [64], сравнивая его с методом наименьших ква-
дратов и так называемым методом ХМР [70]. Автор приходит к выводу, 
что ПМПП является более чувствительным к нулевым потокам в отличие 
от метода ХМР. Кроме того, результаты оценки методом ХМР лишь не-
значительно отличаются от результатов оценки по методу наименьших 
квадратов. Результаты по Пуассоновскому методу псевдомаксимального 
правдоподобия ожидаемо отклоняются от результатов по МНК. Еще од-
ним минусом метода ХРМ является выбрасывание переменных для иден-
тификационных целей. Паниагуа заключает, что использование ПМПП 
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представляется более целесообразным, чем метода ХРМ: результаты яв-
ляются достаточно интуитивными и соответствуют теоретическим пред-
посылкам.
Все использованные в эконометрических исследованиях методы име-
ют свои преимущества и недостатки, выбор эффективного метода должен 
основываться на особенностях имеющихся данных и тех задачах, которые 
решаются при помощи гравитационных моделей. 
методика и результаты эконометрического исследования
Особенностью всех баз данных по межстрановым потокам прямых 
иностранных инвестиций является наличие в них отрицательных значений. 
В нашем случае они возникают по причине репатриации ранее сделанных 
инвестиций (возврат инвестиций проходит с отрицательным знаком). Оче-
видно, что стандартная логика «чем ниже ВВП пары стран и чем выше 
расстояние между ними, тем ниже ПИИ» не работает для отрицательных 
значений ПИИ, обусловленных репатриацией. Кроме того, большой объем 
репатриированных инвестиций из страны указывает на наличие большого 
притока инвестиций в эту страну в прошлом. Авторам данной монографии 
не известен подход, который бы решал указанную проблему. Одни иссле-
дователи [69, 63] исключают отрицательные значения из базы данных (что, 
естественно, не является решением проблемы), в то время как другие [52, 
68] оценивают базу данных с отрицательными значениями. Указанный не-
достаток используемого подхода на имеющейся базе данных необходимо 
учитывать при анализе полученных результатов.  
Для оценивания базы данных использовались две спецификации моде-
ли – в лог-линеаризованной форме и с постоянной эластичностью.
Зависимой переменной в обеих спецификациях выступает поток ПИИ 
из страны j в страну i в году t (fdi
ijt
). Выбор объясняющих переменных 
опирается на имеющийся в настоящее время массив эмпирических ис-
следований, в которых на ad hoc основе (в условиях отсутствия общепри-
знанной теоретической модели ПИИ) предложен комплекс количествен-
ных показателей, отражающих влияние рассмотренных ранее в данной 
главе факторов. В качестве объясняющих переменных используются 
следующие показатели: ВВП стран, расстояние между столицами, откры-
тость страны-импортера, относительные расстояния стран, наличие коло-
ниальной связи в прошлом и общего языка, среднемесячные заработные 
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платы. Рассмотрим основные гипотезы о характере влияния регрессоров 
на объясняемую переменную.
1. Поток ПИИ прямо пропорционален размеру импортирующей эконо-
мики (gdpimpit, вычисленный как размер ВВП страны-импортера в году t), 
поскольку иностранных инвесторов привлекает размер рынка страны, в 
которую они планируют осуществить инвестиции. На больших рынках 
иностранные компании получают более высокую прибыль не только за 
счет больших продаж, но и за счет возможности снизить свои средние 
издержки из-за возрастающей отдачи от масштаба.
2. Поток ПИИ прямо пропорционален размеру экспортирующей эко-
номики (gdpexp
jt
, вычисленный как размер ВВП страны-экспортера в году 
t), поскольку в больших по размеру странах присутствует большее число 
компаний, способных осуществлять инвестиции за рубеж. Кроме того, 
за счет возрастающей отдачи от масштаба эти компании являются более 
эффективными по сравнению с компаниями из стран меньшего размера. 
3. Межстрановые объемы ПИИ связаны с расстоянием между страна-
ми (dist
ij
, которое рассчитываются как расстояние между столицами двух 
стран) отрицательной взаимосвязью по двум причинам. Во-первых, уве-
личение расстояния ведет к росту издержек коммуникации между голов-
ной организацией и подразделением в другой стране. Во-вторых, с ростом 
расстояния, как правило, увеличиваются различия между странами, что 
делает более рискованными инвестиции между ними.
4. Еще одним фактором, связанным с уровнем ПИИ, является показа-
тель «многостороннего сопротивления». Данный показатель характеризу-
ет отдаленность третьих стран от стран, между которыми осуществляют-
ся инвестиции. Прокси-переменная для многостороннего сопротивления 
рассчитывается следующим образом [71]: 
                            (3.19)
где  – ВВП j-й страны, суммарный ВВП всех оставших-
ся стран, расстояние между j-й и i-й странами. 
Мы рассчитываем показатель многостороннего сопротивления как для 
страны – импортера ПИИ (remotimp), так и для страны – экспортера ПИИ 
(remotexp). 
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Многостороннее сопротивление для страны-импортера ПИИ – это 
мера отдаленности импортера ПИИ от всех других стран. Прокси-пе-
ременной для данного показателя выступает сумма относительных рас-
стояний от экспортера ПИИ до всех остальных стран. Чем меньше это 
значение, тем больше стран вокруг экспортера и, соответственно, тем 
отдаленнее находится импортер ПИИ. Мы ожидаем наблюдать положи-
тельную зависимость между показателем remotimp и потоком ПИИ: чем 
меньше значение remotimp (чем более отдален импортер от всех стран), 
тем меньше туда направляются ПИИ (нет смысла экспортировать далеко: 
много стран рядом). 
Многостороннее сопротивление для страны-экспортера – это мера 
отдаленности экспортера от всех других стран. Прокси-переменной для 
данного показателя выступает сумма относительных расстояний от им-
портера до всех остальных стран. Чем меньше это значение, тем больше 
стран вокруг импортера и, соответственно, тем отдаленнее находится экс-
портер ПИИ. Мы ожидаем наблюдать отрицательную зависимости меж-
ду показателем remotexp и потоком ПИИ: чем меньше значение remotexp 
(чем более отдален экспортер от всех стран), тем больше он экспортирует 
(ему больше некуда экспортировать: рядом нет стран). 
Использование показателя «многостороннего сопротивления» в каче-
стве переменной, объясняющей потоки ПИИ, использовалось также в ра-
ботах Чунлая [72], Хемкамона [73].
5. Уровень заработной платы в стране – импортере инвестиций (wageit) 
оказывает влияние на потоки ПИИ в страну, однако характер взаимосвязи 
может быть различным. С одной стороны, более высокие зарплаты озна-
чают более высокий уровень покупательской способности населения и 
должны стимулировать ПИИ в страну. С другой стороны, высокие зарпла-
ты означают более высокие издержки для компаний, которые они несут 
при найме работников, что оказывает негативное влияние на потоки ПИИ. 
6. Качество институтов в принимающей экономике является важным 
фактором для потоков ПИИ. Эффективные институты снижают стои-
мость организации бизнеса в стране. Мы измеряем качество институтов 
в стране с помощью индекса экономической свободы  (ecfreedit), который 
ежегодно рассчитывается фондом Heritage Foundation. Индекс экономи-
ческой свободы основывается на 10 факторах, сгруппированных в четыре 
широкие категории: верховенство закона, ограничения государственной 
власти, эффективность регуляторов и открытость рынков. Мы ожидаем, 
§4. Прогнозирование потенциала прямых зарубежных инвестиций
183
что при прочих равных страны с более высоким значением данного ин-
декса будут привлекать больше ПИИ. 
7. Общая граница (дамми-переменная border
ij
) между странами увели-
чивает взаимные ПИИ вследствие высокого уровня сходства (социально-
го, экономического, культурного) граничащих стран.
8. Общий национальный язык (дамми-переменная comlang
ij
) положи-
тельно влияет на потоки ПИИ между двумя странами. Наличие общего 
языка снижает издержки коммуникаций, упрощает ведение бизнеса, го-
ворит о ментальной и культурной схожести стран. 
9. Участие стран в региональных экономических объединениях (РИО, 
дамми-переменная reu
ij
) стимулирует инвестиционную активность меж-
ду странами – членами РИО. Как правило, в результате учреждения РИО 
снижаются административные и торговые барьеры между странами. 
Это делает бизнес внутри РИО проще и позволяет расти потокам ПИИ 
между странами. Мы ожидаем положительной корреляции между пере-
менной reu
ij
 и потоками ПИИ.
10. Наличие колониальной связи в прошлом (дамми-переменная 
comcol
ij
) должно положительно влиять на объем ПИИ между странами в 
силу наличия более тесных экономических и исторических связей между 
странами.  
Для проведения эмпирического исследования использованы данные 
по 112 странам – экспортерам ПИИ и 47 странам – импортерам ПИИ за 
2001–2011 гг. Общий объем наблюдений в выборке составляет 57 904. 
Данные по потокам прямых иностранных инвестиций получены с сайта 
ОЭСР, данные по ВВП получены с сайта Мирового банка, переменные 
расстояния и дамми-переменные (наличие общего языка, границы и ко-
лонии в прошлом, схожесть стран) заимствованы из базы данных, состав-
ленной Силва и Тенрейро. 
Таким образом, мы оцениваем следующее регрессионное уравнение:
Перейдем теперь к методам и результатам оценивания. Мы использу-
ем различные методы оценивания для того, чтобы убедиться в стабильно-
сти получаемых результатов. 
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Согласно стандартной процедуре оценивания панельных данных, надо 
рассмотреть объединенный МНК, панельные данные с фиксированными 
эффектами и панельные данные со случайными эффектами. Согласно 
F-тесту и тесту Бреуш – Пагана было выявлено, что в модели присут-
ствуют как фиксированные, так и случайные эффекты. Тест Хаусмана 
показал, что для оценивания данной модели следует применять метод 
тестирования с фиксированными эффектами, хоть он и обладает рядом 
недостатков, исключая из рассмотрения не меняющиеся во времени пе-
ременные. Так как рассматривается лог-линеаризованная спецификация 
модели, то из рассмотрения удаляется около 70 % наблюдений. С целью 
сохранения данных в качестве объясняемой переменной рассматривается 
ln(1+fdi), что сокращает выборку примерно на 11 %. Результаты оценива-
ния методами с фиксированными и случайными эффектами представле-
ны в табл. 3.11.
Таблица 3.11 
результаты оценки гравитационного уравнения методом
 панельной регрессии со случайными (Panel RE)  
и фиксированными эффектами (Panel FE)
Переменная Panel RE Panel FE Panel RE Panel FE
Зависимая пере-
менная
Ln(FDI) Ln(FDI) Ln(1+FDI) Ln(1+FDI)
ВВП страны-им-
портера
0,574***(0,037) 1,137***(0,102) 0,320***(0,014) 0,343***(0,033)
ВВП страны-экс-
портера
0,596***(0,023) 0,835***(0,068) 0,337***(0,009) 0,199***(0,019)
Расстояние меж-
ду странами
−0,939***(0,079) omitted −0,632***(0,035) omitted
Относительное 
расстояние стра-
ны-импортера
0,026(0,221) omitted −0,195***(0,072) omitted
Относительное 
расстояние стра-
ны-экспортера
0,117(0,225) omitted 0,101(0,992) omitted
Общий офици-
альный язык
1,394***(0,204) omitted 0,606***(0,092) omitted
Уровень экономи-
ческой свободы
1,194***(0,322) 1,066***(0,403) 0,411***(0,101) −0,113***(0,116)
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Общая граница 0,419(0,326) omitted 1,948***(0,187) omitted
Заработная плата 
в стране-импор-
тере
0,206***(0,059) −0,449***(0,111) −0,166***(0,021) 0,002***(0,034)
Участие в реги-
ональных эконо-
мических  
объединениях
0,489***(0,072) omitted 0,767***(0,034) omitted
Общая колония  
в прошлом
0,554(0,608) omitted 0,154(0,217) omitted
Количество на-
блюдений
14463 14463 47972 47972
R-sq. 0,319 0,178 0,357 0,304
Источник: Составлено авторами на основании данных статистического паке-
та Стата. Коэффициенты, отмеченные ***, значимы на 1 %-м уровне. Стандартные 
ошибки приведены в скобках.
Оценивание гравитационной модели с постоянной эластичностью 
было впервые предложено Силвой и Тенрейро в качестве альтернативы 
лог-линеаризованной форме, с целью решения проблем гетероскеда-
стичности и наличия большого количества нулевых потоков в выборке. 
Применительно к торговым потокам исследователями было показано, 
что применение к такой форме гравитационной модели Пуассоновского 
метода псевдомаксимального правдоподобия является самым целесо- 
образным решением, так как этот метод является наиболее эффективным 
и дает несмещенные и состоятельные оценки в силу того, что из выборки 
не исключаются данные и структура ошибки не трансформируется, как 
в случае лог-линеаризованной формы. В пакете STATA для тестирова-
ния данных Пуассоновским методом существует две команды: poisson и 
ppml, но в силу определенных ограничений на некоторые команды вну-
три кода для этих двух команд оценивание отрицательных потоков ПИИ 
невозможно, хотя теоретические предпосылки данного метода не ограни-
чивают работу с отрицательными потоками. Для того чтобы не удалять из 
выборки отрицательные значения, для тестирования панели применялся 
Пуассоновский метод псевдомаксимального правдоподобия с инструмен-
тальными переменными, где в качестве инструментов выступали все име-
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ющиеся регрессоры, что позволило сохранить все значения потоков ПИИ. 
Для сравнения результатов модель тестировалась также и на усеченной 
выборке (без отрицательных значений потоков ПИИ) при помощи коман-
ды poisson. Для сравнения модель была протестирована и tobit-методом 
(табл. 3.12). Результаты также подтверждают предпосылки гравитацион-
ной модели. 
Таблица 3.12
результаты оценки гравитационного уравнения методами Тобит, 
ПмПП, ПмПП с инструментальными переменными
Переменная Тобит ПмПП ПмПП с иП
Зависимая переменная FDI > 0 FDI ≥ 0 FDI
ВВП страны-импортера 0,454***(0,018) 0,657***(0,028) 0,769***(0,043)
ВВП страны-экспортера 0,550***(0,011) 0,635***(0,022) 0,661***(0,032)
Расстояние между странами −0,706***(0,034) −0,677***(0,048) −0,771***(0,065)
Относительное расстояние 
страны-импортера
0,516***(0,098) 0,601***(0,169) 0,933***(0,248)
Относительное расстояние 
страны-экспортера
−0,424***(0,095) −0,981***(0,161) −1,045***(0,210)
Общий официальный язык 1,213***(0,085) 0,870***(0,083) 1,010***(0,119)
Уровень экономической 
свободы
1,147***(0,226) 2,384***(0,365) 1,849***(0,478)
Общая граница 0,511***(0,121) −0,375***(0,108) −0,423***(0,156)
Заработная плата в стране-
импортере
0,227***(0,036) −0,012 (0,066) −0,257***(0,088)
Участие в региональных 
экономических объединениях
0,702***(0,055) 0,696***(0,069) 0,588***(0,097)
Общая колония в прошлом 0,499***(0,245) 0,355(0,286) 0,586*(0,340)
Количество наблюдений 14463 47972 53710
R-sq. 0,321 0,058 0,858
Pseudo R-sq. 0,087 0,567 0,162
Источник: Составлено авторами на основании данных статистического пакета 
Стата. Коэффициенты, отмеченные *** (*), значимы на 1 %-м (5 %-м) уровне. Стан-
дартные ошибки приведены в скобках.
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Следует отметить, что, так как в модель был включен институцио-
нальный фактор (индекс экономической свободы), следует принимать во 
внимание проблему эндогенности данной переменной. В нашем случае 
эндогенность возникает в силу одновременности процессов: увеличе-
ние потоков поступающих в страну ПИИ улучшает качество институтов 
в принимающей экономике, в то же время качество институтов само по 
себе является фактором привлечения ПИИ [74, 75]. В данном аспекте сле-
дует сказать, что ПМПП является интерпретацией обобщенного метода 
моментов (GMM) из множества методов максимального правдоподобия, а 
обобщенный метод моментов зачастую используется для коррекции сме-
щения, вызванного эндогенностью объясняющих переменных. ПМПП с 
инструментальными переменными оценивает параметры Пуассоновской 
регрессионной модели, в которой некоторые регрессоры эндогенны. Мо-
дель также известна как модель экспоненциального условного среднего, в 
которой некоторые регрессоры подвержены эндогенности. 
Почти все переменные оказались значимыми в оцениваемой модели. 
Помимо ожидаемого влияния ВВП и расстояния, было обнаружено, что 
относительные расстояния экспортера и импортера, а также уровень раз-
вития институтов в принимающей экономике, имеют ожидаемое влияние 
на приток ПИИ. Дамми-переменные для общего языка, участия в экономи-
ческих объединениях, колониальных связей имеют положительное влия-
ние на привлечение ПИИ в страну. Уровень среднемесячных заработных 
плат в принимающей экономике имеет обратную взаимосвязь с поступа-
ющими ПИИ. Этот результат можно объяснить тем, что инвестор рассма-
тривает заработные платы в принимающей экономике как свои расходы 
на инвестиционные проекты. В противовес гипотезе об общей границе, 
данный фактор негативно влияет на приток ПИИ. Данный результат объ-
ясняется возможными территориальными приграничными конфликтами 
в прошлом, что является ограничивающим фактором привлечения инве-
стиций и экономической кооперации. Данный фактор имеет неоднознач-
ный эффект и в работе [64]. Факторы экономической свободы и участия в 
экономических объединениях имеют ожидаемое положительное влияние 
на привлечение прямых иностранных инвестиций в страну. 
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расчет потенциальных значений Пии
Идея, связанная с расчетом потенциальных значений зависимой пере-
менной в гравитационных моделях, впервые была использована примени-
тельно к торговым потокам. Существует два подхода к расчету торговых 
потенциалов. В соответствии с первым, именуемым «out-of-sample», 
расчет торговых потенциалов осуществляется на выборке стран, кото-
рые наиболее глубоко интегрированы в мировую экономику и функци-
онируют на границе возможной эффективности. Разница между наблю-
даемыми и предсказанными торговыми потоками интерпретируется как 
неиспользованный торговый потенциал. Второй подход, именуемый 
«in-sample», предполагает включение в выборку для расчета потенциа-
лов всех стран в базе данных. Остатки в оцениваемом уравнении интер-
претируются как разница между потенциальным и фактическим уров-
нем торговли [76]. 
В своей знаковой работе Еггер обсуждает преимущества и недостат-
ки указанных подходов. Недостатком подхода in-sample является то, что 
значительные отклонения остатков в гравитационном уравнении могут 
являться не отклонением фактического объема торговли от потенциаль-
ного значения, а признаком неверной спецификации модели. В то же 
время подход out-of-sample может быть использован только примени-
тельно к странам на раннем уровне их развития. 
Поскольку Россия на данный момент не является в полной мере ин-
тегрированной в мировую экономику, как, например, Европейский союз 
или страны Юго-Восточной Азии, то мы можем ожидать значительный 
разрыв между потенциальными и фактическими значениями ПИИ при 
использовании подхода in-sample. Руководствуясь работами Еггера [76] 
и Шепотило [77], мы используем подход out-of-sample. 
Используя коэффициенты перед объясняющими переменными в мо-
дели, оцененной методом IV PPML, нами рассчитаны совокупные значе-
ния потенциальных объемов притоков ПИИ в российскую экономику, а 
также потенциальные значения по отдельным странам-партнерам.
Рассчитанные потенциальные значения сопоставлены с реальными 
значениями притоков ПИИ. В левой части табл. 3.13 приведены стра-
ны, чьи фактические значения притоков ПИИ выше потенциальных. 
В правой части расположены те страны, чьи фактические ПИИ ниже 
потенциальных. 
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Таблица 3.13
отношение фактических значений притоков Пии к потенциальным
Фактические Пии больше 
потенциальных
Фактические Пии меньше 
потенциальных
Страна Отношение Страна Отношение
Исландия 4,09 Венгрия 0,72
Бельгия 4,04 Дания 0,68
Бразилия 3,75 Италия 0,66
Индонезия 2,14 Австрия 0,64
Болгария 2,07 Южная Корея 0,63
Швеция 1,77 Чехия 0,62
Россия 1,72 Кипр 0,61
Франция 1,64 Германия 0,58
Испания 1,54 Литва 0,57
Польша 1,50 Греция 0,41
Швейцария 1,40 Новая Зеландия 0,37
Ирландия 1,37 Албания 0,35
Норвегия 1,29 Словения 0,28
Финляндия 1,27 Аргентина 0,26
Великобритания 1,19 Япония 0,19
Источник: рассчитано авторами.
Полученные результаты не позволяют нам выявить закономерности 
относительно одной или другой группы стран. Развитые страны присут-
ствуют как в группе стран с нереализованным в полной мере потенциалом 
(Австрия, Германия, Япония, Италия), так и в группе стран с превыше-
нием фактического значения ПИИ над потенциальным (Бельгия, Велико-
британия, Норвегия, Франция). То же можно сказать относительно пост-
коммунистических стран: в первой группе оказались Польша и Болгария, 
в то время как во второй группе – Чехия, Венгрия и Литва.
Вместе с Бельгией, Исландией, Бразилией и Индонезией, Россия на-
ходится в группе стран, чьи фактические потоки ПИИ выше, чем потен-
циальные. За рассмотренный период фактические потоки ПИИ в россий-
ской экономике превышаю потенциальные в 1,72 раза. 
На первый взгляд, полученный результат выглядит удивительным, 
но у нас есть объяснение этому. Во-первых, необходимо помнить, что 
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российская экономика была крайне недоинвестирована в 90-е гг. ХХ в. 
(только 18 млрд долларов поступивших ПИИ в период 1990–1999 гг. по 
сравнению с 293 млрд долларов в период 2000–2010 гг.). После макро- 
экономической и политической стабилизации, последовавшей за кри-
зисом 1998 г., российская экономика вошла в период быстрого роста и 
стала очень привлекательной для иностранных инвесторов по причине 
низкой конкуренции и емкого внутреннего рынка. Мы считаем, что очень 
высокий (по сравнению с предсказаниями модели) объем ПИИ в россий-
скую экономику в первом десятилетии XXI века является формой «ком-
пенсации» за чрезвычайно низкие объемы ПИИ в последнем десятилетии 
ХХ века. Другим возможным объяснением высокого уровня ПИИ в рос-
сийскую экономику является «популярность» России на мировой арене 
на протяжении рассматриваемого периода: вспомним решение 2007 г. про-
вести Олимпийские игры в Сочи, решение 2010 г. о проведении в России 
чемпионата мира по футболу, попытка «перезагрузки отношений» между 
Россией и США в 2009 г., а также Евровидение и Универсиаду, проведен-
ные в стране. В то время как Россия заявила о своих амбициях в качестве 
глобального игрока на международной арене, наиболее развитые страны 
резко охладели в плане инвестиций в нашу страну.
На следующем этапе исследования нами рассчитаны потенциальные 
значения притоков ПИИ в отношении основных стран-инвесторов в россий-
скую экономику, а затем они сопоставлены с фактическими значениями. Ре-
зультаты представлены в табл. 3.14, где в левой части расположены страны, 
чей фактический объем ПИИ превышает потенциальный, в правой части – 
страны с более низким уровнем ПИИ по сравнению с потенциальным.  
Австрия, Великобритания, Швеция и Финляндия относятся к группе 
стран, инвестирующие «избыточные» объемы ПИИ в российскую эконо-
мику, в то время как Дания, Греция, Япония и Украина – это те страны, 
которые в наибольшем объеме «недоинвестируют» в Россию. Страны 
Юго-Восточной Азии (Китай, Южная Корея, Япония) также недоинве-
стируют в российскую экономику.
На основании данных табл. 3.14 можно заключить, что для наиболее 
крупных и развитых экономик характерно превышение фактических объе-
мов ПИИ над потенциальными, в то время как для группы наименее круп-
ных и развитых стран характерны ПИИ на уровне ниже потенциального. 
Инвестиции со стороны бывших республик СССР, равно как и бывших 
коммунистических стран, находятся на уровне ниже потенциального.
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Таблица 3.14
отношение фактических значений притоков Пии к потенциальным  
для российской экономики
Фактические Пии больше 
потенциальных
Фактические Пии меньше 
потенциальных
Страна Отношение Страна Отношение
Австрия 8,84 Южная Корея 0,56
Нидерланды 5,67 Испания 0,54
Швеция 4,67 Казахстан 0,50
Финляндия 4,44 Беларусь 0,48
Швейцария 4,19 Болгария 0,36
Франция 3,46 Чехия 0,30
Германия 3,00 Китай 0,28
Бельгия 2,54 Малайзия 0,28
Великобритания 2,45 Дания 0,26
Эстония 1,55 Греция 0,15
Латвия 1,49 Япония 0,15
Италия 1,19 Украина 0,14
Источник: рассчитано авторами.
Прямые иностранные инвестиции являются фактором инновацион-
ной активности национальной экономики. Инновационно активными 
являются те экономики, в которых инвестиционная активность нахо-
дится на высоком уровне. Данный параграф посвящен анализу фак-
тических и потенциальных объемов прямых иностранных инвестиций 
в российской экономике. Основой для исследования является грави-
тационный подход, примененный для оценки факторов, влияющих на 
межстрановые потоки ПИИ.
Для эмпирического анализа нами использована база данных, 
состоящая из 53 710 наблюдений с 44 странами-экспортерами и 
112 странами – импортерами ПИИ.
На основании рассмотрения преимуществ и недостатков различных 
эконометрических методик оценивания уравнений гравитационного 
типа, мы приходим к выводу, что метод псевдомаксимального правдо-
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подобия Пуассона с инструментальными переменными является наи-
лучшим в нашем случае.
В построенной модели следующие переменные объясняют меж-
страновые потоки ПИИ в мировой экономике: ВВП страны-инвестора 
и страны-реципиента, отдаленность страны-инвестора и страны-ре-
ципиента от третьих стран, уровень институционального развития и 
заработной платы в стране – реципиенте ПИИ, участие стран-партне-
ров в региональных экономических объединениях, наличие у стран 
общей границы, общего официального языка и колониальных связей в 
прошлом.
После определения оптимальной модели межстрановых потоков 
ПИИ мы рассчитываем потенциальные объемы притоков ПИИ для 
всех стран, а также для основных стран, инвестирующих в россий-
скую экономику. 
Рассчитанные потенциальные объемы сопоставляются с фактиче-
скими объемами и мы обнаруживаем, что Россия очень хорошо справ-
лялась с задачей привлечения ПИИ в рассматриваемый период: фак-
тические потоки превышают потенциальные в 1,72 раза. Поступаю-
щие объемы ПИИ из крупных развитых стран (Франции, Германии, 
Великобритании, Италии) превышают потенциальные значения, в 
то время как менее крупные и развитые страны (Чехия, Белоруссия, 
Дания, Украина) недоинвестируют в российскую экономику. Страны 
Юго-Восточной Азии (Китай, Южная Корея, Япония) также недоинве-
стируют в российскую экономику. 
В контексте существенного ухудшения внешнеполитической об-
становки прямые иностранные инвестиции в российскую экономику 
в обозримой перспективе будут существенно меньше уровня первого 
десятилетия XXI века. Проведенный анализ потенциальных объемов 
ПИИ стран, инвестирующих в российскую экономику, показывает, 
что, к сожалению, заменить инвестиции из европейских стран азиат-
скими (либо какими-то другими) не представляется возможным. В свя-
зи с этим основным фактором инновационного развития российской 
экономики в санкционный период могут являться только внутренние 
источники.
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Приложение 1
Социально-экономические показатели, охваченные исследованием
Группа 
факторов
Показатель
развитие 
человече-
ского 
капитала
− Логарифм ВРП
−  Логарифм доходов консолидированного бюджета субъекта РФ
− Доля численности занятого населения в общей численности 
населения региона
− Доля городского населения в общей численности населения 
региона
− Доля безработных в общей численности экономически ак-
тивного населения
− Логарифм числа зарегистрированных преступлений на 
100 000 чел. 
− Доля организаций, выполнявших научные исследования и 
разработки, в общем числе организаций
− Логарифм сальдированного финансового результата пред-
приятий
− Логарифм объема инвестиций в основной капитал организа-
ций: здравоохранение    
− Логарифм объема инвестиций в основной капитал организа-
ций: образование     
− Доля выпускников государственных и муниципальных  ву-
зов в общей численности населения региона  
− Доля выпускников негосударственных вузов в общей чис-
ленности населения региона   
− Доля выпускников государственных и муниципальных вузов 
в общем выпуске специалистов вузами 
− Доля выпускников государственных и муниципальных 
специальных учебных заведений в общей численности насе-
ления региона   
− Доля выпускников негосударственных специальных учеб-
ных заведений в общей численности населения региона 
− Доля выпускников государственных и муниципальных сред-
них специальных учебных заведений в общем выпуске специ-
алистов средними специальными учебными заведениями
− Логарифм численности сотрудников организаций, занятых 
исследованиями и разработками  
Глава 3. Проектирование инновационной системы на макро- и мезоуровне
200
Условия 
для разви-
тия конку-
ренции
− Доля малых предприятий в регионе 
− Доля кредитных организаций в общем числе организаций 
в регионе 
− Доля филиалов кредитных организаций в общем числе орга-
низаций в регионе 
− Логарифм задолженности организаций по кредитам (в рублях)
− Логарифм задолженности организаций по кредитам (в ино-
странной валюте) 
инвести-
ционная 
актив-
ность
− Логарифм валового накопления основного капитала
− Логарифм объема прямых иностранных инвестиций 
− Логарифм объема портфельных иностранных инвестиций
− Логарифм объема прочих иностранных инвестиций 
− Доля государственных инвестиций в основной капитал
− Доля муниципальных инвестиций в основной капитал 
− Доля частных инвестиций в основной капитал  
− Доля собственных инвестиций в основной капитал
− Логарифм объема инвестиций в основной капитал организаций
− Логарифм объема инвестиций в основной капитал организа-
ций: строительство    
− Логарифм объема инвестиций в основной капитал организа-
ций: сельское хозяйство    
− Логарифм объема инвестиций в основной капитал организа-
ций: транспорт     
− Логарифм объема инвестиций в основной капитал организа-
ций: связь   
− Логарифм объема инвестиций в основной капитал организа-
ций: торговля    
Уровень 
развития 
инфра-
структуры
− Логарифм числа телефонных аппаратов сети общего пользо-
вания на 1 000 человек населения  
− Логарифм густоты железнодорожных путей общего пользо-
вания (км путей на 10 000 кв. км территории) 
− Логарифм густоты автомобильных дорог путей общего 
пользования с твердым покрытием (км дорог на 1000 кв. км 
территории) 
− Логарифм объема отправления грузов железнодорожным 
транспортом общего пользования    
− Логарифм объема перевозки грузов автомобильным транс-
портом общего пользования    
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Степень 
вовлечен-
ности в 
вэД
− Доля экспорта в страны дальнего зарубежья в ВРП 
− Доля импорта из стран дальнего зарубежья в ВРП 
− Доля экспорта в страны СНГ в ВРП  
− Доля импорта из стран СНГ в ВРП   
− Логарифм числа соглашений на экспорт технологий и услуг 
технического характера   
− Логарифм стоимости предмета соглашений на экспорт  тех-
нологий и услуг       
− Логарифм поступления средств от экспорта технологий и 
услуг
− Логарифм числа соглашений на импорт технологий и 
услуг   
− Логарифм стоимости предмета соглашений на импорт тех-
нологий и услуг       
− Логарифм выплат средств за импорт технологий и услуг
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Приложение 2
регионы, охваченные исследованием
Наименование субъекта РФ Номер региона в СОК
Алтайский край 1
Амурская область 2
Астраханская область 4
Белгородская область 5
Брянская область 6
Челябинская область 7
Иркутская область 8
Ивановская область 9
Еврейская автономная область 10
Кабардино-Балкарская Республика 11
Калининградская область 12
Калужская область 13
Камчатский край 14
Карачаево-Черкесская Республика 15
Кемеровская область 16
Хабаровский край 17
Кировская область 19
Республика Коми 20
Костромская область 21
Краснодарский край 22
Красноярский край 23
Курганская область 24
Курская область 25
Ленинградская область 26
Липецкая область 27
Магаданская область 28
Республика Марий Эл 29
Московская область 31
Мурманская область 32
Нижегородская область 33
Новгородская область 34
Новосибирская область 35
Омская область 36
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Орловская область 37
Оренбургская область 38
Пензенская область 39
Пермский край 40
Приморский край 41
Псковская область 42
Республика Адыгея 43
Республика Башкортостан 44
Республика Бурятия 45
Чувашская Республика 46
Республика Дагестан 47
Республика Мордовия 48
Республика Северная Осетия-Алания 49
Ростовская область 50
Рязанская область 51
Самарская область 53
Саратовская область 54
Смоленская область 55
Санкт-Петербург 56
Ставропольский край 57
Свердловская область 58
Тамбовская область 59
Республика Карелия 60
Республика Саха (Якутия) 61
Республика Татарстан 62
Томская область 63
Тульская область 64
Тверская область 65
Удмуртская Республика 67
Ульяновская область 68
Владимирская область 69
Волгоградская область 70
Вологодская область 71
Воронежская область 72
Ярославская область 74
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Приложение 3
результаты Сок кохонена: деление регионов на три группы
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Приложение 4
Деление регионов на три группы с использованием карт кохонена
Группа 1 Группа 2 Группа 3
Амурская область 
Астраханская область 
Белгородская область 
Челябинская область 
Иркутская область 
Ивановская область 
Еврейская автономная 
область
Кемеровская область 
Хабаровский край  
Кировская область 
Костромская область 
Краснодарский край 
Красноярский край 
Курская область 
Ленинградская область 
Липецкая область 
Московская область 
Нижегородская 
область  
Новгородская область 
Новосибирская 
область  
Омская область 
Орловская область 
Оренбургская область 
Пермский край 
Приморский край 
Республика 
Башкортостан
Рязанская область 
Самарская область 
Смоленская область 
Свердловская область 
Республика Карелия
Псковская область
Республика Адыгея
Республика Бурятия
Чувашская Республика
Республика Дагестан
Республика Мордовия
Республика Северная 
Осетия-Алания
Ростовская область
Саратовская область
Ставропольский край
Тамбовская область
Камчатский край
Республика Коми
Магаданская 
область
Мурманская 
область
Санкт-Петербург
Республика Саха 
(Якутия)
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Республика Татарстан 
Томская область 
Тульская область 
Тверская область 
Удмуртская 
Республика 
Ульяновская область 
Владимирская область 
Волгоградская область 
Вологодская область 
Воронежская область 
Ярославская область
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Глава 4
моДелирование оПТимальной  
Социально-экономичеСкой СиСТемы 
оБраЗованиЯ в УСловиЯХ Динамичной 
внеШней и внУТренней СреДы
§1. анализ социально-экономической системы образования
Интенсификация глобализационных процессов и формирование меж-
дународного рынка труда оказывают значительное влияние на закономер-
ности развития национальных систем профессионального образования. 
Результат данного влияния в России – проведение широкомасштабной ре-
формы всей системы образования, завершающим этапом которой явилось 
принятие нового Федерального закона «Об образовании в Российской Фе-
дерации» (№ 273-ФЗ от 29 декабря 2012 г.).
Вступивший в силу 1 сентября 2013 г. закон существенно изменил 
структуру системы высшего образования в России, закрепив законода-
тельно реализацию основных принципов Болонской декларации.
В качестве одной из целей вступления России в 2003 г. в Болонский 
процесс и принятия данного закона можно назвать, во-первых, поддерж-
ку формирования и присоединение к единому европейскому образова-
тельному пространству, во-вторых, создание предпосылок для изменения 
роли страны в международном разделении труда и появления возможно-
сти интеграции в глобальный рынок труда.
Задача создания единой европейской образовательной системы, кон-
курентоспособной по отношению к другим глобальным образовательным 
системам (американской и азиатской), вынуждает менять подходы к орга-
низации функционирования системы отечественного профессионального 
образования, ориентирует ее на создание унифицированной, многоуровне-
вой, «прозрачной» системы подготовки квалифицированных специалистов.
В настоящее время перед экономической наукой остро стоят вопросы об 
экономической обоснованности структуры образовательного процесса, соот-
ношении спроса и предложения рынка труда и образовательных услуг, опти-
мизации деятельности высших учебных заведений в отношении привлечения 
выпускников школ на приоритетные для развития экономики специальности.
Актуальными проблемами остаются дисбаланс структуры выпуска-
ющих специальностей по уровням образования (высшее – среднее – на-
чальное), слабая ориентированность учебных заведений на актуальные 
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потребности национальной экономики, что приводит к снижению эффек-
тивности системы профессионального образования (рис. 4.1).
Ежегодно увеличивается доля выпускников с высшим образованием и 
снижается доля выпускников со средним специальным образованием, в 
1990 г. выпускников со средним и начальным образованием было в 4,7 раз 
больше, чем выпускников высшим образованием, в 2012 г. выпускников 
с высшим образованием в 1,4 раз больше, чем выпускников со средним и 
начальным образованием.
Также одной из проблем российской экономики являются противоре-
чия в предпочтениях индивидов в выборе образовательных траекторий и 
потребностями реального сектора экономики. Ярким примером этого яв-
ляются периодические заявления представителей органов государствен-
ной власти и публикации в прессе о «перепроизводстве» юристов, эко-
номистов и управленцев при остром дефиците рабочих кадров и специ-
алистов со средним специальным техническим образованием. К 2012 г. 
количество выпускников с высшим образованием, обучавшихся по специ-
альностям в области общественных и гуманитарных наук составило 73 % 
от общего выпуска, по экономике и управлению – 33 % (рис. 4.2).
Примечание: 1. Выпуск специалистов негосударственными высшими учебными 
заведениями на диаграмме представлен с 1994 г. 2. Выпуск специалистов негосудар-
ственными средними специальными учебными заведениями – с 2000 г.
Рис. 4.1. Структура выпуска специалистов по уровням профессионального 
образования (составлено по [1–5])
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Рис. 4.2. Структура выпускающих специальностей системы высшего 
образования (составлено по [6, 7])
С объявлением цели о повышении конкурентоспособности россий-
ских вузов на международном уровне в системе высшего образования 
РФ начали формироваться укрупненные структуры. Федеральные вузы 
объединили в своем составе несколько региональных высших учебных 
заведений, так, например, Сибирский федеральный университет объеди-
нил пять университетов и один научно-исследовательский инженерный 
центр, Южный федеральный университет – три университета и одну ака-
демию, Приволжский федеральный университет – пять высших учебных 
заведений, Крымский федеральный университет – семь вузов, Уральский 
федеральный университет – два крупнейших вуза Свердловской области.
Вузы укрупняются не только за счет объединения университетов, но и 
активно включают в свой состав научно-исследовательские центры, что 
является относительно новой тенденцией для России в силу традицион-
ного разделения образования и науки. Наиболее яркий пример объеди-
нения образовательной и научный среды демонстрирует Научно-иссле-
довательский университет «Высшая школа экономики» (ВШЭ). Кроме 
присоединения к составу ВШЭ Московского государственного института 
электроники и математики (МИЭМ) в 2011 г., ВШЭ активно использует 
потенциал РАН: пять базовых кафедр РАН в области математики, компью-
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терных и информационных наук, Институт энергетики созданы на базе 
подразделения РАН [8].
Объединение вузов связаны с тем, что последние стремятся занять 
высшие позиции в международных рейтингах. Помимо укрупнения 
высших учебных заведений с целью повышения своих показателей, 
действенным механизмом является концентрация государственных фи-
нансов в отобранных университетах: в России действует программа 
5/100 [9], в Германия осуществлялись дополнительные вложения в разме-
ре 2,3 млрд долларов США только в 10 своих университетов, в то время 
как в стране существует 70 университетов и 167 колледжей; в Китае кон-
центрация финансовых ресурсов затронула 34 университета более чем из 
1 700 вузов [10].
В настоящее время в Российской Федерации высшие учебные заведе-
ния имеют следующую градацию:
• федеральный университет – ведущее высшее образовательное уч-
реждение на территории федерального округа, центр науки и образования. 
По состоянию на 2014 г. в России действует 10 федеральных вузов [11];
• университет – многопрофильное учебное заведение с большим 
выбором учебных программ в самых разных областях знания:
• особый правовой статус как уникальные научно-образовательные 
комплексы, старейшие вузы страны, имеющие огромное значение для 
развития российского общества, имеют два университета: Московский 
государственный университет, Санкт-Петербургский государственный 
университет [12];
• национальный исследовательский университет – высшее учебное 
заведение, одинаково эффективно осуществляющее образовательную и 
научную деятельность на основе принципов интеграции науки и образо-
вания. Звание НИУ присуждается на десятилетний срок на конкурсной 
основе. В настоящее время в России существует 29 национальных иссле-
довательских университетов [13–15];
• академия – готовит широкий круг специалистов какого-либо на-
правления человеческой деятельности (сельское хозяйство, здравоохра-
нение, искусство, туризм, экономика, финансы и т. п.);
• институт – занимается подготовкой специалистов для работы в 
определенной области профессиональной деятельности (рис. 4.3).
Помимо указанной градации, российские вузы можно классифици-
ровать относительности ведомств, которым они подчинены. В настоя-
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щее время все высшие учебные заведения в России находятся в ведении 
23 федеральных органов исполнительной власти, наиболее крупными из 
которых, помимо Министерства образования и науки РФ (в ведомстве ко-
торого находятся 403 вуза [16]), являются: Министерство сельского хо-
зяйства РФ – 59 вузов [17] (14,6 % от количества вузов Минобрнауки); 
Министерство здравоохранения и социального развития РФ – 46 вузов 
(11,4 %) [18], в данных вузах обучаются более 200 тысяч студентов; Ми-
нистерство культуры и массовых коммуникаций РФ – 59 вузов [19] (14,6 %), 
в которых обучаются более 67 тысяч студентов. Подготовка специалистов 
с высшим образованием для транспортного комплекса России осущест-
вляется на базе 20 отраслевых вузов, находящихся в ведении Министер-
ства транспорта РФ по линии трех федеральных агентств [20].
Стремление создавать университеты «мирового класса» стало чем-то 
вроде глобальной одержимости в последнее десятилетие, поскольку пра-
вительства по всему миру определили развитие конкурентоспособных 
систем высшего образования и научных исследований как одно из важ-
нейших направлений национальных экономических стратегий. В России, 
к примеру, президент Владимир Путин сделал его одной из ключевых 
задач политики, заявив, что пять российских вузов должны к 2020 г. вой-
ти в число 100 лучших университетов мира по данным международных 
рейтингов (программа топ 5/100), и 15 российских университетов должны 
будут попасть в топ-200 лучших вузов мира. В Японии президент Синдзо 
Абэ поставил задачу перед научным и образовательным сообществом о 
вхождении 10 университетов Японии в топ-100 к 2023 г. [21].
В настоящее время в 100 лучших университетов мира входят в основ-
ном вузы США и Великобритании. Так, например, за период с 2012–2015 гг. 
в топ-100 рейтинга QS вошло около 30 университетов США, 20 универ-
ситетов Великобритании, в рейтинг ARWU – 52 вуза США и 10 Англии, 
в рейтинг THE – 45 вузов США, 10 – Великобритании. Кроме того, в рей-
тинг включены вузы Германии, Австралии, Японии и других стран, но 
количество вузов каждой страны в топ-100 не более 5.
Из всех российских вузов на данный момент в топ-100 входит толь-
ко Московский государственный университет (по версии ARWU, THE) 
и Санкт-Петербургский государственный университет (по версии THE в 
2014 г.), в топ-100 рейтинга QS российские вуз не входят (высшие пози-
ции занимает МГУ, за все время присутствия в рейтинге QS максимальная 
позиция – 108 в 2015 и 2016 гг.). По мнению авторов, достаточно полный 
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аналитический отчет по присутствию вузов в международных рейтингах 
на 2016 г. представлен в статье А. Шаповаловой [22]. Однако стоит отме-
тить, что авторы статьи придерживаются иной оценки доли науки в мето-
диках рейтингования. 
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Рейтинги позволяют ранжировать университеты о их научному и 
образовательному потенциалу, и как следствие первого, в университеты, 
которые занимают более высокие позиции в рейтинге, стремятся попасть 
большее к личеств  абитуриентов, такая конкуренция между вузами ак-
туальна в современных условиях демографической составляющей.
В настоящее время разработано большое количество российских и за-
рубежных рейтингов для разноплановой оценки высших учебных заведе-
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ний. Главная цель всех систем оценок/рейтингов вузов – это проинформи-
ровать читательскую аудиторию средств массовой информации, особенно 
студентов и их родителей, о статусе университетов, а также отобразить си-
туацию и тенденции, сложившиеся на рынке высшего образования в мире. 
Для высших учебных заведений улучшение своих позиций в рейтинге 
является в какой-то мере показателем для привлечения большего количе-
ства студентов. С одной стороны, все рейтинги можно разделить на три 
группы, по субъекту составителя рейтинга: 
− первая группа – рейтинг, составленный профессиональными ассо-
циациями (рейтинговыми агентствами). Целью составления данного рей-
тинга является ранжирование вузов по критерию их успешности в соот-
ветствии с комплексом показателей;
− вторая группа – рейтинг, составленный средствами массовой инфор-
мации. Цель данного рейтинга схожа первой группой – ранжирование ву-
зов, отличной остается принцип составления рейтингов;
− третья группа – рейтинг, составленный исполнительной властью. 
Цель составления данного рейтинга – это оценка эффективности вузов, то 
есть выявление вузов, которые отвечают или не отвечают установленным 
критериям органами государственной власти.
С другой стороны, рейтинги подразделяют по объекту исследований 
(табл. 4.1). 
Среди основных можно выделить:
− интегральные рейтинги. Сводят в единый балл информацию по ка-
чественно несоизмеримым типам данных, приводя информацию к неко-
торому стандарту (Times Higher Education World University Ranking; QS 
World University Ranking; Academic Ranking of World Universities, рейтинг 
вузов «Эксперт-РА»);
− многофакторные рейтинги. Ранжирование вузов производится отдель-
но по типу данных (индикатору), без сведения в единый балл данных по раз-
ным типам информации (CWTS Leiden Ranking; Scimago Institution Ranking);
− наукометрические рейтинги. Основаны исключительно на библио-
метрической информации из таких информационно-аналитических си-
стем, как Web of Science, Scopus, Google Scholar (CWTS Leiden Ranking; 
Scimago Institutions Ranking; URAP – University Ranking by Academic 
Performance; NTU Ranking – National Taiwan University Ranking);
− web-рейтинги измеряют сайты вузов, а не сами вузы. Такие рейтинги 
единственные, которые могут называться «глобальными» с точки зрения 
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пространственного охвата, поскольку включают в себя практически все 
вузы мира (Webometrics; International Colleges & Universities) и другие 
группы [23].
Таблица 4.1
классификация международных рейтингов
классификацион-
ный признак
наименование рейтинга
Интегральные 
рейтинги
• QS – QS World University Ranking
• THE – Times Higher Education World University Ranking
• ARWU – Academic Ranking of World Universities
• UI Green Metrics World University Ranking
• CWUR – Center for World University Rankings
• GWC – Global World Communicator
• RUR – Round University Ranking
Многофакторные 
рейтинги
• CWTS Leiden Ranking
• Scimago Institution Ranking
Наукометрические 
рейтинги
• CWTS Leiden Ranking
• Scimago Institutions Ranking
• URAP – University Ranking by Academic Performance
• NTU Ranking - National Taiwan University Ranking
Web-рейтинги • Webometrics
• 4 International Colleges & Universities
Системы сравнения 
и классификации
• U-Map 
• U-Multirank
• CHE University Rankings
Системы сравнения 
национальных 
систем образования
• REF – Research Excellence Framework
• AHELO – Assessment of Higher Education Learning 
Outcomes
• U-21 Ranking - U21 Ranking of National Higher 
Education Systems
Сравнение 
рейтингов
• IREG – Observatory on Academic Ranking and 
Excellence
Среди ведущих зарубежных рейтингов можно отметить такие, как 
Academic Ranking of World Universities (ARWU или Шанхайский рейтинг) 
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Шанхайского университета (Shanghai Jiao Tong University), Times Higher 
Education (THE) University Rankings британского журнала, специализиру-
ющегося на вопросах высшего образования, QS University Rankings бри-
танской консалтинговой компании Quacquarelli Symonds, специализиру-
ющейся на международных образовательных программах; среди россий-
ских – Национальный рейтинг университетов (ИА «Интерфакс»), рейтинг 
вузов рейтингового агентства «Эксперт РА», рейтинг вузов, составляемый 
Министерством образования и науки РФ (Минобрнауки РФ) в рамках мо-
ниторинга эффективности образовательных организаций высшего обра-
зования и другие.
Главным отличием между отечественными и зарубежными рейтинга-
ми является процедура включения вузов. Если российские рейтинги оце-
нивают высшие учебные заведения по своему выбору, то для того чтобы 
попасть в зарубежные рейтинги, университеты должны подать заявку 
(примером может являться включение вузов в рейтинги QS и THE).
Критерием эффективности работы вузов по оценкам всех ранее упомя-
нутых рейтингов является попадание вуза в данный рейтинг и занимаемая 
в нем позиция.
Система оценки вузов, разработанная Министерством образования и 
науки РФ, отличается от остальных рейтинговых систем тем, что она оце-
нивает эффективность работы российских вузов по заданным критериям, 
ориентированным на выявление неэффективных государственных обра-
зовательных учреждений и последующую их реорганизацию [24]. 
Составление различного рода рейтингов в настоящее время является 
широко распространенным и полемичным инструментом анализа, поэто-
му и подходы к рейтингованию высших учебных заведений периодически 
подвергаются критике со стороны экспертного сообщества [25–27].
Целью формирования глобальных рейтингов университетов является 
помощь потребителям образовательных услуг в выборе лучших универ-
ситетов мира. Цель мониторинга, проводимого Минобрнауки РФ, – оцен-
ка эффективности деятельности российских вузов.
Российские вузы в 2016 г. обозначили свое присутствие в трех анали-
зируемых рейтингов (ARWU, THE, QS). Характеристика, рассматривае-
мых международных рейтингов в 2016 г. выглядит следующим образом:
− The Academic Ranking of World Universities (ARWU):
• размерность рейтинга – 500 вузов, в том числе 100 индивидуальных 
мест;
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• количество российских вузов в рейтинге – 3 (Московский государ-
ственный университет, Санкт-Петербургский государственный универси-
тете, Новосибирский государственный университет);
• количество российских вузов, имеющих индивидуальный рейтинг, – 
1 (МГУ).
– Times Higher Education World University Rankings (THE):
• размерность рейтинга – 801+ (978) вузов, в том числе 200 индивиду-
альных мест;
• количество российских вузов в рейтинге – 24;
• количество российских вузов, имеющих индивидуальный рейтинг, – 
1 (МГУ).
– World University rankings of Quacquarelli Symonds (QS):
• размерность рейтинга – 701 + (916) вузов, в том числе 400 индивиду-
альных мест;
• количество российских вузов в рейтинге – 22;
• количество российских вузов, имеющих индивидуальный рейтинг, – 8.
Стоит отметить, что, во-первых рейтинги периодически увеличивают 
свою размерность, а во-вторых, увеличивается количество российских 
вузов, включенных в списки данных рейтингов, причем это не всегда вза-
имосвязанные процессы.
Так для того чтобы университет стал участником в рейтинге University 
Ranking of Quacquarelli Symonds, необходимо подать заявку в компанию, 
после чего нужно разместить профиль своего университета на ее сайте. 
Для получения положительного заключения на поданную заявку, целевые 
показатели университетов должны быть не ниже показателей вузов, кото-
рые уже являются участниками рейтинга.
Консалтинговое агентство Quacquarelli Symonds составляет 10 про-
фильных рейтингов по системе высшего образования, в которые могут 
быть включены высшие учебные заведения:
− рейтинг лучших университетов: Word university rankings; World 
university ranking by subject; World university ranging – Top 50 Under 50; 
Graduate employability rankings; Best student cities;
− рейтинг лучших университетов стран с развивающейся экономикой: 
рейтинг вузов арабских стран; стран Азии; БРИКС; Латинской Америки; 
развивающихся стран Европы и Центральной Азии.
Для вузов России наиболее привлекательными являются рейтинги 
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лучших университетов мира и рейтинг университетов стран с развиваю-
щейся экономикой (The QS University Rankings: BRICS). В табл. 4.2 пред-
ставлены сводные показатели по указанным рейтингам.
Таблица 4.2
Сводные показатели системы рейтингов – The QS University 
Rankings
QS World 
University Rankings
QS University Rankings: 
BRICS
The QS Graduate 
Employability 
Rankings
Academic Reputation 
40 %
Academic Reputation 
30 %
Employer Reputation 
30 %
Faculty Student Ratio 
20 %
Faculty Student Ratio 
20 %
Partnerships with 
Employers 25 %
Citations per Faculty 20 % Citations per Paper 5 % Alumni Outcomes 
20 %
Employer Reputation 
10 %
Employer Reputation 20 % Employers’ Presence 
on Campus 15 %
Proportion of International 
Students 5 %
Proportion of International 
Students 2,5 %
Graduate Employment 
Rate 10 %
Proportion of International 
Faculty 5 %
Proportion of International 
Faculty 2,5 %
- Proportion of Staff with 
PhD 10 %
- Papers per Faculty 10 %
В профильном рейтинге QS World University Rankings наибольшее зна-
чение придается индикатору «Академическая репутация» (40 %), стати-
стической базой по данному индикатору служат опросы академического 
сообщества; «Цитирование» (20 %), данные собираются с наукометриче-
ской базы SCOPUS; «Отношение количества студентов к научно-препо-
давательскому составу вуза» (20 %), статистические данные предоставля-
ются непосредственно самими вузами. 
В профильном рейтинге QS University Rankings по странам БРИКС 
веса между показателями распределились немного иным образом. Наи-
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большее значение, как и предыдущем рейтинге, придается академической 
репутации, однако вес показателя в общей системе оценке немного снижен 
с 40 до 30 %, с неизменным весом остается индикатор отношения количе-
ства студентов к научно-преподавательскому составу вуза (20 %). Измене-
ния по распределению весового коэффициента были отнесены к индикато-
ру цитирования статей, вес был снижен с 20 до 5 %; увеличена значимость 
индикатора «Репутация работодателя» (с 10 до 20 %). В методику по данно-
му профильному рейтингу введены два индикатора – «Доля сотрудников с 
ученой степенью» (10 %); «Количество статей на вуз» (10 %).
Статистической базой для составления рейтингов служат результаты 
опросов академического сообщества, работодателей, собственные дан-
ные вузов, данные наукометрической базы SCOPUS (табл. 4.3).
Совокупный весовой коэффициент индикаторов, которые оценивают-
ся посредством опросов, равен 50 %.
Совокупный весовой коэффициент индикаторов, которые оценива-
ются с помощью наукоментрической базы данных SCOPUS, составляет 
15–20 %.
Таблица 4.3
База данных для составления – The QS University Rankings
№ 
п/п
База данных индикаторы
1 Опросы академического 
сообщества
• Academic Reputation 40 %/30
2 Статистические данные 
наукометрической базы 
SCOPUS
• Citations per Faculty 20 %/5
• Papers per Faculty from Scopus 0/10 %
3 Опросы работодателей • Employer Reputation 10 %/20
4 Статистические 
показатели университетов
• Proportion of International Students 5 %/2,5
• Proportion of International Faculty 5 %/2,5
• Faculty Student Ratio 20 %
• Proportion of Staff with PhD 0/10 %
Совокупный весовой коэффициент индикаторов, которые оценивают-
ся посредством внутренних показателей (статистики) оцениваемых вузов, 
составляет 30–35 %. Анализируя индикаторы системы международного 
рейтинга, стоит отметить, что, повышая качество научных исследований, 
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вузы могут улучшить свои позиции в рейтинге.
Во-первых, потому что наибольший весовой коэффициент (40 % в си-
стеме The QS World University Rankings / 30 % по странам БРИКС, далее 
40/30) в системе оцениваемых индикаторов отведен академической репу-
тации, статистической базой для анализа служат опросы академического 
сообщества, данный индикатор можно интерпретировать как узнавае-
мость или бренд вуза.
Во-вторых, в методике оценивается цитируемость научных работ (ве-
совой коэффициент 20/5), как правило, наиболее цитируемые работы яв-
ляются наиболее значимые. В отличие от предыдущего индикатора, этот 
непосредственно связан с уровнем научной среды в вузе. В методике рей-
тинга вузов по странам БРИКС дополнительно к уровню цитирований 
статей введен показатель количество статей на вуз (весовой коэффициент 
10 %). Таким образом, весовой коэффициент публикационной активности 
равен 20 % The QS World University Rankings и 15 % в рейтинге по стра-
нам БРИКС.
Другой индикатор, которому придан существенный весовой коэффи-
циент, – это отношение количества студентов к количеству научно-пре-
подавательскому составу (вес в системе ранжирования – 20 %). Данный 
показатель косвенно отражает качество преподавания, если на одного 
преподавателя большая нагрузка, снижается качество индивидуальной 
работы со студентами и уровень его научной деятельности. 
Еще одним значимым показателем в системе ранжирования вузов яв-
ляются оценки работодателей о степени подготовки специалистов к рынку 
труда. Данному индикатору присвоен вес в системе ранжирования – 10 %.
Последние два показателя – количество иностранных студентов и ин-
тернализация университета – в некоторой степени зависит напрямую от 
предыдущих показателей, ведь если вуз имеет приличную академическую 
репутацию, сильный научный и кадровый потенциал, вероятнее всего, об-
разование в таком вузе достойным. Однако, с другой стороны, данный 
показатель может зависеть и от ценовой политики вуза, и от программ для 
иностранных студентов, которые могут быть более привлекательны, чем 
вузы, например, из топ-50 или топ-100.
В качестве заключения стоит отметить, что системе ранжирования в 
The QS World University Rankings наибольшее значение отводится науч-
ной составляющей (60 %: Academic Reputation 40 %; Citations per Faculty 
20 %) и уровню преподавания (30 %: Faculty Student Ratio 20 %; Employer 
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Reputation 10 %). 
В рейтинге по странам БРИКС наибольшее значение отводится научной 
составляющей (45 %: Academic Reputation 30 %; Papers per Faculty 10 %; 
Citations per Faculty 5 %) и уровню преподавания (50 %: Employer Reputation 
20 %; Faculty Student Ratio 20 %; Proportion of Staff with PhD 10 %). В каче-
стве примечания отметим, что доля научно-преподавательского состава с 
ученой степень может быть отнесена как к научной составляющей, так и 
к качеству преподавания.
University Ranking of Times Higher Education ориентирован на универ-
ситеты, которые занимаются активно научной деятельностью, и для того 
чтобы стать участником рейтинга THE, университеты должны иметь не ме-
нее 150 статей в год (1 000 публикаций за период с 2011 до 2015 г.), кроме 
того, университеты могут быть исключены из рейтинга, если более 80 % 
их деятельности сосредоточено только в одной из восьми оцениваемых 
областей (Arts & humanities; Business & Economics; Clinical, pre-clinical & 
health; Computer Science; Engineering & technology; Life sciences; Physical 
sciences; Social sciences). 
Рейтинг THE в отличие от QS составляет меньшее количество про-
фильных рейтингов (6 профильных рейтингов против 10, составляе-
мых QS):
– лучшие университеты мира: THE World University Rankings; World 
Reputation Rankings; 150 Under 50 Rankings;
– лучшие университеты мира стран с развивающейся экономикой: 
BRICS & Emerging Economies; Latin America Rankings; Asia University 
Rankings.
Среди профильных рейтингов для российских вузов более привлека-
тельными могут быть рейтинги лучших университетов мира и рейтинг 
университетов стран с развивающейся экономикой (BRICS & Emerging 
Economies). 
Методика THE проводить рейтинговую оценку по пяти сферам (пре-
подавание, наука, цитирование, интернализация вуза, доход). В табл. 4.4 
представлены сводные показатели по профильным рейтингам, разрабо-
танными THE.
Рейтинг THE имеет большее количество индикаторов для оценивания 
вузов. В профильном рейтинге THE World University Rankings наиболь-
шее значение придается научной составляющей – 60 % (исследование – 
30 %; цитирование научных статей – 30 %) и преподавательской состав-
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ляющей – 30 %. 
Таблица 4.4
Сводные показатели системы рейтингов – The Times Higher 
Education University Rankings
THE World University Rankings BRICS & Emerging Economies
– Teaching (the learning environment) 30 %:
• Reputation survey: 15 %
• Staff-to-student ratio: 4,5 %
• Doctorate-to-bachelor’s ratio: 2,25 %
• Doctorates awarded to academic staff ratio: 6 %
• Institutional income: 2,25 %
– Research (volume, income and reputation) 30 %:
• Reputation survey: 18 %
• Research income: 6 %
• Research productivity: 6 %
– Citations (research influence): 30 % – Citations (research influence): 20 %
– International outlook: 7,5 %
• International-to-domestic-student 
ratio: 2,5 %
• International-to-domestic-staff 
ratio: 2,5 %
• International collaboration: 2,5 %
– International outlook: 10 %
• International-to-domestic-student 
ratio: 3,33 %
• International-to-domestic-staff ratio: 
3,33 %
• International collaboration: 3,34 %
– Industry income (knowledge trans-
fer): 2,5 %
– Industry income (knowledge transfer): 
10 %
В профильном рейтинге THE University Rankings по странам БРИКС 
веса между показателями распределились немного иным образом. Наи-
большее значение придается научной составляющей – 50 % (исследова-
ние – 30 %; цитирование научных статей – 20 %) и преподавательской 
составляющей – 30 %, увеличено значение индикатора доходности вузов 
с 2,5 до 10 %.
Статистической базой для составления рейтингов служат результаты 
опросов академического сообщества, собственные данные вузов, данные 
наукометрической базы SCOPUS (табл. 4.5).
Совокупный весовой коэффициент индикаторов, которые рассчитыва-
ются посредством опросов, равен 33 %.
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Таблица 4.5
База данных для составления The Times Higher Education University 
Rankings
№ 
п/п
База данных индикаторы
1 Опросы академического 
сообщества
• Reputation survey (Teaching)
• Reputation survey (Research)
2 Статистические 
показатели 
университетов
• Staff-to-student ratio
• Doctorate-to-bachelor’s ratio
• Doctorates awarded to academic staff ratio
• Research income
• International-to-domestic-student ratio
• International-to-domestic-staff ratio
• International collaboration
• Institutional income
• Industry income (knowledge transfer)
3 Данные 
наукометрической базы 
SCOPUS
Citations (research influence)
Research productivity
Совокупный весовой коэффициент индикаторов, которые рассчитыва-
ются с помощью наукоментрической базы данных SCOPUS, составляет 
26–36 %. 
Совокупный весовой коэффициент индикаторов, которые рассчиты-
ваются посредством внутренних показателей (статистики) оцениваемых 
вузов, составляет 31–41 %. Сравнивая методики рейтингования вузов по 
системе Quacquarelli Symonds и Times Higher Education, стоит отметить, 
что они включают различные показали в модули. Times Higher Education 
включило большее количество для составления рейтинга (табл. 4.6).
В двух анализируемых рейтингах наибольшее значение отводится на-
учной (60 %) и образовательной (30) составляющим.  
Консалтинговое агентство Quacquarelli Symonds оценивает научную 
составляющую вузов по меньшему количеству индикаторов:
1) опросы академического сообщества, 30 %;
2) цитирование научных статей в наукометрической базе SCOPUS, 30 %. 
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В то время как Times Higher Education в своей методике с целью оцен-
ки научной составляющей использует четыре индикатора:
1) опросы академического сообщества, 18 %;
2) цитирование научных статей в наукометрической базе SCOPUS, 30 %;
3) продуктивность научных исследований (отношение количества ста-
тей в наукометрической базе SCOPUS к количеству научных сотрудников 
вуза), 6 %; 
4) доход от научных исследований, 6 %.
Таблица 4.6
Сравнение индикаторов и весовых коэффициентов World University 
Rankings of Quacquarelli Symonds и Times Higher Education
Quacquarelli Symonds Times Higher Education
Research (research influence), весовой коэффициент
60 % 60 %
• Academic Reputation: 30 %
• Citations per Faculty: 30 %
• Reputation: 18 %
• Citations: 30 %
• Research income: 6 %
• Research productivity: 6 %
Teaching, весовой коэффициент
30 % 30 %
• Faculty Student Ratio: 20 %
• Employer Reputation: 10 %
• Staff-to-student ratio: 4,5 %
• Reputation: 15 %
• Doctorate-to-bachelor’s ratio: 2,25 %
• Doctorates awarded to academic 
staff ratio: 6%
• Institutional income: 2,25 %
International outlook, весовой коэффициент
10 % 7,5 %
• Proportion of International Students: 
5 %
• Proportion of International Faculty: 
5 %
• International-to-domestic-student 
ratio: 2,5 %
• International-to-domestic-staff ratio: 
2,5 %
• International collaboration: 2,5 %
Industry income, весовой коэффициент
0 % 2,5 %
Не оценивается Industry income (knowledge transfer): 
2,5 %
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Основное отличие между индикаторами, которые позволяют проран-
жировать вузы по научной составляющей QS THE, заключается в том, 
что QS большое значение придает опросам академического сообщества 
(30 %), THE – 18 %. Также научная деятельность оценивается посред-
ством цитирования и количества научных статей, размещенных в науко-
метрической базе SCOPUS: весовой коэффициент в методики QS – 30 %, 
в методике THE – 36 % (30 + 6 %). Кроме того, THE вводит такой показа-
тель как доходность вуза от научной составляющей (6 %). 
Что касается образовательной составляющей, то методика QS более 
проста и оценивает по двум индикаторам:
1) отношение количество профессорско-преподавательского состава к 
количеству студентов, весовой коэффициент в методике – 20 %;
2) опросы работодателей, весовой коэффициент в методике – 10 %.
Методика THE конкретизирует показатель отношение количество про-
фессорско-преподавательского состава к количеству студентов и вводит 
стоимостной показатель:
1) отношение количество профессорско-преподавательского состава к 
количеству студентов, весовой коэффициент в методике – 4,5 %;
2) опросы академического сообщества, весовой коэффициент в мето-
дике – 15 %;
3) отношение магистрантов к бакалавриатам, весовой коэффициент – 
2,25 %;
4) отношение количества защищенных докторов к общему количеству 
академических работников, весовой коэффициент – 6 %;
5) отношение дохода вуза к количеству академических работников, ве-
совой коэффициент – 2,25 %.
В отличие от QS, которые образовательную составляющую оценивают 
посредством опросов работодателей, THE – с помощью опросов акаде-
мического сообщества. Кроме того, THE вводит стоимостной показатель: 
отношение дохода вуза к количеству академических работников.
В табл. 4.7 представлено сравнение весовых коэффициентов по ба-
зам данных University Rankings of  Quacquarelli Symonds и Times Higher 
Education.
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Таблица 4.7
Сравнение весовых коэффициентов по базам данных University 
Rankings of  Quacquarelli Symonds и Times Higher Education
Совокупный весовой коэффициент 
индикаторов, которые оцениваются
Quacquarelli 
Symonds
Times Higher 
Education
1) посредством опросов 50 % 33 %
2) с помощью наукоментрической 
базы данных SCOPUS
15–20 % 26–36 %
3) посредством внутренних 
показателей (статистики) 
оцениваемых вузов
30–35 % 31–41 %
– QS в своих рейтингах придает существенное значение мнению ака-
демического сообщества и работодателей. Весовой коэффициент индика-
торов, которые рассчитываются на основе опросов, равен 50 %.
– QS в отличие от THE проводит опросы среди работодателей.
– Для оценки публикационной активности, QS и THE используют дан-
ные наукоментрической базы данных SCOPUS.
– THE в отличие от QS имеет более расширенный список индикаторов 
для ранжирования вузов.
– Наиболее значимым отличием среди индикаторов между QS и THE яв-
ляется то, что THE использует финансовые показатели деятельности вузов 
(Research income; Research productivity; Institutional income; Industry income).
Более строгий отбор университетов из трех мировых рейтингов при-
сущ рейтингу Academic Ranking of World Universities ARWU (Шанхай-
ский рейтинг). Его расчет происходит без непосредственного обращения 
в университеты. Всю информацию о вузах организаторы рейтинга берут 
из общедоступных web-источников. Сведения собираются только по тем 
вузам, которые отвечают следующим требования: наличие Нобелевских 
лауреатов и медалистов Филдса (Филдсовская премия) среди сотрудников 
и выпускников вуза, высокоцитируемых ученых либо ученых, публикую-
щих статьи в научных журналах «Nature» and «Science» в 21 предметной 
области. Кроме того, в данный рейтинг могут быть включены университе-
ты с существенным количеством статей индексируемых в Science Citation 
Index-Expanded (SCIE) and Social Science Citation Index (SSCI). В общем, 
более чем 1 200 университетов попали в рейтинги, 500 из них опублико-
ваны в рейтинге на сайте http://www.shanghairanking.com.
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Основное отличие рейтинга ARWU от QS и THE заключается в том, 
что в нем оценивается только научная составляющая, не оценивается 
образовательная составляющая. Хотя, конечно, в Шанхайском рейтинге 
заявлено, что они оценивают качество образовательной составляющей, 
наличием среди сотрудников и выпускников вуза Нобелевских лауреатов 
и медалистов Филдса. Конечно, данный вопрос немного спорный, и если 
таким образом оценивать качество преподавательской деятельности, то 
можно говорить о том, что данный рейтинг использует достаточно жест-
кие критерии для оценки.
Статистической базой для составления рейтинга ARWU служат дан-
ные web-источников, для сбора статистических данных опросы не прово-
дятся, данные по публикационной активности собираются с наукометри-
ческой базы данных Web of science (Thomson Reuters).
Методика Academic Ranking of World Universities оценивает следую-
щие составляющие:
1) результативность профессорско-преподавательского состава 
(Quality of faculty), весовой коэффициент 40 %:
– сотрудники института, выигравшие Нобелевскую премию или полу-
чившие медаль Филдса (20 %). Общее число сотрудников института, кто 
выиграл Нобелевскую премию по физике, химии, медицине, экономике 
и получил медаль Филдса в области математике. Ученый учитывается в 
рейтинге за университетом, если он в период награждения работал в этом 
университете. Кроме того, данный показатель учитывается с разным весом: 
2011 г. – 100 %, 2001–2010 гг. – 90 %, 1991–2000 гг. – 80 %, 1981–1990 гг. – 
70 % и т. д., конечная точка 1921–1930 гг. – 10 %; 
– высокоцитируемые исследователи в 21 предметной области (20 %) 
выбираются по данным Thomson Reuters;
2) результаты исследований (Research output), (40 %):
– статьи, опубликованные в журналах Nature and Science, (20 %);
– статьи индекцсируемые in Science Citation Index-expanded and Social 
Science Citation Index (20 %);
3) качество преподавания (Quality of education), (10 %):
– выпускники института, выигравшие Нобелевскую премию и/или по-
лучившие медаль Филдса (10 %);
4) производительность (результативность) на одного сотрудника 
вуза (10 %). Средневзвешенный показатель пяти индикаторов методики 
рассчитывается как средневзвешенное пяти показателей, или если вуз 
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предоставляет данные по количеству сотрудников, то как средневзвешен-
ное от отношения каждого из пяти показателей пересчитанные на коли-
чество сотрудников.
В качестве заключения по Шанхайскому рейтингу, или рейтингу 
ARWU, можно отметить, что в рейтинге учитывается научная составляю-
щая вуза, причем самая сильная его сторона (нобелевские, филдсовские 
лауреаты, публикации в журналах Nature and Science и др.), данные пока-
затели способны достигнуть только те вузы, в которых научные исследо-
вания находятся на высоком конкурентном уровне и имеют международ-
ное признание.
Далее проанализирована отдача финансовых вложений вузов на про-
движение на один пункт в каждом из трех рассматриваемых международ-
ных рейтингов (табл. 4.8). Расчет производился путем деления суммы фи-
нансирования вуза на место в рейтинге, то есть на то количество пунктов, 
на которое поднялся университет с нижней позиции, иными словами 
можно сказать, что таким образом рассчитывается стоимость занимаемой 
позиции в рейтинге (формула 1):
Таблица 4.8
Характеристика международных рейтингов World university 
ranking, 2016 г.
Характеристика ARWU THE WUR QS WUR
Размерность рейтинга,
том числе 
индивидуальных мест
500 вузов
801 + (978) 
вузов
701 + (916) 
вузов
100 200 400
Количество российских 
вузов в рейтинге
3
(МГУ, СПбГУ, НГУ)
24 22
Количество российских 
вузов, имеющих 
индивидуальный рейтинг
1
(МГУ)
1
(МГУ)
8
,                                          (4.1)
где  – отдача вложений i-го вуза в момент времени t на один пункт в 
рейтинге, тыс. руб./ед.;
 – доход i-го вуза в момент времени t, млн руб., в сопоставимых 
ценах к 2014 г.;
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400 – нижняя позиция рейтинга, с которой сравниваются остальные 
вузы;
 – позиция i-го вуза (из рейтинга топ-400) в момент времени t, еди-
ница;
t – временной промежуток, за который проводиться анализ и сравне-
ние данных, год.
Например, если МГУ занимает в рейтинге ARWU (топ-400) 80-е ме-
сто, то рассчитывается соотношение суммы финансирования вуза к раз-
нице самой низшей позиции (400) и занимаемого места в рейтинге (80).
В табл. 4.9 и на рис. 4.4 представлены данные Московского государ-
ственного университета (МГУ).
Таблица 4.9
отдача вложений финансирование мГУ на один пункт в рейтинге  
(данные представлены в сопоставимых ценах 2014 г.)
Наименование 
рейтинга
2012 г. 2013 г. 2014 г. 2015 г.
С
то
им
ос
ть
 1
 п
ун
кт
а 
 в
 р
ей
ти
нг
е,
 м
лн
 р
уб
.
М
ес
то
 в
 р
ей
ти
нг
е
С
то
им
ос
ть
 1
 п
ун
кт
а 
 в
 р
ей
ти
нг
е,
 м
лн
 р
уб
.
М
ес
то
 в
 р
ей
ти
нг
е
С
то
им
ос
ть
 1
 п
ун
кт
а 
 в
 р
ей
ти
нг
е,
 м
лн
 р
уб
.
М
ес
то
 в
 р
ей
ти
нг
е
С
то
им
ос
ть
 1
 п
ун
кт
а 
 в
 р
ей
ти
нг
е,
 м
лн
 р
уб
.
М
ес
то
 в
 р
ей
ти
нг
е
ARWU (Топ 400) 74,7 80 65,7 79 71 84 64 86
THE (Топ 400) 218,1 291 112,5 213 134 233 84 161
QS (Топ 400) 84,2 116 75,7 120 78 114 69 108
Примечание: здесь и далее данные о финансировании российских вузов собира-
лись с сайта bus.gov.ru.
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Рис. 4.4. Отдача вложений финансирования МГУ на один пункт в рейтинге 
(топ-400) (данные представлены в сопоставимых ценах 2014 г.), млн руб.
Стоит отметить, что присвоение рейтинга в рейтинговых системах име-
ет различную стоимостную оценку. Так, например, наиболее высокая отдача 
вложение финансирования на один пункт в рейтинге QS и ARWU, наиболее 
низкая – в рейтинге The Times Higher Education World University Rankings. 
При этом присвоение места в рейтинге впервые имеет более низкую отдачу, 
чем последующее поддержание и улучшение своих позиций в рейтинге. 
Анализ данных по МГУ показывает, что вуз имеет примерно одина-
ковую стоимостную оценку одного балла в каждом из анализируемых 
рейтингов. Полученные значения, гипотетически можно объяснить тем, 
что МГУ имеет устоявшиеся позиции в международных рейтингах, и сам 
вуз соответствует тем требованиям, которые необходимы для присвое-
ния ему международного рейтинга. Обратная картина складывается по 
СПбГУ, НГУ, МГТУ, МГИМО (табл. 4.10, рис. 4.5).
Анализ стоимости вложения финансирования по российским вузам, 
входящих в QS World University Ranking, показал, что анализируемые циф-
ры имеют различное значение. Наиболее стабильные значения показателей 
наблюдаются для Новосибирского государственного университета. Для 
Московского государственного университета имени Н. Э. Баумана харак-
терна положительная динамика, с повышением места в рейтинге наблюда-
ется увеличение отдачи вложений финансирования. Противоположная от 
МГТУ им. Н. Э. Баумана картина наблюдается в Московском государствен-
ном институте международных отношений (МГИМО), данный универси-
тет снизил свои позиции в QS World University Ranking, при этом общее 
финансирование для вуза не снизилось (в сопоставимых ценах 2012 г.).
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Авторами было проанализировано 11 российских университетов (в гла-
ве представлен анализ только по тем вузам, которые занимают позиции в 
рейтинге выше 400 строки, то есть имеют индивидуальные позиции в рей-
тинге). Средний показатель отдачи финансовых ресурсов соразмерно за-
нимаемой позиции в международном рейтинге Топ-800 по версии QS для 
российских вузов составляет 374 млн руб. на один пункт в рейтинге, при 
этом наименьшую эффективностью использования финансовых ресурсов 
соразмерно занимаемой позиции в рейтинге показывает Дальневосточный 
федеральный университет – 1 726 млн руб. на один пункт в рейтинге, наи-
лучшую эффективность – СПбГУ (43 млн руб.), МГУ (78 млн руб.), Ново-
сибирский государственный университет (101 млн руб.), Томский государ-
ственный университет (165 млн руб.).
Что касается отдачи вложений финансирований зарубежных вузов на 
один пункт в рейтинге, то стоит отметить, что данный показатель ниже, 
чем в российских вузах, то есть для того чтобы подняться на 1 пункт в 
международных рейтингах, зарубежным университетам требуются боль-
шие финансовые ресурсы.
Таблица 4.10
отдача вложений финансирования вузов на один пункт в топ-400 QS World 
University Ranking (данные представлены в сопоставимых ценах 2014 г.)
Название вуза
2012 г. 2013 г. 2014 г. 2015 г.
С
то
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 1
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С
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а 
в 
ре
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ге
, м
лн
 р
уб
.
М
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то
 в
 р
ей
ти
нг
е
Московский государствен-
ный университет
84 116 76 120 78 114 69 108
Санкт-Петербургский госу-
дарственный университет
75 253 75 240 42 223 75 256
Новосибирский государ-
ственный университет
97 371 101 352 67 328 46 317
МГТУ им. Н. Э. Баумана 262 352 209 334 145 322 162 338
МГИМО 85 367 207 386 2848 399 1050 397
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Рис. 4.5. Отдача вложений финансирования вузов на 1 пункт в рейтинге QS 
ТОП-400 (данные представлены в сопоставимых ценах 2014 г.), млн руб.
В табл. 4.11 представлены данные отдачи финансирования зарубеж-
ных вузов и их место в рейтингах. Гарвардский университет, занимаю-
щий лидирующие позиции в международных рейтингах, имеет одну 
из самых высоких стоить баллов в рейтинге – 4,4 млрд руб., занимает 
1-е место в рейтинге ARWU, 2-е – THE, 4-е – QS. Наиболее высокую эф-
фективность можно отметить в Массачусетском технологическом уни-
верситете (1,5 млрд руб.), занимает 3-е место в рейтинге ARWU, 5-е – 
THE, 1 – QS, Колумбийском университете (0,96 млрд руб.), 8-е место в 
рейтинге ARWU, 13-е – THE, 14 – QS, Пенсильванском университете 
(1,2 млрд руб.), занимает 16-е место в рейтинге ARWU и THE, 12-е – в 
рейтинге QS.
Отметим, что представленные зарубежные университеты в табл. 4.11 
имеют примерно равную стоимость одного балла в рейтингах и занимае-
мые позиции одного университета в рейтингах ARWU, QS, THE разнят-
ся в меньшей степени, что нельзя сказать о российских университетах, у 
которых стоимость 1-го балла в представленных рейтингах существенно 
отличаются друг от друга, занимаемые позиции одного университета так-
же различны от рейтинга к рейтингу.
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Таблица 4.11
отдача вложений финансовых ресурсов в зарубежные вузы  
на 1 пункт в рейтинге в 2014 г.
Название 
университетов
Место в рейтинге в 
2014 г.
Эффективность отдачи 
финансовых вложений на 
1 пункт в рейтинге  
топ-400, млн руб.
QS THE ARWU QS THE ARWU
Гарвардский 
университет
4 2 1 4 444 4 421 4 410
Стэндфордский 
университет
7 4 2 3 089 3 066 3 050
Йельский университет 10 11 11 2 502 2 509 2 509
Принстонский 
университет
9 6 6 2 093 2 077 2 077
Массачусетский 
технологический 
университет
1 5 3 1 464 1 478 1 471
Пенсильванский 
университет
13 16 16 1 181 1 191 1 191
Университет Дьюка 25 17 31 1 168 1 144 1 187
Колумбийский 
университет
14 13 8 985 983 970
Нортдамский 
университет
237 90 278 2 239 1 177 2 992
Примечание: Финансирование по вузам предоставлено рейтинговым агентством 
Moody’s Investors Service. Курс доллара – среднее за 2014 г.
Наиболее низкую эффективность отдачи вложений финансирования на 
1 пункт в международных рейтингах имеют те российские вузы, которые 
занимают низшие позиции. Противоположная ситуация складывается с 
зарубежными вузами. Среди вузов нет явной зависимости эффективности 
использования финансовых ресурсов соразмерно занимаемой позиции. 
Так, например, Гарвардский университет занимает 1-е место в рейтинге 
ARWU, 2-е – THE, 4-е – QS, при этом стоимость 1 пункта в рейтинге 
4,4 млрд. руб. Массачусетский технологический университет занимает 
3-е место в рейтинге ARWU, 5-е – THE, 1-е – QS, стоимость 1 пункта – 
1,5 млрд руб. Такие же значения эффективности отдачи финансовых ре-
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сурсов на один пункт в международном рейтинге можно наблюдать и у ву-
зов, которые занимают более низкие позиции (Нортдамский университет – 
в среднем 2 млрд руб., 279-е место в рейтинге ARWU, 90-е – THE, 237-е – QS; 
Университет Дьюка – 1,1 млрд руб., ARWU – 31-е, THE – 17-е, QS – 25-е).
На основе анализа данных можно предположить, что зарубежные вузы 
имеют более постоянное значение отдачи финансовых ресурсов сораз-
мерно занимаемой позиции в рейтинге, при этом нет зависимости между 
занимаемой позицией и суммой доходов университетов. Такое соотно-
шение финансирования и занимаемой позицией в рейтинге может свиде-
тельствовать об особенностях доходов каждого университета (соотноше-
ние государственных и коммерческих доходов) при одинаково высоких 
показателях, оцениваемые рейтинговыми агентствами. 
Что касается российских вузов, то постоянное значение эффективно-
сти отдачи имеет только Московский государственный университет, для 
остальных российских вузов, которые присутствуют в World University 
Rankings, данный показатель неустойчив. Такое положение может объяс-
нять тем, что российские вузы только начинают обозначать свое присут-
ствие в международных рейтингах и ориентироваться на международные 
показатели, которые оцениваются рейтинговыми агентствами.
При этом стоит отметить, что показатель соотношение финансирова-
ния вузов и занимаемой позицией в международных рейтингах в россий-
ских вузам меньше как минимум в девять раз. 
Проведенный анализ индикаторов, по которым рассчитываются рей-
тинги вузов, и анализ эффективности вузов на один пункт в международ-
ных рейтингах позволили сформулировать следующую гипотезу. 
Достижение вузами целевых показателей рейтинга изменяет их струк-
туру: повышается результативность научно-инновационной деятельно-
сти вуза, увеличивается объем доходов от данного вида деятельности.
Условно данную гипотезу можно представить в виде схемы: вуз – 
наука – рейтинг.
Стоит отметить, что повышение позиций в международных рейтингах 
оказывают на вузы прямое и косвенное влияние.
В качестве прямого влияния рейтингов на деятельность вузов мож-
но обозначить, что с повышением места вуза в рейтинге, он становится 
более конкурентоспособным с позиции его выбора абитуриентами и их 
представителями.
Косвенное влияние является более многогранным для осмысления, 
суть которого заключается в том, что при достижении целевых количе-
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ственно-условных показателей рейтинга повышаются показатели науч-
но-инновационной деятельности вузов, так как для расчета рейтинга доля 
индикаторов, которые оцениваются научную деятельность, составляется 
более 50 %: 
– для рейтинга QS – этот показатель составляет 60 % (Academic 
Reputation: 30 %; Citations per Faculty: 30 %), 
– для рейтинга THE – 70 % (Reputation: 18%; Citations: 30 %; Research 
income: 6 %; Research productivity: 6 %; International collaboration: 2,5 %; 
Doctorate-to-bachelor’s ratio: 2,25 %; Doctorates awarded to academic staff 
ratio: 6 %), 
– для рейтинга ARWU – 100 %.
Здесь важно объяснить, как научные исследования изменяют структу-
ру финансирования вузов только в случае проведения качественных, кон-
курентоспособных исследований вузами. 
В этой связи возникает необходимость отметить, что влияние целевых 
показателей дорожных карт (объем финансирования; количество доку-
ментов в базах SCOPUS/WOS, доля статьей в международном соавтор-
стве (Scopus); H-индекс или индекс Хирша (Scopus) и др.) на позиции в 
международных рейтингах является дискуссионным. Значение самих по-
казателей, конечно, являются составными методики рейтингования вузов, 
но показатели – это не самоцель деятельности, а изменить значение дан-
ных показателей возможно посредством повышения конкурентоспособ-
ности исследований.
Одной из обоснованных точек зрений по данному поводу является по-
зиция О. Москалёвой, которая провела анализ зависимости публикаци-
онных показателей и занимаемой позицией университетов и представила 
подробный отчет о количественных и качественных характеристиках пу-
бликационной активности сотрудников вузов [28]. О. Москалёва прихо-
дит к выводу о том, что увеличение количества журналов в Web of Science 
или Scopus не обязательно приведет к улучшению позиции в рейтингах. 
В качестве рекомендаций О. Москалёва отмечает, что надо менять страте-
гию публикационной активности: во-первых, изменять политику россий-
ских журналов, входящих в Web of Science или Scopus, для повышения их 
уровня – более медленный, но более продолжительный эффект; во-вторых, 
публиковаться в более рейтинговых журналах – более быстрый вариант.
С. Донецкая приходит к подобному выводу, что и О. Москалёва, го-
воря о повышении  публикационной активности и уровня цитируемости 
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на одну статью, она предлагает публиковать много научных работ в жур-
налах со средним и высоким импакт-фактором, при этом отмечает, что 
основная проблема российских вузов кроется в низком уровне публика-
ционной активности преподавателей и невысокой востребованности за 
рубежом их научных публикаций [29].
Выводы, к которым приходят эксперты, исследователи и авторы ста-
тей, весьма обоснованы, так как, чтобы повысить свои позиции в меж-
дународных рейтингах, следует улучшать те показатели, чей вес в общем 
количестве превалирует. В глобальных мировых рейтингов (QS, THE, 
ARWU) больший вес присвоен таким показателям, как уровень цитиру-
емости, академическая репутация, количество и обхват исследований. 
Все эти показатели тесно связаны с результатами научной деятельности, 
которые преимущественно выражаются в публикационной активности.
По нашему мнению, спорной является постановка проблемы рядом 
авторов (О. Москалёвой, С. Донецкой, П. Арефьева [30, с. 256] и дру-
гими), которые в публикациях делают акцент на повышение уровня пу-
бликационной активности и уровня цитируемости статей, но в меньшей 
степени рассматривают приоритет научных исследований. В тоже время 
уровень научных исследований определяет качество статей и, как след-
ствие, включения их в высокорейтинговые журналы и повышения уровня 
цитируемости.
Чем более значимо исследование с позиции научного сообщества, тем 
оно более цитируемо и, как правило, опубликовано в высокорейтинговом 
журнале. Иными словами, первоочередной задачей российского научного 
сообщества должна лежать в области внедрения инновационных методов 
и разработок, а не в стремлении повысить публикационную активность и 
цитируемость статей.
В отличие от российских ученых, в чьих работах делается большой 
акцент на публикационную активность, зарубежные коллеги уделяют 
большее внимание индексам (индекс Хирша, импакт-фактор журнала). 
Так, M.-H. Huang проводит исследования о влиянии h-index на результа-
тивность научных исследований и приходит к выводу о подтверждении 
данной взаимосвязи [31]. К подобным выводам приходит L. Bornmann и 
H. D. Daniel, подтверждая гипотезу о влиянии h-index на успешность на-
учных исследований [32]. P. Weingart также смещает акцент в сторону 
необходимости индекса Хирша и значимости высокоцитируемых уче-
ных [33]. Еще одним значимым наукометрическим показателем являет-
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ся Journal Citation Report (JCR) ISI (ISI Impact Factor), а высокое количе-
ственное значение данного показателя индикатором качества публикаций 
в таком журнале [34].
Итак, взаимосвязь позиций в международных рейтинговых системах и 
структуры финансирования российских вузов имеет место для существо-
вания. Гипотетически с повышением позиций в рейтинге увеличивают-
ся, во-первых, поступления от платных образовательных услуг (прямая 
цель рейтинга). При этом повышение позиций в рейтинге невозможно 
без повышения конкурентоспособности научных исследований, что, как 
следствие, приводит к привлечению дополнительного финансирования 
из государственных фондов (РНФ, РФФИ и другие источники) или из 
коммерческих структур, что является, во-вторых (косвенные последствия 
рейтинга). 
В этой связи авторами представлена модель интегральной оценка от-
дачи от позиций российских вузов в международных рейтингах.
Базовая функция описания динамики выглядит следующим образом:
( ) ( )( )
( )
( )
( )
( )
1 5 3k h IF
k k
IS t S t P t
E t dt
I t S t P t
+ > > = + +  
 
∫ ,                 (4.2)
где E(tk) – эффект отдачи от позиций i-го вуза в текущем отчетном 
периоде;
IS(tk) – (Income from science) – доход i-го вуза от научно-инновацион-
ной деятельности в текущем отчетном периоде, тыс. руб.;
I(tk) – (Income) доход i-го вуза в текущем отчетном периоде, тыс. руб.;
S
h>5
(tk) – (staff with h-index>5) – количество авторов i-го вуза, имеющих 
h-index больше 5 в текущем отчетном периоде, по данным наукометриче-
ской базы данных SCOPUS/Web of science, человек;
S(tk) – (staff) – количество авторов i-го вуза, в текущем отчетном пери-
оде, человек;
P
IF>3
(tk) – (paper in journal with IF > 3) – количество статей i-го вуза, 
опубликованных в журналах, индексируемых в международных базах ци-
тирования WoS/Scopus, с импакт-фактором больше 3, единица.
P(tk) – (paper) – количество статей i-го вуза, опубликованных в жур-
нале индексируемых в международных базах цитирования WoS/Scopus, 
единица.
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Однако формула (4.2) имеет некоторый отложенный эффект, так на-
пример, нужно учитывать, что самые свежие статьи неправильно оцени-
вать по индексу цитирования. Обычно статья достигает максимума цити-
рования через 3–5 лет после своего опубликования. Если за временную 
лагу брать 10-летний период (k – базовый год), то достоверный результат 
для анализа можно считать 7-летний период (k + 3 … k + n – достоверная 
временная лага для анализа).
Проведенный анализ рейтинговых систем и оценки эффективности 
финансовых вложений на один пункт в международных рейтингах подвел 
авторов к постановке гипотезы о том, что достижение вузами целевых 
показателей рейтинга изменяет их структуру: повышается результа-
тивность научно-инновационной деятельности вуза, увеличивается объ-
ем доходов от данного вида деятельности.
Кроме того, полученные данные в результате проведенного исследова-
ния, позволяют сформировать некоторое обобщение работы. 
Повышения позиций в международных рейтингах и укрепление до-
стигнутых позиций возможно посредством развития конкурентоспособ-
ной вузовской науки, основные ориентиры должны быть не только коли-
чественные значения, но прежде всего качественные, которые могут быть 
оценены через индекс Хирша ученого, импакт-фактор журнала, в котором 
публикуются статьи сотрудников вуза. 
Ориентация на наукометрические показатели продиктована суще-
ственной долей индикаторов науки в международных рейтингах, которая 
составляет от 60 до 100 %.
Кроме того, практическое применение при дальнейшем расширении 
могут иметь расчеты по стоимости одного пункта в международных рей-
тингах. Полученный результат может быть теоретической основой для ран-
жирования вузов и выделения им финансирования на конкурсной основе.
На протяжении последнего десятилетия университетское образование 
во всем мире претерпевает ряд системных трансформаций. Эти транс-
формационные процессы являются следствием усугубления ключевых 
проблем глобальной системы высшего образования: нарастания оторван-
ности университетского образования от потребностей общества и эконо-
мических реалий; чрезмерной дороговизны получения высшего образова-
ния; консервативности методов организации образовательного процесса. 
Поэтому ощущение кризисности в развитии университетского образова-
ния во многом связано не только с ростом неопределенности внешней 
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среды, но и в первую очередь с несоответствием всей системы высшего 
образования актуальному социально-экономическому контексту.
В российской литературе акцент в изучении проблем функционирова-
ния университетов смещен в сторону различных экономических теорий 
(теории организации, теории государственных финансов, теории рын-
ка). При этом зачастую игнорируются социальные аспекты деятельности 
вуза, закономерности его функционирования как социальной системы и 
общественного института. Между тем в проводимых в развитых странах 
исследованиях социальная роль университетов все чаще выводится на 
первый план, и в качестве дискуссионного ставится вопрос о сочетании 
различных миссий университета: преподавательской («первая роль» уни-
верситетов), исследовательской («вторая роль») и социальной – взаимо-
действия с регионом («третья роль»).
Реализация «третьей роли» университетов посредством повышения их 
вклада в развитие местных сообществ, городов и территорий – одна из 
ключевых задач развития высшего образования, в глобальном контексте – 
функция социальной ответственности университетов.
Под социальной ответственностью высших учебных заведений рос-
сийские исследователи преимущественно подразумевают деятельность 
университетов, связанную с содействием социально-экономическому 
развитию регионов, прежде всего через подготовку кадров и укрепление 
потенциала вузовской науки [35]. Иными словами, социальная ответ-
ственность университетов заключается в обеспечении региона квалифи-
цированными специалистами.
Более широко социальная ответственность университетов трактуется 
исследователями, которые включают в него качество профессиональной 
подготовки выпускников, обеспечение количественной потребности на-
ционального рынка труда в профессиональных кадрах (иными словами, 
оптимизация структуры выпуска специалистов), повышение конкуренто-
способности специалистов, обеспечение финансовой самостоятельности 
вузов [36]. Таким образом проводится аналогия между социальной от-
ветственностью университетов и корпоративной ответственностью биз-
нес-сообщества. Аналогичной точки зрения придерживаются и участни-
ки проекта «Университет и сообщество», реализованного фондом «Новая 
Евразия» (реализация проекта проходила в три этапа общей продолжи-
тельностью с 2008–2013 гг., участниками проекта являлись 22 россий-
ских высших учебных заведения) [37].
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В качестве наиболее широкого понимания социальной ответственности 
университетов можно привести пример формирования политики в обла-
сти социальной ответственности в Уральском федеральном университете 
имени первого Президента России Б. Н. Ельцина. Руководством универ-
ситета была утверждена политика социальной ответственности, которая 
представляет собой совокупность добровольных обязательств университе-
та, вырабатываемых с участием заинтересованных сторон, выполняемых в 
основном за счет собственных средств университета, по выполнению со-
циальных программ и проектов, направленных на развитие университета, 
улучшение взаимодействия с обществом, бизнесом и властью, поддержку 
развития региона и страны. В свою очередь, под социальной ответственно-
стью высшего учебного заведения подразумевается многогранное явление, 
рассматриваемое относительно нескольких субъектов:
– сотрудников (развитие социальных программ – «Здоровье», «До-
ступное жилье», «Наше будущее» и др.);
– бизнес-сообщества (обеспечение необходимыми высококвалифици-
рованными кадрами – оптимизация структура выпуска специалистов, мо-
ниторинг качества подготовки выпускаемых специалистов и др.);
– власти (содействие региональному развитию, формирование соци-
ально активной молодежи и молодежной среды, снижение уровня право-
нарушений), то есть в данном определении социальная ответственность, 
по мнению авторов, представлена наиболее полным образом, охватывая 
внешнюю и внутреннюю среду университета.
По большому счету в России понимание «третьей роли» университе-
тов находится в зачаточном состоянии, о чем свидетельствуют отсутствие 
единого подхода к определению социальной ответственности высших 
учебных заведений, зачастую отсутствие ее упоминания в нормативных 
документах и слабая реализация в деятельности университетов. 
Иное отношение к социальной ответственности сформировалось и 
внедряется еще с начала двухтысячных годов в зарубежных университе-
тах. Например, в Финляндии социальная миссия образовательных учреж-
дений была закреплена на законодательном уровне в Акте об универси-
тете в 2004 г. В Швеции социальная ответственность университетов была 
закреплена в Акте об университетах еще в 1998 г. параллельно с приняти-
ем программы регионального развития [38]. 
В западной традиции социальная функция университетов, во-первых, 
выражается в закреплении за учебными заведениями статуса интеллекту-
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ального и экономического двигателя развития крупного города или регио-
на, во-вторых, университет должен коммерциализировать идеи, оставляя 
в приоритете развитие интеллектуальной среды. Приведенный концепт 
социальной функции университетов успешно реализуется в зарубежной 
практике. Таким образом, социальная ответственность университетов – 
это ответственность высших учебных заведений перед обществом в це-
лом, и каждым его составляющим в отдельности.
Проецируя данное понятие в сферу высших учебных заведений можно 
отметить, что образовательные учреждения в некотором роде реализуют 
принцип социально ответственного института, который выражается в их 
деятельности. В широком смысле социальная ответственность образова-
тельных учреждений реализуется посредством воспроизводства (увели-
чения) человеческого капитала, формирования рынка труда (оптимизация 
структуры выпуска, переоценка структуры выпускающих специально-
стей), в узком – это создание культуры и норм поведения внутри образо-
вательного учреждения (корпоративная культура), рационализация струк-
туры работников университетов и другое.
Если рассматривать функции реализации социальной ответственности 
вузов комплексно, то, по мнению авторов, они должны включать в себя 
следующие компоненты:
– экономическую ответственность (максимизация усилий, направлен-
ных на достижение экономического благополучия общества);
– ответственность в области рынка труда (создание новых рабочих 
мест, повышение уровня развития человеческого потенциала и т. д.);
– социокультурная ответственность (формирование интеллектуаль-
ных и личностных характеристик студентов в процессе обучения).
Первоочередным при анализе вопроса о выполнении социальной 
функции университетами является, по мнению авторов, анализ влияния 
функционирования высших учебных заведений на социально-экономиче-
ское развитие региона.
Обозначим составляющие деятельности вуза, которые оказывают вли-
яние на социально-экономическое развитие региона:
– структура выпуска вуза оказывает влияние на уровень занятости реги-
она, необходима оптимизация структуры выпуска, для того чтобы обеспе-
чить занятость специалистов в соответствии с полученной специальности;
– отчисляемые налоги вуза формируют доходную базу региона и му-
ниципалитета, это связано со спецификой деятельности, так как высшее 
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образование – зарплатоемкий процесс. Большую часть отчисляемых на-
логов составляют региональные налоги, это налог на доходы физических 
лиц, земельный налог;
– занятость персонала вуза обеспечивает уровень занятости в регионе;
– доход вуза формирует валовой добавленный продукт, так как вузы 
являются составляющим такого вида экономической деятельности как 
образование.
В настоящее время существует проблема оценки участия университетов 
в социально-экономическом развитии регионов, в том числе и на законода-
тельном уровне. Стоит отметить, что прежде чем социальная функция за-
рубежных учебных заведений была закреплена на законодательном уровне, 
был проведен многократный анализ роли вузов в региональном развитии. 
Наиболее показательным в этом плане является опыт стран ОЭСР, которые 
в рамках долгосрочного проекта «Обзор роли вузов в региональном разви-
тии» в рамках Программы «Институциональное управление в высшем об-
разовании» [39] (в кооперации со Всемирным банком) оценили роль вузов 
и региональном развитии [40]. Целью проекта была разработка рекоменда-
ций для национальных и региональных органов управления образованием 
по формированию и реализации политических стратегий, направленных на 
увеличение вклада вузов в социальное, экономическое и культурное разви-
тие регионов. Проект был реализован в три этапа:
I этап (2004–2007) – 14 регионов из 12 стран – членов ОЭСР (Австра-
лия, Бразилия, Канада, Дания, Финляндия, Корея, Мексика, Нидерланды, 
Норвегия, Испания, Швеция, Англия).
II этап (2008–2010) – 14 стран-членов и стран – партнеров ОЭСР.
III этап (2011–2013) – Великобритания, ЮАР, Чили.
Анализу подвергались следующие направления: процессы взаимодей-
ствия вузов с регионами, модели и инструменты сотрудничества; ресур-
сы, необходимые для сотрудничества; вклад в региональное развитие; 
потенциал сотрудничества.
Проведение комплексного исследования роли университетов в разви-
тии региона на происходило на основе:
1) Самообследования на основе опросника, содержащего набор ре-
комендуемых ОЭСР тем для раскрытия, с участием всех вузов региона/
города, а также других заинтересованных сторон (местных органов вла-
сти, промышленных и бизнес-кругов и т. д.). Результатом являлся отчет о 
самообследовании. 
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2) Визита международной команды экспертов, результатом которого 
являлся экспертный отчет.
3) Диссеминации результатов исследования на международных конфе-
ренциях, публикация международного сопоставительного обзора. 
4) Описания социально-экономических показателей региона – участ-
ника проекта как составной части отчета о самообследовании, включая 
описание географической, демографической ситуации в регионе, эконо-
мической и социальной базы региона.
Исследования высших учебных заведений Великобритании, проведен-
ные ассоциацией «Университеты Великобритании», показал, что отдача 
на каждый миллион фунтов стерлингов, вложенный Казначейством Ве-
ликобритании в высшее образование, составляет 1,3 млн фунтов стерлин-
гов в виде инвестиций в другие отрасли экономики Великобритании [41], 
экономический эффект в секторе высшего образования – весьма значимая 
величина, она составляет 59 млрд фунтов стерлингов в масштабе эконо-
мики страны в целом [42].
Методология исследования основана на экономической модели, ис-
пользующей данные таблиц «затраты – выпуск» Национальной службы 
государственной статистики 2006 г., а также данные статистического еже-
годника Великобритании «Синяя книга» (The Blue Book) 2008 г. Данные о 
финансах, персонале и студентах университетов получены в Статистиче-
ском агентстве системы высшего образования (Higher Education Statistics 
Agency, HESA). Другими источниками данных являются «Статистика 
путешествий» (Travel Trends) Национальной службы государственной 
статистики (Office of National Statistics, ONS) и «Исследование расходов 
студентов» (Student Expenditure Survey) (2009), опубликованное Департа-
ментом инноваций, университетов и навыков Национальной службы го-
сударственной статистики, а также данные «Обследования рабочей силы» 
и «Ежегодного обследования предприятий», которые проводятся Нацио- 
нальной службой государственной статистики [43]. Методика вклю-
чается в себя более 50 частных показателей, которые сгруппированы в 
7 блоков [44]: показатели университета как хозяйствующего субъекта 
(оцениваются доходы и расходы по статьям); показатели университета как 
ресурса занятости, показатели вклада университета в повышение произ-
водительности труда (оценка по выпускникам вуза), показатели универ-
ситета как фактора развития научно-образовательного и инновационного 
потенциала, показатели эффективности научных исследований (за пять 
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лет) (оценка проводится по количественным показателям деятельности: 
статьи, отчеты, книги и т. д.), показатели эффективности внедрения разра-
боток (оцениваются количество полученных и поданных контрактов, дохо-
ды от них, количество поданных заявок и полученных патентов, лицензий и 
доходы от них и др.), показатели вклада университета в социальное разви-
тие региона (включены такие показатели, как количество проживающих со-
трудников, ППС, студентов в черте города, в пригородах, в регионе; количе-
ство сотрудников и ППС университета, участвующих в благотворительных 
фондах и волонтерских проектах; количество генеральных директоров и 
топ-менеджеров из числа сотрудников и ППС университета, участвующих 
в руководстве различными проектами, а также в программах повышения 
квалификации региона; количество школьников и студентов, охваченных 
информационно-просветительской программой университета) [45].
Существуют некоторые разработка по решению задачи в российском 
научном сообществе, одной из них является модель для оценки вклада 
образования в социально-экономическое развитие Российской Федера-
ции и ее субъектов С. А. Белякова и Т. Л. Клячко [46]. С. А. Беляков и 
Т. Л. Клячко оценивают потенциальный вклад образования в социаль-
но-экономическое развитие региона, обусловленное наращиванием че-
ловеческого капитала (в узком его значении), который предлагается рас-
считывать по абсолютному значению (учитываются такие показатели, как 
средняя заработная плата выпускников учебного заведения, численность 
выпускников, коэффициент выходы на рынок труда выпускников) и по 
отношению к валовому региональном продукту.
Разработанные модели являются узкими для оценивания вклада дея-
тельности высших учебных заведений в социально-экономическое разви-
тие региона. В первом и во втором случае можно говорить лишь о финан-
совой составляющей в упрощенном варианте.
В зарубежной практике задача по оценке влияния университетов на со-
циально-экономическое развитие регионов проработана более тщатель-
но, чем в российской практике, где это задача появилась относительно 
недавно – с момента создания федеральных университетов.
Статистический анализ проводиться по трем блокам: доходы и рас-
ходы университетов, трудовой потенциал вузов (занятость персонала), 
структура выпуска.
Для начала проанализируем финансовые показатели деятельности си-
стемы высшего образования. В главе анализ проводится по показателям 
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деятельности государственных высших образовательных учреждений.
Университеты, как упоминалось ранее, наряду с основными функция-
ми занимаются коммерческой деятельностью. В этой связи встает вопрос 
о включении университетов в рейтинги крупнейших предприятий России.
Оценивая федеральное значение вузов, стоит отметить, что по итогам 
работы в 2014 г. совокупный доход 2861 вузов составил 434,3 млрд руб., что 
на 25 % больше, чем в 2013 г. Если бы в рейтинге крупнейших предприя-
тий России учитывались образовательные учреждения, то в топ-400 2014 г. 
Московский государственный университет с доходом 22,5 млрд руб. мог 
бы занять 342-е место. В этом же ракурсе среди 200 крупнейших компаний 
непроизводственного сектора МГУ имени М. В. Ломоносова – 167-е место, 
Санкт-Петербургский государственный университет – 197-е место. 
Рассматривая региональное значение высших учебных заведений 
на примере Урала, можно отметить, что совокупный доход вузов, кото-
рые вошли бы в число крупнейших компаний Урала и Западной Сибири 
в 2014 году составляет 19,1 млрд руб.2, или 0,2 % совокупной выручки 
400 крупнейших компаний, что составляет 1,3 % совокупной выручки 
компаний непроизводственного сектора, и 2,4 % совокупной выручки 
компаний непроизводственного сектора, за вычетом отраслей «оптовая 
торговля» и «розничная торговля». 
Продолжая анализ регионального значения вузов, отметим, что вуз яв-
ляется зарплатоемким процессом, и, следовательно, большая часть отчис-
ляемых налогов составляет налог на доходы физических лиц. К примеру, 
Уральский федеральный университет (УрФУ) входит в число крупнейших 
налогоплательщиков г. Екатеринбурга, на долю УрФУ приходится 6,5 % 
налога на доходы физических лиц, отчисляемого в бюджет города (напом-
ним, что налог на доходы физических лиц формирует местный и регио-
нальный бюджет в отношении 30/70, то есть 30 % формирует доходную 
базу местного бюджета, 70 % – региональный).
На основе финансовых показателей деятельности высших учебных за-
ведений можно говорить о том, что вузы расширяют свою значимость – по-
мимо образовательной и научной деятельности, они способны на равных 
1 По данным Аналитической компоненты комплексной системы управления финансами 
Минобрнауки (АК КСУФ) и «Информационно-аналитические материалов по 
результатам проведения мониторинга эффективности образовательных организаций 
высшего образования».
2 Там же.
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условиях с предприятиями выполнять предпринимательскую деятель-
ность, что в свете расширения функций университетов (добавление соци-
альной) становится неотъемлемой частью их функционирования. 
Кроме финансовой составляющей, вузы обеспечивают занятость насе-
ления. В целом по Уральскому федеральному округу в системе высшего 
образования в 2013 г. занято около 8 % от общего числа занятых в эко-
номике, по России картина по занятости аналогичная: 8 % занятость в 
системе высшего образования от общей занятости заселение, при этом 
14 % от общей занятости приходится на систему высшего образования 
от общей занятости населения, из них в системы высшего образования – 
около 1 %, наибольшая занятость в системе образования приходится на 
государственные и муниципальные общеобразовательные организации 
(общеобразовательные школы), занятость приближается к 45 % [47] от 
общей занятости в системе образования.
Важным компонентом при анализе влияния функционирования си-
стемы высшего образования на социально-экономическое положение ре-
гиона является подготовка новых специалистов, в этой связи необходим 
анализ структуры выпуска. 
Анализ приведенных данных позволяет увидеть сформировавшуюся 
диспропорцию в структуре выпуска профессиональных кадров, характе-
ризующуюся критическим смещением баланса в сторону гуманитарных 
и общественных наук.
Если в 1990 г. специальности экономики и управления, гуманитар-
но-социальные и естественно-научные специальности занимали около 
14, 12 и 9 % соответственно в структуре выпуска государственных вузов, 
то в 2013 г. на долю экономики и управления приходилось 33 % выпуска, 
на гуманитарные и социальные науки – 18 %, а на естественные и физи-
ко-математические науки лишь 3% [48].
С учетом выпуска из негосударственных вузов картина становится 
еще более удручающей. Итак, в 2013 г. 485,3 тыс. человек получили ди-
пломы о высшем образовании по связанным с экономикой и управлени-
ем специальностям, что составляет более 37 % от всех выпущенных в 
стране специалистов. 270,5 тыс. человек стали специалистами в области 
гуманитарных и социальных наук (21 % общего выпуска), лишь 86,3 тыс. 
человек получили профессии, связанные с металлургией, материалообра-
боткой, машиностроением, энергетикой, электротехникой и сельским хо-
зяйством (6,7 %), и лишь 57,9 тыс. человек получили профессиональное 
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образование в области физико-математических и естественных наук, ин-
форматики и вычислительной техники (4,5 %).
Приведенные данные свидетельствуют о том, что выпуск специали-
стов по важнейшим группам специальностей, которые являются двига-
телями научно-технического прогресса и от которых зависят возможно-
сти реиндустриализации экономики страны, за прошедшие двадцать лет 
упал до критического минимума. Если же мы проанализируем изменение 
структуры выпуска в контексте Перечня критических технологий [49], 
утвержденных Президентом РФ в 2011 г., то увидим следующую картину. 
Десять из 27 критических технологий связаны с биотехнологиями, меди-
циной и информационными технологиями, либо находятся на их стыке, 
это биокаталитические, биосинтетические и биосенсорные технологии; 
биомедицинские и ветеринарные технологии; геномные, протеомные и 
постгеномные технологии; клеточные технологии; технологии биоинже-
нерии; компьютерное моделирование наноматериалов, наноустройств и 
нанотехнологий; нано-, био-, информационные, когнитивные технологии; 
технологии доступа к широкополосным мультимедийным услугам; тех-
нологии информационных, управляющих, навигационных систем; техно-
логии и программное обеспечение распределенных и высокопроизводи-
тельных вычислительных систем. Численность выпускников по группе 
специальностей «Химическая и биотехнологии» снизилась с 10,7 тыс. 
человек в 2005 г. до 10,2 тыс. человек в 2013 г. и составляет лишь около 
1 % в общем выпуске государственных вузов. По специальностям, свя-
занным с медициной, абсолютная численность выпускников выросла с 
24,6 тыс. человек в 1990 г. до 36,0 тыс. человек в 2013 г., но их доля в 
общем выпуске государственных вузов за весь период снизилась почти 
вдвое (и составила величину менее 3,5 %). По специальностям «Автома-
тика и управление» численность выпускников выросла с 10,8 тыс. человек 
в 1990 г. до 15,8 тыс. человек в 2013 г., однако их доля в общем выпуске 
составила чуть менее 1,5 % (снизилась почти вдвое). По группе специаль-
ностей «Информатика и вычислительная техника» наметился рост выпу-
ска: абсолютное число выпускников в 2013 г. составило 25,7 тыс. человек 
(2,4 % от общего объема специалистов с высшим образованием), что в 
3,6 раза больше, чем в 1990 году. Пять из 27 критичных технологий свя-
заны с группой специальностей «Энергетика, энергомашиностроение, 
электротехника», это базовые технологии силовой электротехники; тех-
нологии атомной энергетики, ядерного топливного цикла, безопасного 
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обращения с радиоактивными отходами и отработавшим ядерным топли-
вом; технологии новых и возобновляемых источников энергии, включая 
водородную энергетику; технологии создания энергосберегающих систем 
транспортировки, распределения и использования энергии; технологии 
энергоэффективного производства и преобразования энергии на органи-
ческом топливе. Численность выпускников по данной группе специаль-
ностей выросла с 11,6 тыс. человек в 1990 г. до 28,0 тыс. человек в 2013 г., 
однако их доля в общем выпуске государственных вузов выросла за весь 
период менее чем на 0,5 % и составила всего 2,6 %. Еще семь из 27 крити-
ческих технологий связаны с материалообработкой, машиностроением и 
электроникой, это технологии наноустройств и микросистемной техники; 
технологии получения и обработки функциональных наноматериалов; 
технологии диагностики наноматериалов и наноустройств; технологии 
получения и обработки конструкционных наноматериалов; технологии 
создания высокоскоростных транспортных средств и интеллектуальных 
систем управления новыми видами транспорта; технологии создания 
ракетно-космической и транспортной техники нового поколения; техно-
логии создания электронной компонентной базы и энергоэффективных 
световых устройств. Доля выпуска в общем выпуске государственных 
вузов по группе специальностей «Металлургия, машиностроение и мате-
риалообработка» к 2013 г. снизилась в два раза и достигла 2,2 %; «Элек-
тронная техника, радиотехника и связь» снизилась в 2,5 раза, до 1,4 %; 
«Авиационная и ракетно-космическая техника» снизилась в 2,3 раза, до 
0,5 %. Таким образом, всего около 15 % выпуска в 2013 г. приходилось 
на специальности, в рамках которых возможно будет выпущено лишь не-
которое количество специалистов, способных работать по направлениям, 
имеющим отношение к критическим технологиям. 
Приведенные данные позволяют увидеть сформировавшуюся диспро-
порцию в структуре выпуска профессиональных кадров, характеризую-
щуюся дисбалансом структуры выпуска по уровням профессионального 
образования, а также критическим смещением баланса в структуре вы-
пуска специалистов с высшим образованием в сторону гуманитарных и 
общественных наук [50].
Кроме того, анализ занятости по уровню образования показывает, что 
наибольший темп роста по безработице у населения с высшим образова-
нием (среди всех уровней образования), в 2000 г. безработных с высшим 
образование было 10 % от общего числа безработных, в 2013 г. – 17 %. 
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Слабая ориентированность учебных заведений на актуальные потреб-
ности национальной экономики приводит к снижению эффективности 
всей системы отечественного профессионального образования.
Как упоминалось ранее, социальная функция высших учебных заве-
дений проявляется не только во взаимодействии «вуз – регион», но и во 
взаимодействии «вуз – внутренняя (корпоративная) среда университета».
Социальная функция по отношению к внутренней среде высших 
учебных заведений проявляется не только в реализации социальных про-
грамм, но и оптимизации структуры персонала по занимаемым должно-
стям, заработной плате и другим показателям.
В целом по вузам Уральского федерального округа наблюдается рас-
ширение административно-хозяйственного персонала и уменьшение 
доли профессорско-преподавательского состава. Если в 2009 г. ППС было 
43 % от общей численности, то в 2013 г. данный показатель составляет 
40 %, что касается административно-хозяйственного персонала (АХП), 
то в 2009 г. – 54 %, а в 2013 г. – 57 %, то есть на каждого ППС в среднем в 
2009 г. приходилось 1,2 АХП, в 2013 г. – 1,4 АХП. Такая тенденция в изме-
нении кадровой структуры вуза свидетельствует о снижении эффективно-
сти распределения ставок, что является ограничением для полноценной 
реализации учебным заведением своей социальной функции.
Высшему образованию принадлежит важнейшая роль в процессах, 
определяющих основные параметры общества: университеты выполняют 
функцию регуляторов формирования, изменения и поддержания социаль-
ных структур. Во-первых, образовательные учреждения ответственны за 
трансляцию знаний – за передачу знаний, умений, навыков от поколения 
к поколению, без чего общество очевидным образом не может поддержи-
вать свое существование и развиваться. Во-вторых, в университетах, как в 
России, так и на Западе, ведется научно-исследовательская деятельность, 
а следовательно, во многом определяются основные тенденции развития 
общества. В-третьих, вузы поставляют обществу профессионалов опреде-
ленного уровня, без участия которых не может функционировать нацио- 
нальная экономика, культура, обеспечиваться порядок и безопасность. 
В-четвертых, в вузах готовится элита общества в области политики, эко-
номики, науки, культуры: от того, как и кого готовят в качестве элиты, 
непосредственно зависит судьба общества. Наконец, в-пятых, вузы в 
значительной степени способствуют размыванию социальных барьеров 
в обществе: именно получение высшего образования обычно выступает 
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предпосылкой повышения социального статуса, перемещения по вер-
тикали из одного социального слоя в другой. Следовательно, общество 
весьма заинтересовано в максимальной доступности высшего образова-
ния, в снятии препятствий к получению высшего образования всеми, кто 
обладает соответствующими способностями, независимо от социальных, 
экономических и географических факторов. Вузы могут и обязательно 
должны играть существенную роль в развитии своих регионов.
§2. моделирование развития системы образования при изменении  
макро- и мезоэкономических условий
Для оценки состояния системы высшего образования России предло-
жено использовать индикативный метод анализа [50], который позволяет 
определить степень соответствия достигнутых на рассматриваемый мо-
мент времени или прогнозируемых значений индикаторов тем пороговым 
значениям, которые отвечают требованиям развития социума, обеспече-
ния условий устойчивого развития и экономической безопасности терри-
торий с учетом достигнутого уровня и поставленных целей развития. 
Применение данного метода позволяет получить диагностическую 
картину состояния системы высшего профессионального образования в 
целом, а также в разрезе характеризующих ее функционирование групп 
индикаторов и отдельных индикативных показателей для каждого субъ-
екта Российской Федерации (рис. 4.6).
Диагностика состояния системы высшего профессионального образо-
вания проводится по индикативным показателям, сгруппированным в три 
блока:
а) условия функционирования и состояние инфраструктуры системы 
высшего профессионального образования;
б) состояние образовательной и научно-исследовательской деятельно-
сти в системе высшего профессионального образования;
в) влияние функционирования системы высшего профессионального 
образования на экономику и население региона.
Блок условий функционирования и состояния инфраструктуры систе-
мы высшего профессионального образования оценивается по условиям 
финансирования системы ВПО, состоянию основных фондов и условий 
обучения в системе высшего образования, состоянию ее кадрового потен-
циала.
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Блок состояния образовательной и научно-исследовательской деятель-
ности в системе ВО характеризуется состоянием научно-исследователь-
ского потенциала профессорско-преподавательского состава, образова-
тельного и исследовательского потенциала студентов, результативностью 
научно-исследовательской деятельности ППС.
Состояние блока влияния функционирования системы высшего обра-
зования на экономику и население региона предполагается определить 
через уровень доступности получения высшего профессионального обра-
зования для населения, уровень востребованности в экономике специали-
стов с высшим профессиональным образованием и баланс потребностей 
рынка труда и выпуска системы высшего образования.
В основу методики оценки состояния системы высшего профессио-
нального образования положен метод индикативного анализа, использую-
щий в качестве инструмента приведения выраженных в различных нату-
ральных единицах индикаторов в индексную (нормализованную) форму 
сопоставление значений данных индикаторов с их пороговыми значения-
ми согласно системе правил [52, с. 29–38].
Разработанный в рамках Уральской экономической школы во главе с 
академиком РАН А. И. Татаркиным, доктором экономических наук, про-
фессором А. А. Куклиным и доктором технических наук, профессором 
А. Л. Мызиным подход широко применялся для оценки состояния эконо-
мической, энергетической, социально-демографической, инновационной 
безопасности территорий, для оценки качества жизни и состояния нацио-
нального богатства регионов России.
С целью удобства получения характеристик уровня развития системы 
высшего образования субъектов РФ предлагается классифицировать ее 
состояние на низкий, средний и высокий уровни (табл. 4.12). 
В табл. 4.12 представлена адаптация применения классификации ситу-
аций по индикативным показателям оценки экономической безопасности 
к оценке состояния системы высшего образования.
Целью классификации состояний системы высшего профессиональ-
ного образования является установление уровней ее развития последова-
тельно по каждому индикатору, индикативному блоку и интегрально по 
системе в целом с отнесением состояния к определенному классу. Первый 
блок индикаторов: условия функционирования и состояние инфраструк-
туры системы высшего образования представлен на рис. 4.7.
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 Примечания: 1) ППС – профессорско-преподавательский состав;  2)  данные модули 
находятся на стадии разработки.
Рис. 4.6. Структура диагностики состояния системы высшего образования
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Таблица 4.12 
классификация ситуаций по индикативным показателям для
характеристики состояния экономической безопасности и системы 
высшего образования территории
Характеристика состояния Соотношение норма-
лизованных значе-
ний индикаторов и 
пороговых уровней
Адаптация по-
роговых уровней 
для характери-
стики состояния 
системы ВПО
Экономической 
безопасности
Системы 
ВПО
Нормальное, Н Высокий 
уровень 
развития си-
стемы 
ВПО, В
0 ≤  < 
Предкризис 1 
(начальный), 
ПК1
Предкризис 2 
(развивающий-
ся), ПК2
Предкризис 3 
(критический), 
ПК3
Средний 
уровень раз-
вития систе-
мы ВПО, С  ≤  
< 
Кризис 1 (неста-
бильный), К1
Кризис 2 (угро-
жающий), К2
Низкий уро-
вень разви-
тия системы 
ВПО, Н
Кризис 3 (чрез-
вычайный), К3
Синтетический индикативный показатель финансирования системы 
высшего профессионального образования.
Удельный показатель государственного финансирования системы 
высшего профессионального образования ( ), тыс. руб./чел.
,                                      (4.3)
где  – объем государственного финансирования системы ВПО, 
тыс. руб.;
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 – общая численность штатных работников (без совместите-
лей) государственных (муниципальных) высших учебных заведений, чел.
Удельный показатель негосударственного финансирования системы 
высшего профессионального образования ( .), тыс. руб./чел.
,                                   (4.4)
где  – объем негосударственного финансирования системы 
высшего образования, тыс. руб.
Синтетический индикативный показатель состояния фондов и усло-
вий обучения в системе высшего образования представлен на рис. 4.8.
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Рис. 4.7. Индикаторы модуля «Условия финансирования системы  
в системе высшего образования» 
  Синтетический индикативный показатель финансирования системы высшего 
профессионального образования. 
Удельный показатель государственного финансирования системы высшего 
профессионального образования ( ), тыс.руб./чел. 
,     (4.3) 
где  – объем государственного финансирования системы  ВПО, тыс. руб.; 
 – общая численность штатных работников (без совместителей) государственных 
(муниципальных) высших учебных заведений, чел. 
 
Удельный показатель негосударственного финансирования системы высшего 
профессионального образования ( .), тыс. руб./чел. 
,      (4.4) 
где  – объем негосударственного финансирования системы  высшего 
образования, тыс. руб. 
Синтетический индикативный показатель состояния фондов и условий обучения в 
системе высшего образования представлен на рис. 4.8. 
 
Рис. 4.7. Индикаторы модуля «Условия финансирования системы 
в системе высшего образования»
Синтетический инд кативный показатель состояния основных 
средств, машин и оборудования высшего образов я.
Удель я ст имость основных средств, машин и оборудования выс-
ших учебных заведений ( ), тыс. руб./чел.
,                   (4.5)
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где  – стоимость основных средств государственных (муници-
пальных) высших учебных заведений, тыс. руб.;
 – стоимость машин и оборудования государственных 
(муниципальных) высших учебных заведений, тыс. руб.;
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Рис. 4.8. Индикаторы модуля «Состояние основных фондов и условий обучения  
в системе высшего образования» 
 
Синтетический индикативный показатель состояния основных средств, машин и 
оборудования высшего образования. 
Удельная стоимость основных средств, машин и оборудования высших учебных 
заведений ( ), тыс. руб./чел. 
,   (4.5) 
где  – стоимость основных средств государственных (муниципальных) высших 
учебных заведений, тыс. руб.; 
 – стоимость машин и оборудования государственных (муниципальных) высших 
учебных заведений, тыс. руб.; 
 
Удельная стоимость основных средств, машин и оборудования, приобретенных в 
анализируемый период высших учебных заведений ( ), тыс. руб./чел. 
, (4.6) 
где  – стоимость основных средств государственных (муниципальных) 
высших учебных заведений, приобретенных в анализируемый период, тыс. руб.; 
 – стоимость машин и оборудования государственных 
(муниципальных) высших учебных заведений, приобретенных в анализируемый период, тыс. 
руб. 
Рис. 4.8. Индикаторы модуля «Состояние основных фондов и условий 
обучения в системе высшего образования»
Удельная стоимость ос овных средств, маши  и оборудования, 
приобретенных в анализируемый период высших учебных заведений 
( ), тыс. руб./чел.
,(4.6)
где  – стоимость о новных ср дств государственн х 
(муниципальных) высших учебных заведений, приобретенных в анализи-
руем й период, т с. руб.;
 – стоимость машин и оборудования госу-
дарственных (муниципальных) высших учебных заведений, приобретен-
ных в анализируемый период, тыс. руб.
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Синтетический индикативный показатель условий обучения системы 
высшего профессионального образования.
Удельный показатель площади зданий высших учебных заведений 
( ), кв. м/чел.
,                         (4.7)
где  – площадь зданий государственных (муниципальных) высших 
учебных заведений, кв. м;
 – общая численность студентов (очной формы обучения) 
государственных (муниципальных) высших учебных заведений, чел.
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 Синтетический индикативный показатель условий обучения системы высшего 
профессионального образования. 
Удельный показатель площади зданий высших учебных заведений ( ), кв. м/чел. 
,    (4.7) 
где  – площадь зданий государственных (муниципальных) высших учебных 
заведений, кв. м; 
 – общая численность студентов (очной формы обучения) государственных 
(муниципальных) высших учебных заведений, чел. 
Учебно-лаб раторная площадь зданий высших учебных заведений ( ), кв. м/чел. 
,     (4.8) 
где  – учебно-лабораторная площадь зданий государственных (муниципальных) 
высших учебных заведений, кв. м; 
 – общая численность профессорско-преподавательского состава (по основной 
должности) государственных (муниципальных) высших учебных заведений, чел. 
 – общая численность руководителей структурных подразделений, научных и 
научно-технических работников (по основной должности) государственных (муниципальных) 
высших учебных заведений, чел. 
Синтетический индикат вный показатель кадрового потенциала системы высшего 
образования представлен на рис. 4.9. 
 
Рис. 4.9. Индикаторы модуля «Состояние кадрового потенциала системы 
высшего профессионального образования»
Учебно-лабораторная площадь зданий высших учебных заведений 
( ), кв. м/чел.
            (4.8)
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где  – учебно-лабораторная площадь зданий государственных 
(муниципальных) высших учебных заведений, кв. м;
 – общая численность профессорско-преподавательского соста-
ва (по основной должности) государственных (муниципальных) высших 
учебных заведений, чел.
 – общая численность руководителей структурных под-
разделений, научных и научно-технических работников (по основной долж-
ности) государственных (муниципальных) высших учебных заведений, чел.
Синтетический индикативный показатель кадрового потенциала си-
стемы высшего образования представлен на рис. 4.9.
Синтетический индикативный показатель уровня обеспеченности 
профессорско-преподавательским составом системы высшего профес-
сионального образования.
Доля профессорско-преподавательского состава и научных работников в 
общей численности работников высших учебных заведений ( ), %.
.                     (4.9)
Количество студентов на одного преподавателя высших учебных заве-
дений ( ), чел.
,                                     (4.10)
где  – общая численность студентов государственных (муници-
пальных) высших учебных заведений, чел.;
 – общая численность профессорско-преподавательского 
состава (с учетом совместителей) государственных (муниципальных) 
высших учебных заведений, чел.
Синтетический индикативный показатель уровня профессиональной 
подготовки кадров системы высшего профессионального образования.
Удельный показатель численности работников высших учебных заве-
дений, имеющих ученую степень доктора наук ( ), %
,                     (4.11)
§2. Моделирование развития системы образования
257
где  – общая численность сотрудников государственных 
(муниципальных) высших учебных заведений, имеющих ученую степень 
доктора наук, чел.
Удельный показатель численности работников высших учебных заве-
дений, имеющих ученую степень кандидата наук ( ), %.
,                   (4.12)
где  – общая численность сотрудников государственных 
(муниципальных) высших учебных заведений, имеющих ученую степень 
кандидата наук, чел.
Диагностика состояния образовательной и научно-исследовательской 
деятельности системы высшего профессионального образования пред-
ставлена в блоке 2. Синтетический индикативный показатель научно-ис-
следовательского потенциала профессорско-преподавательского состава 
системы высшего профессионального образования на рис. 4.10.
Рис. 4.10. Индикаторы модуля «Состояние научно-исследовательского потенциала 
профессорско-преподавательского состава системы высшего образования»
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Синтетический индикативный показатель научно-исследовательского 
статуса научных, научно-технических сотрудников и профессорско-препо-
давательского состава системы высшего профессионального образования.
Удельный показатель численности исследователей высших учебных за-
ведений, имеющих ученую степень доктора наук ( ), %.
,   (4.13)
где  – общая численность исследователей (без совме-
стителей) государственных (муниципальных) высших учебных заведе-
ний, имеющих ученую степень доктора наук, чел.;
 – общая численность профессорско-преподавательского 
состава (без совместителей) государственных (муниципальных) высших 
учебных заведений, имеющего ученую степень доктора наук, чел.
Удельный показатель численности исследователей высших учебных заве-
дений, имеющих ученую степень кандидата наук ( ), %
, (4.14)
где  – общая численность исследователей (без совме-
стителей) государственных (муниципальных) высших учебных заведе-
ний, имеющих ученую степень кандидата наук, чел.;
 – общая численность профессорско-преподавательского 
состава (без совместителей) государственных (муниципальных) высших 
учебных заведений, имеющего ученую степень кандидата наук, чел.
Синтетический индикативный показатель уровня вовлеченности науч-
ных, научно-технических работников и профессорско-преподавательско-
го состава в научно-исследовательскую деятельность.
Расходы на НИОКР в расчете на одного занятого научно-исследова-
тельской работой ( ), тыс. руб./чел.
.                     (4.15)
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Удельный показатель численности персонала высших учебных заведе-
ний, защищающего диссертационные работы, количество защит/100 чел.
,(4.16)
где  – количество защит докторских и кандидатских дис-
сертаций, работниками государственных (муниципальных) высших учеб-
ных заведений, чел.
Синтетический индикативный показатель образовательного и исследова-
тельского потенциала студентов системы высшего образования (рис. 4.11).
Рис. 4.11. Индикаторы модуля «Состояние образовательного 
и исследовательского потенциала студентов системы высшего образования»
Синтетический индикативный показатель уровня подготовки сту-
дентов системы высшего образования.
Удельная численность студентов, получающих именные стипен-
дии, победителей олимпиад (конкурсов) высших учебных заведений 
( ), %
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,                     (4.17)
где  – численность студентов государственных (муници-
пальных) высших учебных заведений, получивших медали, дипломы, 
грамоты на выставках и конкурсах на лучшую научно-исследовательскую 
работу, чел.
Удельная численность студентов очной формы обучения высших учеб-
ных заведений ( ), %
,                       (4.18)
где  – общая численность студентов (очной формы обучения) 
государственных (муниципальных) высших учебных заведений, чел.
Синтетический индикативный показатель уровня вовлеченности 
студентов в исследовательскую деятельность системы высшего про-
фессионального образования.
Удельный показатель количества научных публикаций и докладов на 
научных конференциях с участием студентов высших учебных заведений 
( ), ед./100 человек
,  (4.19)
где  – количество научных публикаций с участием сту-
дентов государственных (муниципальных) высших учебных заведений, 
единиц;
 – количество докладов на научных конференциях с 
участием студентов государственных (муниципальных) высших учебных 
заведений, единиц;
 – количество экспонатов, представленных на выставках 
с участием студентов государственных (муниципальных) высших учеб-
ных заведений, единиц.
Удельный показатель количества охранных документов на объекты 
интеллектуальной собственности студентов высших учебных заведений 
( ), ед./10 000 чел.
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,             (4.20)
где  – количество охранных документов на объекты ин-
теллектуальной собственности студентов государственных (муниципаль-
ных) высших учебных заведений, единиц.
Состав синтетического индикативного показателя результативности 
научно-исследовательской деятельности системы высшего образования 
представлен на рис. 4.12.
Рис. 4.12. Индикаторы модуля «Результативность 
научно-исследовательской деятельности системы высшего образования»
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Синтетический индикативный показатель уровня инновационной ак-
тивности научных, научно-технических работников и профессорско-пре-
подавательского состава системы высшего образования.
Удельный показатель количества поддерживаемых патентов на од-
ного научного сотрудника и преподавателя высших учебных заведений 
( ), ед./1 000 чел.
,          (4.21)
где  – количество поддерживаемых патентов государ-
ственными (муниципальными) высшими учебными заведениями, единиц.
Удельный показатель количества программ для ЭВМ, баз данных, то-
пологий интегральных микросхем на одного научного сотрудника и пре-
подавателя высших учебных заведений ( ), ед./1 000 чел.
,                 (4.22)
где  – количество программ для ЭВМ, баз данных, топо-
логий интегральных микросхем зарегистрированных государственными 
(муниципальными) высшими учебными заведениями, единиц.
Синтетический индикативный показатель уровня публикационной ак-
тивности научных, научно-технических работников и профессорско-пре-
подавательского состава.
Удельный показатель количества учебных публикаций на одного пре-
подавателя высших учебных заведений ( ), ед./100 человек.
,                        (4.23)
где  – общее количество опубликованных учебников и учеб-
ных пособий, сотрудниками государственных (муниципальных) высших 
учебных заведений, ед.
Удельный показатель количества научных статей на одного на-
учного сотрудника и преподавателя высших учебных заведений 
( ), ед./чел. Показатель считается до 2012 г.
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,                   (4.24)
где  – общее количество опубликованных научных статей 
сотрудниками государственных (муниципальных) высших учебных заве-
дений, ед.
Удельный показатель количества опубликованных монографий и сбор-
ников статей на одного научного сотрудника и преподавателя высших 
учебных заведений , ед./100 чел.
,              (4.25)
где  – общее количество опубликованных монографий сотрудни-
ками государственных (муниципальных) высших учебных заведений, ед.;
 – общее количество опубликованных сборников науч-
ных трудов сотрудниками государственных (муниципальных) высших 
учебных заведений, ед.
Количество публикаций в изданиях, индексируемых в базах данных Web of 
Science, Scopus ( ), ед./100 чел. Показатель считается с 2012 г.
,              (4.26)
где  – общее количество публикаций в изданиях, индекси-
руемых в базах данных Web of Science, Scopus, сотрудниками государ-
ственных (муниципальных) высших учебных заведений, ед.
Количество публикаций в изданиях, индексируемых в базах данных 
РИНЦ ( ), ед./100 человек. Показатель считается с 2012 г.
,                 (4.27)
где  – общее количество публикаций в изданиях, индексируе-
мых в базах данных РИНЦ, сотрудниками государственных (муниципаль-
ных) высших учебных заведений, ед.
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Блок индикативных показателей влияния функционирования 
системы высшего образования на экономику и население региона 
включает в себя:
1. Синтетический индикативный показатель уровня доступности об-
разования.
2. Синтетический индикативный показатель уровня востребованности 
в экономике специалистов с высшим образованием.
3. Синтетический индикативный показатель баланса потребностей 
рынка труда и выпуска системы высшего образования.
§3. имитационное моделирование системы образования 
в условиях изменения макро- и мезоэкономической ситуации
Вызовы, стоящие как перед государственными системами высшего 
образования, так и непосредственно университетами состоят в глобаль-
ной конкуренции за рынок образовательных услуг, талантливых студен-
тов, преподавателей, ученых. Участвуя в этой конкуренции, российское 
образование обладает значительно меньшими ресурсами по сравнению 
с конкурентами. В этой связи рациональное использование ресурсов для 
конкуренции за талантливых абитуриентов требует понимания мотива-
ции молодых людей, делающих серьезный жизненный выбор, поступая 
в университет и определяя направление обучения. Выбор образователь-
ной траектории во многом определяет их текущее и дальнейшее личное 
благосостояние. Авторы предприняли исследование с целью определить 
существенность экономических факторов при выборе специальности 
(стоимость обучения, наличие стипендий, последующие заработки). 
По нашему мнению, эта задача представляет не только практический, но 
и научный интерес, так как позволяет исследовать роль экономических 
мотиваций в поведении индивидов. Таким исследованиям уделяется су-
щественное внимание экономистов, маркетологов, психологов.
Экономическое поведение индивидов при выборе образовательной 
траектории может быть рассмотрено с позиций нескольких экономиче-
ских теорий: классической, поведенческой, институциональной.
Согласно классической теории поведения, принимаемые решения ис-
ходят из соображения полной рациональности. Предполагается, что ин-
дивид всегда выбирает наилучшее действие с целью максимизации по-
лезности от приобретаемых им благ или поиска работы с точки зрения 
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максимизации будущего дохода. При этом также подразумевается, что 
индивид может оценить все возможности выбора и осведомлен о послед-
ствиях каждой альтернативы [51].
С точки зрения поведенческой экономики, люди по-разному реагиру-
ют на эквивалентные (с точки зрения соотношения выгод и потерь) си-
туации в зависимости от того, теряют они или выигрывают [52]. Это яв-
ление называют асимметричной реакцией на изменение благосостояния. 
Исследователи, следуя поведенческой экономической теории, доказали, 
что зачастую поступки людей идут в разрез с классической экономиче-
ской теорией.
Современная институциональная экономическая теория говорит, что 
экономическое поведение индивида во многом определяется рамками 
ограничений, налагаемых институтами [53].
Исследование экономики высшего образования, и в частности экономи-
ческий анализ предпочтений,  является актуальной задачей для исследовате-
лей. Разработаны математические модели, позволяющие проанализировать 
карьерные решения [54]. Представленная в работе динамическая модель 
для анализа жизненных циклов, выбора образования и выбора профессий 
позволяет существенно расширить представления об эффективности ин-
вестирования в человеческий капитал. Модель также позволяет, исходя из 
данных о жизненном цикле молодого человека, обоснованно спрогнозиро-
вать решения по выбору будущей работы и размеру заработной платы.
Вопросы экономических ожиданий студентов и абитуриентов широ-
ко рассматриваются в современных работах ученых-экономистов [55]. 
В частности, изучается зависимость ожидания доходов, получаемых по-
сле получения образования, от жизненного опыта студента [56]. Очевид-
но, что выбор молодыми людьми образовательных траекторий оказывает 
существенное влияние как на систему образования, так и в целом на сек-
тор общественных финансов [57], причем это влияние имеет существен-
ную становую специфику [58].
Экономисты прослеживают взаимосвязь между различными характе-
ристиками студента и финансовыми последствиями получения им выс-
шего образования [59]. При этом рассматриваются различные аспекты, 
в частности информированность студента при использовании льготного 
кредитования для финансирования обучения [60].
К интересным выводам приходят M. Beffy, D. Fougère, A. Maurel, мо-
делируя детерминанты, определяющие выбора колледжа [61]. Обучение 
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модели принятия решений проводилось в три этапа, при этом внимание 
было сосредоточено на оценке выбора исходя из ожидаемых доходов. Ре-
зультаты говорят о том, что для анализируемых данных по французскому 
образованию неденежные факторы являются ключевыми, определяющим 
выбор направления обучения.
К интересным выводам, демонстрирующим зависимость успешно-
сти образовательных траекторий и экономических ожиданий, приходят 
Z. Eckstein, K. I. Wolpin, анализируя  факторы, определяющие отчисле-
ние студентов из университетов [62]. Студенты, имеющие ожидания ниже 
своих соучеников в отношении вознаграждения, которое будут получать 
после окончания университета, чаще не заканчивают обучение получени-
ем диплома.
Оценивая ценность бизнес-образования при международном рекру-
тинге обучающихся, авторы [63] противопоставляют методу, основанно-
му на финансовой интерпретации издержек и выгод бизнес-образования 
для обучающегося, целостный подход, используя концепцию «внутренне-
го» и «внешнего» успеха в карьере. При этом делается акцент на смеще-
ние акцента в сторону приоритета социальных ценностей.
Авторы в своем исследовании используют подход с точки зрения 
классической экономической теории. Ситуация, сложившаяся в высшем 
образовании России, представляет широкую информационную базу для 
исследования роли экономических мотиваций при поведении индивидуу-
мов. Кратко ее можно характеризовать следующим:
Государство стимулирует обучение техническим и естественно-на-
учным специальностям – широкая возможность для обучения за счет 
средств государственного финансирования, стипендиальное обеспечение.
Представители государства и независимые эксперты говорят о «пе-
репроизводстве» выпускников гуманитарных специальностей (экономи-
стов, юристов, менеджеров).
При этом сохраняется предпочтение молодых людей к получению гума-
нитарного образования, причем большая часть их получает образование за 
счет собственных средств или средств родителей и не получает стипендии.
Система Единого государственного экзамена позволяет формализо-
вать и проанализировать «окно возможностей» для абитуриента при вы-
боре университета и специальности для получения высшего образования.
Наличие такой ситуации позволяет проанализировать, насколько эко-
номически обоснованы предпочтения студентов. 
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Для анализа значимости рациональных экономических ожиданий при 
выборе образовательной траектории сопоставляются выбранная студен-
том образовательная траектория и рассчитанная по вышеизложенным 
данным оптимальная с точки зрения экономической рациональности об-
разовательная траектории.
Исследования связи выбора индивидуумами образовательных траек-
торий и экономики образования часто используются эконометрические 
методы [64], но авторы использовали компьютерное моделирование.
Анализируется следующий объем данных по образовательной траек-
тории студента:
– баллы Единого государственного экзамена, набранные абитуриен-
том и представленные в приемную комиссию университета ie , mi ,1∈  
идентифицирует сдаваемые экзамены, в случае если экзамен по предмету 
не сдавался – 0=ie ;
– информация о баллах, с которыми абитуриент будет зачислен на об-
учение по специальности lk ,1∈  на обучение на платной – ovk или бюд-
жетной основе – obk (для студентов бесплатное обучение), obk < ovk;
– экзамены, которые необходимо сдать для обучения по специально-
сти k , характеризуются матрицей qks, qks = 1, если должен быть сдан эк-
замен по дисциплине – ms ,1∈ , qks = 0, если экзамен по дисциплине s  по 
специальности k  не требуется;
kc  – стоимость обучения по специальности k , учитывается полная 
стоимость обучения за весь период;
cv – затраты студента на обучение в случае выбора образовательной 
траектории, сопровождающейся обучением за счет бюджетных средств 
cv = 0, а в случае платного образования – cv = ck;
– информация об ожидаемом доходе при работе за два года после 
окончания университета в зависимости от специальности k , по которой 
студент закончит обучение kw . Эти сведения получены путем анализа за-
явок, поступающих в университет от работодателей и данных рекрутин-
говых компаний.
Расчет оптимальной с точки зрения экономической рациональности 
образовательной траектории производится посредством обработки изло-
женного выше массива данных программным обеспечением, реализую-
щем алгоритм поиска среди возможных для абитуриента образователь-
ных траекторий. При этом учитываются ограничения, накладываемых 
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баллами Единого государственного экзамена и набором экзаменов соот-
ветствующих специальности. Осуществляется поиск траектории, по ко-
торой будет максимальной разность между затратами на обучение и ожи-
даемым доходом после окончания обучения. Математически эту задачу 
можно сформулировать так:
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При этом элементы ksq  матрицы ksQ  для специальности k  должны быть равны единице 
( 1ksq ), если 0se  и 0ksq , если 
0se  для всех специальностей ms ,1 . 
Разработанная модель апробировалась на данных об образовательных траекториях 5 513 
человек (в том числе 2 113 поступило на платное обучение, 3 400 на обучение за счет 
государственной субсидии), поступавших в университет 2013 г. 
Как уже отмечалось выше в предложенной авторами модели множество образовательных 
траекторий, которые может выбрать абитуриент, ограничено Единым государственным 
экзаменом, которые он сдал по окончанию школы. Этот набор, по нашему мнению, отражает, как 
личностные предпочтения молодых людей (например, интерес к гуманитарным, естественным 
или техническим наукам), так и в существенной мере влияние общества и государства (тренды в 
отношении «престижа профессий», уровень преподавания в школе тех или иных предметов). В 
                                          (4.28)
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зависимости от специальности k , по которой студент закончит обучение kw . Эти сведения 
получены путем анализа заявок, поступающих в университет от работодателей и данных 
рекрутинговых компаний. 
Расчет оптимальной с точки зрения экономической рациональности образовательной 
траектории производится посредством обработки изложенного выше массива данных 
программным обеспечением, реализующем алгоритм поиска среди возможных для абитуриента 
образовательных траекторий. При этом учитываются ограничения, накладываемых баллами 
Единого государственного экзамена и набором экзаменов, соответствующих специальности. 
Осуществляется поиск траектории, по которой будет максимальной разность между затратами на 
обучение и ожидаемым доходом после окончания обучения. Математически эту задачу можно 
сформулировать так: 
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При этом элементы ksq  матрицы ksQ  для специальности k  должны быть равны единице 
( 1ksq ), если 0se  и 0ksq , если 
0se  для всех специальностей ms ,1 . 
Разработанная модель апробировалась на данных об образовательных траекториях 5 513 
человек (в том числе 2 113 поступило на платное обучение, 3 400 на обучение за счет 
государственной субсидии), поступавших в университет 2013 г. 
Как уже отмечалось выше в предложенной авторами модели множество образовательных 
траекторий, которые может выбрать абитуриент, ограничено Единым государственным 
экзаменом, которые он сдал по окончанию школы. Этот набор, по нашему мнению, отражает, как 
личностные предпочтения молодых людей (например, интерес к гуманитарным, естественным 
или техническим наукам), так и в существенной мере влияние общества и государства (тренды в 
отношении «престижа профессий», уровень преподавания в школе тех или иных предметов). В 
                                   (4.30)
При этом элементы qks матрицы qks для специальности k  должны 
быть равны единице (qks = 1), если 0>se  и , если 0=se  для всех специ-
альностей ms ,1∈ .
Разработанная модель апробировалась на данных об образовательных 
тр екториях 5 513 человек (в том числе 2 113 поступило на п атное обу-
чение, 3 400 на обучение за счет государствен ой субсидии), поступав-
ших в университет 2013 г.
Как уже отмечалось выше, в предложенной авторами модели ноже-
ство образов тельных траекторий, которые может выбрать абитуриент, 
ограничено Единым го ударственным экзаменом, которые он сдал по 
окончанию школы. Этот набор, по нашему мнению, отражает как лич-
ностные предпочтения молодых людей (например, интерес к гумани-
тарным, естественным или техническим наукам), так и в существенной 
мере влияние общества и государства (тренды в отношении «престижа 
профессий», уровень преподавания в школе тех или иных предметов). 
В табл. 4.13 укрупненно представлен набор образовательных траекто-
рий, которые может выбрать абитуриент, сдавший определенный набор 
экзаменов Единого государственного экзамена. Для экономии объема 
таблицы представлен пример для трех из восемнадцати комбинаций го-
сударственных экзаменов. При этом ограничением в выборе траектории 
является и сумма баллов, набранных абитуриентом по рассматривае-
мым наборам экзаменов.
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В соответствии с таблицей абитуриент, сдавший и предоставивший в 
университет сведения об экзаменах: математика, русский язык, физика 
(строчка 1), может претендовать на поступление по направлениям подго-
товки, отмеченных точками в строке таблице, например по естественным 
наукам, материаловедению и металлургии. Аналогичная ситуация и по 
остальным наборам экзаменов. Нужно отметить, что отдельные наборы 
экзаменов существенно снижают для сдавших их абитуриентов возмож-
ности для выбора альтернативной выбранной образовательной траек-
тории. В математической модели таблица 1 представлена матрицей qks 
(ячейки таблицы, в которых проставлены точки, закодированы в матрице 
qks элементами  равными единице qks = 1).
Таблица 4.13
множество вероятных образовательных траекторий для 
абитуриентов, имеющих определенный набор экзаменов 
единого государственного экзамена
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физика
• • • • • • • • • •
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2. Мате-
матика, 
русский 
язык, 
инфор-
матика
• • • • • • •
3. Мате-
матика, 
русский 
язык, об-
ществоз-
нание
• • • • • •
. . .
18. Мате-
матика, 
русский 
язык, 
ино-
странный 
язык
•
Расшифровка направлений подготовки:
1. Экономика и менеджмент (банковское дело, бухгалтерский учет и аудит, страхование).
2. Государственное управление и предпринимательство (государственное и муниципаль-
ное  управление, торговое дело).
3. Гуманитарные науки и искусство (история искусств, журналистика).
4. Естественные науки (физика, биология, астрономия).
5. Математика и компьютерные науки (математика, компьютерные науки, прикладная  
информатика).
6. Материаловедение и металлургия (материаловедение и технология новых материалов, 
оптические технологии и материалы).
7. Механика и машиностроение (технологические машины и оборудование, мехатроника и 
робототехника).
8. Радиоэлектроника и информационные технологии (радиотехника, радиоэлектронные 
системы и комплексы).
9. Социальные и политические науки (философия, политология, психология).
10. Строительство (строительство уникальных зданий и сооружений, городское строитель-
ство и хозяйство).
11. Энергетика (теплоэнергетика и теплотехника, энергетическое машиностроение).
12. Физико-техника (инноватика, ядерные реакторы и материалы, прикладные математика 
и физика).
13. Физическая культура, спорт (физическая культура, сервис).
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14. Фундаментальное образование (фундаментальная информатика и информационные тех-
нологии, лингвистика).
15. Химико-технология (биотехнология, химическая технология).
16. Военные науки и безопасность (защита информации, пожарная безопасность, техно- 
сферная безопасность).
К имеющейся информации о баллах Единого государственного экза-
мена, набранных абитуриентом и представленных в приемную комиссию 
университета, о баллах, с которыми абитуриент будет зачислен на обу-
чение по специальности на обучение на платной или бюджетной основе, 
стоимости обучения по специальности, информация об ожидаемом дохо-
де при работе за два года после окончания университета в зависимости 
от специальности абитуриентов, применен вышеизложенный алгоритм 
поиска оптимальной образовательной траектории с точки зрения эконо-
мической целесообразности. После чего эти оптимальные траектории со-
поставлены со сведениями о выбранных абитуриентами образовательных 
траекториях. Результаты представлены в табл. 4.14.
Как следует из приведенных в таблице данных, выбор образователь-
ных траекторий происходит в соответствии с экономическими мотиваци-
ями. В целом по рассматриваемой выборке 66 % абитуриентов выбрали 
оптимальные траектории с точки зрения экономических предпочтений. 
При этом по различным направлениям доля таких траекторий варьиру-
ется от 91,97 до 36,76 %. Результаты моделирования показывают, что 
наибольшая доля оптимальных образовательных траекторий приходится 
на направления, которые динамично развиваются в Уральском федераль-
ном округе. Особенно ярко эта тенденция проявляется по направлениям 
«Строительство», «Радиоэлектроника» и «Информационные техноло-
гии», «Математика и компьютерные науки». Существенное влияние на 
выбор экономически обусловленной траектории оказывает возможность 
обучения за счет средств бюджета, например, это оказывает существен-
ное влияние при обучении на химико-технологическом направлении.
Необходимо отметить, что значительное влияние на выбор образо-
вательных траекторий оказывает возможность обучения за счет средств 
бюджета. Очевидно, что такой инструмент должен использоваться при 
инвестициях в человеческий  капитал. 
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Таблица 4.14
множество вероятных образовательных траекторий для 
абитуриентов, имеющих определенный набор экзаменов 
единого государственного экзамена
Направления обучения
Доля сту-
дентов, 
выбрав-
ших опти-
мальную 
образова-
тельную 
траекто-
рию
Факторы, обеспечивающие 
формирование альтернативных 
оптимальных образовательных 
траекторий
Относи-
тельно 
низкая 
цена плат-
ного обу-
чения, %
Возмож-
ность 
обучения 
за счет 
бюджета, 
%
Выше 
доходы 
после 
окончания 
обучения, 
%
1. Экономика и менеджмент 71,46 85,66 0,74 13,60 
2. Государственное управле-
ние и предпринимательство 73,40 5,41 94,59
3. Гуманитарные науки и 
искусство 53,03 100,00 
4. Естественные науки 53,89 39,06 60,94
5. Математика и компью-
терные науки 76,92 100,00 
6. Материаловедение и ме-
таллургия 36,76 5,41 94,59
7. Механика и машиностроение 52,76 9,35 90,65%
8. Радиоэлектроника и ин-
формационные технологии 78,42 23,81 4,76 71,43
9. Социальные и политиче-
ские науки 58,63 20,39 25,24 54,37
10. Строительство 91,97 87,10 12,90 
11. Энергетика 75,53 24,27 7,77 67,96
12. Физико-техника 71,95 100,00
13. Физическая культура, спорт 72,00 100,00 
14. Фундаментальное обра-
зование 73,33 21,88 78,13
15. Химико-технология 83,96 100,00 
16. Военные науки и безо-
пасность 71,59 100,00 
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Высокая стоимость обучения и небольшое количество вакансий для 
обучения за счет средств бюджета снижает долю оптимальных образо-
вательных траекторий, несмотря на относительно высокие доходы после 
окончания обучения, например при обучении по направлению «Экономи-
ка и менеджмент». Следует также отметить, что применяемая модель не 
позволяет проанализировать образовательные траектории, базирующиеся 
на получении высшего образования за счет бюджетных средств с после-
дующим получением дополнительного образования по востребованной 
рынком специальности. Такая стратегия для индивида повышает эконо-
мическую привлекательность обучения за счет средств бюджета.
Анализируя ситуацию в целом, можно отметить, что наиболее зна-
чимым фактором, обеспечивающим формирование альтернативных (от-
личных от реальных) оптимальных образовательных траекторий, являет-
ся возможность получения высоких доходов после окончания обучения 
(22 %). Возможность снижения стоимости обучения или получения обра-
зования за счет бюджета может стать причиной формирования оптималь-
ной с точки зрения экономических ожиданий траектории в 12 % от всех 
образовательных траекторий.
По нашему мнению, это достаточно тревожный для рынка труда 
специалистов с высшим образованием фактор, который может снизить 
эффективность государственных инвестиций в человеческий капитал. Ряд 
студентов может выбрать стратегию получения высшего образования за 
счет бюджета с последующим получением дополнительного образования 
для работы по востребованным специальностям. В результате бюджетные 
средства будут потрачены без достижения необходимого эффекта.
Одним из важнейших практических результатов исследования форми-
рования оптимальных с точки зрения экономики образовательных тра-
екторий, по нашему мнению, должен стать учет зарплатных ожиданий 
студентов и абитуриентов при формировании государственных заданий 
для университетов.
Безусловный интерес представляет оценка зависимости выбора опти-
мальных с точки зрения экономики образовательных траекторий и моти-
вации к учебе (табл. 4.15). Мотивацию к учебе оценим исходя из доли 
студентов, прекративших обучение через учебный год по соответству-
ющему направлению обучения. С целью оценить влияние способностей и 
подготовки, полученных студентом во время обучения в школе, учтен так-
же средний балл при поступлении на направление обучения. Можно отме-
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тить, что выбор оптимальных с точки зрения экономики образовательных 
траекторий не оказывает существенного влияния на мотивацию к учебе, и 
количество прекративших обучение студентов на некоторых направлениях 
обучения оптимальных с точки зрения экономики достигает максимальных 
значений. Из данных табл. 4.15 можно сделать вывод, что низкая доля сту-
дентов, прекративших обучение, связана скорее с высоким средним баллом 
Единого государственного экзамена поступивших студентов, чем долей сту-
дентов, выбравших оптимальную образовательную траекторию. Это говорит 
о значении личностных качеств индивида в образовательном процессе. 
Таблица 4.15
Сопоставление доли оптимальных с точки зрения экономики  
образовательных траекторий и мотивации к учебе
Направления обучения
Доля студен-
тов, выбрав-
ших опти-
мальную об-
разовательную 
траекторию, %
Доля сту-
дентов пре-
кративших 
обучение че-
рез учебный 
год, %
Средний 
балл 
единого 
государ-
ственного 
экзамена
1. Экономика и менеджмент 71,46 9,23 245,59
2. Государственное управление 
и предпринимательство 73,40 9,57 244,71
3. Гуманитарные науки и искусство 53,03 14,65 256,81
4. Естественные науки 53,89 23,32 204,79
5. Математика и компьютерные 
науки 76,92 24,18 228,78
6. Материаловедение и 
металлургия 36,76 17,84 180,33
7. Механика и машиностроение 52,76 13,47 195,45
8. Радиоэлектроника и информа-
ционные технологии 78,42 19,18 203,55
9. Социальные и политические 
науки 58,63 10,84 240,98
10. Строительство 91,97 17,88 226,6
11. Энергетика 75,53 14,73 201,08
12. Физико-техника 71,95 23,10 207,55
13. Физическая культура, спорт 72,00 9,33 238,18
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14. Фундаментальное 
образование 73,33 20,00 213,21
15. Химико-технология 83,96 25,13 218,2
16. Военные науки и 
безопасность 71,59 7,95 201,34
В этой связи авторы считают приоритетным направлением совершен-
ствования изложенной модели ее индивидуализацию. Расширение анали-
зируемых социальных и индивидуальных качеств субъектов моделирова-
ния. Их оценка будет осуществляться как путем прямых характеристик, 
например: гендер, возраст, оценки успеваемости, – так и посредством 
косвенной оценки качеств индивида – выводы на основе оценки событий. 
Планируется также расширение возможностей для анализа последствий 
выбора образовательных траекторий, кластерного анализа допустимых 
образовательных траекторий. 
Апробация разработанной модели выбора индивидом образователь-
ных траекторий, оптимальных с точки зрения экономики, позволяет сде-
лать следующие выводы.
Исследование экономических мотиваций образовательных траекторий 
и мотиваций их выбора имеет научную и практическую значимость.
Экономические мотивации оказывают существенное влияние на выбор 
образовательных траекторий, что должно активно использоваться в образо-
вательной политике при планировании инвестиций в человеческий капитал.
Наиболее значимым фактором, обеспечивающим формирование опти-
мальных образовательных траекторий, является ожидание высоких дохо-
дов после окончания обучения (22 %) и возможность снижения стоимо-
сти обучения или получения образования за счет бюджета (12 % от всех 
образовательных траекторий). Не прослеживается явной зависимости 
между выбором оптимальной с точки зрения экономики образовательной 
траектории и успехами в обучении. 
Дальнейшее развитие исследований образовательных траекторий тре-
бует доработки, предложенной авторами экономической модели, прежде 
всего в направлении расширения количества параметров, позволяющих 
проанализировать социальные и индивидуальные качества субъектов мо-
делирования.
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Глава 5  
воЗДейСТвие ДемоГраФичеСкиХ риСков на 
ФинанСовУЮ УСТойчивоСТь ПенСионныХ 
СиСТем и меХаниЗм УПравлениЯ ими
§1. анализ параметров социально-экономической пенсионной 
системы в условиях турбулентности внешней и внутренней среды
Вопрос факторов, влияющих на деятельность пенсионной системы и 
среды, в которой она функционирует, рассмотрен в экономической лите-
ратуре достаточно широко.
Среду функционирования и факторы, влияющие на деятельность пен-
сионной системы, рассматривает в своих исследованиях Федотов [1]. В 
частности, им предложена актуарная модель, позволяющая определять 
доходную и расходную часть бюджета Пенсионного фонда РФ. На основе 
предложенной модели Д. Ю. Федотов смоделировал три сценария дина-
мики финансов Пенсионного фонда России. На наш взгляд, исследования 
автора фундаментально и математически обоснованы и представляют, та-
ким образом, практический интерес при разработке стратегии реформи-
рования Пенсионного фонда России. Однако автор не затронул проблему 
финансов негосударственных пенсионных фондов, что, однако, не входи-
ло в цели его исследования. Кроме того, автором при разработке модели 
и составления на ее основе сценариев развития финансов Пенсионного 
фонда России учтены, по сути, только демографические риски. Это, по 
нашему мнению, может характеризовать модель как недостаточно учиты-
вающую риски и, таким образом, недостаточно устойчивую при измене-
нии факторов внешней и внутренней среды Пенсионного фонда РФ.
А. Новиков в своей диссертации на соискание ученой степени доктора 
экономических наук определяет основные социально-экономические 
факторы, влияющие на уровень обеспечения российских пенсионеров [2]. 
В его работе выявлено и определено место основных пенсионных инсти-
тутов в экономической и социальной структуре современного российско-
го общества. Таким образом, автор показывает место НПФ в окружающей 
их внешней среде. При этом А. Новиков прослеживает эволюцию ста-
новления пенсионной системы и изменение среды. Тем самым автор кос-
венно доказывает важность рисков для пенсионной системы, причиной 
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которых является как раз изменчивость факторов внешних и внутренних 
функционирования хозяйствующих субъектов. Однако значение рисков 
для пенсионных институтов автором не вывялено. Кроме того, автор вы-
являет факторы влияния на пенсионные институты без разделения их по 
воздействию на доходы и расходы субъектов.
Анализу среды функционирования пенсионной системы посвящена 
диссертация на соискание ученой степени доктора экономических наук 
Д. Г. Александрова [3]. Автор предлагает стратегию развития пенсионной 
системы. При этом в качестве субъекта, имеющего определяющую роль в 
пенсионной системе, рассматривает государство. Автор предлагает стра-
тегию развития пенсионной системы в условиях переходной экономике, 
то есть в условиях постоянно изменяющейся внешней и внутренней сре-
ды. Однако учету рисков, генерируемых изменчивостью среды, в работе 
уделено недостаточно внимания.
Проблемам реформирования внутренней среды пенсионной системы 
в условиях внешних изменений посвящена диссертация на соискание 
ученой степени доктора экономических наук Д. Г. Дегтярева [4]. Автор 
в своем исследовании проводит институциональный анализ внешней и 
внутренней среды пенсионной системы. Автор высказывает мнение о 
влиянии рисков на систему пенсионного обеспечения, однако математи-
чески не обосновывает его и стоимостное значение рисков для пенсион-
ных институтов не определяет.
В диссертации на соискание ученой степени доктора экономических 
наук А. В. Рябинин рассматривает механизмы трансформации и устойчи-
вости пенсионных систем в экономическом пространстве СНГ [5]. Уже 
два понятия «устойчивость» и «трансформация» неразрывно связаны с 
понятиями рисков. Трансформация, как любое изменение, генерирует и 
вызывает рост рисков как внешних, так и внутренних. В этих условиях 
«устойчивость» пенсионной системы должна рассматриваться совместно 
с рисками при определении их величины и стоимости. Однако данному 
аспекту в работе уделено недостаточно внимания.
Проблему рисков в исследованиях, проведенных в ходе работы над 
докторской диссертацией, анализирует Т. В. Муравлева [6]. Значимость 
рисков для пенсионной системы подчеркивает в своем исследовании 
П. С. Митрофанов [7]. В своей работе автор характеризует риски как один 
из основных ограничителей развития и роста пенсионной индустрии.
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Демографические риски влияют на финансовую устойчивость пенси-
онных систем посредством доходов и расходов систем. Причинами такого 
воздействия являются влияние возраста вступления в трудовую жизнь и 
выхода на пенсию, продолжительность периода пенсионных накоплений, 
влияние на доходы пенсионной системы количества трудоспособных 
граждан, влияние на расходы пенсионной системы количества граждан 
пенсионного возраста и продолжительности жизни.
Демографические риски пенсионной системы имеют разнородный ха-
рактер и в ряде случаев сопряжены не только с демографией. При анали-
зе демографических рисков все пенсионные системы будут разделены на 
две части: накопительные и распределительные пенсионные системы. На 
первые оказывают влияние такие риски, как:
– рост ожидаемой продолжительности жизни, которая будет воздей-
ствовать на продолжительность выплат пенсий; 
– рост возраста вступления в трудовую жизнь, воздействующий на ве-
личину пенсионных накоплений;
– колебания среднего возраста выхода на пенсию, которая будет вли-
ять как на продолжительность периода пенсионных накоплений, так и на 
длительность пенсионных выплат.
Пенсионные системы, имеющие распределительный характер, подвер-
жены демографическим рискам в большей мере. Так, помимо уже пере-
численных, для накопительных пенсионных систем демографических ри-
сков, для распределительных значимыми являются:
– рост количества граждан – получателей пенсий;
– снижение количества работающего населения, из взносов и налого-
вых выплат которых финансируется выплата пенсий.
Демографические риски, выразившееся в снижении количества пла-
тельщиков страховых взносов и увеличении количества получателей пен-
сии, как одни из основных рисков солидарной системы были отмечены 
министром труда и социального развития М. Топлиным в своем докладе 
по развитию пенсионной системы [8]. 
В распределительных пенсионных системах значение демографиче-
ских рисков заключается прежде всего в воздействии на сумму взносов в 
пенсионную систему через влияние на количетсво плательщиков взносов – 
работающее население. Роль демографических рисков для накопитель-
ных пенсионных систем заключается в воздействии на продолжитель-
ность периода пенсионных накоплений и периода пенсионных выплат. 
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Графически воздействие демографических рисков на пенсионные систе-
мы представлены на рис. 5.1.
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Рис. 5.1. Схема воздействия демографических рисков на пенсионную систему 
На рис. 5.1 представлено возлействие демографических рисков на 
пенсионную сист у граф чески, представлена логика вл я ия их на ос-
новные показатели пенсионной системы. Детально их воздействие будет 
проанализировано ниже.
Влияние демографических рисков на распределительные пенсионные 
системы определяется следующими актора и: 1) сумма собираемых 
страховых взносов зависит от количества занятых в экономике; 2) вели-
§1. Анализ параметров социально-экономической пенсионной системы
285
чина пенсионных выплат и коэффициент замещения взаимосвязан с коли-
чеством пенсионеров.
Воздействие 1 демографических рисков на распределительную пенси-
онную систему можно представить в математическом виде через влияние 
на основные показатели пенсионных систем – величину пенсионных вы-
плат (PV) и коэффициент замещения (PZ).
PV 
n
PPV = ,                                                  (5.1)
где P – сумма поступлений в пенсионную систему;
n – количество пенсионеров.
В свою очередь сумму поступлений в распределительную пенсион-
ную систему от страховых взносов можно представить в виде: 
ksrZplP i **)1(* += ,                                    (5.2)
где Zpl – заработная плата средняя;
r – средние темпы индексации заработной платы;
i – период индексации заработной платы;
s – ставка страховых взносов, направляемых в распределительную си-
стему;
k – количество занятых в экономике, с заработной платы которых упла-
чиваются страховые взносы.
Таким образом, подставляя сумму пенсионных поступлений (формула 
(5.2)) в формулу (5.1) получим:
n
ksrZplPV
i **)1(* +
=PV .                                 (5.3)
Коэффициент замещения, который показывает, какую долю занимает 
получаемая пенсия (P) от утраченного заработка (Zpl) с учетом выраже-
ние (5.3), будет определяться по формуле:
n
ks
rZpln
ksrZplPZ i
i *
)1(*
1***)1(* =
+
+
=PZ .            (5.4)
Динамическое воздействие демографических рисков на распредели-
тельную пенсионную систему будет заключаться в изменении с течени-
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ем времени от года j до года i демографических параметров, таких как 
количества занятых в экономике и количества пенсионеров, и с учетом 
формулы (5.3) и (5.4) будет выражаться (5.5):
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Выражение (5.5) показывает, что изменение пенсионных выплат в распределительных 
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Выражение (5.6) показывает, что в условиях демографических рисков, то есть при росте 
количества пенсионеров (ni > nj) и снижении количества занятых в экономике (kj > ki) 
единственной возможностью поддерживать уровень пенсионных выплат является 
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Выражение (5.5) показывает, что изменение пенсионных выплат в рас-
пределительных системах от года j до года i будет определяться ставкой 
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количества пенсионеров (ni > nj) и снижении количества за ятых в экономике (kj > ki) 
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                                    (5.6)
Выражение (5.6) показывает, что в условиях демографических рисков, 
то есть при росте количества пенсионеров (ni > nj) и снижении количества 
занятых в экономике (kj > ki), единственной возможностью поддерживать 
уровень пенсионных выплат является пропорциональный рост ставки 
пенсионных взносов (Si > Sj). В противном случае будет происходить сни-
жение пенсионных выплат.
Отметим, что в условиях стагнации заработных плат и невозможности 
или нежелании повышать налоговое бремя для бизнеса, обусловленное 
ростом ставки страховых взносов (Si = Sj), пенсионные выплаты и их ди-
намика будут определяться только демографическими факторами количе-
ством пенсионеров (n) и количеством занятых в экономике (k):
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Из систем (5.5) и (5.7) следует, что в распределительной пенсионной системе рост 
(снижение) пенсионных выплат для сохранения финансовой устойчивости не должен обгонять 
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временных промежутков это возможно) не должен обгонять индексацию заработных плат.  
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Подставляя (5.9) в систему (5.7) получим: 
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Как следует из системы (10), динамика пенсионных выплат в распределительных системах 
в условиях отсутствия роста заработных плат и постоянной налоговой нагрузке определяется 
только соотношением коэффициентов поддержки. 
Влияние демографических рисков на второй не менее важный показатель пенсионных 
систем – коэффициент замещения – будет более значительным и ярко выраженным. Из уравнения 
(5.4) и (5.8) мы получаем, что динамика коэффициент имеет вид: 
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Из систем (5.6) и (5.7) следует, что в распределительной пенсионной 
системе рост (снижение) пенсионных выплат для сохранения финансо-
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вой устойчивости не должен обгонять рост количества занятых и сниже-
ния количества пенсионеров (при постоянной ставки страховых взносов) 
либо в условиях постоянного количества занятых и пенсионеров (для ко-
ротких временных промежутков это возможно) не должен обгонять ин-
дексацию заработных плат. 
Соотношение количества занятых в экономике и количества пенсионе-
ров характеризует еще один демографический показатель – коэффициент 
поддержки (Kp):
6 
пропорциональный рост ставки пенсионных взносов (Si > Sj). В противном случае будет 
происходить снижение пенсионных выплат. 
Отметим, что в условиях стагнации заработных плат и невозможности или нежелании 
повышать налоговое бремя для бизнеса, обусловленное ростом ставки страховых взносов (Si = 
Sj), пенсионные выплаты и их динамика будут определяться только демографическими 
факторами количеством пенсионеров (n) и количеством занятых в экономике (k): 
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Из систем (5.5) и (5.7) следует, что в распределительной пенсионной системе рост 
(снижение) пенсионных выплат для сохранения финансовой устойчивости не должен обгонять 
рост количества занятых и снижения количества пенсионеров (при постоянной ставки страховых 
взносов) либо в условиях постоянного количества занятых и пенсионеров (для коротких 
временных промежутков это возможно) не должен обгонять индексацию заработных плат.  
Соотношение количества занятых в экономике и количества пенсионеров характеризует 
еще один демографический показатель – коэффициент поддержки (Kp): 
n
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 Таким образом, уравнение (5) приобретает вид: 
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Подставляя (5.9) в систему (5.7) получим: 
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Как следует из системы (10), динамика пенсионных выплат в распределительных системах 
в условиях отсутствия роста заработных плат и постоянной налоговой нагрузке определяется 
только соотношением коэффициентов поддержки. 
Влияние демографических рисков на второй не менее важный показатель пенсионных 
систем – коэффициент замещения – будет более значительным и ярко выраженным. Из уравнения 
(5.4) и (5.8) мы получаем, что динамика коэффициент имеет вид: 
 
(5.11) 
 
Таким образом, динамика коэффициента замещения будет определяться ставкой страховых 
взносов (s), количеством занятых в экономике (k) и количеством пенсионеров (n), то есть 
коэффициентом поддержки (Kp). Как видим, для коэффициента замещения два из трех влияющих 
факторов являются демографическими в отличии от величины пенсионных выплат (PV), у 
которых два из четырех факторов влияния – демографические. Результатом является то, что в 
условиях негативной динамики демографических показателей, единственным фактором, 
позволяющим удерживать коэффициент замещения, станет ставка страховых взносов, то есть 
налоговое бремя для бизнеса: 
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 Таким образом, уравнение (5) приобретает вид:
6 
пропорциональный рост ставки пенсионных взносов (Si > Sj). В противном случае будет 
происходить снижение пенсионных выплат. 
Отметим, что в условиях стагнации заработных плат и невозможности или нежелании 
повышать налоговое бремя для бизнеса, обусловленное ростом ставки страховых взносов (Si = 
Sj), пенсионные выплаты и их динамика будут определяться только демографическими 
факторами количеством пенсионеров (n) и количеством занятых в экономике (k): 
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Из систем (5.5) и (5.7) следует, что в распределительной пенсионной системе рост 
(снижение) пенсионных выплат для сохранения финансовой устойчивости не должен обгонять 
рост количества занятых и снижения количества пенсионеров (при постоянной ставки страховых 
взносов) либо в условиях постоянного количества занятых и пенсионеров (для коротких 
временных промежутков это возможно) не должен обгонять индексацию заработных плат.  
Соотношение количества занятых в экономике и количества пенсионеров характеризует 
еще один демографический показатель – коэффициент поддержки (Kp): 
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Подставляя (5.9) в систему (5.7) получим: 
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Как следует из системы (10), динамика пенсионных выплат в распределительных системах 
в условиях отсутствия роста заработных плат и постоянной налоговой нагрузке определяется 
только соотношением коэффициентов поддержки. 
Влияние демографических рисков на второй не менее важный показатель пенсионных 
систем – коэффициент замещения – будет более значительным и ярко выраженным. Из уравнения 
(5.4) и (5.8) мы получаем, что динамика коэффициент имеет вид: 
 
(5.11) 
 
Таким образом, динамика коэффициента замещения будет определяться ставкой страховых 
взносов (s), количеством занятых в экономике (k) и количеством пенсионеров (n), то есть 
коэффициентом поддержки (Kp). Как видим, для коэффициента замещения два из трех влияющих 
факторов являются демографическими в отличии от величины пенсионных выплат (PV), у 
которых два из четырех факторов влияния – демографические. Результатом является то, что в 
условиях негативной динамики демографических показателей, единственным фактором, 
позволяющим удерживать коэффициент замещения, станет ставка страховых взносов, то есть 
налоговое бремя для бизнеса: 
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Подставляя (5.9) в систему (5.7), получим:
6 
пропорциональный рост ставки пенсионных взносов (Si > Sj). В противном случае будет 
происходить снижение пенсионных выплат. 
Отметим, что в условиях стагнации заработных плат и невозможности или нежелании 
повышать налоговое бремя для бизнеса, обусловленное ростом ставки страховых взносов (Si = 
Sj), пенсионные выплаты и их динамика будут определяться только демографическими 
факторами количеством пенсионеров (n) и количеством занятых в экономике (k): 
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Из систем (5.5)  (5.7) следует, что в распределительной пенсионной системе рост 
(снижение) пенсионных выплат для сохранения финанс вой устойчивости не должен обгонять 
рост количества занятых и снижения количества пенсионеров (при постоянной ставки страховых 
взносов) либо в условиях п стоянного количества занятых  пенсио ер в (для коротких 
временных п межут ов это возможно) н  д лжен обгонять индексацию заработных плат.  
Соотношение оличества занятых в экономике и количества пенсионеров характеризует 
еще один демографический показатель – коэффициент поддержки (Kp): 
n
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 Таким образом, уравнение (5) приобретает вид: 
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Подставляя (5.9) в систему (5.7) получим: 
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Как следует из системы (10), динамика пенсионных выплат в распределительных системах 
в условиях отсутствия роста заработных плат и постоянной налоговой нагрузке определяется 
только соотношением коэффициентов поддержки. 
Влияние демографических рисков на второй не менее важный показатель пенсионных 
систем – коэффициент замещения – будет более значительным и ярко выраженным. Из уравнения 
(5.4) и (5.8) мы получаем, что динамика коэффициент имеет вид: 
 
(5.11) 
 
Таким образом, динамика коэффициента замещения будет определяться ставкой страховых 
взносов (s), количеством занятых в экономике (k) и количеством пенсионеров (n), то есть 
коэффициентом поддержки (Kp). Как видим, для коэффициента замещения два из трех влияющих 
факторов являются демографическими в отличии от величины пенсионных выплат (PV), у 
которых два из четырех факторов влияния – демографические. Результатом является то, что в 
условиях негативной динамики демографических показателей, единственным фактором, 
позволяющим удерживать коэффициент замещения, станет ставка страховых взносов, то есть 
налоговое бремя для бизнеса: 
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Как следует из системы (10), динамика пенсионных выплат в распре-
делительных с стемах в условиях отсутствия роста заработных плат и 
постоянной налоговой нагрузке пределяется только соотн шени м ко-
эффициентов поддержки.
Влияние демографических рисков на второй не менее важный показа-
тель пенсионных систем – коэффициент замещения – будет более значи-
тельным и ярко выраженным. Из уравнения (5.4) и (5.8) мы получаем, что 
динамика коэффициент имеет вид:
6 
пропорциональный рост ставки пенсионных взносов (Si > Sj). В противном случае будет 
происходить снижение пенсионных выплат. 
Отметим, что в условиях стагнации заработных плат и невозможности или нежелании 
повышать налоговое бремя для бизнеса, обусловленное ростом ставки страховых взносов (Si = 
Sj), пенсионные выплаты и их динамика будут определяться только демографическими 
факторами количеством пенсионеров (n) и количеством занятых в экономике (k): 
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Из систем (5.5) и (5.7) сл дует, то в распределительной пенсионной системе рост 
(снижение) пенсионных выплат для сохранения инансовой устойчивости не должен обгонять 
рост количества занятых и снижения количества пенсионеров (при постоянной ставки страховых 
взнос в) либо в условиях постоянного количества занятых и пенсионеров (для коротких 
временных промежутков это возможно) не должен обгонять индексацию заработных плат.  
Соотношение количества занятых в экономике и количества пенсионеров характеризует 
еще один демографический показатель – коэффициент поддержки (Kp): 
n
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 Таким образом, уравнение (5) приобретает вид: 
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Подставляя (5.9) в систему (5.7) получим: 
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Как следует из системы (10), динамика пенсионных вы лат в распределительных системах 
в услов х отсу ствия роста заработных плат и постоянной налоговой нагрузке определяется 
только соотношением коэффициен ов поддержки. 
Влияние демографических рисков на второй не менее важный показатель пенсионных 
систем – коэффициент замещения – будет более значительным и ярко выраженным. Из уравнения 
(5.4) и (5.8) мы получаем, что динамика коэффициент имеет вид: 
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Таким образом, динамика коэфф циента замещения буде  определяться ставкой страховых 
взносов (s), количеством занятых в экономике (k) и количеством пенсионеров (n), то есть 
коэффициентом поддержки (Kp). Как видим, для коэффициента з мещения два из трех влияющих 
факторов являются демографическими  отличии от еличины пенсионных выплат (PV), у 
которых два из четырех факторов влияния – демографические. Результатом является то, что в 
условиях негативной динамики демографических показателей, единственным фактором, 
позволяющим удерживать коэффициент замещения, станет ставка страховых взносов, то есть 
налоговое бремя для бизнеса: 
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Таким образом, дина ика коэфф ц ента зам щения буд т опр делять-
ся ставкой страховых зносов (s), количеством занятых в экономике (k) и 
Глава 5. Воздействие демографических рисков на финансовую устойчивость
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количеством пенсионеров (n), то есть коэффициентом поддержки (Kp). 
Как видим, для коэффициента замещения два из трех влияющих факторов 
являются демографическими в отличии от величины пенсионных выплат 
(PV), у которых два из четырех факторов влияния – демографические. 
Результатом является то, что в условиях негативной динамики демогра-
фических показателей единственным фактором, позволяющим удержи-
вать коэффициент замещения, станет ставка страховых взносов, то есть 
налоговое бремя для бизнеса:
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Результатом такого влияния демографических рисков является то, что в условиях 
негативной динамики демографических показателей, единственным фактором, позволяющим 
удерживать коэффициент замещения на достигнутом уровне, станет ставка страховых взносов, то 
есть налоговое бремя для бизнеса. 
Риск снижения количества занятых в экономике и роста количества пенсионеров является 
одним из основных рисков, воздействующих на распределительные пенсионные системы. 
Снижение количества занятых в экономике определяет уменьшение величины страховых взносов, 
что на фоне роста количества пенсионеров и, соответственно, увеличения расходов пенсионной 
системы вызывает снижение финансовой устойчивости пенсионной системы. В то же время 
данный риск для накопительных пенсионных систем не является значимым, так как на 
индивидуальные пенсионные накопления количество плательщиков страховых взносов значения 
не имеет.  
Как нами было показано уже распределительные пенсионные системы находятся под 
влиянием демографических рисков через воздействие количества занятых в экономике и 
количества пенсионеров, то есть коэффициентов поддержки. Отрицательное воздействие 
демографических рисков может быть скомпенсировано за счет положительной 
макроэкономической конъюнктура, стимулирующей увеличение средней заработной платы, либо 
за счет роста налогового бремени, выразившегося в повышении ставки пенсионных взносов. 
Таким образом, контрмерой поддержки финансовой устойчивости распределительных 
пенсионных систем в условиях демографических рисков являются роста пенсионных взносов в 
результате либо увеличения налоговой базы – заработной платы, либо повышения ставок 
пенсионных взносов. При этом необходимо принимать во внимание уровень безработицы.  
Эмпирическая проверка соблюдения условий финансовой устойчивости распределительных 
пенсионных систем под воздействием демографических рисков проводилась нами для периода с 
1990 до 2012 г. по данным статистических баз OECD Stat [9], UDB Stat [10], Worldbank-Stat [11], 
Росстата [12]. Анализируемые показатели выбирались таким образом, чтобы мы смогли 
проверить соблюдение условий финансовой устойчивости. Были исследованы динамики такого 
показателя, как коэффициент поддержки, характеризующий соотношение количества занятых и 
количества пенсионеров. На основе заработной платы и ставки пенсионных взносов мы смогли 
оценить величину пенсионных взносов в пенсионную систему, исходя из чего делались выводы о 
выполнении условия финансовой устойчивости распределительной пенсионной системы (см. 
формулы (5.6) – (5.10) и рис. 5.2). Исследование производилось на основе данных выборки 23 
страны, которые в графиках и таблицах получили соответствующие коды: Австрия –Au, Бельгия – 
Be, Канада – Ca, Чехия – CzR, Эстония –Est, Финляндия – Fin, Франция – Fr, Германия – Ge, 
Греция – Gr, Венгрия – Hu, Израиль – Isr, Италия – It, Япония – Ja, Корея – Co, Люксембург –Lux, 
Нидерланды – Net, Польша – Po, Словакия – SlR, Словения – Sl, Испания – Isp, Швеция – Sw, 
Швейцария – Swit, Россия – Rus. В выборку попадали страны, соответствующие условиям: 
‒ в стране действует распределительная пенсионная система либо часть пенсионной системы 
построена по распределительному принципу; 
‒ в стране пенсионные взносы выделены из общей массы налоговых либо обязательных 
страховых сборов; 
‒ по стране имеются все необходимые статистические данные. 
 
                                    (5.12)
Результатом такого влияния демографических рисков является то, что 
в условиях негативной динамики демографических показателей един-
ственным фактором, позволяющим удерживать коэффициент замещения 
на достигнутом уровне, станет ставка страховых взносов, то есть налого-
вое брем для бизнеса.
Риск снижения количества занятых в экономике и роста количества 
пенсионеров является одним из основных рисков, воздействующих на 
распределительные пенсионные системы. Снижение количества занятых 
в экономике определяет уменьшение величины страховых взносов, что на 
фоне роста количества пенсионеров и, соответственно, увеличения рас-
ходов пенсионной системы вызывает снижение финансовой устойчиво-
сти пенсионной системы. В то же время данный риск для накопительных 
пенсионных систем не является значимым, так как на индивидуальные 
сионные накопл ния количество плательщиков страховых взносов 
значения не имеет. 
Как нами было показано, же распределительные пенсионные сис е-
мы находятся под влиянием демографических рисков через воздействие 
количества занятых в экономике и количества пенсионеров, то есть ко-
эффициентов поддержки. Отрицательное воздействие демографических 
рисков может быть скомпенсировано за счет положительной макроэконо-
мической конъюнктура, стимулирующей увеличение средней заработной 
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платы, либо за счет роста налогового бремени, выразившегося в повыше-
нии ставки пенсионных взносов. Таким образом, контрмерой поддерж-
ки финансовой устойчивости распределительных пенсионных систем в 
условиях демографических рисков являются рост пенсионных взносов в 
результате либо увеличения налоговой базы – заработной платы, либо по-
вышения ставок пенсионных взносов. При этом необходимо принимать 
во внимание уровень безработицы. 
Эмпирическая проверка соблюдения условий финансовой устойчиво-
сти распределительных пенсионных систем под воздействием демогра-
фических рисков проводилась нами для периода с 1990 до 2012 г. по дан-
ным статистических баз OECD Stat [9], UDB Stat [10], Worldbank-Stat [11], 
Росстата [12]. Анализируемые показатели выбирались таким образом, 
чтобы мы смогли проверить соблюдение условий финансовой устойчи-
вости. Были исследованы динамики такого показателя, как коэффициент 
поддержки, характеризующий соотношение количества занятых и коли-
чества пенсионеров. На основе заработной платы и ставки пенсионных 
взносов мы смогли оценить величину пенсионных взносов в пенсионную 
систему, исходя из чего делались выводы о выполнении условия финансо-
вой устойчивости распределительной пенсионной системы (см. формулы 
(5.6) – (5.10) и рис. 5.2). Исследование производилось на основе данных 
выборки 23 страны, которые в графиках и таблицах получили соответ-
ствующие коды: Австрия –Au, Бельгия – Be, Канада – Ca, Чехия – CzR, 
Эстония –Est, Финляндия – Fin, Франция – Fr, Германия – Ge, Греция – Gr, 
Венгрия – Hu, Израиль – Isr, Италия – It, Япония – Ja, Корея – Co, Люк-
сембург – Lux, Нидерланды – Net, Польша – Po, Словакия – SlR, Слове-
ния – Sl, Испания – Isp, Швеция – Sw, Швейцария – Swit, Россия – Rus. 
В выборку попадали страны, соответствующие условиям:
– в стране действует распределительная пенсионная система либо 
часть пенсионной системы построена по распределительному принципу;
– в стране пенсионные взносы выделены из общей массы налоговых 
либо обязательных страховых сборов;
– по стране имеются все необходимые статистические данные.
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Рис. 5.2. Условие финансовой устойчивости распределительных пенсионных 
систем в условиях демографических рисков
Исходя из несоответствия приведенным условиям, нами были исклю-
чены ряд значимых стран:
– Австралия, Дания, Мексика, Норвегия, Португалия – пенсионные 
системы построены по накопительным принципам; 
– Ирландия, Великобритания – пенсионные взносы не выделены из 
общей массы налоговых либо обязательных страховых сборов;
– Китай, Индия, США, Аргентина, Бразилия – в проанализированных 
базах не представлены необходимые статистические данные.
Величина пенсионных взносов (PS) оценивались по формуле:
PS = Zpl · S.                                             (5.13)
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Динамика пенсионных взносов за период с 1990 (PS
1990
) по 2012 (PS
2012
) г., 
рассчитанная по формуле (5.14):
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Величина пенсионных взносов (PS) оценивались по формуле: 
 
PS = Zpl · S. (5.13) 
 
Динамика пенсионных взносов за период с 1990 (PS1990) по 2012 (PS2012) г., рассчитанная 
по формуле (14): 
 
1990
2012..
PS
PSPSТемп  . (5.14)                                       (5.14)
Пенсионные взносы сопоставлялись с величиной коэффициента под-
держки, характеризующего соотношение количества занятого населения 
к количеству пенсионеров. Коэффициент поддержки за 1990 и 2012 г. 
представлены на рис. 5.3.
Рис. 5.3. Демографические риски распределительных пенсионных систем. 
Сохранение финансовой устойчивости в 1990–2012 гг.: Дельта PS – 
изменение пенсионных взносов, дельта К
р
 – изменение коэффициента
поддержки; Австрия – Au, Бельгия – Be, Канада – Ca, Чехия – CzR, Эстония – Est, 
Финляндия – Fin, Франция – Fr, Германия – Ge, Греция – Gr, Венгрия – Hu, 
Израиль – Isr, Италия – It, Япония – Ja, Корея – Co, Люксембург – Lux, 
Нидерланды – Net, Польша – Po, Словакия – SlR, Словения – Sl, Испания – Isp, 
Швеция – Sw, Швейцария – Swit, Россия – Rus
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Динамика коэффициентов поддержки за период с 1990 (Kp
1990
) по 
2012 (Kp
2012
) г. и определялась по формуле (5.15):
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Рис. 5.3. Демографические риски распределительных пенсионных систем. Сохранение 
финансовой устойчивости в 1990–2012 гг.: Дельта PS – изменение пенсионных взносов, дельта Кр 
– изменение коэффициента поддержки; Австрия – Au, Бельгия – Be, Канада – Ca, Чехия – CzR, 
Эстония – Est, Финляндия – Fin, Франция – Fr, Германия – Ge, Греция – Gr, Венгрия – Hu, 
Израиль – Isr, Италия – It, Япония – Ja, Корея – Co, Люксембург – Lux, Нидерланды – Net, Польша 
– Po, Словакия – SlR, Словения – Sl, Испания – Isp, Шведция – Sw, Швейцария – Swit, Россия – 
Rus 
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Темпы коэффициентов поддержки сопоставлялись с темпами величины пенсионных 
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Темпы коэффициентов поддержки сопоставлялись с темпами величи-
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демографических рисков.
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пенсионных зносов условия финансовой устойчивости распределительных пенсионных систем 
под действ ем демографических рисков. 
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Демографические риски оказывают отрицательное влияние на распределительные 
пенсионные системы всех рассмотренных стран: во всех рассмотренных странах коэффициенты 
поддержки имеют отрицательную динамику в периоде с 1990 до 2013 г. (рис. 5.3). Однако это 
воздействие разное. В наихудших условиях находятся Корея и Япония: коэффициент поддержки 
за период с 1990 до 2013 г. снизился более чем в два раза, в то время как в Словакии и Швеции 
только на 4 и 5 %, соответственно. В России коэффициент поддержки за этот период снизился на 
13 %. Поэтому относить демографические условия функционирования российской 
распределительной пенсионной системы к наихудшим было бы преувеличением. В сопоставимых 
условиях находятся, например, Чехия, Испания, Швейцария и Венгрия. Однако существенно 
более в сложных условиях находятся 15, то есть большинство из рассмотренных стран, среди 
которых, помимо уже названных Кореи и Японии, находятся Австрия, Бельгия, Канада, Эстония, 
Финляндия, Франция, Германия, Греция, Италия, Нидерланды, Польша и Словения. Более 
льготные условия мы наблюдаем лишь в четырех странах – Израиле, Люксембурге, Словакии и 
Швеции.  
Фактором, увеличивающим демографические риски в России, является высокая смертность в 
трудоспособном возрасте. Так, по данным таблиц смертности и ожидаемой продолжительности 
жизни Росстата за 2008 г. [12], 40 % мужчин и 14,4 % женщин в возрасте 20 лет не доживут до 60 
лет, что негативно скажется на коэффициенте поддержке. Этот момент в качестве негативного 
фактора распределительной пенсионной системы РФ был отмечен также в аналитическом докладе 
Министерства труда и социального развития [13]. 
Для поддержания финансовой устойчивости распределительных пенсионных систем 
однако важно рассматривать не только демографические, но и динамику пенсионных взносов, 
определяемую величиной средней заработной платы и ставкой пенсионных взносов. 
Поддержание финансовой устойчивости проверялось по системе (5.17). В случае, если темпы 
роста пенсионных взносов превышали снижение коэффициента поддержки, то есть потери 
поступления средств в результате снижения количества занятых компенсировалось за счет 
величины уплачиваемых пенсионных взносов ( 1/  KpТемпPS ) распределительная пенсионная 
система выполняла условие поддержания финансовой устойчивости. Если 1/  KpТемпPS , то 
распределительная пенсионная система страны попадала в зону финансовой неустойчивости, при 
которой рост пенсионных взносов не покрывал потери от демографических рисков, то есть 
снижения количества занятых.  
В зону финансовой неустойчивости за период с 1990 до 2012 г. попали распределительные 
пенсионные системы таких стран, как Германия, Италия, Словения, Испания, Нидерланды, 
Израиль, Эстония, Франция, Япония и Греция. Рост пенсионных взносов позволяет 
компенсировать потери от демографических рисков и снижения количества занятых в таких 
странах, как Канада, Швеция, Словакия, Чехия, Люксембург, Венгрия, Россия, Польша, Корея, 
Финляндия, Бельгия, Швейцария и Австрия. Графически этот анализ представлен на рис. 5.3 и 
5.4.  
 
   (5.17)
Демографические риски оказывают отрицательное влияние на рас-
пределительные пенсионные системы всех рассмотренных стран: во всех 
рассмотренных странах коэффициенты поддержки имеют отрицательную 
динамику в периоде с 1990 до 2012 г. (рис. 5.3). Однако это воздействие 
разное. В наихудших условиях находятся Корея и Япония: коэффициент 
поддержки за период с 1990 до 2012 г. снизился более чем в два раза, 
в то время как в Словакии и Швеции – только на 4 и 5 %, соответственно. 
В России коэффициент поддержки за этот период снизился на 13 %. Поэ-
тому относить демографические условия функционирования российской 
распределительной пенсионной системы к наихудшим было бы преувели-
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чением. В сопоставимых условиях находятся, например, Чехия, Испания, 
Швейцария и Венгрия. Однако существенно более в сложных условиях 
находятся 15, то есть большинство из рассмотренных стран, среди кото-
рых, помимо уже названных Кореи и Японии, значатся Австрия, Бельгия, 
Канада, Эстония, Финляндия, Франция, Германия, Греция, Италия, Ни-
дерланды, Польша и Словения. Более льготные условия мы наблюдаем 
лишь в четырех странах – Израиле, Люксембурге, Словакии и Швеции. 
Фактором, увеличивающим демографические риски в России, явля-
ется высокая смертность в трудоспособном возрасте. Так, по данным 
таблиц смертности и ожидаемой продолжительности жизни Росстата за 
2008 г. [12], 40 % мужчин и 14,4 % женщин в возрасте 20 лет не дожи-
вут до 60 лет, что негативно скажется на коэффициенте поддержке. Этот 
момент в качестве негативного фактора распределительной пенсионной 
системы РФ был отмечен также в аналитическом докладе Министерства 
труда и социального развития [13].
Для поддержания финансовой устойчивости распределительных пен-
сионных систем, однако, важно рассматривать не только демографиче-
ские, но и динамику пенсионных взносов, определяемую величиной 
средней заработной платы и ставкой пенсионных взносов. Поддержание 
финансовой устойчивости проверялось по системе (5.17). В случае, если 
темпы роста пенсионных взносов превышали снижение коэффициента 
поддержки, то есть потери поступления средств в результате снижения 
количества занятых компенсировалось за счет величины уплачиваемых 
пенсионных взносов (
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Пенсионные взносы сопоставлялись с величиной коэффициента поддержки, 
характеризующего соотношение количества занятого населения к количеству пенсионеров. 
Коэффициент поддержки за 1990 и 2012 г. представлены на рис. 5.3. 
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Рис. 5.3. Демографические риски распределительных пенсионных систем. Сохранение 
финансовой устойч вости в 1990–2012 гг.: Дельта PS – изменение пенсионных взносов, дельта Кр 
– изменение коэффициента поддержки; Австрия – Au, Бельгия – Be, Канада – Ca, Чехия – CzR, 
Эстония – Est, Финляндия – Fin, Франция – Fr, Германия – Ge, Греция – Gr, Венгрия – Hu, 
Израиль – Isr, Италия – It, Япония – Ja, Корея – Co, Люксембург – Lux, Нидерланды – Net, Польша 
– Po, Словакия – SlR, Словения – Sl, Испания – Isp, Шведция – Sw, Швейцария – Swit, Россия – 
Rus 
 
Динамика коэффициентов поддержки за период с 1990 (Kp1990) по 2012 (Kp2012) г. и 
определялась по формуле (5.15): 
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Темпы коэффициентов поддержки сопоставлялись с темпами величины пенсионных 
взносов по формуле (5.16): 
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где 
KpТемпPS /  – превышение темпов пенсионных взносов над темпами коэффициентов 
поддержки. 
 
На основании величины превышения темпов пенсионных взносов над темпами 
коэффициентов поддержки ( KpТемпPS / ) нами делались выводы о поддержании за счет роста 
 ≥ 1), распределительная пенсион-
ная система выполняла условие поддержания финансовой устойчивости. 
Если 
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Пенсионные взносы сопоставлялись с величиной коэффициента поддержки, 
характеризующего соотношение количества занятого населения к количеству пенсионеров. 
Коэффициент поддержки за 1990 и 2012 г. представлены на рис. 5.3. 
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Рис. 5.3. Демограф ческие р ски рас ре лительных пенсионных систем. Сохра ение
финансовой устойчивости в 1990–2012 гг.: Дельта PS – из енение пенсио ных взносов, дельта Кр 
– изменение коэффициента поддержки; Австрия – Au, Бельгия – Be, Канада – Ca, Чехия – CzR, 
Эстония – Est, Финляндия – Fin, Франция – Fr, Германия – Ge, Греция – Gr, Венгрия – Hu, 
Израиль – Isr, Италия – It, Япония – Ja, Корея – Co, Люксембург – Lux, Нидерланды – Net, Польша 
– Po, Словакия – SlR, Словения – Sl, Испания – Isp, Шведция – Sw, Швейцария – Swit, Россия – 
Rus 
 
Динамика коэффициентов поддержки за период с 1990 (Kp1990) по 2012 (Kp2012) г. и 
определялась по формуле (5.15): 
 
1990
2012..
Kp
KpKpТемп  . (5.15) 
 
Темпы коэффициентов поддержки сопоставлялись с темпами величины пенсионных 
взносов по формуле (5.16): 
 
1..
1.
/



KpТемп
PSТемп
KpТемпPS , (5.16) 
где 
KpТемпPS /  – превышение темпов пенсионных взносов над темпами коэффициентов 
поддержки. 
 
На основании величины превышения темпов пенсионных взносов над темпами 
коэффициентов поддержки ( KpТемпPS / ) нами делались выводы о поддержании за счет роста 
 ≤ 1, то распределительная пенсионная систем  стра-
ны попадала в зону финансовой неустойч вости, при которой рост пенси-
онных взносов не покрывал потери от демографических рисков, то есть 
снижения количества занятых.
В зону финансовой неустойчивости за период с 1990 до 2012 г. попали 
распределительные пенсионные системы таких стран, как Германия, Ита-
лия, Словения, Испания, Нидерланды, Израиль, Эстония, Франция, Япо-
ния и Греция. Рост пенсионных взносов позволяет компенсировать поте-
ри от демографических рисков и снижения количества занятых в таких 
странах, как Канада, Швеция, Словакия, Чехия, Люксембург, Венгрия, 
Россия, Польша, Корея, Финляндия, Бельгия, Швейцария и Австрия. Гра-
фически этот анализ представлен на рис. 5.3 и 5.4. 
Глава 5. Воздействие демографических рисков на финансовую устойчивость
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Рис. 5.4. Демографические риски распределительных пенсионных 
систем. Сохранение финансовой устойчивости в 1990–2012 гг. при условии 
сохранения величины взносов в пенсионную систему: Дельта PS – изменение 
пенсионных взносов, дельта K
р
 – изменение коэффициента поддержки. 
Австрия – Au, Бельгия – Be, Канада – Ca, Чехия – CzR, Эстония – Est, 
Финляндия –Fin, Франция – Fr, Германия – Ge, Греция – Gr, Венгрия – Hu, 
Израиль – Isr, Италия – It, Япония – Ja, Корея – Co, Люксембург – Lux, 
Нидерланды – Net, Польша – Po, Словакия – SlR, Словения – Sl, Испания – Isp, 
Швеция – Sw, Швейцария – Swit, Россия – Rus
Как позволяют увидеть рис. 5.3 и 5.4, между странами, попавшими 
в зону финансовой устойчивости, наблюдается значительный разрыв: на 
основе показателя  
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Пенсионные взносы сопоставлялись с величиной коэффициента поддержки, 
характеризующего соотношение количества занятого населения к количеству пенсионеров. 
Коэффициент поддержки за 1990 и 2012 г. представлены на рис. 5.3. 
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Рис. 5.3. Демографические риски распределительных пенсионных систем. Сохранение 
финансовой устойчивости в 1990–2012 гг.: Дельта PS – изменение пенсионных взносов, дельта Кр 
– изменение коэффициента поддержки; Австрия – Au, Бельгия – Be, Канада – Ca, Чехия – CzR, 
Эстония – Est, Финляндия – Fin, Франция – Fr, Германия – Ge, Греция – Gr, Венгрия – Hu, 
Израиль – Isr, Италия – It, Япония – Ja, Корея – Co, Люксембург – Lux, Нидерланды – Net, Польша 
– Po, Словакия – SlR, Словения – Sl, Испания – Isp, Шведция – Sw, Швейцария – Swit, Россия – 
Rus 
 
Динамика коэффициентов поддержки за период с 1990 (Kp1990) по 2012 (Kp2012) г. и 
определялась по формуле (5.15): 
 
1990
2012..
Kp
KpKpТемп  . (5.15) 
 
Темпы коэффициентов поддержки сопоставлялись с темпами величины пенсионных 
взносов по формуле (5.16): 
 
1..
1.
/



KpТемп
PSТемп
KpТемпPS , (5.16) 
где 
KpТемпPS /  – превышение темпов пенсионных взносов над темпами коэффициентов 
поддержки. 
 
На основании величины превышения темпов пенсионных взносов над темпами 
коэффициентов поддержки ( KpТемпPS / ) нами делались выводы о поддержании за счет роста 
 страны подел ны нами на три группы. 
К первой группе стран с высокой финансовой устойчивостью, в которой 
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показатель 
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Пенсионные взносы сопоставлялись с величиной коэффициента поддержки, 
характеризующего соотношение количества занятого населения к количеству пенсионеров. 
Коэффициент поддержки за 1990 и 2012 г. представлены на рис. 5.3. 
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Рис. 5.3. Демографические риски распределительных пенсионных систем. Сохранение 
финансовой устойчивости в 1990–2012 гг.: Дельта PS – изменение пенсионных взносов, дельта Кр 
– изменение коэффициента поддержки; Австрия – Au, Бельгия – Be, Канада – Ca, Чехия – CzR, 
Эстония – Est, Финляндия – Fin, Франция – Fr, Германия – Ge, Греция – Gr, Венгрия – Hu, 
Израиль – Isr, Италия – It, Япония – Ja, Корея – Co, Люксембург – Lux, Нидерланды – Net, Польша 
– Po, Словакия – SlR, Словения – Sl, Испания – Isp, Шведция – Sw, Швейцария – Swit, Россия – 
Rus 
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стью показатель 
9 
 
Пенсионные взносы сопоставлялись с величиной коэффициента поддержки, 
характеризующего соотношение количества занятого населения к количеству пенсионеров. 
Коэффициент поддержки за 1990 и 2012 г. представлены на рис. 5.3. 
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Рис. 5.3. Демографичес е ри ки распределительных пенсионных систем. Сохранение 
финансовой устойчивости в 1990–2012 гг.: Дельта PS – изменение пенсионных взносов, дельта Кр 
– изменение коэффициента поддержки; Австрия – Au, Бельгия – Be, Кана а – Ca, Чехия – CzR, 
Эстония – Est, Финляндия – Fin, Франция – Fr, Германия – Ge, Греция – Gr, Венгрия – Hu, 
Израиль – Isr, Италия – It, Япония – Ja, Корея – Co, Люксембург – Lux, Нидерланды – Net, Польша 
– Po, Словакия – SlR, Словения – Sl, Испания – Isp, Шведция – Sw, Швейцария – Swit, Россия – 
Rus
 
Динамика коэффициентов поддержки за период с 1990 (Kp1990) по 2012 (Kp2012) г. и 
определялась по формуле (5.15): 
 
1990
2012..
Kp
KpKpТемп  . (5.15) 
 
Темпы коэффициентов поддержки сопоставлялись с темпами величины пенсионных 
взносов по формуле (5.16): 
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где 
KpТемпPS /  – превышение темпов пенсионных взносов над темпами коэффициентов 
поддержки. 
 
На основании величины превышения темпов пенсионных взносов над темпами 
коэффициентов поддержки ( KpТемпPS / ) нами делались выводы о поддержании за счет роста 
 превышает 3, но енее 6. К этой группе 
относятся Люксембург, Венгрия и России. В группе с приемлемой фи-
нансовой устойчивостью 
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Пенсионные взносы сопоставлялись с величиной коэффициента поддержки, 
характеризующего соотношение количества занятого населения к количеству пенсионеров. 
Коэффициент поддержки за 1990 и 2012 г. представлены на рис. 5.3. 
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Рис. 5.3. Дем графические риски расп едел тельных пе сионных систем. Сохранение 
ф нансовой устойч вости в 1990 2012 гг.: Дельта PS – изменен е пенсионных взносов, дельта Кр 
– изменение коэффиц ента поддержки; Австрия – Au, Бельгия – Be, Канада – Ca, Чехия – CzR, 
Эстония – Est, Финляндия – Fin, Франция – Fr, Германия – Ge, Г еция – Gr, Венгрия – Hu, 
Израиль – Isr, И алия – It, Япония – Ja, Корея – Co, Люксембург – Lux, Нидерланды – Net, Польша 
– Po, Словакия – SlR, Словения – Sl, Испания – Isp, Шведция – Sw, Швейцария – Swit, Россия – 
Rus 
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Швейцария и Австрия (см. табл. 5.1). 
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Рис. 5.4. Демографические риски распределительных пенсионных систем. Сохранение 
фи ан вой устойчивости в 1990–2012 гг. при условии сохранения величины взносов в 
пенсионную систему: Дельта PS – изменение пенсионных взносов, дельта Kр – изменение 
коэффициента поддержки. Австрия – Au, Бельгия – Be, Канада – Ca, Чехия – CzR, Эстония – Est, 
Финляндия –Fin, Франция – Fr, Германия – Ge, Греция – Gr, Венгрия – Hu, Израиль – Isr, Италия – 
It, Япония – Ja, Корея – Co, Люксембург – Lux, Нидерланды – Net, Польша – Po, Словакия – SlR, 
Словения – Sl, Испания – Isp, Шведция – Sw, Швейцария – Swit, Россия – Rus 
 
 
Как позволяют увидеть рис. 5.3 и 5.4, между странами, попавшими в зону финансовой 
устойчивости, наблюдается значительный разрыв: на основе показателя KpТемпPS / страны 
поделены нами на три группы. К первой группе стран с высокой финансовой устойчивостью, в 
которой показатель KpТемпPS /  превышает 6, относятся Канада, Швеция, Словакия и Чехия. Во 
второй группе стран с х рошей финансовой устойчивостью п казатель KpТемпPS /  превышает 
3, но менее 6. К э ой группе носятся Люксембург, Венгрия и России. В группе с приемлемой 
финансовой устойчивостью KpТемпPS /  ниже 3, но превышает 1. В этой группе находятся 
такие страны, как Польша, Корея, Финляндия, Бельгия, Швейцария и Австрия (см. табл. 5.1).  
 
 
тиустойчивосфинансовойотличнойзонаKpТемпPS
тиустойчиовсфинансовойхорошейзонаKpТемпPS
тиустойчивосфинансовойприемлемойзонаKpТемпPS
.........6/
............6;3/
..............3;1/



 (5.18) 
 
Как уже отмечали выше, страны, сохранившие финансовую устойчивость, поддержали ее 
за счет роста ставок пенсионных взносов, то есть налогового бремени и/или увеличения 
заработной платы.  
 (5.18)
Как уже отмечали выше, страны, сохранившие финансовую устойчи-
вость, поддержали ее за счет роста ставок пенсионных взносов, то есть 
налогового бремени и/или увеличения заработной платы. 
Вклад в сохранении финансовой устойчивости распределительной 
пенсионной системы со стороны увеличения ставок пенсионных взносов 
нельзя недооценивать. Так, например, если бы ставки пенсионных взно-
сов остались на уровне 1990 г., то ситуация с поддержанием финансовой 
устойчивости распределительными пенсионными системами поменялась 
бы кардинально (табл. 5.1 и 5.2).
Таблица 5.1
Финансовая устойчивость распределительных пенсионных систем 
при нивелировании демографических рисков за счет роста заработных 
плат и ставок пенсионных взносов за период 1990–2012 гг. 
Распределительные 
пенсионные системы 
стран, для которых условие 
финансовой устойчивости 
не выполнено
Распределительные пенсионные системы 
стран, для которых условие финансовой 
устойчивости выполнено
Финансовая 
устойчивость 
приемлемая
Финансовая 
устойчивость 
хорошая
Финансовая 
устойчивость 
отличная
Германия, Италия
Словения, Испания
Нидерланды, Израиль
Эстония, Франция
Япония, Греция
Польша, Корея
Финляндия
Бельгия
Швейцария
Австрия
Люксембург
Венгрия
Россия
Канада
Швеция
Словакия
Чехия
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Как показано табл. 5.2, при условии сохранения налогового бре-
мени на уровне 1990 г. в зону финансовой неустойчивости попадают 
Испания, Германия, Словения, Нидерланды, Греция, Япония и Италия. 
В отличие от фактической ситуации из этой группы ушли такие стра-
ны, как Испания, Израиль, Эстония и Франция, которые попали в зону 
неустойчивости за счет снижения страховых взносов. Вместе с тем от-
личная и хорошая финансовая устойчивость при сохранении налогового 
бремени на уровне 1990 г. поддерживается лишь в трех странах – Шве-
ции, Чехии и Люксембурге. Таким образом, Канада, Словакия, Венгрия 
и Россия поддерживали финансовую устойчивость своих распредели-
тельных пенсионных систем на отличном и хорошем уровне за счет ро-
ста ставок пенсионных взносов, без увеличения которых они перешли в 
группу стран с приемлемой финансовой устойчивостью. Отметим, что 
впервые попытку оценить индивидуальные коэффициенты замещения 
для России и составить прогноз их изменения предприняли Е. Гурвич и 
Ю. Сонина в рамках программы Мониторинга экономического положе-
ния и здоровья населения [14]. Кроме них, в эту группу попадают такие 
страны, как Польша, Эстония, Бельгия, Израиль, Швейцария, Франция 
и Австрия. 
Для России в показатель 
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Пенсионные взносы сопоставлялись с величиной коэффициента поддержки, 
характеризующего соотношение количества занятого населения к количеству пенсионеров. 
Коэффициент поддержки за 1990 и 2012 г. представлены на рис. 5.3. 
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Рис. 5.3. Демографические риски распределительных пенсионных систем. Сохранение 
финансовой устойчивости в 1990–2012 гг.: Дельта PS – изменение пенсионных взносов, дельта Кр 
– изменение коэффициента поддержки; Австрия – Au, Бельгия – Be, Канада – Ca, Чехия – CzR, 
Эстония – Est, Финляндия – Fin, Франция – Fr, Германия – Ge, Греция – Gr, Венгрия – Hu, 
Израиль – Isr, Италия – It, Япония – Ja, Корея – Co, Люксембург – Lux, Нидерланды – Net, Польша 
– Po, Сл вакия – SlR, Словения – Sl, Испания – Isp, Шведция – Sw, Швейцария – Swit, Россия – 
Rus 
 
Динамика коэффициентов поддержки за период с 1990 (Kp1990) по 2012 (Kp2012) г. и 
определялась по формуле (5.15): 
 
1990
2012..
Kp
KpKpТемп  . (5.15) 
 
Темпы коэффициентов поддержки сопоставлялись с темпами величины пенсионных 
взносов по формуле (5.16): 
 
1..
1.
/



KpТемп
PSТемп
KpТемпPS , (5.16) 
где 
KpТемпPS /  – превышение темпов пенсионных взносов над темпами коэффициентов 
поддержки. 
 
На основании величины превышения темпов пенсионных взносов над темпами 
коэффициентов поддержки ( KpТемпPS / ) нами делались выводы о поддержании за счет роста 
 при сохранении ставок пен-
сионных взносов на уровне 1990 г. составит 1,14, что свидетельствует 
о незначительной финансовой прочности распределительной пенсион-
ной системы РФ и слабой возможности поддержания ее финансовой 
устойчивости за счет роста заработных плат. Проблема обостряется, 
если вспомнить о низком коэффициенте замещения в российском пен-
сионной системе (0,34 против 0,6, рекомендованного Международной 
организацией труда [15]). Наиболее ярким подтверждением снижения 
финансовой устойчивости российской пенсионной системы стало уве-
личение дотирования из федерального бюджета Пенсионного фонда РФ 
с 248 млрд руб. в 2005 г. до 1940 млрд руб. в 2013-м. Несмотря на зна-
чительный рост трат, федеральный бюджет в этот же период увеличил 
финансирование накопительной пенсионной системы, являющейся ин-
струментом решения проблем распределительной пенсионной системы, 
с 83 млрд руб. до 582 млрд руб. [16].
§1. Анализ параметров социально-экономической пенсионной системы
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Таблица 5.2
Финансовая устойчивость распределительных пенсионных систем 
при нивелировании демографических рисков за счет роста 
заработных плат за период 1990–2012 г. налоговое бремя
(ставки пенсионных фондов) неизменно 
Распределительные 
пенсионные системы 
стран, для которых 
условие финансовой 
устойчивости  
не выполнено
Распределительные пенсионные системы стран, 
для которых условие финансовой устойчивости 
выполнено
Финансовая 
устойчивость 
приемлемая
Финансовая 
устойчивость 
хорошая
Финансовая 
устойчивость 
отличная
Испания, Германия
Словения, Нидерланды
Греция, Япония, 
Италия
Польша, Венгрия, 
Эстония, Бельгия, 
Израиль, Канада,
Швейцария, 
Франция, 
Австрия, Россия, 
Финляндия
Корея
Люксембург Швеция
Чехия
Как было нами показано выше, финансовая устойчивость распреде-
лительных пенсионных систем определяется тремя факторами: рост за-
работной платы, увеличение ставок пенсионных взносов и коэффици-
ентом поддержки, то есть непосредственно демографическим фактором 
(см. (5.11)). Выше мы показали воздействие демографических факторов 
на распределительные пенсионные системы в период с 1990 по 2012 г. 
При этом мы условно принимали остальные факторы неизменными, то 
есть невлияющими.
Для анализа воздействия всех воздействующих факторов на финан-
совую устойчивость распределительных пенсионных систем мы исполь-
зовали статистические данные баз: Международной организации труда 
(International Labour Organisation) [17], Всемирного банка [11], Организа-
ции экономического сотрудничества и развития (OECD) [9].
Страны включались в выборку по следующим признакам: 1) наличие 
полных статистических данных, позволяющих анализировать пенсион-
ные выплаты и/или коэффициент замещения, ставку страховых взносов, 
рост заработных плат, коэффициент поддержки, то есть демографиче-
Глава 5. Воздействие демографических рисков на финансовую устойчивость
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ские риски; 2) в стране пенсионная система функционирует по распре-
делительным принципам полностью или частично. Выборка была пред-
ставлена следующими странами: Австрия, Бельгия, Чехия, Финляндия, 
Франция, Германия, Греция, Венгрия, Италия, Люксембург, Нидерланды, 
Польша, Испания, Швеция. 
С учетом полученных значений выражение (5.11) приобрело вид:
13 
Финансовая устойчивость распределительных пенсионных систем при нивелировании 
демографических рисков за счет роста заработных плат за период 1990–2012 г. Налогового бремя 
(ставки пенсионных фондов) неизменно  
Распределительные 
пенсионные системы стран,  
для которых условие 
финансовой устойчивости  
не выполнено 
Распределительные пенсионные системы стран, для которых 
условие финансовой устойчивости выполнено 
Финансовая устойчивость 
приемлемая 
Финансовая 
устойчивость 
хорошая 
Финансовая 
устойчивость 
отличная 
Испания, Германия 
Словения, Нидерланды 
Греция, Япония, Италия 
Польша, Венгрия, Эстония, 
Бельгия, Израиль, Канада, 
Швейцария, Франция, 
Австрия, Россия, Финляндия 
Корея 
Люксембург Швеция 
Чехия 
 
Как было нами показано выше, финансовая устойчивость распределительных пенсионных 
систем определяется тремя факторами: рост заработной платы, увеличение ставок пенсионных 
взносов и коэффициентом поддержки, то есть непосредственно демографическим фактором (см. 
(5.11)). Выше мы показали воздействие демографических факторов на распределительные 
пенсионные системы в период с 1990 по 2012 г. При этом мы условно принимали остальные 
факторы неизменными, то есть невлияющими. 
Для анализа воздействия всех воздействующих факторов на финансовую устойчивость 
распределительных пенсионных систем мы использовали статистические данные баз: 
Международной организации труда (International Labour Organisation) [17], Всемирного банка 
[11], Организации экономического сотрудничества и развития (OECD) [9]. 
Страны включались в выборку по следующим признакам: 1) наличие полных 
статистических данных, позволяющих анализировать пенисонные выплаты и/или коэффициент 
замещения, ставку страховых взносов, рост заработных плат, коэффициент поддержки, то есть 
демографические риски; 2) в стране пенсионная система функционирует по распределительным 
принципам полностью или частично. Выборка была представлена следующими странами: 
Австрия, Бельгия, Чехия, Финляндия, Франция, Германия, Греция, Венгрия, Италия, Люксембург, 
Нидерланды, Польша, Испания, Швеция.  
С учетом полученных значений выражение (5.11) приобрело вид: 
 
(5.19) 
 
где 
темп PZ – темп прироста коэффициента замещения за нализируемый период;  
r – темп прироста заработной платы за нализируемый период; 
темп S – темп прироста ставки пенсионных взносов за нализируемый период; 
темп Kp – темп прироста коэффициента поддержки за нализируемый период. 
 
Условие сохранение финансовой устойчивости распределительной пенсионной системы с 
учетом (5.5) – (5.18) приобретает вид  
 
(5.20) 
 
или 
 
(5.21) 
 
 
темпKpтемпSrТемпPZ 
темпKpтемпSrТемпPZ 
1
темпPZ
темпKpтемпSr
,                         (5.19)
где темп PZ – темп прироста коэффициента замещения за анализируе-
мый период; 
r – темп прироста заработной платы за анализируемый период;
темп S – темп прироста ставки пенсионных вз осов за анализируемый 
период;
темп Kp – темп прироста коэффициента поддержки за анализируемый 
период.
Условие сохранение финансовой устойчивости распределительной 
пенсионной системы с учетом (5.5) – (5.18) приобретает вид 
13 
Финансовая устойчивость аспределит льных пенсион  систем при нивелировании 
демографических рисков за счет роста заработных плат за период 1990–2012 г. Налог вого бремя 
(ставки пе сионных фондов) неизменно  
Распределитель ые 
пенсионные системы стран,  
для которых условие 
финансовой устойчивости  
не выполнено 
Распределительные пенсионные системы стран, для которых 
условие финансовой устойчивости выполнено 
Финан овая устойчивость 
приемлемая 
Финансовая 
устойчивость 
хороша  
Финансовая 
устойчивость 
отличная 
Испания, Германия 
Словения, Нидерланды 
Греция, Япония, Италия 
Польша, Венгрия, Эстония, 
Бельг , Израиль, Канад , 
Швейцария, Франция, 
Австрия, Россия, Финляндия 
Корея 
Люксембург Швеция 
Чехия 
 
Как было нами показано выше, финансовая устойчивость спределительных пенсионных 
систем определяется тремя факторами: рост заработной пла ы, увеличение ставок пенсионных 
взносов и коэффициентом поддержки, то есть непосредств нно демографическим факт ром (см. 
(5.11)). Выше мы показали воздейст ие демографических факторов на распределительные 
пенсионные системы в период с 1990 по 2012 г. При этом мы условно принимали остальные 
факторы неизменными, то есть невлияющими. 
Для анализа воздействия всех воздействующих факторов на финансовую устойчивость 
распределительных пенсион ых систем мы использовали статистические данные баз: 
Международной организаци  труда (International Labour Organisation) [17], Всемирного банка 
[11], Орг низации экономического сотрудн чества  развития (OECD) [9]. 
Страны включал сь в выборку по следующим призн кам: 1) аличие полных 
статистических данных, позволяющих анализировать пени онные выплаты и/или коэффициент 
замещения, ставку страховых взносов, рост заработных плат, коэффициент поддержки, о есть 
демографические риски; 2) в стране пенсионная истема функционирует по распред лительным 
принципам полностью или частично. Выборка была представлен  следующими странами: 
Австрия, Бельгия, Чехия, Финляндия, Франция, Герман , Греция, Венгрия, Италия, Люксембург, 
Нидерланды, Польша, Испания, Швеция.  
С учетом полученных значений выражение (5.11) приобрело вид: 
 
(5.19) 
 
где 
темп PZ – темп прироста коэффициент  замещен я за нализ руемый период;  
r – темп прироста заработной латы за ализируемый период; 
тем  S – темп прироста ставки пенс онных взносов за ализируемый период; 
темп Kp – темп прироста к эффициента поддержки за нализируемый период. 
 
Условие сохранение финансовой стойчивости ой пенсионной системы с 
учетом (5.5) – (5.18) приобретает вид 
 
(5.20) 
 
или 
 
(5.21) 
 
 
темпKpтемпSrТемпPZ 
темпKpтемпSrТемпPZ 
1
темпPZ
темпKpтемпSr
                     (5.20)
Как видно (неравенство (5.20)), распределительная пенсионная систе-
ма является в финансово устойчивой в том случае, если рост финансовых 
поступлений в распределительную пенсионную систему за счет увели-
чения заработных плат, ставки страховых взносов и коэффициента под-
держки обгоняет рост коэффициента замещения. 
Как демонстрирует рис. 5.5, в период с 1990 по 2012 г. распределитель-
ные пенсионные системы большинства рассмотренных стран находились 
в состоянии финансовой устойчивости. Темпы роста взносов в распреде-
лительные пенсионные системы превышали рост коэффициента замеще-
ния в Австрии, Бельгии, Чехии, Финляндии, Греции, Венгрии, Италии, 
Люксембурге, Польше, Испании и Швеции. Особо выделим Люксембург 
и Швецию, в которых взносы в распределительные пенсионные системы вы-
росли за период с 1990 по 2012 г. в 2,65 и 1,98 раза соответственно. Условия 
финансовой устойчивости (5.20) не было выполнено во Франции, Германии 
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и Нидерландах. В целом, однако, мы можем сделать вывод, что распреде-
лительные пенсионные системы в период с 1990 по 2012 г. в большинстве 
рассмотренных стран были с точки зрения финансовой устойчивости оправ-
даны. Но это происходило на фоне снижения коэффициента замещения во 
всех рассмотренных странах, кроме Польши, в которой он возрос в 1,11 раза. 
Наибольшее снижение коэффициента замещения произошло в Люксембурге 
и Испании, соответственно на 56 и 37 %. Падение коэффициента замещения 
в рассмотренный период свидетельствует о потере социальной эффективно-
сти распределительных пенсионных систем.
Проверку сохранения финансовой устойчивости распределительных 
пенсионных систем в будущем мы проводили для периода с 2012 по 
2050 г. по прогнозным данным Организации экономического сотрудни-
чества и развития [9] и Международной организации труда [17]. В связи 
с неполными статистическими данными анализ финансовой устойчиво-
сти распределительных пенсионных систем мы смогли провести только 
под воздействием демографических факторов, а именно коэффициента 
поддержки (Kp), исключив такие факторы влияния, как ставка пенсион-
ных взносов и рост заработной платы, то есть приняв их неизменными 
на уровне 2012 г. Таким образом, распределительные пенсионные систе-
мы проверялись на соответствие условия финансовой устойчивости в со-
ответствии с выражением (5.12). Если в выражении (5.12) правую часть 
уравнения разделить на левую, то условие сохранения финансовой устой-
чивости под воздействием демографических факторов примет вид:
14 
Как видно (неравенство (5.20)), распределительная пенсионная система является в 
финансово устойчивой в том случае, если рост финансовых поступлений в распределительную 
пенсионную систему за счет увеличения заработных плат, ставки страховых взносов и 
коэффициента поддержки обгоняет рост коэффициента замещения.  
Как демонстрирует рис. 5.5, в период с 1990 по 2012 г. распределительные пенсионные 
системы большинства рассмотренных стран находились в состоянии финансовой устойчивости. 
Темпы роста взносов в распредел тельные пенсионные системы превышали рост коэффициента 
замещения в Австрии, Бельгии, Чехии, Финляндии, Греции, Венгрии, Италии, Люксембурге, 
Польше, Испании и Швеции. Особо выделим Люксембург и Швецию, в к торых взносы в 
распределительные пенсионные системы выр сли за пери д с 1990 по 2012 г. в 2,65 и 1,98 раза 
соответственно. Условия финансовой устойчивости (5.20) не было выполн но во Франции, 
Германии и Нидерландах. В целом, однако, мы можем сделать вывод, что распределительные 
пенсионные системы в период с 1990 по 2012 г. в большинстве рассмотренных стран были с 
точки зрения финансовой устойчивости оправданы. Но это происходило на фоне снижения 
коэффициента замещения во всех рассмотренных странах, кроме Польши, в которой он возрос в 
1,11 раза. Наибольшее снижение коэффициента замещения произошло в Люксембурге и Испании, 
соответственно на 56 и 37 %. Падение коэффициента замещения в рассмотренный период 
свидетельствует о потере социальной эффективности распределительных пенсионных систем. 
Проверку сохранения финансовой устойчивости распределительных пенсионных систем в 
будущем мы проводили для периода с 2012 по 2050 г. по прогнозным данным Организации 
экономического сотрудничества и развития [9] и Международной организации труда [17]. В связи 
с неполными статистическими данными, анализ финансовой устойчивости распределительных 
пенсионных систем мы смогли провести только под воздействием демографических факторов, а 
именно коэффициента поддержки (Kp), исключив такие факторы влияния, как ставка пенсионных 
взносов и рост заработной платы, то есть приняв х неизмен ыми на уровне 2012 г. Таким 
образом, рас ед лител ные пенсионные системы проверялись на соответствие условия 
финансовой ус ойчивости в соответствии с выражением (5.12). Если в выражении (5.12) правую 
часть уравнения разделить на левую,  условие сохра ения финансовой устойчивости под 
воздействием демографических факторов примет вид: 
 
 
(5.21) 
 
 
С целью проанализировать динамику и придать сопоставимость результатов мы 
проанализировали по аналогичной методике и период с 1990 по 2012 г.  
Результаты расчетов темпов увеличения коэффициента поддержки (Kp) и коэффициента 
замещения (PZ) за периоды 1990–2012 гг. и 2012–2050 гг. Результаты анализа распределительных 
пенсионных систем на соответствие выражению (5.21) графически представлены на рис. 5.5. 
 
1
темпPZ
темпKp
.                                         (5.21)
С целью проанализировать динамику и придать сопоставимость ре-
зультатов мы проанализировали по аналогичной методике и период с 
1990 по 2012 г. 
Результаты расчетов темпов увеличения коэффициента поддержки 
(Kp) и коэффициента замещения (PZ) за периоды 1990–2012 гг. и 2012–
2050 гг. Результаты анализа распределительных пенсионных систем на 
соответствие выражению (5.21) графически представлены на рис. 5.5.
Глава 5. Воздействие демографических рисков на финансовую устойчивость
300
15 
0
0,5
1
1,5
2
2,5
Люксембург
Чехия
Швеция
Венгрия
Бельгия
Австрия
Испания
Финляндия
Греция
Польша
Италия
Германия
Нидерланды
Франция
 
Рис. 5.5. Сохранение условия финансовой устойчивости распределительных пенсионных систем  
в периоды 1990–2012 гг. (линия 1) и 2012–2050 гг. (линия 2) под воздействием демографических 
факторов 
 
Разница результатов периодов 1990–2012 гг. и 2012–2050 гг., как показывает рис. 5.5, 
разительна. В 1990–2012 гг. под воздействием демографических факторов не выполняли условие 
финансовой устойчивости, в соответствии с выражением (5.21), шесть стран из 14 
рассмотренных: Австрия, Бельгия, Венгрия, Италия, Греция и Германия. В остальных – Чехии, 
Финляндии, Франции, Люксембурге, Нидерландах, Польше, Испании и Швеции – 
распределительные пенсионные системы сохраняли свою финансовую устойчивость. В период 
2012–2050 гг. условие финансовой устойчивости (5.21) выполняется лишь у одной страны – 
Франции – из 14 рассмотренных. Остальные 13 –Австрия, Бельгия, Чехия, Финляндия, Германия, 
Греция, Венгрия, Италия, Люксембург, Нидерланды, Польша, Испания, Швеция – снижают 
финансовую устойчивость своих распределительных пенсионных систем. При этом отрыв от зоны 
финансовой устойчивости существенно возрос: в 1990–2012 гг. в худшей ситуации была Бельгия, 
у которой темпы коэффициента поддержки отставал от темпов коэффициента замещения на 35 %; 
в 2012–2050 гг. в Польше темпы коэффициента поддержки отстает на 60 % от темпов 
коэффициента замещения. Это свидетельствует о том, что в период с 2012–2050 гг. 
распределительные пенсионные системы будут финансово неэффективны и несостоятельны 
подавляющем большинстве из рассмотренных стран (исключением является Франция). 
Социальную эффективность в 2012–2050 гг. распределительные пенсионные системы также не 
демонстрируют: из 14 лишь в двух – Греции и Люксембурге – прогнозируется увеличение 
коэффициента замещения соответственно на 16 и 4 %. В остальных 12 – Бельгии, Чехии, 
Финляндии, Германии, Венгрии, Италии, Нидерландах, Польше, Испании, Швеции и Франции – 
прогнозируется серьезное снижение коэффициента. В наихудших условиях будут Польша и 
1 
2 
Рис. 5.5. Сохранение условия финансовой устойчивости распределительных 
пенсионных систем в периоды 1990–2012 гг. (линия 1) и 2012–2050 гг. 
(линия 2) под воздействием демографических факторов
Разница результатов периодов 1990–2012 гг. и 2012–2050 гг., как по-
казывает рис. 5.5, разительна. В 1990–2012 гг. под воздействием демо-
графических факторов н  выполняли условие фин совой устойчивост , 
в соответствии с выражением (5.21), шесть стран из 14 рассмотренных: 
Австрия, Бельгия, Венгрия, Италия, Греция и Германия. В остальных – 
Чех и, Финляндии, Франции, Люксембурге, Нидерла дах, Польше, 
Испан и и Швеции – распределительные пенсионные системы сохраняли 
свою финансовую устойчивость. В период 2012–2050 гг. условие финансо-
вой устойчивости (5.21) выполняется лишь у одной страны – Франции – из 
14 рассмотренных. Остальные 13 – Австрия, Бельгия, Чехия, Финляндия, 
Германия, Греция, Венгрия, Италия, Люксембург, Нидерланды, Польша, Ис-
пания, Швеция – снижают финансовую устойчивость своих распределитель-
ных пенсион ых систем. При этом отрыв о  зо  фи ансовой у тойчивости 
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существенно возрос: в 1990–2012 гг. в худшей ситуации была Бельгия, у кото-
рой темпы коэффициента поддержки отставали от темпов коэффициента за-
мещения на 35 %; в 2012–2050 гг. в Польше темпы коэффициента поддержки 
отстают на 60 % от темпов коэффициента замещения. Это свидетельствует 
о том, что в период с 2012–2050 гг. распределительные пенсионные системы 
будут финансово неэффективны и несостоятельны подавляющем большин-
стве из рассмотренных стран (исключением является Франция). Социальную 
эффективность в 2012–2050 гг. распределительные пенсионные системы так-
же не демонстрируют: из 14 лишь в двух – Греции и Люксембурге – прогно-
зируется увеличение коэффициента замещения соответственно на 16 и 4 %. 
В остальных 12 – Бельгии, Чехии, Финляндии, Германии, Венгрии, Италии, 
Нидерландах, Польше, Испании, Швеции и Франции – прогнозируется се-
рьезное снижение коэффициента. В наихудших условиях будут Польша и 
Швеция: в них коэффициенты замещения снизятся на 49 и 35 % соответ-
ственно. Среднее снижение коэффициента замещения по рассмотренным 
странам с 2012 по 2050 г. составит 7,9 %. Анализ сохранения финансовой 
устойчивости в распределительных пенсионных системах в 2012–2050 гг. 
мы проводили, однако без учета оставшихся двух факторов влияния – ставки 
пенсионных взносов и роста заработной платы. 
Мы рассчитали, как должна вырасти ставка пенсионных взносов при от-
сутствии роста заработных плат (темп роста заработной платы (r) = 1) для со-
хранения коэффициента замещения на уровне 2012 г., то есть темп PZ прини-
маем равным 1. Из выражения (5.20) с учетом принятых допущений получаем: 
16 
Швеция: в них коэффициенты замещения снизятся на 49 и 35 % соответственно. Среднее 
снижение коэффициента замещения по рассмотренным странам с 2012 по 2050 г. составит 7,9 %. 
Анализ сохранения финансовой устойчивости в распределительных пенсионных системах в 2012–
2050 гг. мы проводили, однако, без учета оставшихся двух факторов влияния – ставки 
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Графически результаты таблицы представлены на рис. 5.6: во всех рас-
смотренных странах, кроме Франции, при сохранении распределитель-
ных пенсионных систем в неизменном виде поддержание коэффициен-
тов замещения на уровне 2012 г. приведет к значительному повышению 
ставок пенсионных взносов. Минимальное повышение ставок коснется 
Бельгии – с 16,7 до 20,8 %, Германии – с 19,5 до 25,7 % и Люксембур-
ге – с 22,8 до 31,9 %. Максимальный рост будет наблюдаться в Нидерлан-
дах – 28,3 до 64,6 %, в Испании – 20 до 47,7 % и Швеции – с 28 до 47,7 %. 
Среднее увеличение ставки пенсионных взносов для нивелирования воз-
действия демографических рисков и поддержания коэффициента замеще-
ния, то есть социальной эффективности пенсионной системы на уровне 
2012 г., составит 1,63 раза, или рост ставки на 14,3 %.
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Рис. 5.6. Необходимые изменения ставок пенсионных взносов для обеспечения финансовой 
устойчивости распределительных пенсионных систем в 2012–2050 гг.: линия № 2 – ставка 
пенсионных взносов в 2012 г., линия № 1 – 2050 г. 
 
Как показал наш анализ, сохранения финансовой устойчивости распределительных 
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коэффициента замещения). Становится очевидным невозможность в условии распределительной 
пенсионной системы нарастить коэффициент замещения только за счет роста заработных плат без 
увеличения налогового бремени на предприятия. Эта проблема является актуальной также и для 
России: как мы покажем ниже, демографические риски и снижение коэффициента поддержки, 
вызванного ростом количества пенсионеров и снижением количества работающего населения, для 
РФ являются значительными, и, следовательно, все выводы для распределительных пенсионных 
систем, к которым мы пришли, актуальны и для России. Роскошь сохранения распределительных 
принципов как основы пенсионной системы могут позволить себе лишь страны с высоким 
коэффициентом замещения и ростом коэффициента поддержки (либо незначительным его 
снижением), в которых демографические риски удается покрыть только за счет роста заработной 
платы.  
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основы пенсионной системы могут позволить себе лишь страны с высо-
ким коэффициентом замещения и ростом коэффициента поддержки (либо 
незначительным его снижением), в которых демографические риски уда-
ется покрыть только за счет роста заработной платы. 
Однако альтернативные распределительным – накопительные пенси-
онные системы также подвержены воздействию демографических рисков.
Влияние демографических рисков на накопительные пенсионные си-
стемы определяется следующими факторами: 1) сумма накопленного пен-
сионного капитала (пенсионных накоплений) определяется среди прочего 
периодом накоплений, то есть возрастом вступления в трудовую жизнь и 
возрастом выхода на пенсию; 2) величина пенсионных выплат зависит от 
возраста дожития, то есть возраста выхода на пенсию и возраста жизни. 
Воздействие демографических рисков на накопительную пенсионную 
систему можно представить в математическом виде через влияние на ос-
новные показатели пенсионных систем – величину пенсионных выплат 
(PV) и коэффициент замещения (PZ).
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Pn – сумма пенсионных накоплений;  
d – срок дожития, период выплат пенсионных накоплений. 
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где 
Zpl – заработная плата средняя; 
r – средние темпы индексации заработной платы; 
q – период индексации заработной платы и инвестиционный период; 
sn – ставка страховых взносов, направляемых в накопительную систему; 
a – ставка инвестиционного дохода (в долях), получаемого от инвестирования пенсионных 
накоплений;  
w – возраст выхода на пенсию; 
v – возраст вступления в трудовую жизнь. 
 
В свою очередь, срок дожития определяется возрастом выхода на пенсию (пенсионным 
возрастом) (w) и возрастом продолжительности жизни (возрастом жизни) (z): 
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Таким образом, подставляя (5.14) и (5.15) в выражение (5.13) получаем: 
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Характеризующий какую долю утраченного заработка возмещают пенсионные выплат, 
коэффициент замещения будет рассчитываться соответственно: 
 
wz
ars
rZplwz
arZpls
rZpl
PVPZ
vw
q
q
vw
q
q
vw
мw
q
q
vw 


















1
1
11
)1()1(
)1(
1
))1()1((
)1(
. (5.29) 
 
Как демонстрируют полученные выражения для основных показателей пенсионных систем 
пенсионных выплат (5.28) и коэффициента замещения (5.29), воздействие демографических 
рисков в накопительной пенсионной системе будет в значительной мере скомпенсировано за счет 
инвестиционного дохода, влияние которого усиливается через степенную функцию. 
                                             (5.25)
где Pn – сумма пенсионных накоплений; 
d – срок дожития, период выплат пенсионных накоплений.
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r – средние темпы индексации заработной платы; 
q – период индексации заработной платы и инвестиционный период; 
sn – ставка страховых взносов, направляемых в накопительную систему; 
a – ставка инвестиционного дохода (в долях), получаемого от инвестирования пенсионных 
накоплений;  
w – возраст выхода на пенсию; 
v – возраст вступления в трудовую жизнь. 
 
В свою очередь, срок дожития определяется возрастом выхода на пенсию (пенсионным 
возрастом) (w) и возрастом продолжительности жизни (возрастом жизни) (z): 
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Таким образом, подставляя (5.14) и (5.15) в выражение (5.13) получаем: 
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Характеризующий какую долю утраченного заработка возмещают пенсионные выплат, 
коэффициент замещения будет рассчитываться соответственно: 
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Как демонстрируют полученные выражения для основных показателей пенсионных систем 
пенсионных выплат (5.28) и коэффициента замещения (5.29), воздействие демографических 
рисков в накопительной пенсионной системе будет в значительной мере скомпенсировано за счет 
инвестиционного дохода, влияние которого усиливается через степенную функцию. 
  (5.26)
где Zpl – заработная плата средняя;
r – средние темпы индексации заработной платы;
q – период индексации заработной платы и инвестиционный период;
sn – ставка страховых взносов, направляемых в накопительную систему;
a – ставка инвестиционного дохода (в долях), получаемого от инвести-
рования пенсионных накоплений; 
w – возраст выхода на пенсию;
v – возраст вступления в трудовую жизнь.
В свою очередь, срок дожития определяется возрастом выхода на пен-
сию (пенсионным возрастом) (w) и возрастом продолжительности жизни 
(возрастом жизни) (z):
wzd −= .                                           (5.27)
Таким образом, подставляя (5.14) и (5.15) в выражение (5.13) получаем:
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Как демонстрируют полученные выра ения для основных показателей пенсионных с стем 
пенсионных выплат (5.28) и коэффициента замещения (5.29), воздействие демографических 
рисков в накопительной пенсионной системе будет в значительной мере скомпенсировано за счет 
инвестиционного дох да, влияние которого усиливается через степенную функцию. 
 (5.29)
Как дем нстрируют получе ные выражения, для основных показате-
лей пенсионных систем пенсионных выплат (5.28) и коэфф циента за-
мещения (5.29), воздействие демограф еских рисков в акопительной 
пенси нной системе будет в значительной мере скомп нсировано за счет 
инвестиционного дохода, влияние которого усиливается через степенную 
функцию. Динамическое воздействие демографических рисков опре-
§1. Анализ параметров социально-экономической пенсионной системы
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делим через соотношение пенсионных выплат в рамках накопительной 
пенсионной системы для года i и j и коэффициент основные показатели 
накопительной пенсионной системы.
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Как можно увидеть, анализируя выражение (5.30), воздействие на пенсионные 
выплаты демографических рисков, а именно возраста вступления в трудовую жизнь, 
возраста выхода на пенсию и возраста жизни, во многом будет ограничиваться 
инвестиционным доходом, влияние которого усиливается степенной функцией. В условиях 
стагнации заработных плат (именно при таком условии мы анализировали воздействие 
демографических рисков в распределительных пенсионных систем (см. выражение (5.6)) 
получаем: 
 
 
 
(5.31) 
 
Как видим (выражение (5.31)), в условиях отсутствия роста заработных плат 
динамика пенсионных выплат в накопительной пенсионной системе зависит от ставки 
страховых взносов (s), ставки инвестиционного дохода (a) и демографических параметров – 
возраста выхода на пенсию (w), возраста вступления в трудовую жизнь (v) и 
продолжительности жизни (z).  
Однако оперирования ставкой страховых взносов как фактора-влияния с целью 
увеличения пенсионных выплат по накопительной пенсионной системе будет означать де-
факто рост налогового бремени предприятий. Поэтому при невозможности или нежелании 
увеличивать налоговое бремя мы получаем влияние на пенсионные выплаты только 
инвестиционного дохода и демографических факторов: 
  
 
 (5.32) 
 
 
 
 
 
 
 
Присутствующие в выражении (5.32) разница продолжительности жизни (z) и 
пенсионного возраста (w) является продолжительностью пенсионных выплат (tv), а разница 
пенсионного возраста (w) и возраста вступления в трудовую жизнь (v) является периодом 
пенсионных накоплений (tn). Как показывает выражение (5.32), пенсионные выплаты в 
условиях накопительной пенсионной системы менее подвержены демографическим рискам 
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Как можно увидеть, анализируя выражение (5.30), воздействие на пен-
сионные выплаты демографических рисков, а именно возраста вступле-
ния в трудовую жизнь, возраста выхода на пенсию и возраста жизни, во 
многом будет огра ичиваться инвестиц онны  дох дом, влия ие которо-
го усиливается степенной функци й. В условиях стагнаци  заработных 
плат (именно при таком условии мы анализировали воздействие демогра-
фических рисков в распределительных пенсионных систем (см. выраже-
ние (5.6)) получаем:
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демог афических рисков в распределитель ых пен ионных систем (см. выражение (5.6)) 
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Как видим (выражение (5.31)), в условиях отсутствия роста заработных 
плат дина ика пенсионн х в плат в накопительной пенсионной систе е 
зависит от ставки страховых зносо  (s), ставки инвестиционного дохода 
(a) и демографических п рам тров – возраста выхода на енс ю (w), воз-
раста вступления в трудовую жизнь (v) и продолжительности жизни (z). 
Однако оперирование ставкой страховых взносов как фактора-влияния 
с целью увеличения пенсионных выплат по накопительной пенсионной 
системе будет означать де-факто рост налогового бремени предприятий. 
Поэтому при невозможности или нежелании увеличивать налоговое бре-
мя мы получаем влияние на пенсионные выплаты только инвестиционно-
го дохода и демографических факторов:
Глава 5. Воздействие демографических рисков на финансовую устойчивость
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Как можно увидеть, анализируя выражение (5.30), воздействие на пенсионные 
выплаты демографических рисков, а именно возраста вступления в трудовую жизнь, 
возраста выхода на пенсию и возраста жизни, во многом будет ограничиваться 
инвестиционным доходом, влияние которого усиливается степенной функцией. В условиях 
стагнации заработных плат (именно при таком условии мы анализировали воздействие 
демографических рисков в распределительных пенсионных систем (см. выражение (5.6)) 
получаем: 
 
 
 
(5.31) 
 
Как видим (выражение (5.31)), в условиях отсутствия роста заработных плат 
динамика пенсионных выплат в накопительной пенсионной системе зависит от ставки 
страховых взносов (s), ставки инвестиционного дохода (a) и демографических параметров – 
возраста выхода на пенсию (w), возраста вступления в трудовую жизнь (v) и 
продолжительности жизни (z).  
Однако оперирования ставкой страховых взносов как фактора-влияния с целью 
увеличения пенсионных выплат по накопительной пенсионной системе будет означать де-
факто рост налогового бремени предприятий. Поэтому при невозможности или нежелании 
увеличивать налоговое бремя мы получаем влияние на пенсионные выплаты только 
инвестиционного дохода и демографических факторов: 
  
 
 (5.32) 
 
 
 
 
 
 
 
Присутствующие в выражении (5.32) разница продолжительности жизни (z) и 
пенсионного возраста (w) является продолжительностью пенсионных выплат (tv), а разница 
пенсионного возраста (w) и возраста вступления в трудовую жизнь (v) является периодом 
пенсионных накоплений (tn). Как показывает выражение (5.32), пенсионные выплаты в 
условиях накопительной пенсионной системы менее подвержены демографическим рискам 
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Присутствующие в выражении (5.32) разница продолжительности 
жизни (z) и пенсионного возраста (w) является продолжительностью пен-
сионных выплат (tv), а разница пенсионного возраста (w) и возраста всту-
пления в трудовую жизнь (v) является периодом пенсионных накоплений 
(tn). Как показывает выражение (5.32), пенсионные выплаты в условиях 
накопительной пенсионной системы менее подвержены демографиче-
ским рискам по сравнению с пенсионными выплатами в рамках распреде-
лительной системы, так как в условиях накопительной пенсионной систе-
мы они могут быть снивелированы степенной функцией инвестиционно-
го дохода. Если же поставить задачу построения финансово устойчивой 
накопительной пенсионной системы, не требующей нивелирования инве-
стиционным доходом воздействия демографических рисков, то получаем 
условие финансовой устойчивости накопительной пенсионной системы 
под воздействием демографических рисков:
20 
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условиях накопительной пенсионной системы они могут быть снивелированы степенной 
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устойчивой накопительной п нсионной с стемы, не тр бующей нивелирования 
нвестиционны  доходом воздействия демографических рисков, то получаем условие 
ф нансовой устойчивости накопите ь  пенсио ной системы под воздействием 
демограф ческих рисков: 
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Из выражения (5.33) получаем, что условием сохранения пенсионных выплат на 
достигнутом уровне является неопережающее увеличение периода пенсионных выплат (tv) 
по сравнению с периодом пенсионного накопления (tn), то есть ситуация, когда рост 
периода пенсионных накоплений обгоняет рост периода пенсионных выплат либо 
снижение периода пенсионных выплат опережает снижение периода пенсионного 
накопления: 
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Поддержание пенсионных выплат на достигнутом уровне в условиях демографических 
рисков при отсутствии роста заработных плат и инвестиционного дохода возможно в случае, если 
увеличение периода пенсионных накоплений превышает увеличение периода пенсионных 
распределений или сокращение периода пенсионных накоплений происходят медленнее 
сокращения периода пенсионных распределений. 
Однако преимущество накопительных пенсионных систем по сравнению с 
распределительными заключается в том, что воздействие на них демографических рисков может 
быть скомпенсировано за счет инвестиционного дохода, а не только за счет роста налогового 
бремени через увеличение страховых взносов. Отсюда вытекает второй вариант условия 
соблюдения финансовой устойчивости накопительной пенсионной системы. При отрицательном 
воздействии демографического риска, то есть в ситуации опережающего роста периода 
пенсионных выплат по отношению к периоду пенсионных накоплений, пенсионные выплаты 
сохранятся на прежнем уровне, если воздействие инвестиционного дохода через степенную 
функцию будет сильнее либо если произойдет рост ставок страховых взносов. 
 Коэффициент замещения, характеризующий соотношение пенсионных выплат к 
утраченному заработку гражданина и отражающий, какую долю утраченного заработка 
возмещают пенсионные выплаты, будет испытывать воздействие демографических рисков во 
многом аналогичное уже рассмотренным пенсионным выплатам. С учетом (5.29) получаем: 
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Из выражения (5.33) получаем, что условием сохранения пенсионных 
выплат на достигнутом уровне является неопережающее увеличение 
периода пенсионных выплат (tv) по сравнению с периодом пенсионно-
го накопления (tn), то есть ситуация, когда рост периода пенсионных 
накоплений обгоняет рост периода пенсионных выплат либо снижение 
периода пенсионных выплат опережает снижение периода пенсионного 
накопления:
.
§1. Анализ параметров социально-экономической пенсионной системы
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Поддержание пенсионных выплат на достигнутом уровне в условиях 
демографических рисков при отсутствии роста заработных плат и инве-
стиционного дохода возможно в случае, если увеличение периода пенси-
онных накоплений превышает увеличение периода пенсионных распре-
делений, или сокращение периода пенсионных накоплений происходит 
медленнее сокращения периода пенсионных распределений.
Однако преимущество накопительных пенсионных систем по сравнению 
с распределительными заключается в том, что воздействие на них демографи-
ческих рисков может быть скомпенсировано за счет инвестиционного дохо-
да, а не только за счет роста налогового бремени через увеличение страховых 
взносов. Отсюда вытекает второй вариант условия соблюдения финансовой 
устойчивости накопительной пенсионной системы. При отрицательном воз-
действии демографического риска, то есть в ситуации опережающего роста 
периода пенсионных выплат по отношению к периоду пенсионных накопле-
ний, пенсионные выплаты сохранятся на прежнем уровне, если воздействие 
инвестиционного дохода через сте енную функцию будет сильнее либо если 
произойдет рост ставок страховых взносов.
 Коэффициент замещения, характеризующий соотношение пенсион-
ных выплат к утраченному з работку гражданина и отражающий, какую 
долю утраченного заработка возмещают пенсио ные выплаты, будет ис-
пытывать воздействие демографических рисков во многом аналогичное 
уже рассмотренным пенсионным выплатам. С учетом (5.29) получаем:
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В условии отсутствия роста налогового бремени (Si = Sj), а также отсутствии роста 
заработных плат (r = 0) из выражения (5.35) получаем: 
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Как видим, выражение зависимости коэффициентов замещения от демографических 
рисков (5.36) практически идентично выражению для пенсионных выплат (5.30), что объяснимо: 
коэффициент замещения является прямо пропорциональной функцией от пенсионных выплат. 
При построении финансово устойчивой накопительной пенсионной системы под действием 
демографических рисков независимости от инвестиционного дохода уравнение динамики 
коэффициентов замещения (5.36) примет вид: 
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Таким образом, условием сохранения коэффициента замещения, так же как и пенсионных 
выплат, в накопительных пенсионных системах является изменение периода пенсионных 
накоплений более значительное по сравнению с периодом пенсионных выплат. 
В странах OECD наблюдается общий тренд увеличения продолжительности жизни, 
которая, в свою очередь, вызывает рост продолжительности периода пенсионных выплат. В 
таблице представлена продолжительность периода пенсионных выплат в странах OECD [18]. 
Продолжительность периода пенсионных выплат мужчинам по странам OECD в период с 1958 до 
2010 г. увеличилось с 13,4 до 18,5 лет. Прирост составил 5,1 года, или 38,5 %. Таким образом, 
даже без увеличения пенсионных выплат и количества пенсионеров, увеличение расходов 
пенсионных систем составило бы 38,5 %. В Германии рост периода продолжительности 
пенсионных выплат составил 2,8 года (20 %), в Великобритании – пять лет (42 %), в Мексике – 
три года (21 %), в США – четвре года (31,3 %), в Японии – пять лет (34 %). Из стран OECD, 
представленных в таблице, лишь в Польше и Словакии произошло снижение продолжительности 
периода пенсионных выплат. В Польше снижение составило 1,5 года (9,5 %), в Словакии – 1,7 
года (10,3 %). Противоположная ситуация наблюдается в Канаде и Франции – странах, в которых 
рост составили 7,6 лет (71 %) и 9,2 года (73,6 %), соответственно. По прогнозам OECD, к 2050 г., 
по сравнению с 2010-м, рост продолжительности пенсионных выплат в странах OECD в среднем 
составит 1,8 лет (9,7 %) [18]. Максимальный рост составит в странах Словакии на 3,7 года (24,8 
%), в Польше – на 2,8 года (19,4 %). Снижение продолжительности пенсионных выплат 
прогнозируется в двух странах – Венгрии и Италии. Снижение составит 0,2 года (1,3 %) и 0,9 лет 
(8,33 %) соответственно. Рост продолжительности пенсионных выплат по странам OECD 
наблюдается и у женщин. Однако темпы увеличения существенно выше. Продолжительность 
пенсионных выплат женщинам с 1958 по 2010 г. в странах OECD в среднем увеличились с 17 до 
23,3 года, то есть на 37,1 %. Наибольший рост наблюдался в Люксембурге с 14,5 до 24,9 лет (на 
        (5.35)
.
Глава 5. Воздействие демографических рисков на финансовую устойчивость
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В условии отсутствия роста налогового бремени (Si = Sj), а также от-
сутствии роста заработных плат (r = 0) из выражения (5.35) получаем:
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В условии отсутствия роста налогового бремени (Si = Sj), а также отсутствии роста 
заработных плат (r = 0) из выражения (5.35) получаем: 
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Как видим, выражение зависимости коэффициентов замещения от демографических 
рисков (5.36) практически идентично выражению для пенсионных выплат (5.30), что объяснимо: 
коэффициент замещения является прямо пропорциональной функцией от пенсионных выплат. 
При построении финансово устойчивой накопительной пенсионной системы под действием 
демографических рисков независимости от инвестиционного дохода уравнение динамики 
коэффициентов замещения (5.36) примет вид: 
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Таким образом, условием сохранения коэффициента замещения, так же как и пенсионных 
выплат, в накопительных пенсионных системах является изменение периода пенсионных 
накоплений более значительное по сравнению с периодом пенсионных выплат. 
В странах OECD наблюдается общий тренд увеличения продолжительности жизни, 
которая, в свою очередь, вызывает рост продолжительности периода пенсионных выплат. В 
таблице представлена продолжительность периода пенсионных выплат в странах OECD [18]. 
Продолжительность периода пенсионных выплат мужчинам по странам OECD в период с 1958 до 
2010 г. увеличилось с 13,4 до 18,5 лет. Прирост составил 5,1 года, или 38,5 %. Таким образом, 
даже без увеличения пенсионных выплат и количества пенсионеров, увеличение расходов 
пенсионных систем составило бы 38,5 %. В Германии рост периода продолжительности 
пенсионных выплат составил 2,8 года (20 %), в Великобритании – пять лет (42 %), в Мексике – 
три года (21 %), в США – четвре года (31,3 %), в Японии – пять лет (34 %). Из стран OECD, 
представленных в таблице, лишь в Польше и Словакии произошло снижение продолжительности 
периода пенсионных выплат. В Польше снижение составило 1,5 года (9,5 %), в Словакии – 1,7 
года (10,3 %). Противоположная ситуация наблюдается в Канаде и Франции – странах, в которых 
рост составили 7,6 лет (71 %) и 9,2 года (73,6 %), соответственно. По прогнозам OECD, к 2050 г., 
по сравнению с 2010-м, рост продолжительности пенсионных выплат в странах OECD в среднем 
составит 1,8 лет (9,7 %) [18]. Максимальный рост составит в странах Словакии на 3,7 года (24,8 
%), в Польше – на 2,8 года (19,4 %). Снижение продолжительности пенсионных выплат 
прогнозируется в двух странах – Венгрии и Италии. Снижение составит 0,2 года (1,3 %) и 0,9 лет 
(8,33 %) соответственно. Рост продолжительности пенсионных выплат по странам OECD 
наблюдается и у женщин. Однако темпы увеличения существенно выше. Продолжительность 
пенсионных выплат женщинам с 1958 по 2010 г. в странах OECD в среднем увеличились с 17 до 
23,3 года, то есть на 37,1 %. Наибольший рост наблюдался в Люксембурге с 14,5 до 24,9 лет (на 
               (5.36)
Как видим, выражение зависимости коэфф циентов замещения от 
демографических рисков (5.36) практически идентично выражению для 
п сионных выплат (5.30), что объяснимо: к эффициент замещения яв-
ляется прямо пропорциональной фун цией от пенсио ных выплат. При 
построении финансово устойчивой накопит льной пе си нн й системы 
под действием демографических р сков независимости от инвестицион-
ного дохода уравнение динамики коэффициентов замещения (5.36) при-
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В условии отсутствия роста налогового бремени (Si = Sj), а также отсутствии роста 
заработных плат (r = 0) из выражения (5.35) получаем: 
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Как видим, выражение зависимости коэффициентов замещения от демографических 
рисков (5.36) практически идентично выражению для пенсионных выплат (5.30), что объяснимо: 
коэффициент замещения является прямо пропорциональной функцией от пенсионных выплат. 
При построении финансово устойчивой накопительной пенсионной системы под действием 
демографических рисков независимости от инвестиционного дохода уравнение динамики 
коэффициентов замещения (5.36) примет вид: 
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Таким образом, условием сохранения коэффициента замещения, так же как и пенсионных 
выплат, в накопительных пенсионных системах является изменение периода пенсионных 
накоплений более значительное по сравнению с периодом пенсионных выплат. 
В странах OECD наблюдается общий тренд увеличения продолжительности жизни, 
которая, в свою очередь, вызывает рост продолжительности периода пенсионных выплат. В 
таблице представлена продолжительность периода пенсионных выплат в странах OECD [18]. 
Продолжительность периода пенсионных выплат мужчинам по странам OECD в период с 1958 до 
2010 г. увеличилось с 13,4 до 18,5 лет. Прирост составил 5,1 года, или 38,5 %. Таким образом, 
даже без увеличения пенсионных выплат и количества пенсионеров, увеличение расходов 
пенсионных систем составило бы 38,5 %. В Германии рост периода продолжительности 
пенсионных выплат составил 2,8 года (20 %), в Великобритании – пять лет (42 %), в Мексике – 
три года (21 %), в США – четвре года (31,3 %), в Японии – пять лет (34 %). Из стран OECD, 
представленных в таблице, лишь в Польше и Словакии произошло снижение продолжительности 
периода пенсионных выплат. В Польше снижение составило 1,5 года (9,5 %), в Словакии – 1,7 
года (10,3 %). Противоположная ситуация наблюдается в Канаде и Франции – странах, в которых 
рост составили 7,6 лет (71 %) и 9,2 года (73,6 %), соответственно. По прогнозам OECD, к 2050 г., 
по сравнению с 2010-м, рост продолжительности пенсионных выплат в странах OECD в среднем 
составит 1,8 лет (9,7 %) [18]. Максимальный рост составит в странах Словакии на 3,7 года (24,8 
%), в Польше – на 2,8 года (19,4 %). Снижение продолжительности пенсионных выплат 
прогнозируется в двух странах – Венгрии и Италии. Снижение составит 0,2 года (1,3 %) и 0,9 лет 
(8,33 %) соответственно. Рост продолжительности пенсионных выплат по странам OECD 
наблюдается и у женщин. Однако темпы увеличения существенно выше. Продолжительность 
пенсионных выплат женщинам с 1958 по 2010 г. в странах OECD в среднем увеличились с 17 до 
23,3 года, то есть на 37,1 %. Наибольший рост наблюдался в Люксембурге с 14,5 до 24,9 лет (на 
                  (5.37)
Таким образом, условием сохранения коэффици нта замещения, так 
же как и пенсионных в пла , в нако ительных пенсионных с стемах яв-
ля тся изменение периода пе сионных накопле ий более значительное 
по сравнению с периодом пе сионн х выплат.
В странах OECD наблюдается общий тренд увеличения продолжи-
тельности жизни, которая, в свою очередь, вызывает рост п должи-
тельности периода пенсионных выплат. Продолж тельность периода 
пенсионных выплат мужчинам по странам OECD в период с 1958 до 
2010 г. увеличилось с 13,4 до 18,5 лет. Прирост составил 5,1 года, или 
38,5 % [18]. Таким образом, даже без увеличения пенсионных выплат и 
количества пенсионеров, увеличение расходов пенсионных систем со-
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ставило бы 38,5 %. В Германии рост периода продолжительности пен-
сионных выплат составил 2,8 года (20 %), в Великобритании – пять лет 
(42 %), в Мексике – три года (21 %), в США – четыре года (31,3 %), в 
Японии – пять лет (34 %). Из стран OECD лишь в Польше и Слова-
кии произошло снижение продолжительности периода пенсионных 
выплат. В Польше снижение составило 1,5 года (9,5 %), в Словакии – 
1,7 года (10,3 %). Противоположная ситуация наблюдается в Канаде и 
Франции – странах, в которых рост составили 7,6 лет (71 %) и 9,2 года 
(73,6 %), соответственно. По прогнозам OECD, к 2050 г., по сравнению 
с 2010-м, рост продолжительности пенсионных выплат в странах OECD 
в среднем составит 1,8 лет (9,7 %) [18]. Максимальный рост составит в 
странах Словакии на 3,7 года (24,8 %), в Польше – на 2,8 года (19,4 %). 
Снижение продолжительности пенсионных выплат прогнозируется в двух 
странах – Венгрии и Италии. Снижение составит 0,2 года (1,3 %) и 0,9 лет 
(8,33 %) соответственно. Рост продолжительности пенсионных выплат 
по странам OECD наблюдается и у женщин. Однако темпы увеличения 
существенно выше. Продолжительность пенсионных выплат женщинам 
с 1958 по 2010 г. в странах OECD в среднем увеличились с 17 до 23,3 
года, то есть на 37,1 %. Наибольший рост наблюдался в Люксембурге – 
с 14,5 до 24,9 лет (на 71,7 %) и в Норвегии – с 11,1 до 18,9 лет (70,3 %). 
Стран, входящих в OECD, в которых произошло снижение продолжи-
тельности пенсионных выплат, не было. Минимальные темпы роста нами 
выявлены в Венгрии – 0 %, и Италии – 8,7 %. Прогнозы OECD демон-
стрируют, что рост показателя до 2050 г. будет продолжаться. 
Пенсионный возраст является одним из основных инструментов, с по-
мощью которого правительства стран стремятся поддержать финансовую 
устойчивость пенсионных систем и нивелировать влияние демографиче-
ских рисков на них. Именно благодаря увеличению пенсионного возраста 
правительства стран снижают продолжительность периода пенсионных 
выплат и увеличивают финансовую устойчивость пенсионных систем. 
Из стран OECD при анализе периода 2010 г. по сравнению с 1958 г. 
максимальные темпы роста продолжительности жизни у женщин наблю-
дались в Канаде – на 6,9 лет, Австрии – на 6,5 лет и Люксембурге – на 
0,4 года; при анализе периода 2050 г. к 2010 г. в Люксембурге и Австрии – 
на 3,7 года, Канаде – на 3,4 года. Рост продолжительности пенсионных вы-
плат у женщин был максимальным в период с 1958 по 2010 г. в Австралии – 
на 2 года, Италии – на 4 года и Венгрии – на 4 года; в период с 2010 по 
Глава 5. Воздействие демографических рисков на финансовую устойчивость
310
2050 г. в Великобритании – на 8 лет, Венгрии и Италия – на 6 лет. Графиче-
ски соотношение изменений продолжительности пенсионных выплат и ро-
ста продолжительности пенсионных выплат у женщин по странам OECD 
представлено на рис. 5.7, 5.8
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71,7 %) и в Норвегии с 11,1 до 18,9 лет (70,3 %). Стран, входящих в OECD, в которых произошло 
снижение продолжительности пенсионных выплат, не было. Минимальные темпы роста нами 
выявлены в Венгрии – 0 %, и Италии – 8,7 %. Прогнозы OECD демонстрируют, что рост 
показателя до 2050 г. будет продолжаться.  
Пенсионный возраст является одним из основных инструментов, с помощью которого 
правительства стран стремятся поддержать финансовую устойчивость пенсионных систем и 
нивелировать влияние демографических рисков на них. Именно благодаря увеличению 
пенсионного возраста правительства стран снижают продолжительность периода пенсионных 
выплат и увеличивают финансовую устойчивость пенсионных систем.  
Из стран OECD при анализе периода 2010 г. по сравнению с 1958 г. максимальные темпы 
роста продолжительности жизни у женщин наблюдались в Канаде – на 6,9 лет, Австрии – на 6,5 
лет и Люксембурге – на 0,4 года; при анализе периода 2050 г. к 2010 г. в Люксембурге и Австрии 
– на 3,7 года, Канаде – на 3,4 года. Рост продолжительности пенсионных выплат у женщин был 
максимальным в период с 1958 по 2010 г. в Австралии – на 2 года, Италии – на 4 года и Венгрии – 
на 4 года; в период с 2010 по 2050 г. в Великобритании – на 8 лет, Венгрии и Италия – на 6 лет. 
Графически соотношение изменений продолжительности пенсионных выплат и роста 
продолжительности пенсионных выплат у женщин по странам OECD представлено на рис. 5.7, 5.8 
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Рис. 5.7. Соотношение изменения пенсионного 
возраста и периода пенсионных выплат  
у женщин (2010 к 1958 г.)* 
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Рис. 5.8. Соотношения изменения пенсионного 
возраста и периода пенсионных выплат  
у женщин (2050 к 2010 г.)* 
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*рассчитано автор ми на основе статист ских данных OECD [18].
** Австралия – Aus, Австрия – Au, Великобритания – UK, Венгрия – Hu, Германия – Ge, 
Италия – It, Канада – Ca, Люксембург – Lu, Мексика – Me, Нидерланды – Ni, Норвегия – 
No, Польша – Po, Словакия – Sl, США – US, Чехия – Ch, Франция – Fr, Швейцария – 
Sh, Швеция – Shw, Япония – Ya, в с еднем по странам OECD.
***Для группы стран 1 – условие сохранения финансовой устойчивости пенсионной 
системы под действием демографических рисков (неравенство (5.34), для группы 
стран 2 – не выполняется.
Как демонстрируют рисунки, далеко не все страны в период с 1958 по 
2010 г. придерживались логики, в соответствии с которой рост продолжи-
тельности пенсионных выплат в целях сохранения финансового равнове-
сия пенсионной системы компенсировался ростом пенсионного возраста. 
Так, например, на фоне роста продолжительности пенсионных выплат в 
таких странах, как Канада, Франция, Словакия, Люксембург, Норвегия, 
Швейцария, Чехия и Польша произошло снижение пенсионного возраста 
§1. Анализ параметров социально-экономической пенсионной системы
311
у женщин. В Австрии, Великобритании, Нидерландах, Мексике, США, 
Австралии, Швеции, Германии, Италии, Японии, Венгрии рост продол-
жительности пенсионных выплат сопровождается ростом пенсионного 
возраста либо фиксацией. 
Условие сохранения финансовой устойчивости пенсионной системы в 
соответствии с неравенством (5.34)  в период с 1958 по 2010 г. выполня-
ется лишь в Японии, Германии, Венгрии и Италии (на рис. 5.7 и 5.8 груп-
па стран 1). Во всех остальных рассмотренных странах OECD (группа 
стран 2), как и в странах OECD в среднем, данное условие не выполняет-
ся, и под действием демографических рисков финансовая устойчивость 
пенсионных систем нарушается. В период с 2010 по 2050 г. ситуация из-
меняется: условия финансовой устойчивости выполняется уже в восьми 
странах – Японии, Венгрии, Италии, Австралии, Австрии, Великобрита-
нии, Чехии, Словакии и в среднем по странам OECD. В Канаде, Люксем-
бурге, Мексике, Нидерландах, Норвегии, Польше, США, Франции, Швей-
царии, Швеции и Германии данное неравенство нарушается. 
Условие сохранения финансовой устойчивости пенсионной системы 
под воздействием демографических рисков у мужчин (рис. 5.9 и 5.10) 
выполнялось не во всех странах. В период с 1958 по 2010 г. под воздей-
ствием демографических рисков финансовая устойчивость снижалась 
в пенсионных системах для мужчин следующих стран: Венгрия, США, 
Мексика, Нидерланды, Великобритания, Австралия, Австрия, Швеция, 
Швейцария, Италия, Канада, Норвегия, Люксембург, Франция. В этих 
странах рост периода пенсионных выплат опережал увеличение пенсион-
ного возраста. В среднем в странах OECD наблюдалась такая же ситуация. 
Условие сохранения финансовой устойчивости соблюдалось в Германии, 
Японии, Чехии, Словакии, Польше. В этих странах возраст выхода на 
пенсию увеличивался быстрее нежели продолжительность пенсионных 
выплат. В период с 2010 по 2050 г. ситуация несколько меняется. Финан-
совая устойчивость пенсионных систем сохраняется в США, Австралии, 
Чехии, Великобритании, Венгрии, Италии и в странах OECD в среднем. 
Планируется, что продолжительность периода пенсионных выплат будет 
увеличиваться быстрее, чем пенсионный возраст в Словакии, Швеции, 
Швейцарии, Норвегии, Люксембурге, Австрии, Германии, Канаде, Фран-
ции, Нидерландах, Польше, Мексике. 
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Как демонстрируют рисунки, далеко не все страны в период с 1958 по 2010 г. 
придерживались логики, в соответствии с которой рост продолжительности пенсионных 
выплат в целях сохранения финансового равновесия пенсионной системы компенсировался 
ростом пенсионного возраста. Так, например, на фоне роста продолжительности пенсионных 
выплат в таких странах, как Канада, Франция, Словакия, Люксембург, Норвегия, Швейцария, 
Чехия и Польша произошло снижение пенсионного возраста у женщин. В Австрии, 
Великобритании, Нидерландах, Мексике, США, Австралии, Швеции, Германии, Италии, 
Японии, Венгрии рост продолжительности пенсионных выплат сопровождается ростом 
пенсионного возраста либо фиксацией.  
Условие сохранения финансовой устойчивости пенсионной системы в соответствии с 
неравенством (5.34)  в период с 1958 по 2010 г. выполняется лишь в Японии, Германии, Венгрии и 
Италии (на рис. 5.7 и 5.8 группа стран 1). Во всех остальных рассмотренных странах OECD 
(группа стран 2), как и в странах OECD в среднем, данное условие не выполняется, и под 
действием демографических рисков финансовая устойчивость пенсионных систем нарушается. В 
период с 2010 по 2050 г. ситуация изменяется: условия финансовой устойчивости выполняется 
уже в восьми странах – Японии, Венгрии, Италии, Австралии, Австрии, Великобритании, Чехии, 
Словакии и в среднем по странам OECD. В Канаде, Люксембурге, Мексике, Нидерландах, 
Норвегии, Польше, США, Франции, Швейцарии, Швеции и Германии данное неравенство 
нарушается.  
Условие сохранения финансовой устойчивости пенсионной системы под воздействием 
демографических рисков у мужчин (рис. 5.9 и 5.10) выполнялось не у всех стран. В период с 1958 
по 2010 г. под воздействием демографических рисков финансовая устойчивость снижалась в 
пенсионных системах для мужчин следующих стран: Венгрия, США, Мексика, Нидерланды, 
Великобритания, Австралия, Австрия, Швеция, Швейцария, Италия, Канада, Норвегия, 
Люксембург, Франция. В этих странах рост периода пенсионных выплат опережал увеличение 
пенсионного возраста. В среднем в странах OECD наблюдалась такая же ситуация. Условие 
сохранения финансовой устойчивости соблюдалось в Германии, Японии, Чехии, Словакии, 
Польше. В этих странах возраст выхода на пенсию увеличивался быстрее нежили 
продолжительность пенсионных выплат. В период с 2010 по 2050 г. ситуация несколько меняется. 
Финансовая устойчивость пенсионных систем сохраняется в США, Австралии, Чехии, 
Великобритании, Венгрии, Италии и в странах OECD в среднем. Планируется, что 
продолжительность периода пенсионных выплат будет увеличиваться быстрее, чем пенсионный 
возраст в Словакии, Швеции, Швейцарии, Норвегии, Люксембурге, Австрии, Германии, Канаде, 
Франции, Нидерландах, Польше, Мексике.  
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Рис. 5.9. Соотношение изменения пенсионного 
возраста и периода пенсионных выплат у 
мужчин, в годах (2010 к 1958 гг.)* 
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Рис. 5.10. Соотношение изменения пенсионного 
возраста и периода пенсионных выплат у 
мужчин, в годах (2050 к 2010 гг.)* 
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Как демонстрируют рисунки, далеко не все страны в период с 1958 по 2010 г. 
придерживались логики, в соотве ствии с которой рост продолжительности пенсионных 
выплат в целях сохранения финансового равновесия пенсионной системы компенсировался 
рост м пенсионного в зраст . Так, например, на фоне роста продолжительности пенсионных 
выплат в таких странах, как Канада, Франция, Словакия, Люксембург, Норвегия, Швейцария, 
Чехия и Польша произошло снижение пенсионного возраст  у женщин. В Австрии, 
Великобритании, Нидерландах, Мексике, США, Австралии, Швеции, Германии, Италии, 
Японии, Венгрии рост продолжительности пенсионных выплат сопровождается рост м 
пенсионного в зраст  либо фиксацией.  
Условие сохранения финансовой устойчивости пенсионной системы в соотве ствии с 
неравенством (5.34)  в период с 1958 по 2010 г. выполняется лишь в Японии, Германии, Венгрии  
Италии (на рис. 5.7 и 5.8 группа стран 1). Во всех остальных рассмотренных странах OECD 
(группа стран 2), как и в странах OECD в среднем, данное условие не выполняется, и под 
действием демографических рисков финансовая устойчивость пенсионных систем нарушается. В 
период с 2010 по 2050 г. ситуация зменяется: условия финансовой устойчивости выполняется 
уже в восьми странах – Японии, Венгрии, Италии, Австралии, Австрии, Великобритании, Чехии, 
Словакии  в среднем по странам OECD. В Канаде, Люксембурге, Мексике, Нидерландах, 
Норвегии, Польше, США, Франции, Швейцарии, Швеции  Германии данное неравенство 
нарушается.  
Условие сохранения финансовой устойчивости пенсионной системы под воздействием 
демографических рисков у мужчин (рис. 5.9 и 5.10) выполнялось не у всех стран. В период с 1958 
по 2010 г. под воздействием демографических рисков финансовая устойчивость снижалась в 
пенсионных системах для мужчин следующих стран: Венгрия, США, Мексика, Нидерланды, 
Великобритания, Австралия, Австрия, Швеция, Швейцария, Италия, Канада, Норвегия, 
Люксембург, Франция. В этих странах рост периода пенсионных выплат опережал увеличение 
пенсионного возраст . В среднем в странах OECD наблюдалась такая же ситуация. Условие 
сохранения финансовой устойчивости соблюдалось в Германии, Японии, Чехии, Словакии, 
Польше. В этих странах возраст выхода на пенсию увеличивался быстрее нежили 
продолжительность пенсионных выплат. В период с 2010 по 2050 г. ситуация несколько меняется. 
Финансовая устойчивость пенсионных систем сохраняется в США, Австралии, Чехии, 
Великобритании, Венгрии, Италии и в странах OECD в среднем. Планируется, что 
продолжительность периода пенсионных выплат будет увеличиваться быстрее, чем пенсионный 
возраст в Словакии, Швеции, Швейцарии, Норвегии, Люксембурге, Австрии, Германии, Канаде, 
Франции, Нидерландах, Польше, Мексике.  
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Рис. 5.9. Соотн шение зменения пенсионного 
возраст  и периода пенсионных выплат у 
мужчин, в годах (2010 к 1958 гг.)* 
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Рис. 5.10. Соотн шение зменения пенсионного 
возраст  и периода пенсионных выплат у 
мужчин, в годах (2050 к 2010 гг.)* 
 
2 
1 1 2 
*Австралия – Aus, Австрия – Au, Великобритания – UK, Венгрия – Hu, Германия –Ge, 
Италия – It, Канада – Ca, Люксембург – Lu, Мексика – Me, Нидерланды – Ni, Норвегия – No, 
Польша – Po, Словакия – Sl, США – US, Чехия – Ch, Франция – Fr, Швейцария – Sh, 
Швеция – Shw, Япония – Ya, в среднем по странам OECD.
**рассчитано авторами на основе статистических данных OECD [9, 19].
***для группы стран 1 – условие сохранения финансовой устойчивости пенсионной 
системы под действием демографических рисков (неравенство на рис. 1), для группы 
стран 2 – не выполняется.
На рис. 5.9 и 5.10 все страны нами разделены также на две группы: 
группа стран 1 характеризуется выполнением условия сохранения финан-
совой устойчивости и для группы стран 2 условия финансовой устойчи-
вости пенсионной системы не выполняются.
Разделение стран по принципу выполнения сохранения принципа фи-
нансовой устойчивости представлено в табл. 5.3
Отметим, что вопрос о финансовой устойчивости пенсионных инсти-
тутов не нов. Российские экономисты также исследовали данную тему. 
Так, например, В. Роик, отмечая рост демографических рисков, прихо-
дит к выводу о необходимости создания дифференцированной по рискам 
пенсионной системы и вносит предложения о введении принципа софи-
нансирования платежей между государством, работником и работодате-
лем по социальному, пенсионному и медицинскому страхованиям. Этот 
же автор говорит о необходимости развития альтернативных вариантов 
пенсионного страхования в виде корпоративных схем и/или государствен-
Рис. . . ение изменения пенсионн го
возраста и периода пенсионн х выплат
у мужчин, в годах (2010 к 1958 г.)*
Рис. 5.9. Соотношени  изменения пенсионног
возра а а пенсио ных выплат
у мужчин, в годах (2050 к 2010 г.)*
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ного участия (софинансирования). В качестве доказательства проводит 
сравнительный анализ по коэффициенту замещения пенсий в России, 
Германии и Великобритании и делает вывод, что в России альтернатив-
ные инструменты пенсионных накоплений играют несущественную роль 
и незначительно увеличивают коэффициент замещения пенсии с 32 (по 
государственному страхованию) до 38 (для пенсии, состоящей из всех ча-
стей – обязательного, корпоративного и добровольного страхования [20].
Таблица 5.3
выполнения условия финансовой устойчивости накопительных пенси-
онных систем под воздействием демографических у мужчин и женщин 
Период Финансовая устойчивость со-
блюдается (неравенство (5.34) 
выполняется)
Финансовая устойчивость не  
соблюдается (неравенство (5.34) 
не выполняется)
Пенсионная 
система для 
женщин
Пенсионная 
система для 
мужчин
Пенсионная 
система для 
женщин
Пенсионная 
система для 
мужчин
Период 
с 2010 
по 
2050 г.
Япония, Венг-
рия, Италия, 
Австралия, 
Австрия, Ве-
ликобритания, 
Чехия, Слова-
кия, в среднем 
по странам 
OECD
США, Ав-
стралия, 
Чехия, Вели-
кобритания, 
Венгрия, Ита-
лия, в среднем 
по странам 
OECD
Канада, 
Люксембург, 
Мексика, Ни-
дерланды, Нор-
вегия, Польша, 
США, Фран-
ция, Швейца-
рия, Швеция, 
Германия
Япония, Герма-
ния, Словакия, 
Польша, Ав-
стрия, Канада, 
Люксембург, 
Мексика, Нидер-
ланды, Норвегия, 
Франция, Швей-
цария, Швеция,
Период 
с 1958 
года по 
2010 г.
Япония, Гер-
мания, Венг-
рия, Италия
Япония, Гер-
мания, Сло-
вакия, Чехия, 
Польша
Австралия, 
Австрия, Ве-
ликобритания, 
Канада, Люк-
сембург, Мекси-
ка, Нидерланды, 
Норвегия, Поль-
ша, Словакия, 
США, Чехия, 
Франция, Швей-
цария, Швеция, 
в среднем по 
странам OECD
Австралия, 
Австрия, Ве-
ликобритания, 
Канада, Люк-
сембург, Мекси-
ка, Нидерланды, 
Норвегия, США, 
Венгрия, Ита-
лия, Франция, 
Швейцария, 
Швеция, в сред-
нем по странам 
OECD
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О. Ю. Кузьмина исследовала устойчивость действующей пенсионной 
системы через субъективное восприятие респондентами пенсионных ин-
ститутов. На основе анализа доверия к пенсионным институтам, доволь-
ствования уровнем пенсионного обеспечения и желанием респондентов 
участвовать в пенсионном страховании автор делает вывод о негативном 
восприятии пенсионной системы РФ. По ее оценкам, лишь 7 % населения 
РФ было уверено в том, что действующая пенсионная система будет в 
состоянии обеспечить приемлемый уровень доходов [21]. 
Демографические риски для накопительных пенсионных систем свя-
заны с увеличением возраста вступления в трудовую жизнь и риском 
уменьшения возраста выхода на пенсию. Риск роста возраста вступления 
в трудовую жизнь является риском как для накопительных пенсионных 
систем через воздействие на продолжительность периода пенсионных на-
коплений, так и для распределительных систем через уровень страховых 
взносов. В обоих вариантах пенсионных систем риск роста возраста всту-
пления в трудовую жизнь влияет на доходы пенсионных систем.
Положительная, с социальной точки зрения, тенденция увеличения 
продолжительности жизни становится для пенсионных систем факто-
ром роста расходов и риском снижения финансовой устойчивости. Про-
должительность жизни в России, несмотря на положительный тренд, 
остается значительно ниже в европейских странах. Этот фактор играет 
положительную роль при обеспечении финансово устойчивости пенси-
онных систем. 
Ссылаясь на статистические данные по РФ по среднему возрасту жиз-
ни в России, который у мужчин даже ниже возраста выхода на пенсию, 
многие эксперты отрицательно оценивали возможность увеличения по-
следнего. Однако столь популярные в экспертном сообществе пенсион-
ные реформы Бисмарка (Германия) в XIX в. и Ллойда (Великобритания) в 
начале XX в. имели весьма интересную деталь: возраст выхода на пенсию 
в Германии был установлен в то время 70 лет при среднем возрасте жизни 
в 45 лет [22], в Великобритании, соответственно, 70 и 50 лет [23]. В ус-
ловиях высокой рождаемости в этих странах такое соотношение возраста 
выхода на пенсию и средней продолжительности жизни создали условия 
для финансовой устойчивости пенсионных систем при адекватном уров-
не пенсионных взносов. Однако кардинальное изменение демографиче-
ской ситуации в развитых странах на фоне сниженного после Второй ми-
ровой войны возраста выхода на пенсию привели к росту налогов на фонд 
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оплаты труда до 30–40 %, а в будущем потребует дальнейшего роста в 
пределах от 6 до 10 % [24].
В качестве еще одного аргумента в пользу роста пенсионного возраста 
является рост трудоспособного возраста вследствие медицинских техно-
логий [25].
В то же время Т. Н. Малеева и О. В. Синявская, проанализировав опыт 
страны СНГ, Европейского союза, стран Азии и Америки, пришли к вы-
воду, что доля людей пенсионного возраста, а также возраст дожития не 
влияли на пенсионный возраст. Кроме того, авторы обращают внимание 
на еще один фактор, негативно отразившийся на финансовой устойчиво-
сти пенсионной реформы, – рост в России среднего возраста вступления 
в трудовою деятельность и, как следствие, снижение продолжительности 
периода уплаты страховых взносов. Авторы отмечают, что период полу-
чения пенсии женщинами в России превышает данный показатель в сред-
нем у стран ЕС. Из чего делается вывод о наличии резервов у женщин при 
повышении пенсионного возраста [26]. 
В качестве альтернативного повышению пенсионного возраста могло 
бы быть более активное вовлечение в трудовую деятельность ряда катего-
рий граждан. Например, вовлеченность женщин в трудовую деятельность 
в странах ОЭСР варьируется от 53,8 (Греция) [27] до 94,9 (Швеция) [28]. 
В этой же работе автором сформулирована проблема, которую придется 
решать при увеличении пенсионного возраста: различная продолжитель-
ность жизни в разных слоях населения. Для решения проблемы дефицита 
бюджета пенсионной системы автором предлагается изменить правила 
индексации пенсий, стимулировать более поздний выход на пенсию и в 
будущем перейти от системы «пенсии для всех» на «пенсии как пособия 
для малообеспеченных». В. В. Потапенко и А. А. Широв в своей рабо-
те доказали, что за счет повышения уровня экономической активности 
пенсионеров до значений Германии количество пенсионеров может со-
ставить 13 млн человек при количестве получателей пенсий по старости 
45,2 млн человек в 2020 г. [29].
Е. Гонтмахер в своей работе, также склоняясь к необходимости уве-
личения пенсионного возраста, анализирует проблемы, которые могут 
возникнуть при воплощении данного решения [30]. По мнению автора, 
существуют три основных проблемы, которые могут помешать полу-
чению ожидаемого эффекта от повышения возраста выхода на пенсию. 
К первой он относит институт инвалидности, а именно чрезмерно широ-
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кий перечень оснований для получения инвалидности. При повышении 
пенсионного возраста значительная часть населения уйдет на пенсию по 
инвалидности. Вторая – низкая конкурентоспособность на рынке труда 
людей в возрасте 55 лет и выше. Повышение пенсионного возраста при-
ведет к необходимости у этих слоев населения работать на очень низкие 
зарплаты, что даст незначительные эффект для доходной части бюдже-
та ПФР. Третья причина – недостаток мест в детских садах – усложняет 
вовлечение в трудовую жизнь бабушек и дедушек, заботящихся о своих 
внуках, что позволяет родителям ходить на работу.
Влияние возраста выхода на пенсию на один из основных параметров 
пенсионных систем – коэффициента замещения – демонстрируют расчеты 
секретариата OECD [31]. Взаимосвязь возраста выхода на пенсию и коэф-
фициента замещения выражается в увеличении коэффициента замещения 
при росте пенсионного возраста. Так, при возрастании пенсионного возрас-
та с 55 до 70 лет коэффициент замещения, по расчетам секретариата OECD, 
увеличится с 58 до 74 %. Справедливо и обратное. Проблема увеличения 
пенсионного возраста осложняется возможностью по различным основа-
ниям (условия работы, состояние здоровья и т. д.) в ряде стран выходить на 
пенсию ранее установленного срока, что снижает фактический пенсионный 
возраст относительно законодательно установленного. Существует, одна-
ко, и обратное явление, когда фактический пенсионный возраст превышает 
законодательно установленный в связи со стимулированием государством 
более позднего выхода на пенсию. На основе данных, представленных на 
рис. 5.7 и 5.8, страны OECD можно разделить на страны, в которых факти-
ческий пенсионный возраст соответствует законодательно установленно-
му, страны, в которых он ниже, и страны, в которых он выше. Фактический 
пенсионный возраст превышает законодательно установленный у мужчин 
в таких странах, как Мексика, Швейцария, Швеция и Япония, у женщин – 
Великобритания, Мексика и Япония. 
Лишь в Австралии и Чехии фактический и законодательный пенси-
онный возраст у мужчин равны. У женщин такое равенство наблюдается 
только в Чехии. В остальных странах выходят на пенсию раньше зако-
нодательно установленного возраста. Для мужчин это такие страны, как 
Великобритания, Венгрия, Германия, Италия, Канада, Люксембург, Ни-
дерланды, Норвегия, Польша, Словакия, США и Франция, для женщин 
это такие страны, как Австралия, Австрия, Венгрия, Германия, Италия, 
Канада, Люксембург, Нидерланды, Норвегия, Польша, Словакия, США, 
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Франция, Швейцария, Швеция. Деление стран на группы представлено 
в табл. 5.3.
Политика занятости и пенсионная политика второй группы стран 
представляют интерес с точки зрения использования инструмента про-
тив демографических рисков. В этих странах речь идет о стимулировании 
продолжения трудовой деятельности и, соответственно, периода накопле-
ния пенсионного капитала наряду с сокращением периода пенсионных 
выплат. Сочетания этих двух мер позволило бы минимизировать демогра-
фические риски и увеличить финансовую устойчивость пенсионных рас-
пределительных систем. Превышение фактического пенсионного возрас-
та над законодательно установленным, что наблюдается в первой группе 
стран, усугубляет воздействие демографических рисков на финансовую 
обеспеченность пенсионных систем. 
Политика занятости наряду с политикой поддержания опережающего 
роста заработных плат и/или увеличения ставки взносов в пенсионные 
системы могут рассматриваться как инструменты нивелирования нега-
тивного воздействия на пенсионные системы. В тоже время демографи-
ческие риски не являются единственными рисками пенсионных систем. 
И, соответственно, при применении инструментов должно учитываться 
также воздействие других основных рисков.
роль инвестиционных рисков для пенсионных систем
Инвестиционные риски представляют собой вероятность неблагопри-
ятного колебания доходности от инвестирования активов пенсионных 
фондов, вызывающее снижение их стоимости. Инвестиционные риски 
являются значимыми только для накопительных пенсионных систем, для 
распределительных они не актуальны. Изменяя инвестиционные факто-
ры в составленных моделях, мы определяем силу воздействия на накопи-
тельные пенсионные системы. Анализируется возможность компенсации 
негативного влияния демографических рисков за счет инвестиционных 
факторов. Исследуется возможность увеличения инвестиционной доход-
ности за счет снижения институциональных барьеров. 
Воздействие инвестиционных рисков на пенсионные системы не оди-
наково. Так, в распределительных системах, где отсутствует элемент ин-
вестирования пенсионных средств, инвестиционные риски не возникают. 
В тоже время в накопительных пенсионных системах значение инвести-
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ционных рисков очень высоко, если не первостепенно. Это обусловлено 
структурой доходов системы. Фондирование пенсионных систем проис-
ходит из двух источников: за счет взносов физических и юридических 
лиц, а также инвестиционных доходов. При длительных сроках накопле-
ния колебание инвестиционной доходности, то есть инвестиционные ри-
ски, оказывают на основные показатели накопительных пенсионных си-
стем большое влияние. Инвестиционными рисками для накопительных 
пенсионных систем являются падение котировок на фондовых рынках 
и/или неблагоприятная структура инвестиционного портфеля, которые 
вызывают колебание инвестиционной доходности, что, в свою очередь, 
негативно влияет на пенсионные накопления и, соответственно, на пенси-
онные выплаты и коэффициент замещения. Воздействие инвестиционных 
рисков на пенсионную систему нами будет рассматриваться в логической 
последовательности, которая графически представлена на рис. 5.11.
Качество управления инвестиционными рисками в накопительных 
системах пенсионного страхования приобретает решающее значение. 
В этом наши взгляды схожи с Nguyen и Stützle, которые рассматривали 
накопительные пенсионные системы под воздействием и демографиче-
ских и инвестиционных рисков. Инвестиционные риски оказывают воз-
действие на такие важные параметры пенсионных систем, как величина 
взносов и выплат. Такие выводы сделаны в работе Т. Nguyen и R. Stützle 
[32]. Важность инвестиционных рисков для накопительной системы РФ 
доказали в своих работах Е. Т. Гурвич и А. К. Соловьев. Ими выявле-
но, что при практически равных отчислениях в накопительную и распре-
делительную пенсионную систему в России, соотношения при выплате 
составят соответственно 1 к 9 в пользу распределительной пенсионной 
системы. Основной причиной является низкий инвестиционный доход, то 
есть воздействие инвестиционных рисков [33, 34].
Накопительные пенсионные системы имеют два источника формиро-
вания: взносы работодателей и/или физических лиц за застрахованных 
лиц и инвестиционный доход. Если выразить величину пенсионных на-
коплений через взносы работодателей и/или физических лиц за застрахо-
ванных лиц; и инвестиционный доход, то формула будет иметь экспонен-
циальный характер и включать в себя следующие факторы: заработную 
плату (Z) ставку страховых взносов, уплачиваемых с заработной платы 
на формирование пенсионных накоплений (s), возраст выхода на пенсию 
(W), средний возраст вступления в трудовую жизнь (T) и средняя инвести-
ционная доходность (α ). 
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где Z – величина средней заработной платы;
S – ставка страховых взносов, уплачиваемых с заработной платы на 
накопительную часть пенсию; 
q – средний рост заработной платы;
W – возраст выхода на пенсию;
T – средний возраст вступления в трудовую жизнь;
α – средняя инвестиционная доходность.
Детально механизм воздействия инвестиционных рисков на показате-
л  пенсионных систем и его последствия раскрывается ниже.
В свою очередь величина пенсионных накоплений (PN) определяет 
уровень пенсионных выплат (PV) и выражается формулой:
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Если мы уч ем формулу (5.38) и выразим величину пенсионных нако-
плений (PV) через нее, то получаем:
29 
 
Рис. 5.11. Схема воздействия инвестиционных рисков на пенсионную систему 
 
Детально механизм воздействия инвестиционных рисков на показатели пенсионных 
систем и его последствия раскрывается ниже. 
В свою очередь величина пенсионных накоплений (PN) определяет уровень пенсионных 
выплат (PV) и выражается формулой: 
 
12*d
PNPV  , (5.39) 
где: 
d – срок выплаты пенсий. 
 
Если мы учтем формулу (5.38) и выразим величину пенсионных накоплений (PV) через 
нее, то получаем: 
 
12*
)1(*)1(*
1
1
d
qZ
PV
TW
i
iTWi


 


. (5.40)                       (5.40)
Вторым важным фактором развития пенсионной системы является ко-
эффициент замещения (KZ), характеризующий соотношение пенсионных 
выплат (PV) и заработной платы (Z) застрахованного лица (Международ-
ная организация труда рекомендует его использовать в качестве характе-
ристики уровня жизни пенсионеров) [17]. 
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Вторым важным фактором развития пенсионной системы является коэффициент 
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Как видим (формулы (5.40) и (5.42)), основные характеристики пенсионных систем зависят 
от величины инвестиционной доходности по экспоненте и имеют важное значение, что и 
подтверждает выводы, сделанные в работах Sharpe, Gollier и Josa-Fombellida [35–37].  
Для определения воздействия инвестиционных рисков мы вначале проведем 
сравнительный анализ результатов инвестирования российскими компаниями и компаниями 
стран OECD, затем будем варьировать величину инвестиционной доходности от фактической, 
показанной российскими частными управляющими компаниями за период с 2007 по 2011 г., до 
смоделированной с привлечением теории Марковица при свободном инвестировании средств на 
ведущих мировых фондовых площадках.  
Для проведения сравнительного анализа деятельности при инвестировании пенсионных 
накоплений в РФ нами были использованы данные Министерства финансов РФ, представленные 
на официальном сайте [38]. Нами рассчитаны средняя, максимальная и минимальная 
инвестиционная доходность за период с 2007 по 2011 г. За рассматриваемый период российские 
управляющие компании продемонстрировали не впечатляющие результаты: средняя доходность 
от инвестирования пенсионных накоплений составила 3,07 %. Заметим, что за этот же период 
инфляция, по данным ЦБ РФ, составляла 9,2 % в год [39], что свидетельствует об отрицательной 
реальной инвестиционной доходности и уменьшении реальной стоимости пенсионных 
накоплений. Эти обстоятельства побудили ряд экспертов обвинить российские управляющие 
компании и пенсионные фонды в некачественном инвестиционном и риск-менеджменте [7]. В 
качестве второго аргумента приводится отсутствие четкой системы регулирования пенсионного 
рынка [Там же].  
Как показывает анализ динамики индексов РТС, индекса облигаций ММВБ, причины 
подобных инвестиционных результатов не сводятся только к некачественному риск-
менеджменту. При инфляции с 2004 по 2011 г. 2,15 индекс облигаций ММВБ составил 1,64, 
индекс РТС – 2,35. Таким образом, инвестирование в российские облигации принесло бы 
снижение стоимости активов на 51 %, в российские акции прирост по отношению к инфляции за 
восемь лет составил бы 20 % при значительно более высокой волатильности и, соответственно, 
рисков. Кроме того, график демонстрирует высокую корреляцию между индексом облигаций 
ММВБ и доходностью от инвестирования накопительной части. Учитывая требования 
Федерального закона № 110 «Об инвестировании средств накопительной части пенсии», жестко 
ограничивающего вложения в акции и при этом предоставляющие более мягкие условия при 
работе с облигациями, корреляция между индексом облигаций ММВБ и доходности от 
инвестирования пенсионных накоплений становится законодательно обоснованной. 
                                         (5.41)
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смоделированной с привлечением теории Марковица при свободном инвестировании средств на 
ведущих мировых фондовых площадках.  
Для проведения сравнительного анализа деятельности при инвестировании пенсионных 
накоплений в РФ нами были использованы данные Министерства финансов РФ, представленные 
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компании и пенсионные фонды в некачественном инвестиционном и риск-менеджменте [7]. В 
качестве второго аргумента приводится отсутствие четкой системы регулирования пенсионного 
рынка [Там же].  
Как показывает анализ динамики индексов РТС, индекса облигаций ММВБ, причины 
подобных инвестиционных результатов не сводятся только к некачественному риск-
менеджменту. При инфляции с 2004 по 2011 г. 2,15 индекс облигаций ММВБ составил 1,64, 
индекс РТС – 2,35. Таким образом, инвестирование в российские облигации принесло бы 
снижение стоимости активов на 51 %, в российские акции прирост по отношению к инфляции за 
восемь лет составил бы 20 % при значительно более высокой волатильности и, соответственно, 
рисков. Кроме того, график демонстрирует высокую корреляцию между индексом облигаций 
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работе с облигациями, корреляция между индексом облигаций ММВБ и доходности от 
инвестирования пенсионных накоплений становится законодательно обоснованной. 
      (5.42)
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Как видим (формулы (5.40) и (5.42)), основные характеристики пенси-
онных систем зависят от величины инвестиционной доходности по экспо-
ненте и имеют важное значение, что и подтверждает выводы, сделанные в 
работах Sharpe, Gollier и Josa-Fombellida [35–37]. 
Для определения воздействия инвестиционных рисков мы вначале 
проведем сравнительный анализ результатов инвестирования российски-
ми компаниями и компаниями стран OECD, затем будем варьировать ве-
личину инвестиционной доходности от фактической, показанной россий-
скими частными управляющими компаниями за период с 2007 по 2011 г., 
до смоделированной с привлечением теории Марковица при свободном 
инвестировании средств на ведущих мировых фондовых площадках. 
Для проведения сравнительного анализа деятельности при инвести-
ровании пенсионных накоплений в РФ нами были использованы данные 
Министерства финансов РФ, представленные на официальном сайте [38]. 
Нами рассчитаны средняя, максимальная и минимальная инвестицион-
ная доходность за период с 2007 по 2011 г. За рассматриваемый период 
российские управляющие компании продемонстрировали не впечатляю-
щие результаты: средняя доходность от инвестирования пенсионных на-
коплений составила 3,07 %. Заметим, что за этот же период инфляция, 
по данным ЦБ РФ, составляла 9,2 % в год [39], что свидетельствует об 
отрицательной реальной инвестиционной доходности и уменьшении ре-
альной стоимости пенсионных накоплений. Эти обстоятельства побудили 
ряд экспертов обвинить российские управляющие компании и пенсион-
ные фонды в некачественном инвестиционном и риск-менеджменте [7]. 
В качестве второго аргумента приводится отсутствие четкой системы ре-
гулирования пенсионного рынка [Там же]. 
Как показывает анализ динамики индексов РТС, индекса облигаций 
ММВБ, причины подобных инвестиционных результатов не сводятся толь-
ко к некачественному риск-менеджменту. При инфляции с 2004 по 2011 г. 
2,15 индекс облигаций ММВБ составил 1,64, индекс РТС – 2,35. Таким 
образом, инвестирование в российские облигации принесло бы снижение 
стоимости активов на 51 %, в российские акции прирост по отношению к 
инфляции за восемь лет составил бы 20 % при значительно более высокой 
волатильности и, соответственно, рисков. Кроме того, график демонстри-
рует высокую корреляцию между индексом облигаций ММВБ и доходно-
стью от инвестирования накопительной части. Учитывая требования Феде-
рального закона № 110 «Об инвестировании средств накопительной части 
пенсии», жестко ограничивающего вложения в акции и при этом предо-
Глава 5. Воздействие демографических рисков на финансовую устойчивость
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ставляющие более мягкие условия при работе с облигациями, корреляция 
между индексом облигаций ММВБ и доходности от инвестирования пенси-
онных накоплений становится законодательно обоснованной.
С момента введения накопительной части пенсии в 2004 г. средняя до-
ходность от инвестирования пенсионных накоплений к 2011 г. составила 
1,531 (2004 г. = 1) при инфляции на потребительском рынке 2,15 (2004 г. = 1). 
Таким образом, реальное снижение стоимости пенсионных накоплений 
по отношению к инфляции составило 61,9 %. По данным Министерства 
финансов РФ, с 2004 по 2011 г. лишь четыре управляющие компании из 68 
при управлении пенсионными накоплениями показали инвестиционную 
доходность, превышающую инфляцию. 
Характерно ли отрицательная доходность только для российской на-
копительной пенсионной системы? Не совсем. Например, анализируя 
инвестиционную доходность европейских и испанских пенсионных пла-
нов, Marti приходит к выводу, что инвестиционная доходность испанских 
пенсионных фондов за период c 2006–2010 гг. не превысила инфляцию 
и, таким образом, реальная доходность нулевая. Анализ инвестиционной 
деятельности иностранных пенсионных фондов показывает, что отри-
цательная доходность не является особенностью российской практики. 
Анализ иностранных пенсионных фондов показывает, что для ряда стран, 
таких как Ирландия, Исландия, США, Австралия, в анализируемый пери-
од 2008–2009 гг. были характерны отрицательные доходности. К такому 
же выводу приходит Marti, исследовавший более доходность с 2000–2010 
гг. в европейских пенсионных системах [40]. 
Влияние кризиса 2008 г. на инвестиции общественных пенсионных 
систем по странам OECD сильно варьировалась: на одном «полюсе» – 
Турция, где доходность даже в кризисном 2008 г. была положительная, 
на другом – Исландия и Ирландия, где доходность и в 2009 г. оставалась 
отрицательной. В среднем убытки от инвестиций в 2008 г. превысили до-
ходы 2009 г., и фонды не сумели восстановить свои активы.
Российские пенсионные фонды за период в 2008–2009 гг. продемон-
стрировали в среднем доходность в размере 2 % [41]. Если анализировать 
более длительный период у пенсионных фондов стран OECD, ситуация 
будет сильно разниться – от 1,38 % в Австралии, до 8,15 % – в Норвегии, 
7,54 % – в Мексике, 7,71 % – в Польше. Реальная (с учетом инфляции) 
доходность за этот период в странах OECD составила 5,11 %. Как пока-
зывает таблица, российские пенсионные фонды при управлении накопи-
тельной частью имеют худшие показатели. Инвестирование накопитель-
§1. Анализ параметров социально-экономической пенсионной системы
323
ной части в России за весь период существования накопительной частью 
демонстрирует отрицательную реальную доходность. Таким образом, в 
результате инвестирования пенсионные накопления россиян потеряют 
реальную рыночную стоимость. 
Мы оцениваем инвестиционные риски по показателю стандартного откло-
нения инвестиционной доходности – статистический показатель, характеризу-
ющий меру ее рассеяния или колеблемости, рассчитываемого по данным ме-
сячных доходностей, предварительно переведенных в годовые значения: 
∑
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−
−
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i xxn 1
2)(
1
1δ ,                                  (5.43)
где n – количество измерений инвестиционной доходности;
xi – реальная (с учетом инфляции) инвестиционная доходность за пе-
риод i;
x  – средняя реальная (с учетом инфляции) инвестиционная доходность. 
Графически результаты расчетов по формуле (5.43) представлены на 
рис. 5.12.
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Рис. 5.12. Стандартное отклонение и реальная инвестиционная доходность  
при управлении портфелем пенсионных накоплений: Aus – Австралия, Be – Бельгия, Ca – Канада, 
Fr – Франция, Ir – Ирландия, Co – Корея, Me – Мексика, NZ – Новая Зеландия, No – Норвегия, Po 
– Польша, Por – Португалия, Isp – Испания, US – США , OECD – в среднем cтраны OECD, Rus – 
Россия  
 
Как показывает анализ рис. 5.12, инвестиционная деятельность российских пенсионных 
фондов отличается повышенными рисками в сравнении с изученными странами OECD при 
среднем стандартном отклонении реальной инвестиционной доходности по изученным странам 
OECD в 3,14 %, в России данный показатель составляет 18,1%. Максимальный показатель 
стандартного отклонения демонстрируют фонды Новой Зеландии и Норвегии, соответственно, 
15,6 и 14,5 %, минимальный – Бельгия (0,2 %) и США (0,7 %).  
Примечательно, что логическая связка «чем выше доходность, тем выше риски» для 
изученной нами выборки стран выполняется не полностью. Так, страна с одной из максимальных 
реальных доходностей – Польша – характеризуется не самыми высокими рисками (стандартное 
отклонение 7,1 %), а Мексика имеет стандартное отклонение (3 %) ниже, чем в среднем по 
рассмотренным странам OECD (3,1 %), Страна с одним из минимальных показателей реальной 
доходности – Португалия – не отличается, однако, минимальными рисками. Стандартное 
отклонение ее реальной инвестиционной доходности, 3,16 %, практически совпадает со 
стандартным отклонением реальной доходности в целом по OECD – 3,14 %.  
Несмотря на повышенные риски инвестирования пенсионных накоплений в РФ 
Федеральный закон № 111 «Об инвестировании средств накопительной части трудовой пенсии в 
Российской Федерации» [42] и Постановление Правительства РФ № 379 от 30.06.2003 [43] 
предусматривают ограничения на инвестирование средств пенсионных накоплений в отдельные 
классы активов и максимальной доли отдельных классов активов в инвестиционном портфеле и 
предписывают инвестирование только в российские ценные бумаги. Ситуация, которую 
демонстрирует рис. 5.12, привела нас к гипотезе о неэффективном законодательном 
регулировании инвестиционной деятельности российских пенсионных фондов.  
Первым подтверждением этой гипотезы стал сравнительный анализ результатов 
инвестиционной деятельности российских пенсионных фондов с основными российскими 
фондовыми индексами корпоративных акций РТС и корпоративных облигаций ММВБ. При 
индексе накопленной инфляции в России с 2004 по 2011 г. 2,15 индекс облигаций ММВБ 
составил 1,64, индекс РТС – 2,35, а индекс инвестирования пенсионных накоплений в РФ, 
Рис. 5.12. Стандартное отклонение и реальная инвестиционная доходность 
при управлении портфелем пенсионных накоплений: Aus – Австралия, Be – 
Бельгия, Ca – Канада, Fr – Франция, Ir – Ирландия, Co – Корея, Me – Мексика, 
NZ – Новая Зеландия, No – Норвегия, Po – Польша, Por – Португалия, Isp – 
Испания, US – США, OECD – в среднем cтраны OECD, Rus – Россия 
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Как показывает анализ рис. 5.12, инвестиционная деятельность рос-
сийских пенсионных фондов отличается повышенными рисками в срав-
нении с изученными странами OECD при среднем стандартном отклоне-
нии реальной инвестиционной доходности по изученным странам OECD 
в 3,14 %, в России данный показатель составляет 18,1%. Максимальный 
показатель стандартного отклонения демонстрируют фонды Новой Зе-
ландии и Норвегии, соответственно, 15,6 и 14,5 %, минимальный – Бель-
гия (0,2 %) и США (0,7 %). 
Примечательно, что логическая связка «чем выше доходность, тем 
выше риски» для изученной нами выборки стран выполняется не полно-
стью. Так, страна с одной из максимальных реальных доходностей – Поль-
ша – характеризуется не самыми высокими рисками (стандартное откло-
нение 7,1 %), а Мексика имеет стандартное отклонение (3 %) ниже, чем в 
среднем по рассмотренным странам OECD (3,1 %). Страна с одним из ми-
нимальных показателей реальной доходности – Португалия – не отличает-
ся, однако, минимальными рисками. Стандартное отклонение ее реальной 
инвестиционной доходности, 3,16 %, практически совпадает со стандарт-
ным отклонением реальной доходности в целом по OECD – 3,14 %. 
Несмотря на повышенные риски инвестирования пенсионных нако-
плений в РФ, Федеральный закон № 111 «Об инвестировании средств 
накопительной части трудовой пенсии в Российской Федерации» [42] и 
Постановление Правительства РФ № 379 от 30.06.2003 [43] предусматри-
вают ограничения на инвестирование средств пенсионных накоплений 
в отдельные классы активов и максимальной доли отдельных классов 
активов в инвестиционном портфеле и предписывают инвестирование 
только в российские ценные бумаги. Ситуация, которую демонстрирует 
рис. 5.12, привела нас к гипотезе о неэффективном законодательном регу-
лировании инвестиционной деятельности российских пенсионных фондов. 
Первым подтверждением этой гипотезы стал сравнительный анализ 
результатов инвестиционной деятельности российских пенсионных фон-
дов с основными российскими фондовыми индексами корпоративных 
акций РТС и корпоративных облигаций ММВБ. При индексе накоплен-
ной инфляции в России с 2004 по 2011 г. 2,15 индекс облигаций ММВБ 
составил 1,64, индекс РТС – 2,35, а индекс инвестирования пенсионных 
накоплений в РФ, напомним, 1,53 [38]. Учитывая требования Федераль-
ного закона № 111 [42] и Постановления Правительства РФ № 379 от 
30.06.2003 [43], жестко ограничивающих вложения в акции и при этом 
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предоставляющих более мягкие условия при работе с облигациями, корре-
ляция между индексом облигаций ММВБ и доходности от инвестирования 
пенсионных накоплений становится законодательно обоснованной. В со-
ответствии с ФЗ № 111 управляющие компании могут иметь следующую 
структуру инвестиционного портфеля: государственные ценные бумаги РФ 
(не более 40 %) и субъектов РФ (не более 40 %), депозиты (не более 80 %), 
акции (качественные требования к котировальному списку (не более 65 %); 
облигации (качественные требования к котировальному списку (не более 
80 %), ипотечные ценные бумаги (не более 40 %), ценные бумаги между-
народных финансовых организаций, обращаемых на российских рынках 
(закрытый перечень из 10 учреждений, не более 20 %) .
Вторым доказательством нашей гипотезы о законодательном сниже-
нии в РФ рисков инвестирования пенсионных накоплений в ущерб ин-
вестиционной доходности стал сравнительный анализ результатов инве-
стирования средств накопительных пенсионных систем стран OECD и 
РФ и ведущих мировых индексов фондового рынка. Перечень индексов 
нами формировался по признаку капитализации компаний, торгуемых 
на фондовой площадке, по которой рассчитывается индекс. Среди ин-
дексов нами рассматривались DJIA (The Dow Jones Industrial Average) – 
промышленный индекс Доу Джонса (США); S&P 500 – индекс широкого 
рынка от Standard and Poors (США); NASDAQ Composite – индекс биржи 
NASDAQ (США); FTSE 100 (Financial Times Stock Exchange Index) – ин-
декс Лондонской фондовой биржи (Великобритания); DAX (Deutscher 
Aktienindex) – индекс Франкфуртской фондовой биржи (Германия); 
CAC 40 (Cotation Assistее en Continu) – индекс биржи Euronext Paris (Фран-
ция); Nikkei 225 (Nikkei 225 Stock Average) – индекс Токийской фондовой 
биржи (Япония); SSE Composite – индекс Шанхайской фондовой биржи 
(Китай); Ibovespa – индекс биржи Сан-Паулу (Бразилия); BSE Sensex – 
индекс Бомбейской фондовой биржи (Индия); KOSPI (Korea Composite 
Stock Price Index) – индекс Корейской фондовой биржи (Южная Корея); 
Hang Seng – индекс Гонконгской фондовой биржи (Китай); Индекс РТС – 
Российский торговой системы; Индекс ММВБ – Московской межбанков-
ской валютной биржи.
В качестве источника данных по динамике мировых фондовых индек-
сов мы использовали материалы инвестиционного портала cbonds [44]. 
Для анализа российских индексов РТС и ММВБ использовались данные 
сайта Московской межбанковской валютной биржи [45, 46].
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Для фондовых индексов нами рассчитывалась волатильность индекса 
по формуле (5.44) и суммарная (накопленная) доходность индекса за пе-
риод с 2004 по 2011 г. (включительно) по формуле (5.45):
δ = Σ18 – 1 (xi – x)2
8
i = 1
                               (5.44)
2004
20042011
I
IId −=  ,                                        (5.45)
где  I
2011
 – индекс фондовой биржи на 31.12.2011;
I
2004
 – индекс фондовой биржи на 01.01.2004.
Отметим, рассчитанная по формуле (5.45) доходность фондового ин-
декса, отражает доходность инвестиций, произведенных в валюте страны, 
для которой рассчитан индекс. Таким образом, не учитывается валютный 
риск при необходимости перевода средств из валюты инвестиций в валю-
ту инвестора, а также не учитывается инфляционный риск, обусловлен-
ный наличием инфляции в РФ.
Результаты расчетов по формулам (5.44) и (5.45) графически представ-
лены на рис. 5.13. 
Рис. 5.13. Доходность и волатильность основных мировых индексов за период 
с 2004 до 2011 г. Черная линия на графике – линия тренда (составлено  
авторами на основе данных сайта финансовой информации cbonds [44],  
сайта ММВБ [45, 46])
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Как демонстрирует рис. 5.13, наибольшую волатильность на фоне 
одних из самых высоких доходностей за период с 2004 по 2011 г. де-
монстрировали российские рынки РТС и ММВБ, волатильность доход-
ностей (%) которых составила 57 и 53 соответственно. Волатильность 
российских рынков превышает практически в четыре раза аналогичный 
показатель у американских индексов Доу Джонса и Standard and Poors, 
волатильность которых составляет 15 и 17 соответственно. Сравнение 
российских индексов со странами БРИК по параметру риск также не в 
пользу российских рынков. Риски на биржах РТС и ММВБ превышают 
риски у BSE Sensex (Индия) 42, Ibovespa (Бразилия) 37. Выше этот по-
казатель только у SSE Composite (Китай) – 69. Однако, как показывает 
рис. 5.13, высокие риски не обязательны для достижения высокой доходно-
сти, что наблюдается у российских индексов, объединенных нами в груп-
пу высокий риск – высокая доходность. Так, например, доходность индек-
са BSE Sensex (Индия) из изученных индексов была максимальной – 2,22 
(в долях) при уровне риска, соответствующего группе со средним риском 
и средней доходностью. В эту группу вошли Hang Seng, Kospi и Ibovespa. 
Минимальный риск при минимальной доходности наблюдались в груп-
пе, представленной тремя американскими индексами: Nasdaq Composite, 
S&P и Dow Jones Industrial Average и британским FTSE 100. Немецкий 
DAX демонстрирует риски на уровне минимальных при доходности на 
уровне средней. 
Как показал наш анализ, графически представленный на рис. 5.13, для 
российских фондовых индексов характерны высокая доходность и высо-
кие риски. На фоне выводов об отрицательной доходности российской на-
копительной составляющей пенсионной системы это предоставляет нам 
еще одно доказательство нашей гипотезы о законодательном снижении 
рисков инвестиционной деятельности российских пенсионных фондов в 
ущерб инвестиционной доходности. Это обстоятельство делает необходи-
мым изменения в подходах к менеджменту и правовому регулированию 
инвестиционной деятельности в накопительных пенсионных системах.
Проблемы менеджмента инвестиционных рисков в пенсионной отрас-
ли достаточно широко изучены учеными-экономистами. Так, например, 
Bikker и Vlaar из Национального банка Голландии, рассматривая пробле-
му снижения инвестиционных, процентных и инфляционных рисков в 
пенсионной и страховой отрасли, предлагают создавать резервные фон-
ды в пенсионных институтах для минимизации их воздействия на фи-
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нансовые результаты пенсионных фондов и страховых компаний [47]. 
Формирование инвестиционной стратегии в условиях рисков внешней 
среды рассматривается в работе Yang и Huang [48], Мертон предлагает 
использовать для минимизации инвестиционных рисков механизмы фи-
нансовых гарантий [49].
Мы полагаем, что действенным инструментом инвестиционного ме-
неджмента в условиях столь значительной разницы между фондовыми 
индексами по инвестиционной доходности и рискам может стать порт-
фельное моделирование. Мы полагаем, что портфельное моделирование 
может строиться на основе данных мировых фондовых индексов в каче-
стве инвестиционных инструментов. Фондовые индексы выступают в ка-
честве основных показателей, характеризующих состояние соответству-
ющего фондового рынка. Несмотря на то, что сам по себе фондовый ин-
декс на конкретную дату особого значения не имеет, его динамика позво-
ляет судить об изменениях, происходящих на соответствующей фондовой 
площадке [50]. Таким образом, на основе динамики фондовых индексов 
мы можем оценить доходность и волатильность (риск) ценных бумаг на 
соответствующих рынках. Таким образом, включая в портфель фондовые 
индексы США, Германии, Франции, Бразилии и т. д., мы можем судить о 
рисках и доходности инвестирования средств на соответствующих пло-
щадках и сравнивать их с имеющимися результатами российских управ-
ляющих компаний. Это позволит добиться диверсификации инвестици-
онных портфелей пенсионных накоплений по географическому признаку 
при нивелировании валютных рисков. Вхождение в единый портфель ин-
дексов с различным уровнем риска и доходности позволило бы достичь 
двух наиболее важных для пенсионных систем показателей – минимиза-
ции инвестиционного риска на фоне роста инвестиционной доходности. 
Моделирование инвестиционного портфеля для накопительной состав-
ляющей пенсионной системы из ведущих мировых фондовых индексов 
проводилось нами с применением портфельной теории Марковица. Мар-
ковиц в своей статье предложил основы теории формирования портфеля на 
основе показателей волатильность и доходность инвестиционного инстру-
мента [51]. Свое развитие теория получила затем в авторской монографии, 
выполненной в Йельском университете, в которой автором уже приводятся 
результаты практической апробации и их интерпретация [52]. 
При моделировании портфеля по теории Марковица первое ограни-
чение, которое накладывается на портфель, – это положительные доли 
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всех ценных бумаг. Другим ограничением при применении модели Мар-
ковица является то, что сумма всех долей входящих инструментов должна 
составлять 1. Доходность анализируемого портфеля будет представлять 
собой сумму произведений доходностей входящих активов и их весовых 
коэффициентов. Целевая функция доходности должна будет стремиться 
к максимуму. Помимо доходности, вторым целевым фактором портфеля 
является риск, связанный с колебаниями входящих активов. Риск в соот-
ветствии с портфельной теорией Г. Марковица выражается в виде сред-
неквадратического отклонения δi каждой акции. Значение δр – это уровень 
приемлемого риска для инвестора. Помимо учета среднеквадратического 
отклонения отдельных акций, необходимо учесть корреляцию между до-
ходностями акций – r
ij
. Модель задачи формирования портфеля инстру-
ментов с максимальной доходностью в соответствии с теорией Маркови-
ца, при которой риск портфеля не превышает заданного значения δ
р
, и при 
учете всех ограничений на портфель, примет следующий вид:
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где хi/xj –доля инструмента i / инструмента j;
di – доходность инструмента;
−δi  волатильность инструмента i;
−δ j  волатильность инструмента j;
r
ij
 – корреляция между инструментами;
−δp  допустимый уровень риска, приемлемый для инвестора.
Построение портфеля на основе теории Марковица – это задача фор-
мирования портфеля из набора финансовых инструментов с максималь-
ной доходностью в условиях заданных ограничений. При моделировании 
портфеля с применением модели (5.46) для инвестирования средств нако-
,
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пительной составляющей пенсионных систем в качестве первого ограни-
чения выступает предложенное автором теории положительная доля всех 
входящих в портфель инструментов. Вторым ограничением выступает 
допустимый уровень риска pδ , в качестве которого примем риск инвести-
ровании средств пенсионных фондов средний по OECD, рассчитанный 
нами на основе данных за период с 2000 до 2011 г. по формуле (5.45) и 
графически представленный на рис. 5.12. Напомним: риск инвестирова-
ния средств пенсионных фондов в среднем по OECD составил 3,14 %. 
Таким образом, система уравнения (5.46) принимает вид:
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Чтобы учесть возможную корреляцию между инвестиционными ин-
струментами, из которых формируется портфель по модели (5.47), рас-
считывается парная корреляция между ними по формуле:
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где xi – значение индекса инструмента i;
y
j
 – значение индекса инструмента j;
x – среднее значение индекса инструмента i;
y – среднее значение индекса инструмента j;
N – количество измерений индексов.
Учитываемая при моделировании инвестиционного портфеля по тео-
рии Марковица волатильность ( iδ ) измерялась нами по показателю сред-
неквадратического отклонения. Отметим, что при анализе краткосрочных 
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показателей портфеля наблюдается значительное воздействие «эффекта 
шума», выразившегося во влиянии слухов, настроений, рекомендаций – 
«шумов», не подтвержденных объективной информацией. Этот эффект 
был выявлен и доказан Black [53], а затем подробнее описан De Long, 
Schleifer, Summers и Waldmann в «шумовой теории» торгов на фондовых 
площадках [54]. Для минимизации погрешности, обусловленной «эффек-
том шума», при анализе нами волатильности и доходности в качестве ис-
ходных данных рассматривались ежемесячные данные. 
В рамках исследования нами были рассмотрены три периода:
– 1 вариант – расширенный, включающий в себя периоды до финан-
сового кризиса 2008 г., кризисный и посткризисный периоды – на основе 
изучения данных с 25.12.2003 по 25.04.2011;
– 2 вариант – посткризисный – на основе изучения данных с 01.01.2011 
по 25.04.2013;
– 3 вариант – современный – на основе изучения данных с 01.01.2012 
по 25.04.2013.
В первом анализируемом периоде количество исследуемых значений 
превышает 70 наблюдений, и выборка является статистически обоснован-
ной. Во втором периоде количество наблюдений 27, в третьем – 15. Поэ-
тому для достижения статистической обоснованности нами в качестве до-
полнительного сравнения анализировались ежедневные данные, благодаря 
которым мы получаем в каждом из рассматриваемых периодов более 400 
наблюдений. Сопоставляя результаты, полученные на основе ежедневных 
и ежемесячных данных, мы получаем выводы, которые статистически обо-
снованы и «очищены» от погрешности за счет эффекта «шума». 
При нахождении оптимального портфеля для инвестирования средств 
накопительной части пенсии в соответствии с портфельной теорией Мар-
ковица мы использовали программу Investment Portfolio Version 5.0, раз-
работанную профессорами Университета Чикаго (США) Э. Елтоном и 
М. Грубером. Требуемую в качестве исходных данных для модели днев-
ную доходность анализируемых индексов (m
j
) мы определяли двумя спо-
собами. В соответствии с первым нами рассчитывалась доходность без 
учета валютных и инфляционных рисков по формуле (5.49): 
1−
−−=
j
qjj
j P
PP
m ,                                       (5.49)
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где Р
j
 – величина индекса на конец текущего дня;
Р
j–
1 – величина индекса за предыдущий день.
В соответствии со вторым способом мы учитывали влияние валют-
ных и инфляционных рисков на доходность. Валютные риски обусловли-
вались необходимостью конвертации пенсионных накоплений в валюту 
инвестиций и обратно. Инфляционные риски снижают реальную доход-
ность за счет имеющейся в России инфляции. Таким образом, инвестици-
онная доходность с учетом валютных и инфляционных рисков (M
j
) опре-
деляется по формуле: 
)1(*
*
**
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1
j
jj
jqjjj
j KP
KPKP
M µ−
−
=
−−
−− ,                         (5.50)
где K
j
 – курс обмена инвестируемой валюты по отношению к рублю на 
конец текущего дня;
K
j–1
 – курс обмена инвестируемой валюты по отношению к рублю на 
конец предыдущего дня;
jµ  – инфляция за день j в РФ, долей;
Р
j
 – величина индекса на конец текущего дня;
Р
j–1
 – величина индекса за предыдущий день.
Курсы обмена валют для применения формулы (5.50) нами опреде-
лялись по данным ЦБ РФ [39]. Данные по величине дневной инфляции 
( jµ ) нами рассчитывались на основании годовых значений инфляции 
(μ
год
) по данным Всемирного банка [11] n по формуле:
38 
Kj – курс обмена инвестируемой валюты по отношению к рублю на конец текущего дня; 
Kj–1 – курс обмена инвестируемой валюты по отношению к рублю на конец предыдущего дня; 
j  – инфляция за день j в РФ, долей; 
Рj – величина индекса на конец текущего дня; 
Рj–1 – величина индекса за предыдущий день. 
 
Курсы обмена валют для применения формулы (5.50) нами определялись по данным ЦБ 
РФ [39]. Данные по величине дневной инфляции ( j ) нами рассчитывались на основании годовых 
значений инфляции ( год ) по данным Всемирного банка [11] n по формуле: 
1365  годj .       (5.51) 
 
1. Результаты расчетов по формулам (5.50) и (5.51) закладывались в качестве 
исходных данных в программу Investment Portfolio для моделирования инвестиционного 
портфеля. Моделирование инвестиционного портфеля проводилось нами по теории Марковица на 
основе данных сайта финансовой информации cbonds [44] по ведущим мировым фондовым 
индексам. При выборе индексов мы исходили из возможного воздействия средств пенсионных 
фондов динамику индексов на бирже. Этот феномен рассматривал и доказал Меньшиков, изучая 
влияния инвестиций пенсионных фондов на волатильность рынка акций [55]. Данный эффект 
существенно снижается, если фонды инвестируют на крупных, капитализированных биржах. 
Поэтому нами выбраны крупнейшие биржи OECD. К таким мы отнесли DJIA (The Dow Jones 
Industrial Average) – промышленный индекс Доу Джонса (США), S&P 500 – индекс широкого 
рынка от Standard and Poors (США), NASDAQ Composite – индекс биржи NASDAQ (США), FTSE 
100 (Financial Times Stock Exchange Index) – индекс Лондонской фондовой биржи 
(Великобритания), DAX (Deutscher Aktienindex) – индекс Франкфуртской фондовой биржи 
(Германия), CAC 40 (Cotation Assistее en Continu) – индекс биржи Euronext Paris (Франция), Nikkei 
225 (Nikkei 225 Stock Average) – индекс Токийской фондовой биржи (Япония), SSE Composite – 
индекс Шанхайской фондовой биржи (Китай), Ibovespa – индекс биржи Сан-Паулу (Бразилия), 
BSE Sensex – индекс Бомбейской фондовой биржи (Индия), KOSPI (Korea Composite Stock Price 
Index) – индекс Корейской фондовой биржи (Южная Корея), Hang Seng – индекс Гонконгской 
фондовой биржи (Китай). Источников по индексу ММВБ – Московской межбанковской валютной 
биржи выступал официальный сайт Московской межбанковской валютной биржи [42].  
Из представленных индексов три относятся к США – DJIA (промышленный индекс Доу 
Джонса, S&P 500 Standard and Poors, NASDAQ Composite), два – к Китаю (Hang Seng, SSE 
Composite). В нашей портфельной оптимизации мы будем учитывать все эти индексы в связи с 
тем, что они учитывают разные активы и потому не дублируют друг друга. В то же время 
индексы ММВБ и РТС имеют одинаковую структуру, отличаются же тем, что РТС номинирован в 
долларах, а ММВБ в рублях. Поэтому при решении оптимизационной задачи мы анализируем 
только индекс ММВБ. 
Учет валютных и инфляционных рисков практически не сказался на величине доходности 
индекса. На наш взгляд, это обусловлено девальвацией рубля в исследуемые периоды, которая 
способствовала получению дополнительной доходности при конвертации инвестиций в валюте в 
рубли, что компенсировало, в свою очередь, инфляционные риски, связанные с инфляцией в 
России. Таким образом, в условиях девальвации рубля валютные и инфляционные риски 
стремятся взаимокомпенсировать друг друга. Наши предположения: доходность индексов с 
учетом валютных и инвестиционных рисков, определенная по формуле (5.50), и доходность без 
учета рисков, определенная по формуле (5.49), практически не отличаются. Однако в случае 
ревальвации рубля мы столкнулись бы с обратным явлением: валютные риски усиливали бы 
отрицательное воздействие инфляционных.  
Лидерами по доходности, очищенной от валютных и инфляционных рисков и 
определенной по формуле (5.50), в период с 25.12.2003 по 25.04.2011 являются BSE Sensex 
                                    (5.51)
1. Результаты расчетов по формулам (5.50) и (5.51) закладывались в 
качестве исходных данных в программу Investment Portfolio для моде-
лирования инвестиционного портфеля. Моделирование инвестицион-
ного портфеля проводилось нами по теории Марковица на основе дан-
ных сайта финансовой информации cbonds [44] по ведущим мировым 
фондовым индексам. При выборе индексов мы исходили из возможного 
воздействия средств пенсионных фондов динамику индексов на бирже. 
Этот феномен рассматривал и доказал Меньшиков, изучая влияния инве-
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капитализированных биржах. Поэтому нами выбраны крупнейшие биржи 
OECD. К таким мы отнесли DJIA (The Dow Jones Industrial Average) – 
промышленный индекс Доу Джонса (США), S&P 500 – индекс широкого 
рынка от Standard and Poors (США), NASDAQ Composite – индекс биржи 
NASDAQ (США), FTSE 100 (Financial Times Stock Exchange Index) – ин-
декс Лондонской фондовой биржи (Великобритания), DAX (Deutscher 
Aktienindex) – индекс Франкфуртской фондовой биржи (Германия), 
CAC 40 (Cotation Assistее en Continu) – индекс биржи Euronext Paris (Фран-
ция), Nikkei 225 (Nikkei 225 Stock Average) – индекс Токийской фондовой 
биржи (Япония), SSE Composite – индекс Шанхайской фондовой биржи 
(Китай), Ibovespa – индекс биржи Сан-Паулу (Бразилия), BSE Sensex – 
индекс Бомбейской фондовой биржи (Индия), KOSPI (Korea Composite 
Stock Price Index) – индекс Корейской фондовой биржи (Южная Корея), 
Hang Seng – индекс Гонконгской фондовой биржи (Китай). Источников по 
индексу ММВБ – Московской межбанковской валютной биржи выступал 
официальный сайт Московской межбанковской валютной биржи [42]. 
Из представленных индексов три относятся к США – DJIA (промышлен-
ный индекс Доу Джонса, S&P 500 Standard and Poors, NASDAQ Composite), 
два – к Китаю (Hang Seng, SSE Composite). В нашей портфельной опти-
мизации мы будем учитывать все эти индексы в связи с тем, что они учи-
тывают разные активы и потому не дублируют друг друга. В то же время 
индексы ММВБ и РТС имеют одинаковую структуру, отличаются же тем, 
что РТС номинирован в долларах, а ММВБ в рублях. Поэтому при решении 
оптимизационной задачи мы анализируем только индекс ММВБ.
Учет валютных и инфляционных рисков практически не сказался на ве-
личине доходности индекса. На наш взгляд, это обусловлено девальвацией 
рубля в исследуемые периоды, которая способствовала получению допол-
нительной доходности при конвертации инвестиций в валюте в рубли, что 
компенсировало, в свою очередь, инфляционные риски, связанные с инфля-
цией в России. Таким образом, в условиях девальвации рубля валютные и 
инфляционные риски стремятся взаимокомпенсировать друг друга. Наши 
предположения: доходность индексов с учетом валютных и инвестицион-
ных рисков, определенная по формуле (5.50), и доходность без учета ри-
сков, определенная по формуле (5.49), практически не отличаются. Однако 
в случае ревальвации рубля мы столкнулись бы с обратным явлением: ва-
лютные риски усиливали бы отрицательное воздействие инфляционных. 
Лидерами по доходности, очищенной от валютных и инфляционных ри-
сков и определенной по формуле (5.50), в период с 25.12.2003 по 25.04.2011 
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являются BSE Sensex (Индия), ММВБ – индекс Московской межбанков-
ской валютной биржи и Ibovespa – индекс биржи в Сан-Пауло (Бразилия). 
Отметим, что валютные и инфляционные риски не изменяют позицию 
первых индексов при их ранжировании по показателю «Доходность». 
В период с 01.01.2011 по 25.04.2013 ситуация складывалась не в пользу 
российских индексов: ММВБ нет среди лидеров по доходности, и она 
занимает 12-е место из 13 рассмотренных индексов по показателю «До-
ходность» без учета рисков 11-е место, соответственно, по показателю до-
ходность с учетом инфляционных и валютных рисков. Лидерами же в этот 
период являются NASDAQ Composite – индекс биржи NASDAQ (США), 
S&P 500 – индекс широкого рынка от Standard and Poors (США) и DJIA 
(The Dow Jones Industrial Average) – промышленный индекс Доу Джонса 
(США), на позиции которых валютные и инфляционные риски не влияют. 
Это логично: после кризиса инвесторы тяготеют к менее рисковым и более 
капитализированным рынкам. В период с 01.01.2012 по 25.04.2013 россий-
ский индекс по доходности без учета рисков и по показателю доходность 
с учетом валютных и инфляционных рисков также в аутсайдерах: ММВБ – 
10-е место в обоих рэнкингах. Лидерами в данный период являются DAX 
(Deutscher Aktienindex) – индекс Франкфуртской фондовой биржи (Герма-
ния), BSE Sensex – индекс Бомбейской фондовой биржи (Индия) и Hang 
Seng – индекс Гонконгской фондовой биржи (Китай), позиции которых 
валютные и инфляционные риски не смогли изменить.
При анализе инвестиционных рисков на основе расчетов стандартного 
отклонения дневной доходности ситуация меняется кардинально. Россий-
ские индексы во все рассмотренные периоды становятся либо лидерами, 
либо близки к ним. В период с 25.12.2003 по 25.04.2011 лидерами по ри-
скам стали индекс ММВБ – Московской межбанковской валютной бир-
жи, Ibovespa – индекс биржи Сан-Паулу (Бразилия). Во второй период, 
с 01.01.2011 по 25.04.2013, к наиболее рисковым фондовым площадкам 
относились CAC 40 (Cotation Assiste en Continu) – индекс биржи Euronext 
Paris (Франция), DAX (Deutscher Aktienindex) – индекс Франкфуртской 
фондовой биржи (Германия). Индекс ММВБ – Московской межбанков-
ской валютной биржи занимает по этому показателю 4-е место. В период 
с 01.01.2012 по 25.04.2013 наиболее рисковый фондовый индекс первое 
место – Ibovespa, второе – CAC 40. ММВБ вновь находился на третьем 
месте. Российские индексы характеризуются повышенными рисками при 
доходности в посткризисные периоды ниже среднего. В посткризисный 
период российские индексы ММВБ занимали по доходности 11-е место 
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из 13 возможных. В современный период ситуация стала незначительно 
лучше: ММВБ – 11-е место. Лишь в расширенном периоде с 2003 по 2011 г. 
российские индексы находятся в лидерах по доходности: ММВБ зани-
мает 2-е место. При этом во все периоды российские индексы входят в 
лидеры по рискам: в расширенном периоде ММВБ занимает 1-е место; 
в посткризисный и современный периоды – 4-е и 1-е места соответствен-
но. В совокупности это свидетельствует о том, что российский регулятор, 
ставя пенсионные институты в условия инвестировании средств только 
на российских фондовых площадках, заставляет их инвестировать в вы-
сокорисковые инструменты с пониженной доходностью, а для минимиза-
ции рисков резко сокращает ассортимент эмитентов [43].
Инвестиционный портфель, смоделированный из анализируемых 
фондовых индексов, способствовал бы повышению реальной доходности 
от инвестирования российских пенсионных накоплений. 
Используя данные по среднедневной доходности фондовых индексов, 
нами определены необходимые для моделирования корреляции между 
дневными доходностями индексов мировых фондовых бирж по форму-
ле (5.49). Мы смоделировали инвестиционный портфель с применением 
программы Investment Portfolio Version 5.0 в соответствии с теорией Мар-
ковица по формулам (5.46) – (5.50) в условиях ограничения по рискам 
на уровне среднего по OECD в размере 3,14 %, как это демонстрирует 
рис. 3.12. Производилось моделирование трех вариантов портфелей на 
основе трех временных периодов с 25.12.2003 по 25.04.2011, с 01.01.2011 
по 25.04.2013, с 01.01.2012 по 25.04.2013, исходные данные которых 
представлены в табл. 5.4. Из трех вариантов портфелей на основе рас-
ширенного, посткризисного и современного периодов наиболее лояльные 
результаты для российских фондовых площадок демонстрирует первый, 
в течение которого российские индексы хоть и отличались повышенными 
рисками, но при этом входили в лидеры по доходности. 
Структура смоделированных портфелей на основе данных расширенно-
го периода с 2003 по 2011 г. приведены на рис. 5.14 и 5.15. При моделирова-
нии портфеля, представленного на рис. 5.14, доходность индекса принима-
лась без учета валютных и инфляционных рисков на основе ежемесячных 
данных, анализ которых позволил минимизировать ошибку от воздействия 
«шумов». Портфель на рис. 5.15 смоделирован с учетом валютных и ин-
фляционных рисков также на основе ежемесячных данных. Представ-
ленные портфели сформированы при условии отсутствия рисковых ссуд 
(No riskless lending) / Разрешения заимствований (borrowing allowed).
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Таблица 5.4
Среднедневная доходность и среднеквадратические отклонения 
дневной доходности индексов мировых фондовых бирж*
Показа-
тель
Доходность индекса 
«грязная», неочищенная 
от валютных и инфляци-
онных рисков по форму-
ле (5.50) среднедневная/
среднемесячная/средне-
годовая за период, доля
Инфляция среднедневная/
среднемесячная/среднегодо-
вая за период, доли
Доходность «чистая», 
очищенная от валютных и 
инфляционных рисков по 
формуле (5.50) среднеднев-
ная/среднемесячная/сред-
негодовая за период, доли
25.12.03 
по 
25.04.11
01.01.11 
по 
25.04.13
01.01.12 
по 
25.04.13
25.12.03 по 
25.04.11
01.01.11 по 
25.04.13
01.01.12 
по 
25.04.13
25.12.03 
по 
25.04.11
01.01.11 
по 
25.04.13
01.01.12 
по 
25.04.13
1 2 3 4 5 6 7 8 9 10
DJIA 
-0,00017
-0,0051
-0,0601691
0,000304/
0,00912/ 
0,1173314
0,000308/
0,00924/
0,118963
0,000275/ 
0,008237297/
0,10557
0,000181/
0,005440852/
0,6829
0,000181/ 
0,00543451/ 
0,06889
-0,00017/
-0,00506/
-0,06017
0,000304/
0,009072/
0,117331
0,000308/
0,009189/
0,118963
S&P 500
-0,00012
-0,0036
-0,0428571
0,000316/
0,00948/
0,1222345
0,000523/
0,01569/
0,210272
-0,00012/
-0,00357/
-0,04286
0,000316/
0,00943/
0,122234
0,000523/
0,015603/
0,210272
NASDAQ 
4,07E-05
0,001221
0,0149661
0,000342/
0,01026/
0,1329317
0,000628/
0,01884/
0,257528
4,07E-05/
0,001212/
0,014966
0,000342/
0,010206/
0,132932
0,000628/
0,018735/
0,257528
FTSE 100 
Велико-
британия
2,50E-05
0,00075
0,0091666
6,32E-05/
0,001896/
0,0233354
0,000264/
0,00792/
0,101141
2,5E-05/
0,000743/
0,009167
6,32E-05/
0,001886/
0,023335
0,000264/
0,007878/
0,101141
DAX ФРГ
0,000109
0,00327
0,0405848
0,000305/
0,00915/
0,1177391
0,001075/
0,03225/
0,480181
0,000109/
0,003245/
0,040585
0,000305/
0,009104/
0,117739
0,001075/
0,032082/
0,480181
CAC 40 
Франция
-0,00052
-0,0156
-0,1729163
3,59E-05/
0,001077/
0,0131895
0,000633/
0,01899/
0,259824
-0,00052/
-0,01548/
-0,17292
3,59E-05/
0,001072/
0,013189
0,000633/
0,018891/
0,259824
Nikkei 
225 Япо-
ния
2,21E-05
0,000663
0,008099
0,000114/
0,00342/
0,0424854
0,000885/
0,02655/
0,381103
2,21E-05/
0,00066/
0,008099
0,000114/
0,003399/
0,042485
0,000885/
0,026366/
0,381103
SSE 
Compo-
site Китай
8,68E-05
0,002604
0,0321878
-0,00037/
-0,0111/
-0,1263496
0,000194/
0,00582/
0,07337
8,68E-05/
0,002591/
0,032188
-0,00037/
-0,01105//
-0,12635
0,000194/
0,005788/
0,07337
Ibovespa 
Бразилия
0,000162
0,00486
0,0609081
-0,00015/
-0,0045/
-0,0532821
0,000373/
0,01119/
0,145819
0,000162/
0,004853/
0,060908
-0,00015/
-0,00447/
-0,05328
0,000373/
0,011115/
0,145819
BSE 
Sensex
Индия
0,00025
0,0075
0,0955304
-2,80E-05/
-0,00084/
-0,0101681
0,000997/
0,02991/
0,438677
0,00025/
0,007435/
0,09553
-2,8E-05/
-0,00083/
-0,01017
0,000997/
0,029737/
0,438677
KOSPI Ю. 
Корея
0,000144
0,00432
0,0539618
3,85E-05/
0,001155/
0,0141514
0,000409/
0,01227/
0,160968/
0,000144/
0,00429/
0,053962
3,85E-05/
0,00115/
0,014151
0,000409/
0,012214/
0,160968
Hang Seng 
Китай
0,000101
0,00303
0,037551
5,92E-05/
1,78E-03/
0,0218425
0,00089/
0,0267/
0,383623
0,000101/
0,003015/
0,037551
5,92E-05/
0,001768/
0,021842
0,00089/
0,026553/
0,383623
ММВБ
0,000232
0,00696
0,088358
-0,00016/
-0,0048/
-0,0567318
0,000274/
0,00822/
0,105167
0,000232/
0,006903/
0,088358
-0,00016/
-0,00477/
-0,05673
0,000274/
0,008175/
0,105167
*Источник: Всемирный банк. URL: http://databank.worldbank.org/data/views/reports/
tableview.aspx (дата обращения: 15.09.2014).
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Рис. 5.14. Структура смоделированного по теории Марковица портфеля индексов на основе 
данных по доходности индексов без учета валютных и инфляционных рисков  
при риске (волатильности) 3,8 %  
 
Представленный на рисунке 5.14 инвестиционный портфель имеет ожидаемую доходность 
(expected return) 10,9 % и риск портфеля – 3,8 %. Как демонстрирует рисунок, основными 
инструментами в портфеле инвестирования средств пенсионных накоплений являются 
американские индексы S&P (доля в портфеле 37,9 %) и Nasdaq (8,64 %), корейский Kospi (20 %), 
российский ММВБ (23 %) и английский FTSE 100 (3,3 %).  
Как видим на рис. 5.14, доля российского рынка (ММВБ ) составляет 25,6 %. Это означает 
в определенной степени отток инвестиций из России и является негативным фактором. В то же 
время, как мы показали выше (рис. 5.12), система существующих пенсионных институтов в 
России при средней доходности –4,57 % от инвестирования частными управляющими 
компаниями пенсионных накоплений с 2004 по 2011 г. не позволяет обеспечить реальную 
доходность выше инфляции, что ведет к снижению реальной стоимости пенсионных накоплений 
и не позволяет нивелировать растущие демографические риски распределительных пенсионных 
систем [56].  
Примечательно, что портфель сформированный на основе доходности с учетом валютных 
и инфляционных рисков, представленный на рисунке 5.15, имеет практически равную портфелю с 
рисунка 5.14 ожидаемую доходность (expected return) 10,7 % против 10,9 %. При этом риск 
портфеля нами ограничен на прежнем уровне 3,8 %.  
 Рис. 5.14. Структура смоделированного по теории Марковица портфеля 
индексов на основе данных по доходности индексов без учета валютных и 
инфляционных рисков при риске (волатильности) 3,8 % 
Представленный на рис. 5.14 инвестиционный портфель име-
ет ожидаемую доходность (expected return) 10,9 % и риск портфеля – 
3,8 %. Как демонстрирует ри унок, основными инструментами в портфе-
ле инвестирования средств пенсионных накоплений являются американ-
ские индексы S&P (доля в портфеле 37,9 %) и Nasdaq (8,64 %), корейский 
Kospi (20 %), российский ММВБ (23 %) и английский FTSE 100 (3,3 %). 
Как в дим на рис. 5.14, доля российского рынка (ММВБ ) составляет 
25,6 %. Это означает в определенной степени отток инвестиций из России 
и является негативным фактором. В то же время, как мы показали выше 
(рис. 5.12), система существующих пенсионных и ститутов в России при 
средней доходности –4,57 % от инвестирования частными управляющими 
компаниями пенсионных накоплений с 2004 по 2011 г. не позволяет обеспе-
чить реальную доходность выше инфляции, что ведет к снижению реаль-
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ной стоимости пенсионных накоплений и не позволяет нивелировать расту-
щие демографические риски распределительных пенсионных систем [56]. 
Примечательно, что портфель сформированный на основе доход-
ности с учетом валютных и инфляционных рисков, представленный на 
рис. 5.15, имеет практически равную портфелю с рис. 5.14 ожидаемую до-
ходность (expected return) 10,7 % против 10,9 %. При этом риск портфеля 
нами ограничен на прежнем уровне 3,8 %. 
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Рис. 5.15. Структура смоделированного по теории Марковица портфеля индексов  
на основе данных по доходности индексов с учетом валютных и инфляционных рисков при риске 
(волатильности) 3,8 %  
Структура портфеля на рисунке 5.15 также незначительно отличается от портфеля с рис. 
5.14. Обусловлено это, на наш взгляд, причиной, которая сказалась при анализе доходности 
индексов с учетом и без учета рисков (см. табл. 5.4 и ее анализ): валютные и инфляционные риски 
в условиях девальвации рубля были полностью или частично взаимокомпенсированы.  
В случае сохранения ограничения по инвестированию средств пенсионных накоплений 
внутри России формирования портфеля только из инструментов, доступных на российской 
фондовой бирже. Отметим, что индекс ММВБ рассчитывается в рублях. Составляя 
инвестиционный портфель из инструментов, входящих в расчет ММВБ, управляющие компании 
смогли бы получить инвестиционную доходность и риск портфеля, равные аналогичным 
показателям индекса ММВБ. Доходность составила бы 8,8 % (в рублях), уровень риска 
(среднеквадратическое отклонение) достиг бы 0,11 (см. табл. 5.4). С учетом инфляции реальная 
доходность была бы отрицательной и составила бы –1,8 % годовых в рублях. Если сопоставить 
доходность портфеля, сформированного из российских инструментов при снятых ограничениях 
по инструментам инвестирования и портфеля, сформированного из иностранных инструментов, 
то сравнение получатся не в пользу российских инструментов: более низкая доходность при более 
высоких рисках. 
Результаты, которые продемонстрировали портфели, представленные на рис. 5.14 и 5.15 
при сравнении с достигнутыми показателями при инвестировании пенсионных накоплений в 
России свидетельствуют о возможности роста инвестиционной доходности. 
Значение возможного повышения доходности от инвестирования пенсионных накоплений 
переоценить сложно. Влияние инвестиционных рисков на пенсионные выплаты из накопительной 
части пенсионной системы мы представили в формуле (5.14). Для определения влияния 
Рис. 5.15. Структура смоделированного по теории Марковица портфеля 
индексов на основе данных по доходности индексов с учетом валютных 
и инф яционных рисков при риске (волати ьности) 3,8 % 
Структура портфеля на рис. 5.15 также незначительно отличается от 
портфеля с рис. 5.14. Обусловлено это, на наш взгляд, причиной, ко-
торая сказалась при анализе доходности индексов с учетом и без учета
рисков (см. табл. 5.4 и ее анализ): валютные и инфляционные риски в 
условиях девальвации рубля были полностью или частично взаимоком-
пенсированы. 
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В случае сохранения ограничения по инвестированию средств пен-
сионных накоплений внутри России формирования портфеля только из 
инструментов, доступных на российской фондовой бирже. Отметим, что 
индекс ММВБ рассчитывается в рублях. Составляя инвестиционный 
портфель из инструментов, входящих в расчет ММВБ, управляющие ком-
пании смогли бы получить инвестиционную доходность и риск портфеля, 
равные аналогичным показателям индекса ММВБ. Доходность составила 
бы 8,8 % (в рублях), уровень риска (среднеквадратическое отклонение) 
достиг бы 0,11 (см. табл. 5.4). С учетом инфляции реальная доходность 
была бы отрицательной и составила бы –1,8 % годовых в рублях. Если 
сопоставить доходность портфеля, сформированного из российских ин-
струментов при снятых ограничениях по инструментам инвестирования и 
портфеля, сформированного из иностранных инструментов, то сравнение 
получается не в пользу российских инструментов: более низкая доход-
ность при более высоких рисках.
Результаты, которые продемонстрировали портфели, представленные 
на рис. 5.14 и 5.15 при сравнении с достигнутыми показателями при инве-
стировании пенсионных накоплений в России свидетельствуют о возмож-
ности роста инвестиционной доходности.
Значение возможного повышения доходности от инвестирования пен-
сионных накоплений переоценить сложно. Влияние инвестиционных 
рисков на пенсионные выплаты из накопительной части пенсионной си-
стемы мы представили в формуле (5.14). Для определения влияния ин-
вестиционной доходности инвестиционную доходность 1α  и 2α  пооче-
редно подставим в формулу (5.28), а затем разделим друг на друга, то мы 
получим: 
44 
инвестиционной доходности инвестиционную доходность 1  и 2  поочередно подставим в 
формулу (5.28), а затем разделим друг на друга, то мы получим:  
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где 
W – возраст выхода на пенсию; 
T – средний возраст вступления в трудовую жизнь; 
2 – средняя инвестиционная доходность по смоделированному портфелю, равная 10,9 % в 
год; 
1 – средняя инвестиционная доходность фактическая по изученному периоду с 2004 по 
2013 г., равная –4,57 % в год.  
 
Применим формулу (5.52) для мужчины в возрасте 30 лет, имеющего при возрасте выхода 
на пенсию 60 лет [57] срок накопления равный 30 годам. Подставляя W – T = 30, а также 
инвестиционную доходность по смоделированному нами портфелю, представленному на рис. 5.15 
( 2 ) = 10,7 % и доходность от инвестирования пенсионных накоплений российскими 
управляющими компаниями ( 1 ) = –4,57 % [58] в формулу (5.52) получим: 
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Выполняя аналогичные преобразования с коэффициентом замещения (формула (5.52), мы 
получим, что соотношение коэффициентов замещения при инвестиционном доходе в 10,7 % и при 
инвестиционном доходе в –4,57 % составит те же 2,54. 
В том случае, если географические ограничения отменены не будут и инвестиционный 
портфель будет формироваться из российских инструментов при реальной доходности –1,8 % (см. 
выше), то при применении формулы (5.53) получим: 
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Как показывает (5.54), при отмене только инструментальных ограничений без ликвидации 
географических барьеров при инвестировании пенсионных накоплений рост пенсионных выплат 
и коэффициента замещения составят 1,34 раза. 
Из результатов расчетов (см. формулы (5.53) и (5.54)) видим, что ликвидация 
географических и инструментальных барьеров при инвестировании средств пенсионных 
накоплений за счет введения в инвестиционный портфель инструментов с ведущих фондовых 
бирж мира приведет к значительному росту основных показателей пенсионной системы, таких 
как пенсионные выплаты и коэффициент замещения. Это может стать инструментом решения 
проблем распределительных пенсионных систем, подверженных значительному воздействию со 
стороны демографических рисков [56]. 
 
                                . )
где W – возраст выхода на пенсию;
T – средний возраст вступления в трудовую жизнь;
2α  – средняя инвестиционная доходность по смоделированному порт-
фелю, равная 10,9 % в год;
1α  – средняя инвестиционная доходность фактическая по изученному 
периоду с 2004 по 2013 г., равная –4,57 % в год. 
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Применим формулу (5.52) для мужчины в возрасте 30 лет, имеюще-
го при возрасте выхода на пенсию 60 лет [57] срок накопления равный 
30 годам. Подставляя W – T = 30, а также инвестиционную доходность 
по смоделированному нами портфелю, представленному на рис. 5.15 
( 2α ) = 10,7 % и доходность от инвестирования пенсионных накоплений 
российскими управляющими компаниями ( 1α ) = –4,57 % [58] в формулу 
(5.52), получим:
44 
инвестиционной доходности инвестиционную доходность 1  и 2  поочередно подставим в 
формулу (5.28), а затем разделим друг на друга, то мы получим:  
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где 
W – возраст выхода на пенсию; 
T – средний возраст вступления в трудовую жизнь; 
2 – средняя инвестиционная доходность по смоделированному портфелю, равная 10,9 % в 
год; 
1 – средняя инвестиционная доходность фактическая по изученному периоду с 2004 по 
2013 г., равная –4,57 % в год.  
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Выполняя аналогичные преобразования с коэффициентом замещения (формула (5.52), мы 
получим, что соотношение коэффициентов замещения при инвестиционном доходе в 10,7 % и при 
инвестиционном доходе в –4,57 % составит те же 2,54. 
В том случае, если географические ограничения отменены не будут и инвестиционный 
портфель будет формироваться из российских инструментов при реальной доходности –1,8 % (см. 
выше), то при применении формулы (5.53) получим: 
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Как показывает (5.54), при отмене только инструментальных ограничений без ликвидации 
географических барьеров при инвестировании пенсионных накоплений рост пенсионных выплат 
и коэффициента замещения составят 1,34 раза. 
Из результатов расчетов (см. формулы (5.53) и (5.54)) видим, что ликвидация 
географических и инструментальных барьеров при инвестировании средств пенсионных 
накоплений за счет введения в инвестиционный портфель инструментов с ведущих фондовых 
бирж мира приведет к значительному росту основных показателей пенсионной системы, таких 
как пенсионные выплаты и коэффициент замещения. Это может стать инструментом решения 
проблем распределительных пенсионных систем, подверженных значительному воздействию со 
стороны демографических рисков [56]. 
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Как показывает (5.54), при отмене только инструментальных ограничений без ликвидации 
географических барьеров при инвестировании пенсионных накоплений рост пенсионных выплат 
и коэффициента замещения составят 1,34 раза. 
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как пенсионные выплаты и коэффициент замещения. Это может стать инструментом решения 
проблем распределительных пенсионных систем, подверженных значительному воздействию со 
стороны демографических рисков [56]. 
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струментом решения проблем распределительных пенсионных систем, 
подверженных значительному воздействию со стороны демографических 
рисков [56].
роль институциональных рисков для пенсионных систем
Выше мы рассматривали воздействие демографических и инвести-
ционных рисков. В ходе анализа, помимо перечисленных рисков, к ос-
новным мы также отнесли институциональные. Если обобщить различ-
ные подходы к пониманию институтов и институциональных рисков, то 
институты – это перечень (свод) правил, требований и обычаев. Таким 
образом пенсионные институты – это перечень правил, законов, требо-
ваний и обычаев как формальных, так и неформальных, в соответствии 
с которыми функционируют пенсионные системы. Соответственно, ин-
ституциональными рисками для пенсионных институтов являются риски, 
воздействующие на правила, законы и требования, по которым организу-
ются пенсионные системы. 
При анализе воздействия инвестиционных рисков на пенсионные си-
стемы мы уже доказали ранее, что вина в заниженной инвестиционной 
доходности лежит не только на пенсионных фондах и управляющих ком-
паниях, но и на регуляторе. Таким образом, здесь речь может идти о воз-
действии институциональных факторов, таких как качество управления 
и качество регулирования на инвестиционную доходность как факторе, 
воздействующем на основные показатели накопительных пенсионных си-
стем. Это справедливо не только для накопительной пенсионной системы. 
Введение государственной программы софинансирования пенсий [59] не 
побудило населения в массовом порядке накапливать средства. По дан-
ным Пенсионного фонда РФ, к 2013 г. – году окончания программы софи-
нансирования – воспользовались государственным софинансированием 
не более 15 % населения [41]. Таким образом, говорить о значительном 
увеличении основных показателей пенсионных систем на сегодняшний 
день не приходятся. Одной из причин является низкое доверие к пенсион-
ным институтам и влияние, таким образом, институциональных рисков. 
Нами предлагается модель по определению воздействия институцио- 
нальных рисков на пенсионные системы, при анализе которой выявля-
ется значение институциональных факторов для основных показателей 
и параметров пенсионных систем. Изменяя институциональные факторы 
Глава 5. Воздействие демографических рисков на финансовую устойчивость
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в составленных моделях, мы определяем силу воздействия институцио-
нальных рисков на пенсионные системы. Принципиальная схема воздей-
ствия институциональных рисков на пенсионные системы приведена на 
рис. 5.16 (математически мы собираемся доказать это ниже), в соответ-
ствии с которой мы и будем строить логику.
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Рис. 5.15 Механизм воздействия институциональных рисков на пенсионную систему 
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Рис. 5.16. Механизм воздействия институциональных рисков на 
пенсионную систему
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При рассмотрении институциональных рисков пенсионных систем не-
обходимо разграничить пенсионные системы на накопительные и распре-
делительные, что мы уже обсуждали выше. 
Воздействие институциональных рисков на пенсионную систему рас-
сматривается нами по трем направлениям:
– влияние институциональных рисков на участие населения в доброволь-
ных пенсионных программах через недоверие к пенсионным институтам;
– влияние институциональных рисков на снижение инвестиционной 
доходности накопительных пенсионных систем через неэффективное 
регулирование инвестиционной деятельности управляющих компаний и 
пенсионных фондов;
– влияние институциональных рисков на нецелевые расходы пенсион-
ных систем.
Важность институциональных рисков с точки зрения воздействия на 
участие населения в добровольных накопительных пенсионных програм-
мах была отмечена в аналитическом докладе Министерства труда и со-
циального развития [13], в котором в качестве недостатка накопительных 
пенсионных программ на примере стран (Чили, Мексика, Боливия, Сальва-
дор, Доминиканская Республика, Аргентина, Уругвай, Коста-Рика, Панама, 
Колумбия и Перу), полностью или частично переведших свои пенсионные 
программы на накопительные принципы, приводится незначительный 
охват ими населения и неспособность, таким образом, решить проблему 
снижения коэффициента замещения и пенсионных выплат. Кроме того, в 
докладе в качестве последствий институциональных рисков названы рост 
административных затрат на управление накопительными пенсионными 
системами и их высокая стоимость в процентах от ВВП [60].
Институциональные факторы, воздействующие на финансовые, в том 
числе пенсионные системы, рассматриваются широко в экономической 
научной литературе. Среди российских экономистов можно выделить в 
этой связи работы Гурвича, Гонтмахера, Воронина, Роика, Кузьминой и 
Ибрагимовой, среди иностранных – La Porta, Guiso, Gianetti. 
В работах La Porta и соавторов в качестве факторов, воздействую-
щих на индекс «Антидиректор» (в выборку предприятий включены в 
том числе финансовые и пенсионные), рассматривались требования к 
раскрытию информации, бремя доказывания, защита личных прав, до-
минирование прав руководителей (менеджмента), качество работы су-
дебной системы, уголовные санкции, работа общественных органов [60]. 
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В другой работе авторы анализировали воздействие качества системы су-
допроизводства, правовые нормы, коррупцию, риск экспроприации, риска 
отказа контракта, стандартов бухгалтерской отчетности [60]. С помощью 
корреляционно регрессионного анализа La Portta и соавторы пришли к 
выводу, что для индекса «Антидиректор» наиболее значимыми являются 
параметры, характеризующие защиту прав инвесторов.
Guisso и соавторы при изучении индекса доверия, а впоследствии вли-
яния его на участие населения на финансовых рынках, анализируют сре-
ди факторов влияния такие, как доверие, источник происхождения права, 
уровень дохода и образование [62]. В качестве институциональных фак-
торов здесь выступает источник происхождения права. 
При изучении индекса «Антидиректор» и воздействие его на активность 
инвесторов на финансовых рынках Giannetti рассматривались в качестве ин-
ституциональных факторов такие, как защита прав акционеров, происхожде-
ние права, общий правовой уровень, качество работы правоохранительных 
органов. Кроме того, анализировались также капитализация фондового рын-
ка, отношение капитализации к ВВП, ВВП на душу населения [63]. 
В исследовании Всемирного банка Doing Business рассматриваются 
такие институциональные факторов, воздействующие на финансовые, в 
том числе пенсионные системы, как регистрация и ликвидация предпри-
ятий, регистрация собственности, защита инвесторов, налогообложение. 
Помимо этого, изучаются обеспечение исполнения контрактов, кредито-
вание, получение разрешений на строительство, подключение к системе 
электроснабжения, международная торговля [11].
При определении индекса верховенства права (Rule of Law Index) 
Всемирная ассоциация юристов принимает во внимание такие факторы, 
влияющие в том числе на финансовые, и в частности пенсионные, ин-
ституты, как качество управления и регулирования, верховенство права, 
политическая стабильность, контроль коррупции. Кроме того, анализиру-
ется предоставление права голоса [64].
Для определения индекса защиты прав собственности (The International 
Property Right Index) анализирует правовую и политическую среду, пра-
ва на физическую собственность, права на интеллектуальную собствен-
ность [65].
Заметим, что все авторы рассмотренных исследований включали инсти-
туциональный факторы, в том числе факторы прямо или косвенно характе-
ризующие правовую систему. Обобщим рассмотренные исследования и вы-
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делим факторы влияния на финансовые, в частности пенсионные институты. 
К таким мы будем относить качество управления; качество регулирования; 
верховенство права; политическая стабильность; контроль коррупции.
В распределительных системах, в которых действуют принципы соли-
дарности, велико значение нецелевых расходов, которые мы также рас-
сматриваем в числе институциональных рисков, так как они появляются 
в силу регулирования со стороны государства. К нецелевым расходам мы 
относим не только управленческие расходы на поддержание пенсионных 
институтов (на которые воздействуют такие институциональные факторы, 
как качество регулирования и контроль коррупции), но и финансирование 
выплат пенсий льготным категориям граждан за счет общего бюджета (на 
которые влияют такие институциональные факторы, как качество регули-
рования и качество управления). Распределение суммы пенсионных взно-
сов на большее количество получателей на более длительный выплатной 
период, в свою очередь, ведет к снижению средних основных показателей 
пенсионной системы.
Влияние институциональных рисков на пенсионные системы будет за-
ключаться в воздействии на активность участия населения, на которое, в 
свою очередь, повлияет индекс доверия, и через величину инвестицион-
ного дохода. Таким образом институциональные риски в итоге будут воз-
действовать на основные показатели пенсионных систем – коэффициент 
замещения и пенсионные выплаты. В пенсионной системе, которая функ-
ционирует одновременно и по распределительным и по накопительным 
принципам (именно к таким относится российская пенсионная система) 
средний коэффициент замещения будет определятся как сумма коэффи-
циентов замещения по распределительной части и по накопительной ча-
сти в последней учитываются только участвующие):
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где PZ
ср
 – средний коэффициент замещения пенсии в целом по пенсион-
ной системе; 
PZ
рс ср
 – средний коэффициент замещения пенсии по распределитель-
ной пенсионной системе;
PZ
нс ср
 – средний коэффициент замещения пенсии по накопительной 
пенсионной системе;
N
нс
 – число участников накопительной пенсионной системы;
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n – число пенсионеров; 
d
нс
 – доля населения, участвующая в накопительной пенсионной си-
стеме.
Коэффициент замещения характеризует, какую часть утраченного за-
работка возмещает пенсия, и равен соотношению пенсионных выплат 
(пенсий) и заработной платы. Таким образом, уравнение (5.55) принимает 
вид:
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где PV
рс ср
 – средние пенсионные выплаты (пенсии) в распределительной 
пенсионной системе;
PV
нс ср
 – средние пенсионные выплаты (пенсии) в накопительной пен-
сионной системе.
Подставляя (5.3) и (5.55) в (5.4) (учтем также, что период индексации 
заработной платы i равен периоду трудовой жизни, то есть w–v), получаем 
выражение для среднего коэффициента замещения в пенсионной системе 
в целом с учетом доли участия населения в накопительной системе:
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Значение институциональных рисков для основного показателя пен-
сионной системы коэффициента замещения пенсии (5.57) заключается в 
воздействии на:
1) количество (долю) населения d
ср
, участвующего в накопительной 
пенсион ой системе через изкое доверие население к пенсионной систе-
ме, что проявляется в низком индексе доверия;
2) инвестиционную доходность через неэффективное и/или чрезмер-
ное регулирование инвестиционной деятельности управляющих компа-
ний и пенсионных фондов;
3) величину (долю) нецелевых расходов распределительной пенсион-
ной системы, направляемых на финансирование управленческих затрат 
(duz) и выплаты пенсий льготным категориям граждан (dpl).
Если вопрос измерения институциональных рисков достаточно широ-
ко и глубоко изучен прежде всего зарубежными экономистами, как мы 
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показали уже в предыдущем разделе, то воздействие институциональных 
рисков на пенсионные институты рассмотрено недостаточно. Нам пред-
ставляется, что влияние институциональных рисков на финансовые, и в 
частности пенсионные, институты должно проходить по двум направле-
ниям. Среди них выделим воздействием институциональных рисков на 
результаты инвестиционной деятельности пенсионных институтов, обу-
словленных ее «зарегулированностью», и влияние институциональных 
рисков на участие застрахованных в накопительных пенсионных про-
граммах. Математически мы показали это воздействие в формуле (5.52).
Для анализа институциональных рисков нами применен корреляци-
онно-регрессионный анализ участия населения в добровольных накопи-
тельных пенсионных программах и влияния на него параметров. Анализ 
проводился на основе данных по группе 23 стран, в которую вошли Ав-
стралия, Австрия, Канада, Чехия, Дания, Финляндия, Франция, Германия, 
Венгрия, Исландия, Ирландия, Италия, Корея, Нидерланды, Новая Зелан-
дия, Норвегия, Португалия, Испания, Швеция, Турция, Великобритания, 
США, Россия.
В качестве характеризующей активность населения на пенсионном 
рынке целевой функции исследовались три показателя: 
1) доля населения (в процентах от работоспособного), участвующего в 
дополнительном пенсионном обеспечении;
2) объем средств дополнительного обеспечения (в процентах от ВВП);
3) коэффициент замещения по дополнительному пенсионному обеспе-
чению (в процентах средней заработной платы по стране)
В качестве параметров влияния нами анализировались следующие 
группы критериев: 
1. Факторы, характеризующие уровень жизни. 
2. Факторы, характеризующие демографическую ситуацию. 
3. Факторы развития системы обязательного пенсионного страхования. 
4. Факторы, характеризующие уверенность населения в будущем.
5. Факторы удовлетворенности финансами семьи. 
6. Факторы уверенности и доверия правительству. 
7. Отметим, что параметрами, характеризующими институциональ-
ные риски, являются факторы 6-й группы. 
При определении влияния факторов, характеризующих уровень жиз-
ни, нами анализировались средние доходы населения, долларов США в 
год. Источником по всем странам выступала база OECD Stat [18]. 
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В качестве факторов, характеризующих демографическую ситуацию, 
нами исследованы два критерия – продолжительность пенсионных выплат 
(средняя между мужчинами и женщинами) и продолжительность жизни. 
Источником данных выступала база OECD Stat [31], для России – Госком-
стат РФ [12].
Факторы развития системы обязательного и пенсионного страхования 
рассматривались по таким параметрам, как сумма средств по обязатель-
ному пенсионному страхованию (в процентах от ВВП), коэффициент за-
мещения по обязательному пенсионному страхованию (для гражданина 
со средним уровнем заработка) (процент от средней заработной платы) и 
средняя пенсия по обязательному пенсионному страхованию (долларов 
США в год). Источником данных выступала база OECD Stat [18, 31].
Для анализа групп факторов 4 и 6 нами выделены из критериев WVS 
критерии, влияющих напрямую или косвенно на доверие населения к го-
сударственным и/или финансовым институтам, которые разбили на груп-
пы. К таким параметрам мы отнесли:
1. Факторы, характеризующие уверенность населения в будущем.
1.1. Уверенность в будущем (Future changes: Greater respect for authority) 
(номер критерия в исследовании WVS-V78 (пятая волна)/E018 (четвертая 
волна). 
1.2. Уверенность в накоплении будущего богатства (Wealth 
accumulation) (номер критерия в исследовании WVS – V121 (пятая вол-
на)/E041 (четвертая волна). 
1.3. Уверенность в основных компаниях (Confidence: Major Companies) 
(номер критерия в исследовании WVS – V142 (пятая волна)/E081 (четвер-
тая волна). 
2. Факторы удовлетворенности финансами семьи. 
2.1. Удовлетворенность финансовым положением семьи (Satisfaction with 
financial situation of household) (номер критерия в исследовании WVS – V68 
(пятая волна)/C006 (четвертая волна). 
3. Факторы уверенности и доверия правительству. 
3.1. Ответственность правительства (Government responsibility) (номер 
критерия в исследовании WVS – V118 (пятая волна)/Е037 (четвертая волна). 
3.2. Уверенность в правительстве (Confidence: The Government ) (но-
мер критерия в исследовании WVS – V138 (пятая волна).
Исходные данные для корреляционно-регрессионного анализа воздей-
ствия факторов влияния на участие населения в дополнительном пенси-
онном обеспечении представлены в табл. 5.5. 
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Гипотезы о значимости факторов (столбцы 5–16 табл. 5.5) для изуча-
емых функций (столбцы 2–4 табл. 5.5), характеризующих уровень разви-
тия добровольного пенсионного обеспечения проверялись нами с помо-
щью коэффициентов линейной корреляции и p-значений (P-value) с при-
менением программы Stat Graph. Для проверки значимости фактора при 
изменении рассматриваемой функции нами рассчитывалось p-значение, 
характеризующую вероятность ошибки при отклонении нулевой гипоте-
зы, которое равно вероятности того, что случайная величина с данным 
распределением (распределением тестовой статистики при нулевой гипо-
тезе) примет значение, не меньшее, чем фактическое значение тестовой 
статистики. При анализе справедливости нашей гипотезы о значимости 
факторов для исследуемых функций они отвечают статистическому рас-
пределению. В соответствии с теорией статистики [66], если p(t) мень-
ше заданного уровня значимости, то гипотеза отвергается. В противном 
случае она не отвергается. В качестве уровня значимости нами принята 
величина p-значения на уровне 5 %.
Для анализа значимости парметров при влиянии на функцию «участие 
в ДПО, в процентах от населения в возрасте 16–60» мы применяем мето-
дики корреляционно-регрессионного анализа с расчетом коэффициентов 
корреляции и p-значений посредством специализированной статистиче-
ской программы Stat Graph 2011.
Применяя программу Stat Graph 2011 для определения линейных ко-
эффициентов корреляции p-значений для значений таблицы при изучении 
функции «участие в ДПО, в процентах от населения в возрасте 16–60», 
нами получена значимость для факторов «уверенность в накоплении бу-
дущего богатства» (столбец 12 табл. 5.5) (коэффициент корреляции 0,905) 
и обязательное пенсионное страхование (Public pension spending) в про-
центах от ВВП (там же столбец 8) (коэффициент корреляции 0,667).
Исходя из установленного лимита значимости фактора на основе 
p-значения, значимое влияние для функции участие в ДПО населения, в 
процентах от населения в возрасте 16–60, имели следующие факторы:
– продолжительность пенсионных выплат – показатель из группы де-
мографических факторов, характеризующий демографическую ситуацию 
в стране;
– объем общественных (обязательных) пенсионных планов, в процен-
тах от ВВП – фактор развития обязательного пенсионного страхования – 
показатель из группы развития системы обязательного пенсионного стра-
хования; 
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– уверенность в накоплении будущего богатства – факторы уверенно-
сти в будущем – показатель из группы институциональные факторы.
Остальные факторы, такие как средние доходы, продолжительность 
жизни, коэффициент замещения по обязательному пенсионному стра-
хованию, средняя пенсия по обязательному пенсионному страхованию, 
уверенность в будущем, уверенность в основных компаниях, удовлет-
воренность финансовым положением семьи, оказались в соответствии с 
корреляционно-регрессионным анализом незначимыми.
Корреляционно-регрессионный анализ этих факторов влияния, прове-
денный с помощью программы Stat Graph 2011 на основе данных таблицы 
«Параметры влияния для участия населения в дополнительном пенсион-
ном обеспечении», позволил нам определить коэффициенты корреляции, 
коэффициенты корреляции, «очищенные» от выбросов, не укладывающи-
еся в выборку и корреляционно-регрессионные уравнения. 
При анализе влияния фактора продолжительности пенсионных выплат 
(столбец 6 табл. 5.5) на функцию доля участия населения в дополнительном 
пенсионном обеспечении (ДПО) (столбец 2 той же таблицы) коэффициент 
корреляции (по всей изучаемой выборке) составил –0,437. Коэффициент 
корреляции, очищенный от статистических выбросов, составил –0,923. 
Корреляционное уравнение между рассматриваемыми функциями – доля 
населении в возрасте 16–64, участвующая в ДПО населения (col_2), и фак-
тором продолжительность пенсионных выплат (col_6) имеет вид: 
Col_2 = 18,5441 - 0,737009*Col_6.                          (5.58)
Как видим на рисунке и в выражении (5.58), зависимость отрица-
тельная. Это говорит о том, что доля населения, участвующего в ДПО, 
снижается при увеличении продолжительности выплат по обязательно-
му страхованию. Это может быть объяснено несколькими причинами: 
1) увеличение продолжительности пенсионных выплат может быть вы-
звано снижением пенсионного возраста, что демотивирует население са-
мостоятельно накапливать на пенсию; 2) рост продолжительности пенси-
онных выплат может быть связан с повышением возраста жизни, что уве-
личивает у населения патерналистские чувства, что также отрицательно 
сказывается на участии в ДПО.
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Отрицательный характер имеет также корреляционно-регрессионная 
зависимость между участвующим ДПО населением (col_2) и развитием 
обязательной пенсионной системы, которое мы измеряли как объем ре-
зервов в процентах от ВВП (col_8). Корреляционно-регрессионное урав-
нение имеет вид:
Col_2 = 29,5917 - 1,62735*Col_8.                          (5.59) 
Коэффициент корреляции по всей выборе при анализе воздействия 
уверенности в накоплении будущего богатства (col_12) на долю уча-
стия населения в ДПО (col_2) составил 0,344. Коэффициент корреляции, 
очищенный от статистических выбросов, составил 0,905. Корреляцион-
ное уравнение влияния уверенности в накоплении будущего богатства 
(col_12) на долю участия населения в ДПО (col_2) имеет вид:
Col_2 = -25,288 + 7,61911*Col_12.                           (5.60)
Положительный характер зависимости говорит о позитивном воз-
действии институционального фактора, которым является коэффициент 
уверенности в накоплении будущего богатства, на развитие накопитель-
ных пенисонных систем, которыми являются системы дополнительного 
пенисонного обеспечения. Наш вывод подтверждает выводы L. Guiso и 
M. Sapienza о позитивном влиянии индекса доверия на активность насе-
ления на финансовых рынках. Одновременно наш вывод дает косвенное 
подтверждение выводам M. Giannetti, Y. Koskinen, которые в своем иссле-
довании пришли к выводу о позитивном влиянии на финансовые рынки 
индекса «Антидиректор».
Сводные результаты воздействия значимых факторов влияния для 
функции участия населения в ДПО представлены в табл. 5.6
Как демонстрируют наши расчеты коэффициентов корреляции, све-
денные в табл. 5.6 факторы по уровню значимости распределились следу-
ющим образом (в порядке убывания значения коэффициента корреляции): 
1. Уверенность в накоплении будущего богатства.
2. Продолжительность пенсионных выплат.
3. Объем общественных (обязательных) пенсионных планов.
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Таблица 5.6
результаты корреляционного-регрессионного анализа 
воздействия значимых факторов влияния  
на функцию участие населения в ДПо (col_2) 
Параметр
Факторы влияния для функции участие в ДПО насе-
ления, в процентах от населения (col_2)
Продолжитель-
ность пенси-
онных выплат 
(col_6)
Объем обще-
ственных (обя-
зательных) пен-
сионных планов 
(col_8)
Уверенность в 
накоплении бу-
дущего богатства 
(col_12)
Коэффициент 
корреляции
Correlation 
Coefficient = 
= 0,764057
Correlation 
Coefficient = 
= 0,368735
Correlation 
Coefficient = 
= 0,344439
Коэффициент корре-
ляции, очищенный 
от статистических 
выбросов
Correlation 
Coefficient = 
= 0,764057
Correlation 
Coefficient = 
= 0,667097
Correlation 
Coefficient = 
= 0,905485
Корреляционно-ре-
грессионное уравнение
Col_2 = 84,4223 -
- 3,0981*Col_6
Col_2 = 29,5917- 
- 1,62735*Col_8
Col_2 = -25,288 + 
+ 7,61911*Col_12
Ранг фактора вли-
яния (по коэффи-
циенту корреляции 
выборки, очищенной 
от статистических 
выбросов)
ii iii i
Примечательно, что первым по значимости для участия населения в 
ДПО стала уверенность в накоплении будущего богатства, косвенно ха-
рактеризующий институциональный риски. Однако, отметим, что факто-
ры, которые мы отнесли к группе институциональных факторов – ответ-
ственность правительства и уверенность в правительстве, характеризую-
щих уверенность и доверие населения и являющихся таким образом ха-
рактеристикой инстициональных рисков, оказались не значимыми. Также 
не значимыми проявили себя такие факторы, как уверенность в будущем 
и уверенность в основных компаниях, которые могут также выступать 
косвенной характеристикой институциональных рисков. Среди косвен-
ных институциональных факторов значимым является только фактор уве-
ренности в накоплении будущего богатства. 
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Для проверки наших выводов о влиянии и невлиянии институциональ-
ных факторов на развитие дополнительного обеспечения мы провели кор-
рреляционный регрессионный анализ по воздействию факторов влияния 
на объем средств ДПО в процентах от ВВП как функции. Показателем 
значимости фактора для рассматриваемой функции выступило p-значе-
ние, лимит которого принят на уровне в 5 %. В качестве факторов влияния 
рассматривались следующие факторы:
– продолжительность пенсионных выплат;
– объем средств обязательных пенсионных планов;
– коэффициент замещения по обязательному пенсионному; 
– средняя пенсия по обязательному пенсионному страхованию; 
– индекс уверенности в будущем.
Корреляционно-регрессионный анализ влияния фактора «Продолжи-
тельность пенсионных выплат № (сol_6)» на объем дополнительного пен-
сионного обеспечения в процентах от ВВП (col_3) показал коэффициент 
корреляции по всей выборке на уровне –0,437, коэффициент корреляции, 
очищенный от статистических выбросов, составил 0,923. Корреляци-
онно-регрессионное уравнение для рассматриваемых фактора (col_6) и 
функции (col_3) имеет вид:
Col_3 = 18,5441 – 0,737009*Col_6.                            (5.61)
Как видим из выражения (5.61), зависимость имеет отрицательный 
характер, что косвенно подтверждает выводы, сделанные нами ранее о 
отрицательном воздействии продолжительности пенсионных выплат в 
рамках обязательных пенсионных систем на участие населения в добро-
вольных накопительных системах.
Отрицательный характер зависимости мы наблюдаем также при ана-
лизе корреляционно-регрессионной зависимости объема средств по ДПО 
(col_3) от объема общественных (обязательных) пенсионных планов, 
в процентах от ВВП (col_8). Коэффициент корреляции составил 0,764. 
Все анализируемые значения попали в доверительный интервал, и таким 
образом коэффициент корреляции, очищенный от статистических выбро-
сов, составил также 0,764, Корреляционно-регрессионное уравнение для 
рассматриваемых фактора и функции имеет вид: 
Col_3 = 84,4223 – 3,0981*Col_8.                             (5.62)
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Отрицательное влияние обязательных пенсионных систем на развитие до-
бровольных подтверждает наши предположения о патернализме как причине 
отрицательного влияния обязательных пенсионных систем на добровольные. 
Подтверждение об отрицательном влиянии на систему добровольного 
пенсионного обеспечения со стороны обязательных систем мы находим 
при корреляционно-регрессионный анализе влияния коэффициента заме-
щения (обязательных) пенсионных планов (col_9) на объем средств по 
ДПО в процентах от ВВП (сol_3). Коэффициент корреляции составил по 
всей выборке –0,039, а очищенный от статистических выбросов: –0,883. 
Корреляционно-регрессионное уравнение имеет вид 
Col_3 = 11,1008 – 0,164069*Col_9.                           (5.63)
Анализ зависимости объема средств по дополнительному пенсионно-
му обеспечению (col_3) от средней пенсии по общественному (обязатель-
ному) пенсионному страхованию (col_10) подтвердил наши выводы об 
обратной взаимозависимости обязательных и добровольных пенсионных 
систем: коэффициент корреляции для всей выборки значений составил 
–0,0886, очищенный от статистических выбросов: –0,999 Отметим прак-
тически стопроцентную обратную зависимость развития дополнительно-
го пенсионного обеспечения от средней пенсии по обязательному пен-
сионному страхованию. Корреляционно-регрессионное уравнение для 
рассматриваемой зависимости имеет вид: 
Col_3 = 8,85214 – 0,000236184*Col_10.                        (5.64)
Последним значимым фактором по влиянию на объем средств допол-
нительного пенсионного обеспечения (col_3) является институциональ-
ный фактор «Уверенность в будущем» (col_11). Отметим, что при ис-
следовании в качестве функции объема средств по ДПО в процентах от 
ВВП этот фактор стал единственным, не относящимся к группе развития 
обязательного пенсионного страхования. Коэффициент корреляции для 
полной выборки этой зависимости составил 0,4, для выборки, очищенной 
от статистических выбросов, –0,795. Уравнение зависимости имеет вид:
Col_3 = –12,4904 + 1,83747*Col_11.                              (5.65)
Как видим в выражении (5.65), зависимость имеет положительный 
характер, что также выделяет этот фактор влияния на фоне других зна-
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чимых факторов, которые имели отрицательное влияние. Наш вывод о 
положительном влиянии институционального фактора уверенности в 
будущем также подтверждает выводы L. Guiso и M. Sapienza о позитив-
ном влиянии индекса доверия на активность населения на финансовых 
рынках и косвенно доказывает выводы M. Giannetti, Y. Koskinen о воздей-
ствии индекса «Антидиректор» на активность населения на финансовом 
рынке. Сводные результаты воздействия значимых факторов влияния для 
функции объема средств по ДПО представлены в табл. 5.7
Таблица 5.7
результаты корреляционного-регрессионного анализа воздействия 
значимых факторов влияния на функцию объем средств по ДПо (col_3) 
Параметр Факторы влияния для функции «Величина средств дополни-
тельного пенсионного обеспечения» (col_3)
Продолжи-
тельность 
пенси-
онных 
выплат 
(col_6)
Объем об-
щественных 
(обязатель-
ных) пенси-
онных пла-
нов (col_8)
Коэф-
фициент 
замещения 
(col_9)
Средняя пен-
сии по ОПС 
(col_10)
Индекс 
уверен-
ности в 
будущем 
(col_11)
Коэффициент 
корреляции
0,437 0,764 0,039 0,0886 0,4
Коэффициент 
корреляции, 
очищенный 
от статистиче-
ских выбросов
0,923 0,764 0,883 0,999 0,795
К о р р е л я -
ц и о н н о - р е -
грессионное 
уравнение
Col_3 = 
= 18,5441 - 
-0,737009*
Col_6
Col_3 = 
=84,4223 - 
-3,0981*
Col_8
Col_3 = 
=11,1008 - 
-0,164069*
Col_9
Col_3 = 
=8,85214 - 
-0,000236184*
Col_10
Col_3 = 
-12,4904 + 
+1,83747*
Col_11
Ранг фактора 
влияния (по 
коэффициен-
ту корреля-
ции выбор-
ки, очищен-
ной от ста-
тистических 
выбросов)
ii V iii i IV
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Как демонстрирует табл. 5.7, факторы влияния имеют разную степень 
значимости при воздействии на объем средств ДПО. По степени влияния 
факторы располагаются (в порядке убывания коэффициента корреляции): 
1. Средняя пенсии по ОПС. 
2. Продолжительность пенсионных выплат. 
3. Коэффициент замещения.
4. Индекс уверенности в будущем.
5. Объем общественных (обязательных) пенсионных планов. 
Как видим, наиболее значимыми факторами являются параметры 
демографии и развития обязательного пенсионного страхования. Фак-
торы, характеризующих институциональные риски, по влиянию на объ-
ем средств ДПО являются не значимыми. Лишь один фактор – индекс 
уверенности в будущем, отражающий уверенность населения и косвенно 
характеризующий институциональные риски, – стал значимым по воздей-
ствию на объем средств ДПО.
Если анализировать воздействие факторов влияния на развитие ДПО 
через функции объем средств ДПО и доли населения, участвующего в 
ДПО, по совокупности, то увидим, что лишь два фактора оказывают вли-
яние одновременно на обе рассматриваемые функции – продолжитель-
ность пенсионных выплат и объем средств по общественному (обязатель-
ному) пенсионному страхованию. Эти факторы относятся к параметрам 
демографии и развития обязательных пенсионных институтов. Факторов, 
характеризующих прямо или косвенно институциональные риски, среди 
значимых одновременно для объема средств по ДПО и доли участия на-
селения в ДПО нет. 
Таким образом, говорить о институциональных факторов как о перво-
степенных для развития дополнительного пенсионного обеспечения (как 
это мы делаем в отношении демографических параметров) мы не можем. 
Однако институциональные риски оказывают воздействие на развитие от-
дельных элементов дополнительного пенсионного обеспечения.
Институциональные риски, выражающиеся в снижении доли участия 
населения, актуальны прежде всего для добровольных пенсионных си-
стем, функционирующих по накопительному принципу. В России инсти-
туциональные риски оказывают влияние на программы дополнительного 
пенсионного обеспечения и программу софинансирования пенсии.
Программа софинансирования пенсий формируется на добровольных 
началах по накопительному принципу из средств физических лиц с софи-
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насированием со стороны государства. Предусматривается также возмож-
ность софинансирования со стороны работодателей. Программа предус-
матривает государственное участие на протяжении 10 лет и регламенти-
рована Федеральным законом «О дополнительных страховых взносах 
на накопительную часть трудовой пенсии и государственной поддержке 
формирования пенсионных накоплений» [67]. В программе участвуют 
15,8 млн граждан [68], что составляет от 75,5 млн человек [69] экономиче-
ски активного населения страны 20,9 %. Таким образом, чуть менее 80 % 
экономически активного населения в программе не участвует, что связано 
в том числе с институциональными рисками. Воздействие «неучастия» на 
основной показатель пенсионной системы значительное. 
Расчеты влияния программы софинасирования на коэффициент заме-
щения мы провели для застрахованных лиц с периодом накопления 10 лет и 
30 лет. При этом уровень инвестиционной доходности нами принят на уров-
не 5,14 % – определенной выше доходности портфеля, сформированного 
из 14 ведущих мировых индексов. Уровень страховых взносов приняты в 
размере 12 тыс. руб. от физических лиц и 12 тыс. руб. – софинансирования 
со стороны государства. Коэффициент замещения мы оценивали исходя из 
прогноза заработной платы в 40 тыс. руб. для 2020 г. и средней пенсии в 
16 тыс. руб. [70] в соответствии со стратегией-2020. Сумма пенсионных 
накоплений определяется нами по формуле
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демографических параметров) мы не можем. Однако институциональные риски оказывают 
воздействие на развитие отдельных элементов дополнительного пенсионного обеспечения. 
Институциональные риски, выражающиеся в снижении доли участия населения, 
актуальны прежде всего для добровольных пенсионных систем, функционирующих по 
накопительному принципу. В России институциональные риски оказывают влияние на 
программ  дополнительного пенсионного обеспечения и программу софинансирования 
пенсии. 
Программа софинансирования пенсий формируется на добровольных началах по 
накопительному принципу из средств физических лиц с софинасированием со стороны 
государства. Предусматривается также возможность софинансирования со стороны 
работодателей. Программа предусматривает государственное участие на протяжении 10 лет и 
регламентирована Федеральным законом «О дополнительных страховых взносах на 
накопительную часть трудовой пенсии и государственной поддержке формирования 
пенсионных накоплений» [67]. В программе участвуют 15,8 млн граждан [68], что составляет 
от 75,5 млн человек [69] экономически активного населения страны 20,9 %. Таким образом, 
чуть менее 80 % экономически активного населения в программе не участвует, что связано в 
том числе с институциональными рисками. Воздействие «неучастия» на основной показатель 
пенсионной системы значительное.  
Расчеты влияния программы софинасирования на коэффициент замещения мы провели 
для застрахованных лиц с периодом накопления 10 лет и 30 лет. При этом уровень 
инвестиционной доходности нами принят на уровне 5,14 % – определенной выше доходности 
портфеля, сформированного из 14 ведущих мировых индексов. Уровень страховых взносов 
приняты в размере 12 тыс. руб. от физических лиц и 12 тыс. руб. – софинансирования со 
стороны государства. Коэффициент замещения мы оценивали, исходя из прогноза заработной 
платы в 40 тыс. руб. для 2020 г. и средней пенсии в 16 тыс. руб. [70] в соответствии со 
стратегией -2020. Сумма пенсионных накоплений определяется нами по формуле 
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PV – пенсионные выплаты по программе софинансирования пенсий; 
dv – период пенсионных выплат (принят равным 19 лет исходя из норм Федерального закона «Об 
обязательном пенсионном страховании в Российской федерации» [67]. 
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где 
Zpl – средняя заработная плата. 
  
Результаты расчетов по формулам (5.64) – (5.66), а также влияние программы на 
средний коэффициент замещения с учетом доли населения, участвующего в программе 
софинансирования, представлено на рис. 5.17. 
Как можно увидеть на рис. 5.16, ощутимый вклад программа софинансирования сможет 
принести при 30 накопительном периоде: коэффициент замещения для участника программы 
увеличится за счет участия в ней на 9,55 %. Однако с учетом доли участия населения в 
программе на уровне 20,9 %, средний коэффициент замещения снижается при 30-летнем 
накопительном периоде до 2 %. При 10-летнем накопительном периоде вклад программы 
софинансирования в коэффициент замещения уменьшиться с незначительных 3,5 % для ее 
участника до незначимых 0,74 % в среднем для всего населения. Столь значительное снижение 
обусловлено массовым неучастием в программе, что связано в том числе с 
институциональными рисками.  
 
Рис. 5.17. Влияние программы софинансирования на коэффициент замещения и пенсионные 
выплаты: серый цвет столбчатой диаграммы – пенсионные выплаты по обязательному 
пенсионному страхованию [70]; светлосерый цвет столбцовой диаграммы – выплаты по 
программе софинансирования (расчеты авторов); черный график – размер коэффициента 
замещения по обязательному пенсионному страхованию [70]; верхняя линия – размер 
коэффициента замещения по обязательному пенсионному страхованию и по программе 
софинансирования (расчеты авторов) 
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пенсионных программах мы определим, сопоставив активность населения на рынке банковских 
депозитах и рынке пенсионных программ. Отметим, что в обоих случаях речь будет идти об 
«одинаковом» населении, то есть обладающем одинаковым уровнем образования, имеющем один 
уровень дохода, количество детей, состав семьи, – параметры являющиеся значимыми при 
определении индекса доверия по методике Gianetti при изучении влияния на активность 
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 Р зультаты расчетов по формулам (5.64) – (5.66), а также влияние про-
граммы на средний коэффициент замещения с учетом доли населения, 
частвующего в программе софинансирования, представлено на рис. 5.17.
Как можно увидеть на рис. 5.16, ощут мый вклад программа софи-
нансирования сможет принести при 30 накопительном периоде: коэффи-
циент замещения для участника программы увеличится за счет участия в 
ней на 9,55 %. Однако с учет м доли участ я насел ния в программе а 
уровне 20,9 % средний коэффициент замещения снижа ся при 30-летнем 
накопительном периоде до 2 %. При 10-лет ем накопительном периоде 
вклад рограммы софинансирования в коэффиц ент замещения умень-
шиться с незначительных 3,5 % для ее участника до незначимых 0,74 % в
среднем для всего населения. Столь значительно  снижение обусловлено 
массовым неучасти м в программе, что связано в том числе с и ституци-
альными рисками. 
Роль именно институциональных рисков в неучастии населения в 
накопительных пенсионных программах мы определим, сопоставив ак-
тивность населения на рынке банковских депозитах и рынке пенсионных 
программ. Отметим, что в обоих случаях речь будет идти об «одинаковом» 
населении, то есть обладающем одинаковым уровнем образования, име-
ющем один уровень дохода, количество детей, состав семьи, – параметры 
являющиеся значимыми при определении индекса доверия по методике 
Gianetti при изучении влияния на активность населения на финансовых 
рынках. Таким образом, разница в активности населения на банковском и 
§1. Анализ параметров социально-экономической пенсионной системы
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пенсионном рынке будет как раз обусловлена институциональными рисками. 
По оценкам Агентства по страхованию вкладов, доля населения, имеющая, 
или имевшая банковские вклады, составляет 60 % [71]. При таком уровне 
участия коэффициент замещения при 10-летнем накопительного периода со-
ставит 2,1 %, при 30-летнем – 5,73 % от средней заработной платы. Таким об-
разом, воздействие программы софинансирования на коэффициент замеще-
ния при 10-летнем накопительном периоде составляет 1,4 %, при 30-летнем – 
3,82 %. Возможность увеличения вклада программы софниаснирования свя-
зана в том числе с развитием пенсионным институтов, повышения индекса 
доверия к ним, что приведет к увеличению доли граждан участвующих в до-
бровольных накопительных пенсионных систем однако, как мы уже выясни-
ли в ходе анализа работ Gianneti, Koskinnen, Guiso и La Porta, увеличение до 
30 % – это максимально возможный уровень участия населения в доброволь-
ных финансовых, в том числе пенсионных программах. 
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Как мы уже отмечали ранее, одним из направлений воздействия инсти-
туциональных рисков являются результаты инвестирования в результате 
воздействия таких факторов, как качество регулирования и качество управ-
ления инвестиционной деятельности пенсионных фондов и управляющих 
компаний. Воздействие факторов заключается в ограничении перечня ин-
вестиционных инструментов приводит к снижению инвестиционной до-
ходности и мониторинге выполнения установленных требований. 
Воздействие институциональных рисков проанализируем через сопо-
ставление фактических результатов инвестирования пенсионных инсти-
тутов, находящихся под воздействием законодательного регулирования, с 
результатами инвестирования смоделированного портфеля при аналогич-
ном уровне риска.
 Величина реальной (за минусом инфляции) инвестиционной доход-
ности от управления накопительной частью пенсии в России за период с 
2004 до 2011 г. составила 0,03 % (см. рис. 5.12). Отметим, что это мини-
мальный показатель из рассмотренных 14 стран. Страны OECD в среднем 
за этот период показали результаты в 5,31 %. Отрицательная инвестици-
онная доходность при управлении накопительной частью пенсии означа-
ет снижение реальной покупательной способности и рыночной стоимо-
сти произведенных взносов. Причинами этого являются:
– инвестиционные риски, обусловленные колебаниями цен инстру-
ментов, из которых составлены инвестиционных портфель;
– институциональные риски, связанные с регулированием инвестици-
онной деятельности пенсионных институтов.
Остановимся на воздействии институциональных рисков на инве-
стирование пенсионных накоплений. Как можно увидеть на рис. 5.12, 
для России характерны самые низкие из рассмотренных риски инве-
стиционного портфеля при самой низкой инвестиционной доходности, 
вызвавшей снижение реальной рыночной стоимости накоплений. При 
этом для российского фондового рынка (см. табл. 5.4) характерны об-
ратные тенденции: российские рынки ММВБ и РТС в период с 2004 
по 2012 г. характеризовались максимальными рисками при одном из 
самых высоких уровней инвестиционной доходности. Таким образом, 
при управлении пенсионной системой РФ речь идет о «перерегули-
ровании» со стороны государства, вызвавшем минимизацию рисков в 
ущерб инвестиционной доходности, то есть о негативном влиянии ин-
ституциональных рисков. 
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Величину воздействия институциональных рисков на результаты ин-
вестирования средств пенсионных накоплений оценим через величину 
инвестиционной доходности при одинаковом уровне риска. 
Выше мы рассмотрели влияние снятия географические и инструмен-
тальных ограничений, то есть по сути снижении институциональных 
рисков, на доходность инвестирования пенсионных накоплений. При 
этом мы исходили из ограничения риска на уровне среднего по странам 
OECD доказали возможность увеличения инвестиционной доходности. 
Мы доказали, что при формировании инвестиционных портфелей толь-
ко при отмене инструментальных ограничений и лимитировании рисков 
на уровне средних по OECD инвестиционная доходность увеличится до 
1,8 %, что приведет к увеличению основных показателей накопительной 
пенсионной системы пенсионных выплат и коэффициента замещения в 
1,3 раза (при сроке накопления 30 лет). При отмене ограничений и ин-
струментального, и географического инвестиционная доходность соста-
вит уже 10,7 %, а рост пенсионных выплат и коэффициента замещения 
при 30-летнем периоде накопления в накопительной пенсионной системе 
составит 3,54 раза. Воздействие институциональных рисков, связанных с 
установлением ограничительных правил регулятором, на основные пока-
затели пенсионной системы существенны.
Мы пришли к выводу, что регулятор в своем стремлении снизить ри-
ски «перерегулировать» пенсионный рынок, добившись значительного 
снижения инвестиционных рисков по сравнению со средним по OECD. 
В рамках данной главы мы для дополнительной проверки отрицательного 
влияния институциональных рисков на результаты регулирования выдви-
нули гипотезу о возможности увеличения инвестиционной доходности 
при замене инструментальных и географических ограничений на регу-
лирование уровня рисков. При этом в качестве максимально допустимого 
уровня риска мы задали достигнутый на сегодняшний день 0,0018. Мо-
делирование проводилось с использованием надстройки к Excel «Solver» 
(«Поиск решений») по данным с 2007 по 2014 г. по теории Марковица 
(см. формулу (5.47)) по двум вариантам: 
– мировых индексов DJIA (США), S&P 500 (США), NASDAQ Composite 
(США), FTSE 100 (Великобритания), DAX (Германия), CAC 40 (Франция), 
Nikkei 225 (Япония), SSE Composite – (Китай), Ibovespa – (Бразилия), BSE 
Sensex (Индия), KOSPI (Korea Composite Stock Price Index) – (Южная Корея), 
Hang Seng (Китай), Индекс РТС (Россия), Индекс ММВБ (Россия) [44];
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– из субиндексов облигаций и акций Индекса пенсионных накоплений 
ММВБ и средней депозитной ставки [43].
Характеристики смоделированных портфелей приведены в табл. 5.8
Таблица 5.8
альтернативные инвестиционные портфели для управления 
накопительной частью пенсии с уровнем риска, не превышающем 
фактически достигнутого в россии (0,018)
Показатель Средний инвести-
ционный портфель 
российских част-
ных управляющих 
компаний в период 
с 25.12.2007 по 
1.01.2013 
Инвестиционный портфель, смодели-
рованного по теории Марковица
Мировых 
индексов
из субиндексов облигаций 
и акций Индекса пенсион-
ных накоплений ММВБ 
и средней депозитной 
ставки
Реальная 
доходность 
портфеля 
(за минусом 
инфляции), 
доли
-0,048 0,00019 0,0016388023
Риск портфе-
ля, доли
0,0018 0,0176 0,003180297
Как показано в таблице, при равных и даже меньших рисках смоде-
лированные портфели демонстрируют реальную инвестиционную доход-
ность, превышающую российскую. Доходность портфеля из субиндексов 
облигаций и акций ММВБ, индекса пенсионных накоплений ММВБ и 
депозитов составила 0,16 %. Доходность портфеля из мировых индексов 
составила 0,019 %. Смоделированные портфели показали положитель-
ную реальную инвестиционную доходность. Отметим, что рост инвести-
ционной доходности был получен за счет изменение регулятивных огра-
ничений инструментальных и географических, то есть за счет снижения 
институциональных рисков. Влияние институциональных рисков на ин-
вестиционную доходность и основные показатели накопительной пенси-
онной системы с учетом разных периодов накоплений для гражданина со 
средним уровнем дохода представлено в табл. 5.9.
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Как показано в таблице, основные показатели пенсионной системы, 
сформированные за счет инвестиционных портфелей российских ком-
паний, находящихся под действующим регулятивным влиянием, то есть 
российских институциональных рисков, стали наихудшими из рассмо-
тренных. Российские компании, находясь под действующим регулятор-
ным воздействием, смогут обеспечить уровень выплат из накопительной 
пенсионной системе при 30-летнем периоде накоплений в 2,6 тыс. руб. и 
коэффициенте замещения в 5,08 %. Портфель, составленный из мировых 
индексов, продемонстрирует при выплатах 2,82 тыс. руб. коэффициент 
замещения 9,5 %, из российских инструментов при выплатах 3,12 тыс. 
руб. коэффициент замещения 9,7 %
Отметим, что при моделировании портфелей максимальный уро-
вень рисков закладывался на уровне достигнутого в российской пен-
сионной системе 0,0018, определенного нами выше. На наш взгляд, 
такой уровень риска является чрезмерно низким, негативно влияющем 
на уровень инвестиционной доходности. Повышение допустимого 
уровня рисков до величины средней по OECD приведет к росту ин-
вестиционной доходности до 1,8 %, что вызовет увеличение пенсион-
ных выплат и коэффициента замещения в 2,54 раза соответственно до 
6,7 тыс. руб. и 12,4 %. (см. (5.53)). Графически влияние институцио-
нальных рисков на инвестиционную доходность и, соответственно, на 
основные показатели накопительной пенсионной системы представ-
лены на рис. 5.18. Разница в основных показателях обусловлена, на 
наш взгляд, неэффективным регулированием пенсионного рынка, то 
есть институциональными рисками. Воздействие институциональных 
рисков, если инвестирование проводить при условии неповышения 
рисков относительно достигнутых в России, на пенсионные выпла-
ты будет изменяться от 186 руб. при периоде накопления 10 лет до 
1,4 тыс. руб. при периоде накопления 30 лет, влияние на коэффициент 
замещения при этом измениться 0,6 до 4,6 % соответственно. Воздей-
ствие институциональных рисков на пенсионные выплаты при форми-
ровании инвестиционных портфелей с риском на уровне среднего по 
OECD составит 370 руб. при периоде накопления 10 лет и 4,6 тыс. руб. 
при периоде накопления 30 лет. Значение институциональных рисков 
для коэффициента замещения изменяется от 1,3 % при периоде нако-
пления в 10 лет до 7,3 % при периоде накопления в 30 лет.
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Как видим, воздействие институциональных рисков на основные по-
казатели накопительных пенсионных систем через регуляторное влияние 
на инвестиционную доходность весьма существенно. Однако воздействие 
институциональных рисков не ограничивается только влиянием на доход-
ность инвестирования пенсионных накоплений. 
Институциональные риски воздействуют также на распределитель-
ную пенсионную систему через нецелевые затраты, связанные с финан-
сированием управленческих затрат и выплат досрочных пенсий и пенсий 
отдельным категориям граждан, финансируемых из страховых взносов, 
направляемых в ПФР, но не соответствующих страховым принципам.
Под нецелевыми затратами мы при этом понимаем расходы пенсион-
ных фондов – администраторов средств по обязательному пнеисонному 
страхованию не относящихся к выполнению прямых функцй по финанси-
рованию пенсионных выплат. К таким мы, в частности, относим расходы, 
связанные с обегосударственными вопросами; расходы на образование, 
расходы на руководство и управление в сфере установленных функций; 
непрограмные иневестиции в основные фонды; расходы на прикладные 
научные исследования. Доля нецелевых затрат в общих расходах (акти-
вах) пенсионных фондах сравнивалась с аналогичными показателями 
стран OECD. 
Оранизация работы Пенсионного фонда России является самой доро-
гой среди рассмотренных стран OECD. Нецелвые расходы ПФ РФ в раз-
мере 2,08 % от суммарных расходов (по состоянию на 2009 г.) превышает 
в 13,5 раз аналогичнывй показатель для стран OECD в среднем. «Бли-
жайшим соседом» по показателю нецелевых расходов среди рассмотрен-
ных стран явялется Новая Зеландия (0,57 % от общих расходов (активов) 
фонда по состоянию на 2009 г.), которой удалось снизить этот показатель 
с 2007 по 2009 г. в 1,83 раза. Минимальная доля нецелевых расходов в 
2009 г. была у Бельгии – 0,0015 %. За рассмотренный период страны 
OECD в среднем снизили долю нецелевых расходов на 17 %, Россия – на 
18,5 %. Однако с такой динамикой показателя российский Пенсионный 
фонд приблизится к странам OECD очень нескоро. Столь высокая доля 
нецелевых расходов характеризует ПФ РФ на фоне аналогичных структур 
стран OECD как громоздкую неэффективную организацию с высокими 
институциональными рисками.
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Рис. 5.18. Влияние институциональных рисков через инвестиционную 
доходность на пенсионные выплаты и коэффициент замещения накопитель-
ной пенсионной системы: серый столбцовый график – пенсионные выплаты, 
сформированные за счет среднего инвестиционного портфеля российских 
управляющих компаний; светлосерый – пенсионные выплаты, сформиро-
ванный за счет портфеля из субиндексов облигаций и акций, индекса пен-
сионных накоплений ММВБ и средней депозитной ставки; темный – пенси-
онные выплаты, сформированный из мировых индексов при уровне риска 
равного среднему по OECD 
Доведение доли нецелевых затрат ПФ РФ до уровня среднего по стра-
нам OECD позволит высвободить 1,93 % расходов (2,08 % в ПФ РФ – 
0,15 % для стран OECD в среднем = 1,93 %), что позволит увеличить пен-
сионные выплаты и коэффициент замещения. Возможности увеличения 
пенсионных выплат можно рассчитать:
63 
Оранизация работы Пенсионного фонда России является самой дорогой среди 
рассмотренных стран OECD. Нецелвые расходы ПФ РФ в размере 2,08 % от суммарных расходов 
(по состоянию на 2009 г.) превышает в 13,5 раз аналогичнывй показатель для стран OECD в 
среднем. «Ближайшим соседом» по показателю нецелевых расходов среди рассмотренных стран 
явялется Новая Зеландия (0,57 % от общих расходов (активов) фонда по состоянию на 2009 год), 
которой удалось снизить этот показатель с 2007 по 2009 г. в 1,83 раза. Минимальная доля 
нецелевых расходов в 2009 г. была у Бельгии – 0,0015 %. За рассмотренный период страны OECD 
в среднем снизили долю нецелевых расходов на 17 %, Россия – на 18,5 %. Однако с такой 
динамикой показателя российский Пенсионный фонд приблизиться к странам OECD очень 
нескоро. Столь высокая доля нецелевых расходов характеризует ПФ РФ на фоне аналогичных 
структур стран OECD как громоздкую неэффективную организацию с высокими 
институциональными рисками. 
 
 
Рис. 5.18. Влияние институциональных рисков через инвестиционную доходность на пенсионные 
выплаты н коэффициент замещения накопительной пенсионной системы: серый столбцовый 
график – пенсионные выплаты, сформированные за счет среднего инвестиционного портфеля 
российских управляющих компаний; светлосерый – пенсионные выплаты, сформированный за 
счет портфеля из субиндексов облигаций и акций, индекса пенсионных накоплений ММВБ и 
средней депозитной ставки; темный – пенсионные выплаты, сформированный из мировых 
индексов при уровне риска равного среднему по OECD  
 
Доведение доли нецелевых затрат ПФ РФ до уровня среднего по странам OECD позволит 
высвободить 1,93 % расходов (2,08 % в ПФ РФ – 0,15 % для стран OECD в среднем = 1,93 %), что 
позволит увеличить пенсионные выплаты и коэффициент замещения. Возможности увеличения 
пенсионных выплат можно рассчитать: 
N
SрnPV *)1(  , (5.69) 
 
где 
n – доля нецелевых затрат; 
Sр – сумма расходов администраторов по обязательному пенсионному страхованию; 
N – количество пенсионеров, получателей выплат по обязательному пенсионному страхованию 
 
                                   (5.69)
где n – доля нецелевых затрат;
Sр – сумма расходов администраторов по обязательному пенсионному 
страхованию;
N – количество пенсионеров, получателей выплат по обязательному 
пенсионному страхованию.
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С учетом формулы (5.69) и доли нецелевых затрат в РФ и OECD, при-
веденной в табл. 5.9 получаем величину пенсионных выплат при уровне 
нецелевых расходов для РФ в 2,08 % (по состоянию на 2009 г.) и при уров-
не нецелевых расходов для OECD в 0,015 % (по состоянию на 2009 г.)
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где 
PVРФ – величина пенсионных выплат при уровне нецелевых расходов для РФ в 2,08 % (по 
состоянию на 2009 г.).  
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где 
PVoecd – величина пенсионных выплат при уровне нецелевых расходов для OECD в 0,015 
% (по состоянию на 2009 г.).  
 
 
Таблица 5.9 
 
Нецелевые затраты пенсчионных фондов – администраторов средств по обязательному 
пнеисонному страхованию 
Страна Общие расходы на адиминстрирование пенсионных фондов  
(в процентах от общих расходов (активов под управлением) 
2007 г. 2008 г. 2009 г. 
Австралия* 0,03 0,07 0,18 
Бельгия* 0,0015 0,0015 0,0015 
Канада* 
0,13 0,17 0,19 
Франция* 
0,1704 0,1887 0,1564 
Мексика* 
0,0391297 0,0320698 0,032327 
Новая 
Зеландия* 1,0385904 0,644759 0,5659461 
Норвегия* 
0,047 0,086 0,087 
Польша* 
0,04 0,01 0,02 
Португалия* 0,057 0,059 0,062 
США* 
0,2457002 0,2356638 0,2440657 
OECD в 
среднем* 0,179932 0,1497693 0,1539239 
Россия** 
2,4680754 0,1888821 2,0817989 
Примечание:  
* Источник данных – OECD (2011), «Public pension reserve funds' assets», OECD Pensions Statistics 
(database). DOI: 10.1787/data-00519-en (дата обращения: 03 March 2014). 
** Источник данных по России Федеральный закон от 19.12.2006 № 236-ФЗ (ред. от 23.11.2007) 
«О бюджете Пенсионного фонда Российской Федерации на 2007 год»; Федеральный закон от 
21.07.2007 № 182-ФЗ (ред. от 22.07.2008) «О бюджете Пенсионного фонда Российской Федерации 
                                    (5.70)
где PV
РФ
 – величина пенсионных выплат при уровне нецелевых расходов 
для РФ в 2,08 % (по состоянию на 2009 г.). 
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С учетом формулы (5.69) и доли нецелевых затрат в РФ и OECD, приведенной в табл. 5.9 
получаем величину пенсионных выплат при уровне нецелевых расходов для РФ в 2,08 % (по 
состоянию на 2009 г.) и при уро не нецелевых расходов для OECD в 0,015 % (по состоянию на 
2009 г.) 
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где 
PVРФ – величина пенсионных выплат при уровне нецелевых расходов для РФ в 2,08 % (по 
состоянию на 2009 г.).  
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где 
PVoecd – величина пенсионных выплат при уровне нецелевых расходов для OECD в 0,015 
% (по состоянию на 2009 г.).  
 
 
Таблица 5.9 
 
Нецелевые затраты пенсчионных фондов – администраторов средств по обязательному 
пнеисонному страхованию 
Страна Общие расходы на адиминстрирование пенсионных фондов  
(в процентах от общих расходов (активов под управлением) 
2007 г. 2008 г. 2009 г. 
Австралия* 0,03 0,07 0,18 
Бельгия* 0, 15 0, 15 0, 015 
Канада  
0,13 0,17 0,19 
Франция* 
0,1704 0,1887 0,1564 
Мексика* 
0,0391297 0,0320698 0,032327 
Новая 
Зеландия* 1,0385904 0,644759 0,5659461 
Норвегия* 
0,047 0,086 0,087 
Польша* 
0,04 0,01 0,02 
Португалия* , 57 , 59 , 62 
США* 
0,2457002 0,2356638 0,2440657 
OECD в 
среднем* 0,179932 0,1497693 0,1539239 
Россия** 
2,4680754 0,1888821 2,0817989 
Примечание:  
* Источ к данных – OECD (2011), «Public pension reserve funds' assets», OECD Pensions Statistics 
(database). DOI: 10.1787/data-0 5 9-en (дата обращения: 03 March 2014). 
** Источник данных по России Федеральный закон от 19.12.2006 № 236-ФЗ (ред. от 23.11.2007) 
«О бюджете Пе сионног  фонда Российской Федерации на 2007 год»; Федеральный закон от 
21.07.2007 № 182-ФЗ (ред. от 22.07.2008) «О бюдж те Пенсионного фонда Российской Федерации 
                                  (5.71)
где PVoecd – величина пенсионных выплат при уровне нецелевых расхо-
дов для OECD в 0,015 % (по состоянию на 2009 г.). 
Таблица 5.9
нецелевые затраты пенсионных фондов – администраторов средств 
по обязательному пнеисонному страхованию
С рана
общие расходы на админстрирование пенсионных 
фондов (в процентах от общих расходов (активов 
под управлением)
2007 г. 2008 г. 2009 г.
Австралия* 0,03 0,07 0,18
Бельгия* 0,0015 0,0015 0,0015
Канада* 0,13 0,17 0,19
Франция* 0,1704 0,1887 0,1564
Мексика 0,0391297 0,0320698 0,032327
Новая Зеландия* 1,0385904 0,644759 0,5659461
Норвегия* 0,047 0,086 0,087
Польша* 0,04 ,01 0,02
Португалия* 0,057 0,059 0,062
США* 0,2457002 0,2356638 0,2440657
OECD в среднем* 0,179932 0,1497693 0,1539239
Россия** 2,4680754 0,1888821 2,0817989
Примечание: 
* Источник данных – OECD (2011), «Public pension reserve funds’ assets», OECD 
Pensions Statistics (database). 
§1. Анализ параметров социально-экономической пенсионной системы
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** Источник данных по России Федеральный закон от 19.12.2006 № 236-ФЗ (ред. от 
23.11.2007) «О бюджете Пенсионного фонда Российской Федерации на 2007 год»; Фе-
деральный закон от 21.07.2007 № 182-ФЗ (ред. от 22.07.2008) «О бюджете Пенсионного 
фонда Российской Федерации на 2008 год и на плановый период 2009 и 2010 годов»; Фе-
деральный закон от 25.11.2008 № 214-ФЗ (ред. от 25.11.2009) «О бюджете Пенсионного 
фонда Российской Федерации на 2009 год и на плановый период 2010 и 2011 годов».
Возможность увеличения пенсионнх выплат в РФ за счет снижения 
доли нецелевых затрат в РФ до уровня среднего по странам OECD, исходя 
из определения пенсионных выплат по формулам (5.68) и (5.69), можно 
расчитать следующим образом: 
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на 2008 год и на плановый период 2009 и 2010 годов»; Федеральный закон от 25.11.2008 № 214-
ФЗ (ред. от 25.11.2009) «О бюджете Пенсионного фонда Российской Федерации на 2009 год и на 
плановый период 2010 и 2011 годов» 
 
Возможность увеличения пенсионнх выплат в РФ за счет снижения доли нецелевых затрат 
в РФ до уровня среднего по странам OECD, исходя из определения пенсионных выплат по 
формулам (5.68) и (5.69) , можно расчитать следующим образом:  
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Изменение коэффициента замещения, характеризующего соотношение пенсионных выплат 
и средней заработиой платы, за счет снижения доли нецелевых затрат в РФ до уровня среднего по 
странам OECD  
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где  
PZ – коэффициент замещения пенсий для РФ; 
Zpl – средняя заработная плата для РФ. 
 
Как показывает формулы (5.70) и (5.71) пенсионные выплаты и коэффициент замещения за 
счет снижения нецелевых расходов Пенсионного фонда РФ до уровня среднего по странам OECD 
могут быть увеличены на 1,97 %.  
Другим причиной «нецелевых» для Пенсионного фонда РФ являются так называемые 
«досрочные» пенсии – пенсии, назначаемые за работу в тяжелых и особых условиях труда лицам, 
работавших по специальностям, перечисленных в списке 1 и 2, «полярные» и «северные» пенсии. 
Влияние «нецелевых» расходов для Пенсионного фонда РФ на финансирование 
«досрочных» пенсий можно проследить через воздействие их на коэффициент замещения и 
пенсионные выплаты в рамках распределительной системы, которые были раскрыты нами в 
формулах (5.3): При анализе показателей пенсионной системы в настоящее время темпы будущей 
индексации заработной платы r равны 0. Кроме того, представим общее число получателей 
пенсий n как сумму получателей «досрочных» пенсий n2 и получателей пенсий по общим 
основаниям n1. Таким образом, пенсионные выплаты в соотвествии с (5.3) может быть 
представлены в виде: 
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**
21 nn
ksZplPV
i

 , (5.74) 
где 
n2 – количество получателей «досрочных» пенсий; 
n1 – количество получателей пенсий по общим основаниям 
 
Коэффициент замещения, характеризующий соотношение пенсионных выплат и 
заработной платы, с учетом (5.72) будет равен: 
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*
21 nn
ksPZ

 . (5.73) 
Для определения влияния досрочных пенсий определим коэффициент замещения с 
учетом досрочных пенсий (PZобщ) и без них (PZбездоср): 
.   (5.72)
Изменение коэффициента замещения, характеризующего соотноше-
ние пенсионных выплат и средней заработиой платы, за счет снижения 
доли нецелевых затрат в РФ до уровня среднего по странам OECD 
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на 2008 год и на пла овый период 20 9 и 20 0 годов»; Федеральный закон от 25.11.2008 № 214-
ФЗ (ред. от 25.11.2009) «О бюджете Пенсионного фонд  Российск й Федерации на 2009 год и на 
плановый период 2010 и 2011 годов» 
 
Возможность увеличения пенсионнх выплат в РФ за счет снижения доли нецелевых затрат 
в РФ до уровня среднего по странам OECD, исходя из определения пенсионных выплат по 
формулам (5.68) и (5.69) , можно расчитать следующим образом:  
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Изменение коэффиц ента замещения, характеризующего соотношение пенсионных выплат 
и средней заработи й платы, за счет снижения доли нецелевых затрат в РФ до уровня среднего по 
странам OECD  
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где  
PZ – коэффициент замещения пенсий для РФ; 
Zpl – средняя заработная плата для РФ. 
 
Как показывает формулы (5.70) и (5.71) пенсионные выплаты и коэффициент замещения за 
счет снижения нецелевых расходов Пенсионного фонда РФ до уровня среднего по странам OECD 
могут быть увеличены на 1,97 %.  
Другим причиной «нецелевых» для Пенсионного фонда РФ являются так называемые 
«досрочные» пенсии – пенсии, назначаемые за работу в тяжелых и особых условиях труда лицам, 
работавших по специальностям, перечисленных в списке 1 и 2, «полярные» и «северные» пенсии. 
Влияние «нецелевых» расходов для Пенсионного фонда РФ на финансирование 
«досрочных» пенсий можно проследить через воздействие их на коэффициент замещения и 
пенсионные выплаты в рамках распределительной системы, которые были раскрыты нами в 
формулах (5.3): При анализе показателей пенсионной системы в настоящее время темпы будущей 
индексации заработной платы r равны 0. Кроме того, представим общее число получателей 
пенсий n как сумму получателей «досрочных» пенсий n2 и получателей пенсий по общим 
основаниям n1. Таким образом, пенсионные выплаты в соотвествии с (5.3) может быть 
представлены в виде: 
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где 
n2 – количество получателей «досрочных» пенсий; 
n1 – количество получателей пенсий по общим основаниям 
 
К эффициент замещения, характеризующий соотношение пенсионных выплат и 
заработной платы, с учетом (5.72) будет равен: 
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Для определения влияния досрочных пенсий определим коэффициент замещения с 
учетом досрочных пенсий (PZобщ) и без них (PZбездоср): 
, (5.73)
где PZ – коэффициент замещения пенсий для РФ;
Zpl – средняя заработная плата для РФ.
Как показывает формулы (5.70) и (5.71), пенсионные выплаты и коэф-
фициент замещения за счет снижения нецелевых расходов Пенсионного 
фонда РФ до уровня среднего по странам OECD могут быть увеличены 
на 1,97 %. 
Другим причиной «нецелевых» для Пенсионного фонда РФ являют-
ся так называемые «досрочные» пенсии – пенсии, назначаемые за работ  
в тяже ых и особых условиях труда лицам, работавшим по специально-
стям, перечисленным в списке 1 и 2, «п лярные» и «северные» пенсии.
Влияние «нецелевых» расходов для Пенсионного фонда РФ на финан-
сирование «досрочных» пенсий можно проследить через воздействие их 
на коэффициент замещения и пенсионные выплаты в рамках распреде-
лительной системы, которые были раскрыты нами в формулах (5.3): При 
анализе показателей пенсионной системы в настоящее время темпы бу-
дущей индексации заработной платы r равны 0. Кроме того, представим 
общее число получателей пенсий n как сумму получателей «досрочных» 
Глава 5. Воздействие демографических рисков на финансовую устойчивость
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пенсий n2 и получателей пенсий по общим основаниям n1. Таким образом, 
пенсионные выплаты в соотвествии с (5.3) может быть представлены в 
виде:
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на 2008 год и на плановый период 2009 и 2010 годов»; Федеральный закон от 25.11.2008 № 214-
ФЗ (ред. от 25.11.2009) «О бюджете Пенсионного фонда Российской Федерации на 2009 год и на 
плановый период 2010 и 2011 годов» 
 
Возможность увеличения пенсионнх выплат в РФ за счет снижения доли нецелевых затрат 
в РФ до уровня среднего по странам OECD, исходя из определения пенсионных выплат по 
формулам (5.68) и (5.69) , можно расчитать следующим образом:  
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Изменение коэффициента замещения, характеризующего соотношение пенсионных выплат 
и средней заработиой платы, за счет снижения доли нецелевых затрат в РФ до уровня среднего по 
странам OECD  
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где  
PZ – коэффициент замещения пенсий для РФ; 
Zpl – средняя заработная плата для РФ. 
 
Как показывает формулы (5.70) и (5.71) пенсионные выплаты и коэффициент замещения за 
счет снижения нецелевых расходов Пенсионного фонда РФ до уровня среднего по странам OECD 
могут быть увеличены на 1,97 %.  
Другим причиной «нецелевых» для Пенсионного фонда РФ являются так называемые 
«досрочные» пенсии – пенсии, назначаемые за работу в тяжелых и особых условиях труда лицам, 
работавших по специальностям, перечисленных в списке 1 и 2, «полярные» и «северные» пенсии. 
Влияние «нецелевых» расходов для Пенсионного фонда РФ на финансирование 
«досрочных» пенсий можно проследить через воздействие их на коэффициент замещения и 
пенсионные выплаты в рамках распределительной системы, которые были раскрыты нами в 
формулах (5.3): При анализе показателей пенсионной системы в настоящее время темпы будущей 
индексации заработной платы r равны 0. Кроме того, представим общее число получателей 
пенсий n как сумму получателей «досрочных» пенсий n2  получателей пенсий по общим 
основаниям n1. Таким образом, пенсионные выплаты в соотвествии с (5.3) может быть 
представлены в виде: 
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где 
n2 – количество получателей «досрочных» пенсий; 
n1 – количество получателей пенсий по общим основаниям 
 
Коэффициент замещения, характеризующий соотношение пенсионных выплат и 
заработной платы, с учетом (5.72) будет равен: 
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Для определения влияния досрочных пенсий определим коэффициент замещения с 
учетом досрочных пенсий (PZобщ) и без них (PZбездоср): 
                                     (5.74)
где n2 – количество получателей «досрочных» пенсий;
n
1
 – количество получателей пенсий по общим основаниям.
Коэффициент замещения характеризует соотношение пенсионных 
выплат и заработной платы для определения влияния досрочных пенсий 
определим коэффициент замещения с учетом досрочных пенсий (PZ
общ
) и 
без них (PZ
бездоср
).
Для определения воздействия досрочных пенсий найдем соотношение 
коэффициентов замещения с учетом досрочных пенсий и без них:
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где 
PZобщ – коэффициент замещения с учетом досрочных пенсий; 
PZбездоср – коэффициент замещения без учета досрочных пенсий. 
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пенсий в 1,515 раза, или на 51,5 %. Однако практически достижение этого 
невозможно в связи с риском социального взрыва. Однако в перспективе, по-
степенный переход на финансирование досрочных пенсий из альтернативно-
го источника, не нагружающего бюджет ПФ РФ, вполне целесообразен.
Рост пенсионных выплат из распределительной пенсионной системы 
и коэффициента замещения на 51,5 % связан, как мы выяснили, с отменой 
пенсий нестрахового характера, или с изменениями регулирования пенси-
онной системы. Таким образом, речь идет о сокращении институциональ-
ных рисков пенсионной системы и значительных резервов повышения 
основных показателей за счет этого.
§2. моделирование оптимальной социально-экономической 
пенсионной системы в условиях турбулентности  
внешней и внутренней среды
В предыдущем параграфе мы рассматривали воздействие демографи-
ческих, инвестиционных и институциональных рисков на основные пока-
затели пенсионных систем. Нами были предложены модели определения 
воздействия этих рисков на распределительные и накопительные пенси-
онные системы, доказана значительная роль этих рисков для устойчиво-
сти систем. В тоже время созданные нами модели позволяли исследовать 
воздействие каждого из этих рисков по отдельности. Вместе с тем мы 
отмечали, что пенсионные системы находятся под воздействием этих ри-
сков одновременно, и, кроме того, это воздействие изменяющееся. Таким 
образом, пенсионные системы существуют в изменяющейся динамиче-
ской среде под воздействием одновременно всех рассмотренных рисков. 
В этом параграфе исследуется одновременное динамическое воздей-
ствие всех основных рисков, среди которых демографические, инве-
стиционные и институциональные риски на пенсионные системы. Для 
определения влияния всех рисков мы разработали комплексную модель, 
учитывающую при определении основных целевых показателей, таких 
как пенсионные выплаты и коэффициент замещения воздействие демо-
графических, инвестиционных и институциональных рисков. Для учета 
динамического воздействия рассматриваемых факторов мы закладываем 
в модель факторы, которые могут принимать значение в определенных 
диапазонах, отвечающие закону Гауссовского распределения. Таким об-
Глава 5. Воздействие демографических рисков на финансовую устойчивость
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разом мы при моделировании пенсионной системы принимаем не стаци-
онарные факторы, а динамические, с учетом вероятности принятия опре-
деленных значений в заданных диапазонах. 
При создания комплексной модели мы опираемся на модели, разрабо-
танные и представленные в параграфе 1. Объединим модели, отражающие 
воздействие демографических, инвестиционных и институциональных ри-
сков на накопительную и распределительную пенсионную системы. Как 
мы уже определили в предыдущих главах, на пенсионные выплаты и коэф-
фициент замещения пенсионных систем воздействуют следующие риски:
– демографические риски через tv-период пенсионных выплат, равный 
разнице продолжительности жизни (z) и возрасту выхода на пенсию (w), 
период накопления пенсионных накоплений, количество работоспособ-
ного населения и пенсионеров;
– инвестиционные риски через ставку инвестиционного дохода (в до-
лях), получаемого от инвестирования пенсионных накоплений; 
– институциональные риски через долю участвующего в доброволь-
ных накопительных программах населения и долю затрат на финансиро-
вание льготных пенсий в общем объеме расходов государственного пен-
сионного фонда.
Основной целью определения совокупного воздействия всех пере-
численных факторов является последующее моделирование пенсионной 
системы с определением таких оптимальных значений влияющих пара-
метров, чтобы иметь возможность достижения максимально возможных 
значений целевых функций пенсионных систем – пенсионных выплат и 
коэффициента замещения. 
Сложность в определении параметров пенсионной системы заключа-
ется в необходимости совокупного воздействия всех основных рисков, 
влияющих на систему. Выше мы рассматривали воздействие этих рисков 
по отдельности. Мы обсуждали воздействие рисков на пенсионную си-
стему, рассматривая ее как систему, которая характеризуется стабильной 
структурой рисков, их хорошей прогнозируемостью и отсутствием и/или 
малой величиной политических рисков. По мнению Лившица, такие си-
стемы можно отнести к стационарным [72]. В тоже время мы выявили, 
что для пенсионной системы институциональные риски являются су-
щественным фактором, влияющим на основные показатели пенсионной 
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системы. Институциональные факторы, как мы также выявили, являют-
ся часть политических рисков, и, таким образом, пенсионная система 
подвержена постоянному влиянию меняющихся политических рисков. 
Кроме того, характеристики демографических и инвестиционных рисков 
(их воздействие мы раскрывали в предыдущих главах) изменяются во 
времени. У инвестиционных рисков это связано еще с рисками фондовых 
рынков, что влечет за собой плохую прогнозируемость. По мнению Саму-
элсона, системы, характеристики которых непостоянны, являются неста-
ционарными [73]. Подобную трактовку дает Лившиц [72]. Заде и Дезоер, 
представители технических наук, придерживаются этой же точки зрения: 
«если характеристики системы изменяются во времени она нестационар-
на» [74].
Таким образом, при определении параметров пенсионной системы и 
учете совокупного воздействия основных рисков мы будем рассматривать 
пенсионную систему как нестационарную, находящуюся под воздействи-
ем динамических рисков, таких как демографические, инвестиционные и 
институциональные. 
Под основными показателями пенсионной системы мы понимаем 
пенсионные выплаты и коэффициент замещения. В качестве параметров 
пенсионной системы мы рассматриваем влияющие параметры, измене-
ние которых позволит максимизировать функцию – основные показатели 
пенсионной системы. Влияющие параметры имеют динамический ха-
рактер, по причине которого пенсионная система приобретает свойство 
нестационарной. Под влияющими параметрами мы понимали факторы, 
воздействие которых мы уже доказали выше, среди которых демографи-
ческие, инвестиционные и институциональные факторы. 
При анализе воздействия рисков мы разделяем пенсионные выплаты 
на выплаты из накопительных (PV
нчп
) и распределительных (PV
рчп
) систем:
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Отсюда получаем выражение для будущих пенсионных выплат: 
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где 
PVнчп и PVраспр – пенсионные выплаты из накопительной и распределительной (соответственно) 
пенсионных систем; 
tn – период накопления пенсионных накоплений; 
α – ставка инвестиционного дохода (в долях), получаемого от инвестирования пенсионных 
накоплений;  
tv – период пенсионных выплат, равный разнице продолжительности жизни (z) и возрасту выхода 
на пенсию (w); 
dср – средняя доля участвующего в добровольных накопительных программах населения; 
duz – доля управленческих затрат в общем объеме расходов государственного пенсионного фонда; 
dlp – доля затрат на финансирование льготных пенсий в общем объеме расходов государственного 
пенсионного фонда; 
Ki, Kj – количество работоспособного населения в году i и j соответственно; 
ni, nj – количество пенсионеров в году i и j соответственно. 
.                                        (5.78)
Для определения воздействия демографических, инвестиционных и 
институциональных рисков на пенсионные выплаты используем форму-
лу (5.3), демонтирующую воздействие демографических рисков на пен-
сионные выплаты из распредел тельных систем, (5.28), отражающую 
воздействие инвестиционных рисков на выплаты из накопительной пен-
Глава 5. Воздействие демографических рисков на финансовую устойчивость
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сионной системы, и (5.56), определяющую влияние институциональных 
рисков на пенсионные выплаты из накопительной и распределительной 
частей пенсии. Подставляя формулы (5.3), (5.28) и (5.56) в формулу 
(5.78), получаем:
68 
придерживаются этой же точки зрения: «если характеристики системы изменяются во времени 
она нестационарна» [74]. 
Таким образом, при определении параметров пенсионной системы и учете совокупного 
воздействия основных рисков мы будем рассматривать пенсионную систему как нестационарную, 
находящуюся под воздействием динамических рисков, таких как демографические, 
инвестиционные и институциональные.  
Под основными показателями пенсионной системы мы понимаем пенсионные выплаты и 
коэффициент замещения. В качестве параметров пенсионной системы мы рассматриваем 
влияющие параметры, изменение которых позволит максимизировать функцию – основные 
показатели пенсионной системы. Влияющие параметры имеют динамический характер, по 
причине которого пенсионная система приобретает свойство нестационарной. Под влияющими 
параметрами мы понимали факторы, воздействие которых мы уже доказали выше, среди которых 
демографические, инвестиционные и институциональные факторы.  
При анализе воздействия рисков мы разделяем пенсионные выплаты на выплаты из 
накопительных (PVнчп) и распределительных (PVрчп) систем: 
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где PV
нчп
 и PV
распр
 – пенсион ые выплаты из накопит льной и распредели-
тельной (соответственно) пенсионных систем;
tn – период накопле ия е сионных накоплений;
α – ставка инвестиционного дохода (в долях), получаемого от ин ести-
рования пенсионных накоплений; 
tv – период пенсионных выплат, равный разнице продолжительности 
жизни (z) и возрасту выхода на пенсию (w);
d
ср
 – средняя доля участвующ го в добровольных ак пительных про-
граммах населения;
duz – доля управленческих затрат в общем объеме расходов государ-
ственного пенсионного фонда;
d
lp
 – д ля затрат а фи нсирование льготных пенсий  общем объеме 
расходов государственного пенсионного фо да;
Ki, Kj – количество работоспособного населения в году i и j соответ-
ственно;
ni, nj – количество пенсионеров в году i и j соответственно.
Выразим пенсионные выплаты из накопительной и распределитель-
ной пенсионной системы через общие пенсионные выплаты с учетом 
§2. Моделирование оптимальной пенсионной системы
375
веса накопительной и распределительной части пенсии, которую они 
занимают в пенсионных взносах, соответственно  PV
нпч
 = PV * Вес
нпч
 и 
PV
рпч
 = PV * Вес
РПЧ
 = (1 – Вес
НПЧ
)*PV. Тогда получаем: 
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Из формулы (5.81) получаем выражения для прогнозирования пенсионных выплат в будущем 
году j (PVj) на основании имеющихся пенсионных выплат в настоящем (PVi) и воздействия 
демографических, инвестиционных и институциональных рисков: 
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На основании формулы (5.82) мы можем определить комплексное воздействие на 
коэффициент замещение пенсий, выплачиваемых из распределительных и накопительных 
пенсионных систем. Для этого формулу (5.82) подставим в формулу (5.12) и (5.24) и получим: 
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где 
PZнчпi и PZнчпj – коэффициенты замещения пенсий из накопительной пенсионной системы в годы i 
и j cответственно; 
PZрчпi и PZрчпj – коэффициенты замещения пенсий из распределительной пенсионной системы в 
годы i и j. 
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управленческих функций (duz) и долей расходов распределительных пенсионных систем по 
финансированию нестраховых (льготных) пенсий (dlp) расходов:  
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Из формулы (5.81) получаем выражения для прогнозирования пенси-
онных выплат в будущем году j (PV
j
) на основании имеющихся пенсион-
ных выплат в настоящем (PVi) и воздействия демографических, инвести-
ционных и институциональных рисков:
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где 
PZнчпi и PZнчпj – коэффициенты замещения пенс й из накопительной пенсионной си темы в годы i 
и j cответственно; 
PZрчпi и PZрчпj – коэффициенты замещения пенсий из распределительной пенсионной системы в 
годы i и j. 
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 (5.82)
а сновании формулы (5.82) ы ожем определить комплексное воз-
действие на коэффициент замещение пенсий, выплачиваемых из распре-
делительных и накопительных пенсионных систем. Для этого формулу 
(5.82) подставим в формулу (5.12) и (5.24) и получим:
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Из формулы (5.81) получаем выражения для прогнозирования пенсионных выплат в будущем 
году j (PVj) на основании имеющихся пенсионных выплат в настоящем (PVi) и воздействия 
демографических, инвестиционных и институциональных рисков: 
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На основании формулы (5.82) мы можем опред лить комплексное воздействие на 
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где 
PZнчпi и PZнчпj – коэффициенты замещения пенсий из накопительной пенсионной сист мы в годы i 
и j cответственно; 
PZрчпi и PZрчпj – коэффициенты замещения пенсий из распредел тельной пенсионной системы в 
годы i и j. 
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где PZ
нчпi и PZнчпj – коэффициенты замещения пенсий из накопительной 
пенсионной с с емы в годы i и j cответственно;
PZ
рчпi и PZрчпj – коэффициенты замещения пенсий из распределитель-
ной пе сионной системы в годы i и j.
Из формулы (5.83) получаем выражения для прогнозирования коэффи-
циента замещения пенсий в будущем году j (PZ
j
) на основании имеющего-
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ся коэффициента замещения в настоящем (PZi) и воздействия институцио- 
нальных рисков через долю населения, участвующего в накопительных 
программах (d
ср
) и нецелевых расходов распределительных пенсионных 
систем, именно долей расходов распределительных пенсионных систем 
по финансированию управленческих функций (duz) и долей расходов рас-
пределительных пенсионных систем по финансированию нестраховых 
(льготных) пенсий (d
lp
) расходов: 
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где 
dср – доля населения, участвующего в накопительных программах;  
duz – доля расходов распределительных пенсионных систем по финансированию 
управленческих функций;  
dlp – доля расходов распределительных пенсионных систем по финансированию нестраховых 
(льготных) пенсий.  
 
Формулы (5.82) и (5.84) показывают совокупное воздействие на целевые функции 
пенсионных систем – пенсионные выплаты и коэффициент замещения: 
‒ демографических рисков через такие параметры, как количество пенсионеров, количество 
работоспособного населения, накопительный период и период пенсионных выплат; 
‒ инвестиционные рисков через параметр «ставка инвестиционного дохода»; 
‒ институциональных рисков через параметры «доля нецелевых затрат пенсионной системы» 
и «доля населения, участвующего в накопительной пенсионной системы». 
Графически совокупное воздействие рисков на пенсионные системы можно демонстрирует 
рис. 5.19. 
  
.84)
гд d
ср
 – доля населения, участвующего в накопительных программах; 
duz – доля расходов распределительных пенсионных систем по финан-
си ова ию управленческих функций; 
d
lp
 – доля расходов распределительных пенсионных систем по финан-
сированию нестраховых (льготных) пенсий. 
Формулы (5.82) и (5.84) показывают совокупное воздействие на целе-
вые функции пенсионных систем – пенсионные выплаты и коэффициент 
замещения:
– демографическ х рисков через такие параметры, как количество 
пенсионеров, количество работоспособного населения, накопительный 
период и период пенсионных выплат;
− инвестиционных рисков через параметр «ставка инвестиционного 
дохода»;
– институциональных рисков через параметры «доля нецелевых затрат 
пенсионной системы» и «доля населения, участвующего в накопительной 
пенсионной системы».
Графически совокупное воздействие рисков на пенсионные системы 
можно демонстрирует рис. 5.19.
Модель, представленная на рис. 5.19, отражает комплексное воздей-
ствие всех основных рисков пенсионных систем. На основе анализа данной 
модели может быть проведена оптимизация пенсионной системы с нахож-
дение оптимальных параметров, максимизирующих целевые функции.
§2. Моделирование оптимальной пенсионной системы
377
 
стр. 75 
Накопительные пенсионные системы                                   Распределительные пенсионные  
рад 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Инвестиционные 
риски 
Институциональн
ые риски 
Демографические 
риски 
Ставка инвест. 
Дохода 
αt, αl 
 
Доля населения 
участвующего в 
накопительных 
пенсион. системах 
Периоды выплат  
и (??) накоплений 
(??) 
Количество 
работающих населения 
(х1, и х2) и 
пенсионеров (???) 
Доля нецелевых затрат, 
в том числе затрат на 
управление (duz ) и доля 
льготных пенсий (dlp) 
срt
q
q
i
v
v
t
q
q
j
i
j d
t
tPV
PV
in
i
j
jn
*
)1(
*
)1(
1
1









 
)1(** lpuz
i
j
j
i
jрчп
iрчп dd
n
n
K
K
PV
PV

 
)1(***)1(**
)1(
*
)1(
**
1
1
lpuz
i
j
j
i
нчпiсрt
q
q
i
v
v
t
q
q
j
НЧПij ddn
n
K
K
ВесPZd
t
t
ВесPZPZ
in
i
j
jn










 
срt
q
q
i
v
v
t
q
q
j
jнчп
iнчп d
t
tPZ
PZ
in
i
j
jn








1
1
)1(
*
)1(


 
)1(** lpuz
i
j
j
i
jрчп
iрчп dd
n
n
K
K
PZ
PZ

 
)1(***)1(**
)1(
*
)1(
**
1
1
lpuz
i
j
j
i
нчпiсрt
q
q
i
v
v
t
q
q
j
НЧПij ddn
n
K
K
ВесPZd
t
t
ВесPZPZ
in
i
j
jn










 
к
о
э
ф
ф
и
ц
и
е
н
т
 
з
а
м
е
щ
е
н
и
я 
п
е
н
с
и
о
н
н
ы
е 
в
ы
п
л
а
т
ы 
Ф
а
к
т
о
р
ы
 
в
л
и
я
ю
щ
и
е 
Рис. 5.19. Комплексное воздействие демографически, инвестиционных 
и институциональных рисков на целевые функции пенсионных систем
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§3. многофакторное прогнозирование пенсионных систем в 
условиях турбулентности внешней и внутренней среды
При рассмотрении проектирования оптимальных пенсионных систем 
необходимо прежде всего определиться, что мы понимаем под этим. Мы 
закладываем в это понятие создание таких институциональных условий, 
которые бы позволили достичь таких значений демографических, ин-
вестиционных и институциональных воздействующих на пенсионную 
систему параметров, которые бы позволили максимизировать целевые 
функции систем, такие как пенсионные выплаты и коэффициент замеще-
ния. Такое значение демографических, инвестиционных и институцио-
нальных факторов мы называем оптимальным, а сама пенсионная систе-
ма при этом носит оптимальный характер.
При определении оптимальных параметров пенсионной системы не-
обходимо учитывать положения «Стратегии 2020», в которой содержатся 
предложения по реформированию пенсионных систем. Слабость страте-
гии, впрочем как и других программ реформирования пенсионной систе-
мы, на наш взгляд, заключается в отсутствии конкретики и измеримых 
ясных параметров создаваемой пенсионной системы. 
Проблема нахождения оптимальных параметров пенсионных систем 
рассматривается достаточно широко в экономической литературе. В част-
ности, в работе Е. Т. Гурвича в качестве основного критерия социального 
развития пенсионной системы разбирается коэффициент замещения [75]. 
Автор показал, что условием поддержания коэффициента замещения в 
финансово устойчивой пенсионной системе требует увеличения размеров 
пенсионного трансферта на один процентный пункт ВВП каждые пять 
лет или ежегодного повышения ставки пенсионных взносов на один про-
центный пункт. На основе анализа демографических показателей стран 
ОЭСР и стран формирующихся рынков (в терминах автора) предлагается 
повышение пенсионного возраста до 62 лет для мужчин и 60 лет для жен-
щин. В качестве обоснования автор приводит среднюю продолжитель-
ность периода получения пенсий в изученных странах. В другой работе 
рассматривается влияние демографических рисков на пенсионную систе-
му и необходимость поддержание ее финансовой устойчивости. рассма-
тривается влияние глобальных демографических тенденций на бюджет-
ные расходы и возможные ответные меры [76]. Оптимальная, по мнению 
авторов, реакция государства на увеличение продолжительности жизни 
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состоит в постоянной коррекции пенсионного возраста при сохранении 
пропорции между длительностью труда и пребывания на пенсии. Такая 
стратегия обеспечивает стабильность коэффициента замещения и не из-
меняет баланс отношений между поколениями. 
Однако в работах, проанализированных нами, пенсионные системы 
рассматривались либо стационарно, то есть без учета их постоянного 
изменения, либо авторы, рассматривая их динамичными, учитывали воз-
действия одного вида рисков.
 Рассматриваемые нами основные параметры пенсионных систем яв-
ляются динамическими, то есть изменяющимися во времени. Для учета 
динамического воздействия рассматриваемых факторов мы закладываем 
в модель параметры, представленные в формулах (5.82) и (5.84), а также 
на рис. 5.19, среди которых:
– демографические – период пенсионных выплат, равный разнице про-
должительности жизни, возраст выхода на пенсию, период накопления 
пенсионных накоплений, количество работоспособного населения и пен-
сионеров;
– инвестиционные – ставка инвестиционного дохода (в долях), получа-
емого от инвестирования пенсионных накоплений; 
– институциональные – доля, участвующего в добровольных накопи-
тельных программах населения, доля затрат на финансирование льготных 
пенсий в общем объеме расходов государственного пенсионного фонда.
Учитываемые в модели параметры могут принимать значение в опре-
деленных диапазонах, которые будут определяться нами исходя из суще-
ствующих правовых норм и статистических данных по анализируемым 
параметрам. Проанализируем далее диапазоны учитываемых параметров. 
В качестве демографических параметров нами рассматривается пе-
риод пенсионных выплат, равный разнице продолжительности жизни и 
возраста выхода на пенсию, период накопления пенсионных накоплений, 
количество работоспособного населения и пенсионеров. Период пенси-
онных накоплений – период, в течение которого осуществляются нако-
пления в накопительных пенсионных системах (обозначение tn). Значение 
в настоящий момент обозначено t
nj
, прогнозный показатель в будущем 
году обозначен tni. Период накопления рассчитывается как разница между 
возрастом выхода на пенсию (по состоянию на 2012 г. для мужчин 60 лет, 
для женщин 55 лет [67] и возрастом вступления в трудовую жизни (при-
нимается на уровне 2012 г. 24,4 (см. §1). Таким образом, период пенсион-
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ных накоплений в настоящее время составляет 35,6 (для мужчин – 30,6 
(для женщин)); период пенсионных накоплений в будущем составляет 
w-22,4 (напомним, w – возраст выхода на пенсию. При решении нами 
задачи по подбору параметров пенсионной системы, при которой до-
стигаются максимум пенсионных выплат и коэффициент замещения, 
период пенсионных накоплений в настоящее время для мужчин составляет 
35,6 лет, для женщин – 30,6 лет; в 2030 г. период пенсионных накоплений 
составляет w-22,4. Таким образом:
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Период пенсионных выплат – период, в течение которого осуществляются выплаты 
накопительной части (обозначение tv). Значение в настоящий момент (по состоянию на 2012 г.) 
обозначено tvj, прогнозный показатель в будущем обозначен tvi. Период выплат рассчитывается 
как разница между продолжительностью жизни и возрастом выхода на пенсию. В настоящее 
время (на 2012 г.) продолжительность жизни для мужчин 63,8, для женщин – 75,5; в будущем (на 
2030 г.) для мужчин по низкому варианту прогноза – 64,4, по высокому – 73,3; для женщин по 
низкому варианту прогноза 75,7, по высокому варианту – 82,1 [12]. Таким образом, период 
выплат в настоящее время (по состоянию на 2012 г.) составляет для мужчин 3,8, для женщин – 
20,5 лет. Период выплат в будущем для мужчин по низкому варианту прогноза 64,4 – w, по 
высокому варианту прогноза 73,3 – w. Период выплат в будующем для женщин по низкому 
варианту прогноза 75,7 – w, по высокому варианту прогноза 82,1 – w (w-возраст выхода на 
пенсию). При решении нами задачи по подбору параметров пенсионной системы, при которой 
достигаются максимум пенсионных выплат и коэффициента замещения, период пенсионных 
выплат в настоящее время (по состянию на 2012 г.) для мужчин составляет 3,8 лет, для женщин – 
20,5 лет; в 2030 г. период пенсионных выплат для мужчин может принимать любые значения в 
промежутке от 64,4 минус w до 73,3 минус w; для женщин – от 73,3 минус w до 82,1 минус w. 
Таким образом: 
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Период пенсионных выплат – период, в течение которого осуществля-
ются выплаты накопительной части (обозначение tv). Значение в настоя-
щий момент обозначено t
vj
, прогнозный показатель в будущем – tvi. Пер од 
выплат рассчитывается как ра ца между продолжительностью жизни и 
возрастом выхода на пенс ю. В настоящее время пр должительность жиз-
ни для мужчин составляет 63,8, для женщин – 75,5; в будущем (на 2030 г.) 
для мужчин по низкому варианту прогноза – 64,4, по высокому – 73,3; 
для женщин по низкому варианту прогноза – 75,7, по высокому варианту – 
82,1 [12]. Таким образом, период выплат в настоящее время составляет для 
мужчин 3,8, для женщин – 20,5 лет. Период выплат в будущем для мужчин 
по низкому варианту прогноза 64,4 – w, по высокому варианту прогноза 
73,3 – w. Период выплат в будующем для женщин по низкому варианту 
прогноза 75,7 – w, по высокому варианту прогноза 82,1 – w. При решении 
нами задачи по подбору параметров пенсионной системы, при которой 
достигаются максимум пенсионных выплат и коэффициента замещения, 
период пенсионных выплат в настоящее время для мужчин составляет 
3,8 лет, для женщин – 20,5 лет; в 2030 г. период пенсионных выплат для 
мужчин может принимать любые значения в промежутке от 64,4 ми-
;
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нус w до 73,3 минус w; для женщин – от 73,3 минус w до 82,1 минус w. 
Таким образом:
73 
данных по анализируемым параметрам. Проанализируем далее диапазоны учитываемых 
параметров.  
В качестве демографических параметров нами рассматривается период пенсионных 
выплат, равный разнице продолжительности жизни и возраста выхода на пенсию, период 
накопления пенсионных накоплений, количество работоспособного населения и пенсионеров. 
Период пенсионных накоплений – период, в течение которого осуществляются накопления в 
накопительных пенсионных системах (обозначение tn). Значение в настоящий момент (по 
состоянию на 2012 г.) обозначено tnj, прогнозный показатель в будущем году обозначен tni. 
Период накопления рассчитывается как разница между возрастом выхода на пенсию (по 
состоянию на 2012 г. для мужчин 60 лет, для женщин 55 лет [67] и возрастом вступления в 
трудовую жизни (принимается на уровне 2012 г. 24,4 (см. §1). Таким образом, период пенсионных 
накоплений в настоящее время (по состоянию на 2012 г.) составляет 35,6 (для мужчин – 30,6 (для 
женщин); период пенсионных накоплений в будующем составляет w-22,4 (напомним, w-возраст 
выхода на пенсию. При решении нами задачи по подбору параметров пенсионной системы, при 
которой достигаются максимум пенсионных выплат и коэффициент замещения, период 
пенсионных накоплений а настоящее время (по состянию на 2012 г.) для мужчин составляет 35,6 
лет, для женщин 30,6 лет; в 2030 году период пенсионных накоплений составляет w-22,4. Таким 
образом: 
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Период пенсионных выплат – период, в течение которого осуществляются выплаты 
накопительной части (обозначение tv). Значение в настоящий момент (по состоянию на 2012 г.) 
обозначено tvj, прогнозный показатель в будущем обозначен tvi. Период выплат рассчитывается 
как разница между продолжительностью жизни и возрастом выхода на пенсию. В настоящее 
время (на 2012 г.) продолжительность жизни для мужчин 63,8, для женщин – 75,5; в будущем (на 
2030 г.) для мужчин по низкому варианту прогноза – 64,4, по высокому – 73,3; для женщин по 
низкому варианту прогноза 75,7, по высокому варианту – 82,1 [12]. Таким образом, период 
выплат в настоящее время (по состоянию на 2012 г.) составляет для мужчин 3,8, для женщин – 
20,5 лет. Период выплат в будущем для мужчин по низкому варианту прогноза 64,4 – w, по 
высокому варианту прогноза 73,3 – w. Период выплат в будующем для женщин по низкому 
варианту прогноза 75,7 – w, по высокому варианту прогноза 82,1 – w (w-возраст выхода на 
пенсию). При решении нами задачи по подбору параметров пенсионной системы, при которой 
достигаются максимум пенсионных выплат и коэффициента замещения, период пенсионных 
выплат в настоящее время (по состянию на 2012 г.) для мужчин со тавляет 3,8 лет, для женщин – 
20,5 лет; в 2030 г. период пенсионных выплат для мужчин может принимать любые значения в 
промежутке от 64,4 минус w до 73,3 минус w; для женщин – от 73,3 минус w до 82,1 минус w. 
Таким образом: 
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Количество работоспособного населения – население, способное пла-
тить страховые взносы в пенсионную систему (обозначение K). Значение 
в настоящий момент обозначено K
j
, прогнозный показатель в будущем 
обозначен Ki. В настоящее время количество работоспособного населе-
ния составляет 86 млн человек [12]. Количество работоспособного насе-
ления на 2030 г. по низкому прогнозу Госкомстата РФ составляет 73 млн 
человек, по высокому прогнозу – 80 млн человек [12]. При решении 
нами задачи по подбору параметров пенсионной системы, при которой 
достигаются максимум пенсионных выплат и коэффициента замещения, 
количество работоспособного населения в настоящее время составляет 
86 млн человек, в 2030 г. может принимать любые значения в промежутке от 
73 до 80 млн человек. Таким образом: 
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на 2012 г.) количество работоспособного населения составляет 86 млн человек [12]. Количество 
работоспособного населения на 2030 г. по низкому прогнозу Госкомстата РФ составляет 73 млн 
человек, по высокому прогнозу – 80 млн человек [12]. При решении нами задачи по подбору 
параметров пенсионной системы, при которой достигаются максимум пенсионных выплат и 
коэффициента замещения, количество работоспособного населения в настоящее время составляет 
86 млн человек, в 2030 г. может принимать любые значения в промежутке от 73 до 80 млн 
человек. Таким образом:  
]80;73[
86


i
j
k
k
 (5.87) 
Количество пенсионеров – количество получателей страховых пенсий (обозначение n). 
Значение в настоящий момент (по состоянию на 2012 г.) обозначено nj, прогнозный показатель 
в будущем обозначен ni. В настоящее время (по состоянию на 2012 г.) количество пенсионеров 
составляет 32 млн человек [12]. Количество пенсионеров на 2030 г. по низкому прогнозу 
Госкомстата РФ составляет 36 млн человек, по высокому прогнозу – 41 млн человек [12]. При 
решении нами задачи по подбору параметров пенсионной системы, при которой достигаются 
максимум пенсионных выплат и коэффициента замещения, количество пенсионеров в 
настоящее время составляет 32 млн человек, в 2030 г. может принимать любые значения в 
промежутке от 36 до 41 млн чел. Таким образом: 
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Доля нецелевых расходов ПФР – показатель, характеризующий институциональные риски, 
а именно нецелевые затраты, связанные с институциональной системой регулирования 
пенсионного фонда. Складываются из: 1) доли управленческих затрат (обозначение duz), 
определяемой как отношение управленческих расходов к сумме расходов ПФР РФ; 2) доли 
льготных нестраховых пенсий, определяемой как отношение суммы льготных пенсий (все пенсии, 
кроме страховых, накопительных и базовых) к сумме расходов ПФР РФ. Расчет производился на 
основании ФЗ «О бюджете Пенсионного фонда РФ» [77–91]. Так, например, доля нецелевых 
затрат в бюджете Пенсионного фонда РФ за 2012 г. составила 0,0247  
Инвестиционная доходность – доходность, получаемая при инвестировании накопительной 
части пенсии (обозначена a), Доходность в настоящее время (aj) определяется как средняя 
доходность среди всех управляющих компаний за период с 2004 по 2012 г. и составила – 0,004 
или –0,4 % годовых. Таким образом: 
aj = –0,004 (5.89) 
  
Коэффициент замещения – коэффициент замещения пенсии, характеризующий 
соотношение пенсий из распределительной и накопительной систем к средней заработной плате 
(обозначен PZ). В настоящее время (по состоянию на 2012 г. (PZj) составил по данным 
Пенсионного фонда РФ [41] составил 0,34. Коэффициент замещения в будущем (по состоянию на 
2030 г.) выступает функцией в формуле (5.84), относительно которой нами решается задача по 
максимизации коэффициента замещения в будущем (PZi) и нахождении параметров пенсионной 
системы. 
В расчет параметров входят переменные, которые государство может за счет 
институционального регулирования изменить. Отметим, именно эти переменные мы понимали в 
качестве параметров пенсионной системы, изменяя которые можно добиться максимизации 
                                            (5.87)
Количество пенсионеров – количество получателей страховых пенсий 
(обозначение n). Значение в настоящий момент обозначено n
j
, прогноз-
ный показатель в будущем обоз аче  ni. В стоящее время количество 
пенсионеров составляет 32 млн человек [12]. Количество пенсионеров на 
2030 г. по низкому прогнозу Госкомстата РФ составляет 36 млн человек, 
по высокому прогнозу – 41 млн человек [12]. При решении задачи по 
подбору параметров пенсионной системы, при которой достигаются мак-
симум пенсионных выплат и коэффициента замещения, количество пен-
сионеров в настоящее время составляет 32 млн человек, в 2030 г. может 
;
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принимать любые значения в промежутке от 36 до 41 млн чел. Таким 
образом:
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Доля нецелевых расходов ПФР – показатель, характеризующий ин-
ституциональные риски, а именно нецелевые затраты, связанные с ин-
ституциональной системой регулирования пенсионного фонда. Склады-
ваются из: 1) доли управленческих затрат (обозначение duz), определяе-
мой как отношение управленческих расходов к сумме расходов ПФР РФ; 
2) доли льготных нестраховых пенсий, определяемой как отношение 
суммы льготных пенсий (все пенсии, кроме страховых, накопительных и 
базовых) к сумме расходов ПФР РФ. Расчет производился на основании 
ФЗ «О бюджете Пенсионного фонда РФ» [77–91]. Так, например, доля 
нецелевых затрат в бюджете Пенсионного фонда РФ за 2012 г. составила 
0,0247. 
Инвестиционная доходность – доходность, получаемая при инвести-
ровании накопительной части пенсии (обозначена a), Доходность в насто-
ящее время (a
j
) определяется как средняя доходность среди всех управ-
ляющих компаний за период с 2004 по 2012 г. и составила – 0,004, или 
–0,4 % годовых. Таким образом:
a
j
 = –0,004.                                                (5.89)
 
Коэффициент замещения – коэффициент замещения пенсии, характе-
ризующий соотношение пенсий из распределительной и накопительной 
систем к средней заработной плате (обозначен PZ). В настоящее время 
(PZ
j
) составил по данным Пенсионного фонда РФ [41] составил 0,34. 
Коэффициент замещения в будущем (по состоянию на 2030 г.) выступает 
функцией в формуле (5.84), относительно которой нами решается задача 
по максимизации коэффициента замещения в будущем (PZi) и нахожде-
нии параметров пенсионной системы.
В расчет параметров входят переменные, которые государство может 
за счет институционального регулирования изменить. Отметим, именно 
эти переменные мы понимали в качестве параметров пенсионной системы, 
изменяя которые можно добиться максимизации основных величин – пен-
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сионных выплат и коэффициента замещения. К таким переменным мы 
относим:
– возраст выхода на пенсию, инвестиционная; 
– доходность инвестирования пенсионных накоплений в будущем; 
– вес накопительной части пенсии;
– средняя доля граждан, участвующих в накопительной пенсионной 
системе.
Возраст выхода на пенсию – возраст, при наступлении которого у 
застрахованного лица назначается трудовая пенсия, имеющая страхо-
вой характер (обозначен w). В настоящее время возраст выхода на пен-
сию при назначении трудовой пенсии составил 60 лет для мужчин и 
55 лет для женщин. В будущем (прогноз на 2030 г.) возраст выхода на 
пенсию при решении нами задачи по подбору параметров пенсион-
ной системы, при которой достигаются максимум пенсионных выплат 
и коэффициента замещения, может принимать у мужчин любые значе-
ния в промежутке от 60 лет (возраст выхода на пенсию на 2012 г.) до 
64,4 лет (прогноз продолжительности жизни мужчин на 2030 г. по низ-
кому прогнозу ГКС). При высоком прогнозе продолжительность жизни 
мужчин на 2030 г. составит 73,3 г. У женщин прогноз продолжительно-
сти жизни на 2030 г. может принимать любые значения в промежутке от 
55 лет (возраст выхода на пенсию на 2012 г.) до 75,7 лет (прогноз продол-
жительности жизни женщин на 2030 г. по низкому прогнозу ГКС РФ). 
При высоком прогнозе продолжительность жизни женщин на 2030 г. со-
ставит 82,1 года. Таким образом:
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основных величин – пенсионных выплат и коэффициента замещения. К таким переменным мы 
относим: 
‒ возраст выхода на пенсию, инвестиционная;  
‒ доходность инвестирования пенсионных накоплений в будущем;  
‒ вес накопительной части пенсии; 
‒ средняя доля граждан, участвующих в накопительной пенсионной системе. 
Возраст выхода на пенсию – возраст, при наступлении которого у застрахованного лица 
назначается трудовая пенсия, имеющая страховой характер (обозначен w). В настоящее время (по 
состоянию на 2012 г.) возраст выхода на пенсию при назначении трудовой пенсии составил 60 лет 
для мужчин и 55 лет для женщин. В будущем (прогноз на 2030 г.) возраст выхода на пенсию при 
решении нами задачи по подбору параметров пенсионной системы, при которой достигаются 
максимум пенсионных выплат и коэффициента замещения, может принимать у мужчин любые 
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на 2030 г. составит 82,1 года. Таким образом: 
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Инвестиционная доходность в будущем – прогноз на 2030 год доходности от управления 
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принимаем уровень инфляции на долгосрочный период в размере 5,56 %. Таким образом, 
реальная доходность инвестиционного портфеля нами закладывается в размере 5,14 %. При 
решении нами задачи по подбору параметров пенсионной системы, при которой достигаются 
максимум пенсионных выплат и коэффициента замещения, инвестиционная доходность в 2030 г. 
может принимать любые значения в промежутке от –0,004 до 0,0514 . Таким образом: 
 
 
Вес накопительной части пенсии – это доля накопительной части пенсии в страховых 
взносах, уплачиваемых страхователями в Пенсионный фонд РФ по обязательному пенсионному 
страхованию (Веснчп). При решении нами задачи по подбору параметров пенсионной системы, 
при которой достигаются максимум пенсионных выплат и коэффициента замещения, вес 
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Инвестиционная доходность в будущем – прогноз на 2030 г. доход-
ности от управления накопительной частью пенсии (обозначено ai). При 
определении инвестиционной доходности в будущем (прогноз на 2030 г.) 
мы используем результаты смоделированного нами инвестиционного 
портфеля, который при устранении институциональных барьеров проде-
монстрировал инвестиционную доходность в размере 10,7 %. При моде-
лировании мы принимаем уровень инфляции на долгосрочный период в 
размере 5,56 %. Таким образом, реальная доходность инвестиционного 
портфеля нами закладывается в размере 5,14 %. При решении задачи по 
подбору параметров пенсионной системы, при которой достигаются мак-
симум пенсионных выплат и коэффициента замещения, инвестиционная 
доходность в 2030 г. может принимать любые значения в промежутке от 
–0,004 до 0,0514. Таким образом:
                                      .
75 
основных величин – пенсионных выплат и коэффициента замещения. К таким переменным мы 
относим: 
‒ возраст выхода на пенсию, инвестиционная;  
‒ доходность инвестирования пенсионных накоплений в будущем;  
‒ вес накопительной части пенсии; 
‒ средняя доля граждан, участвующих в накопительной пенсионной системе. 
Возраст выхода на пенсию – возраст, при наступлении которого у застрахованного лица 
назначается трудовая пенсия, имеющая страховой характер (обозначен w). В настоящее время (по 
состоянию на 2012 г.) возраст выхода на пенсию при назначении трудовой пенсии составил 60 лет 
для мужчин и 55 лет для женщин. В будущем (прогноз на 2030 г.) возраст выхода на пенсию при 
решении нами задачи по подбору параметров пенсионной системы, при которой достигаются 
максимум пенсионных выплат и коэффициента замещения, может принимать у мужчин любые 
значения в промежутке от 60 лет (возраст выхода на пенсию на 2012 г.) до 64,4 лет (прогноз 
продолжительности жизни мужчин на 2030 г. по низкому прогнозу ГКС ). При высоком прогнозе 
продолжительность жизни мужчин на 2030 г. составит 73,3 г. У женщин прогноз 
продолжительности жизни на 2030 г. может принимать любые значения в промежутке от 55 лет 
(возраст выхода на пенсию на 2012 г.) до 75,7 лет (прогноз продолжительности жизни женщин на 
2030 г. по низкому прогнозу ГКС РФ). При высоком прогнозе продолжительность жизни женщин 
на 2030 г. составит 82,1 года. Таким образом: 
 
 
 
 
 
 
(5.90) 
 
 
  (64) 
 
 
 
 
Инвестиционная доходность в будущем – прогноз на 2030 год доходности от управления 
накопительной частью пенсии (обозначено ai). При определении инвестиционной доходности в 
будущем (прогноз на 2030 год) мы используем результаты смоделированного нами 
инвестиционного портфеля, который при устранении институциональных барьеров 
продемонстрировал инвестиционную доходность в размере 10,7 %. При моделировании мы 
принимаем уровень инфляции на долгосрочный период в размере 5,56 %. Таким образом, 
реальная доходность инвестиционного портфеля нами закладывается в размере 5,14 %. При 
решении нами задачи по подбору параметров пенсионной системы, при которой достигаются 
максимум пенсионных выплат и коэффициента замещения, инвестиционная доходность в 2030 г. 
может принимать любые значения в промежутке от –0,004 до 0,0514 . Таким образом: 
 
 
Вес накопительной части пенсии – это доля накопительной части пенсии в страховых 
взносах, уплачиваемых страхователями в Пенсионный фонд РФ по обязательному пенсионному 
страхованию (Веснчп). При решении нами задачи по подбору параметров пенсионной системы, 
при которой достигаются максимум пенсионных выплат и коэффициента замещения, вес 
накопительной части может принимать любые значение в диапазоне от 0 (взносы по 
]4,64;60[
)____(_
w
РФГКСпрогнознизкиймужчиндля
]3,73;60[
)____(_
w
РФГКСпрогнозвысокиймужчиндля
]7,75;55[
)____(_
w
РФГКСпрогнознизкийженщиндля
]1,82;55[
)____(_
w
РФГКСпрогнозвысокийженщиндля
]0514,0;004,0[ia
Вес накопительной части пенсии – это доля накопительной части пен-
сии в страховых взносах, уплачиваемых страхователями в Пенсионный 
фонд РФ по обязательному пенсионному страхованию (Вес
нчп
). При ре-
шении нами задачи по подбору параметров пенсионной системы, при 
которой достигаются максимум пенсионных выплат и коэффициента за-
мещения, вес накопительной части может принимать любые значение в 
диапазоне от 0 (взносы по накопительной пенсии не уплачиваются) до 1 
(распределительной части пенсии не существует), а взносы уплачиваются 
100 % в накопительную систему. Таким образом: 
                     .
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накопительной пенсии не уплачиваются) до 1 (распределительной части пенсии не существует, а 
взносы уплачиваются 100 % в накопительную систему. Таким образом:  
 
 
Средняя доля граждан, участвующих в накопительной пенсионной системе, – доля 
граждан, на которых распространяет действие накопительная пенсионная система (обозначено 
dср). При решении нами задачи по подбору параметров пенсионной системы, при которой 
достигаются максимум пенсионных выплат и коэффициента замещения, средняя доля граждан, 
участвующих в накопительных пенсионных системах может принимать любые значения от 0 (в 
накопительных пенсионных системах никто не участвует) до 1 (в накопительных пенсионных 
системах участвует 100 % населения). Таким образом: 
 
Значения изменяемых параметров, при которых будут достигнуты максимальные 
коэффициенты замещения, и пенсионные выплаты будут оптимальными парметрами пенсионных 
систем.  
Для определения оптимальных параметров пенсионных систем могут применяться 
несколько методов. Одним из методов являются методы аналитической математики. Методы 
аналитической математики достаточно популярны при решении оптимизационных задач во 
многих областях физики, химии, экономики. Они достаточно хорошо проработаны в применении 
к решению задач оптимизации. Одной из первых книг по математике с описанием методов и 
подходов в решении прикладных задач, в том числе оптимизационных задач с нахождением 
экстремальных точек, стала работа Блехман, Мышкис, Пановко [92]. Из более современных 
можем назвать работы Ф. П. Васильева. В его работах приводятся теоретическое обоснование и 
характеристики методов аналитической математики при решении задач минимизации функций в 
конечномерных и бесконечномерных пространствах [93]. В работе В. Ф. Демьянова, Л. В. 
Васильева раскрываются аналитические методы для решения задач в области экономики при 
нахождении экстремальных значений негладких функций. В работе рассматриваются численные 
методы минимизации выпуклых недифференцируемых функций, а также функций максимума 
[94]. Одними из разновидностей методов аналитической математики являются методы линейного 
прогнозирования и численного анализа, которые ученые математики также предлагают 
использовать при решении оптимизационных задач [95]. 
Нами применяется один из методов аналитической математики – линейных 
преобразований в применении к функциям пенсионных выплат (5.82) и коэффициента замещения 
(5.84).  
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В формуле (5.91) в первом слагаемом в числителе и знаменателе входят суммы, 
представляющие собой геометрическую прогрессию, которые могут быть преобразованы по 
соответствующим формулам прогрессий: 
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Подставляя (5.91) и (5.92) в формулу (5.84), получим: 
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Средняя доля граждан, участвующих в накопительной пенсионной 
системе, – доля граждан, на которых распространяет действие накопи-
тельная пенсионная система (обозначено d
ср
). При решении нами задачи 
по подбору параметров пенсионной системы, при которой достигаются 
максимум пенсионных выплат и коэффициента замещения, средняя доля 
граждан, участвующих в накопительных пенсионных системах может 
принимать любые значения от 0 (в накопительных пенсионных системах 
никто не участвует) до 1 (в накопительных пенсионных системах участву-
ет 100 % населения). Таким образом: 
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к решению задач оптимизации. Одной из первых книг по математике с описанием методов и 
подходов в решении прикладных задач, в том числе оптимизационных задач с нахождением 
экстремальных точек, стала работа Блехман, Мышкис, Пановко [92]. Из более современных 
можем назвать работы Ф. П. Васильева. В его работах приводятся теоретическое обоснование и 
характеристики методов аналитической математики при решении задач минимизации функций в 
конечномерных и бесконечномерных пространствах [93]. В работе В. Ф. Демьянова, Л. В. 
Васильева раскрываются аналитические методы для решения задач в области экономики при 
нахождении экстремальных значений негладких функций. В работе рассматриваются численные 
методы минимизации выпуклых недифференцируемых функций, а также функций максимума 
[94]. Одними из разновидностей методов аналитической математики являются методы линейного 
прогнозирования и численного анализа, которые ученые математики также предлагают 
использовать при решении оптимизационных задач [95]. 
Нами применяется один из методов аналитической математики – линейных 
преобразований в применении к функциям пенсионных выплат (5.82) и коэффициента замещения 
(5.84).  
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§3. Многофакторное прогнозирование пенсионных систем
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Значения изменяемых параметров, при которых будут достигнуты 
максимальные коэффициенты замещения, и пенсионные выплаты будут 
оптимальными парметрами пенсионных систем. 
Для определения оптимальных параметров пенсионных систем могут 
применяться несколько методов. Одним из методов являются методы ана-
литической математики. Методы аналитической математики достаточно 
популярны при решении оптимизационных задач во многих областях фи-
зики, химии, экономики. Они достаточно хорошо проработаны в приме-
нении к решению задач оптимизации. Одной из первых книг по матема-
тике с описанием методов и подходов в решении прикладных задач, в том 
числе оптимизационных задач с нахождением экстремальных точек, ста-
ла работа Блехман, Мышкис, Пановко [92]. Из более современных можем 
назвать работы Ф. П. Васильева. В его работах приводятся теоретическое 
обоснование и характеристики методов аналитической математики при 
решении задач минимизации функций в конечномерных и бесконечно-
мерных пространствах [93]. В работе В. Ф. Демьянова, Л. В. Васильева 
раскрываются аналитические методы для решения задач в области эко-
номики при нахождении экстремальных значений негладких функций. 
В работе рассматриваются численные методы минимизации выпуклых 
недифференцируемых функций, а также функций максимума [94]. Одни-
ми из разновидностей методов аналитической математики являются ме-
тоды линейного прогнозирования и численного анализа, которые ученые 
математики также предлагают использовать при решении оптимизацион-
ных задач [95].
Нами применяется один из методов аналитической математики – ли-
нейных преобразований в применении к функциям пенсионных выплат 
(5.82) и коэффициента замещения (5.84). 
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накопительной пенсии не уплачиваются) до 1 (распределительной части пенсии не существует, а 
взносы уплачиваются 100 % в накопительную систему. Таким образом:  
 
 
Средняя доля граждан, участвующ х в накопительной пенсионной системе, – доля 
граждан, на которых распространяет действие накопительная пенсионная система (обозначено 
dср). При решении нами задачи по подбору параметров пенсионной системы, при которой 
достигаются максимум пенсионных выплат и коэффициента замещения, средняя доля граждан, 
участвующих в накопительных пенсионных системах может принима ь любые знач ния от 0 (в 
накопительных пенсионных системах никто не участвует) до 1 (в накопительных пенсионных 
системах участвует 100 % населения). Таким образом: 
 
Значения изменяемых параметров, при которых будут достигнуты максимальные 
коэффициенты замещения, и пенсионные выплаты будут птимальны и парметрами пенсионных 
систем.  
Для определения оптимальных параметров пенсионных систем могут применяться 
несколько методов. Одним из методов являются методы аналитической математики. Методы 
аналитической математики достаточно популярны при решении оптимизационных задач во 
многих областях физики, химии, экономики. Они достаточно х рошо проработаны в применении 
к решению задач оптимизации. Одной из первых книг по математике с описанием методов и 
подходов в решении прикладных задач, в том числе оптимизационных задач с нахождением 
экстремальных точек, стала работа Блехман, Мышкис, Пановко [92]. Из более современных 
можем назвать работы Ф. П. Васильева. В его работах приводятся теоретическое обоснование и 
характеристики методов аналитической математики при решении задач минимизаци  функций в 
конечномерных и бесконечномерных пространствах [93]. В работе В. Ф. Демьянова, Л. В. 
Васильева раскрываются аналитические методы для решения задач в области экономики при 
нахождении экстремальных значений негладких функций. В работе рассматриваются численные 
методы минимизации выпук ых недифференцируемых функций, а также функций максимума 
[94]. Одними из разновидностей методов аналитической математики являются методы линейного 
прогнозирования и численного анализа, которые ученые математики также предлагают 
использовать при решении оптимизационных задач [95]. 
Нами применяется один из методов аналитической математики – линейных 
преобразований в прим ении к функц ям пенсионных выплат (5.82) и коэффициента замещения 
(5.84).  
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В формуле (5.91) в первом слагаемом в числителе и знаменателе входят суммы, 
представляющие собой геометрическую прогрессию, которые могут быть преобразованы по 
соответствующим формулам прогрессий: 
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Подставляя (5.91) и (5.92) в формулу (5.84), получим: 
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В формуле (5.91) в пе вом слагаемом в числител и знаменателе вхо-
дят суммы, представляющие собой геометрическую прогрессию, которые 
могут быть преобразованы по соответствующим формулам прогрессий:
Глава 5. Воздействие демографических рисков на финансовую устойчивость
386
 
76 
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взносы уплачиваются 100 % в накопительную систему. Таким образом:  
 
 
Средняя доля граждан, участвующих в накопительной пенсионной системе, – доля 
граждан, на которых распространяет действие накопительная пенсионная система (обозначено 
dср). При решении нами задачи по подбору параметров пенсионной системы, при которой 
достигаются максимум пенсионных выплат и коэффициента замещения, средняя доля граждан, 
участвующих в накопительных пенсионных системах может принимать любые значения от 0 (в 
накопительных пенсионных системах никто не участвует) до 1 (в накопительных пенсионных 
системах участвует 100 % населения). Таким образом: 
 
Значения изменяемых параметров, при которых будут достигнуты максимальные 
коэффициенты замещения, и пенсионные выплаты будут оптимальными парметрами пенсионных 
систем.  
Для определения оптимальных параметров пенсионных систем могут применяться 
несколько методов. Одним из методов являются методы аналитической математики. Методы 
аналитической математики достаточно популярны при решении оптимизационных задач во 
многих областях физики, химии, экономики. Они достаточно хорошо проработаны в применении 
к решению задач оптимизации. Одной из первых книг по математике с описанием методов и 
подходов в решении прикладных задач, в том числе оптимизационных задач с нахождением 
экстремальных точек, стала работа Блехман, Мышкис, Пановко [92]. Из более современных 
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характеристики методов аналитической математики при решении задач минимизации функций в 
конечномерных и бесконечномерных пространствах [93]. В работе В. Ф. Демьянова, Л. В. 
Васильева раскрываются аналитические методы для решения задач в области экономики при 
нахождении экстремальных значений негладких функций. В работе рассматриваются численные 
методы минимизации выпуклых недифференцируемых функций, а также функций максимума 
[94]. Одними из разновидностей методов аналитической математики являются методы линейного 
прогнозирования и численного анализа, которые ученые математики также предлагают 
использовать при решении оптимизационных задач [95]. 
Нами применяется один из методов аналитической математики – линейных 
преобразований в применении к функциям пенсионных выплат (5.82) и коэффициента замещения 
(5.84).  
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Подставляя (5.92) в формулу (5.84), получим:
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Проанализируем (5.93) с учетом диапазонов входящих параметров, описанных выше. Для 
этого обозначим X1, X2, X3 и X4 соответственно, переменные возраст выхода на пенсию (w), вес 
накопительной части пенсии (Веснчп), инвестиционную доходность в будущем (ai) и среднюю 
долю участвующих в накоплениях граждан (dср). Учтем также, что период выплат пенсии в 
будущем tvj представляет собой разницу возраста жизни и возраста выхода на пенсию. Диапазон 
значений для возраста жизни в будущем обозначен Li. Таким образом выразим tvi как: 1XLt jv j  .  
В свою очередь период пенсионных накоплений в будущем (tvj) представляет собой 
разницу возраста выхода на пенсию X1 и возраста вступления в трудовую жизнь, который, как мы 
вывили из прогноза Роскомстата, составит 24,4 года (см. §1). Таким образом, период пенсионных 
накоплений можно представить как: 4,241  Xt jn . Из (5.84) получим: 
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Для упрощения анализа примем обозначения констант, входящих в функцию (5.94):  
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Тогда из (5.94) получим: 
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Продолжим упрощение и введем новое обозначение:  
 
 
 (5.98) 
 
Тогда с учетом (5.98) функция (5.97) примет вид: 
 
(5.99) 
 
 
Характер функции (5.99) будет зависеть от изменения неизвестных X1 – возраста выхода на 
пенсию в будущем, X2 – вес накопительной части пенсии в будущем, X3 – инвестиционную 
доходность в будущем и X4 – среднюю долю участвующих в накоплениях граждан в будущем. 
Проведем анализ значений неизвестной Х1 – возраста выхода на пенсию в будущем, при 
которых она (PZj) будет стремиться к максимуму. Получаем: 
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. (5.93) 
Проанализир  (5.93) с учетом диапазонов входящих параметро , 
описанных выше. Для этого обозначим X
1
, X2, X3 и X4 соответственно, пе-
ременные возраст выхода на пенсию (w), вес накопительной части пенсии 
(Вес
нчп
), инвестиционную доходность в будущем (ai) и среднюю долю уча-
ствующих в накоплениях граждан (d
ср
). Учтем также, что пер од выплат 
пенсии в будущем t
vj
 п едставляет собой раз цу возраста жизни и воз-
ста выхода на пенсию. Д апазон начений для воз аста жизни в буду-
щем обозначен Li. Таким образом выразим tvi как: 1XLt jv j −= . 
В свою очередь период пенсионных накоплений в будущем (t
vj
) пред-
ставляет собой разницу возраста выхода на пенсию X
1
 и возраста вступле-
ния в трудовую жизнь, который, как мы вывили из прогноза Роскомстата, 
составит 24,4 года (см. §1). Таким образом, период пенсионных накопле-
ний можно представить как: t
nj
 = X
1
 – 24,4. Из (5.84) получим:
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 (5.93) 
 
Проанализируем (5.93) с учетом д апазонов входящих параметров, описанных выше. Для 
этого обозначим X1, X2, X3 и X4 соответственно, переменные возраст выхода а пенсию (w), вес 
накопительной части пен ии (Веснчп), ин естиционную доходность в удущем (ai) и среднюю 
долю участвующих в накоплениях граждан (dср). Учтем также, что период выплат пенсии в 
будущем tvj представляет собой разницу возраста жизни и возраста выхода на пенсию. Диапазон 
значений для возраста жизни в будущем обозначен Li. Таким образом выразим tvi как: 1XLt jv j  .  
В свою очередь период пенсионных накоплений в будущем (tvj) представляет собой 
разницу возраста вых  на пенсию X1 и возраста вступления в трудовую жизнь, кот рый, как мы 
вывили из прогноза Роскомстата, составит 24,4 года (см. §1). Таким образом, период пенсионных 
накоплений можно представить как: 4,241  Xt jn . Из (5.84) получим: 
 
 
 
(5.94) 
 
Для упрощения анализа примем обозначения констант, входящих в функцию (5.94):  
 
 (5.95) 
 
 
 
 (5.96) 
 
Тогда из (5.94) получим: 
  
 
 (5.97) 
 
 
Продолжим упрощение и введем новое обозначение:  
 
 
 (5.98) 
 
Тогда с учетом (5.98) функция (5.97) примет вид: 
 
(5.99) 
 
 
Характер функции (5.99) будет зависеть от изменения неизвестных X1 – возраста выхода на 
пенсию в будущем, X2 – вес накопительной части пенсии в будущем, X3 – инвестиционную 
доходность в будущем и X4 – среднюю долю участвующих в накоплениях граждан в будущем. 
Проведем анализ значений неизвестной Х1 – возраста выхода на пенсию в будущем, при 
которых она (PZj) будет стремиться к максимуму. Получаем: 
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(5.94)
Для упрощения анализа примем обозначения констант, входящих в 
функцию (5.94): 
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 (5.93) 
 
Проанализируем (5.93) с учетом диапазонов входящих параметров, описанных выше. Для 
этого обозначим X1, X2, X3 и X4 соответственно, переменные возраст выхода на пенсию (w), вес 
накопительной ч и пенсии (Веснчп), инвестиционную доходность в будущем (ai) и среднюю 
долю участвующих в накоплениях граждан (dср). Учтем также, что период выплат пенсии в 
будущем tvj представляет собой разницу возраста жизни и возраста выхода на пенсию. Диапазон 
значений для возраста жизни в будущем обозначен Li. Таким образом выразим tvi как: 1XLt jv j  .  
В свою очередь период пенсионн х накоплений в будущем (tvj) представляет собой 
разницу возраста выхода на енсию X1  возраста вступления в трудовую жизнь, который, как мы 
вывили из прогноза Ро комстата, составит 24,4 года (см. § ). Так  образом, период пенсионных 
накоплений можн  представить как: 4,241  Xt jn . Из (5.84) получим: 
 
 
 
(5.94) 
 
Для упрощения анализа примем обозначения констант, входящих в функцию (5.94):  
 
 (5.95) 
 
 
 
 (5.96) 
 
Тогда из (5.94) получим: 
  
 
 (5.97) 
 
 
Продолжим упрощение и введем новое обозначение:  
 
 
 (5.98) 
 
Тогда с учетом (5.98) функция (5.97) примет вид: 
 
(5.99) 
 
 
Характер функции (5.99) будет зависеть от изменения неизвестных X1 – возраста выхода на 
пенсию в будущем, X2 – вес накопительной части пенсии в будущем, X3 – инвестиционную 
доходность в будущем и X4 – среднюю долю участвующих в накоплениях граждан в будущем. 
Проведем анализ значений неизвестной Х1 – возраста выхода на пенсию в будущем, при 
которых она (PZj) будет стремиться к максимуму. Получаем: 
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 (5.93) 
 
Проанализируем (5.93) с уч том диапазонов входящих параметров писанных выше. Для 
этого обозначим X1, X2, X3 и X4 соответственн , переменные возраст выхода на пенсию (w), вес 
накопительной части пенсии (Веснчп), инвестиционную доходность в будущем (ai) и среднюю 
долю участвующих в нако лениях граждан (dср). Учтем также, что период выплат пе сии в 
будущем tvj представляет собой разницу возраста жизни и возраста выхода на пенсию. Диапазон 
значений для возраста жизни в будущем обозначен Li. Таким образом выразим tvi как: 1XLt jv j  .  
В свою очер дь период пенсионных накоплений в будущем (tvj) представляет собой 
разницу возраста выхода на пенсию X1 и возра та вступления в трудовую жизнь, который, как мы 
вывили из прогноза Роскомстата, составит 24,4 года (см. §1). Таким образом, период пенсионных 
накоплений можно пред тавить как: 4,241  Xt jn . Из (5.84) пол чим: 
 
 
 
(5.94) 
 
Для упрощения анализа примем обозначения констант, входящих в функцию (5.94):  
 
 (5.95) 
 
 
 
 (5.96) 
 
Тогда из (5.94) получим: 
  
 
 (5.97) 
 
 
Продолжим упрощение и введем овое обозначен е:  
 
 
 (5.98) 
 
Тогда с учетом (5.98) фун ция (5.97) примет вид: 
 
(5.99) 
 
 
Характер функции (5.99) будет зав сеть от изменения неизвестных X1 – возраста выхода на 
пенсию в будущем, X2 – вес накопительной части пенсии в будущем, X3 – инвестиционную 
доходность в будущем и X4 – среднюю дол  участвующих в накоплениях граждан в будущем. 
Проведем анализ значений неизвестной Х1 – возраста выхода на пенсию в будущем, при 
которых она (PZj) будет стремиться к максимуму. Получаем: 
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 (5.92) 
§3. Многофакторное прогнозирование пенсионных систем
387
Тогда из (5.94) получим:
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 (5.93) 
 
Проанализируем (5.93) с учетом диапазонов входящих параметров, описанных выше. Для 
этого обозначим X1, X2, X3 и X4 соответственно, переменные возраст выхода на пенсию (w), вес 
накопительной части пенсии (Веснчп), инвестиционную доходность в будущем (ai) и среднюю 
долю участвующих в накоплениях граждан (dср). Учтем также, что период выплат пенсии в 
будущем tvj представляет собой разницу возраста жизни и возраста выхода на пенсию. Диапазон 
значений для возраста жизни в будущем обозначен Li. Таким образом выразим tvi как: 1XLt jv j  .  
В свою очередь период пенсионных накоплений в будущем (tvj) представляет собой 
разницу возраста выхода на пенсию X1 и возраста вступления в трудовую жизнь, который, как мы 
вывили из прогноза Роскомстата, составит 24,4 года (см. §1). Таким образом, период пенсионных 
накоплений можно представить как: 4,241  Xt jn . Из (5.84) получим: 
 
 
 
(5.94) 
 
Для упрощения анализа примем обозначения констант, входящих в функцию (5.94):  
 
 (5.95) 
 
 
 
 (5.96) 
 
Тогда из (5.94) получим: 
  
 
 (5.97) 
 
 
Продолжим упрощение и введем новое обозначение:  
 
 
 (5.98) 
 
Тогда с учетом (5.98) функция (5.97) примет вид: 
 
(5.99) 
 
 
Характер функции (5.99) будет зависеть от изменения неизвестных X1 – возраста выхода на 
пенсию в будущем, X2 – вес накопительной части пенсии в будущем, X3 – инвестиционную 
доходность в будущем и X4 – среднюю долю участвующих в накоплениях граждан в будущем. 
Проведем анализ значений неизвестной Х1 – возраста выхода на пенсию в будущем, при 
которых она (PZj) будет стремиться к максимуму. Получаем: 
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Продолжим упрощение и введем новое обозначение: 
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 (5.93) 
 
Проанализируем (5.93) с учетом диапазонов входящих параметров, описанных выше. Для 
этого обозначим X1, X2, X3 и X4 соответственно, переменные возраст выхода на пенсию (w), вес 
накопительной части пенсии (Веснчп), инвестиционную доходность в будущем (ai) и среднюю 
долю участвующих в накоплениях граждан (dср). Учтем также, что период выплат пенсии в 
будущем tvj представляет собой разницу возра та жизни и возраста выхода на пенсию. Диапазон 
значений для возраста жизни в будущем обозначен Li. Таким образом выразим tvi как: 1XLt jv j  .  
В свою очередь период пенсионных накоплений в будущем (tvj) представляет собой 
разницу возраста выхода на пенсию X1 и возраста вступления в трудовую жизнь, который, как мы 
вывили из прогноза Роскомстата, составит 24,4 года (см. §1). Таким образом, период пенсионных 
накоплений можно представить как: 4,241  Xt jn . Из (5.84) получим: 
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Для упрощения анализа примем обозначения констант, входящих в функцию (5.94):  
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Тогда из (5.94) получим: 
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Продолжим упрощение и введем ново обозначение: 
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Тогда с учетом (5.98) функция (5.97) примет вид: 
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Характер функции (5.99) будет зависеть от изменения неизвестных X1 – возраста выхода на 
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Тогда с учетом (5.98) функция (5.97) примет вид:
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Характер функции (5.99) будет зависеть от изменения неизвестных 
X
1 
– возраста выхода на пенсию в будущем, X2 – веса накопительной части 
пенсии в будущем, X
3
 – инвест ционной доходности в будущем и X
4
 – 
средней доли участву щих в накоплениях граждан в будущем.
Проведем анализ значений неизвестной Х
1
 – в зраст выхода на пенсию 
в будущем, при которых она (PZ
j
) будет стремиться к максимуму. Получаем:
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Интерпретируем выражение (5.100) коэффициент замещения в будущем 
(PZ
j
) будет максимизирован (увеличен) за при положительном знаке функ-
ции F(X
1
, X
3
), что возможно при возрасте выхода на пению, превышающим 
возраст выхода на пенсию в настоящее время (60 лет для мужчин и 55 лет 
для женщин), но меньшем, чем планируемая продолжительность жизни L
j 
(для мужчин 64,4 года по пессимистичному прогнозу / 73,3 по оптимистич-
ному прогнозу; для женщин – 75,7 лет по пессимистичному прогнозу/ 82,1 
по оптимистичному). Проанализируем (5.100) как изменение возраста вы-
хода на пенсию X
1 
в рамках определенного диапазона [w
1
; L
j
] будет сказы-
ваться на результирующей функции – коэффициенте замещения PZ
j
.
78 
 
Интерпретируем выражение (5.100) коэффициент замещения в будущем (PZj) будет 
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возрасте выхода на пению, превышающим возраст выхода на пенсию в настоящее время (60 лет 
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(для мужчин 64,4 года по пессимистичному прогнозу / 73,3 по оптимистичному прогнозу; для 
женщин – 75,7 лет по пессимистичному прогнозу/ 82,1 по оптимистичному. Проанализируем 
(5.100), как изменение возраста выхода на пенсию X1 в рамках определенного диапазона [w1; Lj] 
будет сказываться на результирующей функции – коэффициенте замещения PZj. 
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Таким образом, при увеличении возраста выхода на пенсию Х1 в рамках диапазона [w1; Lj] 
функция F(X1, X3) будет возрастать и стремиться к Lj, что приведет к повышению 
результирующей функции – коэффициента замещения PZj. При этом X1 не должен быть равен Lj, 
так как при этом функция F(X1, X3) будет равна бесконечности. 
 Из выражения (5.100) видим, если возраст выхода на пенсию Х1 будет снижаться ниже 
уровня установленного в настоящее время (60 лет для мужчин и 55 лет для женщин) до уровня 
вступления в трудовую жизнь (v), это приведет к падению функции F(X1, X3), что в свою очередь 
приведет к снижению коэффициента замещения PZj: 
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Проанализируем (5.102) при каких значениях Х1 целевая функция PZj будет равна бесконечности: 
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Выражение (5.103) показывает, что при Х1, равном планируемой продолжительности жизни 
Lj, функция F(X1, X3) и коэффициент замещения в будущем PZj будут равны бесконечности. 
Проведем анализ значений неизвестной Х1 в функции (5.99), при которых целевая функция 
(PZj) – коэффициент замещения будет стремиться к минимуму. Из (5.99) следует, что в том 
случае, если Х1 будет превышать планируемую продолжительность жизни Lj (для мужчин 64,4 
года по пессимистичному прогнозу / 73,3 по оптимистичному прогнозу; для женщин – 75,7 лет по 
пессимистичному прогнозу / 82,1 по оптимистичному прогнозу, функция F(X1, X3) будет иметь 
отрицательный знак. Видим также, если возраст выхода на пенсию Х1 будет снижаться ниже 
уровня установленного в настоящее время (60 лет для мужчин и 55 лет для женщин), это приведет 
к падению функции F(X1, X3), что в свою очередь приведет к снижению коэффициента замещения 
PZj. Таким образом имеем:  
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При рассмотрении выражений (5.100) – (5.104) мы нашли аналитическим путем значения 
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Глава 5. Воздействие демографических рисков на финансовую устойчивость
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 Таким образом, при увеличении возраста выхода на пенсию Х
1
 в рам-
ках диапазона [w
1
; L
j
] функция F(X
1
, X
3
) будет возрастать и стремиться к 
L
j
, что приведет к повышению результирующей функции – коэффициента 
замещения PZ
j
. При этом X
1
 не должен быть равен L
j
, так как при этом 
функция F(X
1
, X
3
) будет равна бесконечности.
 Из выражения (5.100) видим, если возраст выхода на пенсию Х
1
 будет 
снижаться ниже уровня установленного в настоящее время (60 лет для 
мужчин и 55 лет для женщин) до уровня вступления в трудовую жизнь (v), 
это приведет к падению функции F(X
1
, X
3
), что в свою очередь приведет к 
снижению коэффициента замещения PZ
j
:
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уровня установленного в настоящее время (60 лет для мужчин и 55 лет для женщин), это приведет 
к падению функции F(X1, X3), что в свою очередь приведет к снижению коэффициента замещения 
PZj. Таким образом имеем:  
 
 
(5.104) 
 
 
При рассмотрении выражений (5.100) – (5.104) мы нашли аналитическим путем значения 
для возраста выхода на пенсию (Х1), с учетом которых проанализируем значения веса 
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Проанализируем (5.102), при каких значениях Х
1
 целевая функция PZ
j 
будет равна бесконечности:
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Интерпретируем выражение (5.100) коэффициент замещения в будущем (PZj) будет 
максимизирован (увеличен) за при положительном знаке функции F(X1, X3), что возможно при 
возрасте выхода на пению, превышающим возраст выхода на пенсию в настоящее время (60 лет 
для мужчин и 55 лет для женщин), но меньшем чем планируемая продолжительность жизни Lj 
(для мужчин 64,4 года по пессимистичному прогнозу / 73,3 по оптимистичному прогнозу; для 
женщин – 75,7 лет по пессимистичному прогнозу/ 82,1 по оптимистичному. Проанализируем 
(5.100), как изменение возраста выхода на пенсию X1 в рамках определенного диапазона [w1; Lj] 
будет сказываться на результирующей функции – коэффициенте замещения PZj. 
 
 
(5.101) 
 
  
 
Таким образом, при увеличении возраста выхода на пенсию Х1 в рамках диапазона [w1; Lj] 
функция F(X1, X3) будет возрастать и стремиться к Lj, что приведет к повышению 
результирующей функции – коэффициента замещения PZj. При этом X1 не должен быть равен Lj, 
так как при этом функция F(X1, X3) будет равна бесконечности. 
 Из выражения (5.100) видим, если возраст выхода на пенсию Х1 будет снижаться ниже 
уровня установленного в настоящее время (60 лет для мужчин и 55 лет для женщин) до уровня 
вступления в трудовую жизнь (v), это приведет к падению функции F(X1, X3), что в свою очередь 
приведет к снижению коэффициента замещения PZj: 
 
 
(5.102) 
 
 
Проанализируем (5.102) при каких значениях Х1 целевая функция PZj будет равна бесконечности: 
 
 (5.103) 
 
Выражение (5.103) показывает, что при Х1, равном планируемой продолжительности жизни 
Lj, функция F(X1, X3) и коэффициент замещения в будущем PZj будут равны бесконечности. 
Проведем анализ значений неизвестной Х1 в функции (5.99), при которых целевая функция 
(PZj) – коэффициент замещения будет стремиться к минимуму. Из (5.99) следует, что в том 
случае, если Х1 будет превышать планируемую продолжительность жизни Lj (для мужчин 64,4 
года по пессимистичному прогнозу / 73,3 по оптимистичному прогнозу; для женщин – 75,7 лет по 
пессимистичному прогнозу / 82,1 по оптимистичному прогнозу, функция F(X1, X3) будет иметь 
отрицательный знак. Видим также, если возраст выхода на пенсию Х1 будет снижаться ниже 
уровня установленного в настоящее время (60 лет для мужчин и 55 лет для женщин), это приведет 
к падению функции F(X1, X3), что в свою очередь приведет к снижению коэффициента замещения 
PZj. Таким образом имеем:  
 
 
(5.104) 
 
 
При рассмотрении выражений (5.100) – (5.104) мы нашли аналитическим путем значения 
для возраста выхода на пенсию (Х1), с учетом которых проанализируем значения веса 
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Выражение (5.103) пока ывает, что при Х
1
, равном плани уемой про-
должительности жизни L
j
, функция F(X
1
, X
3
) и оэффициент замещения в 
будущем PZ
j
 будут равны бесконечности.
Прове м анализ значений неизвестной Х
1
 в функции (5.99), при ко-
торых целевая функция (PZ
j
) – коэффиц ент замещения будет стремиться 
к минимуму. Из (5.99) следует, что в том случае, если Х
1
 будет превышать 
планируемую продолжительность жизни L
j
 (для мужчин 64,4 года по п с-
симистичному прогн зу / 73,3 по оптимистичному прогнозу; для женщи  – 
75,7 лет по пессимис ичному прогнозу / 82,1 по оптимист чному про-
гнозу, функция F(X
1
, X
3
), будет иметь отрицательный знак. Видим также, 
если возраст выхода на пенсию Х
1
 будет снижаться ниже уровня установ-
ленного в настоящее время (60 лет для мужчин и 55 лет для женщин), это 
приведет к падению функции F(X
1
, X
3
), что, в свою очередь, приведет к 
снижению коэффициента замещения PZ
j
. Таким образом имеем: 
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Интерпретируем выражен е (5.100) коэффициент замещения в будущем (PZj) б дет 
максим зирован (увеличен) за при пол жительном знаке функции F(X1, X3), что возможно при 
возрасте выхода на пению, превышающим возраст выхода на пенсию в наст ящее время (60 лет 
для мужчин и 55 лет для женщин), но меньшем чем планируемая продолжительность жизни Lj 
(для мужчин 64,4 года по пессимистичному прогнозу / 73,3 по оптимистичному прогнозу; для 
женщин – 75,7 лет по пессимистичному прогнозу/ 82,1 по оптимистичному. Проанализируем 
(5.100), как изменение возраста выхода на пенсию X1 в рамках определенного диапазона [w1; Lj] 
будет сказываться на результирующей функции – коэффиц енте замещения PZj. 
 
 
(5.101) 
 
  
 
Таким образом, при увеличени  возра та ыхода на пе сию Х1 в рамках диапазона [w1; Lj] 
ф нкци  F(X1, X3) будет в зраста ь и стремитьс  к Lj, что прив дет к повышению 
результирующей функции – коэффициента зам щения PZj. При этом X1 не должен быть равен Lj, 
так как при м функция F(X1, X3) б дет равна бесконечно ти. 
 Из выра ения (5.100) видим, если возраст выхода на пенсию Х1 будет снижаться ниже 
уровня установленного в настоящее время (60 лет для мужчин и 55 лет для женщин) до уровня 
вступления в трудовую жизнь (v), это приведет к падению функции F(X1, X3), что в свою очередь 
приведет к снижению коэффициента замещения PZj: 
 
 
(5.102) 
 
 
Проанализи уем (5.102) при каких значениях Х1 целевая функция PZj будет равна беско ечност : 
 
 (5.103) 
 
Выражение (5.103) пока ыв ет, что при Х1, равном планируемой продолжительности жизни 
Lj, функция F(X1, X3) и коэ фиц ент замещения в будуще  PZj будут равны бесконеч ости. 
Проведем анализ значений неизвестн й Х1 в ф нкции (5.99), при оторых целевая функция 
(PZj) – коэффицие т замещения будет стремить я к минимуму. Из (5.99) следует, что в том 
случае, если Х1 будет превышать планируемую продолжительность жизни Lj (для мужчин 64,4 
года по пессимистичному прогнозу / 73,3 п  оптимист чному прогнозу; для женщин – 75,7 лет по 
пессимистичному прогнозу / 82,1 по оптимистичному прогнозу, функция F(X1, X3) будет иметь 
отрицательный знак. Видим также, если возраст выхода на пенсию Х1 будет снижаться ниже 
уровня установленного в настоящее время (60 лет для мужчин и 55 лет для женщин), это приведет 
к падению функции F(X1, X3), что в свою очередь приведет к снижению коэффициента замещения 
PZj. Таким образом имеем:  
 
 
(5.104) 
 
 
При рассмотрении выражений (5.100) – (5.104) мы нашли аналитическим путем значения 
для возраста выхода на пенсию (Х1), с учетом которых проанализируем значения веса 
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§3. Многофакторное прогнозирование пенсионных систем
389
При рассмотрении выражений (5.100) – (5.104) мы нашли аналитиче-
ским путем значения для возраста выхода на пенсию (Х
1
), с учетом кото-
рых проанализируем значения веса накопительной части пенсии X2 на ос-
нове исследования выражения (5.99). Рассмотрим варианты, при которых 
коэффициент замещения будет стремиться к максимуму:
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накопительной части пенсии X2. на основе исследован я выражения (5.99). Рассмотрим варианты, 
при которых коэффициент замещения будет стремиться к максимуму: 
 
 
 0/),(.,),(......0.....max 2313113  XABXXFтогдаXXFLXеслиXприPZ jj  (5.105) 
 
Либо 
 
 0/),(.,.......0.....max 23113  XABXXFтогдаLXеслиXприPZ jj (5.106) 
 
Из выражения (5.105) видим, что в случае, если инвестиционная доходность X3 будет 
отрицательна, то коэффициент замещения будет стремиться к максимуму при возрасте выхода на 
пенсию Х1, стремящемся к возрасту продолжительности жизни, когда функция F(X1, X3) будет 
меньше отношения положительных констант В и А, что возможно при весе накопительной части 
пенсии Х2, равном 0. Из выражения (5.106) следует, что при отрицательной инвестиционной 
доходности X3 и возрасте выхода на пенсию Х1, меньшем продолжительности жизни, функция 
F(X1, X3) будет иметь отрицательный знак и будет, таким образом, меньше отношения 
положительных констант В и А, что также возможно при весе накопительной части пенсии Х2 
равной 0. Таким образом, при отрицательной инвестиционной доходности коэффициент 
замещения PZ будет стремиться к максимуму, если вес накопительной части пенсии будет 0. 
В случае, если инвестиционная доходность X3 будет положительна, тогда из (5.99) имеем: 
 
1/),(.,),(......0.....max 2313113  XABXXFтогдаXXFLXеслиXприPZ jj  (5.107) 
 
Из выражения (5.107) видим, что в случае, если инвестиционная доходность X3 будет 
положительна, то коэффициент замещения будет стремиться к максимуму при возрасте выхода на 
пенсию Х1 стремящемся к возрасту продолжительности жизни, когда функция F(X1, X3) 
стремиться к  и, соответственно, будет больше отношения констант В и А, что возможно при 
весе накопительной части пенсии Х2, равном 1. 
 
ABXXFXLXwеслиXприPZ jjj /),(......0.....max 31413   (5.108) 
 
Выражение (5.108) означает, что при любом положительном инвестиционном доходе, 
независимо от возраста выхода на пенсию и доли накопительной части пенсии, целевые функции 
пенсионной системы будут увеличиваться. В тоже время, если будет наблюдаться отрицательная 
реальная инвестиционная доходность, сохранение накопительной пенсионной системы 
нецелесообразно.  
Как видим, выражение (5.108) аналитическим методом в явном виде не решить и 
необходимо использовать иные методы для нахождения параметра Х4 – средней доли 
участвующих граждан в накопительной пенсионной системе в будущем. Прежде чем перейти к 
альтернативным методам нахождения параметров целевых функций пенсионной системы, 
обобщим результаты нашего анализа и сформулируем условия, при которых один из основных 
показателей пенсионной системы PZ стремится к максимуму. Увеличение результирующей 
функции – коэффициента замещения (PZ) будет наблюдаться, если: 
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накопительной части пенсии X2. на основе исследования выражения (5.99). Ра смотрим варианты, 
при которых коэффициент замещения будет стремиться к максимуму: 
 
 
 0/),(.,),(......0.....max 2313113  XABXXFтогдаXXFLXеслиXприPZ jj  (5.105) 
 
Либо 
 
 0/),(.,.......0.....max 23113  XABXXFтогдаLXеслиXприPZ jj (5.106) 
 
Из выражения (5.105) видим, что в случае, если инвестиционная доходность X3 будет 
отрицательна, то коэффициент замещения будет стремиться к максимуму при возрасте выхода на 
пенсию Х1, стремящемся к возрасту продолжительности жизни, когда функция F(X1, X3) будет 
меньше отношения положительных констант В и А, что возможно при весе накопительной части 
пенсии Х2, равном 0. Из выражения (5.106) следует, что при отрицательной инвестиционной 
доходности X3 и возрасте выхода на пенсию Х1, меньшем продолжительности жизни, функция 
F(X1, X3) будет иметь отрицательный знак и будет, таким образом, меньше отношения 
положительных констант В и А, что также возможно при весе накопительной части пенсии Х2 
равной 0. Таким образом, при отрицательной инвестиционной доходности коэффициент 
замещения PZ будет стремиться к максимуму, если вес накопительной части пенсии будет 0. 
В случае, если инвестиционная доходность X3 будет положительна, тогда из (5.99) имеем: 
 
1/),.,),(......0.....max 2313113  XABXXFтогдаXXFLXеслиXприPZ jj  (5.107) 
 
Из выражения (5.107) видим, что в случае, если инвестиционная доходность X3 будет 
положительна, то коэффициент замещения будет стремиться к максимуму при возрасте выхода на 
пенсию Х1 стремящемся к возрасту продолжительности жизни, когда функция F(X1, X3) 
стремиться к  и, соответственно, будет больше отношения констант В и А, что возможно при 
весе накопительной части пенсии Х2, равном 1. 
 
ABXXFXLXwеслиXприPZ jjj /),......0.....max 31413   (5.108) 
 
Выражение (5.108) означает, что при любом положительном инвестиционном доходе, 
независимо от возраста выхода на пенсию и доли накопительной части пенсии, целевые функции 
пенсионной системы будут увеличиваться. В тоже время, если будет наблюдаться отрицательная 
реальная инвестиционная доходность, сохранение накопительной пенсионной системы 
нецелесообразно.  
Как видим, выражение (5.108) аналитическим методом в явном виде не решить и 
необходимо использовать иные методы для нахождения параметра Х4 – средней доли 
участвующих граждан в накопительной пенсионной системе в будущем. Прежде чем перейти к 
альтернативным методам нахождения параметров целевых функций пенсионной системы, 
обобщим результаты нашего анализа и сформулируем условия, при которых один из основных 
показателей пенсионной системы PZ стремится к максимуму. Увеличение результирующей 
функции – коэффициента замещения (PZ) будет наблюдаться, если: 
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    (5.105)
Либо
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накопительной части пенсии X2. на основе исследования выражения (5.99). Рассмотрим варианты, 
при которых коэффициент замещения будет стремиться к максимуму: 
 
 
 0/),(.,),(......0.....max 2313113  XABXXFтогдаXXFLXеслиXприPZ jj  (5.105) 
 
Либо 
 
 0/),(.,.......0.....max 23113  XABXXFтогдаLXеслиXприPZ jj (5.106) 
 
Из выражения (5.105) видим, что в случае, если инвестиционная доходность X3 будет 
отрицательна, то коэффициент замещения будет стремиться к максимуму при возрасте выхода на 
пенсию Х1, стремящемся к возрасту продолжительности жизни, когда функция F(X1, X3) будет 
меньше отношения положительных констант В и А, что возможно при весе накопительной части 
пенсии Х2, равном 0. Из выражения (5.106) следует, что при отрицательной инвестиционной 
доходности X3 и возрасте выхода на пенсию Х1, меньшем продолжительности жизни, функция 
F(X1, X3) будет иметь отрицательный знак и будет, таким образом, меньше отношения 
положительных констант В и А, что также возможно при весе накопительной части пенсии Х2 
равной 0. Таким образом, при отрицательной инвестиционной доходности коэффициент 
замещения PZ будет стремиться к максимуму, если вес накопительной части пенсии будет 0. 
В случае, если инвестиционная доходность X3 будет положительна, тогда из (5.99) имеем: 
 
1/),(.,),(......0.....max 2313113  XABXXFтогдаXXFLXеслиXприPZ jj  (5.107) 
 
Из выражения (5.107) видим, что в случае, если инвестиционная доходность X3 будет 
положительна, то коэффициент замещения будет стремиться к максимуму при возрасте выхода на 
пенсию Х1 стремящемся к возрасту продолжительности жизни, когда функция F(X1, X3) 
стремиться к  и, соответственно, будет больше отношения констант В и А, что возможно при 
весе накопительной части пенсии Х2, равном 1. 
 
ABXXFXLXwеслиXприPZ jjj /),(......0.....max 31413   (5.108) 
 
Выражение (5.108) означает, что при любом положительном инвестиционном доходе, 
независимо от возраста выхода на пенсию и доли накопительной части пенсии, целевые функции 
пенсионной системы будут увеличиваться. В тоже время, если будет наблюдаться отрицательная 
реальная инвестиционная доходность, сохранение накопительной пенсионной системы 
нецелесообразно.  
Как видим, выражение (5.108) аналитическим методом в явном виде не решить и 
необходимо использовать иные методы для нахождения параметра Х4 – средней доли 
участвующих граждан в накопительной пенсионной системе в будущем. Прежде чем перейти к 
альтернативным методам нахождения параметров целевых функций пенсионной системы, 
обобщим результаты нашего анализа и сформулируем условия, при которых один из основных 
показателей пенсионной системы PZ стремится к максимуму. Увеличение результирующей 
функции – коэффициента замещения (PZ) будет наблюдаться, если: 
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накопительной части пенсии X2. на основе исследования выражения (5.99). Рассмотрим варианты, 
при которых коэффициент замещения будет стремиться к максимуму: 
 
 
 0/),(.,),(......0.....max 2313113  XABXXFтогдаXXFLXеслиXприPZ jj  (5.105) 
 
Либо 
 
 0/),(.,.......0.....max 23113  XABXXFтогдаLXеслиXприPZ jj (5.106) 
 
Из выражения (5.105) видим, что в случ е, если инвестицио ная доходность X3 будет 
отрицательна, то коэффициент замещения будет стремиться к максимуму при возрасте выхода на 
пенсию Х1, стремящемся к возрасту продолжительности жизни, когда функция F(X1, X3) будет 
меньше отношения положительных к нстант В и А, что возможно при весе накопительной части 
пенсии Х2, равном 0. Из выражения (5.106) следует, что при отрицательной инвестиционной 
доходности X3 и возрасте выхода на п нсию Х1, меньшем продолжительности жизн , фу кция 
F(X1, X3) будет иметь отрицательный знак и будет, таким образом, меньше отнош ния 
положительных констант В и А, что также возможно при весе накопительной части пенсии Х2 
равной 0. Таким образом, при отрицательной инвестиционной доходности коэффициент 
замещения PZ будет стремиться к максимуму, если вес накопительной части пенсии будет 0. 
В случае, если инвестиционная доходность X3 будет положительна, тогда из (5.99) имеем: 
 
1/),(.,),(......0.....max 2313113  XABXXFтогдаXXFLXеслиXприPZ jj  (5.107) 
 
Из выражения (5.107) видим, что в случае, сли инве т ционная доход сть X3 будет 
положительна, то коэффициент замещения будет стремиться к максимуму при возрасте выхода на 
пенсию Х1 стремящемся к возрасту продолжительности жизни, когда функция F(X1, X3) 
стремиться к  и, соответственно, будет больше отношения констант В и А, что возможно при 
весе накопительной части пенсии Х2, равном 1. 
 
ABXXFXLXwеслиXприPZ jjj /),(......0.....max 31413   (5.108) 
 
Выражение (5.108) означает, что при любом положительном инвестиционном доходе, 
независимо от возраста выхода на пенсию и доли накопительной части пенсии, целевые функции 
пенсионной системы будут увеличиваться. В тоже время, если будет наблюдаться отрицательная 
реальная инвестиционная доходность, сохранение акопительной пенсионной системы 
нецелесообразно.  
Как видим, выражение (5.108) аналитическим методом в явном виде не решить и 
необходимо использовать иные методы для нахождения пара етра Х4 – средней доли 
участвующих граждан в накопительной пенсионной системе в будущем. Прежде чем перейти к 
альтернативным методам нахождения параметров целевых функций пенсионной системы, 
обобщим результаты нашего анализа и сформулируем условия, при которых один из основных 
показателей пенсионной системы PZ стремится к максимуму. Увеличение результирующей 
функции – коэффициента замещения (PZ) будет наблюдаться, если: 
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                  (5.106)
Из выражения (5.105) видим, чт  в л чае, если нвестиционная до-
ходность X
3
 будет отрицательна, о коэффициент замещения будет стре-
миться к максимуму при возрасте выхода на пенсию Х
1
, стремящемся к 
возрасту продолжительн сти жизни, когда функц я F(X
1
, X
3
) будет мень-
ше отношения положительных конст нт В и А, что возможно при весе
накопительной части пенсии Х2, равном 0. Из выражения (5.106) следу т, 
что п и отрицательной инвестиц онной доходнос и X
3
 и возрасте выхода 
на пенсию Х
1
, меньшем продолж ельности жизни, функция F(X
1
, X
3
) бу-
дет иметь отрицательный знак и будет, таким бразом, меньше отношения 
положительных констант В и А, что также возмож о при весе накопитель-
ной части пе сии Х2 равной 0  Так м обр зом, пр  отрицательной инве-
стиционной доходности коэффициент замещения PZ будет стремиться к 
максимуму, если вес накопительной части пенсии будет 0.
В случае, если инвестиционная доходность X
3
 будет положительна, 
тогда из (5.99) имеем:
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накопительной части пенсии X2. на основе исследования выражения (5.99). Рассмотрим варианты, 
при которых коэффициент замещения будет стремиться к максимуму: 
 
 
 0/),(.,),(......0.....max 2313113  XABXXFтогдаXXFLXеслиXприPZ jj  (5.105) 
 
Либо 
 
 0/),(.,.......0.....max 23113  XABXXFогдаLXеслиXприPZ jj (5.106)
 
Из выражения (5.105) видим, что в сл чае, если инвестиционная доходность X3 будет 
отрицательна, то коэффициент замещения будет стремиться к максимуму при возрасте выхода на 
пенсию Х1, стремящемся к возрасту продолжительности жизни, когда функция F(X1, X3) будет 
меньше от ошения пол жительных констант В и А, что возможно при весе накопительной части 
пенси  Х2, равном 0. Из выражения (5.106) следует, что при отрицательной инвестиционной 
доходности X3 и в зрасте выхода на пенсию Х1, еньшем продолжительности жизни, функция 
F(X1, X3) будет иметь отрицательный знак и будет, таким образом, меньше отношения 
положительных констант В и А, что акже возможно при весе накопительной части пенсии Х2 
равной 0. Т ким образом, при отрицательной инвестиционной доходности коэффицие т 
замещения PZ будет стремиться к аксимуму, сли вес накоп тельной части пенсии будет 0. 
В случае, если инвес ицио ная доходность X3 будет положительна, тогда из (5.99) имеем: 
 
1/),(.,),(......0.....max 2313113  XABXXFтогдаXXFLXеслиXприPZ jj  (5.107) 
 
Из выражения (5.107) видим, что в случае, если инвестиционная доходность X3 будет 
положительна, то коэффициент замещения будет стре иться к максимуму при возрасте выхода на 
пенсию Х1 стремящемся к возрасту родолж тельности жизни, когда функция F(X1, X3) 
стремиться к  и, соответственно, будет больше отношения констант В и А, что возможно при 
весе накопительной части пенсии Х2, равном 1. 
 
ABXXFXLXwе лXприPZ jjj /),(......0.....max 31413   (5.108) 
 
Выражение (5.108) означает, что при любом положительном инвестиционном доходе, 
независим  от возраста выхода на пенсию и доли накопительной части пенсии, целевые функции 
пенсионной ист мы будут увеличиваться. В тоже время, если будет наблюдаться отрицательная 
реальная инв стицион ая доходность, сохранение накопительной пенсионной системы 
неце есообразно.  
Как вид , выраж н е (5.108) аналитическим методом в явном виде не решить и 
необходимо и пользовать иные методы для нахождения параметра Х4 – средней доли 
участвующих граждан в накопительной пенсионной системе в будущем. Прежде чем перейти к 
альтернативным методам нахождения параметров целевых функций пенсионной системы, 
обобщим результаты нашего анализа и сформулируем условия, при которых один из основных 
показателей пенсионной системы PZ стремится к максимуму. Увеличение результирующей 
функции – коэффициента замещения (PZ) будет наблюдаться, если: 
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накопительной части пенсии X2. на основе исследования выражения (5.99). Рассмотрим варианты, 
при которых коэффициент замещения будет стремиться к максимуму: 
 
 
 0/),(.,),(......0.....max 2313113  XABXXFтогдаXXFLXеслиXприPZ jj  (5.105) 
 
Либо 
 
 0/),(.,.......0.....max 23113  XABXXFтогдаLXеслиXприPZ jj (5.106) 
 
Из выражен я (5.105) видим, что в случае, если инвестиционная доходность X3 будет 
отрицательна, то коэффициент замещения будет стремиться к макс муму при возрасте выхода на
пенсию Х1, стремящемся к возрасту продолжительности жизни, когда фун ция F(X1, X3) будет 
меньше отношения положительных констант В  А, что возможно при весе накопительной части 
пенсии Х2, равном 0. Из выражения (5.106) следует, что при отрицательной инвестиционной 
доходности X3 и возр ст  выхода на пенсию Х1, ме ьшем про олжительности жизни, функция 
F(X1, X3) будет иметь отрицательный знак и будет, таким образом, меньше отношения 
положительных констант В и А, что также воз ожно при в се накопительной аст  пенсии Х2
равной 0. Таким образом, при отрицательн й инвестиционной дохо ности коэффициент 
замещения PZ будет стремиться к максимуму, сл  вес накопительной части пенсии будет 0. 
В случае, если инвестиционная доходность X3 будет положительна, тогда из (5.99) имеем: 
 
1/),(.,),(......0.....max 2313113  XABXXFтогдаXXFLXеслиXприPZ jj  (5.107) 
 
Из выражения (5.107) видим, что в случае, если инвестиционная доходность X3 будет 
положительна, то коэффициент замещения будет стремиться к максимуму при возрасте выхода на 
пенсию Х1 стремящемся к возрасту продолжительности жизни, когда функция F(X1, X3) 
стремиться к  и, соответственно, будет больше тношения констант В и А, что возможно при 
весе накопительной части пенсии Х2, равном 1. 
 
ABXXFXLXwеслиXприPZ jjj /),(......0.....max 31413   (5.108) 
 
Выражение (5.108) означ ет, что при любо полож тель ом инвестиционном доходе, 
независимо от возраста выхода на пенсию и доли накопительн й части пенсии, целевые функции 
пенсионной системы будут увеличиваться. В т же время, если буде  наблюдаться от ицательная 
реальная инвестиционная доходность, сохранение накопительной пенс онной системы 
нецелесо разно. 
Как видим, выражение (5.108) аналитическим методом в явном иде не решить и 
необходимо использовать ные методы для нахождения параметра Х4 – средней доли 
участвующих граждан в накопительной пенсионной системе в будущем. Прежде чем перейти к 
альтернативным методам нахождения параметров целевых функций пенсионной системы, 
обобщим результаты нашего анализа и сформулируем условия, при которых один из основных 
показателей пенсионной системы PZ стремится к максимуму. Увеличение результирующей 
функции – коэффициента замещения (PZ) будет наблюдаться, если: 
 







1,,0
;0,,0
...max,..
213
213
XLXX
XLXX
еслиPZ
j
j
j  (5.109) 
 
 
   (5.107)
Из выражения (5.107) видим, что в случае, если инвестиционная до-
ходность X
3
 будет положительна, то коэффициент замещения будет стре-
.
.
Глава 5. Воздействие демографических рисков на финансовую устойчивость
390
миться к максимуму при возрасте выхода на пенсию Х
1
, стремящемся к 
возрасту продолжительности жизни, когда функция F(X
1
, X
3
) стремится 
к ∞+  и, соответственно, будет больше отношения констант В и А, что 
возможно при весе накопительной части пенсии Х2, равном 1.
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накопительной части пенсии X2. на основе исследования выражения (5.99). Рассмотрим варианты, 
при которых коэффициент замещения будет стремиться к максимуму: 
 
 
 0/),(.,),(......0.....max 2313113  XABXXFтогдаXXFLXеслиXприPZ jj  (5.105) 
 
Либо 
 
 0/),(.,.......0.....max 23113  XABXXFтогдаLXеслиXприPZ jj (5.106) 
 
Из выражения (5.105) видим, что в случае, если инвестиционная доходность X3 будет 
отрицательна, то коэффициент замещения будет стремиться к максимуму при возрасте выхода на 
пенсию Х1, стремящемся к возрасту продолжительности жизни, когда функция F(X1, X3) будет 
меньше отношения положительных констант В и А, что возможно при весе накопительной части 
пенсии Х2, равном 0. Из выражения (5.106) следует, что при отрицательной инвестиционной 
доходности X3 и возрасте выхода на пенсию Х1, меньшем продолжительности жизни, функция 
F(X1, X3) будет иметь отрицательный знак и будет, таким образом, меньше отношения 
положительных констант В и А, что также возможно при весе накопительной части пенсии Х2 
равной 0. Таким образом, при отрицательной инвестиционной доходности коэффициент 
замещения PZ будет стремиться к максимуму, если вес накопительной части пенсии будет 0. 
В случае, если инвестиционная доходность X3 будет положительна, тогда из (5.99) имеем: 
 
1/),(.,),(......0.....max 2313113  XABXXFтогдаXXFLXеслиXприPZ jj  (5.107) 
 
Из выражения (5.107) видим, что в случае, если инвестиционная доходность X3 будет 
положительна, то коэффициент замещения будет стремиться к максимуму при возрасте выхода на 
пенсию Х1 стремящемся к возрасту продолжительности жизни, когда функция F(X1, X3) 
стремиться к  и, соответственно, будет больше отношения констант В и А, что возможно при 
весе накопительной части пенсии Х2, равном 1. 
 
ABXXFXLXwеслиXприPZ jjj /),(......0.....max 31413   (5.108) 
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Выражение (5.108) означает, что при любом положительном инвести-
ционном доходе, независимо от возраста выхода на пенсию и доли на-
копи льной части пенсии, целевые функции пенсионной системы будут 
увелич ваться. В тоже время если будет наблюдаться отрицательная ре-
аль ая инвестиционная доходность, сохранение накопительной пенсион-
ной системы нецелесообразно. 
Как видим, выражение (5.108) аналитическим методом в явном виде 
не решить и необходимо использовать иные методы для нахождения пара-
метра Х
4
 – средней доли участвующих граждан в накопительной пенсион-
ной системе в будущем. Прежде чем перейти к альтернативным методам 
нахождения параметров целевых функций пенсионной системы, обоб-
щим результаты нашего анализа и сформулируем условия, при которых 
один из основных показателей пенсионной системы PZ стремится к мак-
симуму. Увеличение результ рующей функции – коэффициента замеще-
ния (PZ) будет наблюдаться, если:
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накопит сти пенс и X2. на основе исследования выражения (5.99). Рассмотрим варианты, 
при кот  э ициент замещения будет стремиться к максимуму: 
 
 
 0/),(.,),(......0.....max 2313113  XABXXFтогдаXXFLXеслиXприPZ jj  (5.105) 
 
Либо 
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пенсии Х2, равном 0. Из выражения (5.106) сл дует, что при отрицательной нвестиционной 
доходности X3 и возрасте выхода на пенсию Х1, меньшем продолжительности жизни, функция 
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замещения PZ будет стремиться к максимуму, если вес накопительной части пенсии будет 0. 
В случае, если инвестиционная доходность X3 будет положительна, тогда из (5.99) имеем: 
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Обобщенные результаты, отраженные в (5.109), сводятся к тому 
что, коэффициент замещения будет стремиться к максимуму, если:
– возраст выхода на пенсию Х
1
 будет меньше L
j
, инвестиционная 
доходность Х
3
 будет отрицательной, а вес накопительной части пенсии 
Х
2 
будет равен 0; 
− возраст выхода на пенсию Х
1
 будет стремиться к возрасту продол-
жительности жизни L
j
, инвестиционная доходность Х
3
 будет положи-
тельной, а вес накопительной части пенсии Х2 будет равен 1. 
Важный институциональный вывод, который мы можем сделать 
из нашего анализа: речь должна идти не о ликвидации накопительной 
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части пенсии, а об институциональном регулировании, которое бы 
позволило повысить доходность от инвестирования пенсионных нако-
плений. Полученные результаты не являются полным решением с на-
хождением всех значений параметров пенсионной системы, при кото-
ром будет наблюдаться максимизация коэффициента замещения. Для 
полного решения необходимо применять альтернативные методики.
При проектировании пенсионной системы и определении ее опти-
мальных параметров мы исходим из предположения, что рассматри-
ваемые нами параметры являются случайными величинами, которые 
могут принимать значения в диапазонах проанализированных нами 
выше. В то же время мы не знаем, какому закону распределения соот-
ветствуют принимаемые значения неизвестных. Законом распределе-
ния, которому будет подчиняться рассматриваемая нами неизвестная 
может быть и гауссовское (нормальное) распределение, логнормаль-
ное распределение, гамма-распределение или «хи-квадрат» распреде-
ление и т. д. Для определения закона распределения, которому будет 
соответствовать плотность вероятности принимаемых значений рас-
сматриваемых нами неизвестных, проведем анализ имеющихся стати-
стических данных. Такая выборка у нас имеется по показателям: «ин-
вестиционная доходность» и «возраст выхода на пенсию».
Данные инвестиционной доходности проанализируем на основе 
результатов инвестирования пенсионных накоплений в период 2004–
2011 гг. у 68 управляющих компаний [58]. Мы определили, сколько 
управляющих компаний продемонстрировали рассматриваемую вели-
чину доходности. После этого чтобы получить значения, скорректиро-
ванные на инфляцию, мы вычли из полученной величины доходности 
инвестирования пенсионных накоплений среднегодовую инфляцию за 
рассматриваемый период с 2004 по 2011 гг. в размере 0,0546 (доли) 
[12]. Результаты расчетов представлены на рис. 5.20. 
Как видим на рис. 5.20, доходность инвестирования пенсионных 
накоплений принимает значение в соответствии с распределением 
близком к нормальному (гауссовскому).
Проанализируем закон распределения, которому соответствует па-
раметр возраст выхода на пенсию. При этом учтем, что возраст выхода 
на пенсию не является независимой случайной величиной. Он тесно 
Глава 5. Воздействие демографических рисков на финансовую устойчивость
392
взаимосвязан с продолжительностью жизни, в зависимости от которой 
и определяется. Поэтому при анализе закона распределения возраста 
выхода на пенсию мы исследуем показатель соотношения продолжи-
тельности жизни и возраста выхода на пенсию. Показатель отдельно 
анализируется для мужчин и женщин по 19 странам OECD: Австралия, 
Австрия, Великобритания, Венгрия, Германия, Италия, Канада, Люксем-
бург, Мексика, Нидерланды, Норвегия, Польша, Словакия, США, Чехия, 
Франция, Швейцария, Швеция, Япония. 
Рис. 5.20. Плотность вероятности доходности инвестирования 
пенсионных накоплений за период 2004–2011 гг.
Для анализа закона распределения показателя соотношения продол-
жительности жизни и пенсионного возраста мы провели в Excel филь-
трацию значений и определили, сколько стран имели рассматриваемый 
показатель соотношения продолжительности жизни и пенсионного воз-
раста. Разделив количество стран, в которых наблюдался показатель 
определенной величины на количество рассматриваемых стран – 19, мы 
определили плотность вероятности. Результаты анализа представлены 
на рис. 5.21.
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Рис. 5.21. Плотность вероятности соотношения продолжительности жизни 
и возраста выхода на пенсию у мужчин и женщин для стран OECD 
для 2010 г.
Как видим на рис. 5.21, соотношение продолжительности жизни и воз-
раста выхода на пенсию доходность инвестирования пенсионных нако-
плений принимает значение в соответствии с распределением близком к 
нормальному (гауссовскому). Характер графика плотности вероятности 
соотношения продолжительности жизни и возраста выхода на пенсию у 
мужчин позволяет сделать важный вывод на основе сравнительного ана-
лиза соотношения продолжительности жизни и возраста выхода на пен-
сию у мужчин и женщин. В соответствии с демографическим прогнозом 
Роскомстата, продолжительность жизни у мужчин в России к 2030 г. со-
ставит по пессимистическому прогнозу 64,4 года, по оптимистическому – 
73,3 года, у женщин, соответственно, 75,7 лет и 82,1 года. В соответствии 
с данными, представленными на рис. 5.21, соотношении продолжитель-
ности жизни и возраста выхода на пенсию по странам OECD колеблется у 
мужчин в пределах [1,22; 1,39], для женщин, соответственно, в пределах 
[1,28; 1,48]. Разделив прогнозируемую продолжительность жизни на по-
казатель соотношения продолжительности жизни и возраста выхода на 
пенсию, получаем, что возраст выхода на пенсию в России для мужчин 
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может колебаться в пределах [1,07; 1,21], для женщин, соответственно, 
[1,57; 1,66]. Эти результаты показывают, что пенсионный возраст с уче-
том продолжительности жизни у мужчин в России существенно завышен 
относительно среднего по OECD, в то время как у женщин занижен. Еще 
один важный вывод, который мы можем сделать для институционального 
регулирования пенсионной системы в РФ: при реформировании пенси-
онной системы РФ с целью повышения целевых функций – пенсионных 
выплат и коэффициента замещения пенсионный возраст (параметр Х
1
) 
у женщин должен быть значительно повышен, в то время как у мужчин 
либо оставлен на прежнем уровне, либо увеличен, но несущественно. 
При этом отметим, что качество жизни при этом у женщин будет под-
держиваться на уровне среднем по OECD, а у мужчин оставаться все же 
ниже. Здесь мы понимаем под одним из показателем качества жизни со-
отношение продолжительности жизни и возраста выхода на пенсию, то 
есть продолжительность пребывания гражданина на пенсии. Поэтому 
при дальнейшем моделировании оптимальных показателей пенсионной 
системы для мужчин мы не будем предусматривать возможность увели-
чения у них пенсионного возраста. У женщин ситуация несколько другая: 
при сегодняшнем возрасте выхода на пенсию в 55 лет резервы на увели-
чения возраста на пенсию есть. При этом качество жизни у женщин будет 
поддерживаться на уровне OECD.
Статистики по показателям веса накопительной части пенсии в пенси-
онном обеспечении гражданина и средней доле участвующих в накопле-
ния граждан нам не удалось найти в объеме, достаточном для статистиче-
ски значимых выводов. Поэтому при дальнейшем моделировании и опре-
делении оптимальных показателей пенсионной системы мы вынуждены 
условно исходить из предположения, что их законы распределения также 
близки к нормальному (гауссовскому). 
Математическое моделирование пенсионных систем и определение 
оптимальных параметров будет в дальнейшем строиться исходя из Гаус-
совского закона распределения рассматриваемых параметров. Моделиро-
вание будет происходить в следующей последовательности:
1. Построение функции распределения для неизвестных – возраста 
выхода на пенсию (у женщин), доходности от инвестирования пенсион-
ных накоплений и веса накопительной части пенсии в пенсионном обе-
спечении гражданина.
2. Определение наиболее вероятных значений переменных с учетом 
нормального закона распределения.
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3. Моделирование значений функции (5.99) с учетом вероятности зна-
чений входящих в функцию переменных. 
4. Нахождение экстремумов функции и определение параметров, при 
которых они достигаются. 
Как мы уже доказали выше, моделируемые показатели изменяются в 
определенных диапазонах по закону нормального распределения Гаусса 
[96]. При построении функции распределения для неизвестных можно 
также воспользоваться функцией Excel НОРМРАСП. Мы использовали 
«ручной» метод расчета с применением таблиц Excel для возможности 
корректировки и отслеживания влияния параметров.
При моделировании функции нормального распределения для доход-
ности инвестирования пенсионных накоплений нами были заданы следу-
ющие исходные данные:
а) на основе распределения инвестиционной доходности соответству-
ющего стандартному нормальному распределению (см. рис. 5.20) мате-
матическим ожиданием μ нами принято 0, стандартное отклонение σ – 1;
б) границы значений для переменной инвестиционной доходности были 
заданы исходя из минимального (–0,75) и максимального (+0,954) значе-
ний среднегодовой доходности инвестирования пенсионных накоплений 
управляющими компаниями за период с 2004 по 2011 г. (см. рис. 5.20);
в) при моделировании функции распределения инвестиционной до-
ходности мы исходили из необходимости максимально приблизить ее к 
характеру распределения инвестиционной доходности по статистическим 
данным за период с 2004 по 2011 г. Смоделированная на основе сформу-
лированных исходных данных с использованием пакета Excel функция 
распределения инвестиционной доходности представлена на рис. 5.20. 
При моделировании функции нормального распределения для возрас-
та выхода на пенсию у женщин нами были заданы следующие исходные 
данные:
а) на основе распределения возраста выхода на пенсию, соответству-
ющего стандартному нормальному распределению (см. рис 5.21), матема-
тическое ожидание μ нами принято 0, стандартное отклонение σ – 1;
б) границы значений для переменной возраста выхода на пенсию жен-
щин были заданы исходя из минимального (57,3 лет) и максимального 
(65,7 лет) значений возраста выхода на пенсию (см. анализ рис. 5.21); 
в) при моделировании функции распределения возраста выхода на 
пенсию мы исходили из необходимости максимально приблизить ее к 
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характеру распределения возраста выхода на пенсию по статистическим 
данным за период с 2004 по 2011 г. (см. рис 5.21).
При моделировании функции нормального распределения для возрас-
та выхода на пенсию у мужчин нами были заданы следующие исходные 
данные:
а) на основе распределения возраста выхода на пенсию, соответству-
ющего стандартному нормальному распределению (см. рис. 5.21), мате-
матическое ожидание μ нами принято 0, стандартное отклонение σ – 1;
б) границы значений для переменной возраста выхода на пенсию муж-
чин были заданы исходя из минимального (48,8 лет) и максимального 
(58,7 лет) значений возраста выхода на пенсию (см. рис. 5.21);
в) при моделировании функции распределения возраста выхода на 
пенсию мы исходили из необходимости максимально приблизить ее к 
характеру распределения возраста выхода на пенсию по статистическим 
данным за период с 2004 по 2011 г. (см. рис 5.21).
Как видим на рис. 5.20–5.21, наиболее вероятные значения возрас-
та выхода на пенсию мужчин находятся в районе 53,5–54 лет, что нахо-
дится ниже установленного в настоящее время пенсионного возраста в 
60 лет [57]. Это делает невозможным увеличение данного параметра в 
целях максимизации основных показателей пенсионной системы таких, 
как коэффициент замещения и пенсионные выплаты. 
С учетом полученных распределений неизвестных смоделируем с 
функцию (5.99) с применением Excel, изменяя в качестве неизвестных 
значения X
1
 – возраст выхода на пенсию и Х
3
 – инвестиционная доход-
ность, которые как мы уже выяснили при анализе выражения (5.99), в 
явном виде не находятся. Вес накопительной части в пенсионном обе-
спечении Х2 и доля граждан, участвующих в пенсионных накоплениях Х4, 
приняты 0,8. При определении параметров пенсионной системы учтем 
их вероятностные распределения, что отражено на рисунке через цвето-
вое выделение. Результаты моделирования представлены в виде графика 
(см. рис. 5.23). 
Как показывает рис. 5.22, целевая функция «коэффициент замещения» 
для женщин может достичь рекомендованного МОТ значений в 0,4–0,6 при 
увеличении возраста выхода на пенсию до [61,4; 62,3] и наличии реальной 
инвестиционной доходности (превышающей инфляцию) в [0,12 %; 0,18 %] 
и весе накопительной части пенсии в 0,8. При этом сам коэффициент заме-
щения при таких параметрах составит [0,48; 0,55].
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Рис. 5.22. Моделирование оптимальных значений пенсионного возраста и инвестиционной 
доходности в пенсионной системе для женщин при весе накопительной части пенсии 0,8: 
красным цветом выделена область значений параметров с наибольшей вероятностью 
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Как показывает рис. 5.22, целевая функция «коэффициент замещения» 
для мужчин может достичь рекомендованного МОТ значений в 0,4–0,6 
при снижении возраста выхода на пенсию до [58,5; 59] и наличии реаль-
ной инвестиционной доходности (превышающей инфляцию) в [0,12 %; 
0,18 %] и весе накопительной части пенсии в 0,8. При этом сам коэффи-
циент замещения пр  таких параметрах оставит [0,4; 0,42]
На рисунке видим разрыв рассматриваемой функц  при инвестици-
онной доходности, равной 0. Это объясняется следующими причинами: 
из показателей функции (5.99) видим, что при инвестиционной доходно-
сти (Х
3
,), стремящейся к нолю, функция F(X
1
, X
3
) и, соответственно, коэф-
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j
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Рис. 5.23. Моделирование оптимальных значений пенсионного возраста и инвестиционной 
доходности в пенсионной системе для мужчин при весе накопительной части пенсии 0,8: красным 
цветом выделена область значений параме ров с наибольшей вероятностью. Зависимость 
коэффициента з мещения для мужчин (PZ0X0) от возраста выхода на пенсию и инв стиционной 
доходности  
 
На рисунке видим разрыв рассматриваемой функции при инвестиционной доходности 
равной 0. Это объясняется следующими причинами: из функции (5.99) видим, что при 
инвестиционной доходности (Х3,), стремящейся к нолю, функция F(X1, X3) и, соответственно, 
коэффициент замещения PZj стремится к бесконечности: 
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Как показывает рисунок, при увеличении возраста выхода на пенсию и инвестиционной 
доходности коэффициент замещения возрастает от 0,24 – минимального значения при 
инвестиционной доходности –1 и возрасте выхода на пенсию 60 лет до 1,28 – максимального 
значения при реальной инвестиционной доходности 6 % и возрасте выхода на пенсию 63 лет. 
Однако, если коэффициент замещения достигнет 1,28, (что означает, что пенсия превысит в 1,28 
раза заработную плату пенсионера перед выходом на пенсию), то застрахованному лицу будет 
выгоднее выйти на пенсию нежели работать. Таким образом, формирование параметров 
пенсионной системы, при которых максимизирует коэффициент замещения, может создать 
ситуацию, когда вновь созданная пенсионная система будет убивать стимул к труду. Исходя из 
этого, мы полагаем, что первоначальная наша цель – максимизация основных показателей 
пенсионной системы за счет изменения ее параметров должна быть скорректирована и 
сформулирована как «нахождение оптимальных показателей пенсионной системы за счет 
изменения ее параметров при неполучении отрицательного влияния на рынок труда». В качестве 
нижнего оптимального значения для коэффициента замещения могли бы выступить 
рекомендации международной организации труда по минимальному значению коэффициента 
замещения в 0,4 [37 17], в качестве верхней границы – средняя величина коэффициента 
замещения по программах обязательного пенсионного страхования в странах OECD, равная 0,55. 
Таким образом, задача сводится к определению области параметров пенсионной системы, при 
которых коэффициент замещения достигнет будет находится в области от 0,4 до 0,55: 
        (5.110)
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Как показывает рисунок, при увеличении возраста выхода на пенсию 
и инвестиционной доходности коэффициент замещения возрастает от 0,24 – 
минимального значения при инвестиционной доходности –1 и возрасте 
выхода на пенсию 60 лет до 1,28 – максимального значения при реаль-
ной инвестиционной доходности 6 % и возрасте выхода на пенсию 63 лет. 
Однако, если коэффициент замещения достигнет 1,28, (что означает, что 
пенсия превысит в 1,28 раза за ботную плату пенсио ера перед выходом 
а пенсию), то застрах ванному лицу буд т выгоднее выйти на пен ю 
нежели работать. Таким бразом, формирование параметр в пенсионной 
системы, при которых максимизирует коэффициент замещения, может со-
здать ситуацию, когда вновь созданная пенсионная система будет убивать 
стимул к труду. Исходя из этого, мы полагаем, что первоначальная наша 
цель – максимизация основных показателей пенсионной системы за счет 
изменения ее а аметров должна быть скорректирована и сформулиро-
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вана как «нахождение оптимальных показателей пенсионной системы за 
счет изменения ее параметров при неполучении отрицательного влияния 
на рынок труда». В качестве нижнего оптимального значения для коэф-
фициента замещения могли бы выступить рекомендации Международной 
организации труда по минимальному значению коэффициента замещения 
в 0,4 [17; 37], в качестве верхней границы – средняя величина коэффици-
ента замещения по программах обязательного пенсионного страхования в 
странах OECD, равная 0,55. Таким образом, задача сводится к определе-
нию области параметров пенсионной системы, при которых коэффициент 
замещения достигнет будет находится в области от 0,4 до 0,55.
На рис. 5.23 видим, что более вероятные значения коэффициента за-
мещения находятся в области [0,4; 0,55], при котором величина инвести-
ционной доходности будет находиться в промежутке [1; 2,5], а возраст 
выхода на пенсию – в промежутке [62,8; 63].
Среди определенных нами параметров, обеспечивающих наиболее ве-
роятные значения коэффициентов замещения, можем выделить наиболее 
вероятные значения коэффициентам замещения и параметров, его обеспе-
чивающих. На рисунке «зависимость коэффициента замещения для муж-
чин (PZ
0
X
0
) от возраста выхода на пенсию и инвестиционной доходности» 
(см. рис. 5.22) область наиболее вероятных значений выделена. Наибо-
лее вероятный коэффициент замещения, соответствующий ограничению 
оптимального решения, находится в диапазоне [0,48; 0,55], который до-
стигается при инвестиционной доходности, находящейся в промежутке 
[2;2,5], и возрасте выхода на пенсию в промежутке [62,8; 63]:
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Выражение (5.111) означает наиболее вероятно достигнуть величины коэффициента 
замещения в промежутке от 0,4 до 0,55 (это соответствует нормам МОТ) за счет следующих 
значений моделируемых параметров: средний возраст выхода на пенсию (X1) от 62,8 до 63 лет. 
Как мы уже доказали выше возраст выхода на пенсию у мужчин повышен быть не может. Это 
означает, что для повышения среднего возраста до 62,8–63 лет пенсионный возраст женщин 
должен составить 65,6–66 лет. Оптимальная величина реальной инвестиционной доходности для 
поддержания коэффициента замещения в заданных диапазонах должна составлять от 2 до 2,5 % 
при весе накопительной части во взносах на обязательное пенсионное обеспечение 0,8 и доле 
граждан, участвующих в пенсионных накоплениях 0,8. 
Обобщим результаты применения методов аналитической математики и математического 
моделирования при проектировании оптимальной пенсионной системы: 
1. При наличии любой положительной доходности от инвестирования пенсионных 
накоплений накопительную пенсионную систему необходимо сохранять. В этом случае 
накопительная пенсионная система будет увеличивать пенсионные выплаты и коэффициент 
замещения в целом в пенсионной системе. Справедливо и обратно: если доходность 
отрицательная накопительная пенсионная система нецелесообразна. 
2. При наличии положительной реальной инвестиционной доходности вес накопительной 
пенсионной системы в пенсионных взносах необходимо увеличивать с целью повышения 
основных показателей системы – коэффициента замещения и пенсионных выплат. 
3. В случае, если реальная инвестиционная доходность положительна, целесообразно 
повышать долю населения, участвующего в накопительной пенсионной системе, что будет 
способствовать росту основных показателей пенсионной системы в целом. 
 4. Для увеличения основных показателей пенсионной системы необходимо увеличение 
пенсионного возраста в среднем до 62,8–63 лет. При этом увеличение пенсионного возраста у 
мужчин нецелесообразно, а у женщин пенсионный возраст может быть увеличен до 65,6–66 лет.  
5. Для поддержания коэффициента замещения в диапазоне от 0,48 до 0,55, что 
соответствует рекомендациям МОТ реальная (превышающая инфляцию) доходность от 
инвестирования пенсионных накоплений должна составлять от 2 до 2,5 % при доле 
накопительной части пенсии во взносах на обязательное пенсионное страхование 0,8 и доле 
работающих, являющихся участниками накопительной пенсионной системы, 0,8. 
При поддержании параметров влияния на определенном нами уровне пенсионные 
выплаты увеличатся, а коэффициент замещения составит от 0,48 до 0,55, что будет 
соответствовать рекомендациям Международной организации труда. Для поддержания 
параметров влияния на рассчитанных уровнях пенсионная система РФ требует 
                       (5.111)
Выражение (5.111) означает наиболее вероятно достигнуть величины 
коэффициента замещения в промежутке от 0,4 до 0,55 (это соответствует 
нормам МОТ) за счет следующих значений моделируемых параметров: 
средний возраст выхода на пенсию (X
1
) – от 62,8 до 63 лет. Как мы уже 
доказали выше, возраст выхода на пенсию у мужчин повышен быть не 
может. Это означает, что для повышения среднего возраста до 62,8–63 лет 
пенсионный возраст женщин должен составить 65,6–66 лет. Оптимальная 
величина реальной инвестиционной доходности для поддержания коэф-
фиц ента замещения в заданных диапазонах должна составлять от 2 до 
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2,5 % при весе накопительной части во взносах на обязательное пенси-
онное обеспечение 0,8 и доле граждан, участвующих в пенсионных нако-
плениях 0,8.
Обобщим результаты применения методов аналитической математи-
ки и математического моделирования при проектировании оптимальной 
пенсионной системы:
1. При наличии любой положительной доходности от инвестирования 
пенсионных накоплений накопительную пенсионную систему необходи-
мо сохранять. В этом случае накопительная пенсионная система будет 
увеличивать пенсионные выплаты и коэффициент замещения в целом в 
пенсионной системе. Справедливо и обратное: если доходность отрица-
тельная, накопительная пенсионная система нецелесообразна.
2. При наличии положительной реальной инвестиционной доходности 
вес накопительной пенсионной системы в пенсионных взносах необходи-
мо увеличивать с целью повышения основных показателей системы – ко-
эффициента замещения и пенсионных выплат.
3. В случае, если реальная инвестиционная доходность положительна, 
целесообразно повышать долю населения, участвующего в накопитель-
ной пенсионной системе, что будет способствовать росту основных пока-
зателей пенсионной системы в целом.
 4. Для увеличения основных показателей пенсионной системы необ-
ходимо увеличение пенсионного возраста в среднем до 62,8–63 лет. При 
этом увеличение пенсионного возраста у мужчин нецелесообразно, а у 
женщин пенсионный возраст может быть увеличен до 65,6–66 лет. 
5. Для поддержания коэффициента замещения в диапазоне от 0,48 
до 0,55, что соответствует рекомендациям МОТ, реальная (превышаю-
щая инфляцию) доходность от инвестирования пенсионных накоплений 
должна составлять от 2 до 2,5 % при доле накопительной части пенсии во 
взносах на обязательное пенсионное страхование 0,8 и доле работающих, 
являющихся участниками накопительной пенсионной системы, 0,8.
При поддержании параметров влияния на определенном нами уровне 
пенсионные выплаты увеличатся, а коэффициент замещения составит от 
0,48 до 0,55, что будет соответствовать рекомендациям Международной 
организации труда. Для поддержания параметров влияния на рассчитан-
ных уровнях пенсионная система РФ требует институциональной пере-
стройки, для анализа которой мы рассмотрим первоначально законода-
тельные основы действующей в РФ пенсионной системы.
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Глава 6
ПроБлемы и ПерСПекТивы раЗвиТиЯ 
Социально-экономичеСкой СиСТемы 
ЗДравооХранениЯ роССии в УСловиЯХ 
менЯЮЩеГоСЯ климаТа: ТеореТичеСкие 
оСновы и экономеТричеСкое моДелирование
§1. Современные тренды в развитии социально-экономической 
системы здравоохранения в условиях меняющегося климата
Глобальные изменения климата ведут к тому, что природные катастро-
фы и аномальные погодные явления появляются в мире все чаще и ста-
новятся все интенсивнее [1]. Это неизбежно ведет к ущербу для здоровья 
и социально-экономических условий жизни населения, а также функци-
онирования экосистем, поэтому, чтобы делать прогнозы о здоровье на-
селения и о приоритетах развития системы здравохранения в будущем, 
необходимо понимать взаимосвязь между индикаторами здоровья и изме-
нением климата. Несмотря на то, что существуют исследования, которые 
определют эту взаимосвязь в разных регионах мира, нужно понимать, что 
этот эффект различный из-за различий в климатических и социально-эко-
номических условиях в разных странах и регионах [2]. 
В данной главе авторы рассматривают проблемы и перспективы для 
здоровья и жизнедеятельности человека в условиях меняющегося кли-
мата в мире, и в России в частности. Мы проводим анализ существую-
щей литературы, а также подчеркиваем методологические особенности 
моделирования климата и здоровья населения. Наша работа также нахо-
дит взаимосвязь между изменением климата и здоровьем населения для 
российских регионов. Актуальность данного исследования заключается в 
том, что, по прогнозам Межгосударственной комиссии по исследованию 
климата, вероятность учащения тепловых волн в России увеличивается 
[3]. Более того, количество аномалий, таких как сильные холода зимой и 
волны жары летом, будет возрастать [3].
Параграф 1 данной главы посвящен анализу современных трендов в 
индикаторах здоровья населения в мире, а также основной экономиче-
ской и эпидемиологической литературе, изучавшей влияние климатиче-
ских условий на здоровье и смертность населения. В параграфе 2 рассмо-
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трены основные теоретические механизмы влияния климатических и по-
годных условий на здоровье и жизнедеятельность человека. В параграфе 
3 обсуждаются метолологические особенности подготовки погодных дан-
ных для анализа, их эконометрического моделирования и экономической 
оценки, а также интерпретации результатов. Заключительный параграф 
рассматривает прогнозы влияния климатических изменений на жизнеде-
ятельность населения, а также приводит описание основных результатов, 
полученных авторами в ходе анализа влияния погодных условий на здо-
ровье населения в российских регионах.
Под понятиями «климат» и «климатические изменения» в литературе 
понимаются долгосрочные погодные особенности определенного регио-
на, такие как средняя температура воздуха в определенные месяцы, сред-
ний уровень осадков и т. п., а также изменения в них. Под понятием «по-
года» и «погодные изменения» понимается состояние атмосферы в опре-
деленном месте, включая температуру воздуха, размер осадков, скорость 
ветра и величину атмосферного давления, а также изменения в данных 
факторах. Экстремальные или аномальные погодные явления – погодные 
изменения, которые нехарактерны для климата данного региона [4]. В 
качестве аномальных погодных явлений чаще всего рассматривают ано-
мальную жару и заморозки, наводнения и засухи, ураганы и извержения 
вулканов. Подробная классификация экстремальных погодных явлений 
приведена в параграфе 2.
Можно выделить несколько важных прямых и косвенных эффектов 
аномальных погодных явлений на здоровье и жизнедеятельность населе-
ния [4]. К прямым эффектам относят смерть, увечья, снижение иммуни-
тета и повышенную заболеваемость, вынужденное переселение из одного 
места жительства в другое в результате погодных катаклизмов, ухудше-
ния в фунциониравании системы здравоохранения, потрерю доступа к 
чистой воде, еде и жилью и т. п. В табл. 6.1 приведены прямые эффекты 
некоторых аномальных погодных условий на здоровье населения, кото-
рые подтверждены существующей экономической и эпидемиологической 
литературой.
К косвенным эффектам аномальных природных явлений относят не-
безопасные для жизни и здоровья условия, вызванные аномальными при-
родными явлениями и связанные с разрушением или перерывами в работе 
необходимой инфраструктуры и функционировании системы здравоохра-
нения, изменениями очагов распространения инфекций, временным или 
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постоянным переселением, потерей собственности, ухудшением качества 
жизни, стрессом и т. п. [4].
Таблица 6.1 
Прямые эффекты аномальных погодных явлений1
аномальное погодное 
явление
эффекты на здоровье и систему 
здравоохранения
Аномально высокая 
температура воздуха
Обезвоживание, тепловой удар, повышение 
риска сердечно-сосудистых и респираторных 
заболеваний и смерти от них
Аномально низкая 
температура воздуха
Переохлаждение, переломы в результате 
падений, повышение риска сердечно-сосудистых 
и респираторных заболеваний и смерти от них
Аномальная 
осадочность и 
наводнения
Загрязнение источников питьевой воды, 
распространение инфекций, физические увечья, 
смерть от утопления, психические расстройства
Ураганы Смерть, физичесике увечья, ухудшение 
функционирования системы здравоохранения, 
ухудшение качества воды, распространение 
инфекций
Данная глава посвящена анализу влияния аномально высоких и низ-
ких температур воздуха на заболеваемость и смертность. Исследование 
влияния наводнений, засух, ураганов и других природных катаклизмов 
остается вне рамок данной работы и могут служить направлением даль-
нейших исследований.
Стоит отметить, что активное изучение влияния климатических и по-
годных изменений на здоровье и смертность началось с 70-х гг. XX в. 
прежде всего в рамках эпидемиологических исследований. Такие иссле-
дования предполагают изучение влияния температуры воздуха на заболе-
ваемость и/или смертность в определенном городе или регионе статисти-
ческими методами [5]. Большинство эпидемиологических исследований 
направлено на изучение влияния волн тепла, то есть нескольких после-
1 Составлено авторами на основе [4].
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довательных жарких дней, на заболеваемость и/или смертность. Суще-
ствуют также исследования, посвященные изучению влияния холодных 
дней, однако такие исследования редки и часто показывают результаты, 
которые сложно обобщить из-за различий в климатических условиях и 
температурах, считающихся холодными и чрезмерно холодными в раз-
ных регионах2.
В качестве примеров эпидемиологических исследований влияния жар-
ких температур («волн жары» или тепловых волн) приведем исследова-
ние, проведенное во время волны жары в Лондоне в июне-июле 1976 г. 
[8]. Авторы отмечают положительную корреляцию между экстремальной 
жарой, при которой максимальная дневная температура достигала 35 °С, 
и смертностью от сердечно-сосудистых заболеваний. По результатам дан-
ного исследования, смертность в дни с повышенной температурой воз-
духа примерно в два раза выше смертности в дни с температурой 17 °С. 
Эту взаимосвязь подтверждает и экспериментальное исследование, про-
веденное авторам и посвященное анализу влияния экстремально высоких 
температур (41 °С) на медицинские показатели группы добровольцев, в 
числе которых восемь студентов в возрасте от 18 до 25 лет. Результаты 
исследования показывают, что во время повышенной температуры возду-
ха отмечается повышение температуры тела, частота пульса, повышение 
кровяного давления и скорость циркуляции крови. Как заключают авто-
ры, данные изменения в организме могут вести к повышенному риску 
смерти от сердечно-сосудистых заболеваний. 
К похожим выводам о влиянии жарких температур на здоровье прихо-
дят и авторы других эпидемиологических исследований (например, см. 
исследования на основе данных из Валенсии, Испания [9]; Стокгольма, 
Швеция [10]; Нидерландов [11]). Более того, показано, что волны жары в 
2003 г. привели к большей смертности среди женщин, чем мужчин [12]. 
В 2010 г. в западной части России было одно из самых жарких лет с 
1500 г. [13]. Последствием такой аномальной погоды стало то, что волны 
этого лета спровоцировали около 10 000 смертей в Москве с июля по ав-
густ 2010 г. [14]. Как отмечает отчет Межправительственной комиссии по 
изменению климата, аномальная жара 2010 г. и ее последствия для здоро-
вья пока изучены недостаточно [3]. 
2 Детальные обзоры экономической и эпидемиологической литературы по теме 
влияния внешних температур на здоровье и смертность приведены в работах [5–7].
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Примерами эпидемиологических исследований по изучению влияния 
холодных температур служат работы по изучению смертности в зимнее 
время в г. Екатеринбурге в 1995–1996 гг. и г. Якутске в 1989–1995 гг. 
[15, 16]. В каждом городе авторами данных исследований был проведен 
опрос 1 000 человек старше 50 лет. В обоих городах изучалось влияние 
холодной внешней температуры воздуха на дневную смертность от всех 
причин, от сердечно-сосудистых заболеваний и от респираторных забо-
леваний. Кроме того, анализировалось также влияние внешней темпера-
туры на другие факторы, такие как физическая активность и озноб на от-
крытом воздухе, ношение теплой одежды, отопление помещений. Резуль-
таты опросов показывают, что во время холодной температуры респон-
денты активно используют превентивные защитные меры (ношение теплой 
одежды, физическая активность, достаточное отопление помещений). Это 
позволяет снизить озноб и замерзание. Как заключают авторы, такие пре-
вентивные меры объясняют также и то, что эффект холодных температур 
(от 0  до –48 °С в г. Якутске и до –29 °С  в г. Екатеринбурге) на смертность 
выявлен не был, в то время как исследования на основе данных из евро-
пейских городов показывают рост смертности от сердечно-сосудистых и 
респираторных заболеваний при температурах ниже 18 °С [17].  
Недостатком эпидемиологических исследований является фокус ана-
лиза только на одном конкретном населенном пункте. Как следствие, ре-
зультаты не всегда могут быть обобщены и использованы для экономиче-
ской политики в других населенных пунктах и регионах. Также на основе 
эпидемиологических исследований редко можно оценить эффекты влия-
ния погодных явлений в рамках страны в целом. С начала 2000-х гг. дан-
ную исследовательскую нишу начали занимать экономические исследо-
вания. В настоящее время существует несколько экономических исследо-
ваний, посвященных анализу влияния аномальных погодных явлений на 
здоровье и жизнедеятельность человека. Большинство из существующих 
исследований проведены на основе данных по США (например [18– 20]), 
в то время как другие регионы и климатические зоны мира исследова-
ны мало. Так, кроме работ по США, существуют исследования на основе 
данных из Индии [21] и исследования авторов данной главы на основе 
данных из России [22, 23]. Исследования по России особенно важны из-за 
возможности анализа нескольких климатических зон и влияния широкого 
спектра температур воздуха. В параграфе 4 основные результаты и осо-
бенности анализа данных России будут рассмотрены более детально.
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Остановимся на некоторых исследованиях подробнее. Одна из первых 
работ в данной области рассматривает влияние аномальных температур 
на смертность в США [19]. Используя ежедневные данные о смертности, 
температуре воздуха и осадках за период 1972–1988 гг. в округах США, 
на основе эконометрической модели авторы приходят к выводу, что и дни 
с аномально высокой температурой (среднесуточной температурой выше 
80 °F, то есть примерно 26,7 °С) и дни с аномально низкой температу-
рой воздуха (среднесуточной температурой ниже 20 °F, то есть примерно 
–6,7 °С) повышают смертность. Результаты показывают, что один день 
с аномально высокой температурой воздуха повышает смертность муж-
чин на 0,08 смертей на 100 тыс. человек в день, а смертность женщин – 
на 0,10 смертей на 100 тыс. человек в день, однако это влияние является 
краткосрочным и исчезает через три дня после дня с высокой темпера-
турой. Авторы отмечают, что несмотря на то, что изначальный эффект 
холодных температур на смертность ниже эффекта высоких температур, 
влияние холодных температур является более опасным для жизни челове-
ка. Это связано с тем, что пик влияния холодных температур приходится 
на второй и третий день после дня с аномально холодной температурой, 
но может длиться до 10–15 дней после холодного дня, то есть суммар-
но приводит к большему количеству смертей, чем один день с высокой 
температурой воздуха. Авторы заключают, что данные результаты важны 
для экономической политики: миграция из холодного региона в теплый 
позволит повысить среднюю продолжительность жизни из-за меньшего 
воздействия холодных температур.
Недостатком использования дневных данных о смертности является 
то, что невозможно учесть возможную адаптацию людей к высоким и 
низким температурам, так как оценивается только краткосрочный эффект 
температур на смертность [20]. Чтобы получить долгосрочные оценки 
влияния температур на смертность, было предложено использовать еже-
годные данные о смертности в сочетании с дневными данными о погод-
ных условиях [20]3. На основе данных о смертности и погоде в округах 
США за 1968–2002 гг. авторы приходят к выводу, что при среднесуточной 
температуре выше 90 °F (примерно 32,2 °C) годовая смертность повы-
шается на 0,11 %, а при температуре ниже 20 °F (примерно –6,7 °С) – на 
0,08 % по сравнению с сутками со средней температурой 50–60 °F (то есть 
3 Методологические особенности эконометрического моделирования дневных и 
годовых данных о смертности будут рассмотрены в параграфе 3 данной главы.
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10–15,6 °C). Эти результаты говорят о значительном влиянии температу-
ры на смертность, однако, согласно недавнему исследованию на основе 
данных США за период 1900–2004 гг., население может адаптироваться 
к влиянию высоких температур благодаря распространению кондиционе-
ров [18].
Приведенные выше экономические исследования проведены на осно-
ве данных США. Недавние исследования используют и данные других 
стран. Например, исследование на основе данных Индии показывает, что 
сутки со средней температурой 97 °F (36,1 °С) повышают смертность 
на 0,75 % по сравнению с сутками со средней температурой 70–72 °F 
(21,1–22,2 °С) [21]. Авторы данной главы провели исследования влияния 
температур воздуха на смертность в Российской Федерации [22, 23]. От-
личительной особенностью этих исследований является использование 
при анализе более широкого спектра среднесуточных температур воздуха 
(от –60 до 35 °С). Результаты показывают, что и низкие, и высокие тем-
пературы воздуха оказывают значительное влияние на смертность насе-
ления России, но, хотя экономические издержки от температурных шоков 
высоки, важным результатов является возможность адаптации к темпера-
турным шокам в регионах, часто испатывающих данные шоки.
§2. Теоретические основы и эмпирические подходы  
к моделированию воздействия климата на индикаторы  
здоровья населения и параметры экономического  
и социального развития на микро- и макроуровнях
На основе анализа современной экономической и эпидемиологиче-
ской литературы нами выделено несколько подходов к пониманию меха-
низма влияния климатических факторов на индикаторы здоровья и эко-
номической активности населения [5–7]. К основным подходам можно 
отнести (1) механический, (2) биологический (физиологический), а также 
(3) поведенческий.
При механическом подходе экстремальные погодные явления и при-
родные катастрофы, такие как чрезмерно высокие и низкие температуры, 
землетрясения, наводнения, засухи, цунами и т. п., наносят прямой ущерб 
жизни и здоровью человека, социально-экономической системе и природ-
ной среде [24]. Ущерб для жизни и здоровья людей связан с нарушениями 
здоровья, социальными потерями, сокращением продолжительности жиз-
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ни [24]. Ущерб социально-экономической среде «состоит в утрате того 
или иного вида собственности, затратах на переселение людей, выплате 
компенсаций пострадавшим, упущенной выгоде от незаключенных и рас-
торгнутых контрактов, нарушении процесса нормальной хозяйственной 
деятельности, ухудшении условий жизнедеятельности людей и т. д.» [24]. 
Ущерб природной среде (экологический ущерб) состоит в ухудшении 
природной среды, потере ее ценности для жизни и деятельности челове-
ка, а также затратах на восстановление природной среды.
В зависимости от величины ущерба выделяют три вида природных ка-
тастроф: «катастрофы тренда», «катастрофы экстремума» и «катастрофы 
срыва» [25]. 
К катастрофам тренда можно отнести повышение уровня моря, а 
также глобальное потепление. Такие изменения природных условий 
устойчивы, но ущерб от них относительно легко прогнозируем, поэтому 
разработка и осуществление превентивных мер, например, создание за-
щитных сооружений, применение современных технологий и т. п. позво-
ляют значительно снизить жертвы среди населения. 
К катастрофам экстремума можно отнести чрезвычайно низкие и 
высокие температуры, наводнения, засухи, заморозки и т. п. Такие изме-
нения погодных условий могут быть нетипичными для региона, в котором 
они происходят, и потому сложны в прогнозировании и могут приводить 
к значительной гибели людей и потерям экономики. Для снижения ущер-
ба от таких катастроф проводят превентивные мероприятия в сочетании с 
мерами по ликвидации последствий.
К катастрофам срыва относят землетрясения, извержения вулканов, 
лавины, торнадо, ураганы и т. д. Такие катастрофы приносят наибольший 
ущерб жизни и деятельности человека и природной среде, однако пре-
вентивные мероприятия, например, строительство зданий из устойчивых 
материалов и своевременное информирование населения о правилах по-
ведения в чрезвычайных ситуациях, позволяют снизить ущерб.
Вторым подходом в изучении влияния погодных явлений на жизнь и 
здоровье человека является биологический или физиологический. Клима-
тические факторы влияют на многие системы человеческого организма 
как напрямую, так и опосредованно. Примером опосредованного влияния 
может быть влияние через загрязнение окружающей среды. В частности, 
повышение температуры окружающей среды может приводить к росту 
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уровня загрязнений, который снижает имунные функции организма, уве-
личивает чувствительность к инфекциям, передающимся воздушно-ка-
пельным путем, и может приводить к развитию астмы [26]. 
Наиболее важным непосредственным биологическим механизмом 
влияния температуры окружающей среды на здоровье человека являет-
ся терморегуляция [27]. При повышении или понижении температуры 
окружающей среды относительно комфортного для жизнедеятельности 
человека уровня запускаются процессы терморегуляции, заключающи-
еся в изменении сердцебиения, давления и скорости циркуляции кро-
ви, сужении бронхов, ознобе [5, 27]. По результатам эпидемиологиче-
ских исследований, зимняя температура –20–23 °С и летняя температура 
22–25 °С являются наиболее комфортными для человека, а температуры 
окружающей среды выше или ниже этих интервалов увеличивают риски 
респираторных и сердечно-сосудистых заболеваний и смерти от этих за-
болеваний [28]. Среднесуточная температура воздуха выше 25 °С считает-
ся экстремально высокой. Что касается низких температур, в литературе 
нет единого понимания, какую температуру считать экстремально низкой. 
В зависимости от региона разные исследователи принимают разную тем-
пературу за экстремально низкую, и интервал температур, принимаемых 
за экстремально низкие, может варьироваться от –35 °С и ниже в России 
до –1 °С в Индии [21, 22].
В литературе особо выделяется так называемый «эффект преждевре-
менной смерти». Этот эффект заключается в том, что во время аномаль-
ной жары увеличивается смертность среди людей с сердечно-сосудисты-
ми и другими хроническими заболеваниями, особенно старшего возраста 
[5, 19]. Эти группы характеризуются более высоким риском смерти по 
сравнению с основным населением, и этот риск увеличивается во время 
дней с температурой окружающей среды выше комфортных для челове-
ка лимитов. Стоит отметить, что в соответствии с эпидемиологическими 
и экономическими исследованиями для жизни и здоровья человека осо-
бо опасными являются волны холода и тепла, то есть несколько после-
довательных дней с экстремально высокой или низкой температурой, а 
не только один день с такой температурой [5, 23]. Волны тепла и холода 
увеличивают риски преждевременной смерти среди лиц с сердечно-сосу-
дистыми и другими хроническими заболеваниями.
Терморегуляционная реакция человеческого организма на высокую 
и низкую температуру внешней среды связана с выработкой гормонов 
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стресса при некомфортных температурах [29]. Эти гормоны включают 
адреналин, норадреналин и тестостерон. Выработка этих гормонов при 
некомфортных условиях внешней среды является естественной реакцией 
человеческого организма и позволяет защитить себя от гипо- и гипертер-
мии. Из-за гормональных различий и различий в терморегуляции мужчи-
ны и женщины могут реагировать на повышенную и пониженную темпе-
ратуру воздуха по-разному [23, 30].
Третьим механизмом влияния температуры окружающей среды на че-
ловека является поведенческий. Этот механизм наиболее четко проявляет-
ся при изучении разного воздействия температуры на мужчин и женщин, 
а также людей разных возрастных групп [23]. У мужчин и женщин, как 
правило, разный стиль жизни, диеты и физической активности, например, 
мужчины чаще курят и употребляют алкоголь, работают на опасных рабо-
тах и на открытом воздухе, нечасто обращаются в медицинские учрежде-
ния в профилактических целях. Это приводит к тому, что мужчины более 
подвержены риску сердечно-сосудистых заболеваний [31]. Соответствен-
но, при аномально высоких и низких температурах окружающей среды 
мужчины находятся в группе риска смерти от этих заболеваний [23]. 
Влияние экстремальных температур на здоровье и смертность отра-
жается также и на экономической активности человека, и на его произ-
водительности труда. Для изучения влияния температуры на распреде-
ление времени на трудовую активность и отдых индивиды могут быть 
разделены на три группы [32]. К первой группе относятся работники, за-
щищенные от влияния температур воздуха, то есть работающие в основ-
ном внутри помещений (группа низкого риска воздействия температур). 
Ко второй группе относятся работники, занятые на открытом воздухе 
(группа высокого риска воздействия температур), а третья группа состоит 
из неработающих. 
По результатам исследования на основе данных о погодных услови-
ях и занятости, в США во время дней с аномальной жарой (при днев-
ной максимальной температуре выше 37 °С) группа высокого риска ра-
ботает на 1 час меньше по сравнению с днями с максимальной дневной 
комфортной температурой (25 °С) [32]. В целом в дни с максимальной 
дневной температурой выше 29 °С в группе высокого риска работники 
склонны перераспределять время работы на открытом воздухе в пользу 
отдыха в помещении, что приводит к снижению производительности тру-
да в таких отраслях экономики, как сельское хозяйство, строительство, 
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добыча природных ресурсов, транспорт и коммуникации, в то время как 
производительность в группе низкого риска не меняется. Это может быть 
связано использованием кондиционеров при работе внутри помещения. 
Экстремальная жара снижает и время отдыха на открытом воздухе (на 
22 минуты по сравнению с днем с максимальной температурой 25 °С). 
Такие изменения во времени труда и отдыха на открытом воздухе связаны 
адаптационным поведением человека для снижения вреда высокой тем-
пературы воздуха на его здоровье [20, 32]. Следствием такого механизма 
является снижение экономического роста, особенно в бедных странах, 
где структура экономики тесно связана с занятостью в отраслях высокой 
группы риска и редким использованием кондиционеров [2].
Таким образом, влияние погодных условий и климатических измене-
ний на здоровье и экономическую активность человека обусловлено вза-
имосвязью нескольких механизмов, ведущих в риску повышенной смерт-
ности и снижению экономического роста из-за дней с экстремально высо-
кой температурой. Влияние экстремально низких температур пока иссле-
довано мало. Это связано прежде всего с разным определением понятия 
«экстремально низкая температура» в разных регионах. Исследования на 
основе данных США показывают, что температуры ниже –17 °С повыша-
ют смертность [33], в то время как в России смертность повышается при 
температурах –25–30 °С, но снижается при температурах ниже –30 °С, 
что связано с менее рисковым поведением во время низких температур, 
например, ношением более теплой одежды или меньшей длительностью 
пребывания на открытом воздухе [22].
§3. эмпирические подходы к моделированию воздействия климата 
на индикаторы здоровья населения и к оценке 
социально-экономических последствий меняющегося климата
В этом параграфе мы рассмотрим особенности подготовки погодных 
данных для анализа, а также последующего эконометрического модели-
рования влияния погодных данных на смертность и экономической оцен-
ки получаемого эффекта.
Погодные индикаторы, такие как температура воздуха, количество 
осадков, атмосферное давление, скорость и направление ветра и пр., 
представляют собой панельные данные с высокой частотностью. Суще-
ствуют несколько основных источников таких данных: метеорологиче-
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ские станции на Земле, географические ячейки, космические спутники 
Земли, а также комбинация перечисленных источников данных. Данные 
метеостанций – наиболее используемый и доступный для исследовате-
лей источник погодных данных. Погодные данные собираются метео-
рологическими станциями ежечасно или с частотой раз в три часа. Для 
более точного измерения погоды в каждой стране расположено большое 
количество метеостанций, работающих в непрерывном режиме в течение 
многих лет. Например, в России насчитывается более 500 метеостанций. 
Измерения с большинства метеостанций России производятся уже более 
50 лет, а по США данные существуют более чем за сто лет. Стоит, однако, 
учитывать, что закрытие одних метеостанций и открытие других – доволь-
но частое явление, особенно в бедных странах [6]. Данную особенность 
стоит учитывать при анализе, чтобы избежать систематических ошибок 
измерения. Например, если станции в жарких регионах страны часто 
закрываются, то средние температуры, получаемые по данной стране, 
учитывают больше измерений их холодных регионов, что приводит к си-
стематическому занижению измеряемой температуры воздуха в данной 
стране. Если открытие и закрытие станций коррелирует с объясняемой 
переменной, при эконометрическом анализе могут быть получены сме-
щенные результаты.
Помимо данных метеостанций, также часто используются данные яче-
ек (grid) с высокой размерностью. Использование таких данных может 
быть особенно оправдано в регионах/странах с низкой плотностью на-
селения, где на единицу площади приходится малое количество метео- 
станций. Под ячейкой, как правило, подразумевается участок террито-
рии размером 0,5x0,5 градусов или 2,5x2,5 градусов. Для получения та-
ких данных метеорологические индикаторы с наземных станций и/или 
сателлитных спутников интерполируются на уровень ячеек с высокой 
точностью, однако в регионах с небольшим количеством близлежащих 
наземных метеорологических станций на уровне ячеек также могут воз-
никать ошибки в измерении данных. Кроме того, данные об уровне осад-
ков могут сильно варьироваться географически и сезонно. Интерполиро-
вать данные станций на уровень гридов в этом случае приводит к частым 
ошибкам в измерении осадков [6].
Поскольку метеорологические данные представляют собой массив 
панельных данных большой размерности, для целей экономического 
и эконометрического анализа часто используются или среднесуточные 
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(среднемесячные, среднегодовые) индикаторы погоды или максимальные 
(минимальные) индикаторы каждого дня, месяца или года. Так, с уровня 
метеостанций данные агрегируют на уровень регионов и районов (как в 
России) или округов (как в США). Причиной такой подготовки метеоро-
логических данных чаще всего являются цели определенного исследова-
ния, а также недоступность экономических индикаторов для анализа на 
уровне более детальном, чем район, регион или округ/штат.
Существует два основных способа агрегирования погодных данных: 
использование средневзвешенных погодных данных на единицу площа-
ди и средневзвешенных погодных данных на душу населения [6]. Для 
получения региональных данных при первом методе данные метеостан-
ций взвешиваются по площади территории региона, необходимого для 
анализа. Поскольку в качестве весов для агрегирования данных этот ме-
тод использует географический индикатор – фиксированную площадь 
территории, это приводит к недостаткам для экономического анализа. 
С экономической точки зрения при данном методе нельзя разграничить 
малонаселенные регионы с низкой экономической активностью и густона-
селенные регионы с высокой экономической активностью. Из-за данного 
недостатка исследователями чаще используется второй метод – исполь-
зование средних погодных данных, взвешенных по численности населе-
ния, а не по площади территории региона анализа. Этот метод позволяет 
учитывать населенность территории и ее использование в экономической 
деятельности. Если внутри/около региона несколько метеорологических 
станций, то их данные также взвешиваются по степени удаленности от 
ближайших населенных пунктов анализируемого региона [34].
При эконометрическом анализе метеорологических данных, прежде 
всего температуры воздуха и уровня осадков, как правило, разрабатыва-
ется эконометрическая модель, в которой погодные данные, а также ре-
гиональные и временные тренды используются в качестве объясняющих 
переменных, влияющих на интересуемый экономический индикатор или 
индикатор здоровья населения. Включение каких-либо других экономи-
ческих переменных в модель обычно приводит к переучету их влияния и 
проблемам эндогенности, поскольку метеорологические данные коррели-
руют с множеством экономических индикаторов.
В зависимости от частоты используемых данных выделяют два основ-
ных подхода к разработке эконометрической модель. Первый подход был 
предложен в работе [19] для анализа ежедневных данных. В данном ис-
§3. Эмпирические подходы к моделированию воздействия климата
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следовании авторы рассматривали вопрос влияния температуры воздуха 
на смертность населения, используя ежедневные данные о смертности 
и температуре за период 1972–1988 гг. в округах США. В упрощенном 
виде эконометрическая модель, предложенная ими для анализа, приведе-
на ниже.
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𝑌𝑌𝑟𝑟𝑟𝑟𝑟𝑟 = α𝑟𝑟 + ∑ β𝑗𝑗𝐽𝐽𝑗𝑗=0 𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟−𝑗𝑗 + 𝛄𝛄𝒓𝒓𝒓𝒓𝒓𝒓 + ε𝑟𝑟𝑟𝑟𝑟𝑟, (6.1)
где r обозначает регион, d – день года, m – месяц года, t – год. Y – анализируемая
зависимая переменная, например, ежедневная смертность в каждом регионе в каждом 
году, Т – среднесуточная температура воздуха, 𝛄𝛄 – фиксированные эффекты 
регион/год/месяц. Данные фиксированные эффекты позволяют учитывать в модели 
различные тренды в анализиремой зависимой переменной, характерные для каждого 
региона в каждом месяце каждого года. Например, такими трендами могут быть любые 
изменения в здоровье и/или системе здравоохранения в конкретном регионе. β –
оцениваемый коэффициент влияния температуры на смертность, а ε – стохастическая 
ошибка регрессии; j отвечает за лаги температуры (значения температуры воздуха в 
предыдущие дни), а J – общее количество лагов, включенных в эконометрическую модель.
Эконометрическая модель оценивается с помощью метода фиксированных эффектов с 
кластеризацией стандартных ошибок регрессии на уровне региона. Такой метод позволяет 
учитывать также ненаблюдаемые постоянные по времени фиксированные эффекты на 
уровне региона.
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менения в здоровье и/или системе здравоохранения в конкретно  регио-
не, β – оцениваемый коэффициент влияния температуры на смертность, 
а ε – ст хастическая ошибка регрессии; j отвечает за лаги температуры 
(значения температуры воздуха в предыдущие дни), а J – общее количе-
ство лагов, включенных в эконометрическую модель. Эконометрическая 
модель оценивается с п мощью метода фиксированных эффектов с кла-
ст ризацией стандартных ошиб к регрессии на уровне региона. Такой 
метод позволяет учитывать также ненаблюдаемые постоянные по време-
ни фикси ованные эффекты на уровне региона.
Данная модель позволяет анализировать влия ие температуры воздуха 
на ежедневную смертность, а также длительность этого влияния, то есть в 
течение какого периода (в днях) после погодного шока влияние погоды на 
смертность сохраняется. Если эффекты температуры и лагов температуры 
статистически значимы, то можно говорить о их влиянии на смертность.
Преимуществом данной модели является возможность оценить, на-
сколько долго длится измеренный эффект температуры, а также сравнить 
длительность влияния разных температурных шоков. Однако, как отме-
чают более поздние исследования, например [18, 20], существенным не-
достатком этой модели является то, что влияние погодных индикаторов 
на здоровье и жизнедеятельность человека, измеренное в краткосрочном 
периоде, не учитывает возможную адаптацию к погодных шокам, а так-
же часто показывает только эффекты преждевременной смерти из-за по-
Глава 6. Проблемы и перспективы развития социально-экономической системы
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годных шоков, но не помогает в понимании долгосрочного влияния по-
годных индикаторов. В то же время понимание долгосрочных трендов в 
данном влиянии важно для проведения мер экономической политики и 
понимания возможности адаптации к погодных шокам и уменьшения их 
влияния [18].
Позже была предложена другая эконометрическая модель, позволяю-
щая оценить влияние температур на экономические индикаторы, в том 
числе здоровье и смертность, избегая влияния краткосрочных эффектов 
преждевременной смерти и оценивая влияние одного дня с конкретной 
температурой [20]. Для оценки такой модели используются среднегодо-
вые показатели по анализируемой переменной и ежедневные данные о 
погоде.
На основе [20] авторами данной главы разработана модель для анализа 
влияния погодных данных на смертность в России [22]. Эта модель пред-
ставлена ниже.
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где r – регион, а t – год. Объяняющей переменной является среднегодо-
вая смертность в регионе. Для более легкой интерпретации результатов 
модели используется логарифмировання зависимая переменная. Модель 
включает 13 так называемых «корзин» температуры и 3 «корзины» осад-
ков. Данные переменные объяс ены ниже. αr отвечает за ненаблюдаемые 
постоянные во времени фиксированные эффекты регионов, учитываемые 
в модели при использовании панельных данных. γt – дамми годов, по-
зволяющие учитывать любые изменения, влиющие на смертность и яв-
ляющиеся общероссийскими, например реформы здравоохранения. Мы 
также включаем региональные тренды Region*Trend, позволяющие учи-
тывать регионльные особенности, которые могут влиять на смертность. 
ε – стохастическая ошибка регрессии, а β, δ, φ – коэффициенты регрессии.
Остановимся подробнее на методологии формирования корзин темпе-
ратуры и осадков. В каждой из 13 5-градусных температурных корзин со-
бирются дни с температурой воздуха в определенном интервале. Одна из 
корзин используется в качестве базовой. Например, корзина (0 °С, 5 °С] 
включает в себя количество дней с данной температурой в каждом ре-
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гионе в каждом году. Результаты оценки коэффициентов перед каждой 
корзиной интерпретируются как влияние одного дня в определенном 
температурном интервале по сравнению с бызовым температурным ин-
тервалом, которым считается корзина температур, наиболее комфортных 
для жизнедеятельности человека. В исследовании [22] качестве базовой 
использовалась корзина (20 °C, 25 °C]. Аналогичным образом считаются 
корзины осадков (в мм). Одна из корзин осадков также является базовой.
Особенностью анализа российских данных является наличие широ-
кого спектра температур и региональных экономических индикаторов, 
измеренных по унифицированной методологии. Так, использование рос-
сийских данных позволяет оценивать влияние среднесуточных темпера-
тур от –35 °C и ниже до +35 °C и выше, то есть по сравнению с другими 
исследованиями появляется возможность анализа влияния как аномально 
высоких температур, так и аномально низких. Более того, регионы России 
находятся в нескольких климатических зонах, что также позволяет раз-
граничивать регионы с преимущественно низкими температурами и ре-
гионы с преимущественно высокими температурами. С этой точки зрения 
наиболее интересным является анализ погодных шоков, то есть нетипич-
ных температур, на здоровье населения региона (аномально высоких тем-
ператур в регионах с холодным климатом и аномально низких температур 
в регионах с жарким климатом), а также адаптацию здоровья населения к 
температурам, которые встречаются в определенном регионе часто.
После эконометрической оценки параметров модели важно рассчитать 
экономический эффект влияния температур. Эконометрическая модель 
позволяет рассчитать, как изменяется смертность от того, что дней с опре-
деленной температурой становится больше, то есть можно рассчитать на 
сколько увеличится количество смертей. Далее производится экономиче-
ская оценка этого изменения в смертности. В качестве методов такой эко-
номической оценки можно выделить два: метод недополученных доходов 
из-за смерти человека в экономически активном возрасте [22] и метод по-
терянных трудо-годов [23]. Первый метод основан на подсчете текущей 
стоимости недополученных заработков, связанных с риском смерти, по-
являющимся из-за влияния температурных шоков. Для подсчета исполь-
зуются данные о размере влияния температурного шока на смертность, о 
средней заработной плате и экономической активности в данном регио-
не, а также о количестве лет, оставшихся до выхода на пенсию в каждой 
возрастной группе (подробнее о данном методе см. в [22]). Второй метод 
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рассчитывает количество лет, которое человек мог бы проработать, если 
бы не был подвержен риску смерти от влияния температурных шоков 
(подробнее о данном методе см. в [19, 23]). Использование данных ме-
тодов позволяет рассчитать, насколько масштабными могут быть потери 
социально-экономической системы от температурных шоков. 
Прежде чем перейти к анализу существующей литературы по данной 
тематике, коротко остановимся на различных сценариях, на основе кото-
рых были произведены расчеты. Описание всех сценариев основано на 
методологии, предложенной Межправительственной комиссией по изуче-
нию климата (IPCC)4. Также стоит упомянуть, что различные исследова-
ния использовали различные статистические подходы, описание которых 
остается за рамками данной главы.
Существует несколько основных сценариев развития социально-эко-
номических систем в условиях меняющегося климата. Данные сценарии 
имеют общепринятые в литературе обозначения: A1, A2, B1, B2. Остано-
вимся на каждом из этих сценариев подробнее.
Сценарий А1 характеризуется быстрым экономическим ростом и ро-
стом населения до середины XXI в., а также активным внедрением новых 
и эффективных технологий. Основой этого сценария является сближение 
(convergence) экономических параметров различных регионов мира и 
уменьшение разницы в доходах. В рамках сценария A1 выделяется не-
сколько подсценариев, в числе которых подсценарий с интенсивным ис-
пользованием ископаемых источников топлива (A1FI), с использованием 
неискомаемых источников топлива (A1T), а также комбинация этих двух 
подсценариев (A1B).
Сценарий А2 подрузумевает гетерогенный мир и основывается на са-
мообеспеченности и сохранении локальной идентичности разных регио-
нов мира. При данном сценарии рост населения постоянен, а экономиче-
ское развитие концентрируется на региональном уровне, что приводит к 
тому, что экономический рост и технологические изменения более фраг-
ментированы и медленны, чем в других сценариях.
Сценарии B1 характеризуется сближающимся (convergent) миром с 
населением, которое возрастает до середины XXI в. и постепенно снижа-
ется во второй половине XXI в., как и при сценарии А1. Особенностью 
этого сценария являются быстрые изменения в структуре социально- 
экономических систем, связанные с активным развитием сектора услуг и 
4 Более подробное описание сценариев см. в [35].
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IT-технологий, использованием технологий производства с меньшей ре-
сурсоинтенсивностью, не загрязняющих окружающую среду, и ресурсо-
экономных. Основной особенностью этого сценария является глобальное 
решение в пользу устойчивости социально-экономических систем и окру-
жающей среды, снижение неравенства, но без дальнейших соглашений в 
области климата.
Сценарий B2 основывается на локальных решениях экономических и 
социальных проблем, а также проблем, связанных с окружающей средой. 
Население Земли возрастает, но с меньшей скоростью, чем при сценарии 
А2, при умеренном экономическим росте и менее быстром и более дивер-
сифицированном технологическом развитии, чем при сценариях А1 и B1. 
Это сценарий рассчитан на локальную и региональню защиту окружаю-
щей среды и социального равенства. 
Существует и еще более дробное деление подгрупп сценариев. Напри-
мер, А1B может быть разделен на подсценарии с верхней или с нижней 
границей дозволительного выброса парниковых газов5. В данной главе 
мы не анализируем более мелкие подруппы сценариев, и оба сценария 
будут обозначаться как А1B.
Как видно на рис. 6.1, выброс антропогенных парниковых газов с 1990 
по 2010 г. больше всего достигается при сценариях при экономическом 
развитии за счет ископаемых видов топлива (А1FI) и при гетерогенном 
развитии, основываясь на самообеспеченности и сохранении локальной 
идентичности (А2). При этом на всех графиках для обоих сценариев, кро-
ме SO2, не наблюдается снижения выбросов. При наиболее сбалансиро-
ванном сценарии экономического развития (А1B), при котором предпола-
гается комбинация ископаемых и неископаемых видов топлива, мы видим 
снижение всех видов парниковых газов. Также и при сценарии B2, свя-
занном с умеренным ростом экономического развития, менее быстрым и 
более диверфецированным технологическим развитием, чем при B1 и А1 
происходит снижение парниковых выбросов на промежутке 2050 до 2100 г. 
В то время как B1 показывает постепнное увеличение выбросов всех пар-
никовых газов, кроме SO2. В итоге можно заключить, что при проекциях 
экономического развития по всем группам А1, включая подгруппы, и А2 
мы видим наибольший выброc парниковых газов.
5 Сценарий A1B с верхней границей дозволительного выброса парниковых газов 
может обозначаться как агрессивный.
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Рис. 6.1. Антропогенные выбросы CO2, NO2, CH4 и SO2 в атмосферу при
различных сценариях [35]6
В докладе метеорологического офиса «Хедли-центра», Великобрита-
ния, был сделан обзор научной литературы по прогнозам развития кли-
матических изменений более чем в 20 странах, включая Россию [36]. В 
соответствии с этим докладом, если развитие социально-экономических 
систем будет происходить согласно сценарию А1B, в арктических регио-
нах России к 2100 г. температура возрастет возрастет на 5,5 °С по сравне-
нию с средней температурой в 1960–1990 гг. В центральной части страны 
температура также возрастет на 4,5–5,5 °С, а в южных и западных реги-
онах – на 3,5–4 °С. В то же время осадки увеличатся на 10–20 % на всей 
территории России, кроме Кавказа, где уровень осадков будет варьиро-
ваться в интервале от –5 до 5 % по сравнению с уровнем 1960–1990 гг.
Климатической особенностью России является наличие низких и вы-
соких температур, причем последние встречаются все чаще, несмотря на 
6 Сценарий IS92a не анализируется, так как вероятность его исполнения мала.   
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относительно короткое лето. Также ожидается увеличение количества 
дней с аномально низкой и высокой температурой в регионах, для кото-
рых такие температуры были раньше нетипичны [1]. Например, в августе 
2006 г. в южной части России температура воздуха доходила до 37–43 °С, 
летом 2008 г. – до 36–40 °С, в то время как в Западной Сибири в январе 
2008 г. температура воздуха достигла –58,5 °С [37, 38].
Сельскохозяйственный сектор
Из-за обширной площади России и использования различных стати-
стических моделей прогнозы, связанные с влиянием изменения климата 
на сельское хозяйство России, очень разнятся в исследовательских рабо-
тах. Исследователи из метеорологического офиса «Хедли-центра», Вели-
кобритания, подчеркивают, что все прогнозы отличаются от друг друга, и 
выделяют несколько причин данных различий. 
Во-первых, различные исследования используют статистические мо-
дели, основанные на различных допущениях. 
Во-вторых, часто модели не учитывают аномальные события, такие 
как высокие температуры, засухи и наводнения. В частности, с такими 
природными явлениями могут быть связаны различные заболевания сель-
скохозяйственных культур, влияющие на их урожайность. Также многие 
прогнозы не учитывают использование пестицидов. 
В-третьих, ученые утверждают, при высоком уровне агрегирования, 
например на уровне федеральных округов или страны в целом, прогнозы 
становятся малореалистичными, так как даже внутри регионов плодород-
ность почв очень разнится. 
В-четвертых, существует высокая неопределенность, связанная с воз-
растающими выбросами СО2 и, соотвественно, с влиянием этого явления 
на продуктивность всего сельскохозяйственого сектора.
Большинство работ, основанных на данных национального и регио-
нального масштаба, показывают снижение урожая. Например, в соответ-
ствии с одним из прогнозов, при различных сценариях (А1-B2, включая 
все подгруппы) урожаи пшеницы и кукурузы в России уменьшатся на 
3,29–7,48 % и 8,29–12,48 % к 2050 г. и на 0,41–5,82 % и 9,99–15,07 % 
к 2080 г., соотвественно, по сравнению с урожаем 1970–2000 гг. [39]. 
Согласно другим прогнозам, урожаи пшеницы и кукурузы к 2030 г. умень-
шатся на 0–10 % и 0–8 %, соотвествено, при сценариях А2 и B1 [40]. 
Также урожаи уменьшатся в 2020-х и 2070-х гг. [41]. 
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По прогнозам Межправительственной комиссии по изменению кли-
мата, в некоторых регионах можно будет наблюдать положительный эф-
фект изменения климата на урожайность в регионах в высоких широтах, 
включая регионы России [42]. Повышение урожайности в этих регионах 
будет связано с болеe длительными благоприятными сезонами, увеличе-
нием продолжительности светового дня и с расширенными площадями 
под сельскохозяйственные культуры. В частности, урожаи пшеницы и ку-
курузы из-за изменения климата будут возрастать в России [43]. Так, к 2050 г. 
урожай этих зерновых культур достигнет 100 и 10 млн т, соотвественно. 
Тем не менее авторы также подчеркивают, что в южных регионах России 
последствия, связанные с изменением климата, могут быть отрицатель-
ными [43]. Прогнозы Межправительственной комиссии по изменению 
климата также подчеркивают, что из-за частых аномальных природных 
явлений ожидается уменьшение урожая в азиатской части России [3].
Продовольственная безопасноcть
В соответствии с планом экономической политики в области продоволь-
ствия, принятым на Международном саммите по продовольственной безо-
пасности в 1996 г. при поддержке Организации Объединенных Наций [44], 
экономическая безопасность «существует, когда все люди, в любое время, 
имеют физический и экономический доступ к достаточному количеству, 
безопасной и питательной еде для удовлетворения своих диетическинх 
потребностей и пищевых предпочтений для активной и здоровой жизни» 
[Цит. по: 44]. Выше мы привели краткий обзор литературы по прогнозам 
урожайности пшеницы и кукурузы для Российской Федерации. Тем не ме-
нее, помимо урожая различных видов зерновых, продовольственная безо-
посность также включает и производительность рыболовства.
В соответствии с одним из прогнозов, средний десятилетний улов в 
России с 2005 по 2055 г. может возрасти до 20 % при сценарии А1B и до 
2 %, если сохранятся выбросы парниковых газов на уровне 2000 г. [45]. 
Противоположную точку зрения высказывают другие исследователи, 
беря во внимание последующие 50 лет [46]. Авторы рассчитали индекс 
уязвимости экономики, связанный с рыболовством, для 132 стран для 
этого периода. Результаты показывают, что рыболовство в России очень 
уязвимо к изменениям климата и при сценарии B2 занимает 3-е место по 
индексу уязвимости.
Одни исследователи, основываясь на сценарии А1, считают, что в 
последущие 20 лет у России, скорее всего, не будет проблем с продоль-
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ственной безопасностью, связанных с изменением климата [47]. Однако 
существуют и исследования, придерживающиеся другой точки зрения. 
Например, при сценарии А1В прогнозируется, что к 2050 г. производство 
урожая в России упадет на 44 % [48], а при сценариях А2 и В2 в 2070-х гг. 
прозводство зерна в России в целом упадет, несмотря на то, что в некото-
рых регионах оно возрастет [41].
Согласно Международному исследовательскому институту продоволь-
ственной политики, в качестве важных индикаторов продовольственной 
безопасности рассматриваются также килокалории, доступные на душу 
населения в день, и количество голодающих детей в возрасте 0–5 лет. Рас-
четы по этим индикаторам для 2015, 2030 и 2050 гг. по разным сценариям 
изменения климата представлены на рис. 6.2 и 6.3 соответственно. На ри-
сунках соответствующий показатель приведен по оси ординат, а сценарии 
– по оси абсцисс. 
Базовые сценарии (Baseline) подсчитаны на основе роста валово-
го внутреннего продукта (ВВП), предоставленного Всемирным бан-
ком, и среднего темпа роста населения; пессимистичные сценарии 
(Pessimistic) рассчитаны на основе низкого темпа роста ВВП и высоко-
го темпа роста населения, а оптимистичные сценарии (Optimistic) – на 
основе высокого темпа роста ВВП и низкого темпа роста населения. 
Аббривиатура CSI означает, что сценарии основаны на допущении о 
сухом и относительно прохладном климате в будущем, а аббревиатура 
MIR предполагает, что расчеты проведены при допущении о влажном 
и теплом климате в будущем.
Как видно на рис. 6.2, количество килокалорий на душу населения в 
день в 2030 г., по сравнению с 2015 г., остается похожим при базовых и 
оптимистичных сценариях, но снижается при пессимистичном сценарии. 
К 2050 г. при большинстве сценариев, кроме пессимистичных, мы видим 
увеличение потребляемых килокалорий.
Менеe радужные прогнозы наблюдаются по количеству недоедающих 
детей в возрасте от 0 до 5 лет (рис. 6.3). Как видно на этом рисунке, при 
любом сценарии количесто недоедающих детей увеличивается в 2030 и 
2050 г. по сравнению с 2015 г., а при некоторых сценариях число недоеда-
ющих детей увеличивается почти в два раза. Этот индикатор показывает, 
что продовольственная безопасность может быть серьезной социально- 
экономической угрозой развития человечества.
Глава 6. Проблемы и перспективы развития социально-экономической системы
430
22
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7 Составлено авторами на основе данных международного исследовательского института продовольственной 
политики, США [49]. 
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Рис. 6.3. Прогноз по количеству недоедающих детей при различных сценариях8
Водная безопасность
Вода является одним из самым ценных ресурсов, поэтому ее запасы очень важны 
для жизни на Земле. В докладе Всемирного банка представлены прогнозы по изменению 
количества осадков в 2030–2049 гг. по сравнению с 1980–1999 гг. при сценарии А1В [50].
Эти прогнозы приведены на рис. 6.4. Часть (а) этого рисунка показывает изменение в
количестве последовательных дней без осадков (засушливых днях), часть (b) – изменение 
в разливах вод, часть (с) – изменение в среднесуточной интенсивности дождя, а часть (d) –
изменение в максимальном количестве осадков в течение пяти дней. Белый цвет в 
некоторых регионах на рис. 6.4 означает, что различные модели показывают 
противополжные результаты, соответственно, прогнозы для этих регионв не были 
представлены. Все результаты представлены в процентном соотношении, кроме рис. 6.4а,
где результаты представлены в количестве дней.
Как видно на рис. 6.4а, на большой части России (северная и восточная часть) 
количество дней без осадков уменьшится, в то время как на юге и западе их количество 
увеличится. Рис. 6.4b показывает, что можно ожидать, что разлив вод увеличится на всей 
                                                          
8 Там же. 
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7 Составлено авторами на основе данных международного исследовательского 
института продовольственной политики, США [49].
8 Там же.
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Водная безопасность
Вода является одним из самым ценных ресурсов, поэтому ее запасы 
очень важны для жизни на Земле. В докладе Всемирного банка представ-
лены прогнозы по изменению количества осадков в 2030–2049 гг. по срав-
нению с 1980–1999 гг. при сценарии А1В [50]. Эти прогнозы приведены 
на рис. 6.4. Часть (а) этого рисунка показывает изменение в количестве 
последовательных дней без осадков (засушливых днях), часть (b) – изме-
нение в разливах вод, часть (с) – изменение в среднесуточной интенсив-
ности дождя, а часть (d) – изменение в максимальном количестве осадков 
в течение пяти дней. Белый цвет в некоторых регионах на рис. 6.4 означа-
ет, что различные модели показывают противополжные результаты, соот-
ветственно, прогнозы для этих регионв не были представлены. Все ре-
зультаты представлены в процентном соотношении, кроме рис. 6.4а, где 
результаты представлены в количестве дней.
Как видно на рис. 6.4а, на большой части России (северная и восточ-
ная часть) количество дней без осадков уменьшится, в то время как на 
юге и западе их количество увеличится. Рис. 6.4b показывает, что можно 
ожидать, что разлив вод увеличится на всей территории России. Стоит 
упомянуть, что разлив вод является индикатором доступности водного 
ресурса. Также мы наблюдаем, что среднесуточное количество осадков 
и их максимальное количество в течение пяти дней возрастет (рис. 6.4с 
и 6.4d). 
Используя сценарий А2, другие исследования также заключают, что 
доступность водного ресурса не будет проблемой при изменении клима-
та в России в 2070-х гг. [51]. Тем не менее нехватка этого ресурса будет 
наблюдаться в западной части России. По оценкам доступности водных 
ресурсов на основе сценария А2, в России этот ресурс будет доступен 
и будет составлять >10 000 м3 на душу населения в год в 2050 г., что 
превышает критический барьер в 1 300 м3 на душу населения в год [52]. 
К похожим выводам приходят и другие исследователи, показывая, что 
из-за изменения климата в следующие 20 лет у большинства федераль-
ных округoв России не будет проблем, связанных с вoдными ресурса-
ми [53].
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Рис. 6.4. Прогнозы по засушливым дням, разливам вод и осадкам к середине 
XXI в.: а – показано изменение в количестве последовательных дней без 
осадков (засушливых днях); b – изменение в разливах вод; с – изменение  
в среднесуточной интенсивности дождя; d – изменение в максимальном 
количестве осадков в течение пяти дней [50]
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Смертность и здоровье в России
Авторы данной главы количественно оценивают влияние погодных 
шоков, как жарких, так и холодных, на общую смертность, а также смерт-
ность от болезней сердечно-сосудистой системы и респираторных забо-
леваний для разных возрастных групп в России, используя региональные 
даннные с 1989 по 2014 гг. [21]. Данное исследование является уникаль-
ным, поскольку oценивает не только погодные шоки высоких температур, 
но и шоки низких температур. До этого де юре предполагалось, что хо-
лодные температуры всегда приводят к повышенной смертности. Авторы 
показывают, что, наоборот, при чрезмерно низких температурах воздуха 
смертность может снижаться. Это связано с поведением индивидов. Так, 
при аномально холодных температурах (ниже –30 °С) люди носят теплую 
одежду и реже выходят на улицу. К таким же выводам приходят авторы 
тематических исследований в Екатеринбурге и Якутске, обсуждавшиеся 
выше [15, 16].
Авторы показывают, что высокие температуры (выше 25 °С) и низкие 
температуры в диапозоне от –25 до –30 °С увеличивают смертность поч-
ти всех возрастных категорий, кроме группы от 0 до 19 лет для высоких 
температур и от 0 до 9 лет, от 20 до 39 лет и от 60 до 69 лет – для низких 
температур. Основные результаты показаны на рис. 6.5. Черная линия 
показывает влияние одного дня с температурой выше 25 °С на общую 
смертность раличных возрастных категорий, а серая линия показывает 
влияние одного дня в диапозоне от –25 до –30 °С. Сплошные черные точ-
ки относятся к статистически значимым результатам, а пунктирные ли-
нии показывают 90 %-й доверительный интервал.
Как видно на рис. 6.5, один день с холодной температурой от –25 
до –30 °С увеличивает смертность от всех причин у возрастных групп 
40–49 лет, 50–59 лет и выше 70 лет на 0,14; 0,12 и 0,09 %, соответствен-
но. Также на этом рисунке можно увидеть, что один день с высокой тем-
пературой (выше 25°С) увеличивает смертность почти всех возрастных 
групп, кроме самых молодых. Так, один день с такой температурой уве-
личивает смерность в возрастных группах 20–29 лет, 30–39 лет, 40–49 лет, 
50–59 лет, 60–69 лет и выше 70 лет на 0,07; 0,12; 0,09; 0,08; 0,04 и 0,06 %, 
соответственно. Авторы подчеркивают, что самая продуктивная и эконо-
мически активная возрастная группа является одной из самых уязвимых с 
точки зрения риска смерти от температурных шоков.
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Рис. 6.5. Влияние одного дня с низкой и высокой температурой на общую смертность по возрастным 
группам [22]
Авторы также приводят подсчеты экономических издержек одного дня с высокой и 
низкой температурой для трудоспособного населения. Эти издержки включают в себя
текущую стоимость упущенных заработков, связанных с рискoм смертности. В табл. 6.2
представлены подсчеты по количеству смертей из-за одного дня с температурой выше 25
°С. Первая колонка относится к разбивке по возрастным категориям, вторая показывает 
оцененное количество смертей, а третья показывает оцененные экономические издержки.
Как видно из показателей табл. 6.2, общее количество смертей из-за oдного дня 
выше 25 °С для всех возрастных категорий составляет 1 305 человек, а рассчитанные 
экономические издержки из-за смерти трудоспособного населения равны 10,25 млн 
долларов США.
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Рис. 6.5. Влияние одного дня с низкой и высокой температурой на  
общую смертность по возрастным группам [22]
Авторы также приводят подсчеты экономических издержек одного дня 
с высокой и низкой температурой для трудоспособного населения. Эти 
издержки включают в себя текущую стоимость упущенных заработков, 
связанных с рискoм смертности. В табл. 6.2 представлены подсчеты по 
количеству смертей из-за одного дня с температурой выше 25 °С. Первая 
колонка относится к разбивке п  возрастным катег риям, вторая показы-
вает оцененное количество смертей, а третья – оцененные экономические 
издержки. 
Как видно из показателей табл. 6.2, общее количество смертей из-
за oдного дня выше 25 °С для всех возр стных категорий составля т 
1 305 человек, а рассчитанные экономические издержки из-за смерти тру-
доспособного населения равны 10,25 млн долларов США.
В табл. 6.3 приводятся подсчеты по количеству смертей из-за одного 
дня с температурным диапазоном от –25 до –30 °С. Все колонки инте-
претируются так же, как и в табл. 6.2. Как можно увидеть из показателей 
табл. 6.3, общее количество смертей из-за одного дня с температурным 
диапазоном от –25 до –30°С равнo 1 476 человек, а экономические из-
держки из-за смерти трудоспособного населения составляют 7,91 млн 
долларов США.
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Таблица 6.2
экономические издержки из-за одного дня с температурой выше 
25 °С [21].
возрастные группы оцененное 
количество смертей
экономические издержки, 
в млн долларов СШа
20–29 41 1,32
30–39 126 3,79
40–49 158 3,53
50–59 227 1,61
60–69 160 -
70 и старше 593 -
Общее количество 1 305 10,25
Таблица 6.3
экономические издержки из-за одного дня с температурой
от –25 до –30° С [21]
возрастные 
группы
оцененное количество 
смертей
экономические издержки, 
 в млн доларов СШа
20–29 23* 0,76*
30–39 116* 3,48*
40–49 246 5,49
50–59 340 2,42
60–69 200* -
70 и страше 890 -
Итого 1,476 7,91
Примечание: * над расчетами в табл. 6.3–6.5 обозначает, что данные расчеты осно-
ваны на статистически незначимых результатах.
Далее авторами данной главы рассматривается гендерная разница в 
смертности, связанной с чрезмерно жаркими и холодными температура-
ми [23]. В отличие от существующих экономических исследований, где 
изучалось только влияние одного дня на здоровье населения, в этой ра-
боте также исследовалось влияние последовательных жарких и холодных 
днeй на смертность обоих полов.
Результаты показывают, что и мужчины, и женщины адаптируются к 
экстремальным температурам, если такие температуры встрачаются ча-
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сто. Так, например, высокие температуры и тепловые волны не влияют 
на смертность мужчин и женщин в теплых регионах, а низкие температу-
ры и их трехдневная последовательность не влияют на смертность обоих 
полов в холодных регионах России. Авторы также не находят разницы в 
смертности из-за экстремальных температур между мужчинами и женщи-
нами в этих регионах.
Разница в смертности из-за экстремальных температур существует 
между мужчинами и женщинами только в тех регионах, которые редко 
испытывали их [23]. В частности, тепловые волны очень опасны для на-
селения в холодных регионах, особенно для мужчин молодого и среднего 
возраста, а дни с холодной температурой в холодных регионах опасны 
для мужчин всех возрастов, кроме 30–39 лет. Такие результаты приводят 
к выводу о том, что миграция из теплых регионов в холодные и наоборот 
может увеличить смертность в конечных пунктах назначения.
Основные экономические издержки подсчитаны в качестве потерян-
ных человеко-годов работы из-за смерти человека, вызванной экстре-
мальной температурой [23]. Все подсчеты приведены в табл. 6.4. Таблица 
разделена на две части. Первая часть отображает влияние одного дня с 
температурой выше 25 °С на смертность мужчин и женщин в холодных 
регионах, а вторая часть отображает влияние трех последовательных 
дней с такой температурой. Также в табл. 6.4 представлены результаты 
для различных возрастных групп. Колонки (1) и (2) показывают количе-
ство смертей женщин и мужчин из-за влияния одного дня либо после-
довательных дней с температурой выше 25 °С, соответственно. Колонки 
(3) и (4) показывают общее количество потерянных человеко-часов рабо-
ты для каждого пола и конкретной возрастной категории. Строка «Поте-
рянные трудовые годы на одну смерть» показывает, сколько лет человек 
мог бы еще трудиться, если бы не воздействие эстремальной темпера-
туры. В первой части таблицы показано, что репрезентативная женщина 
смогла бы проработать еще 8,11 лет, а мужчина еще 14,29 лет. Во вто-
рой части таблицы показано воздействие последовательных дней с ано-
мальной температурой: женщина смогла бы проработать еще 5,78 лет, 
а мужчина – еще 13,70 лет. В обоих случаях мы наблюдаем, что эффект 
влияния аномально высоких температур почти в два раза выше для 
мужчин.
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Таблица 6.4
количество смертей и потерянные трудовые годы из-за высоких 
температур в холодных регионах [23]
По-
каза-
тель возрастные группы
оцененное
годовое количе-
ство смертей
Потерянные 
человеко-годы 
работы
1 2 3 4
в
л
и
ян
и
е 
од
н
ог
о 
дн
я
вы
ш
е 
25
 °
C
Жен. Муж. Жен. Муж.
20–29 26 90 676 2,790
30–39 84 171 1,344 3,591
40–49 16* 130* 96 1,430
50–59 144 201 75 651
60–69 140* 100*
70 и старше 267 256
Группа 20–59 лет в целом 270 592 2,191 8,462
Потерянные трудовые годы 
на одну смерть 8,11 14,29
в
л
и
ян
и
е 
п
ос
л
ед
ов
ат
ел
ь-
н
ы
х 
дн
ей
 в
ы
ш
е 
25
 °
C
возрастные группы Жен. Муж. Жен. Муж.
20–29 –1* 19 –26 589
30–39 19 35 304 735
40–49 22* 46 132 506
50–59 34 44* 18 143
60–69 33 15*
70 и старше 122 54
Группа 20–59 лет в целом 74 144 428 1,973
Потерянные трудовые годы 
на одну смерть 5,78 13,70
В табл. 6.5 приведены расчеты для влияния холодных температур на 
смертность обоих полов в теплых регионах. Эта таблица интерпретирует-
ся так же, как и предыдущая таблица. В первой части таблицы показано, 
что женщина смогла бы проработать еще 6,43 года, а мужчина – еще 10,13 
лет. Во второй части, относящейся к последовательным дням, женщина 
смогла бы проработать еще 6,66 лет, а мужчина – еще 10,66 лет. Как и 
с высокими температурами, мы наблюдаем, что эффект влияния экстре-
мальных холодных температур выше для мужчин.
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Таблица 6.5
количество смертей и потерянные трудовые годы из-за низких  
температур в теплых регионах [23]
 Пока-
затель возрастные группы
оцененное годо-
вое количество 
смертей
Потерянные 
человеко-годы 
работы
1 2 3 4
Жен. Муж. Жен. Муж.
в
л
и
ян
и
е 
од
н
ог
о 
дн
я
н
и
ж
е 
–2
3 
°C
20–29 33 149 858 4,619
30–39 102 93* 1,632 1,953
40–49 166 538 996 5,918
50–59 262 665 136 2,155
60–69 83* 337
70 и старше –49* 290
Группа 20–59 лет в целом 563 1,445 3,622 14,645
Потерянные трудовые 
годы на одну смерть 6,43 10,13
в
л
и
ян
и
е 
п
ос
л
ед
ов
ат
ел
ь-
н
ы
х 
дн
ей
 н
и
ж
е 
–2
3 
°C
возрастные группы Жен. Муж. Жен. Муж.
20–29 13 52 338 1,612
30–39 30 6* 480 126
40–49 43 114 258 1,254
50–59 82 156 43 505
60–69 52* 96*
70 и старше –47* 514*
Группа 20–59 лет в целом 168 328 1,119 3,497
Потерянные трудовые 
годы на одну смерть 6,66 10,66
Данный анализ позволяет сделать вывод, что влияние погодных и клима-
тических изменений на жизнь и деятельность человека многогранно и отра-
жается на многих сферах – от распространения различных видов болезней 
и смертности от них до сельскохозяйственной, продовольственной и водной 
безопасности. Поэтому формулировании мер экономической политики 
должно быть нацелено на снижение издержек от климатических изменений 
и погодных шоков, адаптацию к ним, а также учитывать, что климатические 
изменения и температурные шоки играют важную роль в жизни современно-
го человека и будут играть все большую роль в жизни будущих поколений.
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Глава 7
ПроБлемы и ПерСПекТивы раЗвиТиЯ 
Социально-экономичеСкой СиСТемы 
ЗДравооХранениЯ. ПУТи оПТимиЗации
§1. Теоретические основы организации здравоохранения  
и общественного здоровья
Целью системы здравоохранения является улучшение состояния здо-
ровья населения, которое оценивается множеством показателей: забо-
леваемость, смертность и рождаемость, инвалидность, уровень физиче-
ского развития и т. п. При этом оценка эффективности самой системы 
здравоохранения стала рассматриваться не так давно, и единый подход не 
достигнут. В силу крайней значимости этой отрасли экономики оценку ее 
эффективности проводят ученые, международные организации, а также 
национальные органы управления. Здоровье нации определяется не толь-
ко собственно системой здравоохранения (например, своевременная до-
ступность и качественная медицинская помощь), но и рядом социальных 
и экологических факторов, не входящих в компетенцию системы здра-
воохранения. Поэтому выделяют два типа детерминант здоровья населе-
ния: немедицинские и медицинские детерминанты здоровья [1, с. 134]. 
Список немедицинских детерминант весьма широк: чистая вода, соблю-
дение гигиены и санитарии, хорошее питание, физическая активность, 
уровень экологии, экономики и образ жизни играют значительно более 
важную роль в достижении результатов, что ограничивает значимость 
медицинских и клинических услуг 10–25 % эффекта [2, р. 83]. В России 
вклад различных факторов в здоровье определяется следующим образом: 
50–57% – условия и образ жизни людей; 20–25 % – состояние внешней 
среды; 15–20 % – генетические факторы и 10–15 % состояние системы 
здравоохранения [3, с. 4]. При комплексном воздействии на здоровье на-
селения санитарно-эпидемиологических мероприятий, медико-санитар-
ного просвещения, профилактической иммунизации и лечения тяжелых 
заболеваний антибиотиками, влияние системы здравоохранения составит 
70–80 % [4, с. 81].
Выделяют несколько уровней здоровья:
1 уровень – индивидуальное здоровье – здоровье отдельного человека;
2 уровень – групповое здоровье – здоровье малых и этнических групп;
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3 уровень – региональное здоровье (здоровье населения) – здоровье 
людей, проживающих на конкретной административной территории;
4 уровень – общественное здоровье – здоровье общества, населения 
страны, континента, мировой популяции.
Общественное здоровье (public health as resource) – это медико-соци-
альный ресурс и потенциал общества, обусловленный комплексным воз-
действием социальных, поведенческих и биологических факторов, улуч-
шение которого будет способствовать увеличению качества и продолжи-
тельности жизни и благополучия людей, гармоничному развитию личности 
и общества, способствующий обеспечению национальной безопасности [5, 
с. 9]. Здоровье населения (health of the nation) – это медико-демографиче-
ская и социальная категория, отражающая физическое, психическое, соци-
альное благополучие людей, осуществляющих свою жизнедеятельность в 
рамках определенных социальных общностей [5, с. 6]. 
Всемирная организация здравоохранения (ВОЗ) предлагает оценивать 
популяционное здоровье на основании пяти групп показателей [6].
I. Показатели, относящиеся к политике в области здравоохранения: 
выделение ресурсов для первичной медико-санитарной помощи на од-
ного жителя; степень равномерности распределения доходов в обществе; 
уровень участия населения в достижении здоровья; наличие соответству-
ющих органов и управленческих структур здравоохранения. 
II. Социально-экономические показатели: уровень прироста населе-
ния; валовой национальный прирост; уровень безработицы; адекватность 
жилищных условий (количество лиц на 1 комнату); выработка энергии на 
душу населения.
III. Предоставление медицинского обслуживания: наличие медицин-
ского обслуживания; физическая его доступность; экономическая его до-
ступность; культурная доступность (уровень понимания необходимости и 
кратности профилактических осмотров).
IV. Показатели охвата населения первичной медико-санитарной помо-
щью: санитарное просвещение (индивидуальное и популяционное); обе-
спечение доброкачественным питанием; обеспечение доброкачественным 
водоснабжением; охрана здоровья материнства и детства; планирование 
семьи; иммунизация против инфекционных заболеваний; обеспечение 
лекарственными средствами; возможности лечения основных заболева-
ний и травм.
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V. Показатели здоровья популяции: доля (в процентах) новорожден-
ных с массой тела менее 2 500 г; доля (в процентах) детей и подрост-
ков с массой тела, соответствующей возрастным нормативам; показатели 
психофизического развития детей и подростков; уровень детской смерт-
ности (по возрастным периодам); продолжительность предстоящей жиз-
ни; смертность от отдельных заболеваний; материнская смертность; об-
щая заболеваемость и инвалидизация; показатели социальной и интел-
лектуальной патологии (самоубийства, наркомания, алкоголизм, курение, 
детская преступность, потребление транквилизаторов и др.).
Критериями в оценке результатов деятельности системы здравоох-
ранения выступают:
1. Состояние здоровья населения: ожидаемая продолжительность жиз-
ни, смертность, инвалидность и др.
2. Образ жизни населения: распространенность табакокурения, алко-
голизма и других социальных патологий.
3. Степень удовлетворения обоснованных нужд населения: права че-
ловек, конфиденциальность, персонализация – ориентированность на па-
циента системы.
4. Справедливость в оплате медицинской помощи и равенства при ее 
оказании [7, с. 180].
рекомендации всемирной организации здравоохранения
Оценка деятельности системы здравоохранения (ОДСЗ) – это инстру-
мент укрепления систем здравоохранения, и в частности стратегического 
руководства системами здравоохранения. В любой сфере жизни обще-
ства, а особенно в секторе общественного здравоохранения, считается 
жизненно важным проводить самооценку. В любом обществе люди вре-
мя от времени оценивают свою жизнь для того, чтобы улучшить условия 
своего существования. Осуществляя оценку своей жизни или какой-либо 
сферы, люди стараются построить для себя более здоровое будущее. 
ОДСЗ – это один из множества подходов, который представляет со-
бой оценка деятельности. В ОДСЗ система здравоохранения оценивается 
в целом, и при этом достигаемые показатели здоровья (как их средний 
уровень, так и распределения) увязываются со стратегиями или функци-
ями, а число количественных показателей ограничено. С помощью ОДСЗ 
оценивается степень достижения основных целей систем здравоохране-
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ния в разных странах. Развитые системы ОДСЗ используют различные 
индикаторы и показатели, которые не ограничиваются в своем количе-
стве, а также применяют различные систематизированные совокупности 
количественных критериев и включают в себя аналитические методики. 
Результаты этой оценки регулярно доводятся до сведения населения и ис-
пользуются для того, чтобы влиять на процесс принятия решений. 
Основной особенностью ОДСЗ является то, что она оценивает всю 
систему здравоохранения, а не концентрируется лишь на некоторых кон-
кретных программах. Именно в этом заключается важность такого под-
хода: он позволяет учитывать многочисленные связи и взаимоотношения 
между разными функциями и программами системы здравоохранения. 
Поняв, как работает система в целом, можно принимать решения в обла-
сти политики и устанавливать приоритеты на основе ясных фактических 
данных, а потом вести мониторинг результатов этих решения. 
Оценка деятельности для различных пользователей дает различные 
полезные результаты:
– для пользователей услуг (потребителей-пациентов) – содействует 
расширению выбора, прав и возможностей пользователей;
– для медицинских работников – стимулирует улучшение показателей 
деятельности;
– для аппарата управления – обеспечивает более качественное адми-
нистративное управление службами;
– для политиков – обеспечивает более действенный политический кон-
троль за государственными службами;
– для граждан – подтверждает, что деньги потрачены не напрасно, и 
обеспечивает подотчетность служб;
– для регулирующих инстанций – позволяет выступать в роли посред-
ников – экспертов от имени граждан;
– для ученых – помогает определить, что дает положительный эффект 
[8, с. 4].
Основные функции оценки деятельности системы здравоохранения, 
следующие:
1) определение направлений реформ системы здравоохранения и стра-
тегического планирования;
2) объединение заинтересованных сторон из разных секторов вокруг 
стратегических целей системы здравоохранения и налаживание диалога о 
качестве функционирования системы здравоохранения;
3) повышение уровня прозрачности и подотчетности [8, с. 7]. 
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Выполнение этих функций имеет решающее значения для адекватного 
ответа на возникающие сегодня новые и неотложные проблемы здравоох-
ранения. Ключевая роль оценки деятельности системы здравоохранения 
получила признание и выражена в ряде официально принятых хартий и 
деклараций. Улучшение функционирования систем здравоохранения – 
это один из первоочередных вопросов во всем европейском регионе, осо-
бенно в теперешнем экономическом климате, когда чрезвычайно важно 
добиваться максимальной отдачи от существующих ресурсов. В этом 
смысле ОДСЗ является методом, получившим признание среди госу-
дарств – членов европейского региона ВОЗ. В Таллинской хартии 2008 г. 
«Системы здравоохранения для здоровья и благосостояния» [9, р. 4] вновь 
была подвержена приверженность государств-членов делу повышения 
прозрачности и подотчетности системы здравоохранения.
В докладе Всемирной организации здравоохранения «Оценка деятель-
ности систем здравоохранения – инструмент стратегического руководства 
в интересах здоровья в XXI веке» приведены ответы людей, обладающие 
практическим опытом применения ОДСЗ о том, что можно делать при 
помощи ОДСЗ:
1) повысить прозрачность системы здравоохранения в отношении ре-
зультатов ее деятельности и достигаемого ею прогресса;
2) дать заинтересованным партнерам общее стратегического видение 
и понимание приоритетов в деле укрепления системы здравоохранения;
3) благодаря предоставлению информации о деятельности системы 
поддержать основанный на фактических данных процесс выработки по-
литики и установления приоритетов;
4) создать платформу для диалога между программами и секторами, 
обеспечивая тем самым единое понимание того, как совместные действия 
влияют на конечные итоги для здоровья населения;
5) вести мониторинг последствий реформ системы здравоохранения и 
национальных стратегий здравоохранения и при необходимости обеспе-
чить основу для коррекции реформ и стратегий;
6) улучшать понимание возможных направлений повышения рацио-
нальности и справедливости системы; 
7) составлять обоснованные и убедительные заявки на получение фи-
нансирования от доноров [10, с 4]. 
Оценка деятельности системы здравоохранения основывается на пяти 
принципах [8, с. 16–29].
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1. Системное видение. Система здравоохранения представляет собой 
нечто большее, чем сумма составных частей, которые связаны друг с дру-
гом и друг от друга зависят. Поэтому важно рассматривать систему здра-
воохранения с такой стороны, чтобы видеть ее целиком, а не только как 
совокупность составляющих.
2. Отражение ОДСЗ, основанной на стратегии, в системе показателей 
деятельности, принятой в стране. Система показателей деятельности слу-
жит фундаментом, на котором стоит немалая часть процесса ОДСЗ – вы-
бор показателей, интерпретация результатов и выработка рекомендаций 
и стратегий для укрепления системы здравоохранения. Структура систе-
мы показателей деятельности является важной составляющей в процес-
се принятия решений, потому что он зависит от того есть ли в наличии 
те или иные данные. Поэтому без этой структуры будет гораздо труднее 
представлять информацию и делиться ею. 
3. Широкое участие заинтересованных сторон. Чрезвычайно важно 
вовлекать заинтересованных партнеров на всех этапах процесса ОДСЗ; 
этот принцип изначально неотделим от стратегического руководства на 
основе участия всех заинтересованных сторон. Применение принципа 
широкого участия к разработке и осуществлению ОДСЗ усиливает чув-
ство личной ответственности за результаты и повышает вероятность при-
нятия последующих мер по этим результатам. 
4. Интегрирование аспекта социальной справедливости. Аспект со-
циальной справедливости может и должен систематически вводиться 
в ОДСЗ на каждом этапе процесса, начиная с создания ее структуры и 
кончая анализом данных со стратификацией по соответствующим соци-
альным группам и выработкой стратегических рекомендаций. Ведь суть 
социальной справедливости – это равный доступ к услугам при равных 
потребностях, равное пользование при равных потребностях и равное 
качества помощи для всех, а также ориентированность всех усилий на 
конечные результаты для здоровья. 
6. Обеспечение полноты охвата ОДСЗ. Для понимания причин низких по-
казателей деятельности и выработки рекомендаций в отношении политики 
необходимо дополнить широту охвата оценки деятельности углубленным 
анализом или исследованиями с целью качественной оценки. Для того чтобы 
давать обоснованные ответы на стратегические вопросы, нужно не ограни-
чиваться показателями, а заходить в область оценочного исследования. 
Практика проведения ОДСЗ в европейских странах показывает, что 
ОДСЗ используется в следующих целях и следующим образом:
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1) выработка у заинтересованных сторон единого понимания и виде-
ния приоритетов в деле укрепления системы здравоохранения;
2) источник справочной информации о показателях функционирова-
ния системы для поддержки процессов выработки политики и установле-
ния приоритетов на основании фактических данных;
3) платформа для диалога между различными программами и между 
секторами с целью выработки понимания того, как совместные действия 
влияют на показатели здоровья;
4) отслеживание последствий реформ системы здравоохранения и их 
влияния на национальные стратегии здравоохранения для их корректи-
ровки по мере необходимости;
5) понимание того, в каких областях системы нужны улучшения в от-
ношении рациональности или социальной справедливости;
6) организация работы по улучшению деятельности системы на терри-
ториальных уровнях с последующим контролем за достижением резуль-
татов, поддающихся измерению;
7) повышение прозрачности в системе здравоохранения;
8) оценка использования имеющихся баз данных, выявление проблем 
в области информирования, наличия данных и доступа к ним (табл. 7.1). 
Таблица 7.1
этапы оценки деятельности системы здравоохранения 
Этап Назначение Содержание Результат
Этап 1. 
Форму-
лировка и 
разработ-
ка устава 
проекта 
[8, с. 
30–32]
Устав проекта являет-
ся прочным фундамен-
том ОДСЗ, его наличие 
крайне важно для обе-
спечения продолже-
ния процесса и после 
публикации первого 
отчета. В уставе разъ-
ясняются обоснование 
целесообразности и 
цели проекта, его стра-
тегическая ориента-
ция, роли и обязанно-
сти сторон, временные 
рамки и ресурсы
На данном этапе необходи-
мо понять ценность ОДСЗ, 
изучить и использовать 
опыт других стран, опреде-
лить ответственные и по-
дотчетные стороны проек-
та, вовлечь широкий круг 
заинтересованных сторон, 
достичь консенсуса отно-
сительно охвата и целей 
оценки, выработать единое 
понимание и создать еди-
ную систему оценки, со-
гласовать временные рам-
ки и определить ресурсы
Результатом 
этого этапа 
будет являть-
ся устав про-
екта
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Этап 2. 
Постро-
ение 
системы 
показа-
телей 
деятель-
ности [8, 
с. 33–36]
Цель данного этапа – 
определить аспекты 
деятельности и взаи-
мосвязь между ними 
и увязать между собой 
стратегии системы и 
конечные результаты 
для здоровья. Система 
показателей деятель-
ности должна отра-
жать действительно 
важные аспекты, а не 
то, что можно легко 
оценить. Материал для 
построения системы 
показателей для стра-
ны будет получен из 
ответов на следующие 
вопросы: в чем заклю-
чаются приоритеты 
страны в отношении 
здравоохранения? как 
можно перевести эти 
вопросы и приоритеты 
в плоскость аспектов 
деятельности? каковы 
связанные с ними цели 
и основные функции 
системы здравоохра-
нения?
На данном этапе необходи-
мо проанализировать цели 
и стратегии системы здра-
воохранения и исследовать 
окружающую среду, а так-
же установить аспекты и 
субаспекты деятельности, 
подтвердить и сформули-
ровать цели и задач систе-
мы, разработать систему 
показателей деятельности, 
которая может быть визу-
ально представлена в виде 
карты стратегий
Результатом 
будет являть-
ся страновая 
система по-
казателей де-
ятельности 
(набор взаи-
мосвязанных 
аспектов де-
ятельности), 
положитель-
но воспри-
нимаемая в 
стране и со-
ответствую-
щая лучшим 
международ-
ным образ-
цам
Этап 3. 
Выбор 
показате-
лей [8, с. 
37–39]
При формулировании 
рабочего определения 
и выбора источников 
данных для заранее 
выбранных показате-
лей нужно учитывать 
такие моменты, как
На третьем этапе должно 
осуществиться: проверка 
списка показателей; оцен-
ка каждого показателя по 
заранее установленным 
критериям отбора; кон-
сультация с комиссией
Р е з у л ь т а -
ты должны 
быть следу-
ющие: отчет 
о процессе 
отбора по-
к а з ат е л е й ,
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трудности, связанные 
со сбором данных, 
качество данных, на-
личие данных за пре-
дыдущие периоды для 
установления тенден-
ций, наличие целевых 
показателей, установ-
ленных на националь-
ном или территориаль-
ном уровне, возмож-
ности для предостав-
ления стратифициро-
ванных результатов, 
наличие данных, срав-
нимых на междуна-
родном уровне. Могут 
быть такие аспекты, 
для которых ни один 
показатель не удов-
летворяет всем крите-
риям, однако комис-
сия экспертов должна 
найти по крайней мере 
один или два показа-
теля, которые могут 
использоваться для 
каждого из аспектов. 
Для тех аспектов, для 
которых может быть 
много подходящих 
показателей, комиссия 
может решить выбрать 
от двух до четырех са-
мых лучших из них. 
После этого рабочая 
группа должна будет 
пересмотреть набор
экспертов при составле-
нии паспортов показателей 
и при отборе показателе; 
утверждение окончатель-
ного набора базовых пока-
зателей в консультативном 
комитете по ОДСЗ
куда войдет 
перечень по-
к а з ат е л е й , 
и с т оч н и к и 
о п р е д е л е -
ний, баллы 
по крите-
риям отбо-
ра и список 
э кс п е рто в , 
з адейство -
ванных на 
к а ж д о м 
этапе про-
цесса отбо-
ра; паспорт 
к а ж д о г о 
показателя, 
вошедшего в 
базовый на-
бор: краткое 
о б о с н о в а -
ние выбора, 
аспект дея-
тельности и 
родственные 
показатели, 
о п р е д е л е -
ние, первич-
ные и/или 
вто р и ч н ы е 
и с т о ч н и -
ки данных, 
процесс сбо-
ра данных 
и расчеты 
по этому 
показателю
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показателей таким 
образом, чтобы они в 
достаточной степени 
охватывали всю систе-
му показателей дея-
тельности, чтобы мож-
но было обеспечить 
правильное соотно-
шение между показа-
телями или областями 
структуры, промежу-
точными результата-
ми, конечными итога-
ми и воздействиями и 
между показателями, 
обращенными в про-
шлое и в будущее 
(роли и обя-
занности ме-
тодология и 
временные 
рамки), потен-
циал для ана-
лиза на пред-
мет социаль-
ной справед-
ливости (на-
личие данных 
и обоснование 
стратифика-
ции) и обще-
национальные 
целевые по-
казатели или 
международ-
ные эталоны
Этап 4. 
Сбор и 
анализ 
данных 
[8, с. 
40–44]
Этот процесс состо-
ит из двух основных 
компонентов: сбор и 
компиляция резуль-
татов, затем анализ и 
проверка правильно-
сти результатов. Обыч-
но сбор и компиляция 
результатов по показа-
телям состоят из трех 
аспектов:
1. Сбор легкодоступ-
ных («готовых») ре-
зультатов, получен-
ных из стандартных 
источников, таких как 
национальные стати-
стические управления 
и различные отчеты.
На четвертом этапе необхо-
димо собрать и скомпили-
ровать результаты по пока-
зателям; проанализировать 
и проверить правильность 
результатов; признать не-
достатки данных и преду-
преждения об их наличии; 
эти действия выполняются 
основной группой по про-
ведению ОДСЗ с постоян-
ным участием и прямой 
поддержкой собственных 
данных
Р е з у л ь т а -
ты: резюме 
о с н о в н ы х 
результатов 
и проблем, 
касающихся 
данных по 
каждому по-
казателю (в 
соответству-
ющем разде-
ле паспортов 
показателей 
в формате 
xls, по одной 
странице xls 
на показа-
тель, или в 
графическом
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Информацию, нахо-
дящуюся в свободном 
доступе, легко собрать 
вместе и проанализи-
ровать. Для сбора по-
следних результатов, 
которые пока не были 
включены в отчеты, 
или для получения бо-
лее узких или страти-
фицированных резуль-
татов от ведомств-пер-
воисточников могут 
потребоваться допол-
нительные усилия.
2. Сбор результатов, 
сообщаемых в меж-
дународные организа-
ции, таких как Евро-
пейская база данных 
«Здоровье для всех», 
Система статистиче-
ской информации ВОЗ 
или База данных здра-
воохранения ОЭСР, 
или имеющихся у этих 
организаций. Такие 
данные могут исполь-
зоваться для того, что-
бы находить ориен-
тиры для сравнения в 
лице других стран или 
групп стран. При воз-
можности для сравне-
ния следует брать со-
гласующиеся периоды 
времени. Хотя обычно 
международные базы
формате, с 
двумя-тремя 
г р а ф и ка м и 
на показа-
тель, где это 
н е о б х о д и -
мо); отчет о 
с д е л а н н ы х 
выводах и 
в о зм ож н о -
стях укре-
пления ин-
формацион-
ных систем
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данных не предостав-
ляют данных, стра-
тифицированных по 
социально-экономиче-
ским факторам, неко-
торые показатели при-
водятся с разбивкой по 
гендерному признаку. 
Информация о стране 
тоже может входить 
в соответствующие 
источники и может 
3. Взаимодействие с 
ведомствами и вла-
дельцами информации 
для получения ранее 
не рассчитывавшихся 
результатов по показа-
телям
Этап 5. 
Обра-
ботка 
данных, 
организа-
ция и на-
писание 
отчета 
[8, с. 
45–56]
Отчет об ОДСЗ – это 
больше, чем просто 
представление набора 
результатов оценки по 
показателям. Для пол-
ноты картины необ-
ходимо свести в одно 
целое три уровня: ин-
дивидуальные показа-
тели; аспекты деятель-
ности; система здраво-
охранения в целом.
Первый компонент 
представляет собой 
интерпретацию инди-
видуальных показате-
лей в контексте всей 
системы с указанием 
ориентиров, тенден-
ций и связей с другими
На пятом этапе необхо-
димо сделать следующее: 
оценить достижения по 
каждому показателю с 
точки зрения эволюции 
во времени, сравнения с 
целевыми показателями 
и международными ори-
ентирами и распределе-
ния между регионами или 
группами населения; све-
сти вместе все показатели 
в данном аспекте и допол-
нительные источники ин-
формации, чтобы получить 
полную картину ситуации 
в каждом аспекте; предста-
вить «широкую картину» и 
рассказать о деятельности 
системы в целом, увязав
Р е з у л ь т а -
ты должны 
быть сле-
д у ю щ и м и : 
карты балль-
ной оценки 
для каждо-
го аспекта; 
список стра-
тегических 
в о п р о с о в 
п о л и т и к и 
и/или вари-
антов по-
литики для 
обсуждения 
с консульта-
тивным ко-
митетом
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показателями. Резуль-
татов оценки деятель-
ности по показателям 
в данный момент вре-
мени недостаточно для 
того, чтобы оценить 
деятельность системы 
здравоохранения. Ре-
зультаты должны рас-
сматриваться в контек-
сте трех аспектов: как 
результаты менялись 
с течением времени? 
соответствуют ли ре-
зультаты ожиданиям? 
насколько сильно ре-
зультаты различаются 
между регионами или 
группами населения?
Второй компонент – 
это аспекты деятель-
ности. Назначение 
выбранных индиви-
дуальных показателей 
заключается в том, 
чтобы давать ответы 
на стратегически важ-
ные вопросы и оце-
нивать деятельность 
в указанных аспек-
тах системы здраво-
охранения. Аспекты 
деятельности, сфор-
мулированные на ос-
новании структурной 
схемы оценки, помога-
ют добиться того, как 
будут использоваться
все аспекты в системе по-
казателей деятельности; 
дать предварительные от-
веты на первоначальные 
стратегические вопросы 
или сформулировать новые 
стратегические вопросы
§1. Теоретические основы организации здравоохранения
457
показатели, которые 
охватывают всю систе-
му здравоохранения в 
том виде, в каком она 
была определена для 
ОДСЗ. При оценке де-
ятельности в каком-ли-
бо конкретном аспекте 
нужно проанализиро-
вать показатели и свя-
занные с ними стра-
тегические вопросы и 
определить, что гово-
рят результаты в ответ 
на эти стратегические 
вопросы.
Третий компонент от-
носится к системе здра-
воохранения в целом. 
После того как будут 
оценены результаты де-
ятельности по отдель-
ным аспектам, система 
показателей, демон-
стрирующая взаимос-
вязь между аспектами 
деятельности, позволит 
нарисовать «широкую 
картину» деятельности 
всей системы здраво- 
охранения
Этап. 6. 
Обсужде-
ние ва-
риантов 
политики 
или реко-
мендаций 
[8, с. 
56–57]
Распространение от-
чета. Из практических 
примеров стран можно 
вывести два подхода. 
При первом подходе 
отчет об ОДСЗ состав-
ляется как техниче-
ский документ, а зна-
чение ОДСЗ для поли-
На шестом этапе долж-
но быть осуществлено: 
распространение проекта 
отчета и обсуждение во-
просов политики, названы 
варианты политики или 
выработан консенсус в 
отношении программных 
рекомендаций с активным
Р е зул ьт ат : 
итоговый от-
чет/отчеты, 
в о з м ож н о , 
с о с тоя щ и е 
из двух доку-
ментов – ре-
зюме и пол-
ного отчета,
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тики можно обсуждать 
на стадии распростра-
нения; сам документ 
не содержит рекомен-
даций в отношении по-
литики. Второй подход 
предусматривает ука-
зание вариантов поли-
тики или включение 
рекомендаций в текст 
отчета. В этом случае 
необходимо провести 
четкое различие между 
частью отчета, касаю-
щейся политики, и его 
технической частью. 
Такой вариант требует 
более тесного вовле-
чения лиц, вырабаты-
вающих политику, во 
все стадии подготовки 
отчета, ведущие к его 
публикации
участием консультатив-
ного комитета; написан 
вариант политики или ре-
комендации в отношении 
политики в виде отдельно-
го раздела (в самом тексте 
отчета или в виде приложе-
ния к нему) 
предназна-
ченных для 
разных чи-
тательских 
аудиторий
Примечание: по [8].
Универсального подхода к ОДСЗ не существует. Проведение ОДСЗ 
представляет собой процесс балансирования между противоположными 
интересами, на который на всех этапах влияют масштаб оценки и состав 
ее участников. Процесс ОДСЗ – это часть цикла оценки системы здраво-
охранения, выработки рекомендаций, принятия ответных мер на уровне 
политики, реализации и повторной оценки, который служит целям обе-
спечения стратегического руководства системой здравоохранения. ОДСЗ 
должна определять содержание политики. Ее конечная цель заключается 
в том, чтобы содействовать переменам, направленным на улучшение дея-
тельности системы здравоохранения. Для того чтобы знания, полученные 
в ходе ОДСЗ, смогли воплотиться в политику, необходим диалог между 
оценщиками и лицами, вырабатывающими политику, который должен 
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осуществляться с самого начала процесса и в важнейшие моменты про-
цесса. Необходимо рассмотреть возможность использования нескольких 
инструментов воплощения знаний в практику, которые дополняли бы сам 
процесс ОДСЗ и написание отчета. Следующая официальная ОДСЗ может 
уже опираться на процесс, при котором собираются отзывы и мнения и 
документально фиксируются выводы из завершенной ОДСЗ. Технический 
отчет, содержащий документальные материалы процесса, описание струк-
туры системы здравоохранения и показатели деятельности, станет для за-
интересованных сторон полезным источником фактических данных. 
В Португалии внешние оценки Национального плана здравоохране-
ния (НПЗ) и ОДСЗ проводились параллельно и были направлены на то, 
чтобы помочь министерству здравоохранения в его усилиях по улучше-
нию работы системы здравоохранения. ОДСЗ обеспечивает целостное 
видение системы здравоохранения и тем самым дополняет оценку НПЗ, 
которая больше сосредоточена на измерении показателей улучшения 
здоровья населения. Комплекс мероприятий, состоящий из оценки НПЗ, 
ОДСЗ и дополнительных обзоров, позволил укрепить доказательную базу 
и расширить выбор вариантов политики для разработки очередного На-
ционального плана здравоохранения на 2011–2016 гг. [10, с. 13]
В Эстонии в ОДСЗ было указано на проблему ожирения в детском воз-
расте как на одну из наиболее важных проблем здравоохранения. Данные 
об этой проблеме имелись и до проведения ОДСЗ, однако они были полу-
чены из разных источников, и поэтому в общей картине не было целост-
ности. Когда в процессе ОДСЗ данные об ожирении, рационах питания и 
физической активности, полученные из разных источников, были сведе-
ны вместе, выяснились подлинные масштабы проблемы, и это подтолкну-
ло к принятию мер на уровне политики [10, с. 16–17].
В Бельгии благодаря ОДСЗ возникли дискуссии и начались критиче-
ские рассуждения о характере данных, которыми нужно обмениваться на 
международном уровне, а также дебаты об оптимальном использовании 
имеющихся в стране баз данных, чтобы создать стандартный инструмент, 
которым могли бы пользоваться местные, региональные и национальные 
органы. Бельгийская структура оценки деятельности построена с учетом 
международного опыта, адаптированного к потребностям бельгийской 
системы здравоохранения [10 с. 9].
В настоящее время эксперты призвали Региональное бюро активизи-
ровать свою работу по ОДСЗ и оказать поддержку государствам-членам 
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в повышении подотчетности и транспарентности в управлении системой 
здравоохранения. Они рекомендовали региональному бюро укрепить 
свою работу по ОДСЗ (HSPA) тремя основными способами. Во-первых, 
чтобы повысить нормативную роль Регионального бюро в регионе, в 
частности проиллюстрировав связь между эффективностью системы 
здравоохранения и последними глобальными обязательствами в области 
политики здравоохранения, такими как цели устойчивого развития, пу-
тем обновления своих рамок и наборов инструментов, связанных с ОДСЗ, 
и путем укрепления партнерских отношений. Во-вторых, региональное 
бюро должно выступать в качестве посредника в обмене знаниями, под-
держивая платформы для содействия обмену знаниями по ОДСЗ, предо-
ставляя техническую поддержку отдельным странам и путем регулярно-
го обновления тематических исследований по конкретным странам по 
ОДСЗ. В-третьих, оценку систем следует увязывать с текущей поддерж-
кой Регионального бюро в развитии информационных систем здраво- 
охранения, поскольку наличие данных является важным предваритель-
ным условием для ОДСЗ [11]. В частности, совещание группы экспертов 
по усовершенствованию механизмов мониторинга и отчетности в рамках 
политики «Здоровье-2020» преследовало следующие цели: предоставить 
рекомендации в отношении дальнейшего совершенствования механизмов 
мониторинга и отчетности в рамках политики «Здоровье-2020»; опреде-
лить приоритетные концепции в рамках политики «Здоровье-2020», тре-
бующие дополнительного мониторинга и отчетности; четко сформулиро-
вать подходы к сбору информации здравоохранения, предусматривающие 
использование смешанных методик. В отчете приведены рекомендации в 
отношении этих целей, которые были выработаны группой экспертов [12].
Электронное здравоохранение (ЭЗ) играет уникальную и определя-
ющую роль в достижении всеобщего охвата услугами здравоохранения. 
ЭЗ позволяет расширить спектр услуг здравоохранения, повысить уро-
вень прозрачности и доступности лечебно-профилактической помощи и 
медицинской информации, расширить популяционную базу для исполь-
зования предлагаемых услуг здравоохранения и стимулировать иннова-
ции и рост эффективности. Концепцию всеобщего охвата услугами здра-
воохранения часто представляют в трех измерениях: набор предлагаемых 
(или необходимых) медико-санитарных услуг; население или группы 
населения, охватываемые такими услугами; доля прямых затрат, оплачи-
ваемая потребителями при получении таких услуг (оплата услуг из лич-
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ных средств граждан). Эти измерения обычно изображают в виде куба 
(рис. 7.1) для иллюстрирования взаимосвязей между этими измерениями 
и для наглядного отображения масштабов и характера прогресса страны в 
достижении всеобщего охвата [13, с. 2].
Рис. 7.1. Три измерения всеобщего охвата услугами здравоохранения [14]
Концепция всеобщего охвата услугами здравоохранения также учиты-
вает, что здравоохранение не функционирует отдельно от других социаль-
ных факторов и что многие из таких факторов, которые на первый взгляд 
не связаны с общественным здоровьем, часто оказывают на него прямое 
влияние. В рамках этой концепции на все секторы общества возлагается 
обязанность выполнять свои взаимосвязанные функции в обеспечении 
здоровья, выходя за пределы традиционных подходов к здравоохранению 
и социальной поддержке, способствуя межсекторальному сотрудничеству 
и действиям для достижения позитивных сдвигов в показателях здоровья 
населения. Сильная экономика, стабильность государственного управле-
ния, городское планирование, транспорт, трудоустройство и условия тру-
да граждан, а также окружающая среда, образование, сети социальной 
поддержки и культура – все это влияет на здоровье людей.
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§2. Законодательные основы развития здравоохранения
Двадцать лет назад Правительство РФ одобрило разработанную Мин- 
здравом России и Российской академией медицинских наук Концепцию 
развития здравоохранения и медицинской науки в РФ [15], которая стала 
стратегическим ориентиром реформирования отрасли. В концепции было 
отмечено произошедшее ухудшение состояния здоровья населения, про-
блемы финансирования здравоохранения из бюджетов всех уровней и за 
счет средств ОМС не обеспечивают население бесплатными медицински-
ми услугами, а также то, что имеющиеся финансовые и материальные ре-
сурсы используются неэффективно, усиливаются диспропорции в предо-
ставлении медицинской помощи. В связи с этим была обоснована необхо-
димость стратегии реформирования здравоохранения с целью сохранение 
и улучшение здоровья людей, сокращение прямых и косвенных потерь 
общества за счет снижения заболеваемости и смертности населения.
Для достижения этой цели были поставлены следующие задачи:
– активизация деятельности по профилактике заболеваний;
– сокращение сроков восстановления утраченного здоровья населения 
путем внедрения в медицинскую практику современных методов профи-
лактики, диагностики и лечения;
– повышение эффективности использования ресурсов в здравоохра-
нении.
Концепция основана на следующих принципах: всеобщность, соци-
альная справедливость и доступность медицинской помощи населению, 
профилактическая направленность, экономическая эффективность, един-
ство медицинской науки и практики, активное участие населения в вопро-
сах здравоохранения, повышение ответственности за свое собственное 
здоровье и здоровье своих детей.
В концепции определены основные направления развития российско-
го здравоохранения, включающие:
– совершенствование организации медицинской помощи;
– совершенствование системы финансирования здравоохранения;
– задачи организации здравоохранения на федеральном, региональном 
и муниципальном уровнях;
– обеспечение санитарно-эпидемиологического благополучия;
– государственные гарантии по предоставлению бесплатной медицин-
ской помощи и защита прав пациентов;
– развитие медицинской науки;
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– совершенствование медицинского образования и кадровой политики;
– совершенствование лекарственного обеспечения;
– расширение социальной базы здравоохранения.
Концепция не только обозначила основные пути реформирования от-
расли, но и наполнила их конкретным содержанием. На ее основе были 
разработаны нормативно-правовые документы по многим направлениям 
развития российского здравоохранения, включая совершенствование от-
раслевых финансово-экономических отношений.
Важной частью этого процесса является формирование новой систе-
мы лекарственного обеспечения. Эксперты прогнозируют, что повыше-
ние доступности лекарственных средств для населения возможно за счет 
расширения объемов государственных гарантий и внедрения страховых 
механизмов лекарственного обеспечения. При этом необходимо учиты-
вать риски, связанные с нестабильностью бюджетных доходов. Опти-
мизация государственных гарантий в сфере лекарственного обеспече-
ния зависит от ряда факторов. Среди них – доминирование в обществе 
потребительского отношения к здравоохранению, согласно которому о 
здоровье граждан должно заботиться государство, слабость отечествен-
ных секторов в разработке и производстве инновационной продукции, 
отсутствие механизмов мониторинга эффективности применения тех или 
иных лекарственных средств, недостаточное развитие программ здорово-
го образа жизни и социальных практик. Все это в значительной степени 
затрудняет планирование затрат на лекарственное обеспечение населения 
в соответствии с реальными потребностями здравоохранения страны. 
Вместе с тем ключевыми задачами являются повышение качества меди-
цинской помощи и удовлетворенности ею граждан России, а также улуч-
шение демографической ситуации в России. Согласно Указу Президента 
Российской Федерации № 598 от 7 мая 2012 г. «О совершенствовании го-
сударственной политики в сфере здравоохранения» и Закону «Об основах 
охраны здоровья граждан в Российской Федерации» от 21 ноября 2011 г. 
№ 323-ФЗ, Правительством Российской Федерации была одобрена Стра-
тегия лекарственного обеспечения населения Российской Федерации на 
период до 2025 г. Программа направлена на формирование рациональной 
и финансово сбалансированной системы лекарственного обеспечения на-
селения и удовлетворение потребностей граждан в доступных, качествен-
ных и эффективных лекарственных препаратах.
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В настоящее время реформирование системы здравоохранения осу-
ществляется на основе Стратегии развития здравоохранения Российской 
Федерации на долгосрочный период 2015–2030 гг. [16]. Основные направ-
лениями развития Национальной системы здравоохранения Российской 
Федерации стали:
1. Совершенствование Программы государственных гарантий оказа-
ния гражданам бесплатной медицинской помощи. 
2. Развитие системы ОМС на основе принципов солидарности и соци-
ального равенства и расширения страховых принципов.
3. Развитие системы дополнительного медицинского страхования 
(сверх обязательного медицинского страхования) при оказании застрахо-
ванным лицам дополнительных медицинских или иных услуг, не входя-
щих в Программу государственных гарантий оказания бесплатной меди-
цинской помощи.
4. Развитие государственно-частного партнерства в здравоохранении.
5. Развитие общественных медицинских организаций, сформирован-
ных по территориальному и профессиональному принципам.
6. Введение обязательной аккредитации медицинских работников.
7. Информатизация здравоохранения.
8. Выстраивание вертикальной системы контроля и надзора в сфере 
здравоохранения.
9. Обеспечение лекарственными препаратами и медицинскими изде-
лиями.
10. Ускоренное инновационное развитие здравоохранения на основе 
результатов биомедицинских и фармакологических исследований.
§3. Характеристика системы здравоохранения на современном этапе
Среди особенностей современной ситуации в сфере здравоохранения 
в Докладе НИУ ВШЭ по проблемам развития системы здравоохранения 
[17] выделено семь основных положений: изменения в результирующих 
показателях системы охраны здоровья; повышение заработной платы ме-
дицинских работников и внедрение эффективного контракта; доступность 
бесплатной медицинской помощи; мероприятия по повышению эффек-
тивности системы оказания медицинской помощи; структурные пробле-
мы российского здравоохранения; изменения в системе финансирования 
здравоохранения; расширение участия негосударственных медицинских 
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организаций в ОМС. Рассмотрим указанные проблемы более подробно с 
разных точек зрения.
изменения в результирующих показателях системы 
охраны здоровья
По данным Минзрава России, ожидаемая продолжительность жизни 
за последнее десятилетие увеличилась на пять лет и продолжает расти 
(рост на 0,48 лет по сравнению с 2015 г. – 71,39 лет по предваритель-
ным оценкам Росстата), что в значительной степени связано со снижени-
ем смертности лиц трудоспособного возраста [18, с. 10]. Однако уровень 
смертности населения, имевший выраженный тренд снижения до 13 на 
тыс. населения в 2013 г., последние годы замедлился, составив 12,9 на 
тыс. населения в 2016 г. [19].
А. Г. Аганбегян отмечал, что по инициативе руководства страны была 
сформирована Национальная программа по улучшению здравоохранения, а 
потом принята Концепция новой демографической политики с конкретными 
показателями сокращения смертности, повышения рождаемости, преодо-
ления депопуляции и значительного увеличения продолжительности жиз-
ни. На нее было выделено 20 % направляемых на нужды здравоохранения 
бюджетных средств, однако темпы прироста суммарных вложений в здра-
воохранение по линии консолидированного бюджета снизились почти в два 
раза. С 2005 по 2013 г. общие расходы на здравоохранение увеличились с 
797 млрд. до 2,318 трлн руб. При вдвое меньшем приросте средств наце-
ленность небольшой части расходов здравоохранения на конечный резуль-
тат, предусмотренный в госпрограмме, привела к кардинальному улучше-
нию показателей. На 1 000 человек населения рождаемость увеличилась с 
10,2 до 13,2, смертность снизилась с 16,1 до 13, вместо сокращения населе-
ния – 847 тыс. человек обеспечен его прирост на 24 тыс., ожидаемая продол-
жительность жизни возросла с 65,4 до 70,8 лет [20, с. 147]. После этих успе-
хов Минфин стал сокращать в реальном выражении бюджетные расходы на 
здравоохранение, прежде всего за счет средств госпрограмм – самой эффек-
тивной части расходов. Отрицательный результат не замедлил сказаться: в 
2014 г. впервые с 2005 г. смертность перестала снижаться, а в январе – апреле 
2015 г. она значительно (на 3,7 %) выросла по всем основным классам болез-
ней. Рождаемость немного снизилась, и вновь возникла депопуляция более 
60 тыс. человек (всего за четыре месяца) [1; 20, с. 148].
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Повышение заработной платы медицинских работников  
и внедрение эффективного контракта
Снижение темпов роста зарплаты в 2014–2015 гг. отражает реалии 
складывающейся экономической ситуации. Государственное финанси-
рование здравоохранения в 2014 г. выросло в номинальном выражении 
всего лишь на 6,2 %, а объем реализации платных медицинских услуг – 
на 7 %. Поскольку достигнутые уже в 2013 г. значения средней заработ-
ной платы врачей и среднего медицинского персонала по отношению к 
средней заработной плате в регионе превосходили целевые показатели, 
установленные на 2014 и 2015 гг., в условиях экономического кризиса 
вполне рационально была выбрана политика сдерживания темпов роста 
заработной платы. Вместе с тем, по данным интервью с медицинскими 
работниками, проведенных сотрудниками НИУ ВШЭ в 2014 и 2015 гг., 
небольшой рост заработной платы, в пределах 10–15 %, не приводит к 
позитивному изменению внутренней мотивации врачей [17, с. 18].
Положительное отношение к реализации различных проектов и ре-
форм в здравоохранении связано с полнотой информированности о них 
работников всех уровней здравоохранения. По данным опроса врачей 
Томской области, было установлено, что, как правило, источником инфор-
мации служит официальная документация Министерства здравоохране-
ния РФ и Департамента здравоохранения Томской области. Подавляющее 
большинство респондентов муниципальных, областных и федеральных 
медицинских организаций сомневаются в экономической обоснованно-
сти стандартов лечения. Почти треть респондентов федерального уровня 
отрицает или сомневается в необходимости подготовки специалистов в 
области экономики здравоохранения и получении дополнительных эконо-
мических знаний. Работники областных и муниципальных организаций 
здравоохранения ориентированы на оплату труда по конечному резуль-
тату в большей степени, чем на федеральном уровне. Возможно, данная 
проблема связана с вопросами кадровой обеспеченности и формирования 
кадрового резерва в учреждении, которые отметили более половины со-
трудников областного и муниципального уровней здравоохранения [21].
Трудовая деятельность медицинских работников не ограничивается 
только материальными стимулами, поэтому повышение заработной пла-
ты – необходимый, но не единственный шаг по стимулированию их ра-
боты, который государство должно сделать для повышения ее качества. 
§3. Характеристика системы здравоохранения на современном этапе
467
Необходимы существенные изменения в механизмах обеспечения про-
фессионального роста, а также поиск способов повышения социально-
го статуса медицинских работников и воссоздания этических стандартов 
медицинской деятельности [22, с. 50]. Помимо этого, улучшение качества 
рабочих мест входит в число первоочередных задач по увеличению тру-
дового вклада работников [23, с. 95], хотя сами по себе условия труда не 
являются мотивационным фактором (наряду с заработной платой, меж-
личностными отношениями, управлением компанией, контролем, стату-
сом и безопасностью), а служат средством избегания неудовлетворенно-
сти трудом, тогда как достижения, признание достижений, сама работа, 
ответственность, рост или продвижение мотивируют людей [24].
Доступность бесплатной медицинской помощи
По данным многолетнего Российского мониторинга экономического 
положения и здоровья населения (РМЭЗ) НИУ ВШЭ, доля плативших за 
визит к медицинским работникам среди обращавшихся за амбулаторной 
помощью возросла с 4 % в 1994 г. до 14,7 % в 2012 г., в последующие два 
года мало изменилась, а в 2015 г. сократилась до 13,4 % [25]. Это означает, 
что почти 87 % граждан получают только бесплатные врачебные консуль-
тации. В 2015 г. 74 % пациентов стационаров получали в них полностью 
бесплатное лечение [17, с. 20].
По данным другого проведенного опроса, в среднем преобладают 
положительные оценки респондентами изменений в работе больниц и 
поликлиник, которые произошли в течение года перед опросом: 42 % 
считают, что их работа скорее улучшилась, а 29 % увидели ухудшения 
[26, с. 8]. Уровень профессионализма определяется оценкой результатов 
лечения и внимательного отношения персонала, оснащенность – нали-
чием современного оборудования и оценкой санитарно-гигиенических 
условий. Группу критериев своевременности оказания медицинской по-
мощи составили такие показатели, как отсутствие длительного ожидания, 
близость расположения медучреждений. Респондентам предлагалось от-
ветить на вопрос: «Что вы связываете с понятием качества медицинской 
помощи?» По результатам анкетирования, проведенного в 2013–2014 гг., 
было установлено, что три четверти респондентов (74 % в 2014 г.) вы-
брали хотя бы один из показателей уровня профессионализма, на втором 
месте по значимости оказалась группа критериев своевременности оказа-
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ния медицинской помощи, 49 % респондентов выбрали показатели этой 
группы. Третье место по значимости занял второй критерий – «оснащен-
ность», 47 % респондентов отметили показатели «отсутствие длительно-
го ожидания», «близость расположения медучреждений» [26].
Проведенный Т. Н. Русских обзор анкет и результатов социологиче-
ского опроса, представленных на сайтах территориальных фондов ОМС 
субъектов РФ, позволил установить, что в основе мониторинга удовлет-
воренности потребителей качеством и доступностью медицинских услуг 
в субъектах РФ лежат различные методики и системы критериев, пред-
ставленная на официальных сайтах Территориальных фондов ОМС ин-
формация о результатах мониторинга зачастую носит ограниченный ха-
рактер [27, с. 38]. Автором были определены понятия «субъективность» 
и «противоречивость» суждений респондентов в контексте рассматрива-
емой проблемы мониторинга удовлетворенности качеством и доступно-
стью медицинских услуг, предложены процедуры выявления и оценки 
противоречивости суждений, приведены эмпирические результаты реа-
лизации процедур на данных социологического опроса. Результаты мо-
ниторинга удовлетворенности потребителей качеством и доступностью 
услуг амбулаторно-поликлинических организаций г. Орла обосновывают 
возможность использования разработанной методологии мониторинга 
(авторская нечетко-множественная модель оценки удовлетворенности 
потребителей качеством и доступностью медицинских услуг), позволя-
ющей сделать общие выводы о социальной эффективности деятельности 
систем здравоохранения и ОМС, и выявить основные направления опти-
мизации деятельности медицинских учреждений первичного звена здра-
воохранения по повышению эффективности деятельности систем. Так, 
полученные результаты мониторинга на примере Орловской области ори-
ентируют на поиск механизмов увеличения доступности амбулаторной 
помощи. Эффективное решение данной задачи может быть получено пу-
тем применения комплексных управленческих мер как на уровне региона, 
так и на уровне отдельно взятого медицинского учреждения [27, с. 97–98].
Для оценки инфраструктур здравоохранения субъектов РФ и анализа 
территориальной доступности разработана геоинформационная система, 
которая позволила выявить населенные пункты, находящиеся вне зоны 
медицинского обслуживания, дала возможность совершенствовать по-
рядки маршрутизации пациентов до ближайших медицинских организа-
ций [18, с. 28].
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мероприятия по повышению эффективности системы оказания 
медицинской помощи
Реформирование системы оказания медицинской помощи населению 
началось с Приоритетного национального проекта «Здоровье», когда 
была проведена подготовка и переподготовка врачей первичного звена 
здравоохранения (в 2006–2009 гг. прошли обучение 48 159 врачей пер-
вичного звена) и разработаны мероприятия по реформированию ста-
ционарной помощи и развитию стационарозамещающих технологий
(рис. 7.2 [28, с. 258]).
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2013–2018 гг. при условии сохранения прежней численности медицинских работников 
[29]. Возможная экономия на закупках лекарственных средств обеспечила бы еще 1,7 % 
[Там же]. Этот расчет показывает, что целевая установка на привлечение не менее 1/3 
средств за счет внутриотраслевых резервов предопределила проведение упрощенной ре-
структуризации (то есть не замещения одних видов помощи другими, а сокращения сети 
учреждений, коечного фонда, кадров и т. д. с неизбежными негативными последствиями 
для качества и доступности медицинской помощи) и интенсивное развитие платных меди-
цинских услуг [17, с. 23].
Структурные проблемы российского здравоохранения
В российской Федерации действует единая система здравоохранения – совокуп-
ность федеральных органов управления здравоохранением, органов исполнительной вла-
сти субъектов РФ, органов местного самоуправления, подведомственных им организаций, 
субъектов частной медицинской практики и частной фармацевтической деятельности, ра-
ботающих с целью сохранения и укрепления здоровья граждан (рис. 7.3) [4, с. 189].
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реждений, коечного фонда, кадров и т. д. с неизбежными негативными 
последствиями для качества и доступности медицинской помощи) и ин-
тенсивное развитие платных медицинских услуг [17, с. 23].
Структурные проблемы российского здравоохранения
В Российской Федерации действует единая система здравоохранения – 
совокупность федеральных органов управления здравоохранением, орга-
нов исполнительной власти субъектов РФ, органов местного самоуправ-
ления, подведомственных им организаций, субъектов частной медицин-
ской практики и частной фармацевтической деятельности, работающих 
с целью сохранения и укрепления здоровья граждан (рис. 7.3) [4, с. 189].
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Рис. 7.3. Организационно-функциональная структура системы здравоохранения 
Российской Федерации (с изменениями)
В целях перспективного планирования развития сети медицинских организаций и 
расчета нормативной потребности в объектах здравоохранения на основе сложившейся 
региональной структуры здравоохранения, учитывающей допустимый уровень обеспечен-
ности объектами здравоохранения, разработаны и утверждены приказом Минздрава Рос-
сии методические рекомендации по развитию сети медицинских организаций государ-
ственной системы здравоохранения и муниципальной системы здравоохранения. В них 
даны разъяснения о распределении медицинских организаций по трем уровням, необходи-
мом для соблюдения этапов оказания медицинской помощи, планирования рационального 
размещения медицинских организаций, а также определения дифференцированных норма-
тивов объема медицинской помощи в рамках территориальных программ государственных 
гарантий бесплатного оказания гражданам медицинской помощи [18, с. 27–28]. Совершен-
ствование инфраструктуры системы здравоохранения планируется с использованием вне-
бюджетных инвестиций [18, с. 81].
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В целях перспективного планирования развития сети медицинских 
организаций и расчета нормативной потребности в объектах здравоохра-
нения на основе сложившейся региональной структуры здравоохранения, 
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учитывающей допустимый уровень обеспеченности объектами здраво-
охранения, разработаны и утверждены приказом Минздрава России ме-
тодические рекомендации по развитию сети медицинских организаций 
государственной системы здравоохранения и муниципальной системы 
здравоохранения. В них даны разъяснения о распределении медицинских 
организаций по трем уровням, необходимом для соблюдения этапов ока-
зания медицинской помощи, планирования рационального размещения 
медицинских организаций, а также определения дифференцированных 
нормативов объема медицинской помощи в рамках территориальных про-
грамм государственных гарантий бесплатного оказания гражданам ме-
дицинской помощи [18, с. 27–28]. Совершенствование инфраструктуры 
системы здравоохранения планируется с использованием внебюджетных 
инвестиций [18, с. 81].
Оценивая основные показатели здравоохранения, можно отметить, 
что за последние три года представленные данные, характеризующие 
сеть и кадры медицинских организаций, в подавляющем большинстве 
снизились (табл. 7.2).
Таблица 7.2
Сеть и кадры медицинских организаций 
Наименование показателя
Год Рост/
убыль, 
%2014 2015 2016
Число медицинских организаций – 
всего
8483 8044 7767 – 8,4
Из них:
Число медицинских организаций, 
оказывающих медицинскую помощь 
в стационарных условиях
4865 4688 4572 – 6,0
Численность коечного фонда 1137997 1097134 1074382 – 5,6
Средняя занятость койки (в днях) 321 319 318 – 0,9
Средняя длительность пребывания 
пациента на койки (в днях)
11,6 11,4 11,1 – 4,3
Летальность (в %) 1,60 1,71 1,77 + 10,6
Число медицинских организаций, ока-
зывающих медицинскую помощь в ам-
булаторных условиях (за исключением 
стоматологических поликлиник)
1529 1412 1329 – 13,1
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Число стоматологических 
поликлиник
704 676 658 – 6,5
Мощность МО, оказывающих меди-
цинскую помощь в амбулаторных ус-
ловиях по числу посещений в смену
3302219 3314116 3320566 + 0,6
Численность врачей (тыс.) 542,5 543,6 544,5 + 0,4
Численность среднего медицинского 
персонала (тыс.)
1342,6 1309,8 1292,0 – 3,8
Примечание: по [30, с. 4]
В процессе анализа собранной информации о системе здравоохране-
ния Хабаровского края было выявлено, что все исследуемые медицин-
ские организации имели линейно-функциональную организационную 
структуру. При анализе организационной структуры не установлено ка-
кого-либо единообразия в названиях немедицинских структурных под-
разделений, что обусловлено отсутствием их номенклатуры, а также не 
было установлено связи между названиями немедицинских структурных 
подразделений и масштабом их деятельности от I до III уровня организа-
ции медицинской помощи гражданам. При этом анализ организационной 
структуры медицинских организаций первого уровня позволил выявить, 
что организационная структура немедицинских подразделений обследуе-
мых медицинских организаций не соответствовала ни по их численности, 
ни по названию при условии выполнения однотипных функций [31, с. 33].
Вполне оправданное для системы здравоохранения частичное пере-
мещение медицинской помощи из стационаров в амбулаторное звено и 
превращение стационаров в центры оказания сложной и высокотехноло-
гичной помощи в значительной степени тормозится слабым кадровым 
обеспечением [17, с. 41–42]. При этом организаторы здравоохранения 
отмечают, что не следует пытаться одновременно развивать все службы 
здравоохранения и решать все проблемы охраны здоровья и организации 
медицинской помощи, поскольку роль приоритетов на каждый временной 
период изменяется, а основные проблемы здравоохранения лежат в пло-
скости его организации [32].
Компетенции руководителя – основа для повышения эффективности 
деятельности организации. Рассмотренные в исследовании компетенции 
распределенного лидерства – коллективное управление, формирование 
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и восстановление отношений в коллективе, самосознание — учитыва-
ют специфику организаций системы здравоохранения [33, с. 99]. Базис 
складывается из личностных компетенций руководителя, но закрепляется 
клиническими компетенциями (рис. 7.4). Было показано, что эмоциональ-
ный интеллект и такие компетенции, как формирование и восстановление 
отношений в коллективе и самосознание, взаимосвязаны между собой и в 
сочетании с клиническими компетенциями и творчеством влияют на эф-
фективность деятельности медицинской организации. Выявленная связь 
подчеркивает, что отобранные для анализа компетенции – важный ин-
струмент для повышения эффективности учреждения здравоохранения, 
совершенствования управленческих практик и обеспечения интегриро-
ванного предоставления медицинских услуг.
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Рис. 7.4. Модель компетенций руководителя в организациях 
здравоохранения, основанная на идеях распределенного лидерства
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изменения в системе финансирования здравоохранения
Доля государственного финансирования здравоохранения, аккумули-
руемая в системе ОМС, неуклонно увеличивалась в последние годы и в 
2015 г. превысила долю бюджетного финансирования здравоохранения, 
составив 54 % [17, с. 23]. Наряду с преимуществами одноканальной си-
стемы финансирования здравоохранения (финансовое обеспечение в пол-
ном объеме (оплата по конечному результату); доступность медицинской 
помощи для всех категорий граждан; повышение эффективности исполь-
зования бюджетных средств; контроль качества медицинских услуг стра-
ховыми организациями и др.), она обладает и рядом недостатков. Во-пер-
вых, по мнению экспертов в сфере здравоохранения, отсутствие контроля 
за финансово-экономической деятельностью руководства учреждений 
здравоохранения привело к росту безответственности и повышению 
уровня коррупции. Во-вторых, наблюдается снижение доли финансового 
обеспечения региональными властями территориальных программа ОМС 
путем утверждения заранее сниженных объемов работы медицинских ор-
ганизаций. Кроме того, страховые компании, основным источником дохо-
дов которых стали штрафные санкции, усугубляют проблему дефицита 
финансовых ресурсов в медицинских учреждениях [34, с. 136].
Другой новацией в системе финансирования здравоохранения стала 
оплата медицинских услуг по клинико-статистическим группам (КСГ), 
переход к которой был начат в условиях сокращения государственного 
финансирования здравоохранения. Естественно, что никаких резервных 
фондов для демпфирования издержек перехода создать было невозможно. 
Вместо этого утвержденная методика внедрения КСГ предусматривает 
использование ряда корректирующих коэффициентов, которые призваны 
снизить расхождение между поступлениями от оплаты по КСГ и прежним 
объемом финансирования учреждений. Тарифы оплаты по КСГ при этом 
становятся практически индивидуальными, а оплата по КСГ – формаль-
ной. Динамика изменения этих коэффициентов в последующие годы оста-
ется неопределенной. Не завершено и формирование современной систе-
мы КСГ: число групп заболеваний, по которым дифференцируются тари-
фы, очень невелико – 187 против 600–2 500 в европейских странах. Этого 
явно недостаточно для того, чтобы создать у медицинских организаций 
стимулы к повышению доли сложных видов медицинских вмешательств 
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и развитию новых медицинских технологий [17, с. 48]. Так, например, в 
случаях изменения тарифа по КСГ становится весьма рискованным для 
организации оказание дорогостоящих видов медицинской помощи, зна-
чительно осложняется процесс планирования финансовых результатов.
В этой связи, безусловно, возникает вопрос о соблюдении качества 
оказываемой медицинской помощи. Федеральная антимонопольная 
служба (ФАС) в своем докладе по результатам проверки соблюдения 
Росздравнадзором и его территориальными органами требований анти-
монопольного законодательства при реализации ими своих полномочий 
в вопросах государственного контроля качества и безопасности медицин-
ской деятельности (осуществлена в соответствии с п. 4 Протокола сове-
щания у заместителя Председателя Правительства Российской Федерации 
О. Ю. Голодец от 02.07.2014 № ОГ-П12-180пр) отмечает, что программы 
ОМС (как базовая, так и территориальные) содержат критерии качества, 
но они носят общий характер и трудно применимы для определения каче-
ства оказания медицинской помощи как в конкретной клинике, у конкрет-
ного врача, так и конкретному пациенту. По мнению ФАС, это, скорее, 
статистические данные, применяемые для оценки эффективности реали-
зации программы госгарантий и составления аналитических отчетов, по-
этому, «не имея критериев качества оказания медицинской помощи, все 
перечисленные контрольные органы, включая Росздравнадзор, лишены 
инструмента оценки качества, поэтому проверяют только условия оказа-
ния медицинской помощи, но не качество самой помощи» [35, с. 126]. В 
целом ФАС отмечает, что контроль качества и безопасности медицинской 
деятельности носит формальный характер [35, с. 131].
Государственная система здравоохранения Российской Федерации ха-
рактеризуется высокой зависимостью от центральных источников финан-
сирования (бюджеты разного уровня, система ОМС) и не способна само-
стоятельно к воспроизводству и развитию как общественная подсистема. 
В условиях кризиса это неизбежно негативно отражается на воспроиз-
водстве других составляющих социально-экономической системы (демо-
графической, производственной, технологической и др.). Так, снижение 
качества здоровья отражается на демографических процессах, а также ка-
честве трудовых ресурсов, что, в свою очередь, влияет на производствен-
ный сектор [36, с. 201]. В этой связи В. Н. Кораблев предлагает состав 
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предельно-критических величин1 и их индикаторов в здравоохранении, 
который должен базироваться на выделении уровней оказания медицин-
ской помощи (здравоохранения РФ, субъект Федерации, медицинская ор-
ганизация) и включать в себя показатели, отражающие объем спроса и 
предложения на медицинские услуги, а также их ресурсное обеспечение 
[36, с. 202]. Модель предельно-критических величин и их индикаторов в 
здравоохранении может основываться на планово-экономической модели 
здравоохранения и медицинской организации (рис. 7.5).
 30 
рый должен базироваться на выделении уровней оказания медицинской помощи (здраво-
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ли, отражающие объем спроса и предложения на медицинские услуги, а также их ресурс-
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Рис. 7.5. Блок-схема экономической модели здравоохранения 
и медицинской организации [36, с. 202; 38, с. 35]
Расширение участия негосударственных медицинских организаций в ОМС
Субъекты частной системы здравоохранения вправе участвовать в реализации государ-
ственной политики в здравоохранении, формировании рынка медицинских услуг, решении 
задачи обеспечения граждан квалифицированной медицинской помощью. Деятельность 
частных организаций здравоохранения основана на единых нормативно-правовых актах, 
стандартах медицинской помощи и этических нормах [4, с. 190]. Однако, поскольку здра-
воохранение затрагивает жизненно важные составляющие и не может, очевидно, целиком 
и полностью ориентироваться на рыночные отношения, определяются два основных ас-
пекта проблемы: ограничение сферы действия рыночных отношений наличием нерыноч-
                                                                                                                                                                                            
цы первых означает, что система утрачивает способность к самосохранению – возникает угроза либо ее раз-
рушения, либо перехода в качественно новое состояние [37]. 
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и мед цинской организации [36, с. 202; , с. 35]
расширение участия негосударственных 
медицинских организаций в омС
Субъекты частной системы здравоохранения вправе участвовать в ре-
ализации государственной политики в здравоохранении, формировании 
рынка медиц нских услуг, ешении задачи обеспечения граждан к али-
1 Необходимо различать показатели и соответствующие им предельно критические 
(п роговые) значен я, определяющие спо бность системы к воспроизводству  
способность системы к развитию. Выход за границы первых означает, что система 
утрачивает способность к самосохранению – возникает угроза либо ее разрушения, 
либо перехода в качественно новое состояние [37].
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фицированной медицинской помощью. Деятельность частных организа-
ций здравоохранения основана на единых нормативно-правовых актах, 
стандартах медицинской помощи и этических нормах [4, с. 190]. Однако, 
поскольку здравоохранение затрагивает жизненно важные составляющие 
и не может, очевидно, целиком и полностью ориентироваться на рыноч-
ные отношения, определяются два основных аспекта проблемы: огра-
ничение сферы действия рыночных отношений наличием нерыночного 
сектора; ограничения в самом рыночном секторе здравоохранения [4, с. 
532]. Говоря о развитии рынка услуг здравоохранения, характеризуя его 
особенности, не следует забывать о принципах социальной солидарности 
и справедливости при обеспечении доступности и равных возможностей 
в получении медицинской помощи, что, безусловно, усиливает роль госу-
дарства в регулировании рынка медицинских услуг [39, с. 52].
В. В. Уйба и соавторы отмечают ряд ограничивающих факторов при 
формировании конкурентной среды [40, с. 21].
1. Высокая медико-технологическая трудоемкость и стоимость слож-
ных медицинских технологий: концентрация оказания данного вида 
помощи в крупных клинико-диагностических центрах, которые превра-
щаются в монополистов; необходимость значительных инвестиций сдер-
живает приток потенциальных конкурентов. Необходимы меры по демо-
нополизации здравоохранения – стимулирование распространения новых 
технологий.
2. Необходимость построения иерархической системы оказания ста-
ционарной помощи: сеть больниц, как и во многих странах, построена по 
принципу разделения уровней оказания стационарной помощи: простые 
случаи – в стационарах по месту жительства, сложные – в региональных 
центрах. Разные уровни оказания помощи различия по оснащению, ква-
лификации персонала, набору услуг, поэтому неоднородность также су-
жает сферу потенциальной конкуренции.
3. Ограничения на приток трудовых и материальных ресурсов, по-
скольку укомплектованность кадрами определяется на основе действую-
щих стандартов.
Применительно к больницам зависимость между мощностью, объ-
емом производства и ценой медицинских услуг формулируется как зада-
ча по расхождению оптимальных величин. Например, при одинаковых 
функциях спроса на медицинские услуги и функции изменения издер-
жек производства для некоммерческих больниц и коммерческих больниц, 
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находящихся в условиях монополистической конкуренции, а также ком-
мерческой больницы-монополиста, результаты будут существенно разли-
чаться [41, с. 115].
В Методических рекомендациях Минздрава отмечено, что управлен-
ческие решения органов государственной власти субъектов Российской 
Федерации о формах и объемах участия в государственно-частном вза-
имодействии в сфере здравоохранения должны приниматься взвешенно, 
исходя из его целесообразности, и учитывать как текущие и плановые 
потребности в привлечении частных организаций и внебюджетных ин-
вестиций для надлежащего выполнения возложенных на органы государ-
ственной власти субъектов Российской Федерации публичных функций 
и полномочий, так и качество выполняемых привлеченными организаци-
ями работ и услуг, экономическую эффективность государственно-част-
ного взаимодействия (сокращение бюджетных затрат) и социально- 
экономический эффект для конкретного региона [42, с. 33]. По итогам 
2016 г. в отрасли здравоохранения на разных стадиях в формате государ-
ственно-частного партнерства (ГЧП) реализовывалось 76 проектов, из 
них уже на стадии строительства и эксплуатации – 61 проект. Средний 
срок реализации проектов в ГЧП в сфере здравоохранения составляет 
15 лет [18, с. 80].
Экспертное сообщество активно обсуждает барьеры, мешающие уве-
личению числа частных компаний в системе ОМС. Большинство видит 
основные причины в недостаточном финансировании системы оказания 
медицинской помощи и низких тарифах на медицинские услуги. Однако 
опыт реализации, например, проекта «Полис. Поликлиники» (Санкт-Пе-
тербург) и др. [43] позволяет утверждать, что и при существующих та-
рифах ОМС возможно обеспечить рентабельность работы медицинских 
организаций за счет эффективной организации оказания медицинской по-
мощи. Имеется положительный вывод об эффективности модели частич-
ного аутсорсинга функций клинико-диагностической службы с одновре-
менным расширением ассортимента лабораторных исследований (срав-
нение эффективности осуществления функций клинико-диагностической 
лаборатории на базе собственной лаборатории детской поликлиники 
г. Казани и на базе специализированного коммерческого медицинского 
учреждения в рамках договора аутсорсинга) [44].
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На основе этого опыта можно также сделать более широкий вывод: 
ключевой причиной недостаточности средств у государственных меди-
цинских учреждений является не дефицит государственного финансиро-
вания, а неэффективность управления [17, с. 56].
В ряде зарубежных исследований было проведено сравнение эффек-
тивности государственных и частных больниц. Так, в Чешской Республи-
ке проведен анализ данных различных больниц за 2009 и 2012 гг. (192 
и 188 больниц, соответственно) из открытых источников, в том числе 
сайтов больниц, института Информации и статистики здравоохранения 
(ÚZIS, Чехия) и реестров юридических лиц. При этом в республике до 
2009 г. происходило реформирование системы здравоохранения, сопро-
вождающиеся переходом на корпоративное управление [45, р. 1087]. 
Изучены годовые отчеты (данные по аудиту и финансовой деятельности, 
данные о структуре организаций, штатном расписании, квалификации 
персонала и др.). Больницы были сгруппированы в соответствии с соб-
ственником и организационно-правовой формой, после чего 100 больниц 
(государственные бюджетные, государственные автономные, частно-го-
сударственные, частные) были отобраны для углубленного анализа на 
основании полноты данных. В 2009 г. не было обнаружено связи между 
экономическими показателями и наблюдаемыми переменными, связан-
ными с корпоративным управлением больниц; большая разница была от-
мечена в производительности. В частности, государственные больницы, 
включая университетские клиники, без субсидий несли убытки, тогда как 
частные больницы имели положительные результаты с/или без субсидий 
[45, р. 1091]. В 2012 г. все медицинские организации испытывали пробле-
мы, но наиболее они были выражены в государственных больницах, не 
получающих субсидий. Тем не менее авторы отмечают, что более высокие 
показатели эффективности частных больниц обусловлены только лишь 
их незначительным размером, тогда как государственные учреждения бо-
лее мощные и не обладают достаточной степенью гибкости [45, р. 1093], 
поэтому нельзя связывать правовую форму больниц с экономическими 
результатами [45, 1086].
В систематическом обзоре, выполненном Herrera C.A. et al. и посвя-
щенном оценке эффекта на экономические, административные и меди-
цинские показатели различных по форме собственности медицинских 
организаций (государственные, частные некоммерческие, частные ком-
мерческие), исследовались следующие показатели: медицинская деятель-
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ность – смертность, заболеваемость, больничная инфекция, профилак-
тические мероприятия и пр.; экономическая деятельность – стоимость 
медицинских услуг, расходы, долговые обязательства, эффективность и 
пр.; управление – индикаторы качества, удовлетворенность пациентов, 
персонала, врачебные ошибки, длительность пребывания больных в ста-
ционаре и пр. [46, р. 4]. Было установлено, что форма собственности не 
влияет на показатели медицинской деятельности. Но тем не менее авторы 
отметили, что уровень смертности и стоимости медицинских услуг выше 
в частных коммерческих организациях [46, р. 14].
Очень актуальным в настоящее время становится внедрение техно-
логий аутсорсинга в практику здравоохранения, однако российские пу-
бликации на эту тему практически отсутствуют или носят декларативный 
характер, что не позволяет оценить ситуацию с аутсорсингом, хотя он ак-
тивно используется медицинскими организациями в хозяйственной дея-
тельности, например при организации питания пациентов или для уборки 
больниц. В частности, Национальная ассоциация клинического питания 
провела анализ организации работы в системе аутсорсинга в четырех 
субъектах Федерации и, оценив нормативно-правовое сопровождение 
передачи на договорной основе функций по приготовлению диетических 
блюд внешнему исполнителю, предложила разработать критерии эффек-
тивности организации лечебного питания для использования их при кон-
троле работы аутсорсера, а также обязательную оценку риска аутсорсинга 
и его экономическую эффективность [47]. 
Столкнувшись с растущими расходами на здравоохранение, прави-
тельства осуществили новые реформы по контролю расходов и улуч-
шению эффективности и качества медицинских услуг. Больницы стали 
заинтересованы в снижении суммарных расходов за счет минимизации 
производственных мероприятий и вспомогательной деятельности [48]. В 
зарубежных исследованиях выявлено, что существует максимальное уве-
личение масштаба аутсорсинга, поэтому организации здравоохранения 
должны подготовить надлежащие механизмы управления комплексными 
сделками, связанными с аутсорсингом, чтобы расширить зону контроля 
над внешними поставщиками настолько долго, пока эффективность об-
щих показателей не будет вызывать сомнение [49, р. 277]. Частные и го-
сударственные поставщики здравоохранения могут получить выгоду от 
более надежной модели принятия решений о масштабе мероприятий, ко-
торые могут быть подвергнуты аутсорсингу.
§3. Характеристика системы здравоохранения на современном этапе
481
Результаты оценки по контролю за инфекциями и эффективностью 
уборки больниц в Великобритании с учетом расходов на аутсорсинг хо-
зяйственно-бытового обслуживания больниц увеличиваются из-за удоро-
жания услуг [50, р. 448]. Однако это невозможно, по мнению руковод-
ства больниц, и необходимо, по мнению поставщиков. Данная проблема 
ведет только лишь к ухудшению качества самой услуги, что вызывает 
сомнение в эффективности аутсорсинга. Проведенный анализ качества 
уборки Институтом управления здравоохранением (Institute of Healthcare 
Management) показал, что в «чистых» больницах, как правило, клининго-
вые услуги выполняются штатным персоналом, интегрированным в ко-
манду отделения. Однако стоимость их услуг выше. 
Авторы доклада Healthcare Market Review («Обзор рынка здравоохра-
нения») пришли к выводу, что роль частного сектора в NHS (национальная 
служба здравоохранения Великобритании) растет под руководством коа-
лиционного правительства. Доля рынка здравоохранения, переданная на 
аутсорсинг от NHS в частный сектор, составляла 4,8 % в 2009 г. и уже 7 % 
в 2014 г. [51]. В кейсе-исследовании на основании интервьюирования по-
ставщиков, руководителей, персонала, профсоюзных работников крупных 
больниц Австралии и Италии, отмечено, что австралийские и итальянские 
менеджеры, имеющие четкое понимание ситуации, тем не менее стремятся 
снизить издержки за счет аутсорсинга в краткосрочном периоде и не стре-
мятся повысить эффективность или качество услуг [52, р. 790].
методологические основы оценки эффективности здравоохранения
Повышение эффективности – один из основных вопросов в условиях 
модернизации отрасли, решение которого во многом определяется дей-
ствием организационно-экономических факторов. Медицинские организа-
ция стремятся к повышению эффективности деятельности в условиях огра-
ниченных финансовых ресурсов, расширения правовой и экономической 
самостоятельности. Процесс повышения эффективности складывается из 
нескольких этапов: оценки уровня эффективности, анализа и разработки 
практических рекомендаций, принятия управленческих решений.
Внутренняя эффективность показывает, насколько рационально и эф-
фективно используются имеющиеся ресурсы медицинской организации 
(материальные, кадровые, финансовые), а также показывает эффектив-
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ность хозяйствования в здравоохранении. Внешняя эффективность опре-
деляет роль здравоохранения в системе общественного воспроизводства в 
целом на уровне отрасли и ее влияние на экономику страны или региона, 
на уровень производительности труда, предотвращение расходов на соци-
альное страхование и социальное обеспечение.
Эффективность деятельности медицинских организаций – понятие 
системное, состоящее их трех важнейших и дополняющих друг друга по-
нятий эффективности: медицинской, экономической и социальной. Для 
каждого вида эффективности необходимы специальный набор критериев 
оценки и методов. Общие требования к показателям: универсальность, 
возможность количественного выражения, минимальное число.
Медицинская эффективность – это степень достижения ожидаемых 
результатов в профилактике, лечении, диспансеризации, реабилитации 
больных [4, с. 250; 53, с. 606; 54, с. 46]. Медицинская эффективность 
измеряется множеством специфических показателей, характеризующих 
здоровье населения, например удельный вес излеченных больных, умень-
шение числа случаев перехода заболеваний в хроническую форму, сниже-
ние уровня заболеваемости населения и инвалидности и многие другие 
[53, с. 251]. Однако, как считает Ф. Н. Кадыров, медицинская эффектив-
ность – это характеристика медицинской стороны деятельности системы 
здравоохранения или ее отдельных элементов [55, с. 37]. Выражается 
медицинская эффективность соотношением полученного медицинского 
результата с затраченными на это средствами, а степень достижения ме-
дицинского результата – это медицинская результативность.
Социальная эффективность – это степень достижения социального 
результата [4, с. 610], например, путем осуществления мер по профилак-
тике заболеваний, предотвращению заболеваний и инвалидности опреде-
ленной части населения, реабилитации и повышении качества активной 
жизни в обществе, в том числе к трудовой деятельности; предупрежде-
нию преждевременной смертности и увеличению продолжительности 
жизни людей, а также проведения мероприятий по повышению качества 
медицинской помощи и степени удовлетворенности населения уровнем 
медицинского обслуживания. Оценка проводится на макроуровне органа-
ми исполнительной и законодательной власти с участием общественных 
организаций и населения [40, с. 196].
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Экономическая эффективность – это соотношение полученных ре-
зультатов и произведенных затрат [54, с. 46; 55, с. 38]. Экономический эф-
фект – один из результатов деятельности организации здравоохранения, 
который выражается в показателях прибыли или убытков и выражается 
как разница между доходами и затратами [4, с. 613; 53, с. 255].
Экономический эффект в здравоохранении измеряется величиной 
предотвращенного экономического ущерба в результате применения 
комплекса медицинских мероприятий, направленных на снижение забо-
леваемости населения, инвалидности, сокращение сроков нетрудоспо-
собности и продолжительности лечения больных и т. д. Вычисляется 
как разница между экономическим ущербом вследствие заболеваемости 
или смертности обслуживаемого населения до и после применения но-
вых медицинских технологий, лечебно-профилактических и организа-
ционных мероприятий. 
Результаты тех или иных мероприятий здравоохранения, его служб и 
программ принято анализировать с позиций социальной, медицинской и 
экономической эффективности, между которыми приоритетными явля-
ются медицинская и социальная эффективность. Без оценки результатов 
медицинской и социальной эффективности не может быть определена и 
экономическая эффективность [55, с. 38].
При оценке эффективности важно учитывать различные аспекты мно-
гопланового понятия «эффективность системы здравоохранения» в за-
висимости от стейкхолдеров: правительства, учреждений, организаций 
здравоохранения, медицинского персонала, пациентов и домохозяйств 
[1, с. 144–145], что определяется их различными целями. Однако только 
лишь эффективность использования государственных средств, выделен-
ных для достижения определенных социально-экономических показате-
лей, не может являться достаточным основанием для обеспечения эффек-
тивности системы здравоохранения, основной задачей которой является 
сохранение здоровья населения.
Существует множество рейтингов эффективности здравоохранения 
(например, рейтинг эффективности систем здравоохранения, составляе-
мый агентством Bloomberg, табл. 3) и подходов к оценке эффективности 
здравоохранения [1; 27; 36; 55; 56; 57]. Рассмотрим один из них – метод 
Minmax.
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Таблица 7.3
рейтинг эффективности систем здравоохранения  
некоторых стран мира
Страна 2013 2014 20162 Оценка 2014/2016 гг.
Сингапур 2 1 2 78,6/88,9
Гонконг 1 2 1 77,5/84,2
Израиль 4 7 7 65,4/66,8
Швейцария 9 15 14 57,9/57,8
Великобритания 14 10 21 63,1/52,9
Франция 19 8 15 64,6/56,8
Венесуэла 26 38 43 42,3/40,6
Германия 30 23 39 51,6/42,6
Китай 37 26 19 49,5/54,3
Турция 44 31 25 46,3/49,8
США 46 44 50 34,3/32,6
Бразилия – 50 54 23,9/28,9
Россия – 51 55 22,5/24,3
Методология исследования. Измерение соотношения затрат и резуль-
татов на душу населения требует сравнения наличия, использования, до-
ступности [58, р. 10] и клинической эффективности медицинских товаров 
и услуг в региональной системе здравоохранения, имея в виду, что каж-
дый из этих показателей имеет равный «вес». Для стандартизированных 
в баллах (от 1 до 10) компонент и субкомпонент, как в Программе ООН 
«Индекс человеческого развития» (2011), так и докладе «Экономическая 
свобода мира» используются уравнения Minmax [59, р. 4].
Институт информации здравоохранения Канады (Canadian Institute for 
Health Information – CIHI) проводит расчет эффективности системы региональ-
ного здравоохранения провинций также по методу Minmax, который включает 
в себя семь последовательных шагов [60, р. 5–7, 26–29; 61, с. 145–146]:
2 В рейтинге агентства Bloomberg она оценивается по трем ключевым показателям: 
средняя ожидаемая продолжительность жизни при рождении; государственные затраты 
на здравоохранение (доля ВВП на душу населения); стоимость медицинских услуг на 
душу населения. Выбор стран, включенных в рейтинг, определялся численностью насе-
ления страны (более 5 млн чел.); ВВП на душу населения (более 5 тыс. долл.); средней 
продолжительностью жизни (более 70 лет). См.: URL: https://www.bloomberg.com/news/
articles/2016–09–29/u–s–health–care–system–ranks–as–one–of–the–least–efficient
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1. Если предпочтительными являются более высокие значения (на-
пример, обеспеченность семейными врачами), расчет производится по 
формуле:
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рованных в баллах (от 1 до 10) компонент и субкомпонент, как в Программе ООН «Индекс 
человеческого развития» (2011), так и докладе «Экономическая свобода мира» использу-
ются уравнения Minmax [59, р. 4].
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Information – CIHI) проводит расчет эффективности системы регионального здравоохране-
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шагов [60, р. 5–7, 26–29; 61, с. 145–146]:
1. если предпочтительными являются более высокие значения (например, обеспечен-
ность семейными врачами), расчет производится по формуле:
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2. Если предпочтительными являются более низкие значения (например, время ожида-
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где * – дробь умножается на 10 ((1) и (2)), так как по каждому показателю принимается 
стандартная оценка по шкале от 0 до 10.
3. Результаты по каждому показателю из субкомпонент агрегируются, суммируются 
Minmax баллы по каждому показателю, а затем еще раз с использованием метода 
Minmax провинциям присваиваются баллы по шкале от 0 до 10 для каждого субкомпо-
нента.
4. Рассчитанные коэффициенты субкомпонент далее агрегируются с помощью то же 
метода, но на этот раз с помощью субоценки компонент, а не показателей. Это дает 
провинциям оценку по шкале от 0 до 10 для каждого компонента (например, наличия 
ресурсов).
5. Баллы «оценки» всех четырех компонентов суммируются и агрегируются на основе 
метода Minmax для оценки общих результатов по каждой провинции по шкале от 0 до 
10.
          (7.1)
2. Если предпочтительными являются более низкие значения (напри-
мер, время ожидания), расчет производится по формуле: 
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ния, имея в виду, что каждый из этих показателей имеет равный «вес». Для стандартизи-
рованных в баллах (от 1 до 10) компонент и субкомпонент, как в Программе ООН «Индекс 
человеческого развития» (2011), так и докладе «Экономическая свобода мира» использу-
ются уравнения Minmax [59, р. 4].
Институт информации здравоохранения Канады (Canadian Institute for Health 
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ния провинций также по методу Minmax, который включает в себя семь последовательных 
шагов [60, р. 5–7, 26–29; 61, с. 145–146]:
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где * – дробь умножается на 10 ((1) и (2)), так как по каждому показателю принимается 
стандартная оценка по шкале от 0 до 10.
3. Результаты по каждому показателю из субкомпонент агрегируются, суммируются 
Minmax баллы по каждому показателю, а затем еще раз с использованием метода 
Minmax провинциям присваиваются баллы по шкале от 0 до 10 для каждого субкомпо-
нента.
4. Рассчитанные коэффициенты субкомпонент далее агрегируются с помощью то же 
метода, но на этот раз с помощью субоценки компонент, а не показателей. Это дает 
провинциям оценку по шкале от 0 до 10 для каждого компонента (например, наличия 
ресурсов).
5. Баллы «оценки» всех четырех компонентов суммируются и агрегируются на основе 
метода Minmax для оценки общих результатов по каждой провинции по шкале от 0 до 
10.
          (7.2)
где * – дробь умножается на 10 ((7.1) и (7.2)), так как по каждому показа-
телю принимается стандартная ценка по шкале от 0 до 10.
3. Результаты по каждому показателю из субкомпонент агрегируют-
ся, суммируются Minmax баллы по каждому показателю, а затем еще раз 
с использов нием метода Minmax провинциям присваиваются баллы по 
шкале от 0 до 10 для каждого субкомпонента.
4. Рассчитанные коэффициенты субкомпонент далее агрегируются с 
помощью то же метода, но на этот раз с помощью субоценки компонент, 
а не показателей. Это дает провинциям оценку по шкале от 0 до 10 для 
каждого компонента (например, наличия ресурсов).
5. Баллы «оценки» всех четырех компонентов сум ируются и агреги-
руются на основе метода Minmax для оценки общих результатов по ка-
ждой провинции по шкале от 0 до 10.
6. Аналогичная процедура применяется для получения оценки затрат 
(расходов) на здравоохранение.
7. Наконец, оценка суммиру тся и в последний раз используется р с-
чет Minmax, чтобы дать региону полную оценку эффективности на осно-
ве соотношения затрат и результатов по шкале от 0 до 10. 
Для оценки эффективности гионального здравоохранени Россий-
ской Федерации использован тот же подход. Статистические данные, 
доступные в РФ, не позволяют провести расчет индекса регионального3 
3 Использован термин «региональное» здравоохранение, поскольку в России, в от-
личие от Канады («индекс провинциального здравоохранения»), административной 
единицей является регион, а не провинция. В качестве региона анализируется феде-
ральный округ или субъект Российской Федерации.
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здравоохранения по всем показателям, доступным в Канаде, поэтому ис-
пользованы четыре группы компонентов, декомпозированные в отдель-
ные показатели, которые подбираются на основе методики, рассматри-
ваемых задач и имеющихся статистических данных [61, с. 146–147]. В 
частности, в расчет индекса регионального здравоохранения включены 
показатели, представленные в Единой межведомственной информацион-
но-статистической системе, раздел «Министерство здравоохранения Рос-
сийской Федерации» [19].
Измерение индекса регионального здравоохранения (соотношение ре-
сурсы/результат) РФ может проводиться на основе имеющихся данных о 
состоянии здравоохранения с помощью Minmax (Maxmin) метода по че-
тырем компонентам:
1. Наличие медицинских ресурсов – обеспеченность на 10 тыс. населе-
ния: врачами, средним медицинским персоналом, больничными койками; 
учреждениями, оказывающими медицинскую помощь населению.
2. Использование ресурсов: средняя длительность пребывания больно-
го на койке, дн.; средняя занятость койки, дн.; число операций на одного 
врача хирургического профиля; стоимость единицы объема оказанной ме-
дицинской помощи, руб. и др.
3. Доступность ресурсов: удовлетворенность населения медицинской 
помощью, процент от числа опрошенных; мощность амбулаторно-поли-
клинических учреждений, тыс. посещений в смену; среднее число посе-
щений лечебно-профилактического учреждения на одного жителя и др.
4. Медицинская эффективность: заболеваемость с впервые в жиз-
ни установленным диагнозом злокачественного новообразования, на 
100 тыс. чел.; ожидаемая продолжительность жизни при рождении, лет; 
число дней временной нетрудоспособности на 100 работающих.
Оценка эффективности регионального здравоохранения, проведенная 
методом Minmax на основе исследования динамики семнадцати показате-
лей, характеризующих компоненты наличия, использования, доступности 
ресурсов и медицинской эффективности, в период активного реформиро-
вания здравоохранения и оптимизации ресурсов в 2008–2012 гг. указывает 
на разнонаправленность и неоднозначность их влияния на региональное 
здравоохранение. Однако можно выявить компоненты, которые существен-
но влияли на снижение эффективности или, наоборот, ее повышали. Так, 
например, более низкая эффективность регионального здравоохранения в 
Северо-Кавказском округе обусловлена недостаточным наличием ресурсов 
§3. Характеристика системы здравоохранения на современном этапе
487
здравоохранения и низкой эффективностью их использования. В Дальне-
восточном и Уральском федеральных округах не получилось обеспечить 
соответствующий уровень доступности медицинской помощи [62, с. 222]. 
Соотношение затрат на реализацию программы государственных гарантий 
и полученного результата, рассчитанного по методу Minmax, показывает, 
что высокие расходы не всегда ведут к высокой эффективности региональ-
ного здравоохранения. При этом низкие расходы могут сопровождаться 
высоким и низким результатом. В частности, на протяжении всего перио-
да исследования затраты на здравоохранения в Приволжском федеральном 
округе были низкие, а результативность – средней или высокой. Средних 
результатов не было достигнуто ни при каких затратах [62, с. 222].
В частности, было установлено, что в Сибирском федеральном округе, с 
точки зрения эффективности здравоохранения, затраты и расходы адекват-
ны друг другу, но необходимо обратить пристальное внимание на показа-
тели здоровья населения (компонент «медицинская эффективность»), кото-
рые являются одними из самых низких. Безусловно, в Сибирском регионе 
сложный климат, на его территории расположено большое количество про-
мышленных предприятий, что неблагоприятно сказывается на экологии, 
оказывающей влияние на здоровье [62, с. 221]. Ведь уровень экологии, а 
также уровень образования, обеспеченности жильем, развития транспорта 
и сельского хозяйства являются детерминантами здоровья нации [63].
комплексная оценка эффективности систем здравоохранения  
Сибирского федерального округа
Для осуществления комплексного анализа деятельности систем здра-
воохранения в субъектах Сибирского федерального округа Российской 
Федерации за 2005–2013 гг. по выбранным критериям (четыре компонен-
та: наличие ресурсов, использование ресурсов, доступность и медицин-
ская эффективность, декомпозированных в 14 показателей) была исполь-
зована та же адаптированная методика оценки эффективности здраво- 
охранения [62, с. 143–156], предложенная Институтом информации здра-
воохранения Канады [60]. 
Обеспеченность врачебным медицинским персоналом в субъектах 
Сибирского федерального округа существенно различается. Наибольшие 
значения зафиксированы в Томской области, наименьшие – в Республи-
ках Хакасия и Бурятия (61,2–57,6; 31,9–33,1 и 32,4–35,5 врачей на 10 тыс. 
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населения, соответственно) (рис. 7.6). Обеспеченность средним медицин-
ским персоналом за указанный период в восьми округах увеличилась на 
2–5 %, в двух округах изменилась не значительно, и зафиксировано сни-
жение показателя в двух областях: Томской – на 16,3 %, Новосибирской 
области – на 12,65 % (рис. 7.6). 
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Рис. 7.6. Обеспеченность ресурсами систем здравоохранения 
в субъектах Сибирского федерального округа
Обеспеченность больничными койками, как и учреждениями, оказывающими ме-
дицинскую помощь населению, в течение 2005–2013 гг. снижалась во всех субъектах 
округа. Так, если обеспеченность больничными койками в среднем снижалась на 16,96 % и 
находилась в пределах 76,8–117,4 на 10 тыс. населения, то обеспеченность учреждениями 
здравоохранения снизилась в среднем на 60,20 % (рис. 7.6). Наибольшее число учрежде-
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Обеспеченность больничными койками, как и учреждениями, ока-
зывающими медицинскую помощь населению, в течение 2005–2013 гг. 
снижалась во всех субъектах округа. Так, если обеспеченность больнич-
ными койками в среднем снижалась на 16,96 % и находилась в преде-
лах 76,8–117,4 на 10 тыс. населения, то обеспеченность учреждениями 
здравоохранения снизилась в среднем на 60,20 % (рис. 7.6). Наибольшее 
число учреждений, оказывающих медицинскую помощь4, зафиксировано, 
за исключением 2005 г., в Республике Тыва – 2,34–1,10 на 10 тыс. насе-
ления (рис. 7.6). Указанные процессы неразрывно связаны с реформиро-
ванием системы здравоохранения и оптимизацией имеющихся ресурсов, 
осуществляемых в рамках национальных и региональных проектов здра-
воохранения [62, с. 221].
Показатели, характеризующие использование ресурсов здравоохра-
нения, представлены в натуральном и стоимостном выражении. Сред-
няя длительность пребывания больного на койке на протяжении 2005–
2013 гг. постепенно снижалась на 10,62 %: с наибольшего значения в 
Красноярском крае – 15 дн. (диапазон 15–12,29 дн.) до наименьшего показа-
теля – 9,4 дн. в Республике Алтай в 2013 г. (диапазон 10,3–9,4 дн.) (рис. 7.7). 
Вариация показателя «средняя занятость койки, дн./год» в течение пери-
ода исследования в субъектах была разнонаправленной, сопровождаясь 
увеличением в 7 из 12 субъектов округа. Например, наиболее активно 
использовался коечный фонд в Иркутской области, где занятость койки 
за период исследования составила 339–334 дн., несмотря на небольшое 
снижение показателя в Кемеровской области с 333 до 330 дн. (рис. 7.7). 
В Новосибирской области коечный фонд использовался не так интен-
сивно на протяжении всего периода, однако рост показателя составил 
25,29 % (261–327 дн.), что свидетельствует о выраженной эффективности 
предпринятых организационных мероприятий, направленных на стаби-
лизацию и совершенствование ситуации.
В Новосибирской области коечный фонд использовался не так интен-
сивно на протяжении всего периода, однако рост показателя составил 
25,29 % (261–327 дн.), что свидетельствует о выраженной эффективности 
предпринятых организационных мероприятий, направленных на стаби-
лизацию и совершенствование ситуации.
4 Показатель рассчитан как отношение числа учреждений, оказывающих медицин-
скую помощь населению к численности постоянного населения.
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Рис. 7.7. Использование ресурсов систем здравоохранения 
в субъектах Сибирского федерального округа
В Новосибирской области коечный фонд использовался не так интенсивно на про-
тяжении всего периода, однако рост показателя составил 25,29 % (261–327 дн.), что свиде-
тельствует о выраженной эффективности предпринятых организационных мероприятий, 
направленных на стабилизацию и совершенствование ситуации.
Рис. 7.7. Использование ресурсов систем здравоохранения 
в субъектах Сибирского федерального округа
Число операций, выполняемых одним врачом хирургического профи-
ля5, варьировало по субъектам более значительно, поэтому анализ пока-
5 Показатель рассчитан как отношение численности врачей хирургического профиля 
(с 2012 г. – хирургов) к числу проведенных операций за год (в условиях амбулатор-
но-клинического учреждения и круглосуточного стациона а).
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зателя проведен по методу «среднего значения». Например, наибольшая 
хирургическая активность отмечена в Республике Алтай и Кемеровской 
области, где проводилось до 988 и 1 005 операций, соответственно, наи-
меньшая – в Томской области и Республике Тыва (до 400 и 374 операций, 
рис. 7.7). Так, среднее число операций, проведенных врачом хирурги-
ческого профиля в год по субъектам округа, составило: 2008 г. – 323,5; 
2009 г. – 310,9; 2010 г. – 319,5; 2011 г. – 306,6; 2012 г. – 658,9; 2013 г. – 682,6 
Рост показателя в субъектах составил 1,5–2,7 раза, при этом отклонения 
зафиксированы в обоих направлениях: снижение показателя от арифме-
тического среднего до 50 % в Республике Тыва и Забайкальском крае, 
увеличение – до 30–40 % в Кемеровской области и Республике Алтай, что 
указывает на различную интенсивность использования трудовых ресур-
сов, в частности врачей-хирургов.
Анализ расходов на оказание медицинской помощи на одного жите-
ля проведен на основе отношения израсходованных средств территори-
альных фондов обязательного медицинского страхования за отчетный 
период к численности постоянно проживающего в субъекте населения. 
Во всех субъектах Сибирского федерального округа за период 2010–2013 гг. 
количество израсходованных средств увеличилось не менее чем два раза: 
с 3,03 тыс. руб. в Омской области в 2010 г. до 12,22 тыс. руб. в Краснояр-
ском крае в 2013 г. (рис. 7.7). В Красноярской области и Республике Тыва в 
2013 г. показатель превышал среднее значение по Сибирскому федераль-
ному округу более чем на 20 % – 9,5 тыс. руб. на одного жителя  (28,60 и 
20,48 %, соответственно), в Кемеровской и Новосибирской областях они 
были ниже на 19,04 и 21,86 %, соответственно. Диапазон различий обу-
словлен перечнем медицинских услуг, включенных в программу обяза-
тельного медицинского страхования и субсидий, выделяемых на оказание 
медицинской помощи органами государственного управления субъектов 
округа. 
Мощность амбулаторно-поликлинических учреждений, рассчитан-
ная как производное от деления числа посещений в смену, умноженно-
го на 10 000, на численность населения на конец года, вариабельна при 
сравнении показателей субъектов округа, но достаточно постоянна на 
протяжении всего периода исследования. Наибольшая мощность учреж-
дений отмечена в Республике Тыва – 288,2–322,4 посещений в смену на 
10 тыс. жителей (максимальное и минимальное значение за 2005–2013 гг., 
рис. 7.8). Менее 200 посещений в смену характерно для амбулаторно-по-
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ликлинических учреждений Республики Бурятия. Среднее значение по-
казателя мощности в субъектах округа составило 245,8 посещений в сме-
ну на 10 тыс. жителей: от 263,3 до 248,8 посещений в смену в 2005 и 
2013 гг., соответственно. 
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Рис. 7.8. Доступность ресурсов систем здравоохранения 
в субъектах Сибирского федерального округа
Среднее число посещений лечебно-профилактического учреждения увеличилось во 
всех субъектах Сибирского федерального округа с 7,1 до 8,2 минимальных показателей 
посещений на одного жителя за 2005–2013 гг. до 9,9–10,4 максимальных показателей за 
Рис. 7.8. Доступность ресурсов систем здравоохранения 
в субъектах Сибирского федерального округа
Среднее число посещений лечебно-профилактического учреждения 
увеличилось во всех субъектах Сибирского федерального округа с 7,1 до 
8,2 минимальных показателей посещений на одного жителя за 2005–2013 гг. 
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до 9,9–10,4 максимальных показателей за 2005–2009 гг. В последующие 
годы можно констатировать сближение максимальных и минимальных 
значений показателя: максимальные значения постепенно снижались до 
исходных значений, а минимальные увеличились на 15,5 % по сравнению 
с уровнем 2005 г. (рис. 7.8). Самая низкая посещаемость в смену име-
ла место в медицинских учреждениях Иркутской области и Республики 
Бурятия, самая высокая – в Республике Алтай и Кемеровской области – 
7,1–8,8 и 9,6–10,4, соответственно (рис. 7.8).
Уровень госпитализации в круглосуточные стационары показывает 
степень доступности стационарной помощи населению, однако, с другой 
стороны, высокий уровень госпитализации свидетельствует о недостаточ-
ной эффективности первичной медико-санитарной помощи, оказываемой 
в амбулаторно-поликлинических условиях. Наиболее высокие показатели 
на протяжении всего периода исследования были зафиксированы в Респуб-
лике Тыва 38,6–32,8 на 100 человек. В других субъектах округа уровень 
госпитализации варьировал в 2005 г. с 20,4 до 31,2 на 100 человек и с 19,0 
до 26,8 на 100 человек в 2013 г. (рис. 7.8).
Оценка степени достижения ожидаемых результатов по профилакти-
ке, диагностике, лечению, диспансеризации и реабилитации пациентов 
проведена с использованием показателей компоненты «Медицинская 
эффективность». Заболеваемость с впервые в жизни установленным 
диагнозом злокачественного новообразования за исследуемый период в 
той или иной степени возросла практически во всех субъектах округа, 
изменяясь от 1,2 % в Республике Алтай до 59,2 % в Республике Хакасия 
(рис. 7.9). В пяти субъектах показатель вырос на 6–20 %, в пяти других – 
на 20–30 % (рис. 7.9). Согласно прогнозам ВОЗ, уровень заболеваемости 
злокачественными новообразованиями, как и смертность по данной при-
чине, возрастают во всем мире [64; 65, с. 34], однако такой выраженный 
рост показателя в Республике Хакасия вызывает озабоченность и требует 
более глубокого исследования.
Показатель «Ожидаемая продолжительность жизни при рождении» 
характеризует длительность жизни одного человека из поколения, родив-
шегося в данном году, при условии, что на протяжении всей жизни этого 
поколения уровень смертности в каждом возрасте останется таким, как в 
год, для которого рассчитан показатель. Средняя ожидаемая продолжи-
тельность жизни при рождении жителей Сибирского федерального окру-
га в 2013 г. составила 61,79–70,33 года (рис. 7.9), демонстрируя рост в 
Глава 7. Проблемы и перспективы развития социально-экономической системы
494
пределах 7–13 %. Наиболее высокая ожидаемая продолжительность жизни 
зафиксирована в Томской и Новосибирской областях, наиболее низкая – 
в Республике Тыва.
 48 
 
Рис. 7.9. Медицинская эффективность систем здравоохранения 
в субъектах Сибирского федерального округа
Показатель «ожидаемая продолжительность жизни при рождении» характеризует 
длительность жизни одного человека из поколения, родившегося в данном году, при усло-
вии, что на протяжении всей жизни этого поколения уровень смертности в каждом воз-
расте останется таким, как в год, для которого рассчитан показатель. Средняя ожидаемая 
продолжительность жизни при рождении жителей Сибирского федерального округа в 2013 
г. составила 61,79–70,33 года (рис. 7.9), демонстрируя рост в пределах 7–13 %. Наиболее 
высокая ожидаемая продолжительность жизни зафиксирована в Томской и Новосибирской 
областях, наиболее низкая – в Республике Тыва.
Рис. 7.9. Медиц нская эф ективность с  з авоохранения 
в субъектах Сибирского федерального округа
Число дней временной нетрудоспособности на 100 работающих раз-
личается значительно: от устойчивого снижения в 9 из 13 субъектах окру-
га (в среднем к ко цу п риод на 13,56 %) д  роста в трех: Республиках 
Алтай, Бурятия и в Алтайском крае (на 20,46, 8,30, 3,89 %, соответствен-
но). Наибольшее число дней нетрудоспособности в 2005 г. – 966,5 дн. на 
§3. Характеристика системы здравоохранения на современном этапе
495
100 работающих – приходится на Томскую область, однако к концу периода 
наблюдения данный показатель снизился на 24,54 % до 729,3 дн. на 100 рабо-
тающих. Наименьшее число дней нетрудоспособности – 592,5 на 100 работа-
ющих – было зафиксировано в 2013 г. Республике Тыва (рис. 7.9).
Комплексная оценка компонентов наличия, использования и доступ-
ности ресурсов здравоохранения, а также медицинской эффективности на 
основе отобранных показателей методом Minmax позволила установить, 
что на протяжении практически всего периода исследования самый вы-
сокий уровень обеспеченности ресурсами отмечается в Алтайском крае. 
Наименьшая обеспеченность ресурсами системы здравоохранения зафик-
сирована в республиках Хакасия и Алтай [66, р. 391]. Наилучшим образом 
имеющиеся ресурсы используют учреждения здравоохранения республики 
Алтай и Алтайского края, их совокупный результат по методу Minmax в 
основном выше семи баллов. Однако если в Республике Алтай отмечается 
недостаток обеспеченности ресурсами, то в Алтайском крае их количество 
наибольшее по сравнению с другими субъектами округа. Динамика резуль-
тата в остальных субъектах имела разнонаправленный характер [66, р. 392].
Стабильно лучшую на протяжении периода исследования доступность 
ресурсов демонстрируют Республики Алтай и Тыва, тогда как в других 
субъектах она либо остается на исходном уровне, либо варьирует в преде-
лах нескольких баллов. При этом значительно улучшить доступность ре-
сурсов здравоохранения не удалось ни одному субъекту за исследуемый 
период [Там же]. 
Медицинская эффективность во всех округах на протяжении всего пе-
риода исследования находилась на достаточно низком уровне. Наилуч-
ший результат по данному компоненту отмечен в Забайкальском крае, где 
вариация коэффициентов составила 6,71–10 баллов и в Республике Алтай 
за период 2005–2011 гг., однако в последние два года он существенно сни-
зился в субъекте до 4,83 балла. Стабильно средний результат зафиксиро-
ван в Омской области – в среднем около 5 баллов [66, р. 393].
Анализ динамики изменения коэффициентов, как по компонентам, так 
и по всему результату в целом (табл. 7.4), позволил выявить особенности 
каждого субъекта Сибирского федерального округа, обусловливающие 
лучшие или худшие показатели по сравнению с другими субъектами ре-
гионами. К высоким результатам деятельности, полученным по методу 
Minmax, отнесены коэффициенты от 7,5 до 10 баллов, средним – от 4,0 до 
7,49 и низким – от 0 до 3,99 баллов. В группе лучших оказались три субъ-
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екта округа: Республики Тыва и Алтай, а также Алтайский край. В Рес- 
публике Тыва высокий результат был достигнут за счет высокой доступ-
ности ресурсов здравоохранения (7,26–10 баллов) и достаточно высокой 
медицинской эффективности (8,49–10 баллов) в последние четыре года 
исследования. Несмотря на один из самых низких коэффициентов нали-
чия ресурсов, Республика Алтай была практически безусловным лидером 
на протяжении 2005–2011 гг., что было обусловлено высокой степенью 
доступности и использования ресурсов. В последние два года в респуб- 
лике обеспеченность ресурсами стала еще ниже – произошло снижение 
результатов по компонентам «Использование ресурсов» и «Медицинская 
эффективность» до 0,67 баллов и на 4–5 баллов. В Алтайском крае сло-
жилась, как может показаться на первый взгляд, достаточно эффективная 
и стабильная система здравоохранения, поскольку средний результат был 
выявлен только в 2010 г., но высокая степень наличия и использования ре-
сурсов не сопровождаются такой же доступностью и медицинской эффек-
тивность, причем последняя указанная компонента к 2008 г. снизилась 
два раза, а в 2013 г. составила только 0 баллов [Там же].
К сожалению, оставшиеся девять субъектов Сибирского федерального 
округа продемонстрировали средние и низкие показатели эффективности 
систем здравоохранения, причем в первые годы периода исследования у 
всех из них был низкий результат [66, с. 394]. 
Таблица 7.4
Динамика результатов деятельности систем здравоохранения 
в субъектах Сибирского федерального округа российской 
Федерации в 2005–2013 гг. по методу Minmax
Субъект Год2005 2006 2007 2008 2009 2010 2011 2012 2013
Республика Алтай 10,00 10,00 10,00 10,00 8,49 9,70 9,72 5,85 6,47
Республика Бурятия 1,97 2,62 3,13 2,52 2,63 2,82 3,83 4,38 1,89
Республика Тыва 8,41 7,43 7,83 9,73 10,00 10,00 10,00 8,01 9,90
Республика Хакасия 1,43 4,46 3,64 2,76 2,60 1,68 1,77 3,06 3,20
Алтайский край 9,80 9,84 8,95 8,38 7,89 5,71 9,93 10,00 10,00
Забайкальский край 1,75 2,95 3,71 4,84 4,97 6,00 3,43 5,43 4,07
Красноярский край 1,11 2,61 2,94 3,11 3,83 2,64 4,07 4,52 3,37
Иркутская область 0,59 2,24 3,26 2,82 1,47 1,69 3,69 5,92 4,90
Кемеровская область 0,27 0,87 1,81 2,59 2,47 2,81 2,26 5,04 4,42
Новосибирская область 1,71 0,00 0,00 1,32 1,21 3,04 4,63 3,84 3,50
Омская область 2,51 4,52 3,71 3,57 3,90 5,32 5,97 5,34 5,10
Томская область 0,00 1,80 0,65 0,00 0,00 0,00 0,00 0,00 0,00
§3. Характеристика системы здравоохранения на современном этапе
497
Оценка эффективности систем здравоохранения субъектов Сибирско-
го федерального округа, проведенная методом Minmax на основе иссле-
дования динамики четырнадцати показателей, характеризующих компо-
ненты наличия, использования, доступности ресурсов и медицинской 
эффективности, в период активного реформирования здравоохранения и 
оптимизации ресурсов в 2005–2013 гг. указывает на разнонаправленность 
и неоднозначность их влияния на региональное здравоохранение. Однако 
можно выявить компоненты, которые существенно влияли на снижение 
эффективности или, наоборот, ее повышали. 
При выделении типологических групп субъектов Российской Федера-
ции по показателям экономической эффективности в части фактических 
показателей реализации территориальных программ государственных га-
рантий по объемам и финансовому обеспечению оказанной медицинской 
помощи ни один из регионов Сибирского федерального округа не был от-
несен в группе низкого уровня эффективности. Семь субъектов оказались 
в группе высокого уровня эффективности (Республики Алтай и Бурятия; 
Забайкальский и Красноярский край; Кемеровская, Омская и Томская об-
ласти), два – среднего (Республика Хакасия, Новосибирская область) и 
три субъекта были отнесены к уровню ниже среднего – Республика Тыва, 
Алтайский край, Иркутская область [67]. Было установлено, что соотно-
шение затрат на реализацию программы государственных гарантий и по-
лученного результата, рассчитанного по методу Minmax, показывает, что 
высокие расходы не всегда ведут к высокой эффективности региональ-
ного здравоохранения. При этом низкие расходы могут сопровождаться 
высоким и низким результатом [62, с. 222].
Уместно предположить, что, если финансовая эффективность и обе-
спеченность финансовыми ресурсами субъектов округа не вызывает со-
мнения, то в субъектах с низкой эффективности систем здравоохранения, 
рассчитанной по методу Minmax, необходимы структурные и управлен-
ческие преобразования для устранения выявленных недостатков при ком-
плексном анализе по компонентам наличия, использования, доступности 
ресурсов и медицинской эффективности.
Равновесие, обеспечивающее устойчивое развитие здравоохранения 
возможно только при условии сбалансированности всех компонентов ре-
гиональных систем, влияния внешних и внутренних факторов, определя-
ющих развитие и благополучие населения региона. Политика здравоохра-
нения, ее правовое регулирование должны воздействовать на социальные 
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детерминанты, определяющие здоровье [68, р. 46]. При этом направлен-
ность государственной политики на преодоление несбалансированности 
регионального здравоохранения и соблюдение принципа социальной 
солидарности и справедливости позволит достичь целевых ориенти-
ров политики «Здоровье-2020». А именно: сократить преждевременную 
смертность; повысить среднюю продолжительность жизни населения; 
сократить несправедливость в отношении здоровья (целевой ориентир, 
относящийся к социальным детерминантам); повысить уровень благопо-
лучия населения; обеспечить всеобщий охват услугами здравоохранения 
и право на здоровье [69, с. 108].
§4. Пути оптимизации системы здравоохранения
Современные подходы к исследованию института здравоохранения 
позволяют говорить о наличии в системе здравоохранения собственных 
институциональных признаков, которые включают:
– социальную природу его происхождения и потребностей в развитии, 
обусловленных жизненно важными интересами граждан, государства и 
общества;
– объектную социальную среду составляют все категории граждан и 
их отношения, которые выражают разнообразные потребности и интере-
сы в области медицины и охраны здоровья, что необходимо учитывать в 
стратегическом планировании социальной политики государства;
– субъектную основу управления функционированием и развитием ин-
ститута здравоохранения, которая имеет свои особенности, отражающие 
уровень общественно-государственных отношений и взаимодействий ин-
ститутов государства и гражданского общества, что в целом и определяет 
главные потребности в постоянном совершенствовании и социальной мо-
дернизации этого института;
– институциональное развитие сферы здравоохранения базируется на 
собственных воспроизводимых и модернизирующихся в соответствии с 
изменением общественных интересов и потребностей социальных норма, 
традиций, обычаев и т. п. [54, с. 302].
Подробно исследовав причины смертности и возможности ее сокра-
щения по основным классам, А. Г. Аганбегян пришел к выводу о необ-
ходимости перейти к программно-целевому управлению по сокращению 
наиболее значимых причин смертности [70; 71], а также высказал предло-
жения по реформе здравоохранения:
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– переход к эффективной системе – программно-целевому управлению – 
для сокращения смертности в России в возможно более короткие сроки;
– разработка более радикальных мер, направленных на повышение ка-
чества работы врачей и всего медперсонала;
– повышение доступности качественной медицинской помощи повсе-
местно в стране при резком усилении ответственности органов власти за 
качество предоставляемой населению медицинской помощи;
– развитие самоуправляемых профессиональных объединений врачей 
с широкими полномочиями по аттестации, аккредитации, стандартиза-
ции, подбору и расстановке кадров; предоставление медицинским уч-
реждениям самостоятельности, в том числе в проведении финансовой и 
инновационной политики;
– главное – разработка принципиально новых схем финансирования 
здравоохранения, в том числе с привлечением средств населения без сни-
жения уровня реальных доходов.
При реализации этих предложений можно поставить задачу: достичь 
показатели смертности и продолжительности жизни за 3–5 лет развиваю-
щихся стран, за 10–15 лет – развитых стран [72, с. 149]. В частности, для 
кардинального сокращения смертности от сердечно-сосудистых заболе-
ваний приоритетными направлениями могут быть следующие:
1. Предотвращение смертности за счет проведения операций на серд-
це (типа коронарного шунтирования). Потребность в таких операциях 
как минимум 200 тыс. в год. У нас делают примерно 70 тыс. Но многим 
больным достаточно установить стенты, улучшающие кровоток, что зна-
чительно дешевле. Эти меры потребуют значительных финансовых ре-
сурсов, но позволят существенно сократить смертность от сердечно-со-
судистых заболеваний.
2. Самый эффективный путь сокращения смертности от сердечно-со-
судистых заболеваний – диагностика мужского населения в возрасте 
40–45 лет, которая позволит сформировать группы риска. За счет меди-
каментозного лечения и систематического обследования можно предот-
вратить обострение ишемической болезни сердца и наступление предын-
сультного состояния.
3. Коренное улучшение лечения инсульта возможно на основе исполь-
зования современных методов в специализированных клиниках, разрабо-
танных ведущими медицинскими институтами, например, Институтом 
инсульта [73, с. 127]. 
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Международный опыт (Австралия, США, Бразилия, Эстония, Корея 
[74–77]) свидетельствует, что следует учитывать потенциальные пробле-
мы при внедрении программ финансирования по результатам. Так, ор-
ганизации могут уделять больше внимания тем аспектам медицинской 
помощи, результаты которых могут поощряться, в ущерб недооценива-
емым аспектам. Кроме того, если доля финансирования в соответствие 
с данным подходом в общем объеме оплаты невысока, то стимулы не-
достаточны для улучшения качества и эффективности предоставления 
медицинских услуг. В значительной мере эффективность применения 
зависит от умения финансирующей стороны оценивать результаты и 
подбирать соответствующие финансовые стимулы для медицинских ор-
ганизаций. При разработке и внедрении программ финансирования надо 
тщательно учитывать институциональные, поведенческие и системные 
факторы. Важными для успеха являются такие аспекты программы, как 
включение заинтересованных сторон и в ее разработку; использование не 
только бонусов, но и штрафов в зависимости от ситуации; преобладание 
абсолютных, а не относительных показателей; встраивание программы 
в общую систему финансирования. Система финансирования по резуль-
татам является инструментом стратегического влияния на поставщиков 
медицинских услуг. Государство может в соответствии с поставленными 
приоритетами (профилактика, лечение социально значимых заболеваний 
и т. п.) стимулировать оказание услуг более высокого качества [78, с. 56].
Поэтому приоритетами необходимой государственной политики в 
сфере здравоохранения становятся:
1. Повышение доступности и качества первичной медико-санитарной 
помощи (ПМСП) на основе укрепления участковой службы.
2. Расширение лекарственного обеспечения в амбулаторных условиях.
3. Оценка действующей модели финансирования здравоохранения.
4. Развитие страховых принципов финансирования здравоохранения [17].
Среди девяти добровольных глобальных целей по профилактике неин-
фекционных заболеваний для достижения к 2025 г. Всемирной организа-
цией здравоохранения выделены два мероприятия на уровне националь-
ных систем, связанных с системой организации медицинской помощи: 
цель восемь – обеспечение по крайней мере для 50 % людей, имеющих 
соответствующие показания, лекарственной терапии и консультирования 
(включая контроль гликемии) для профилактики инфарктов миокарда и 
инсультов [79, с. 10]; цель девять – 80 % уровень наличия приемлемых 
§4. Пути оптимизации системы здравоохранения
501
в ценовом отношении базовых технологий и основных лекарственных 
средств, включая препараты-дженерики, необходимых для лечения ос-
новных неинфекционных заболеваний как в государственных, так и в 
частных лечебных учреждениях [79, с. 12]. Также уделяется внимание 
разработке новых подходов к реформированию системы оказания меди-
цинских услуг населению с хроническими заболеваниями [80]. Поэтому 
совершенствование системы менеджмента необходимо современному 
здравоохранению в реалиях изменения подходов к управлению ресурса-
ми, внедрению инновационных технологий в процесс оказания медицин-
ской помощи [33, с. 99].
В монографии О. В. Кожевиной и соавторов аргументирована роль кла-
стеризации показателей социально-экономического развития регионов и 
дифференцированного подхода к оценке эффективности и устойчивости 
региональной экономики исходя из комплекса решаемых задач стратеги-
ческого управления регионом [81]. Разработаны система индикаторов и 
показателей для оценки эффективности социально-экономического раз-
вития территорий, а также предложены алгоритм и методика процедуры 
оценивания. При проведении статистического исследования, значитель-
ное внимание уделялось охвату всех Федеральных округов Российской 
Федерации и субъектов РФ. Предложенная методика и проведение мо-
ниторинга по предложенным показателям позволяет выявлять пробле-
мы стратегического управления территориями на региональном уровне, 
анализировать тенденции их пролонгированного влияния на экономику 
и социальную сферу регионов. Проведенный институциональный анализ 
позволил сформировать оптимальную бизнес-модель инновационно-ори-
ентированного предпринимательства с учетом региональной институцио-
нальной среды и уровня социально-экономического развития территории.
Системный комплексный анализ технологического обновления, а не 
замена отдельного вида оборудования другим, как это у нас почти повсе-
местно практикуется, – путь к высокой эффективности. При правильном 
ведении хозяйства всегда надо применять современные высокотехноло-
гичные системы. Всякое социально-экономическое решение направле-
но на получение экономической и социальной выгоды. Если это реше-
ние экономическое, например, связано с технологическим обновлением 
того или иного производства, оно должно нести в себе потенциал эко-
номической эффективности, иметь вполне определенный срок окупае-
мости, обеспечить собственнику определенный уровень прибыльности, 
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и все эти эффекты надо тщательно определить, рассчитать, реализовать. 
Эффективность в широком смысле слова означает не только получение 
экономического эффекта, но и тщательный анализ возникающих социаль-
ных эффектов в виде более высокой квалификации сотрудников, облегче-
ния труда, улучшения потребительских свойств продукции и усиления их 
влияния на эффект у потребителя – все это надо тщательно классифици-
ровать и учитывать. А самое главное – этого эффекта надо добиваться на 
деле, ведь именно ради него это мероприятие намечалось и реализовыва-
лось [73, с. 134].
Общий вывод таков: надо подчинить бюджет задачам социально-эко-
номического развития страны и именно с этих позиций проводить оценку 
исполнения государственного бюджета, в том числе и здравоохранения, 
на основе результирующих конечных показателей развития отраслей и 
сфер деятельности. Для этого при разработке бюджета нужен более тес-
ный контакт Минфина, Минэкономразвития и профильных министерств – 
они вместе должны отвечать за эффективное расходование бюджетных 
средств. Необходимо усилить инвестиционную функцию, переведя часть 
бюджетных расходов в форму инвестиционных кредитов. В области го-
сударственно-частного партнерства необходимо на рубль бюджетных 
расходов привлекать 3–5 руб. частных средств и сделать это направление 
отдельным разделом бюджета развития [20, с. 149].
Cписок библиографических ссылок
503
 Список библиографических ссылок
1. Еремина С. Л., Куделина О. В. Мировой опыт оценки эффективно-
сти системы здравоохранения // ЭКО. Всерос. экон. журнал. 2014. № 10. 
С. 133–145.
2. Figueras, J., Saltman Ft., Busse R., Dubois H. Patterns and Performance 
in Social Health Insurance Systems // Social Health Insurance Systems in 
Western Europe. 2004. P. 81–140.
3. Лисицын Ю. П. О научных основах стратегии медицины и здравоох-
ранения // Общ. здоровье и здравоохранение. 2008. № 3. С. 3–7.
4. Общественное здоровье и здравоохранение: национальное руковод-
ство / под ред. В. И. Стародубова, О. П. Щепина и др. М. : ГЭОТАР-Ме-
диа, 2014. 624 с.
5. Укрепление здоровья и профилактика заболеваний: основные тер-
мины и понятия / под ред. А. И. Вялкова, Р. Г. Оганова. М. : Издат. дом 
«ГЭОТАР–МЕД», 2000. 24 с.
6. Оценка программ здравоохранения. Руководящие принципы. ВОЗ, 
1981. 46 с.
7. Общественное здоровье и здравоохранение : учебник для интернов, 
ординаторов, слушателей циклов первичной переподготовки специали-
стов по дисциплине «Общественное здоровье и здравоохранение» / под 
ред. проф. Г. Н. Царик. Кемерово, 2012. 911 с.
8. Пути, ведущие к оценке деятельности системы здравоохранения. 
Руководство по проведению оценки деятельности системы здравоохра-
нения на национальном или территориальном уровне. ВОЗ : Копенгаген, 
2012. 98 с.
9. The Tallinn Charter: Health Systems for Health and Wealth. WHO, 
2008. 4 p. URL: http://www.euro.who.int/ru/publications/policy–documents/
tallinn–charter–health–systems–for–health–and–wealth (subscription required 
23.09.2017).
10. Оценка деятельности систем здравоохранения: инструмент страте-
гического руководства в интересах здоровья в XXI веке. ВОЗ : Копенга-
ген, 2012. 19 с.
11. Health system performance assessment (HSPA) expert workshop. 
WHO, Copenhagen, Denmark, 2016. URL: http://www.euro.who.int/en/
health–topics/Health–systems/health–systems–governance/publications/2016/
health–system–performance–assessment–hspa–expert–workshop–2016 (дата 
обращения: 23.09.2017).
Глава 7. Проблемы и перспективы развития социально-экономической системы
504
12. Expert group meeting to enhance Health 2020 monitoring and reporting 
piecing together the health information puzzle. WHO, Copenhagen, Denmark, 
2017. 26 р.
13. От инноваций к внедрению. Электронное здравоохранение в 
Европейском регионе ВОЗ. ВОЗ, Копенгаген, 2016. 121 с. URL: 
http://www.ifap.ru/library/book574.pdf (дата обращения: 07.10.2017).
14. Доклад о состоянии здравоохранения в мире, 2013: Научные иссле-
дования в целях достижения всеобщего охвата населения медицинскими 
услугами. Женева: Всемирная организация здравоохранения, 2013. URL: 
http://www. who.int/whr/2013/report/ru (дата обращения: 23.09.2017).
15. Концепция развития здравоохранения и медицинской науки в Рос-
сийской Федерации. Одобрена Постановлением Правительства РФ от 
5 ноября 1997 г. № 1387. URL: http://base.garant.ru/12104340/#block_1000#
ixzz4ubncmecn (дата обращения: 07.10.2017).
16. Стратегия развития здравоохранения Российской Федерации 
на долгосрочный период 2015–2030 гг. URL: https://www.rosminzdrav.
ru/ministry/61/22/stranitsa–979/strategiya–razvitiya–zdravoohraneniya–
rossiyskoy–federatsii–na–dolgosrochnyy–period (дата обращения: 
07.10.2017).
17. Российское здравоохранение в новых экономических условиях: 
вызовы и перспективы : доклад НИУ ВШЭ по проблемам развития систе-
мы здравоохранения / рук. авт. колл. С. В. Шишкин. М. : Изд. дом Высшей 
школы экономики, 2017. 84 с.
18. Об итогах работы Министерства здравоохранения Российской Фе-
дерации в 2016 году и задачах на 2017 год. Отчет о деятельности. 89 с. URL: 
https://www.rosminzdrav.ru/open/kollegiya–ministerstva–zdravoohraneniya–
rossiyskoy–federatsii/materialy–kollegii–ministerstva–zdravoohraneniya–
rossiyskoy–federatsii/kollegiya–2017 (дата обращения: 07.10.2017).
19. Единая межведомственная информационно–статистическая си-
стема. Министерство здравоохранения РФ. URL: http://www.fedstat.ru/
indicators/start.do (дата обращения: 07.10.2017).
20. Аганбегян А. Как госбюджет может стать локомотивом соци-
ально-экономического развития страны // Вопр. экономики. 2015. № 7. 
С. 142–151.
21. Куделина О. В., Бразовская Н. Г. Совершенствование системы 
управления трудовыми ресурсами медицинских организаций. Социаль-
ные аспекты здоровья населения [Электр. науч. журнал]. 2016. № 6 (52). 
Cписок библиографических ссылок
505
URL: http://vestnik.mednet.ru/content/view/796/30/lang,ru/ (дата обраще-
ния: 07.10.2017).
22. Шишкин С., Темницкий А., Чирикова А. Стратегия перехода к эф-
фективному контракту и особенности трудовой мотивации медицинских 
работников // Экон. политика. 2013. № 4. С. 27–53.
23. Леонидова Г. В., Попов А. В. Удовлетворенность трудом как ин-
дикатор эффективности государственного управления (социологический 
анализ) // Экон. и соц. перемены: факты, тенденции, прогноз. 2014. № 3 
(33). С. 84–99.
24. Herzberg F. One more time: how do you motivate employees? // Harvard 
business review. 2003. Vol. 81, Is. 1. P. 87–96.
25. Шишкин С. В., Потапчик Е. Г., Селезнева Е. В. Оплата пациентами 
медицинской помощи в российской системе здравоохранения : препринт 
WP8/2014/03. Национальный исследовательский университет «Высшая 
школа экономики». М. : Изд. дом Высшей школы экономики, 2014. 48 с. 
URL: https://www.hse.ru/data/2014/05/30/1325391100/WP8_2014_03__.pdf 
(дата обращения: 07.10.2017).
26. Кочкина Н. Н., Красильникова М. Д., Шишкин С. В. Доступ-
ность и качество медицинской помощи в оценках населения : препринт 
WP8/2015/03. М. : Изд. дом Высшей школы экономики, 2015. 56 с. (Се-
рия WP8 «Государственное и муниципальное управление»). URL: https://
www.hse.ru/data/2015/06/01/1097830961/WP8_2015_03_fff.pdf (дата обра-
щения: 07.10.2017).
27. Русских Т. Н. Математическое обеспечение мониторинга удовлет-
воренности потребителей качеством и доступностью медицинских услуг 
в регионе : монография. Орел : Картуш, 2016. 120 с.
28. Общественное здоровье и здравоохранение : учебник / под ред. 
В. А. Миняева, Н. И. Вишнякова. М. : МЕДпресс-информ, 2009. 656 с.
29. Итоговый отчет о результатах деятельности экспертных групп 
по проведению оценки эффективности расходов федерального бюджета 
и представлению предложений по их оптимизации. Национальный ис-
следовательский университет «Высшая школа экономики», Российская 
академия народного хозяйства и государственной службы при Прези-
денте Российской Федерации. М., 2013. URL: https://www.minfin.ru/ru/
document/?id_4=19933 (дата обращения: 07.10.2017).
30. Ресурсы и деятельность медицинских организаций здравоохране-
ния. Основные показатели здравоохранения. Часть VI. М. : ЦНИИОИЗ, 
2017. 49 с.
Глава 7. Проблемы и перспективы развития социально-экономической системы
506
31. Дементьева Е. Л., Кораблев В. Н. Планирование численности не-
медицинского персонала в медицинских организациях : монография / 
Е. Л. Дементьева, В. Н. Кораблев. Хабаровск : Изд-во ГБОУ ВПО ДВГМУ, 
2015. 114 с.
32. Хабриев Р. У., Линденбратен А. Л., Комаров Ю. М. Стратегия ох-
раны здоровья населения как основа политики государства // Проблемы 
социальной гигиены, здравоохранения и истории медицины. 2014. № 3. 
С. 3–5.
33. Куделина О. В. Модель компетенций руководителя здравоохране-
ния: международный опыт внедрения распределенного лидерства // Рос. 
журнал менеджмента. 2016. Т. 14. № 4. С. 81–104.
34. Махнова Н. А. Совершенствование финансового обеспечения си-
стемы здравоохранения Российской Федерации в современных условиях // 
Сервис в России и за рубежом. 2015. Т. 9, № 2 (58). С. 133–140.
35. Доклад Федеральной антимонопольной службы о проблемах госу-
дарственного контроля качества и безопасности медицинской деятельно-
сти. 2015. URL: http://udmurtia.fas.gov.ru/analytic/16511 (дата обращения: 
07.10.2017).
36. Кораблев В.Н. Оценка результативности и эффективности системы 
здравоохранения и медицинских организаций : монография. Хабаровск : 
Изд-во ГБОУ ВПО ДВГМУ, 2015. 236 с.
37. Глазьев С. Ю., Локосов В. В. Оценка предельно критических зна-
чений показателей состояния российского общества и их использование в 
управлении социально–экономическим развитием // Экон. и соц. переме-
ны: факты, тенденции, прогноз. 2012. № 4 (22). С. 22–41.
38. Кораблев В. Н. Экономический анализ и планирование в здравоох-
ранении (на примере противотуберкулезной службы). Хабаровск : Изд-во 
краевой клинической больницы Хабаровского краевого центра психиче-
ского здоровья, 2001. 179 с.
39. Орешин А. А., Куделина О. В., Хлынин С. М. Особенности эконо-
мики здравоохранения в условиях рыночных отношений : учеб. пособие. 
Томск : Изд-во «Печатная мануфактура», 2009. 126 с.
40. Экономические методы управления в здравоохранении / В. В. Уйба, 
В. М. Чернышев, О. В. Пушкарев, О. В. Стрельченко, А. И. Клевасов. Но-
восибирск : ООО «Альфа-Ресурс», 2012. 314 с.
41. Селезнев В. Д., Волков С. Д. Проблемы конкуренции в российском 
здравоохранении // Науч. журнал НИУ ИТМО. Серия: Экономика и эко-
логический менеджмент. 2016. № 1. С. 112–117.
Cписок библиографических ссылок
507
42. Методические рекомендации для органов государственной вла-
сти субъектов Российской Федерации по применению механизмов госу-
дарственно-частного взаимодействия в сфере здравоохранения. Москва, 
Минздрав России, 2015. 38 с. URL: http://fedlab.ru/upload/medialibrary/
bae/metodicheskie_rekomendatsii–mz–rf–po–gchp–10.03.15.pdf (дата обра-
щения: 07.10.2017).
43. Конкурс «Лучший проект государственно-частного взаи-
модействия в здравоохранении». URL:  https://www.rosminzdrav.
ru/news/2016/12/05/3315–v–ramkah–otkrytiya–rossiyskoy–nedeli–
zdravoohraneniya–2016–ob–yavleny–pobediteli–vserossiyskogo–konkursa–
luchshiy–proekt–gosudarstvenno–chastnogo–vzaimodeystviya–v–
zdravoohranenii (дата обращения: 07.10.2017).
44. Суетина Т. А., Мухаметгатова Л. М., Камалова Д. Р. Аутсорсинг 
функций клинико-диагностической лаборатории: преимущества и недо-
статки // Науч. обозрение. 2016. № 12. С. 301–307.
45. Pirozek P., Komarkova L., Leseticky O., Hajdikova T. Corporate 
governance in Czech hospitals after the transformation // Health Policy. 2015. 
Vol. 119. № 8. P. 1086–1095.
46. Does Ownership Matter? An Overview of Systematic Reviews of 
the Performance of Private For–Profit, Private Not–For–Profit and Public 
Healthcare Providers / C. A. Herrera, G. Rada, L. Kuhn-Barrientos, X. Barrios // 
PLoS ONE. 2014. Vol. 9, № 12. 18 p.
47. Гроздова Т. Ю. Ответственность сторон в условиях передачи функ-
ции по приготовлению готовых блюд сторонним организациям для про-
ведения эффективной диетотерапии в медицинских организациях // Вопр. 
питания. 2016. Т. 85. № S2. С. 127.
48. Masmoudi M., Houria Z.B., Masmoudi F. Multicriteria decision making 
for Medical equipment maintenance: Insourcing, outsourcing and service 
contract // IEEE. 2014. P. 269–275.
49. Brunetta F., Giustiniano L., Marchegiani L. Caring more by doing 
less? An enquiry about the impacts of outsourcing on patient care // American 
Journal of Applied Sciences. 2014. Vol. 11, № 2. P. 273–279.
50. Davies S. Fragmented management, hospital contract cleaning and 
infection control // Policy & Politics. 2010. Vol. 38. № 3. P. 445–463.
51. O’Dowd A. Healthcare outsourcing from NHS to independent sector 
rose from 4.8 % of market in 2009 to 7 % in 2014, report shows // The BMJ. 
2015. Vol. 350. P. h1120.
Глава 7. Проблемы и перспективы развития социально-экономической системы
508
52. Young S., Macinati M. S. Health Outsourcing/Backsourcing // Public 
Management Review. 2012. Vol. 14, № 6. P. 771–794.
53. Щепин О. П., Медик В. А. Общественное здоровье и учебник. М. : 
ГЭОТАР-Медиа, 2012. 592 с. (Серия «Послевузовское образование»). 
54. Экономические основы российского здравоохранения. Институци-
ональная модель / Л. А. Габуева, В. М. Шипова, О. Ю. Александрова ; под 
общ. ред. Л. А. Габуевой. М. : Изд. дом «Дело» РАНХиГС, 2012. 326 с.
55. Кадров Ф. Н. Экономические методы оценки эффективности де-
ятельности медицинских учреждений. М. : Менеджер здравоохранения, 
2011. 464 с.
56. Оценка эффективности территориальных программ государствен-
ных гарантий оказания гражданам Российской Федерации бесплатной ме-
дицинской помощи / В. И. Стародубов, В. О. Флек, О. В. Обухова и др. // 
Менеджер здравоохранения. 2010. №2. С. 4–15.
57. Shishkin S., Zasimova L. Adopting new medical technologies in Russian 
hospitals: what causes inefficiency? (qualitative study) // Health Economics, 
Policy and Law. 2017. P. 1–17.
58. Kelly E., Hurst J. Healthcare Quality Indicators Project: Conceptual 
Framework Paper // OECD Health Working Papers, 2006. № 23 (3). Р. 8–12.
59. Gwartney J., Lawson R., Hall J. Economic Freedom of the World: 2012. 
Annual Report. Vancouver : Fraser Institute, 2012. 322 p.
60. Barua B. Provincial Healthcare Index 2013 // Studies in Health Policy. 
2013. № 1. P. 4–20.
61. Еремина С., Куделина О. Эффективность системы здравоохране-
ния. Региональной аспект // Общество и экономика. 2014. № 4. С. 141–157.
62. Куделина О. В., Еремина С. Л. Эффективность регионального здра-
воохранения. Экономика региона. 2016. Т. 12. Вып. 1. С. 211–225.
63. ODPHP (2016). Determinants of Health. Healthy People 2020. URL: 
http://www.healthypeople.gov/2020/about/foundation–health–measures/
Determinants–of–Health#social (дата обращения: 23.09.2017).
64. World Health Statistics 2012.WHO, 2013. URL: http://www.who.
int/gho/publications/world_health_statistics/2012/en/ (дата обращения: 
23.09.2017).
65. Мировая статистика здравоохранения 2012. ВОЗ, 2013. 180 с.
66. Kudelina O., Eremina S., Kudelin N. Healthcare Efficiency as a 
Wellbeing Factor in the Siberian Federal District // The European Proceedings 
of Social & Behavioral Sciences. 2017. Vol. XIX. P. 383–395.
Cписок библиографических ссылок
509
67. Русских Т. Н., Сироткина Н. В., Тинякова В. И. Формирование 
рейтинговых оценок эффективности деятельности региональных систем 
здравоохранения и обязательного медицинского страхования 2015. № 4 
(44). С. 197–213.
68. Levitsky S. R. Integrating Law and Health Policy // Annual Review of 
Law and Social Science. 2013. № 9. Р. 33–50.
69. Курс на благополучие : доклад о состоянии здравоохранения в Ев-
ропе 2012. ВОЗ, 2013. 167 с.
70. Аганбегян А. Преодоление депопуляции в России: впервые за по-
следние 20 лет рождаемость сравнялась со смертностью // Экон. страте-
гии. 2013. № 2. С. 32–38. 
71. Аганбегян А. Преодоление депопуляции в России: впервые за по-
следние 20 лет рождаемость сравнялась со смертностью // Экон. страте-
гии. 2013. № 3. С. 6–13.
72. Аганбегян А. О целях и мерах реформирования здравоохранения в 
России // Вопр. экономики. 2014. № 2. C. 149–157.
73. Аганбегян А. О применении научных методов при подготовке ре-
шений социально–экономических проблем // Вопр. экономики. 2013. №7. 
С. 124–137.
74. Pay for Performance in Health Care: Methods and Approaches / еd. 
by J. Cromwell, M. G. Trisolini, G. C. Pope, J. B. Mitchell, L. M. Greenwald. 
RTI Press publication, 2011. 383 p. Ch. 2. Overview of Pay for Performance 
Models and Issues. P. 33–76. URL: https://www.rti.org/sites/default/files/
resources/bk–0002–1103–mitchell.pdf (дата обращения:  23.09.2017).
75. Health Policy Brief: Pay–for–Performance // Health Affairs. 
2012. № 10. URL: https://healthaffairs.org/healthpolicybriefs/brief_pdfs/
healthpolicybrief_78.pdf (дата обращения:  23.09.2017).
76. Breyer F., Bundorf M. K., Pauly M. V. Health Care Spending Risk, Health 
Insurance, and Payment to Health Plans // Handbook of Health Economics. 
2011. № 2. P. 691–762.
77. Paying for Performance in Health Care Implications for health system 
performance and accountability. Open University Press, 2014. 312 p. URL: 
http://www.euro.who.int/__data/assets/pdf_file/0020/271073/Paying–for–
Performance–in–Health–Care.pdf (дата обращения:  23.09.2017).
78. Скляр Т. М. Международный опыт финансирования по результа-
там деятельности в здравоохранении // Менеджер здравоохранения. 2015. 
№ 3. С. 51–57.
Глава 7. Проблемы и перспективы развития социально-экономической системы
510
79. The WHO Global Monitoring Framework on noncommunicable diseases 
Progress towards achieving the targets for the WHO European Region. WHO, 
Regional Office for Europe, Copenhagen, 2017. 15 p. URL: http://www.euro.
who.int/__data/assets/pdf_file/0003/340869/Report–3.pdf
80. Assessing chronic disease management in European health systems: 
country reports / E. Nolte, C. Knai. WHO, Copenhagen, Denmark, 2015. 140 р.
81. Методология динамической оценки социально-экономического 
развития территорий : монография / О. В. Кожевина, М. В. Сиротенко, 
Ю. С. Богачев, П. В. Трифонов ; под науч. ред. О. В. Кожевиной. М. : 
РУСАЙНС, 2017. 212 с.
Проектирование оптимальных социально-экономических систем
511
ЗаклЮчение
По итогам проведенного исследования были разработаны теоретиче-
ские основы проектирования оптимальных социально-экономических си-
стем, проведен анализ структуры и параметров социально-экономических 
систем и их воздействия на индикаторы социального, экономического и 
инновационного воздействия на микро- и макроуровнях, разработаны мо-
дели оптимальных социально-экономических систем и их воздействия на 
индикаторы социального, экономического и инновационного воздействия 
на микро- и макроуровнях.
Решение поставленных перед исследователями задач строилось на 
методологическом аппарате физико-математического и экономико-мате-
матического  проектирования и оптимизации систем с использованием: 
методов и подходов синергетического анализа; физической статистики; 
теории вероятности; нелинейной динамики; индикативного анализа; ими-
тационного моделирования; методов теории оптимизации гарантирован-
ного (минимаксного) результата в динамических системах; дискретной 
оптимизации, методах стохастической оптимизации; имитационных ди-
намических методах; методах портфельной оптимизации; методах и под-
ходах гауссовской математики.
В данном исследовании были разработаны новые многоуровневые 
динамические модели блочной структуры большой размерности с воз-
можностью программного и адаптивного управления рассматриваемыми 
процессами на основе минимаксного подхода. Такой методологический 
подход обеспечил возможность использования декомпозиции моделей и 
процессов, а также разработки методов и алгоритмов параллельного дей-
ствия.
Исследования воздействия социально-экономических систем на соци-
альное, экономическое и инновационное развитие строились на основе 
макро- и микроэкономического подхода с использованием методов эко-
нометрического анализа. К ним относились методика анализа панельных 
данных, контроля за эндогенными параметрами; метод фиксированных 
эффектов; двухшаговый метод наименьших квадратов; обобщенный ме-
тод моментов; инструменты пространственной эконометрики; индекс-
ные и индикативные методы; представительские методы; индикаторные 
методы; методы экспертных оценок; системный и программно-целевой 
подход. 
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Кроме того, в рамках работы над проектом были развиты и созданы 
авторские методы, алгоритмы и инструментальные компьютерные сред-
ства для решения междисциплинарных задач мониторинга, прогнози-
рования развития и оптимизации социально-экономических систем при 
учете наличия рисков и информационной неопределенности на долго-
срочную перспективу. В частности, разработан алгоритм идентификации 
основных параметров динамических экономико-математических моделей 
воздействия социально-экономических систем на экономическое, соци-
альное и инновационное развитие на микро- и макроуровнях при учете 
наличия рисков и информационной неопределенности, который осущест-
вляется на основе минимаксных методов.
В результате выполнения исследований были получены:
- основы теории моделирования оптимизации и управления социаль-
но-экономическими системами и их воздействия на индикаторы социаль-
ного, экономического и инновационного развития на микро- и макроуров-
нях в условиях турбулентности внешней и внутренней среды; 
- эмпирические результаты анализа воздействия социально-экономи-
ческих систем на индикаторы социального, экономического и инноваци-
онного развития в условиях динамичной внешней и внутренней среды;
- прогнозные аналитические модели оптимальных социально-эконо-
мических систем и прогнозные значения их воздействия на индикаторы 
социального, экономического и инновационного воздействия на микро- и 
макроуровнях. 
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