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Abstract
We present consistent optimization for single stage ob-
ject detection. Previous works of single stage object de-
tectors usually rely on the regular, dense sampled anchors
to generate hypothesis for the optimization of the model.
Through an examination of the behavior of the detector, we
observe that the misalignment between the optimization tar-
get and inference configurations has hindered the perfor-
mance improvement. We propose to bride this gap by con-
sistent optimization, which is an extension of the traditional
single stage detector’s optimization strategy. Consistent op-
timization focuses on matching the training hypotheses and
the inference quality by utilizing of the refined anchors dur-
ing training.
To evaluate its effectiveness, we conduct various design
choices based on the state-of-the-art RetinaNet detector. We
demonstrate it is the consistent optimization, not the archi-
tecture design, that yields the performance boosts. Con-
sistent optimization is nearly cost-free, and achieves stable
performance gains independent of the model capacities or
input scales. Specifically, utilizing consistent optimization
improves RetinaNet from 39.1 AP to 40.1 AP on COCO
dataset without any bells or whistles, which surpasses the
accuracy of all existing state-of-the-art one-stage detectors
when adopting ResNet-101 as backbone. The code will be
made available.
1. Introduction
We are witnessing the remarkable progress for object de-
tection by exploring the powerful deep leaning technology.
Current state-of-the-art deep learning based object detec-
tion frameworks can be generally divided into two major
groups: two-stage, proposal-driven methods [34][11][23]
†Part of the work was done when Tao Kong was a visiting scholar at
University of Pennsylvania.
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Figure 1: RetinaNet v.s. ConRetinaNet on different model
capacities and input resolutions. An improved variant of
ConRetinaNet achieves 40.1 AP with ResNet-101 back-
bone, which is not shown in this figure. Details are given
in §6.
and one-stage, proposal-free methods [26][31]. Compared
with the two-stage framework, one-stage object detector is
more difficult, since it relies on a powerful model head to
predict the regular, dense sampled anchors at different loca-
tions, scales, and aspect ratios. The main advantage of one-
stage detector is its high computational efficiency. How-
ever, its detection accuracy is usually behind that of the two-
stage approach, one of the main reasons being due to the
class imbalance problem [24][20]. The most recent work
of RetinaNet [24], is able to match the accuracy of the ex-
isting state-of-the-art two-stage detectors, by utilizing Focal
Loss to address the foreground-background class imbalance
challenge.
In this work, we observe that in addition to the
foreground-background class imbalance challenge, current
single shot object detectors also face another challenge: the
misalignment between the training targets and inference
configurations. Given the candidate anchors, the one-stage
object detector combines both object classification and lo-
calization. At training phase, the goal of classification sub-
networks is to assign the candidate anchor to one of M+
1 classes, where class 0 contains background and the re-
1
ar
X
iv
:1
90
1.
06
56
3v
2 
 [c
s.C
V]
  2
3 J
an
 20
19
(a)
 
score: 0.60, IoU: 0.4 
score: 0.55, IoU: 0.8 
(b)
Figure 2: Demonstrative case of the misalignment between
training target and predicted results. (a) There are two an-
chors matching the groundtruth bicycle. (b) The resulting
scores and IoUs of the corresponding refined anchors for
class bicycle. The red bounding box will be suppressed dur-
ing NMS procedure.
maining the objects to detect. The localization module
finds the optimal transformation for the anchor to best fit
the groundtruth. At inference, for each anchor, the loca-
tion is refined by the regression sub-networks. The class
probability of the refined anchor is given by the classifica-
tion sub-networks. The misalignment is: the training tar-
get of the classification is to classify the default, regular
anchor, while the predicted probability is assigned to the
corresponding regressed anchor which is generated by the
localization branch.
Such training-inference configuration works well when
the original anchor and refined anchor share the same
groundtruth target. However, it fails in two circumstances.
(a) When two objects are occluded to each other, the regres-
sion is apt to get confused about the moving direction. In
Figure 2, there are two anchors that match the bicycle. So
the detector treats these anchors as class bicycle, then tries
to optimize the classification loss and offsets between the
anchors and groundtruth. However since the person and the
bicycle are with very significant inter-class occlusion, the
anchor in yellow is incorrectly regressed to the person. The
misalignment may lead to accurately located anchors being
suppressed by misleading ones in the NMS procedure. (b)
Some anchors assigned as negative samples may also match
the groundtruth well after regression. Unfortunately these
samples are eliminated due to low class scores. In Figure
3, we plot the IoUs of the anchors with the nearest ground-
truth before and after regression. Some anchors with low
IoUs also match the groundtruth well after being regressed.
Detection model that is optimized only based on the original
anchors is loose and inaccurate. Given the above analysis, a
natural question to ask is: could we use the input hypothesis
of the more accurate, regressed anchors for the optimization
of the detector? Utilizing the regressed anchor hypothesis
at training phase could bridge the gap between optimization
and prediction for each detection.
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Figure 3: The localization performance. The plots are based
on RetinaNet with ResNet-50 backbone [24].
There are several design choices to utilize the refined an-
chor for training, as shown in Figure 4. The direct way is to
adopt the cascade manner, motivated from Cascade R-CNN
[4], as shown in Figure 4(b) and Figure 4(c). Through com-
parison of several typical design choices, we find that it is
the final optimization target, not the architecture designing
tricks that plays the key role to boost the detector’s perfor-
mance. In this paper, we propose to use the refined anchor
hypothesis for training the detector to keep the consistency,
and to use the design architecture of Figure 4(d) to imple-
ment upon the detector. In the proposed implementation,
the refined anchor is used both for classification and regres-
sion. At training phase given the regular, dense sampled
candidate anchors, the object detector not only adopts the
original anchors to perform classification and regression,
but also utilizes the refined anchor to further optimize the
same model. We name the proposed solution as consistent
optimization, since it’s goal is to resolve the inconsistency
of training-inference for single stage object detector.
To validate it’s effectiveness, we add consistent opti-
mization on the state-of-the-art RetinaNet [24]. Our model,
named as ConRetinaNet, is quite simple to implement and
trained end-to-end. The results show that a vanilla imple-
mentation outperforms RetinaNet with different model ca-
pacities (ResNet-50/ResNet-101), input resolutions (short-
size from 500 to 800), and localization qualities on chal-
lenging MS COCO dataset [25] (Figure 1). The improve-
ments are consistent with almost no additional computa-
tion or parameters. In particular, ConRetinaNet is able to
achieve 40.1 AP on the MS COCO dataset, which is the first
ResNet-101 based single stage object detector to achieve
such performance without any testing time bells or whis-
tles. We believe that this simple and effective solution can
be of interest for many object detection research efforts.
2. Related work
Classic Object Detectors: Prior to the widely devel-
opment of deep convolutional networks, the DPM [9] and
its variants [8][3] have been the dominating methods for
years. These methods use image descriptors such as HOG
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Figure 4: The architectures of single shot detection frameworks. “I” is input image, “conv” backbone convolutions, “H”
convolutional network head, “A” anchor box, “C” classification, “A0” the original anchor, and “A1” the refined anchor. In
(b)-(d), the refined anchor hypothesis is utilized to further optimize the model.1
[7], SIFT [27], and LBP [41] as features and sweep through
the entire image to find regions with a class-specific maxi-
mum response. There are also many efforts of region pro-
posal generation. These methods usually adopt cues like
superpixels [40], edges [46], saliency [1] and shapes [2] as
features to generate category-independent region proposals
to reduce the searching space of the target objects.
Two-stage Detectors: After the remarkable success
of applying deep convolutional neural networks (CNNs
or ConvNets) on image classification tasks, deep learning
based approaches have been actively explored for object de-
tection, especially for the region-based convolutional neu-
ral networks (R-CNN) and its variants. The SPP-Net [14]
and Fast R-CNN [11] speed up the R-CNN approach with
RoI-Pooling that allows the classification layers to reuse the
CNN feature maps. Since then, Faster R-CNN [34] and R-
FCN [5] replace the region proposal step with lightweight
networks to deliver a complete end-to-end system. Sev-
eral attempts have been performed to boost the performance
of the detector, including feature pyramid [23][21], multi-
scale [38][28], and object relation [16]. The most recent re-
lated works are Cascade R-CNN [4] and IoU-Net [18]. Cas-
cade R-CNN gradually increases qualified proposal towards
high quality detection with cascade sub-networks. IoU-Net
learns to predict the IoU between each detected bounding
box and the matched ground-truth as the localization confi-
dence.
One-stage Detectors: OverFeat [35] is one of the first
modern one-stage object detector based on deep networks.
SSD [26] and YOLO [31] have renewed interest in one-
stage methods. The methods skip the region proposal gen-
eration step and predict bounding boxes and detection con-
fidences of multiple categories directly. One stage detectors
are applied over a regular, dense sampled locations, scales,
and aspect ratios, and rely on the fully ConvNets to pre-
dict the objects on each localization. The main advantage
of this is its high computational efficiency [32]. Due to the
1Current single stage detectors usually utilize feature pyramid heads to
detect multi-scale objects. For clarity, we only show one head.
foreground-background class imbalance problem, previous
one stage object detectors trailed in small scale object detec-
tion and larger compute budget. Recently, RetinaNet [24] is
able to match the accuracy of the two-stage object detectors,
with the proposed Focal Loss and dense prediction.
Improving One-stage Detectors: There are many
works trying to improve the one stage object detectors, in-
cluding better feature pyramid construction [10][19], multi-
stage refinement [44][42], adaptive anchors [43] and usage
of corner keypoints [22]. The most related works are BPN
[42] and RefineDet [44]. Both of them try to refine the de-
tection box with new branches of predictions. In this work,
we find that given the feature pyramid representations of an
image, the key bottleneck for the performance is the train-
inference misalignment, and the misalignment could be di-
rectly ameliorated by the consistent optimization. Some
prior works share similarities with our work, and we will
discuss them in more detail in §5.
3. Single Shot Object Detection
In this section, we first review the single shot object de-
tection. Then, we investigate the misalignment in the detec-
tor. The consistent optimization solution will be described
in §4.
The key idea of the single shot object detector is to asso-
ciate the pre-defined anchor which is centered at each fea-
ture map location with the convolutional operation and re-
sults, as shown in Figure 4(a). The single stage detector
is composed of a backbone network and two task-specific
sub-networks. The backbone is responsible for computing a
convolutional feature map over an entire input image and is
an off-the-shelf convolutional network. The first subnet per-
forms convolutional object classification on the backbone’s
output; the second subnet performs convolutional anchor
box regression. In the box sub-network, the optimization
goal is to minimize the offsets between the regular anchors
and the nearby ground-truth boxes, if one exists (usually
utilizing the Smooth L1 loss). For each of the anchors per
spatial location, these 4 outputs predict the relative offset
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Figure 5: The detection and localization performance of RetinaNet detector with different IoUs.
between the anchor and the ground-truth box. The classifi-
cation sub-networks predict the probability of object pres-
ence at each spatial position for each of the anchors and
object classes.
During inference, each pre-defined anchor is regressed
based on the box sub-networks. The score of the the refined
box is given by the classification sub-networks. Finally,
non-maximum-suppression (NMS) is applied to remove du-
plicated bounding boxes. In this paper, we take RetinaNet
[24] to do case study since it gets promising performance
both on efficiency and accuracy.
3.1. The Misalignments
There are two misalignments between training and in-
ference in the current single stage detector. (a) The local-
ization qualities between original anchors and the refined
anchors are very different, as shown in Figure 3. Such dif-
ference will harm the reliability of the class output scores,
since the classification subnet is trained based on the orig-
inal anchor. Moreover, the inter-class confusion (Figure 2)
may lead to the well located box being eliminated, causing
inter-class error when scoring a final bounding box. (b) An-
chors whose IoU overlap with the groundtruth lower than
0.5 are treated as negative samples. However after regres-
sion, some refined anchors also have high overlaps with the
groundtruth. Such samples will be eliminated due to the
small class scores, causing foreground-background classifi-
cation error.
Figure 5 shows the detection and localization perfor-
mance of RetinaNet [24] with different IoUs. As shown in
Figure 5(a), the output IoUs and the prediction confidences
have a significant positive correlation. However, the varia-
tions are increasing dramatically as the output IoU increases
(Figure 5(b)). That means the detector is more robust for
the negative samples than the positive samples, thanks to the
utilization of Focal Loss. However, the whole detection per-
formance is evaluated as a function of IoU threshold, as in
MS COCO [25]. The robustness of the positive samples is
also import for object detection, since the score confidence
order of the samples plays an decisive role for an accurate
detector, not just filtering the negative samples. We believe
the high variations are caused by the training-inference in-
consistency as analyzed above.
We also visualize the localization performance of Reti-
naNet. The localization performance is evaluated as a func-
tion of the input IoUs. Figure 5(c) shows the average output
IoUs while Figure 5(d) visualizes the variations. What sur-
prises us is that the regressor performs pretty well when the
input IoUs are larger (for example, input IoU ≥ 0.5). One
can infer that RetinaNet seems to produce more tight boxes,
same as that suggested by [29]. Utilizing the regressed an-
chors are more accurate for the training of a high quality
object detector.
4. Consistent Optimization
Consistent Detection: The loose training signal for the
classification sub-networks has hindered the accuracy of the
detector, since the behaviors between the training anchors
and refined anchors at prediction phase are different. In this
work, the solution is simple: attaching subsequent classifi-
cation targets for the regressed anchors. The classification
target becomes
Lcls =
1
Ncls
∑
i
[Lcls(ci, c
∗
i ) + αLcls(ci, c
†
i )]. (1)
Here, i is the index of an anchor in a mini-batch and ci is
the predicted probability of the (refined) anchor i being an
object. The ground-truth label c∗i is the label for the original
anchor i, while c†i is the label for the refined one. Ncls is
the mini-batch size for the classification branch. α balances
the weights between two terms. We find that directly train-
ing the model with the refined anchors already gets superior
performance. Combining the two loss together makes the
training process more stable, and does not harm the perfor-
mance.
Consistent Localization As shown in Figure 5(c), Reti-
naNet seems to produce tight boxes, which is different from
the observations of two-stage object detectors [4][29]. To
keep consistency with the classification branch, we also add
the subsequent regressions. The localization loss function
becomes
Lreg =
1
N0reg
∑
i
L0reg(t
0
i , t
∗
i ) +
1
N1reg
∑
i
L1reg(t
1
i , t
†
i ),
(2)
where t0i is the predicted offset of the original anchor i,
t1i the predicted offset of the refined one. t
∗ and t† are
corresponding groundtruch offsets for the original and re-
fined anchor. Nreg is the mini-batch size for the regression
branch. More details about the localization loss are referred
to [34][12].
Implementation Choices: Given the consistent opti-
mization functions, there are also several implementation
choices. Two typical implementations are shown in Figure
4(b) and Figure 4(c). In Figure 4(b), we add new sibling
branches for the subsequent localization and classification,
denoted as cascade version. The design of the new subnet
is identical to the existing subnet, and the parameters are
not shared, motivated from Cascade R-CNN [4]. In Figure
4(c), the feature head in the previous stage is also combined
to enrich the feature for the subsequent prediction, denoted
as gated cascade version, which is similar to some recent
works that encode more semantic features for further re-
finement of the detector [42][44]. Finally, the proposed ver-
sion is shown in Figure 4(d), which does not require more
computational branches. The implementation is simple: in
parallel with the original classification and localization loss,
we add the consistent terms of Equation 1 and 2. The input
features are shared between different terms2. During infer-
ence, the confidence score are generated exactly the same
way as the traditional detector.
In the experiments, we show that the implementation
of Figure 4(d) get comparable results compared with other
variants. More importantly, it requires almost no additional
computation during training and inference, and is easier to
converge.
5. Discussion and Comparison to Prior Works
Here, we compare the consistent optimization with sev-
eral existing object detectors, and point out key similarities
and differences between them.
Cascade R-CNN Cascade R-CNN [4] consists of a se-
quence of detectors trained with increasing IoU thresholds,
to be sequentially more selective against close false posi-
tives. It’s straightforward to extend the cascade idea into
one stage detector. However, the main challenge is that the
one stage detectors only rely on the convolutional kernels
to associate the anchors and final predictions. In contrast,
ROI-Pooling in region based detectors makes the feature ex-
traction of the subsequent detector heads easier. The sample
2Only the last layer’s parameters of the bounding box regression are
not shared.
distributions between two-stage and one-stage detectors are
also different.
RefineDet There are same previous works trying to im-
prove the performance of single stage detectors by utilizing
several stages. In RefineDet [44], the authors introduce the
anchor refinement module to (1) filter out negative anchors
to reduce search space for the classifier, and (2) coarsely
adjust the locations. The idea is very like the the cascade
manner. There are two main differences: (a) The anchor
refinement module in RefineDet plays the role of the first
stage (or RPN stage) in Faster R-CNN [34]. It predicts a
coarse location for each anchor. Our solution is to make
the final prediction more reliable by utilizing consistent op-
timization. (b) The RefineDet relies on a transfer connec-
tion block to transfer the features in the anchor refinement
module to the object detection module. From our observa-
tion, adding more parameters is not necessary under stan-
dard feature pyramid networks [23]. The main performance
bottleneck is the misalignment between optimization and
prediction. We also conduct experiments to verify this as-
sumption.
IoU-Net Recently, IoU-Net [18] proposes to learn the
IoU between the predicted bounding box and the ground
truth bounding box. IoU-NMS is then applied to the detec-
tion boxes, guided by the learned IoU. The goal of IoU-Net
is to make the confidence score of the box to be consistent
with the localization performance. IoU-Net shows its effec-
tiveness on the two-stage detectors via jittered RoI training.
We believe it could also be utilized in the one-stage detec-
tors, which is beyond the scope of this paper.
6. Experiments
We present experimental results on the bounding box
detection track of the challenging MS COCO benchmark
[25]. For training, we follow common practice [12] and use
the MS COCO trainval35k split (union of 80k images
from train and a random 35k subset of images from the
40k image val split). If not specified, we report studies
by evaluating on the minival5k split. The COCO-style
Average Precision (AP) averages AP across IoU thresholds
from 0.5 to 0.95 with an interval of 0.05. These metrics
measure the detection performance of various qualities. Fi-
nal results are also reported on the test-dev set.
6.1. Implementation Details
All experiments are implemented with Caffe2 on Detec-
tron [12] codebase for fair comparison. End-to-end training
is used for simplicity. We replace the traditional classifi-
cation and localization loss function with Equation 1 and
2, unless otherwise noted. The optimization targets are all
based on the refined anchors after the anchor regression. We
set α = 1 and it works well for all experiments. During
training, no data augmentation is used except standard hor-
izontal image flipping . Inference is performed on a single
image scale, with no further bells and whistles.
6.2. Baseline
To valid the effectiveness of the consistent optimization,
we conduct experiments based on the most recently pro-
posed RetinaNet [24]. RetinaNet is able to match the speed
of previous one-stage detectors while get comparable accu-
racy compared with existing state-of-the-art two-stage de-
tectors. We use data parallel synchronized SGD over 4
GPUs with a total of 8 images per mini-batch (2 images per
GPU). Unless otherwise specified, the experimental settings
are exactly the same as that in [12]. For all ablation studies
we use an image scale with short side 500 pixels for training
and testing using ResNet-50 with a Feature Pyramid Net-
work (FPN) [23] constructed on top. More model setting
details are referred to [24]. We conduct ablation studies
and analyze the behavior of the consistent optimization with
various design choices.
6.3. Ablation Study
Comparison with different design choices: We first
compare the design choices of the consistent optimization.
The cascade and gated cascade version can be seen as cas-
cade extensions of RetinaNet. Table 1 shows the perfor-
mances on MS COCO dataset. To our surprise, using new
features does not help boosting the performance, even we
combine the previous prediction head. The last implemen-
tation in Figure 4 enjoys both accuracy gains and efficiency.
AP AP50 AP75
RetinaNet baseline 32.5 50.9 34.8
+ Cascade 33.4 51.3 36.0
+ Gated Cascade 33.6 51.5 36.3
+ Consistent Only 33.7 51.7 36.2
Table 1: The impact of the different design choices.
In the cascade setting, we rely the new branches to fit
the data after the regression, like Cascade R-CNN [4] does.
However, the position of anchor box has been changed after
the first regression. In Cascade R-CNN, the authors utilize
the ROI-Pooling to extract more accurate features. In the
single stage detectors, it is hard for the convolutional net-
works to learn such transformations in-place. We also tried
to use the deformable convolution [6] to learn the transfor-
mations, but failed. This experiment demonstrates that the
improvements come from better training of the detector, not
more parameters or architecture designs.
The Hyper-parameters: The hyper-parameters in the
consistent terms are the IoU thresholds µpos and µneg ,
which define the positive and negative samples. We con-
duct several experiments to compare the sensitivity of the
hyper-parameters, as shown in Table 2. The detection per-
formance of the model is robust to the hyper-parameters.
Higher µpos gets slight better performance on strict IoU
thresholds. However, the whole performances are similar.
We use the setting of µpos = 0.6 and µneg = 0.5 for all
other experiments in this work.
µpos µneg AP AP50 AP60 AP70 AP80 AP90
0.5 0.5 33.5 51.7 47.5 40.7 29.4 11.2
0.6 0.5 33.7 51.7 47.6 41.0 30.0 13.6
0.7 0.6 33.6 51.4 47.6 40.9 30.2 14.0
Table 2: The impact of the IoU threshold µpos and µneg on
detection performance.
More Stages? Like Cascade R-CNN, we add more
stages of classifications and localizations to compare the
influence. The impact of the number of stages is summa-
rized in Table 3. Adding consistent classification loss sig-
nificantly improves the baseline detector (+0.8 AP). Two
classification and regression terms get the best performance.
Adding more regression stages leads to a slight performance
decrease, while including more classification terms leads to
no improvement. When we perform anchor regression once
using the model trained by consistent classification and lo-
calization, the improvements are also significant (+1.0 AP).
That means the consistent localization helps training the
original anchor to predict the groundtruth location.
#cls #reg AP AP50 AP60 AP70 AP80 AP90
1 1 32.5 50.6 46.4 39.5 28.6 10.4
2 1 33.3 51.2 47.4 40.6 28.9 11.2
2 2∗ 33.5 51.3 47.4 40.8 29.8 11.8
2 2 33.7 51.7 47.6 41.0 30.0 13.6
3 2 33.6 51.7 47.7 41.0 29.6 13.4
Table 3: The impact of the number of stages on detection
performance. µ2pos = 0.6, µ
2
neg = 0.5, µ
3
pos = 0.7, µ
3
neg =
0.6 in this experiment setting. The first row is the baseline
model result. “*” means performing anchor regression once
during inference.
Both consistent classification and localization improve
the performance at different IoU thresholds. The gap of 1.2
AP, shows the effectiveness of the consistent optimization
for training the single shot detector. Different from previous
works that always perform better for strict IoU thresholds
[4][18], consistent optimization enjoys gains for all local-
ization qualities.
backbone scale consistent AP AP50 AP75 APS APM APL
ResNet-50 500 7 32.5 50.9 34.8 13.9 35.8 46.7
ResNet-50 500 3 33.7 51.7 36.2 14.6 37.7 49.6
ResNet-50 800 7 35.7 55.0 38.5 18.9 38.9 46.3
ResNet-50 800 3 36.4 55.4 39.2 20.0 39.6 49.7
ResNet-101 500 7 34.4 53.1 36.8 14.7 38.8 49.1
ResNet-101 500 3 35.5 53.5 38.3 16.2 39.8 52.0
ResNet-101 800 7 37.8 57.5 40.8 20.2 41.1 49.2
ResNet-101 800 3 38.7 58.2 41.7 21.4 42.6 52.2
Table 4: Detailed comparison on different resolutions and model capacities.
Parameter and Timing: The number of the parame-
ters are almost not increased with consistent optimization,
at both training and inference phases. During training the
consistent loss needs to compute the classification and lo-
calization targets of the refined boxes. At inference, we
only add the two-stage regression which is implemented by
a single convolutional layer. Recent works on boosting one
stage detectors [44][42] or two stage detectors [16][18][4]
mostly rely on more parameters compared with the baseline
models.
6.4. Generalization Capacity
Across model depth and scale: To validate the gener-
alization capacity of consistent optimization, we conduct
experiments across model depth and input scale based on
RetinaNet [24]. As shown in Table 4, the proposed method
improves on these baselines consistently by ∼1.0 point, in-
dependently of model capacities and input scales. These
results suggest that the consistent optimization is widely ap-
plicable within one stage object detector. When analysing
the performance on small, medium and large object scales,
we observe that most improvements come from the larger
objects.
Results on SSD: We further do experiments under Sin-
gle Shot MultiBox Detector (SSD) [26] baseline to validate
its generalization capacity. SSD is built on top of a “base”
network that ends with some convolutional layers. Each
of the added layers, and some of the earlier base network
layers are used to predict scores and offsets for the pre-
defined anchor boxes. The experiment is conducted based
on re-implementation of SSD512 using PyTorch [30], more
details are referred to [26]. We use the VGG-16 [37] and
ResNet-50 [15] models pretrained on the ImageNet1k as
the start models3, and fine-tune them on the MS COCO
dataset.
Table 5 shows the comparison results when adding con-
sistent loss on SSD baseline. The first row is the results
reported in the paper. Others are our re-implementation re-
3https://github.com/pytorch/vision
backbone consistent AP AP50 AP75
VGG-16 [26] 7 28.8 48.5 30.3
VGG-16 7 28.9 47.9 30.6
VGG-16 3 30.5 49.6 31.7
ResNet-50 7 30.6 50.0 32.2
ResNet-50 3 31.9 51.0 33.8
Table 5: The impact of the consistent optimization on SSD
detector.
sults using PyTorch. The detection results show that the
consistent optimization also has significant improvements
over the popular SSD architecture. These reinforce our be-
lief on the generalization capacity of the consistent opti-
mization.
6.5. Comparison to State of the Art
The consistent optimization extension of RetinaNet, is
compared to state-of-the-art object detectors (both one-
stage and two-stage) in Table 6. We report the standard
COCO metrics including AP (averaged over IoU thresh-
olds), AP50, AP75, and APS , APM , APL (AP at different
scales) on the test-dev set. The experimental settings
are described in §6.1.
The first group of detectors on Table 6 are two-stage de-
tectors, the second group one-stage detectors, and the last
group the consistent optimization extension of RetinaNet.
The extension from RetinaNet to ConRetinaNet improves
detection performance by ∼1 point, and it also outper-
forms all single-stage detector under ResNet-101 back-
bone, under all evaluation metrics. This includes the
very recent one-stage RefineDet [44] and two-stage relation
networks [16]. Specifically, ConRetinaNet-ResNet-50 out-
performs DSSD-ResNet-101 [10] and RefineDet-ResNet-
101 [44] with large margins. We also compare the sin-
gle model ConRetinaNet with CornerNet [22], which uses
heavier Hourglass-104 and more training and testing time
data augmentations.
backbone AP AP50 AP75 APS APM APL
two-stage
Faster R-CNN+++[15]* ResNet-101 34.9 55.7 37.4 15.6 38.7 50.9
Faster R-CNN by G-RMI[17] Inception-ResNet-v2 34.7 55.5 36.7 13.5 38.1 52.0
Faster R-CNN w FPN[23] ResNet-101 36.2 59.1 39.0 18.2 39.0 48.2
Faster R-CNN w TDM[36] Inception-ResNet-v2 36.8 57.7 39.2 16.2 39.8 52.1
Deformable R-FCN [6]* Aligned-Inception-ResNet 37.5 58.0 40.8 19.4 40.1 52.5
Mask R-CNN[13] ResNet-101 38.2 60.3 41.7 20.1 41.1 50.2
Relation[16] DCN-101 39.0 58.6 42.9 - - -
Regionlets [16] ResNet-101 39.3 59.8 - 21.7 43.7 50.9
DeNet768 [39] ResNet-101 39.5 58.0 42.6 18.9 43.5 54.1
IoU-Net[18] ResNet-101 40.6 59.0 - - - -
Cascade R-CNN[4] ResNet-101 42.8 62.1 46.3 23.7 45.5 55.2
Faster R-CNN by MSRA[45] DCN-v2-101 44.0 65.9 48.1 23.2 47.7 59.6
one-stage
YOLOv2 [31] DarkNet-19 21.6 44.0 19.2 5.0 22.4 35.5
RON384 [20]* VGG-16 27.4 49.5 27.1 - - -
SSD513 [10] ResNet-101 31.2 50.4 33.3 10.2 34.5 49.8
YOLOv3 [33] Darknet-53 33.0 57.9 34.4 18.3 35.4 41.9
DSSD513 [10] ResNet-101 33.2 53.3 35.2 13.0 35.4 51.1
RefineDet512 [44] ResNet-101 36.4 57.5 39.5 16.6 39.9 51.4
RetinaNet [24] ResNet-101 39.1 59.1 42.3 21.8 42.7 50.2
CornerNet511[22]* Hourglass-104 40.5 56.5 43.1 19.4 42.7 53.9
ours
ConRetinaNet ResNet-50 37.3 56.4 40.3 21.3 40.2 51.0
ConRetinaNet ResNet-101 40.1 59.6 43.5 23.4 44.2 53.3
Table 6: Object detection single-model results (bounding box AP) v.s. state-of-the-art on COCO test-dev. We show
results for our ConRetinaNet-50 and ConRetinaNet-101 models with 800 input scale. Both RetinaNet and ConRetinaNet are
trained with scale jitter and for 1.5× longer than the same model from Table 4. Our model achieves top results, outperforming
most one-stage and two-stage models. The entries denoted by “*” used bells and whistles at inference.
We note that the Cascade R-CNN [4] and Faster R-CNN
based on Deformbale ConvNets v2 [45] show better accu-
racy than ConRetinaNet. The difficulty to bring the cascade
idea to the single stage detectors is how to associate the re-
fined anchors with the corresponding features. An intersect-
ing direction is to utilize the region based branch to get more
accurate features. The deformable convolution shows better
capability to model the geometric transformation of the ob-
jects. Replacing the backbone networks with Deformable
ConvNets is supposed to get better performance, which is
beyond the focus of this paper. At last, Cascade R-CNN
and Deformbale ConvNets both require more parameters to
get such results.
7. Conclusion and Future Work
In this paper, we propose the simple and effective consis-
tent optimization to boost the performance of single stage
object detectors. By examination of the model behaviors,
we find that the optimization misalignment between train-
ing and inference is the bottleneck to get better results. We
conduct extensive experiments to compare different model
design choices, and demonstrate that the consistent opti-
mization is the most important factor. Utilizing consistent
optimization requires almost no additional parameters, and
it shows its effectiveness using the strong RetinaNet base-
line on challenging MS COCO dataset.
For the future work, we will try to combine the local-
ization confidence which is proposed in [18] and consistent
optimization to further improve the detector’s quality. An-
other important direction is to associate the refined boxes
and their corresponding features with geometric transfor-
mation on the feature maps.
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