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In this introductory chapter we present the rationale for the volume at hand. We
explain the origin and the selection process of the contributing chapters, and we
sketch the contents and the organization of the volume. We also describe nota-
tional conventions put forward for citing and glossing multilingual examples of
multiword expressions. We finally acknowledge the efforts which paved the way
for setting up this book project, ensuring its quality and publication.
Multiword expressions (MWEs) belong to those language phenomena which
pose the hardest challenges both in linguistic modelling and in automatic pro-
cessing. This is due notably to their semantic non-compositionality, that is, the
impossibility to predict their meaning from their syntactic structure and from
the semantics of their component words in a way deemed regular for the given
language. But MWEs also exhibit unpredictable behaviour on other levels of lan-
guage modelling such as the lexicon, morphology and syntax, and call, therefore,
for dedicated procedures in natural language processing (NLP) applications.
These challenges have been addressed by an ever-growing and increasingly
multilingual community gathering at the Multiword Expressions Workshop, or-
ganized yearly since 2003, often jointly with major NLP conferences. The 13th
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edition of the Workshop, co-located with the EACL 2017 conference in Valencia,
Spain, saw a major evolution of the topics and methods addressed by the commu-
nity. This evolution resulted notably from the efforts coordinated by PARSEME,
a European research network dedicated to parsing and MWEs, gathering, since
2013, researchers from 31 countries and working on as many languages.1
One of PARSEME’s main outcomes was a corpus in 18 languages annotated for
verbal MWEs (VMWEs), based on a unified methodology and terminology, and
published under open licenses. This considerable collective and inclusive effort
mobilized experts from different linguistic traditions, triggered cross-language
and cross-domain discussions, and brought convergence to modelling and pro-
cessing of MWE-related phenomena. The availability of this new open resource
also made it possible to organize the PARSEME Shared Task on Automatic Identi-
fication of Verbal Multiword Expressions, i.e. a competition of VMWE identifica-
tion tools, whose culminating event was hosted by the MWE 2017 workshop in
Valencia.The 7 participating systems covered jointly all 18 languages represented
in the corpus. They also offered a large panorama of VMWE identification tech-
niques. These assets, as well as some other contributions published in the main
track of the MWE 2017 workshop, showed a growing awareness by the MWE
community of specific challenges posed, in particular, by verbal MWEs, such
as their discontinuity and high morpho-syntactic flexibility. The workshop pro-
gramme addressed a large variety of MWE-dedicated tasks such as: lexical and
grammatical encoding, annotation, tokenization, extraction, identification, clas-
sification, variation study, parsing, compositionality prediction, and translation.
Finally, it testified that MWE research has reached a highly multilingual stage.
1 Organization and contents of the volume
This volume is a collection of selected extended papers from theMWE 2017 work-
shop in Valencia: 8 of them from the main track, and 5 from the shared task
track. They address 19 languages from 9 language families, as shown in Figure 1.
The chapter selection process was initiated by an open call, addressed to all co-
authors of the workshop papers. The call included the requirement of extending
the original contributions by at least 30% with unpublished content. An interna-
tional programme committee reviewed 15 submissions and selected 14 of them
for publication. One of the selected chapters was further withdrawn. As a result,
the volume consists of 13 chapters covering a large variety of aspects related to




























Figure 1: Languages addressed in the chapters of this volume, together
with their two-letter language code, language families and genera (mid-
dle columns), according toWALS (World Atlas of Language Structures,
Dryer & Haspelmath 2013).
Chapters 1 to 3 address outstanding linguistic properties of VMWEs and their
automatic assessment. Geeraert et al. (2018 [this volume]) discuss idiomatic vari-
ation of several types of English verbal idioms. They draw on multimodal ev-
idence, namely acceptability rating and eye-tracking measurements, to investi-
gate comprehensionmechanisms. Barančíková&Kettnerová (2018 [this volume])
deal with light-verb constructions and verbal idioms in Czech, and explore their
paraphrasability by single verbs. They also propose a lexicographic scheme for
VMWE paraphrase encoding, and show its usefulness in machine translation.
Bhatia et al. (2018 [this volume]) focus on English verb-particle constructions,
and estimate their compositionality degree, so as to further compute the seman-
tics of sentences containing verb-particle constructions on the basis of lexical,
grammatical and ontological resources.
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Chapters 4 to 8 are dedicated to the PARSEME shared task on automatic identi-
fication of verbalMWEs. Savary et al. (2018 [this volume]) describe the PARSEME
multilingual VMWE-annotated corpus underlying the shared task. In a first step,
the annotation guidelines and methodology are presented, then the properties of
the annotated corpus are analysed across the 18 participating languages. Maldon-
ado & QasemiZadeh (2018 [this volume]) offer a critical analysis of the shared
task organization and of its results across languages and participating systems.
Chapters 6 to 8 are dedicated to three of the seven VMWE identification systems
participating in the shared task. They show a representative panorama of recent
techniques used to address the VMWE identification task. Moreau et al. (2018
[this volume]) model the task as sequence labelling with reranking. Al Saied et
al. (2018 [this volume]) present a dedicated transition-based dependency parser,
which jointly predicts a syntactic dependency tree and a forest of VMWEs. Fi-
nally, Simkó et al. (2018 [this volume]) rely on a generic dependency parser
trained on a corpus with merged syntactic and VMWE labels.
Chapters 9 to 11 further discuss MWE identification issues in various settings
and scopes. Brooke et al. (2018 [this volume]) show how comparing various an-
notations of the same MWE in an English corpus can help correct annotation er-
rors, enhance the consistency of corpus annotation, and consequently increase
the quality of downstream MWE identification systems. Scholivet et al. (2018
[this volume]) address identification of French continuous MWEs via sequence
labelling, compare its results to more sophisticated parsing-based approaches,
and show that feature engineering based on external lexical data (whether hand-
crafted or automatically extracted) systematically enhances the tagging perfor-
mance. Taslimipoor et al. (2018 [this volume]), conversely, advocate modelling
MWE identification as classification rather than tagging. They exploit word em-
beddings as classification features in Italian, Spanish and English, and put for-
ward a MWE-specific methodology of train vs. test corpus split.
The last two chapters of the book, 12 and 13, are dedicated to multilingual
MWE-oriented applications. Garcia (2018 [this volume]) describes automatic ex-
traction of bilingual collocation equivalents in English, Spanish, and Portuguese,
using syntactic dependencies, association measures and distributional models.
Finally, Salehi et al. (2018 [this volume]) predict the compositionality of English




2 Conventions for citing and glossing multilingual MWE
examples
As mentioned above, this volume addresses a large number of languages, partic-
ularly in the chapters related to the PARSEME corpus and shared task. Therefore,
the editorial effort around this volume includes putting forward notational con-
ventions which might become a standard for citing and glossing multilingual
MWE examples. We illustrate the proposed conventions by the numbered exam-
ples (1) to (4). Each numbered example contains:
(i) a sample use of the VMWE, followed by the 2-letter ISO 639-1 language
code (cf. Figure 1),
(ii) a transcription, if the language of the example is written with a script dif-
ferent from the one used for the main text,2
(iii) a gloss following the Leipzig Glossing Rules,3
(iv) a literal translation, followed by an idiomatic translation in single quotes.
For English examples, items (ii)–(iv) are irrelevant or optional but idiomatic
translation might sometimes be useful to ease the comprehension by non-native
readers. For right-to-left languages (e.g. Farsi or Hebrew), item (i) is spelled right-
to-left, item (iv) left-to-right and items (ii)–(iii) left-to-right within components,
and right-to-left from one component to another. Lexicalized components of the
VMWE, i.e. those which are always realized by the same lexeme (cf. Savary et al.
2018 [this volume], §2, p. 92) are highlighted in bold face.
(1) She reluctantly took on this task. (EN)












Ida hides her head in the sand. ‘Ida pretends not to see a problem.’
2For instance, transcription is needed for Bulgarian, Greek, Farsi and Hebrew examples in this
volume. Conversely, examples in English, or any other language using Latin script, would
require transcriptions in texts written in Cyrillic, Greek, Arabic or Hebrew script.
3https://www.eva.mpg.de/lingua/pdf/Glossing-Rules.pdf
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He had enough sleep for me. ‘He has many plans for me.’
In-line examples, used for brevity, are preceded by the 2-letter language code,
contain items (i), (ii) if relevant, and (iv) only, and the idiomatic translation (if
any) is introduced by a double arrow ‘⇒’. For instance, an in-line example corre-
sponding to numbered example (2) would be the following: (SL) Ida skriva glavo
v pesek ‘Ida hides her head in the sand’⇒ ‘Ida pretends not to see a problem’. If
the language under study is writtenwith a non-Latin alphabet, the inline example
should not be in italics, and the transliteration should be included in parentheses,
e.g. (EL) Η Ζωή παίρνει μία απόφαση (I Zoi perni mia apofasi) ‘The Zoe takes
a decision’ ⇒ ‘Zoe makes a decision’. To keep such examples reasonably short,
the first item can be omitted and only the transliterated example is kept: (EL) I
Zoi perni mia apofasi ‘The Zoe takes a decision’ ⇒ ‘Zoe makes a decision’. The
literal or the idiomatic translation are sometimes superfluous or too verbose, and
can be skipped, as in: (EL) I Zoi perni mia apofasi ‘Zoe makes a decision’.
The typesetting commands for both numbered and in-line examples for LATEX
can be found in the GitHub repository containing the source codes of this volume,
accessible from its webpage.4
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Recent corpus-based studies have shown that idioms can vary much more exten-
sively than previously claimed (Moon 1998; Barlow 2000; Duffley 2013), but little
research has been conducted on howwe understand or regard these variants (Gibbs
et al. 1989; McGlone et al. 1994). This study further examines idiomatic variation,
specifically investigating the acceptability and processing of several types of vari-
ants through rating and eye-tracking experiments. Four types of idiom variants
were included, in addition to the canonical form and a literal meaning of the ex-
pression (i.e. in a different context). The results show that altering an idiom does
not render it completely unacceptable nor incomprehensible, but rather, certain
variants are more preferred and easier to understand. These results show support
for probabilistic accounts of language.
1 Introduction
Idioms have traditionally been regarded as multiword units whose meaning can-
not be derived from the meaning of its parts (Bobrow & Bell 1973). The literal
meaning of an idiom is the word-by-word compositional meaning of the words,
whereas the idiomatic meaning is stored separately with the idiom, as if a large
Kristina Geeraert, R. Harald Baayen & John Newman. 2018. “Spilling the
bag” on idiomatic variation. In Stella Markantonatou, Carlos Ramisch, Agata
Savary & Veronika Vincze (eds.), Multiword expressions at length and in depth: Ex-
tended papers from the MWE 2017 workshop, 1–33. Berlin: Language Science Press.
DOI:10.5281/zenodo.1469551
Kristina Geeraert, R. Harald Baayen & John Newman
word. Furthermore, if the idiom is stored whole, then idioms must also be struc-
turally fixed. This rationale has led researchers to predominantly investigate id-
ioms in their canonical form, and how they are understood in comparison to a
literal paraphrase (Swinney & Cutler 1979; Gibbs 1980; Cacciari & Tabossi 1988;
Titone & Connine 1999).
Recent corpus-based research however has shown that idioms can occurwith a
range of variation (Moon 1998; Barlow 2000; Langlotz 2006; Schröder 2013), such
as syntactic variation (e.g. her new-found reputation was a bubble that would burst
[from burst one’s bubble ‘shatter one’s illusions about something’], the question
begged by [beg the question ‘invite an obvious question’]), lexical variation (e.g.,
set/start the ball rolling ‘set an activity in motion’, a skeleton in the closet/cupboard
‘a discreditable fact that is kept secret’), truncations (e.g.,make hay [while the sun
shines] ‘take advantage of favourable conditions’), and even adverbial or adjec-
tival modifications (e.g., pulling political strings [pull strings ‘use one’s power or
influence to gain an advantage’], rock the party boat [rock the boat ‘upset the
status-quo’]). This variation can even occur with nondecomposable idioms (Duf-
fley 2013), or idioms thought to be semantically frozen and syntactically fixed,
such as kick the bucket ‘die’ (e.g., no buckets were kicked, reluctant to kick his
brimming bucket of life, and my phone kicked the pail last week). These studies
demonstrate that idioms are not nearly as fixed as previously assumed. This vari-
ability in idioms, and multiword expressions (MWEs) more generally, is ac-
knowledged as a key challenge in the automated identification of MWEs in cor-
pora (cf. Savary et al. 2018 [this volume] and Scholivet et al. 2018 [this volume]).
Few studies have investigated idiomatic variation from an experimental per-
spective. Gibbs and colleagues (Gibbs et al. 1989; Gibbs & Nayak 1989) explored
lexical and syntactic variation of decomposable and nondecomposable idioms
using a semantic similarity rating task. They found that decomposable idioms
(i.e. idioms whose constituents contribute to the meaning of the whole, as in
pop the question ‘propose marriage’) were rated as more similar in meaning to
a literal paraphrase than were nondecomposable idioms, or idioms whose con-
stituents do not contribute meaning, as in kick the bucket. But as Duffley (2013)
has shown, nondecomposable idioms can be modified in context and still retain
their meaning. In addition, the semantic decomposability measure used by Gibbs
and colleagues has not proven a reliable measure, with participants performing
at chance in replication studies (Titone & Connine 1994b, Tabossi, Fanari &Wolf
2008). Replication studies have also shown inconsistent results – decomposable
and nondecomposable idioms are not always found to be statistically different
(Tabossi et al. 2008). Finally, a measure of semantic similarity between an idiom
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variant and a literal paraphrase may not be the best method for determining the
comprehension of idiomatic variation. Semantic similarity has been shown to be
predicted by the same local contexts as observed in corpora (Miller & Charles
1991), suggesting that this measure may simply be reflecting how interchange-
able the variant is with its paraphrase, or how acceptable the variant may be at
conveying the meaning in the paraphrase.
Meanwhile, McGlone et al. (1994) explored the semantic productivity of idiom
variation. Variants in this study produced an enhanced idiomatic meaning based
on the original (e.g. shatter the ice, from break the ice, meaning ‘to break an un-
comfortable or stiff social situation in one fell swoop’). In a self-paced reading
study, they measured the reaction time for participants to read the final sentence
of a story, which contained idioms, variants, or literal paraphrases. They found
that participants were significantly faster at reading the canonical form of the
idiom, but that variants were read as fast as literal paraphrases. They suggest
that canonical forms of idioms are accessed whole, while variants are processed
like literal language and are therefore processed slower. However, they did not
control for the type of variation used in their study. They included instances of
lexical variation (e.g. shatter the ice), quantification (e.g. not spill a single bean
[spill the beans ‘reveal secret information’]), and hyperboles (e.g. it’s raining the
whole kennel [rain cats and dogs ‘rain very hard’]). It is unclear whether some
types of variants are easier to comprehend than others.
The current study attempts to improve upon these previous studies. We ex-
plore the acceptability and processing of several types of idiom variants through
a rating task and an eye-tracking experiment, respectively. While both of these
experiments have been presented independently elsewhere – the eye-tracking
study was presented in Geeraert, Baayen, et al. (2017) and part of the acceptabil-
ity ratings study was presented in Geeraert, Newman, et al. (2017), but presented
in full below – they have been brought together here in a multi-methodological
study in order to tease apart and contrast speaker judgements from online pro-
cessing. Previous research has sometimes conflated these two methods, making
interpretation difficult (cf. Gibbs et al. 1989; Gibbs &Nayak 1989). But here we dis-
tinctly separate them, utilizing an online measure of processing in addition to a
subjective evaluative measure, to determine any converging or diverging results
between the two methods, which are important for understanding idioms and
idiomatic variation. These two studies utilize the same data, yet are different per-
spectives. Thus, this chapter provides a complete reportage of the larger study, a
discussion of the variables useful for predicting each modality (with suggestions
as to why), as well as a unique perspective in the idiom literature.
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Two main research questions are explored. First, how do variants compare
with the canonical form? This question explores whether differences between
the canonical form and the variants are still present when the type of variation
is controlled. Second, how do variants compare with each other? This question
explores whether any differences emerge between the variant types – are certain
variant types more preferred or easier to process?
This study is largely exploratory, but we do have some predictions about the
results. For example, formal idiom blends are often regarded in the literature as
being errors or slips of the tongue (Fay 1982; Cutting & Bock 1997). We there-
fore hypothesized that blends would be least preferred and more difficult to pro-
cess due to this perceived error-like nature. Meanwhile, some idioms have been
shown to occur in “idiom sets” (Moon 1998), such as shake/quake/quiver in one’s
boots ‘tremble with apprehension’ or down the drain/chute/tube/toilet ‘completely
lost or wasted’. Given this, we predict that lexical variation will not be more diffi-
cult to understand than the canonical form, and may be considered an acceptable
variant strategy. Amodifier inserted into the idiom should take additional time to
process due to the presence of the extra word, but given their relative frequency
and overall productivity in corpora (Moon 1998; Schröder 2013), may be the most
preferred variant. Lastly, a partial or truncated form will likely be faster to pro-
cess, due to the omission of a word, but may not be widely accepted due to their
limited occurrence in corpora (Moon 1998).
The remainder of the chapter proceeds as follows:We discuss each experiment
in turn, beginning with the acceptability ratings, and then the eye-tracking ex-
periment. We discuss the design of each experiment and the results obtained.
We conclude with a discussion of our findings, how the results of the two experi-
ments converge or diverge, as well as how the results fit into the larger discussion
on idioms, and specifically within a probabilistic approach to language.
2 Acceptability rating experiment
2.1 Methodology
2.1.1 Materials
Sixty idioms were extracted from the Oxford Dictionary of English Idioms (Ayto
2009) and the Collins COBUILD Idioms Dictionary (Sinclair 2011), listed in Ap-
pendix A. These idioms varied in length and syntactic structure: 20 three-word
idioms consisting of a verb and a noun phrase (V-NP, e.g. rock the boat); 20 four-
word idioms consisting of a verb and a prepositional phrase (V-PP, e.g. jump on
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the bandwagon ‘join others doing something fashionable’); and 20 five- or six-
word idioms (10 each) consisting of a verb, noun phrase, and a prepositional
phrase (V-NP-PP, e.g. hear something through the grapevine ‘hear gossip’). Two
contexts were created for each idiom: one literal and one figurative (e.g. I used
to pretend I could talk to plants, and I would hear things through the grapevine =
literal; and I used to be a socialite, and I would hear things through the grapevine
= figurative). Both contexts had identical final clauses, with the idiom in sentence-
final position. As syntactic variation is possiblewith idioms (Moon 1998; Schröder
2013), the contexts were not restricted to the present tense.
The form listed in the dictionary was regarded as the canonical form (for a dif-
ferent approach to establishing canonical forms of MWEs (see Savary et al. 2018
[this volume]). If more than one form was listed then the form most familiar to
the first author was used, as she spoke the same variety as the participants in
the study. In addition to the canonical form, these idioms were manipulated for
four types of variation within the figurative context (i.e. the context was identi-
cal for all variants). First, lexical variation, where one of the lexical items within
the expression was altered to a synonymous or near-synonymous word (e.g. dis-
cover something through the grapevine). Synonyms were selected based on their
naturalness in the context to convey a similar meaning.1 Second, partial form
of the idiom, where only a portion of the idiom was presented, usually a key
word or words (e.g. use the grapevine). In order for the sentence to still be gram-
matically correct, pronouns or lexically-vague words replaced the missing ele-
ments of the expression, such as it, them, things for nouns, or have, be, do, use
for verbs. Third, integrated concept, where an additional concept was integrated
into the idiom (e.g. hear something through the judgemental grapevine). These ad-
ditional concepts expanded or emphasized the figurative contexts in which the
idiom occurred. Finally, formal idiom blend, where two idioms were blended to-
gether (e.g. get wind through the grapevine – blending hear something through
the grapevine with get wind of something ‘hear a rumour’). Each “experimental”
idiom (i.e. the 60 idioms selected) was paired with a non-experimental idiom for
use in the idiom blend condition.These paired “blending” idioms were chosen for
their intuitive plausibility, but controlled for their syntax and semantics (Cutting
& Bock 1997). Four types of blends were created: same syntax, similar semantics
(sSYN, sSEM); same syntax, different semantics (sSYN, dSEM); different syntax,
similar semantics (dSYN, sSEM); and different syntax, different semantics (dSYN,
dSEM), illustrated in Table 1. Five instances of each type of blend occurred with
the three syntactic types (i.e. V-NP, V-PP, or V-NP-PP), totalling 15 of each blend
1An online thesaurus (http://www.thesaurus.com) was often utilized for synonymous words.
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type. There is clearly a linguistic playfulness at work in the creation of the id-
iom blends in Table 1, just as there is in many of the non-canonical idiom forms
found in naturally occurring usage (cf. Moon 1998; Duffley 2013). This playful-
ness, it should be noted, presents a special challenge to modelling of MWEs in
the context of NLP work on multiword expressions or annotation of MWEs in
corpora, as noted in Savary et al. (2018 [this volume]). Indeed, Savary et al. (2018
[this volume]) consider “wordplay proneness”, as they call it, a challenge that
“goes far beyond the state of the art in semantic modelling and processing of
VMWEs [verbal MWEs]”.
Table 1: Four types of blends used in the idiom blend condition.
Type of blend Example Source idioms Total
sSYN, sSEM rock the applecart rock the boat 15
upset the applecart
sSYN, dSEM shoot your tongue shoot the breeze 15
hold your tongue
dSYN, sSEM pass the mustard cut the mustard 15
pass muster
dSYN, dSEM face the wringer face the music 15
put through the wringer
Half of the idioms had the beginning portion of the expression altered (verb),
while the other half had alternations made to the final portion of the expression
(noun). In total, there are six conditions: one in a literal context and five in a
figurative context (i.e. one canonical form and four variants). The experiment
utilized a Latin-square design, where every participant saw each idiom once in
one of the six conditions. Six versions of the experiment were created, each one
containing 10 idioms in each of the six conditions.
Conditions:
1. Literal meaning of the idiom in its canonical form
(While the guys were reshingling, they suddenly went through the roof.)
2. Canonical form of the idiom in a figurative context
(Although these were new stocks, they suddenly went through the roof.)
3. Lexical variation of the idiom in a figurative context
(Although these were new stocks, they suddenly went through the ceiling.)
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4. Partial form of the idiom in a figurative context
(Although these were new stocks, they suddenly went through it.)
5. Integrated concept within the idiom in a figurative context
(Although these were new stocks, they suddenly went through the investment roof.)
6. Idiom blend of two idioms in a figurative context
(Although these were new stocks, they suddenly went through the charts.)
Since the blending idioms only occurred in one condition (i.e. idiom blend),
they were used as fillers in their canonical form in the other five versions of the
experiment, occurring in either a figurative or literal context. Each blending id-
iom was excluded as a control in the version of the experiment where it occurred
in the idiom blend condition in order to avoid a bias in the materials. Therefore,
in each version of the experiment, 10 of the blending idioms occurred in the id-
iom blend condition, while the remaining 50 appeared as fillers. Of these fillers,
20 occurred in a figurative context and 30 occurred in a literal context. This was
done to increase the number of literal contexts in the experiment so that they
were not so underrepresented. In sum, each participant saw 110 items: 60 exper-
imental idioms (10 in each condition) and 50 blending idioms as fillers.
Finally, six practice sentences were created using a different six idioms. These
idioms all occurred in their canonical form. Three were in a figurative context
and three in a literal context. These were the same for all participants.
2.1.2 Procedure
Using E-prime 2.0 standard edition software, each sentence was presented in
random order at the top of the computer screen.The text was presented in a black,
bold, 24-point Courier New font, centered on a white background. Below each
sentence was a visual analogue scale (VAS), which is a continuous graphical
rating scale that allows fine gradations to be measured (Funke & Reips 2012).
Participants were explicitly told that they would be reading sentences contain-
ing English expressions, but that some of the expressions had been modified in
various ways. They were asked to rate the acceptability of the expression, as it
occurred in the sentence, by clicking the mouse anywhere on the provided scale,
which was labelled with “acceptable” on the right and “unacceptable” on the left.
The mouse was repositioned to the centre of the scale on each trial. Participants
were encouraged to use the whole scale before the experiment began, and were
given an opportunity to take a short break halfway through the experiment.
After the participants had completed the rating task, they were asked whether
they knew each idiom. As different speakers are familiar with different subsets
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of idioms, this information allowed us to control, at the level of the individual,
whether they knew the idiom (Cacciari et al. 2005), whilemaximizing the number
of idioms in the study. Each idiom appeared, in its canonical form, in a black, bold,
22-point Courier New font, centered on a white background. Above the idiom
was the question “Do you know this expression?” and belowwere two boxes, one
labelled “yes” and the other labelled “no”. Using the mouse, participants clicked
on the appropriate box to respond. The mouse repositioned itself to the center of
the screen on each trial.
At the end of this second task, participants were presented with a few addi-
tional questions pertaining to their idiom usage (e.g. How often do you use these
expressions?, Do you like using these expressions?). Participants responded to
these questions using the same VAS scale as the rating task, this time labelled
with a thumbs-up image on the right for a positive response and a thumbs-down
image on the left for a negative one. Lastly, participants were asked to rate the
acceptability of seven prescriptively “incorrect” sentences (LQs), shown below,
also using this VAS scale. These sentences attempted to elicit a measure of the
participant’s flexibility with language and non-standard usage.
Language questions (LQs):
1. The only option the school board has is to lay off a large amount of people.
2. Slot machines are thought to be more addicting than table games.
3. The document had to be signed by both Susan and I.
4. While cleaning the kitchen, Sally looked up and saw a spider on the roof.
5. I thought it could’ve went either way.
6. She could care less what he had to say about it.
7. You have to balance your life, irregardless of what anybody thinks.
2.1.3 Participants
Forty-eight undergraduate linguistics students from the University of Alberta
participated in this experiment. All participants were native speakers of English.
There were 37 female and 11 male participants, ranging from 17–43 years of age.
All participants were reimbursed for their time with course credit.
2.2 Results
The results were analyzed with mixed-effects linear regression using the lme4
package (Bates et al. 2015) in R (R Core Team 2012). We focus on two analyses:
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the rating responses and the rating reaction times. Only the 60 experimental
idioms were included in these analyses (i.e. the fillers were not included outside
of the idiom blend condition).
Six predictor variables are discussed below. Condition is a factor indicating
the condition in which the idiom occurred (e.g. canonical form, lexical variation,
idiom blend). Length specifies the number of words within the idiom’s canonical
form. PairedSemantics is a factor specifying whether the two idioms used in
the formal idiom blend have similar or different semantics (e.g. spill the beans
& let the cat out of the bag ‘reveal a secret’ = similar; shoot the breeze ‘have a
casual conversation’ & hold your tongue ‘remain silent’ = different). Meanwhile,
KnowIdiom is a factor indicating the participant’s knowledge of the idiom (i.e.
yes or no). And Trial is the scaled (i.e. standardized) order of presentation of the
stimuli in the experiment. Since the stimuli was presented randomly, this order
will be different for each participant.
meanTransparencyRating is the scaled average rating for the transparency (or
clarity) of the idiom’s meaning as a whole. Since speakers differ in how they in-
terpret the decomposability (i.e. compositionality) of idioms, as evidenced by the
low reliability of the decomposability classification task (Titone&Connine 1994b,
Tabossi, Fanari & Wolf 2008), we were interested in a measure for how clear or
obvious people find the meaning of the idiom as a whole. This measure then,
may provide some indication of how literal or figurative people consider an id-
iom. These ratings were collected in a separate experiment, specifically designed
to elicit ratings of transparency. Those participants saw each idiom, along with
a definition and an example sentence, and were asked to rate the transparency
of the idiom (for further details, see Geeraert 2016). The average rating for each
idiom was included as a separate predictor to determine whether transparency
influences people’s preferences of variation.
2.2.1 Rating responses
The first model examines the rating responses. The fixed effects of this model are
shown in Table 2. This model has three significant interactions with Condition.
The first, between Condition and KnowIdiom, is shown in the top-left panel of
Figure 1. As expected, participants are not sensitive to variation when an idiom
is unfamiliar. But when the idiom is known, there is a clear preference for the
canonical form. Two variants types, integrated concepts and lexical variation,
are rated as more acceptable than the others, with a slight preference for variants
which have an additional concept inserted into the idiom.The remaining variants:
idiom blends, partial forms, and a literal reading of the idiom, are all rated as the
least preferred variants.
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Table 2: Fixed effects for the acceptability rating responses.
Estimate Std. Error t-value ΔAIC
Intercept 88.81 6.54 13.59
Condition=Concept -19.68 7.34 -2.68∗ 187.74
Condition=Blend -37.56 7.36 -5.10∗
Condition=Lexical -22.69 7.36 -3.08∗
Condition=Literal -46.46 7.36 -6.31∗
Condition=Partial -45.25 7.37 -6.14∗
KnowIdiom=No -30.17 3.58 -8.43∗ 30.24
Length -2.02 1.49 -1.35 1.98
meanTransparencyRating 3.82 1.91 2.00 18.30
Trial 1.77 0.69 2.58 4.26
I(KnowIdiom=No|Condition=Concept) 13.66 4.92 2.78∗ 52.10
I(KnowIdiom=No|Condition=Blend) 31.76 4.74 6.71∗
I(KnowIdiom=No|Condition=Lexical) 23.31 4.94 4.71∗
I(KnowIdiom=No|Condition=Literal) 31.26 4.74 6.59∗
I(KnowIdiom=No|Condition=Partial) 22.63 4.85 4.66∗
I(Length|Condition=Concept) 1.09 1.72 0.64 2.63
I(Length|Condition=Blend) 2.52 1.71 1.48
I(Length|Condition=Lexical) 0.52 1.71 0.31
I(Length|Condition=Literal) 4.63 1.71 2.71∗
I(Length|Condition=Partial) 4.11 1.71 2.40
I(meanTransparencyRating|Condition=Concept) 0.72 2.25 0.32 1.32a
I(meanTransparencyRating|Condition=Blend) 2.01 2.22 0.90
I(meanTransparencyRating|Condition=Lexical) 3.59 2.31 1.56
I(meanTransparencyRating|Condition=Literal) 6.35 2.27 2.80∗
I(meanTransparencyRating|Condition=Partial) 0.37 2.31 0.16
∗ = Factors that remain significant after a Bonferroni correction
aAn ANOVA test run during model comparison indicates that the inclusion of this interaction
is significant (p = 0.045).
Length also occurs in a significant interaction with Condition, shown in the
top-centre panel of Figure 1. Participants tend to rate idioms as less acceptable
in their canonical form if they are longer. This pattern holds for most variants as
well: integrated concepts, lexical variation, and formal idiom blends have slopes
which are not significantly different from the canonical form and are therefore
depicted in grey. Literal meanings and partial forms however are rated as more
acceptable if the idiom is longer. Apparently, literal interpretations (which likely
may also characterize partial forms) benefit from the presence of many words.
10
1 “Spilling the bag” on idiomatic variation
Figure 1: Interactions in the mixed-effects linear regression models for
the acceptability rating responses and reaction times. Lines in grey rep-
resent factors levels which are not significantly different.
This might suggest that as expressions become longer, the non-idiomatic reading
becomes stronger and begins to interfere with the idiomatic reading.
The last interaction, between meanTransparencyRating and Condition, is illus-
trated in the top-right panel of Figure 1. Higher ratings of acceptability are given
to idioms judged to be more transparent. For the condition in which the context
enforced a literal reading, the effect of transparency was stronger than for any of
the other idiom variants. This result is not unexpected, given that not all idioms
have a plausible literal meaning (Titone & Connine 1994b).
Trial was significant as a main effect; participants became more accepting
of the stimuli (both variants and the canonical form) the further they advanced
through the experiment. But participants differed in exactly how much more
accepting they became, as evidenced by the by-Subject random slopes for Trial.
These slopes in the random effects structure are in addition to Subject and Idiom
included as random effects.2 Finally, it is interesting to note that the frequency
or syntax of the idiom, as well as whether modifications were made to the verb
or the noun, did not affect the acceptability of idioms or variants.
2The rating response model and the RT model show the same random effects structure.
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We also looked specifically at formal idiom blends, given their error-like status
in the literature (Fay 1982; Cutting & Bock 1997), in order to explore whether any
factors influence their acceptability. Two interactions appear significant, shown
in Table 3: both between the participant’s knowledge of an idiom and the paired
semantics of the two idioms involved in the blend. The bottom-left panel in Fig-
ure 1 shows the interaction with knowledge of the experimental idiom, while the
bottom-centre panel shows the knowledge of the blending idiom. Both interac-
tions indicate that blends are rated as more acceptable when the meanings of the
two idioms differ, and less acceptable when they are similar. Participants signifi-
cantly rate blends with similar semantics with a lower acceptability if one of the
idioms is unknown. A three-way interaction between these variables (i.e. knowl-
edge of both idioms and the semantic similarity of the idioms) is not significant,
suggesting that speakers only need to be unfamiliar with one of the idioms to
regard semantically similar idiom blends as less acceptable. The noticeability of
the unknown idiom likely causes this increase in unacceptability, which is per-
haps not as noticeable for those who are familiar with both blended idioms –
presumably, they are able to access the meaning of the blend easier, as they are
familiar with both idioms from which the parts belong, and therefore are not as
surprised or unimpressed by the blend. Finally, meanTransparencyRating is also
significant in this model – speakers prefer idiom blends that are more transpar-
ent and clearer in meaning.
Table 3: Fixed effects for the acceptability ratings of idiom blends.
Estimate Std. Error t-value ΔAIC
Intercept 63.62 6.06 10.50
meanTransparencyRating 5.21 2.30 2.26 3.00
KnowExpIdiom=Yes -10.58 4.64 -2.28∗ 1.02
KnowBlendingIdiom=Yes -2.13 4.77 -0.45 0.59
Semantics=Similar -21.80 7.43 -2.93∗ 2.00
I(Semantics=Similar|KnowExpIdiom=Yes) 14.87 6.47 2.30∗ 3.23
I(Semantics=Similar|KnowBlendingIdiom=Yes) 14.19 6.50 2.18∗ 2.74
∗ = Factors that remain significant after a Bonferroni correction
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2.2.2 Rating reaction times
We also analyzed the reaction times (RTs) for how quickly the participants re-
sponded to the acceptability rating task. Faster reaction times are associated with
easier judgements of acceptability. The fixed effects for this model are shown in
Table 4. Only one interaction, between KnowIdiom and Condition, is significant
in this model, illustrated in the bottom-right panel in Figure 1.The RTs associated
with each condition are similar for both thosewho know the idiom and thosewho
do not. Significantly longer RTs are observed with integrated concepts, while sig-
nificantly shorter RTs are observed with partial forms. These results may simply
reflect the fact that the integrated concept condition has an additional word in-
serted into the idiom,whereas the partial form condition has aword omitted from
the expression. This RT difference likely corresponds to length of the expression.
The most notable observation is that participants are significantly faster rating
the canonical form of the expression if the idiom is known. If the idiom is un-
known, the RT to rate the canonical form does not differ significantly from the
other variants. These results illustrate that the canonical form has an advantage
if it is familiar, but that variants of the same length as the canonical are rated as
quickly as if one does not know the expression.
Table 4: Fixed effects for the acceptability rating reaction times.
Estimate Std. Error t-value ΔAIC
Intercept 8.51 0.04 226.18
Condition=Concept 0.24 0.02 9.65∗ 93.85
Condition=Blend 0.12 0.02 4.70∗
Condition=Lexical 0.15 0.02 6.22∗
Condition=Literal 0.15 0.02 5.92∗
Condition=Partial 0.06 0.02 2.27
KnowIdiom=No 0.17 0.04 4.40∗ 1.69
Trial -0.08 0.01 -8.16 39.96
I(KnowIdiom=No|Condition=Concept) -0.15 0.05 -2.82∗ 13.10
I(KnowIdiom=No|Condition=Blend) -0.15 0.05 -2.91∗
I(KnowIdiom=No|Condition=Lexical) -0.24 0.05 -4.67∗
I(KnowIdiom=No|Condition=Literal) -0.16 0.05 -3.08∗
I(KnowIdiom=No|Condition=Partial) -0.11 0.05 -2.18
∗ = Factors that remain significant after a Bonferroni correction
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In sum, this experiment explored the acceptability of idiomatic variation, using
several types of variants. The canonical form is the most preferred and partici-
pants are quicker at rating this form, but only when the expression is known.
Modifying an idiom makes it less acceptable, but the decrease in acceptability
varies according to the type of alternation – integrating an additional element
(go through the investment roof ) or replacing a word with a near-synonym (go
through the ceiling) were considered more acceptable variants. We now turn our




This experiment utilized the same materials as the previous experiment.
3.1.2 Procedure
This experiment used the Eye-Link 1000, desk-top mounted video-based eye-
tracking device, manufactured by SR Research.The eye-tracker sampled the pupil
location and size at a rate of 1000Hz, and was calibrated using a 9-point calibra-
tion grid. Calibration occurred at the beginning of the experiment, after the prac-
tice, and again after every 22 sentences, for a total of five blocks. The computer
screen resolution was set to 1920 x 1080 pixels.
The stimuli were presented in two parts. Participants first saw the “context
clause” (e.g., Although these were new stocks,), followed by the “idiom clause” (e.g.
they suddenly went through the roof.) on a separate screen. Each trial began with
a fixation cross presented for 1,000 msec on the left side of a light-grey screen.
Next, they saw the context clause, also on a light-grey background, in a bold,
black, Courier New 30-point font. Every clause was displayed in full and fit on
one line. To exit this screen, participants had to trigger an invisible boundary in
the bottom right corner. A blank, light-grey screen was presented for 1,000 msec
before the fixation cross preceding the idiom clause appeared. The sequence of
screens for the idiom clause was identical to the context clause.
Ten percent of the stimuli were followed by a true/false comprehension ques-
tion, which pertained to the immediately preceding sentence, andwere presented
randomly throughout the experiment. Participants pushed one of two buttons on
a game controller to answer these questions, which were clearly labelled on the
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question screen. The experiment began with a practice session, which consisted
of six practice sentences and three questions. These were the same for all partic-
ipants, although their order varied.
All participants had normal or corrected-to-normal vision. The right eye of
each participant was tracked. Participants sat approximately 85cm from the com-
puter screen, with the camera placed on the desk about 35cm in front of the com-
puter screen.The participants sat in a sound-proof booth, while the experimenter
sat outside the booth, running the experiment. The lights were kept on. The ex-
periment was self-paced and took about 45minutes to complete. Each participant
was given an opportunity for a short break half-way through the experiment.
After the participants had completed the eye-tracking portion, theywere asked
to complete three additional tasks: (1) to indicate their knowledge of each expres-
sion; (2) to answer questions pertaining to their idiom usage; and (3) to rate the
acceptability of the seven prescriptively “incorrect” sentences (LQs). These tasks
were identical to the ones in the acceptability rating experiment.
3.1.3 Participants
Sixty linguistics undergraduate students from the University of Alberta partici-
pated in this experiment. All were native speakers of English, and all were differ-
ent participants than those who participated in the previous study.There were 43
female and 17 male participants, ranging from 17–29 years of age. All participants
were reimbursed for their time with course credit.
3.2 Results
The results were analyzed using mixed-effects linear regression. We focus on the
total fixation duration (i.e. the total amount of time spent fixating on the area
of interest, or AOI) within two AOIs: the idiom as a whole (i.e. the summed
fixations on all wordswithin the idiom) and the alteredwordwithin the idiom (i.e.
the synonymous word in lexical variation, the additional word in the integrated
concept, the semantically vague “replacement” word in partial forms, and the
word from another idiom in the idiom blend). As above, the analyses only include
the 60 experimental idioms.
Ten predictor variables appeared significant in the models. Condition, Know
Idiom, Length, meanTransparencyRating, and Trial are the same variables used
in the previous experiment. Gender is a factor specifying whether the partici-
pant is male or female. PortionAltered is a factor specifying which part of the
idiom (i.e. beginning/verb or ending/noun) was manipulated in the variant. And
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meanVariationRating is a scaled mean measure of acceptability for a particular
idiom with a each type of variation – these averaged ratings were extracted from
the previous experiment and included here to determine if participants’ prefer-
ences influence their ease of comprehension.
Two measures reflecting the semantic contribution of the constituents were
utilized in analyzing these results. meanTransparencyRating (described above)
and LSA.Score.Paraphrase, which is a measure of similarity using latent se-
mantic analysis (LSA), between the words in the idiom and its paraphrase (e.g.,
spill the beans ‘reveal a secret’). This score was obtained from a pairwise com-
parison of two texts (i.e. an idiom and its paraphrase), which compares the local
contexts in order to obtain a value of similarity (Landauer et al. 1998).3 This mea-
sure allows us to control for the idiom’s compositionality. If the exact words in
the idiom have little to do with the expression’s meaning, then the LSA score
will be small (e.g., cut the mustard ‘be acceptable’ = 0.07). But if the words used
share meaning or contribute to the idiom’s meaning, then the LSA score will be
larger (e.g., stop something in its tracks ‘stop something’ = 0.87).
As idioms are MWEs, multiple frequency measures were obtained: the fre-
quency of the idiom, frequencies of the individual words, and all possible com-
binations of adjacent words (e.g. word1 and word2; word2 and word3; word1
and word2 and word3). To avoid collinearity, a principal components analysis
(PCA) was conducted on these frequency measures. Only the first principal com-
ponent (henceforth PC1.logFrequency) is significant. Finally, a second PCA was
conducted on the rating responses for the seven LQs above. Only PC2 (hence-
forth PC2.LQ) was significant. This latent variable may reflect the participant’s
flexibility with language usage.
3.2.1 Idiom as AOI
The first model examines the summed fixation durations on the idiom as a whole.
The fixed effects for this model are shown in Table 5. The first interaction, be-
tween Condition and KnowIdiom, is shown in the left panel of Figure 2.The canon-
ical form, and the majority of variants, show the same general pattern: shorter
fixation durations on known idioms. These variants (except integrated concepts)
are therefore shown in grey, as they do not significantly differ from the canoni-
cal form. Partial forms however show a different pattern. Fixation durations are
relatively similar regardless of whether the participant is familiar with the ex-
3The LSA scores were obtained from the English Lexicon Project (Balota et al. 2007), available
at http://lsa.colorado.edu.
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pression or not; thus a facilitation effect for knowing the idiom is not observed
as it is with the other variants. This particular variant is fixated upon less than
the canonical form, likely due to it being shorter in length (i.e. fewer number of
words). This is in line with longer fixations observed on integrated concepts –
an additional word is integrated into the idiom, making it longer in length and
requiring additional fixations.
Table 5: Fixed effects for the idiom as AOI.
Estimate Std. Error t-value ΔAIC
Intercept 6.71 0.09 75.97
Condition=Concept 0.49 0.10 5.04∗ 130.12
Condition=Blend 0.08 0.10 0.75
Condition=Lexical 0.01 0.10 0.05
Condition=Literal -0.19 0.10 -1.94
Condition=Partial -0.75 0.16 -4.80∗
KnowIdiom=Yes -0.18 0.04 -4.32∗ 34.84
Length 0.11 0.02 6.76 40.19
PortionIdiomAltered=Ending -0.06 0.02 -2.52∗ 3.50
PC2.LQ -0.07 0.03 -2.42 3.60
LSA.Score.Paraphrase 0.24 0.07 3.49 8.21
meanVariationRating -0.06 0.01 -7.23 43.80
Gender=Male -0.17 0.08 -2.17 2.53
TrialScaled -0.04 0.01 -3.78 10.80
I(KnowIdiom=Yes|Condition=Concept) 0.06 0.05 1.16 1.26
I(KnowIdiom=Yes|Condition=Blend) 0.08 0.06 1.42
I(KnowIdiom=Yes|Condition=Lexical) 0.08 0.06 1.52
I(KnowIdiom=Yes|Condition=Literal) 0.03 0.06 0.55
I(KnowIdiom=Yes|Condition=Partial) 0.17 0.06 2.75∗
I(Length|Condition=Concept) -0.05 0.02 -2.62 14.11
I(Length|Condition=Blend) -0.01 0.02 -0.36
I(Length|Condition=Lexical) 0.00 0.02 0.20
I(Length|Condition=Literal) 0.02 0.02 1.04
I(Length|Condition=Partial) 0.08 0.03 2.48
∗ = Factors that remain significant after a Bonferroni correction
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Figure 2: Interactions in the mixed-effects linear regression models for
the summed total fixation duration on the whole idiom and the altered
word as an AOI. Lines in grey represent factor levels which are not
significantly different or slopes which are not significant.
The second interaction, shown in the second panel of Figure 2, is between
Condition and Length. Longer idioms show longer summed fixation durations,
as expected, due to the increased number of words in the idiom. Lexical varia-
tion, formal idiom blends, and the literal meaning of the idiom are not signif-
icantly different from the canonical form (shown in grey). The other two vari-
ants show a pattern that is significantly different from the canonical form. Inte-
grated concepts show a slight inhibitory effect of length, where an additional con-
cept is more difficult to integrate into shorter idioms (i.e. extra time is required).
Whereas partial forms of shorter idioms have even fewer words to fixate upon
and therefore show considerably shorter fixation durations. Thus, durations on
integrated concepts and partial forms are more comparable to the canonical form
when the idiom is longer.4
Interestingly, the literal meaning of the idiom shows shorter fixation durations
than the canonical form, albeit not quite significantly shorter (t = -1.94). The lit-
erality of the expression (Titone & Connine 1994a) may be contributing to this
result. Nevertheless, a general pattern is evident based on these two above inter-
actions with Condition: variants of the same length as the canonical form are
not processed significantly different from this canonical form.
Six main effects are observed in this model. Longer fixation durations are ob-
served on the whole idiom if the beginning (the verb) was altered (i.e. Portion
Altered). This is not dependent on the type of variation; all variants are easier
to process if the change comes later in the idiom. This is a different result than
4PC1.logFrequency was also significant in the idiom as AOI model. However, this variable
is strongly correlated with Length (r = -0.9). This correlation is unsurprising given that
PC1.logFrequency was created using adjacent co-occurrence frequencies. Model comparison
shows that Length is the more significant predictor in this model, producing a considerably
lower AIC value, and therefore was retained at the expense of PC1.logFrequency.
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that of Gibbs and colleagues (Gibbs et al. 1989; Gibbs & Nayak 1989) who found
no difference with similarity ratings in whether the noun or verb was altered.
MeanVariationRating is also significant. Variants which received higher ac-
ceptability ratings are fixated on less long, suggesting preferred variants are
easier to understand and interpret (or perhaps variants easier to interpret are
preferred). Longer fixation durations appear on idioms which have higher LSA
scores for the idiom’s paraphrase (i.e. LSA.Score.Paraphrase).This finding seems
initially surprising, as previous analyses on the comprehension of idioms suggest
that idioms are easier to understand when the individual components contribute
meaning to the whole (Gibbs et al. 1989). However, the LSA scores indicate how
similar the local contexts are between the idiom and its paraphrase (i.e. how in-
terchangable is the idiom and its paraphrase). When the LSA score is high (i.e.
the paraphrase is easily interchangable), looking time increases as the contexts
are not distinctive for the idiom. But if the LSA score is low, then the idiom and
its paraphrase are less interchangable, making the context more distinctive and
the idiom more predictable. Interestingly, meanTransparencyRating is not signif-
icant. The degree to which the idiom is considered obvious in meaning does not
seem to influence the comprehension of idioms or variants.
A main effect is also observed for PC2.LQ, a latent variable representing the
participants’ “flexibility” with language (i.e. the more they consider nonstandard
or erroneous forms acceptable). Shorter fixations are observed on idioms, both
the canonical form and variants, if speakers are more flexible with language. It is
interesting to note that this finding is not restricted to only the variants. Gender
also shows a significant main effect – males tend to fixate less long on the id-
iom than females, although we are not quite sure why. Finally, a main effect of
Trial is also significant; participants fixate less long on the idiom the further into
the experiment they get. But the degree to which each participant is affected by
the order of presentation varies, as evidenced by significant by-Subject random
slopes for Trial.5 By-Item random slopes for Condition with correlation param-
eters are also significant in this model. These slopes indicate that participants’
fixation durations vary depending on which idiom occurred in which condition
– participants found certain idioms easier or more difficult to understand depend-
ing on the condition in which they occurred.
3.2.2 Altered word as AOI
We next investigate the fixation duration on the altered word (i.e. the word in the
idiom that wasmanipulated).The fixed effects for thismodel are shown in Table 6.
5Both idiom as AOI and altered word as AOI models have the same random effects structure.
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Table 6: Fixed effects for the altered word as AOI.
Estimate Std. Error t-value ΔAIC
Intercept 5.70 0.06 98.48
Condition=Concept 0.47 0.06 8.28∗ 58.40
Condition=Blend 0.15 0.06 2.67∗
Condition=Lexical 0.09 0.06 1.54
Condition=Partial 0.30 0.07 4.61∗
PortionIdiomAltered=Ending 0.27 0.06 4.49∗ 17.88
KnowIdiom=Yes -0.04 0.03 -1.29 0.21
PC2.LQ -0.10 0.03 -3.12 2.59
PC1.logFrequency 0.03 0.01 4.70 15.43
meanVariationRating -0.07 0.02 -4.27 14.09
TrialScaled -0.04 0.01 -2.79 5.28
I(PortionIdiomAltered=Ending|Condition=Concept) -0.12 0.08 -1.46 9.81
I(PortionIdiomAltered=Ending|Condition=Blend) -0.09 0.08 -1.17
I(PortionIdiomAltered=Ending|Condition=Lexical) -0.02 0.08 -0.26
I(PortionIdiomAltered=Ending|Condition=Partial) -0.40 0.09 -4.42∗
I(PC2.LQ|KnowIdiom=Yes) 0.06 0.02 2.27∗ 3.09
∗ = Factors that remain significant after a Bonferroni correction
As there is no altered word in the literal condition, this section focuses on the
four idiom variants: lexical variation, partial forms, idiom blends, and integrated
concepts, and how they compare to the canonical form.
The interaction between Condition and PortionAltered is seen in the third
panel of Figure 2. The overall pattern is that longer fixation durations occur at
the end of the idiom, which is also true for the canonical form. Since the idiom
occurs at the end of a sentence, these longer fixations may reflect a sentence
wrap-up effect (Rayner et al. 2000; Hirotani et al. 2006). Nevertheless, the altered
word for most variants shows significantly longer fixations than the canonical
form. This is not true of lexical variation, which is the only variant that does
not have significantly longer fixations than the canonical form (t = 1.54). Thus, a
lexically altered variant is just as easy to process as the canonical form. Partial
forms however, appear considerably different from the canonical form. Longer
fixations are observed on the altered word when the beginning has been altered,
as in use the grapevine. But when the ending is altered (e.g., spilled it), fixations
on the altered word are not significantly different from the canonical form (t =
-1.44). Altering the verb does not always result in significantly longer fixations
(cf. the non-significantly different lexical variant when the beginning is altered),
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however altering the verb to a semantically vague verb (i.e. be, do, used – in order
to make the sentence grammatical) does significantly inhibit processing.
The second interaction, shown in the last panel of Figure 2, is between knowl-
edge of the idiom (i.e. KnowIdiom) and the participant’s flexibility with language
(i.e. PC2.LQ). Flexibility with language only appears facilitative for those who do
not know the idiom, illustrated by the non-significant slope (in grey) for those
who know the expression. Other strategies are apparently relied upon to inter-
pret the idiom when knowledge of it is not available.
Additional main effects are also observed. Fixation durations are longer on the
altered word when the co-occurrence frequencies of the idiom are higher. Thus,
altering part of a more frequent sequence causes greater processing costs. In
addition, participants have shorter fixation durations when the variant is rated
asmore acceptable (i.e. meanVariationRating).Themore the variation strategy is
preferred with a particular idiom, the easier it is to interpret. Finally, the further
the participants get into the experiment (i.e. Trial), the shorter their fixation
durations on the altered word.
We also specifically looked at idioms blends, to determine whether the syntax
or the semantics of the two merged idioms affects the processing of this variant.
Interestingly, neither of these variables were predictive of fixation duration – we
can understand idiom blends regardless of the syntax or the semantics of the two
idioms used in the blend.
Some of these alternations may have been surprising to the participants, re-
sulting in effects that continued beyond the altered word. We therefore ran a
model to explore any spillover effects from the altered word, shown in Table 7.
As the idiom occurred in sentence-final position, spillover effects from an altered
noun (i.e. the end of the idiom) are not able to be determined; thus, this model
only focuses on spillover effects from an altered verb. We examined the fixation
duration on the first content word after the verb when the verb was manipulated
(i.e. the alternation occurred at the beginning of the idiom).
Spillover effects are observed for all variant types (i.e. Condition), but the
longest durations are for integrated concepts and partial forms. Incorporating
an additional word into an idiom results in a processing cost likely due to the
surprisal of this extra word. Integrating this additional information into the id-
iom and context requires extra time. The largest spillover effect is with partial
forms. It appears that the semantically vague words used in these sentences (to
make them grammatical) make these partial forms more difficult to comprehend
and cause considerable spillover effects. It remains to be determined whether
partial forms from more naturalistic language produce this same effect.
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Table 7: Fixed effects for the first content word after the verb.
Estimate Std. Error t-value ΔAIC
Intercept 5.95 0.08 73.41
Condition=Concept 0.27 0.07 3.76∗ 11.6
Condition=Blend 0.17 0.06 2.75∗
Condition=Lexical 0.14 0.05 2.92∗
Condition=Partial 0.30 0.06 4.62∗
PC1.logFrequency 0.04 0.01 3.54 6.38
KnowIdiom=Yes -0.11 0.05 -2.32∗ 3.20
∗ = Factors that remain significant after a Bonferroni correction
The last two effects are PC1.Frequency and KnowIdiom. The higher the co-
occurrence frequencies of the idiom, the longer the fixation duration on the first
content word after the alternation. Modifying a frequent multiword sequence
inhibits processing. However, these spillover effects are reduced if the idiom is
familiar (i.e. KnowIdiom).
4 Discussion
This study employed a multi-methodological approach to investigate the accept-
ability and processing of idiomatic variation. One advantage of using multiple
methods is that they can reveal greater insights, by contrasting converging and
diverging results between the different methods. Converging results can provide
greater confidence that a particular result or predictor variable is robust; whereas
diverging results can uncover differences due to a specific modality or shed light
on findings concerning the larger picture that would otherwise be overlooked or
thought contradictory (Arppe & Järvikivi 2007).The findings between the accept-
ability rating and eye-tracking experiments presented together in this chapter do
in fact show converging and diverging results worthy of discussion.
Interestingly, the findings between the experiments primarily show diverging
results with regard to our two research questions. For example, our first research
question asks how the variants compare with the canonical form, and we see
from the acceptability ratings that the canonical form is rated as more accept-
able than variants or a literal reading, with speakers clearly preferring this form.
However, the processing differences are not nearly as straightforward. Some vari-
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ants are processed differently than the canonical form. The variant showing the
greatest difference from the canonical form is the partial form of the idiom (e.g.,
use the grapevine). This idiom variant is fixated on less than the canonical form,
as expected, largely due to the omission of a word (or words) from the expression.
Yet despite this shorter fixation on the whole idiom, participants fixated signifi-
cantly longer on the “replacement” verbs (i.e. the semantically vague verbs used
to connect the idiom to the sentence) and significant spillover effects were ob-
served on the first content word after these verbs. A similar inhibitory effect was
not observed if the ending was modified (e.g., spilled it). These results are likely
due to the design of the experiment. The tightly controlled stimuli used in this
study made these partial forms unnatural and difficult to interpret. A study in-
vestigating partial forms in naturally occurring language may shed more light
on the degree of difficulty for processing this variant.
Idioms with additional concepts integrated into the expression are also pro-
cessed differently from the canonical form.These variants require additional pro-
cessing time, as anticipated, but this longer reading time is largely attributable
to the extra word in the expression. The longer duration on the whole idiom is
very similar to the altered word AOI, suggesting that this variant experiences
very little processing costs over and above having to read an extra word.
However, modification of an idiom’s form does not always result in a process-
ing disadvantage. Some variants – lexical variation, formal idiom blends, and
a literal reading of the idiom – are not processed significantly slower than the
canonical. Differences between these variants and the canonical form are ob-
served, such as longer fixations on the altered word (at least for idiom blends)
or some spillover effects if the verb was altered, but these differences do not re-
sult in longer reading times for the idiom as a whole. These findings are partly
in line with our predictions. Only idiom blends were predicted to be processed
slower than the canonical form, due to the potential surprisal at or unrecogniz-
ability with this so-called error. But as observed, they do not present difficulties
in comprehension. Thus, intentional or not, altering a word within an idiom to a
synonymous or non-synonymous word does not result in a processing cost.
Our second research question asks how variants compare with each other.
Once again, diverging results between the two methods are evident. Lexical vari-
ation and idiom blends are processed quite similarly, showing comparable fixa-
tion durations, to each other and to the canonical form.The length of the original
idiom is maintained in these variants, possibly explaining these comparable du-
rations. However, they do not share similar acceptabilities. Lexically modified
variants are considered much more acceptable than idiom blends. In fact, idiom
23
Kristina Geeraert, R. Harald Baayen & John Newman
blends are even less preferred when the two idioms used to make the blend share
similar semantics, possibly explaining why blends are often viewed as errors (Fay
1982; Cutting & Bock 1997). Meanwhile, integrated concepts, which add extra in-
formation into the idiom, show longer reading times than the other variants, yet
are the most preferred. This higher acceptability was expected, given their rela-
tively frequent occurrence in corpora (Moon 1998; Schröder 2013), and leaves us
wondering whether semantically productive lexical variants (cf. McGlone et al.
1994) would show higher levels of acceptability (on par with integrated concepts)
compared with the synonymous lexical variants utilized here (following Gibbs
et al. 1989). Finally, partial forms and a literal reading of the idiom are not accept-
able variation strategies, even though they have comparable (or shorter) reading
times to the canonical form.
The findings from these two research questions present twomain observations.
First, variants which add an extra element or are truncated in some way show
longer or shorter reading times, respectively, while modifications that maintain
the same length as the canonical form show comparable reading times to the
canonical form. Second, variants that preserve more of the canonical form (e.g.
integrated concepts, lexical variation) are considered more acceptable, although
preference remains with the canonical form (which likely facilitates the learning
of idioms and leads to faster recognition).
One cautionary note must be made. These aggregated results show patterns
and preferences, but they do not imply that all idioms can be altered using all vari-
ation strategies. Much variability, particularly when it comes to comprehension,
is also observed. Including the mean acceptability for each idiom in each condi-
tion as a control variable in the comprehension models resulted in preferred vari-
ants showing shorter reading times. In other words, the way in which an idiom
is modified can affect how easy it is to understand. Variability is also observed
in the random effects structure of the comprehension models, which have by-
Item random slopes with correlation parameters for Condition, indicating that
specific idioms can be easier or more difficult to process depending with which
condition they occurred. Thus, while variation is possible and general patterns
can be observed, there are also idiom-specific preferences that factor into how
an idiom is altered, understood, and appreciated.
Converging and diverging results are also observed with the predictor vari-
ables in the analyses. Two variables converge between the two methods. Length
is shown to be an important predictor and yet is rarely included in the idiom liter-
ature (cf. Fanari et al. 2010). Longer idioms require additional processing time, as
expected, and there can be some facilitation or inhibitory processing effects de-
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pending on the type of variation encountered. A literal reading gains additional
approval when the idiom is longer (and perhaps also more transparent), while
shorter idioms are even more preferred with the idiomatic reading. Perhaps the
extra words in longer idioms clearly identify the metaphorical links associated
with the idiom, making a literal reading also more interpretable.
The participant’s knowledge of the expression is another important predictor
that converges between the two studies. Participants fixated less on the idiom (i.e.
shorter reading times) and were faster to rate the expression when they knew the
idiom. They also considered the idiom and its variants as more acceptable when
it was familiar. Yet surprisingly, research on idioms tends to include an average
measure of familiarity (cf. Titone & Connine 1994b), as a control for frequency
or as a measure of subjective familiarity. This study demonstrates that a speaker-
specific measure of familiarity is important for idiom research, as it incorporates
speaker-specific experiences into the model.
Not all participant-related variables show converging results. The language
questions (LQs) that were collected to provide a latent measure of the partici-
pant’s flexibility with language only appeared significant in predicting the com-
prehension of idioms, and not their acceptability. Participants who are more flex-
ible (i.e. more accepting of non-standard or erroneous forms) have an easier time
processing idioms and variants. This of course makes sense; these speakers are
not distracted by the specific form used, but focus solely on the message being
conveyed.
Frequency was also not predictive of acceptability. Even highly frequent id-
ioms can be regarded as acceptable when altered. But frequency is predictive
of comprehension. This variable only appeared in the altered word model (due
to the high correlation with length in the idiom model), and revealed that alter-
nations made to frequent idioms result in a processing cost. When a sequence
of words that typically occur together has been modified, additional time is re-
quired to interpret the new sequence, as the advantage it once received due to
its predictability is no longer available. The opposite pattern is observed for the
semantics of formal idiom blends – a significant predictor of acceptability, but
not comprehension. Speakers find blends unacceptable when the merged idioms
share similar semantics, but appear to have no difficulty interpreting them.
A divergence is also seen with the variable PortionAltered (i.e. where in the
idiom the alternation occurred: beginning/verb or ending/noun). This variable is
not predictive of acceptability – participants’ judgements were not affected by
where in the idiom the alternation occurred (i.e. modifications to nouns and verbs
are equally acceptable). However, this variable is predictive of comprehension –
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alternationsmade earlier in the idiom (the verb) result in greater processing costs.
Gibbs et al. (1989) found no difference between modifications made to nouns or
verbs in their similarity rating task, providing further confirmation that a sub-
jective rating of similarity is not measuring comprehension. In addition, these
results may also provide support for a time-dependent nature of idiom process-
ing (Titone & Libben 2014). As one advances through the idiom, the predictability
of the idiom becomes greater and the idiomatic meaning accumulates resulting
in greater priming effects for later words. It seems reasonable then that changes
made later in the expression will be less costly – the meaning is more predictable
even if changes have been made.
Finally, a divergence is also evident between which compositionality measure
was determined to be predictive for each modality. A measure of transparency is
predictive of the acceptability rating responses; speakers prefer idioms that are
transparent and clear in meaning. But an objective measure of contextual similar-
ity is predictive of comprehension. Idioms are faster to process in unique or dis-
tinctive contexts (i.e. lower LSA scores), because they are more predictable. Thus,
evaluative judgements are influenced by the clarity of the expression, whereas
comprehension is affected by the local contexts in which the idiom occurs.
These (largely diverging) results, in regards to the predictor variables, nicely
capture patterns between the two methods. Clarity of the expression and motiva-
tion for the alternation are important for the acceptability of idioms and variants,
whereas the placement of the alternation and the local context (i.e. distinctive-
ness, as well as disruptions to this context) are important for comprehension.
This study has shown that not all variants are processed significantly differ-
ent than the canonical form and that the predictability of idioms is important,
especially during processing. Yet these findings conflict with traditional views
of idioms, which claim that idioms cannot be modified without losing their id-
iomatic meaning, or that idioms are stored and accessed whole along with their
idiomatic meaning, since they do not equal the sum of their parts. These tra-
ditional approaches proposed a dual-route model to account for the processing
of idioms – literal language would be understood incrementally through ordi-
nary linguistic processing and idiomswould be accessed directly alongwith their
meaning (cf. Swinney & Cutler 1979; Cacciari & Tabossi 1988). For instance, they
could be activated by accessing the “idiom key” (Cacciari & Tabossi 1988), which
is the idiomatic configuration indicating that sufficient input has been received.
But how does one receive sufficient input if the form has been altered? One pro-
posal is to store each variant, but this inefficient method of handling variation
would result in a large burden being placed on the mental lexicon (Baayen et al.
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2013). McGlone et al. (1994) proposed that idioms are accessed whole for faster
processing, but that they could be understood through ordinary linguistic pro-
cessing, while variants are understood like literal language (which is why they
are processed slower), using various strategies in order to understand them. But
this study showed that not all variants are processed slower – variants of the
same length as the canonical are processed just as quickly.
This study also shows the importance of predictability in understanding id-
ioms – when the local context is distinctive, idioms are faster to process; when
alternations are made later in the expression, variants are easier to process; when
frequent sequences are altered, variants are slower to process; and even the more
flexible a speaker is with language, the easier idioms are to process. These results
are in line with other aspects of predictability or probability seen elsewhere in
language. Idioms that have a higher cloze probability have an idiomatic mean-
ing that is available earlier (Cacciari & Tabossi 1988; Titone & Connine 1994a).
The combination of words can lead to certain predictions or expectations (Elman
2011): subject-verb combinations lead to predictions about the upcoming object
(e.g. lumberjack cuts primes wood, whereas surgeon cuts primes bone), and the
type of semantic theme can be predicted based on voice (e.g. she arrested primes
crook, but she was arrested primes cop). Speakers have even been shown to make
accurate probabilistic predictions about the type of syntactic choice made by oth-
ers; for example, in the dative alternation: because he brought the pony to my
children vs. because he brought my children the pony (Bresnan 2007).
These predictions would not be possible if language was understood in a truly
compositional way. Some scholars are therefore challenging the traditional view
of the mental lexicon, as a list of dictionary entries, and instead are proposing
probabilistic approaches to language, where words do not possess meaning but
are simply cues to meaning, modulated by context and experience (Elman 2004;
2011; Ramscar & Baayen 2013). These approaches highlight the vast amount of
information speakers have available to them, besides simply the meaning of the
word – speakers are able to draw upon past experience, cultural norms, event and
world knowledge and even the feelings of the speaker to interpret the meaning
being communicated.
In one such framework, Implicit Grammar (Baayen & Ramscar 2015), learning
a language is about learning which cues (i.e. sounds, morphemes, words, con-
texts) are informative, or discriminative, for a particular outcome (i.e. meaning).
Thus, learning occurs when cues successfully predict outcomes, but also when
predictions fail to result in those outcomes. Under this view, idioms and their vari-
ants would be processed similarly to literal language: being a sequence of words
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which are cues to the intended meaning (cf. Geeraert, Newman, et al. 2017). This
is likely why speakers prefer the canonical form – using perfectly good cues for
accessing the intended idiomatic meaning. But altering these cues is still possi-
ble. Integrated concepts still use the canonical form, but with an additional word
inserted into the expression. This extra information takes additional time to inte-
grate, but does not alter the already established cues, making this the most pre-
ferred variant. Whereas lexical variation and idiom blends alter one of the cues
in the idiom, causing relearning in order to discriminate the new cue with the in-
tended meaning, and making these variants less appreciated. This approach may
also explain why idioms can become shorter or truncated over time: certain cues
are better at discriminating the intended meaning, while others become irrele-
vant and are eventually dropped. But before this natural development happens,
omitting (potentially useful) cues is considerably less appreciated.
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Appendix A:
Canonical form for the 60 idioms used in the two studies
beat around the bush bend the rules
burn a hole in your pocket burn your bridges
bury the hatchet chomp at the bit
cut the mustard dragged through the mud
drink someone under the table drive someone up the wall
drown your sorrows face the music
fall by the wayside flip your lid
fly off the handle foot the bill
get the show on the road get under someone’s skin
give up the ghost give up the ship
go against the grain go behind someone’s back
go through the roof go with the flow
grind to a halt hang up your boots
have a card up your sleeve have many irons in the fire
have someone over a barrel have your finger on the pulse
hear something through the grapevine jump on the bandwagon
keep someone on their toes keep your eye on the ball
keep your nose to the grindstone lie through your teeth
line your pockets lose your marbles
nip something in the bud paint yourself into a corner
pick your brain pull someone’s leg
pull the strings pull up your socks
put your foot in your mouth rock the boat
run the gauntlet shake in your boots
shoot the breeze shoot the messenger
skate on thin ice spill the beans
spin your wheels stick to your guns
swallow your pride sweep something under the rug
tear a strip off someone wash your hands of something
wear your heart on your sleeve wrap someone around your finger
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Paraphrases of verbal multiword






In this chapter, we deal with two types of Czech verbal MWEs: light verb construc-
tions and verbal idiomatic constructions. Many verbal MWEs are characterized
by the possibility of being paraphrased by single words. We explore paraphrasabil-
ity of Czech verbal MWEs by single verbs in a semiautomatic experiment using
word embeddings. Further, we propose a lexicographic representation of the ob-
tained paraphrases enriched with morphological, syntactic and semantic informa-
tion. We demonstrate one of its practical application in a machine translation ex-
periment.
1 Introduction
Multiword expressions (MWEs) are widely acknowledged as a serious challenge
for both foreign speakers and many NLP tasks (Sag et al. 2002). Out of various
MWEs, those that involve verbs are of great significance as verbs represent the
syntactic center of a sentence. Baldwin & Kim (2010) distinguish the following
four types of verbal MWEs:
• verb-particle constructions (also referred to as particle verbs, or phrasal
verbs), e.g., catch up, put on, swallow down;
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• prepositional verbs, e.g., come across, refer to;
• light-verb constructions (also referred to as verb-complement pairs, or sup-
port verb constructions), e.g., do a report, give a kiss, make an attempt;
• verb-noun idiomatic constructions (also referred to as VP idioms), e.g., spill
the beans, pull strings, shoot the breeze.
In this chapter, we focus on two particular types of Czech verbal MWEs: light-
verb constructions (LVCs) and idiomatic verbal constructions (IVCs) as they also
represent MWEs in Czech in contrast to the first two types that are primarily
expressed as single prefixed verbs.
We explore the possibility of expressing these two types of MWEs by single
synonymous verbs, which is considered to be one of their prototypical features,
see e.g. Chafe (1968) and Fillmore et al. (1988).Themotivation for this work lies in
the fact that paraphrases greatly assist in a wide range of NLP applications such
as information retrieval (Wallis 1993), machine translation (Madnani &Dorr 2013;
Callison-Burch et al. 2006; Marton et al. 2009) or machine translation evaluation
(Kauchak & Barzilay 2006; Zhou et al. 2006; Barančíková et al. 2014).
The content of this chapter is an extended version of Barančíková&Kettnerová
(2017). In addition, it is further explored with IVCs and linguistic properties of
LVCs and IVCs relevant to the paraphrasing task are discussed in detail. The
new version of the dictionary of paraphrases is larger and it provides a more
elaborated set of morphological, syntactic and semantic features, including in-
formation on aspects and aspectual counterparts of verbs.
This chapter is structured as follows. First, linguistic properties of LVCs and
IVCs are discussed (§2) and related work on their paraphrases is introduced. Sec-
ond, a paraphrasing model is proposed, namely the selection of LVCs and IVCs,
an automatic extraction of candidates for their paraphrases and their manual
evaluation are described in detail (§3). Third, the resulting data and their rep-
resentation in a dictionary of paraphrases are introduced (§4). Finally, in order
to present one of the many practical applications of this dictionary, a random
sample of paraphrases of LVCs is used in a machine translation experiment (§5).
2 Linguistic properties of LVCs and IVCs
Both LVCs and IVCs represent verbal multiword units: they are composed of sep-
arate words that, however, refer to an extralinguistic reality as a whole. Their
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linguistic properties relevant for their paraphrasability by single verbs are intro-
duced below.
2.1 Light-verb constructions
The theoretical research on light-verb constructions is characterized by an enor-
mous diversity in terms and analyses used, see esp. Amberber et al. (2010) and
Alsina et al. (1997). Here, we use the term LVC for a multiword unit within which
the verb – not retaining its full semantic content – provides grammatical func-
tions and to which the main predicative content is contributed by a noun; as
a result, such a multiword unit serves as a single predicative unit, see e.g. Algeo
(1995), Alsina et al. (1997) and Butt (2010).1 In contrast to IVCs, predicative nouns
in LVCs have the same meanings as in nominal structures, meanings of light
verbs are rather impoverished when compared with their full verb counterparts,
see §2.2.
In the Czech language, the central type of LVCs are represented by LVCs in
which predicative nouns are expressed as a direct or indirect object of a light
verb (e.g., dostat strach ‘to get fear’ ⇒ ‘to become afraid’, vzdát úctu ‘to pay
tribute’, and vyvolat pobouření ‘to provoke indignation’ ⇒ ‘to cause uproar’).
The LVCs in which a predicative noun occupies an adverbial of the light verb,
(e.g., dát do pořádku ‘to put in order’, mít pod kontrolou ‘to have under control’,
mít na starosti ‘to have on care’⇒ ‘to be responsible’) are more syntactically and
morphologically fixed than the central type of LVCs (Radimský 2010).
As single predicative units, most LVCs have their single predicative counter-
parts by which they can be paraphrased. A single verb paraphrase can be either
morphologically related, or non-related with the predicative noun representing
the nominal component of the paraphrased LVC. For example, the LVCs dát
polibek and dát pusu ‘give a kiss’ can be both paraphrased by the verb políbit
‘to kiss’, which is morphologically related only with the nominal component of
the first LVC. There is no synonymous verb morphologically related to the nom-
inal component of the second LVC.
In contrast to their single predicative paraphrases, LVCs manifest greater flex-
ibility in their modification, compare e.g. adjectival modifiers of the LVC dát
polibek ‘give a kiss’ and the corresponding adverbial modifiers of its single verb
paraphrase políbit ‘to kiss’: dát vášnivý/něžný/letmý/manželský/májový/smrtící
polibek ‘give a passionate/tender/fleeting/marriage/May/fatal kiss’ vs. vášnivě/
1Besides predicative nouns, adjectives, adverbs and verbs can also serve as predicative elements.
These cases are left aside here.
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něžně/letmo/*manželsky/*májově/*smrtelně políbit ‘to kiss passionately/tender-
ly/fleetingly/*marriagely/*Mayly/?fatally’. Easier modification of LVCs is often
considered a motivation for their use (Brinton & Akimoto 1999).
Another motivation lies in the possibility to structure the expressed event
in a more subtle way than what single verbs allow. For example, in Czech var-
ious combinations of the grammatical aspect of light verbs and the number of
predicative nouns allow for the expression of several meanings that cannot be
expressed with single verbs; these cases require lexical modification, see Table 1.
Finally, in many cases, the selection of different light verbs allows for per-
Table 1: Possible combinations of the grammatical aspect of the light
verbs dátpf, dávatpf ‘to give’ and the number of the noun polibek ‘kiss’
and their paraphrasability by the perfective and imperfective single





sg & pf pf no
Petr dal Janě polibek.
‘Peter gave a kiss to Jane.’
∼ Petr Janu políbil.
‘Peter kissed Jane.’
pl & impf impf no
Petr dával Janě polibky.
‘Peter gave kisses to Jane.’
∼ Petr Janu líbal.
‘Peter was kissing Jane.’
pl & pf pf yes
Petr dal Janě polibky.
‘Peter gave several kisses to Jane.’
∼ Petr Janu několikrát políbil.
‘Peter kissed Jane several times.’
sg & impf impf yes
Petr Janě dával polibek.
‘Peter was giving a kiss to Jane.’
∼ Petr Janu právě líbal.
‘Peter was just kissing Jane.’
aLet us emphasize that the single verb paraphrases of the last two combinations require to be
lexically modified – by the words několikrát ‘several times’ and právě ‘just’, respectively.
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spectivization of the expressed event from the point of view of its different par-
ticipants, see esp. Kettnerová & Lopatková (2015). For example, besides the light
verb dát ‘to give’, the noun polibek ‘kiss’ can select the light verb dostat ‘to get’ as
well. The LVC dát polibek ‘to give a kiss’ promotes a kisser in the subject position
while the LVC dostat polibek ‘to get a kiss’ puts a kissee into this position. Both
these LVCs are paraphrasable by a single verb políbit ‘to kiss’, however, with dif-
ferent values of the grammatical voice: the LVC dát polibek ‘to give a kiss’ can
be paraphrased by the verb políbit ‘to kiss’ in the active voice (e.g., Petr dal Janě
polibek. ‘Peter gave a kiss to Jane.’ ∼ Petr Janu políbil. ‘Peter kissed Jane.’) while
the LVC dostat polibek ‘to get a kiss’ requires the passive voice of the verb políbit
‘to kiss’ (e.g., Jana dostala od Petra polibek. ‘Jane got a kiss from Peter.’ ∼ Jana
byla políbena od Petra. ‘Jane was kissed by Peter’.)
LVCs in NLP. One of the trending topics concerning LVCs in the NLP com-
munity is their automatic identification. In this task, various statistical measures
often combined with information on syntactic and/or semantic properties of
LVCs are employed, see e.g. Bannard (2007) and Fazly et al. (2005).The automatic
detection benefits especially from parallel corpora representing valuable sources
of data in which LVCs can be automatically recognized via word alignment, see
e.g. Chen et al. (2015), de Medeiros Caseli et al. (2010), Sinha (2009), Zarrieß &
Kuhn (2009). However, work on paraphrasing LVCs is still not extensive. For
example, a paraphrasing model has been proposed within the Meaning↔Text
Theory (Žolkovskij & Mel’čuk 1965); its representation of LVCs by means of lex-
ical functions and rules applied in the paraphrasing model are thoroughly de-
scribed in Alonso-Ramos (2007). Further, Fujita et al. (2004) presents a paraphras-
ing model which takes advantage of semantic representation of LVCs by lexical
conceptual structures. As with our method proposed in §3, their model also takes
into account several morphological and syntactic features of LVCs, which have
turned out to be highly relevant for the paraphrasing task.
2.2 Idiomatic Verbal Constructions
Despite their low frequency, IVCs form a substantial part of a lexis, see e.g. Bald-
win & Kim (2010), Sag et al. (2002) and Cowie (2001). Similarly to LVCs, defini-
tions of idioms vary depending on diverse purposes of their description, see e.g.
Healy (1968), Fraser (1970), van der Linden (1992) and Nunberg et al. (1994).
Here, we define an IVC as a verbal multiword unit that exhibits strong lexical
co-occurrence restrictions so that at least one of its parts cannot be used with
39
Petra Barančíková & Václava Kettnerová
the same meaning outside the given multiword unit. The idiomatic meaning of
individual components of IVCs is reflected in the fact that they are only rarely
interchangeable with words of similar meanings. IVCs thus represent highly con-
ventionalized multiword units, see e.g. Everaert et al. (2014), Granger & Meunier
(2008) and Cowie (2001). IVCs can exhibit the following specific properties, see
e.g. Burger et al. (2007), Čermák (2001) and Everaert et al. (2014):
• markedness at the syntactic and/or morphological level: e.g., vzít za své
‘take as one’s own’ ⇒ ‘to be no more’ (syntactically marked as the re-
flexive adjective své does not modify any noun), and nalít někomu čistého
vína ‘to pour someone pure wine’ ⇒ ‘to tell someone the honest truth’
(morphologically marked due to the partitive genitive of the noun víno
‘wine’, which is highly restricted in contemporary Czech);
• figuration: e.g., vstát z mrtvých, ‘raise the dead’ (as it involves a metaphor),
pověsit se někomu na krk ‘to hang around someone’s neck’ (as it involves
a metonymy);
• fixedness at syntactic and/or morphological level: e.g., postavit někoho na
nohy ‘to put someone back on his feet’ (syntactically fixed as it cannot
be transformed into the passive structure), and přijít na jiné myšlenky ‘to
come to different ideas’ ⇒ ‘to find something else to think about’ (mor-
phologically fixed as the noun myšlenka ‘idea’ can have only the plural
form);
• proverbiality: IVCs are typically used for recurrent socially significant sit-
uations, implying often their subjective evaluation (e.g., vidět někomu do
duše ‘to see right through someone’);
• informality: IVCs are typically of informal register (e.g., strčit si něco za
klobouk ‘to put something behind a hat’⇒ ‘to stick it up one’s jumper’).
Some IVCs can be paraphrased by a single word verb, see e.g. the IVC po-
dat někomu pomocnou ruku ‘to give someone helping hand’ and its single verb
paraphrase pomoci ‘to help’. However, many IVCs are paraphrasable rather by
a whole syntactic structure, see e.g. the IVC mít slovo ‘to have a word’⇒ ‘to be
someone’s turn to speak’.
IVCs in NLP. There is considerable work focused on automatic identification
of idioms in the text and their extraction (Cook et al. 2007; Li & Sporleder 2009;
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Muzny & Zettlemoyer 2013; Peng et al. 2015; Katz 2006). However, little atten-
tion has been paid to paraphrases of idioms. Let us introduce two works focused
on paraphrases of idioms. First, Pershina et al. (2015) identifies synonymous id-
ioms based on their dictionary definitions and their occurrences in tweets. Simi-
larly, Liu & Hwa (2016) generate paraphrases of idioms using dictionary entries.
However, there are no lexical resources available for NLP applications providing
information on idioms in Czech.
3 Paraphrase model
In this section, the process of extracting paraphrases is described in detail. First,
we present the selection of LVCs and IVCs (§3.1). For their paraphrasing, we had
initially intended to use some of the existing resources, however, they turned out
to be completely unsatisfactory for our task.
First, we used the ParaPhrase DataBase (PPDB) (Ganitkevitch&Callison-Burch
2014), the largest paraphrase database available for the Czech language. PPDB
was created automatically from large parallel data. Unfortunately, there were
only 54 candidates for single verb paraphrases of LVCs present. A manual anal-
ysis of these candidates showed that only 2 of them were detected correctly, the
rest was noise in PPDB. Similarly for idioms, PPDB contained a correct single
verb paraphrase for only 6 IVCs from our data (i.e. about 1%). As this number is
clearly insufficient, we chose not to use parallel data for paraphrasing.
Therefore, we adopted another approach to the paraphrasing task applying
word2vec (Mikolov et al. 2013), a neural network model. Word2vec is a group of
shallow neural networks generating word embeddings, i.e. representations of
words in a continuous vector space depending on the contexts in which they ap-
pear. In line with the distributional hypothesis (Harris 1954), semantically similar
words are mapped close to each other (measured by the cosine similarity) so we
can expect LVCs and IVCs to have similar vector space distribution to their single
verb paraphrases.
Word2vec computes vectors for single tokens. As both LVCs and IVCs repre-
sent multiword units, their preprocessing was thus necessary: each LVC and IVC
had to be first identified and connected into a single token (§3.2). Particular set-
tings of our model for an automatic extraction of candidates for single verb para-
phrases are described in §3.3.
The advantage of this approach is that onlymonolingual data – generally easily
obtainable in a large amount – is necessary for word embeddings training. The
disadvantage is that not only paraphrases can have similar word embeddings.
41
Petra Barančíková & Václava Kettnerová
Antonyms and words with more specific or even different meaning can appear
in similar contexts as well. Therefore, a manual evaluation of the extracted can-
didates is necessary (§3.4).
3.1 Data selection
3.1.1 LVCs selection
Three different datasets of LVCs – containing together 2,389 unique LVCs2 –
were used in our experiment. As all the datasets were manually created, they
allow us to achieve the desired quality of the resulting data.
The first dataset resulted from the experiment examining the native speak-
ers’ agreement on the interpretation of light verbs (Kettnerová et al. 2013). This
dataset consists of both LVCs inwhich predicative nouns are expressed as a direct
or indirect object by a prepositionless case (e.g. položit otázku ‘put a question’)
and LVCs in which predicative nouns are expressed as an adverbial by a simple
prepositional case (e.g., dát do pořádku ‘put in order’) or by a complex preposi-
tional group (e.g., the verb přejít ‘go’ plus the complex prepositional group ze
smíchu do pláče ‘from laughing to crying’).
The second dataset resulted from a project aiming to enhance the high cov-
erage valency lexicon of Czech verbs VALLEX3 with the information on LVCs
(Kettnerová et al. 2016). In this case, only the predicative nouns expressed as the
direct object by the prepositionless accusative were selected. For identification
of LVCs, the modified test of coreference was applied (Kettnerová & Bejček 2016).
As the frequency and saliency have been taken as the main criteria for their se-
lection, the resulting set represents a valuable source of LVCs for Czech.
The third small dataset is represented by LVCs inwhich the predicative noun is
expressed as an adverbial.These LVCswere obtained from the VALLEX lexicon as
a result of manual analysis of verbal multiword units marked as idioms. As these
multiword units were treated inconsistently in the annotation, including not only
IVCs but sometimes also LVCs with predicative nouns in adverbial positions, the
obtained dataset had to be manually selected.
As in the VALLEX lexicon, information on aspectual counterparts of the given
verbs is available, we have used it to expand these datasets by adding missing
aspectual counterparts. The overall number of LVCs in the datasets is presented
below in Table 2. The union of LVCs from these datasets has been used in the
paraphrase candidates extraction task.
2When counting aspectual counterparts separately, the number increases to 3,509 unique LVCs
3http://ufal.mff.cuni.cz/vallex/3.0/
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3.1.2 IVCs selection
The dataset of IVCs was extracted from the VALLEX lexicon after the manual fil-
tering of LVCswith predicative nouns in adverbial positions, see the third dataset
in §3.1.1. From the obtained IVCs, those IVCs that include the highly polysemous
pronoun to ‘it’ were removed as their automatic identification could be unreliable.
The final set consists of 595 IVCs (counting aspectual counterparts separately 621
IVCs), see the statistics provided in Table 2.
Table 2:The number of LVCs and IVCs, verbs and nominal components
in the three datasets described in §3.1.1, before (first number) and after
(second number) the aspectual counterparts expansion.
Dataset LVCs IVCs Verbs Nominal components
First 726/1,167 0/0 49/84 612
Second 1,640/2,366 0/0 126/131 699
Third 104/106 595/621 310/324 324
Uniona 2,389/3,509 595/621 417/446 1444
aThe numbers do not add up due to a small overlap among the datasets.
3.2 Data preprocessing
We used four large lemmatized and POS-tagged corpora of Czech texts: SYN2000
(Čermák et al. 2000), SYN2005 (Čermák et al. 2005), SYN2010 (Křen et al. 2010)
and CzEng 1.0 (Bojar et al. 2011). These corpora were further extended with the
data from the Czech Press – a large collection of contemporary news texts con-
taining more than 2,000 million lemmatized and POS-tagged tokens. The overall
statistics on all datasets is presented in Table 3.
To generate LVCs and IVCs paraphrases, all the selected LVCs and IVCs (§3.1)
had to be automatically identified in the given corpora. For their identification,
we started with verbs. First, all verbs in the corpora were detected. From these
verbs, only those verbs that represent parts of the selected LVCs and IVCs were
further processed. For each selected verb, each noun phrase in the context ± 4
words from the given verb was identified based on POS tags and extracted in case
the verb and the given noun phrase can combine in some of the selected LVCs
or IVCs.
Further, as word embeddings are generated for single words, each detected
noun phrase was connected with its respective verb into a single word unit. In
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Czeng 1.0 14.83 206.05
Czech Press 57.03 2447.68
Total 90.77 3021.01
caseswhere some verb could combinewithmore than one noun phrase into LVCs
or IVCs, or in cases where a particular noun phrase could be connectedwithmore
than one verb, we followed the principle that every verb should be connected to
at least one noun phrase in order to maximize the number of identified LVCs and
IVCs. For example, if there were two verbs 𝑣1 and 𝑣2 in a sentence and 𝑣1 had a
candidate noun phrase 𝑐1, while 𝑣2 had two candidate noun phrases 𝑐1 and 𝑐2, 𝑣1
was connected with 𝑐1 and 𝑣2 with 𝑐2. In case this principle was not sufficient,
a verb was assigned the closest noun phrase on the basis of word order. When
each noun phrase was connected maximally with one verb and each verb was
connected maximally with one noun phrase, we have joined the noun phrases to
their respective verbs into single word units with the underscore character and
deleted the noun phrases from their original positions in sentences.
Further, to compensate sparsity of LVCs and IVCs in the data, after identifying
a verb from the selected LVCs and IVCs in the data, its aspectual counterpart – if
relevant – has been automatically added. For example, after detecting the imper-
fective verb vcházetimpf ‘enter’ in the data and the prepositional noun phrase do
dějin ‘to history’ in its context, not only the given imperfective verb, but also its
perfective counterpart vejítpf have been connected with the given noun phrase
into the resulting unit vcházet_vejít_do_dějin. We refer to such an artificially con-
structed unit as an abstract unit from now on. The abstract unit vcházet_vejít_-
do_dějin then replaced the verb vcházet in the sentence, while the noun phrase do
dějin was deleted from the sentence. Each LVC and IVC identified in the data is
thus represented by a single abstract unit representing also its relevant aspectual
counterparts.
On this basis, almost 7 million instances of LVC and IVC abstract units were
generated in the corpora, see Table 4. The rank and frequency of the most and
the least common ones are presented in Table 5.
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Table 4: The number of LVCs and IVCs detected in the data. The first
row shows the total number of LVC and IVC abstract units identified
in the data. The second row represents the number of their unique in-
stances. The third row provides the number of those unique units with
higher frequency than 100 occurrences.The last row shows the number
of unique LVCs and IVCswithout aspectual counterparts expansion, i.e.
after splitting the generated abstract units back to a single verb–a sin-
gle noun phrase pairs.
LVCs IVCs
abstract units 6,541,394 374,493
unique abstract units 1,776 211
unique abstract units >
100
1,361 153
unique MWEs 2,954 353
Table 5: The ranking of LVC and IVC abstract units identified in the
data, based on their frequency.
rank type abstract unit frequency
1. LVC mít_problém 211,296‘have a problem’
2. LVC mít_možnost 207,330‘have a possibility’
⋮ ⋮ ⋮ ⋮
29. IVC mít_na_mysli 43,521‘have in mind’
⋮ ⋮ ⋮ ⋮
1986. IVC chytnout_chytat_chytit_za_špatný_konec 1‘get hold of the wrong end of the stick’
1987. LVC přechodit_přecházet_přejít_ze_smíchu_do_pláče 1‘go from laughing to crying’
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3.3 Word2vec model
To the resulting data, we applied gensim, a freely available word2vec implemen-
tation (Řehůřek & Sojka 2010). In particular, we used a model of vector size 500
with continuous bag of word (CBOW) training algorithm and negative sampling.
As it is impossible for the model to learn anything about a rarely seen word,
we set a minimum number of word occurrences to 100 in order to limit the size
of the vocabulary to reasonable words. Even though we increased frequencies
of LVCs and IVCs by the unified representation for their aspectual counterparts,
this limit still filtered more than 300 rarely used LVC and 50 IVC abstract units;
the resulting number is provided in the third row of Table 4.
After training the model, for each of 1,361 LVC and 153 IVC abstract units with
more than 100 occurrences we extracted 30 words with the most similar vectors.
From these 30 words, we selected up to 15 single verbs closest to a given LVC
or IVC abstract unit. These verbs were taken as candidates for single verb para-
phrases of LVCs or IVCs in that abstract unit. On average, there were 7 candidates
for each LVC abstract unit and 10 candidates for each IVC abstract unit.
Before themanual evaluation of the candidates, the abstract units were divided
back to individual IVCs or LVCs and their paraphrase candidates were again
enriched with their aspectual counterparts from the VALLEX lexicon. This way,
annotators could select a paraphrase with a proper aspect for each verbal MWE.
3.4 Annotation process
In this section, the annotation process of the candidates for single verb para-
phrases of LVCs and IVCs is thoroughly described. Let us repeat that word2vec
generates semantically similar words depending on the context in which they ap-
pear. However, not only words having the same meaning can have similar space
representations, but words with an opposite meaning, more specific meaning or
even different meaning can be extracted as they can appear in similar contexts
as well. Manual processing of the extracted single verbs was thus necessary for
evaluating the results of the adopted method.
In the manual evaluation, two annotators were asked to indicate for each in-
stance of the unique paraphrase candidates of an LVC or IVC whether it rep-
resents a single verb paraphrase of the given LVC or IVC, or not. For example,
the single word verbs upřednostňovat and preferovat ‘to prefer’ were indicated as
paraphrases of the LVC dávat přednost ‘to give a preference’. Similarly, for the
IVC prásknout do bot ‘to bang to the shoes’⇒ ‘to take to one’s heels’, the single
verbs utéci ‘to run away’ and zdrhnout ‘to make off’ among others were chosen
as paraphrases.
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Moreover, single verbs antonymous to LVCs or IVCsweremarked aswell since
they can also function as paraphrases in a modified context. For example, for the
LVC vypovídat pravdu ‘to tell the truth’ the antonymous verb lhát ‘to lie’ was
selected as well, as the sentence Nevypovídá pravdu. ‘He is not telling the truth.’
can be paraphrased as Lže. ‘He is lying.’.
Further, when the annotators determined a certain candidate as a single verb
paraphrase of an LVC or IVC, they took into account the following four morpho-
logical, syntactic and semantic aspects.
First, they had to pay special attention to themorphosyntactic expression of ar-
guments. As Czech encodes syntactic relations via morphological forms, changes
in the morphological expression of arguments reflect different perspectives from
which the event denoted by an LVC or IVC on the one hand and its single verb
paraphrase on the other hand is viewed. For example, the single verb potrestat ‘to
punish’ paraphrases the LVC dostat trest ‘to get a punishment’, however, the mor-
phological forms of the punisher and the punishee, two semantic roles evoked by
the given LVC and the single verb, differ. In the LVC dostat trest ‘to get punish-
ment’, the punishee (Petr ‘Peter’) is expressed by the nominative and the punisher
(otec ‘father’) has the form of the prepositional group od+genitive (e.g., Petr𝑛𝑜𝑚
dostal od otce𝑜𝑑+𝑔𝑒𝑛 trest. ‘Peter got punishment from his father.’), while with
its single verb paraphrase potrestat ‘to punish’ the nominative encodes the pun-
isher and the accusative expresses the punishee (e.g., Otec𝑛𝑜𝑚 Petra𝑎𝑐𝑐 potrestal.
‘Father punished Peter.’).
Second, the annotators had to take into account differences between the syn-
tactic structure of a sentence created by an LVC or IVC and by its respective para-
phrase. Particularly, the difference between sentences with a subject and subject-
less sentences had to be indicated. For example, the LVC dojít k oddělení ‘to hap-
pen to the separation’⇒ ‘the separation happens’ is paraphrasable by the single
verb oddělit se ‘to separate’, although the LVC forms a subjectless structure, the
syntactic structure of its single verb paraphrase needs a subject.
Third, in some cases the reflexivemorpheme se/si, marking usually intransitive
verbs, has to be added to a single verb paraphrase so that its meaning corresponds
to a meaning of its respective multiword counterpart. For example, the IVC vejít
do dějin ‘to come into history’ ⇒ ‘to go down in history’ can be paraphrased
by the verb proslavit only on the condition that the reflexive morpheme se is
attached to the verb lemma proslavit se ‘to achieve fame’.
Lastly, some verbs function as paraphrases of particular LVCs or IVCs only if
nouns in these LVCs or IVCs have certain adjectival modifications. These para-
phrases were paired with appropriate adjectives during the annotation. For ex-
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ample, if the LVC provozovat praxi ‘to run a practice’ is to be paraphrased by
the single verb ordinovat ‘to see patients’, the adjective lékařský ‘medical’ has to
modify the noun praxe ‘practice’.
The above given four features are not mutually exclusive – they can combine.
For example, the verb zaměstnat ‘to hire’ is a paraphrase of the LVC nalézt uplat-
nění ‘to find an use’ but both the reflexive morpheme se and the adjectival mod-
ification pracovní ‘working’ are required.
To summarize, for each identified single verb paraphrase v of an LVC or IVC
l, the annotators have chosen from the following options:
• v is a paraphrase of l
e.g., mít zájem ‘to be interested’ and chtít ‘to want’;
• v is an antonym of l (the modification of the context is necessary)
e.g., zaznamenat propad ‘to experience a drop’ and stoupnout ‘to rise’;
• v is a paraphrase of l but changes in the morphosyntactic expression of
arguments are necessary
e.g., dostat nabídku ‘to get an offer’ and nabídnout ‘to offer’;
• v is a paraphrase of l but the change in a sentence structure is required
e.g., dojít k poruše ‘to happen to the failure’ ⇒ ‘the failure happens’ and
porouchat se ‘to breakdown’;
• v is a paraphrase of l but the modification of the verb lemma by the reflex-
ive morpheme se/si is necessary
e.g., nést název ‘bear a name’ and nazývat se ‘to be called’;
• v is a paraphrase of l only if a noun component of l is modified by a par-
ticular adjectival modification
e.g., podat oznámení ‘to make an announcement’ can be paraphrased as
žalovat ‘to sue’ only if the noun oznámení is modified with the adjective
trestní ‘criminal’;
• v is a not a paraphrase of l.
As a result of the annotation, for 1,421 of 2,954 LVCs identified in the data
(48,1%) and for 200 of 353 IVCs (56,6%) at least one single verb paraphrase was
found. The highest number of single verb paraphrases indicated for one multi-
word unit was nine and that was the LVC provést řez ‘to make an incision’ and
the LVC dát do pořádku ‘to put in order’. The total number of the indicated single
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verb paraphrases of LVCs and IVCs was 2,912 and 498, respectively, see Table 6
providing results of the annotation including the frequency of the additional mor-
phological, syntactic and semantic features used in the annotation.
Table 6: The basic statistics on the annotation.
LVC IVC
no constraints 2063 336
+ antonymous 115 47
+ reflexive morpheme 473 85
+ morphosyntactic change 270 38
+ syntactic change 43 0
+ an adjective 30 1
total4 2912 498
4 Dictionary of paraphrases
3,410 single verbs indicated by the annotators as paraphrases or antonyms of
1,421 LVCs and 200 IVCs (§3.4) form the lexical stock of ParaDi 2.0, a dictionary
of single verb paraphrases of Czech multiword units of the selected types.5
The format of ParaDi 2.0 has been designed with respect to both human and
machine readability. The dictionary is thus represented as a plain table in the
TSV format, as it is a flexible and language-independent data format.
Each lexical entry in the dictionary describes an individual LVC or IVC, pro-
viding the following information:
(i) type – the type of the given verbal multiword expression with the follow-
ing three possible values: LVC (indicating an LVC with the predicative
noun in the direct or indirect object position), ILVC (representing an LVC
with the predicative noun in the adverbial position), or IVC;
(ii) verb – a lemma of the verbal component of the given multiword unit;
(iii) reflexive – the reflexive morpheme of the lemma, if relevant;
4The columns do not add up as the features are not mutually exclusive as mentioned earlier.
5ParaDi 2.0 is freely available at the following URL: http://hdl.handle.net/11234/1-2377.
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(iv) aspect – a value of the grammatical aspect of the verb;
(v) aspectual counterpart – the aspectual counterpart of the verb, if relevant;
(vi) noun phrase – the nominal component of the given multiword unit;
(vii) morphology – the morphemic form of the given noun phrase;
(viii) lemmatized noun phrase – a lemma representing the noun phrase;
(ix) synonyms – a list of synonymous single verb paraphrases;
(x) antonyms – a list of antonymous single verbs;
(xi) adj-modification – a list of single verb paraphrases and adjectival modifi-
cations of the nominal component of the LVC or IVC;
(xii) structural_change – a list of single verb paraphrases requiring a change in
their sentence structure;
(xiii) voice_change – a list of single verb paraphrases requiring changes in the
morphosyntactic expression of arguments.
While the information provided in the columns (i)-(viii) concerns multiword
units, the information given in (ix)-(xiii) is relevant for their single verb para-
phrases. A single verb paraphrase can appear in several columns if it is relevant.
For example, the verb paraphrase zalíbit se ‘to find appealing’ of the LVC nalézt
zalíbení ‘to find a delight’⇒ ‘to find appealing’ is present in both columns reflex-
ive and voice_change as it represents the verb paraphrase, which requires both
adding the reflexive morpheme se to the verb lemma and changes in the mor-
phosyntactic expression of its arguments.
5 Machine translation experiment
In this section, we show how the dictionary providing high quality data can be in-
tegrated into an experiment with improving statistical machine translation qual-
ity. If translated separately, multiword expressions often cause errors in machine
translation. For example, IVCs have been reported to negatively affect statistical
machine translation systems which might achieve only half of the BLEU score
(Papineni et al. 2002) on the sentences containing IVCs compared to those that
do not (Salton et al. 2014).
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Figure 1: Example of the annotation interface for the MT experiment.
We took advantage of the ParaDi dictionary in a machine translation experi-
ment in order to verify its benefit for one of the key NLP tasks. We experimented
only with LVCs as we expected quality of LVC translations higher than those of
IVCs due to their weaker lexical markedness and their more common use as their
higher frequencies in the data suggested (see Table 4).
We selected 50 random LVCs from the dictionary. For each of them, we ran-
domly extracted one sentence from our data containing the given LVC. This set
of sentences is referred to as BEFORE. By substituting the LVC for its first para-
phrase, i.e. the closest paraphrase in the vector space, we have created a new
dataset, referred to as AFTER. We have translated both these datasets – BEFORE
and AFTER – to English using two freely available MT systems – Google Trans-
late6 (GT) and Moses.7
We used crowdsourcing for evaluation of the resulting translations. Six anno-
tators were presented randomly a Czech source sentence either from the dataset
BEFORE or from AFTER and their English translations in a randomized order.
The annotation interface is displayed in Figure 1. For each translated sentence,
the annotators had to indicate its quality, allowing for the same ranking of more
than one translated sentences.
We collected almost 300 comparisons. The inter-annotator agreement mea-
sured by Krippendorff’s alpha (Krippendorff 2007), a reliability coefficient devel-




Petra Barančíková & Václava Kettnerová
ate agreement. The results of replacing the selected verbal MWEs by their single
verb paraphrases in machine translation are very promising: annotators clearly
preferred translations of AFTER (i.e. the translations with single verbs) to BE-
FORE (i.e. with LVCs), in 45% of cases for Moses and in 44% of cases for Google
Translate. The results are consistent for both translation systems, see Table 7.
Table 7: Results of the manual evaluation of the MT experiment. The
first column shows the source of the better ranked sentence in the pair-





However, the example in Table 8 illustrates that even minimal change in a
source sentence can substantially change its translations as both the translation
models are phrase-based.8 Based on this fact, we can expect that the evaluation
of the translations was not affected only by differences between translations
of LVCs and their respective single verb paraphrases but by overall low quality of
the translations, which is inevitably reflected in the lower inter-annotator agree-
ment, typical of machine translation evaluation (Bojar et al. 2013). The judges
unanimously agreed that the translations of the AFTER source sentence are bet-
ter than the translations of the BEFORE source sentence. Both systems exhibited
a tendency to translate the LVC dát branku literally word by word, resulting in
incorrect translations of the BEFORE source sentence.
6 Conclusion
We have explored the paraphrasability of Czech light-verb constructions and id-
iomatic verbal constructions. We have shown that their single verb paraphrases
are automatically obtainable from large monolingual data with a manual verifi-
cation in a significantly larger scale than from paraphrase tables generated from
parallel data. Our semiautomatic experiment further revealed that although these
verbal multiword units exhibit different linguistic properties, the possibility to
8The translations were performed on 9th July 2016, i.e. before a massive expansion of neural
translation systems.
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‘Footballers of Budějovice didn’t score again.’
GT BEFORE Footballers Budejovice again not given goal
AFTER Footballers did not score again Budejovice
Moses BEFORE Footballers Budějovice again gave the gate
AFTER Footballers Budějovice score again
paraphrase them is very similar; for about one half of the selected light-verb con-
structions and idiomatic verbal constructions single verb paraphrases have been
detected.
The results of our experiment form the lexical stock of a new version of the
freely available ParaDi dictionary. We have demonstrated one of its possible ap-
plications, namely an experiment with improving machine translation quality.
However, the dictionary can be used inmany other NLP tasks (text simplification,
information retrieval, etc.). We have used largely language independent methods,
a similar dictionary can be thus created for other languages as well.
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In order to attain broad coverage understanding, a system need not only identify
multiword expressions such as verb-particle constructions (VPCs), but must com-
pute their meaning. It is not plausible to hand enumerate all possible combinations,
although WordNet is an admirable start. This chapter focuses on the identification
of senses of particles in VPCs in order to compute the meanings of VPCs – using
information obtained from existing lexical resources such as WordNet, and aug-
menting it with additional knowledge based on linguistic investigation of VPCs
identified in terms of generalizations encoded in the TRIPS ontology.The approach
consists of first determining compositionality of a VPC based on the information
present in WordNet, and then assigning a relevant sense to the particle in a com-
positional VPC based on the sense classes we have identified and encoded in the
TRIPS’ computational lexicon. Contributions of the described work are twofold:
(1) A discussion of senses of particles in VPCs and corresponding generalizations
makes a linguistic contribution. (2)We show how linguistic knowledge can be used
to automatically parse sentences containing VPCs and obtain a semantic represen-
tation of them. An advantage of the described approach is that VPCs not explicitly
found in lexica can be identified and semantically interpreted.
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1 Introduction
To compute deep semantic representations of sentences, we need to pay attention
to the richness of lexical meaning. Multiword expressions (MWEs) constitute a
significant proportion of the lexicon in any natural language (Moreno-Ortiz et
al. 2013). In fact, Jackendoff (1997) estimated the number of MWEs in a speaker’s
lexicon to be of the same order of magnitude as the number of single words.Thus,
it is important to get a good interpretation of MWEs.
This chapter builds on and extends the work reported in Bhatia et al. (2017)
with focus on a specific type ofMWEs, namely verb-particle constructions (VPCs).
VPCs consist of a verb and an adverbial or prepositional particle, e.g., eat up, fade
out, go on, show off, andwalk down.1 Adding every single occurrence of such verb-
particle combinations to a lexicon is not efficient nor ideal since knowledge about
individual parts (verb and particle) can be leveraged for many of these VPCs as
they are interpretable compositionally, e.g., fly up.
Other VPCs that indeed are noncompositional require special interpretation,
and hence need to be added into the lexicon, e.g., bring off ‘achieve a goal’ and
egg on ‘urge someone for an action that might not be a good idea’. Our work on
compositionality of VPCs, described in Bhatia et al. (2017) and developed further
here, helps identify VPCs of each type for a proper treatment.
For an inventory of senses for verbs, many lexical resources, such as WordNet
(Miller 1995; Fellbaum 1998) and the TRIPS lexicon (Allen & Teng 2017), are avail-
able that can be leveraged for interpreting compositional VPC types. In contrast,
there is not much for particles except for a few attempts at the semantics of a
few particles, such as up (Cook & Stevenson 2006) and out (Tyler & Evans 2003).
However, particles seem to add their own semantics in compositional VPCs and
are found to be regular when occurring with verbs in specific verb classes. For
example, the particle up has a DIRECTION sense when it appears in resultative
VPCs with verbs of motion, such as wander/stroll/go/run up (Villavicencio 2006).
In this chapter, we provide a refined set of senses for particles in VPCs originally
presented in Bhatia et al. (2017). We discuss and demonstrate how these senses
are identified in compositional VPCs in order to compute meanings of sentences
containing VPCs.
For computation of meaning, we use a broad coverage deep semantic parser,
TRIPS (Allen et al. 2007), which combines semantic, ontological, and grammati-
1Note that we focus on the particle usage here, not on the prepositional usage, i.e., a verb fol-
lowed by a particle not a prepositional phrase. However, there may be an overlap in lexical
semantic content (i.e., senses) of the homophonous particles and prepositions, see §4.1.
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cal information to produce semantic representations.2 We encode the semantics
of particles mentioned above in the TRIPS ontology.3 The ontology encodes se-
mantic types, the set of word senses and semantic relations that can be used in
logical form (LF) graphs. Word senses are defined based on subcategorization
patterns and selectional restrictions driven by linguistic considerations. The se-
mantic types in the ontology are, to a large extent, compatible with FrameNet
(Johnson & Fillmore 2000). The ontology uses a rich set of semantic features. Un-
like WordNet, our ontology does not attempt to capture all possible word senses,
but rather focuses on the level of abstraction that affects linguistic processing.
This chapter builds on the work described in Bhatia et al. (2017) in the follow-
ingways: Improvements have beenmade in the classification of compositionality
and sense types as well as in the heuristics to automatically identify the types.
The evaluation is made more robust with a larger test data set with full cover-
age of the heuristics. A more thorough analysis has led to the identification of
generalizations regarding sense types.
The chapter is organized as follows: Previous work on VPCs is discussed in
§2. A classification of VPCs based on their compositionality is discussed in §3
with its feasibility using inter-annotator agreement in §3.1. A set of heuristics to
identify different classes of VPCs are presented in §3.2 and their evaluation in
§3.3. In §4, we discuss the semantics of particles in VPCs. An inventory of gen-
eral sense classes for particles used in VPCs is provided in §4.1, which is followed
by a brief discussion of manual sense annotations as well as the use of composi-
tionality heuristics for sense identification. In §5, we present various generaliza-
tions corresponding to the identified sense classes for the particles, and briefly
discuss how a computational lexicon (including a lexicon for particles) is built
for the computation of meaning for VPCs. Through examples, we demonstrate
the general procedure to compute the meaning of sentences involving composi-
tional VPCs and that the linguistic generalizations are reasonably helpful in the
accurate identification of particle senses in VPCs. §6 concludes the chapter.
2For a more detailed overview of the TRIPS system, refer to Allen & Teng (2017) and Allen et al.
(2008).
The TRIPS parser can be accessed at: http://trips.ihmc.us/parser/cgi/parse
3The TRIPS ontology can be accessed at: http://www.cs.rochester.edu/research/cisd/projects/
trips/lexicon/browse-ont-lex-ajax.html
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2 Related work
A lot of computational literature on VPCs focuses on the identification or extrac-
tion of VPCs, or on the compositionality of VPCs, as discussed below. There are
a few articles dealing with different senses of particles, but they usually focus on
only one or two specific particles rather than on a broader coverage of particles.
For example, Niinuma (2014) discusses grammaticalization of the particle away
in English, specifying directional, completive, and continuing or iterative usages
of the particle. Ishizaki (2010; 2012) also studies grammaticalization of the parti-
cle away together with the particle out, presenting a classification of VPCs into
three categories of fully compositional, partially idiomatic, and fully (or highly)
idiomatic.
Vincze et al. (2011) presents the Wiki50 corpus that has 446 VPCs (342 unique
types) annotated. Bannard (2002) makes an attempt to identify different types
of VPCs in terms of compositionality and builds a (decision tree) classifier to
identify the four types. Bannard et al. (2003) also adopt a similar approach for
compositionality. As an annotation experiment, they investigate various VPCs
to see whether the sense is contributed by the verb and/or the particle. They
build four classifiers for automatic semantic analysis of VPCs. Patrick & Fletcher
(2004) also have a similar approach, but they focus on automatic classification
of different types of compositionality. Unlike our work, in all these works, the
focus is on compositionality only, not on the identification of actual senses of the
particles.
Cook & Stevenson (2006) discuss various senses for the particle up in a cog-
nitive grammar framework, annotate a dataset and perform some classification
experiments to identify the senses of up in unseen data. As a linguistic study,
Jackendoff (2002) provides a very nice discussion of various types of VPCs in-
volving particles such as directional particles, aspectual particles, time-AWAY
constructions, and some idiomatic constructions. Our work differs from theirs
in having a broader coverage of particles and/or strong emphasis on ontology
with respect to the sense classes of the particles and how different particle sense
classes relate to verbal ontological classes.
Fraser (1976) mentions semantic properties of verbs affecting patterns of verb-
particle combinations, for instance semantically similar verbs bolt/cement/clam/
glue/paste/nail all can combinewith the particle down and specify the objects that
can be used to joinmaterial. Our approach is based on the similar assumption that
there are generalizations, such as particles with certain sense classes combine
with specific verb classes or ontological classes. Villavicencio (2003) also adopts
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the same approach where she tries to encode the information in terms of lexical
rules and restrictions, etc. However, her focus is on obtaining productive patterns
in VPCs rather than on their interpretation.
Our work also differs from the previous work mentioned above in the follow-
ing respect: We emphasize the building of complete semantic representations of
the sentences, not just the particles’ semantics or just the classification of VPCs.
Similar to our criteria for compositionality, McCarthy et al. (2003), Baldwin et
al. (2003), and Bannard et al. (2003) have looked at distributional similarity as a
measure of compositionality of VPCs. In contrast to the approaches focusing on
statistical classification based on word/syntax features, our approach (both sym-
bolic and statistical) uses information obtained from existing lexical resources,
such as WordNet, for the classification of VPCs. We augment it with additional
knowledge based on the linguistic investigation of VPCs identified in terms of
generalizations, which we encode into an ontology, in order to compute the se-
mantics of the compositional classes.
3 Classification of VPCs
VPCs have often been classified in terms of their compositionality (i.e., whether
all constituents of a VPC, the verb and the particle, contribute their simplexmean-
ings to the overall semantic content of the VPC). The classes fall somewhere be-
tween fully compositional VPCs, e.g., fly up, and fully idiomatic VPCs, e.g., egg
on. For example, see Fraser (1976), Chen (1986), O’Dowd (1998), Dehé (2002), and
Jackendoff (2002).
We also classify VPCs into two types, compositional VPCs and noncomposi-
tional VPCs. The difference between the two classes is that the meaning of a
compositional VPC is the sum of the meanings of its parts (the verb and the
particle) whereas a noncompositional VPC has semantic content which is not
contributed by the individual constituents (i.e., the verb and the particle).
The compositional VPCs can be further classified into three subtypes: symmet-
rically compositional VPCs, light particle compositional VPCs (LP-compositional
VPCs), and light verb compositional VPCs (LV-compositional VPCs), based on
the type of semantic content contributed by each of the constituents. Symmetri-
cally compositional VPCs refer to VPCs in which both constituents, the verb and
the particle, contribute their simplex meanings (their lexical-semantic content).
For example, in Debris flew up and hit the window in the furthest unit, the senses
for the verb fly (e.g., in WordNet, sense fly%2:38:00) as well as the particle up
(e.g., in WordNet, sense up%4:02:00) combine together to provide the meaning
65
Archna Bhatia, Choh Man Teng & James F. Allen
of the VPC fly up.4 We distinguish the other two compositional VPC types from
the symmetrically compositional VPCs only in the aspect that in the other two
types, the particle or the verb have a relatively lighter contribution than the other
constituent which adds its regular lexical-semantic content.5
LP-compositional VPCs involve particles which, instead of contributing a pre-
position like lexical-semantic content, contribute aspectual information to the
VPCs. Verbs contribute most of the lexical-semantic content in such VPCs. For
example, in Susan finished up her paper (Bannard & Baldwin 2003), the verb fin-
ish contributes its regular lexical content (e.g., in WordNet, sense finish%2:30:02).
However, the particle up, instead of contributing its regular lexical-semantic con-
tent, adds aspectual information that the action was completed (i.e., the COM-
PLETELY sense in our sense inventory). See §4.1 for the specific senses of parti-
cles.
LV-compositional VPCs involve light verbs which carry bleached meaning
compared to regular verbs, e.g., CAUSE and BECOME. The particles contribute
their regular lexical-semantic content to the VPCs’s semantics. For example, in
The thief made away with the cash, the particle away contributes its regular
meaning (e.g., WordNet sense away%4:02:00), but the verb make, instead of con-
tributing its regularmeaning (e.g.,WordNet sensemake%2:36:01), adds a bleached
meaning (e.g., cause to be). For details on the procedure to compute meanings of
sentences with compositional VPCs, see §5.
In a noncompositional VPC, the sum of meanings of individual parts (the verb
and the particle) may not completely account for the meaning of the VPC or may
not account for it at all. Let’s consider a few examples. InThey turned away hun-
dreds of fans, the VPC turned away is noncompositional despite the fact that
the individual constituents’ semantic content is reflected in the semantics of the
VPC, since the VPC has additional content (‘refuse entrance or membership’)
besides those contributed by the constituents. This additional content is not in-
ferable from the individual parts and needs to be included in the lexical entry
for the VPC. Another example of a noncompositional VPC is idiomatic usages.
For example, the VPC egged on in John wouldn’t have done the dangerous exper-
iment if his brother hadn’t egged him on involves idiosyncratic content that is
not inferable from the parts and hence needs to be encoded in the lexicon. Some
idiomatic usages may involve certain generalizations which may aid in interpre-
4For this study, we have used WordNet version 3.0. The numbers appearing after the symbol %
in the WordNet senses represent the sense keys in WordNet.
5The term “light particle” is used in analogy with the term “light verb” which is commonly used
in the literature for verbs with bleached content.
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tation of the VPC. For example, two generalizations regarding the interpretation
of the noncompositional VPC take up are (i) it takes the sense ‘starting to do
an activity’ when it appears with activities as direct objects, e.g., She took up
photography/swimming [activities] and (ii) it takes the sense ‘assume a responsi-
bility’ when it appears with positions/responsibilities as direct objects, e.g., She
took up her position [responsibility/position].
For identification of the compositionality type for a given VPC, one may adopt
tests as in Figure 1.
Figure 1: Tests to identify compositionality type
3.1 Human agreement on coarse-grained classification of VPCs
From among all the VPCs for which WordNet has an entry, we automatically
extracted 50 random VPCs such that four particles, namely up, down, out, and
away, were represented in the extracted VPCs. Since a VPC may have both com-
positional and noncompositional usages in different contexts (represented by dif-
ferent word senses or synsets in WordNet), we restricted the assignment of an-
notation label for a specific VPC to only one label by considering a single synset
fromWordNet for annotations. Some of the WordNet synsets do not have an ex-
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ample with the exact VPCs.6 We restricted the automatic extraction of VPCs to
only those VPCs for which WordNet had a synset which included the VPC in its
example. This synset was presented to the annotators together with the VPC to
be annotated and the example usage.
These test VPCs were manually annotated by three annotators for compositio-
nality labels. Fleiss’ kappa score (Fleiss 1971) was used to test inter-annotator re-
liability. The three sets of annotations achieved a score of 0.651, an intermediate-
good score.7 We also created the gold annotations from the three sets of manual
annotations. In cases of disagreement, the three annotators discussed reasons for
their decisions and arrived at a consensus to create the gold annotations for the
VPCs. The distribution of compositional vs. noncompositional VPCs in the auto-
matically extracted 50 test VPCs was 60% vs. 40%. In terms of the specific compo-
sitionality types, the distribution was 30% for symmetrically compositional cases,
30% for LP-compositional, and 40% for noncompositional cases. Note that the 50
randomly extracted test VPCs did not have an instance of an LV-compositional
VPC.
In the manual annotations, there were 37 VPCs out of 50 for which there
was full agreement among all three annotators on the coarse-grained labels for
compositionality type. Since there were only two coarse-grained labels (compo-
sitional and noncompositional), for the rest of the 13 VPCs, there was agreement
between two out of three annotators for the compositionality label. The anno-
tators disagreed more on the compositional cases (76.92% of the disagreements
were on the compositional VPCs) than on the noncompositional ones (23.08%).
In terms of VPCs with certain particles, VPCs with the particle down were
found to be the most challenging for the annotators. For 42.86% of the usages of
VPCs with down (3 out of 7 usages) among the 50 test cases, the annotators did
not agree on the annotation label. On the other hand, VPCs with the particle up
were found to be the least challenging. For only 14.29% of the cases (3 out of 21
usages), the annotators disagreed on the compositionality type. This may be due
to the fact that VPCs with the particle up have a higher frequency than VPCs
with other particles (Villavicencio 2006), such as down, and hence users have
relatively better intuitions about VPCs with the particle up compared to VPCs
with the particle down.
6It may have examples which use related verbs or related VPCs instead, or it may not have an
example at all. For example, the WordNet entry turn_away%2:38:02 for the VPC turn away
does not have any example with the VPC itself.
7NLTK’s agreement package was used to calculate the Fleiss’ kappa score which showed
intermediate-good agreement. Cohen’s kappa score (Cohen 1960) was also calculated using
the same package showing substantial agreement, also with a score of 0.651.
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3.2 Heuristics for compositionality of VPCs
As a first step toward an interpretation of VPCs, we need to determine whether
a given VPC is compositional or not. To perform this task automatically, we em-
ploy a number of heuristics that make use of the rich inventory of hierarchically
organized word senses (i.e., synsets) in WordNet which contains over 100,000
words including 64,188 multiwords. Heuristics 1–6 below are used to identify
compositional VPCs, whereas heuristic 7 indicates non-compositionality.
1. If the verb is among the list of light verbs, and WordNet does not have an
entry for the VPC, it is LV-compositional. For example, the VPCmake away
uses the light verb make and the VPC does not have an entry in WordNet.
2. Given a VPC, if heuristic 1 does not apply and WordNet has an entry for
the verb as well as for the particle, but no entry for the VPC, VPC is com-
positional (LP-compositional or symmetrically compositional). For exam-
ple, fly with the sense key fly%2:38:01 as well as up with the sense key
up%4:02:00 appears in WordNet, but fly up does not appear in any synset
in WordNet.
3. If WordNet has the VPC as well as the verb in the same synset, VPC is LP-
compositional. For example, the VPC sort out (sort_out%2:31:00) and the
verb sort (sort%2:31:00) both appear in the same synset in WordNet.
4. If WordNet has the verb in the VPC as a hypernym for the VPC, VPC
is either symmetrically compositional or LP-compositional. For exam-
ple, compositional VPC push up (push_up%2:38:00) has the verb push
(push%2:38:00) as its direct hypernym.
5. If WordNet has the verb in the definition (in its base or inflected form) of
the synset where the VPC appears, the VPC is either symmetrically com-
positional or LP-compositional. For example, the compositional VPCmove
up (move_up%2:38:00) has the verb move in its definition move upwards.
6. If WordNet has the relevant VPC as well as another VPC with the
verb replaced with another verb in the same synset, the VPC is com-
positional (either symmetrically compositional or LP-compositional or
LV-compositional). For example, the compositional VPCs pull out (pull_-
out%2:35:00) and rip out (rip_out%2:35:00) appear in the same WordNet
synset.
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7. If none of the above heuristics apply, the VPC is noncompositional. For
example, none of the above heuristics apply to the idiomatic VPC catch up
(catch_up%2:38:0).
3.3 An evaluation of the heuristics for compositionality of VPCs
For an evaluation of the heuristics, we used two test sets: (i) Test Set 1: the test set
consisting of the same 50 randomly extracted VPCs that were used to calculate
inter-annotator agreement scores mentioned in §3.1, and (ii) Test Set 2: a test set
consisting of 653 VPCs created using the VPCs on the first page of each of the
four English wiktionary entries with the title “Category: English phrasal verbs
with particle” for particles up, out, down, and away respectively.
A Python implementation of the heuristics was applied to the test VPCs in both
test sets to assign them a compositionality label. Heuristics 1–6 identify compo-
sitional VPCs, whereas heuristic 7 identifies noncompositional VPCs. Note that
together these heuristics have full coverage, i.e., a prediction is made for each of
the VPCs in the test sets. Heuristics 1 and 2 apply to VPCs for which WordNet
does not have an entry. Heuristics 3-6 apply to VPCs for which WordNet has an
entry. Heuristic 7 applies when none of the heuristics 1-6 apply.
Since Test Set 1 consisted of VPCs that were randomly extracted from Word-
Net, only heuristics 3–7 could be evaluated on Test Set 1. Heuristics 1 and 2 could
not be evaluated using this test set since these two heuristics apply to VPCs that
are not included in WordNet. In order to test heuristics 1 and 2, we used Test Set
2 which has VPCs that may or may not be included in WordNet.
Test Set 1 has manually created gold annotations. Hence, the labels assigned
by the heuristics were tested against them for the VPCs in Test Set 1. For Test Set
2, on the other hand, we examined the heuristics-assigned labels corresponding
to heuristics 1 and 2 manually.
An evaluation of the heuristics on Test Set 1 is presented in Table 1. Heuristics
3, 4, and 5 (used to identify compositional VPCs) performed perfectly in iden-
tifying compositionality of VPCs whereas heuristic 6 (also intended to identify
compositional VPCs) did not have as high precision. Two out of the three cases
where heuristic 6 made an incorrect prediction, however, involved noncompo-
sitional VPCs for which the individual constituents’ meaning was also reflected
in the semantics of the VPCs even though they also had additional content that
was not inferable based on the constituents alone. The fact that the constituents’
semantics was reflected in the VPCs’ semantics was what heuristic 6 had cap-
tured. Heuristic 7 (the only heuristic used to identify noncompositional VPCs)
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also had a lower but better than chance performance in comparison to the other
heuristics.
Table 1: Evaluation of heuristics 3–7 using Test Set 1 (50 test cases)a









Overall (heuristics 3–7) 70 100
aWe define precision as Cn/Tn and coverage as Tn/N, where N is the corpus size, Tn is the
sample size that heuristic n is applicable to, and Cn is the number of correct assignments it
makes.
Overall, heuristics 3–7 had a precision of 70% in assigning a label (compo-
sitional or noncompositional) to a VPC. Whenever multiple heuristics applied
to a VPC (14% of the test cases), they were always correct in their prediction.
This suggests that presence of multiple characteristics of compositionality (rep-
resented by the heuristics) may be a reliable indicator of compositionality. In 86%
of the cases, a single heuristic identified the VPC as representative of its own
category (compositional or noncompositional). Regarding the relatively lower
performance of heuristic 7, since noncompositonal VPCs carry additional infor-
mation not contributed by individual constituents (common sense knowledge or
idiosyncratic information), it may not be observable and hence is not captured
using a heuristic as easily or directly.
More investigation is required into heuristics 6 and 7 to see how they can be
modified to make them better usable for identification of the compositionality
type of a VPC. For example, a future step may be to examine if certain general-
izations exist in terms of verb types and particle types that can help us further
determine when the cases identified by these heuristics are compositional or non-
compositional.
As a result of the examination of the heuristics’ output, we noticed a few more
indicators which could also be incorporated into the heuristics to improve their
performance in the future. For example, if the word completely or thoroughly
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appears in the definition of a synset of a VPC, the particle in the VPC may carry
the aspectual sense COMPLETELY. Hence, it could be labelled as a compositional
VPC (specifically, as an LP-compositional VPC).
As mentioned above, for an evaluation of the heuristics 1 and 2, we used Test
Set 2 that consisted of 653 VPCs, a subset of the VPCs mentioned in the English
wiktionary. The Python implementation of the heuristics mentioned above was
used to assign compositionality labels to the VPCs in Test Set 2. Out of the 653
VPCs, heuristic 1 applied to only 2 VPCs (0.3% of the test items) and heuristic 2
applied to 280 VPCs (42.88% of the test items). Heuristic 7 applied to 9 other VPCs
that did not have a WordNet entry. Overall, 44.56% of the test cases did not have
an entry in WordNet. Heuristic 2 covered 96.22% of these cases with reasonable
precision (80%, evaluated on 15 randomly selected test VPCs to which heuristic
2 applied).
Next, we move on to the semantics of particles in VPCs. We will focus mostly
on the compositional VPCs for the rest of this chapter.
4 Semantics of particles in VPCs
Asmentioned in §3, particles contribute to the overall semantics of compositional
VPCs. In order to study the contribution of particles in VPCs, in our prior work
(Bhatia et al. 2017), we conducted an investigation of VPCs consisting of verbs in
the ontology class ONT::EVENT-OF-CAUSATION in the TRIPS ontology. This
class consisted of 1383 words with verb senses (and a total of 1784 verb senses of
thosewords). Our investigation consisted of combinations of these verbswith the
following particles (wherever the combinations appeared as VPCs): across, away,
by, down, in, into, off, on, out, over, through, and up.8 We searched for examples
for each of the combinations using Google and manually went through each of
the examples to check for a number of properties. For example, we checked if
any of the verb or the particle contributed to the overall meaning of the VPC.
We identified the senses particles had in the VPCs if any. We checked: (i) if the
particle could be taken out without a major change in the meaning, (ii) if the
particle expressed RESULT or could be replaced with a RESULT-Prepositional
Phrase,9 (iii) if a corresponding VPC consisting of the particle with the opposite
8While we do find prepositional phrasal verb constructions with into, we did not find any VPCs
involving intransitive usages of into.
9RESULT is one of the argument roles identified in the TRIPS ontology. The argument roles
signal different argument positions for predicates as well as have their own inferential import,
some other examples are AGENT, AFFECTED, MANNER, LOCATION, and FIGURE.
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polarity was also possible (e.g., take in vs. take out), (iv) if specific argument
types (e.g., MANNER, RESULT, LOCATION, AFFECTED) were instantiated in
the sentence, etc. In the rest of this section, we present the sense classes particles
in compositional VPCs tend to fall into.
4.1 Sense classes for particles in VPCs
While particles may encode subtle nuances of meanings in each of their oc-
currences in (compositional) VPCs, they may also display some general senses
across many VPCs. WordNet attempts to capture the nuances by storing each of
the VPCs as a separate lexical item. However, this approach results in having as
many sense categories as there are VPCs and we lose information about the com-
mon contributions made by the particles in VPC semantics which can be useful
while producing semantic representation of sentences with new VPCs not stored
in WordNet or another lexical resource. Hence, we focus on the general senses
particles display across compositional VPCs.
We identified two general sense classes for the particles in compositional VPCs,
namely DIRECTION and ASPECTUAL. The DIRECTION sense class has a num-
ber of subclasses, each instantiated by a specific directional particle, such as away,
down, in, off, on, out, and up denoting a specific direction sense. For example, the
directional particle away instantiates the subclass DIRECTION-AWAY in I took
one last look at the house and walked away. Similarly, the particle out in My
mom never threw it out and the particle up in The magic ketchup should sink
when you squeeze the bottle and float up when you release it instantiate sub-
classes DIRECTION-OUT and DIRECTION-UP respectively. The DIRECTION
sense class particles assume the RESULT role in relation to the verb. For example,
in the DIRECTION-AWAY example, the particle away denotes the RESULT of a
walking event in terms of the direction the AFFECTED entity is walking to.
The ASPECTUAL sense class has two subclasses, namely COMPLETELY and
CONTINUING, where the particle modifies the verb by providing aspectual in-
formation. In terms of the TRIPS semantic roles, the aspectual sense particles
assume the MANNER role in relation to the verb. The COMPLETELY sense is
used to express that the activity denoted by the verb is performed to the full
extent or with thoroughness. Particles with COMPLETELY sense may also em-
phasize the telicity of an action. For example, the particle out in He sorted out
every scrap of manuscript, every map, and the native letters emphasizes that each
of the items mentioned were thoroughly and completely sorted. Particles up, out,
and down are used more often than other particles to convey this aspectual sense.
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TheCONTINUING sense is used to emphasize the durative nature of the event
denoted by the verb. For example, in Day after day she worked away… the parti-
cle away conveys that the activity continued for a duration. The particles in this
class may also convey an iterative sense when they are used with semelfactive
verbs, e.g., note the use of the particle away in Start your explorations here, click
away all you want. Usually particles away and on are used to convey this sense
in VPCs.
These sense classes correspond to the VPC classes based on their composi-
tionality types mentioned in §3. For example, the DIRECTION sense class is
generally instantiated by the symmetrically compositional or LV-compositional
VPCs. The ASPECTUAL sense class, on the other hand, is instantiated by the LP-
compositional VPCs. Besides these two sense classes, there are a few other senses
that particles may express in VPCs corresponding to the symmetrically com-
positional and LV-compositional VPCs. For example, the senses IN-WORKING-
ORDER-VAL and NOT-IN-WORKING-ORDER-VAL mentioned in Table 2 and
Table 4 are expressed by particles in LV-compositional VPCs. These senses are
usually conveyed by the particles up, down, and out. Similarly, the sense DIS-
APPEARANCE, conveyed by the particle away, may be taken to correspond to
the particle in symmetrically compositional VPCs. Table 2 contains information
about each of these senses and corresponding sense classes for the particles up,
down, away, and out. Table 3 and Table 4 present generalizations corresponding
to these senses and sense classes.
We did not get very high agreement on human annotations for the sense labels
for the particles in VPCs from Test Set 1.The three annotators had full agreement
in 20 cases (40% of the cases). 75% of these 20 cases had DIRECTION sense, 20%
had COMPLETELY, and 5% IDIOMATIC. The disagreement cases involved labels
such as DIRECTION vs. COMPLETELY, DIRECTION vs. IDIOMATIC, or COM-
PLETELY vs. IDIOMATIC. For a more reliable identification of senses for the
particles in VPCs, one may adopt tests as in Figure 2.
We also explored the use of compositionality heuristics to determine the senses
of particles in VPCs, the general sense labels being (DIRECTION, ASPECTUAL,
and IDIOMATIC). For example, if heuristic 3 applied to a VPC, the particle was
assumed to have an ASPECTUAL sense. If heuristic 7 applied, the VPCwas taken
to be noncompositional and hence with an IDIOMATIC sense. In 30% of the cases,
a correct sense label was assigned unambiguously. In another 32% of the cases,
multiple sense labels were identified and one of them was correct. In the rest of
the 19 cases where the sense label based on the application of specific heuristics
was incorrect, the DIRECTION sense was the most misclassified sense (57.89%),
followed by the COMPLETELY sense (31.58%), followed by the IDIOMATIC sense
(10.53%).
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Table 2: Sense classes for particles up, down, away, and out in compo-
sitional VPCs.
Sense class
Sense type Particle Example
DIRECTION:
DIRECTION-UP up He took the carpet up.
DIRECTION-DOWN down He skied down.
DIRECTION-AWAY away He ran away.
DIRECTION-OUT out He cried out.
ASPECTUAL:
COMPLETELY up Clean up the room!
down London nightclub closed down over fights with
knives and bottles.
out He sorted out every scrap of manuscript, every
map, and the native letters.
ASPECTUAL:
CONTINUING away Night and day they hammered away, coming on
like great waves.
He scrubbed away at the floor.
IN-WORKING-ORDER-VAL up Bring the browser up!
NOT-IN-WORKING- down The computer went down again.
ORDER-VAL out The national electric grid went out.
DISAPPEARANCE away The echo died away.
The music faded away.
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Table 3: Generalizations about sense classes DIRECTION and ASPEC-









Particle relative to some scale/domain
PP alternative is possible for the particles up, down, and out.
The particle away can take a PP-location as its GROUND
argument.
The senses tend to appear with motion and movement-related
verbs in the TRIPS ontology.
Cases pass two tests: (1) Is there a change in physical location/on a
scale? (2) Does the entity exist anywhere?
DIRECTION-UP is also possible with verbs in the TRIPS ontology
classes apply-force and acquire.
DIRECTION-DOWN is also possible with verbs in the TRIPS
ontology classes hitting.
DIRECTION-AWAY is also possible with event-of-change verbs
where grammatical resultative construction is used.
DIRECTION-OUT is also possible with verbs of vocalization (and
the verbs in the TRIPS ontology classes locution and manner-say)
and some perception verbs.
ASPECTUAL: verb trajectory = -
COMPLETELY PP alternative not possible
Default sense with the event-of-change verbs in the TRIPS
ontology
COMPLETELY for the particle up is also possible with verbs in the
TRIPS ontology classes protecting, joining, acquire-by-action, herd,
and arrange-text.
COMPLETELY for the particle down is also possible with verbs in
the TRIPS ontology classes change, consume, protecting, put, and
pursue.
COMPLETELY for the particle out is also possible with verbs in the
TRIPS ontology classes evoke-tiredness, arranging, and put.
ASPECTUAL: verb trajectory = -
CONTINUING Usually with atelic verbs that have extended duration
Iterative usage with semelfactive verbs
PP alternative is not possible, i.e., particle cannot take NP object,
but can take PP object in conative constructions.
CONTINUING is also possible with verbs in the TRIPS ontology
class event-of-action.
76
3 Identifying senses of particles in verb-particle constructions
Table 4: Generalizations about senses IN-WORKING-ORDER-VAL,
NOT-IN-WORKING-ORDER-VAL, and DISAPPEARANCE for parti-
cles in compositional VPCs. Note that NP* refers to the object argu-
ment of a transitive verb, e.g., the carpet in he took the carpet up, or the




IN-WORKING-ORDER-VAL NP* is phys-obj
object-function = provides-service-up-down
i.e., the entity is a device with some functionality.
PP alternative not possible
The verbs tend to be light/causal verbs.
NOT-IN-WORKING-ORDER-VAL NP* is phys-obj
object-function = provides-service-up-down
i.e., the entity is a device with some functionality.
PP alternative not possible
NOT-IN-WORKING-ORDER-VAL is also possible for
the particle down with verbs in the TRIPS ontology
class event-of-undergoing-action.
The verbs tend to be light/causal verbs.
DISAPPEARANCE verb trajectory = -
Usually with verbs of disappearance
PP alternative not possible
Cases fail two tests: (1) Is there a change in physical
location/on a scale? (2) Does the entity exist anywhere?
DISAPPEARANCE is also possible with verbs in the
TRIPS ontology classes event-of-undergoing-action
and change.
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Figure 2: Tests to identify particle senses
5 Computing semantics of sentences with VPCs
For the task of interpreting sentences with VPCs, we first need to determine
if the VPC is compositional or not. We use the heuristics mentioned in §3.2 to
determine the compositionality of a VPC. For the compositional cases, we get
the senses for the verb and the particle from the TRIPS ontology and/or Word-
Net. The senses for the particles as well as relevant linguistic generalizations
to identify these senses are encoded in the TRIPS lexicon and ontology. In this
section, we briefly discuss some of the generalizations encoded in the ontology
and demonstrate the process of computing the semantics of sentences containing
compositional VPCs using three example sentences involving VPCs with differ-
ent senses for the particle up: She cleaned up her room, She pushed the ball up, and
The network came up. The logical forms (LFs) produced for these sentences using
the TRIPS parser, a broad coverage deep semantic parser driven by the TRIPS
ontology, are presented in Figure 3 to Figure 5.
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Figure 3: LF for the sentence: She pushed the ball up.
Figure 4: LF for the sentence: She cleaned up her room.
Figure 5: LF for the sentence: The network came up.
Particles in compositional VPCs can express the senses mentioned in Tables
2–4, and in Figure 2. This information is encoded in the TRIPS ontology by
adding the ontology types corresponding to these senses in the particle’s lexi-
con. For example, the lexical entry for the particle up lists sense ontology types
ONT::DIRECTION-UP, ONT::COMPLETELY, and ONT::IN-WORKING-ORDER-
VAL, used in Figure 3 to Figure 5 respectively, among other possible senses.10
10For a better idea of what information the lexical entries and semantic/ontology classes carry in
the TRIPS lexicon and ontology, see http://www.cs.rochester.edu/research/cisd/projects/trips/
lexicon/browse-ont-lex-ajax.html.
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WordNet sense keys corresponding to the particle may be added in the ontol-
ogy entries for these sense ontology types. For example, WordNet sense keys
up%4:02:00 and up%4:02:05 are added in the entry for the sense ontology type
ONT::DIRECTION-UP.
The senses that particles express in a VPC may depend on the verb type they
combine with in the VPC. That is, a particle may convey the same sense when
it appears with any of the verbs in a specific verb ontology class.11 For example,
particles tend to get DIRECTION sense with verbs of motion and CONTINUING
sense with atelic verbs that have extended durations (e.g., activity type verbs).
With verb ontology types corresponding to continuous-change verbs (which ap-
pear under change verbs in the TRIPS ontology), particles tend to get the COM-
PLETELY sense. Specific verb ontology classes are also identified for specific
particles, e.g., particle down exhibits COMPLETELY sense with the verbs in the
TRIPS ontology class ONT::PURSUE, as can be seen inThe internet tracked down
this guy’s stolen car (…) and A motorist chased down, slapped, and threatened a
boy (…).
In addition, we observed an interesting fact that the particles up and out seem
to be in complementary distributionwith respect to various verb ontology classes
for the COMPLETELY sense. That is, for the COMPLETELY sense, either up or
out is used, but not both with verbs from a specific verb ontology class.12 For
example, with the verb ontology class ONT::ACQUIRE, up is used with COM-
PLETELY sense, out cannot be used with the verbs in this ontology class with
the same sense. Note the COMPLETELY sense in the VPC acquire up in Techstars
has acquired up Global, but we do not observe a VPC acquire out with the same
sense. Similarly, with the verb ontology class ONT::EVOKE-TIREDNESS, out is
used with the COMPLETELY sense, but up cannot be used. Note that we can say,
Someone’s a bit tuckered out, but not tuckered up.
Similarly there are generalizations observed for specific senses of particles cor-
responding to the semantic relation labels. For example, the verb takes a parti-
cle with an ASPECTUAL sense as its MANNER argument and the ASPECTUAL
sense particle takes the verb as a FIGURE, as is observed in the LF in Figure 4.
For the DIRECTION sense class particles, the verb assigns a RESULT argument
11We find that different verb ontology types that were distinguished for other reasons in the
TRIPS ontology (Allen et al. 2007) also line up with the particle distinctions.
12This observation about the complementary distribution of usage between up and out may not
be accidental. The Law of Differentiation (Paul 1890; Bréal 1900), and the Avoid Synonymy
principle (Kiparsky 1983; Clark 1987) have been proposed in the lexico-semantic sphere which
suggest that languages prefer not to have a given semantic slot be filled by two distinct lexical
items.
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role instead of a MANNER role to the particle, as illustrated in Figure 3. The par-
ticle, on the other hand, assigns the FIGURE role to the AFFECTED entity as
in Figure 3. For the IN-WORKING-ORDER-VAL sense, the particle takes the AF-
FECTED or NEUTRAL entity as its FIGURE argument as is illustrated in Figure 5.
Thus, we see that different semantic relations may be involved in sentences with
different senses for the particles.
In order to get the correct semantic relations in different cases, we encode this
information in the ontology.The sense ontology type ONT::COMPLETELY, used
in Figure 4, for example, specifies for its FIGURE argument all the verb ontology
types with which a particle gets this sense. This information is presented in the
Generalizations column in Table 3. Note that under ONT::COMPLETELY, we list
all the verb ontology types with which we get the COMPLETELY sense irrespec-
tive of the specific particles used.13 Hence, ONT::COMPLETELY would specify
for its FIGURE argument the ontology types ONT::PURSUE, ONT::ACQUIRE as
well as ONT::EVOKE-TIREDNESS, for example.
Each of the verb ontology types mentioned above specifies which particles
can take a specific semantic relation label. For example, the verb ontology type
ONT::PURSUE would specify for its MANNER argument particle down, verb on-
tology type ONT::ACQUIRE would specify particle up, and verb ontology type
ONT:EVOKE-TIREDNESS would specify particle out.
For the DIRECTION senses, the particle could be replaced with a RESULT-Pre-
positional Phrase (RESULT-PP) in the sentence. For example, the particle off in
The officer got off when he spotted an illegally parked car can be replaced with a
RESULT-PP off his motorcycle as in The officer got off his motorcycle when he
spotted an illegally parked car.
Depending on the compliance or violations of constraints such as the ones
described above, the parser assigns scores for various parse options involving
various senses of the particle in a VPC. The parse with the highest score is se-
lected as the semantic representation of the sentence involving the VPC.
In She cleaned up her room (Figure 4), the verb clean (ONT::CLEAN which ap-
pears under ONT::CHANGE-STATE in the ontology) is not among the list of rel-
evant verb ontology types with which a DIRECTION-UP sense is licensed for the
particle up. Additionally, a restriction on the verb argument for the DIRECTION-
UP sense is that the argument have a semantic feature [+moveable] which is
also violated in the given sentence, since the room is generally not a moveable
entity. Hence, the parser assigns a low score to the parse which involves the
13Note that since the ontology is hierarchical, there is no need to list all the children ontology
types as well if the parent ontology types are included.
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DIRECTION-UP sense for the particle up in this sentence. The verb push, how-
ever, in the sentence in Figure 3, is a movement-related verb and the affected
entity ball is a moveable object. Hence, the parser assigns a higher score to the
parse that involves the DIRECTION-UP sense for the particle up in this sentence.
The IN-WORKING-ORDER-VAL sense requires restrictions on the verbs that
they take cognitive entities, devices or processes as their AFFECTED arguments
which provide service, i.e., they have some functionality associated with them.
The AFFECTED argument for the verb clean, namely the room, in Figure 4 does
not satisfy this restriction. Similarly,The AFFECTED argument for the verb push,
namely the ball, in Figure 3 does not satisfy this restriction. Hence, the parser
assigns a low score for the parses involving an IN-WORKING-ORDER-VAL sense
for the particle up in the two sentences. On the other hand, the entityThe network
in the sentence in Figure 5 satisfies the restriction and hence the sentence in
Figure 5 gets a higher score for the parse that contains IN-WORKING-ORDER-
VAL sense for the particle up.
The constraints for the COMPLETELY sense of the particle up are satisfied for
the sentence in Figure 4. The verb clean is among the set of verbs in the ontology
type (ONT::CHANGE-STATE) with which the relevant particle has been identi-
fied in the ontology to get this sense. Hence, the parser assigns a higher score to
the parse for the sentence with the COMPLETELY sense for the particle up. The
other two sentences get a lower score for a parse with the COMPLETELY sense
for the particle up.
Thus, as mentioned above, the parse with the highest score is selected as a
semantic representation for each of the sentences involving the VPC. Hence, the
sentence in Figure 3 has the DIRECTION-UP sense for the particle up, the sen-
tence in Figure 4 has the COMPLETELY sense, and the sentence in Figure 5 has
the IN-WORKING-ORDER-VAL sense for the particle up.
6 Conclusion
Identification of MWEs, such as verb-particle constructions, as well as the com-
putation of their meaning is necessary for a broad coverage understanding. It is
not plausible to hand enumerate all the possible combinations, although Word-
Net is an admirable start. We have described an approach where the meaning
of a wide range of VPCs is computed compositionally, with the advantage that
VPCs not explicitly found in the lexicon can be both identified and semanti-
cally interpreted. To accomplish this, we identified the core senses of particles
that have broad application across verb classes. This information is used while
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building computational lexica. We encoded the generalizations corresponding
to various senses of particles in the TRIPS ontology and used them to iden-
tify these senses. We found that the generalizations corresponding to grammat-
ical/semantic/ontological information help us identify appropriate senses of the
particle. The procedure adopted enables compositional parsing by helping dif-
ferentiate between particle senses, which is then used to obtain full semantic
representations of sentences.
While we have outlined our approach to compute the semantics of sentences
with VPCs in English using resources such as the TRIPS lexicon and ontology
and WordNet, a similar approach can be adopted to incorporate more lexical
or other linguistic resources to further improve semantic parsing of sentences
involving VPCs in English. Also, such an approach can be adopted for semantic
parsing of sentences involving other MWEs, as well as for developing semantic
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Multiword expressions (MWEs) are known as a “pain in the neck” due to their
idiosyncratic behaviour. While some categories of MWEs have been largely stud-
ied, verbal MWEs (VMWEs) such as to take a walk, to break one’s heart or to turn
off have been relatively rarely modelled. We describe an initiative meant to bring
about substantial progress in understanding, modelling and processing VMWEs.
In this joint effort carried out within a European research network we elaborated
Agata Savary et al. 2018. PARSEME multilingual corpus of verbal multiword expres-
sions. In Stella Markantonatou, Carlos Ramisch, Agata Savary & Veronika Vincze
(eds.), Multiword expressions at length and in depth: Extended papers from the MWE
2017 workshop, 87-147. Berlin: Language Science Press. DOI: 10.5281/zenodo.1471591
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a universal terminology and annotation methodology for VMWEs. Its main out-
comes, available under open licenses, are unified annotation guidelines, and a cor-
pus of over 5.4 million words and 62 thousand annotated VMWEs in 18 languages.
1 Introduction
One of the basic ideas underlying linguistic modelling is compositionality (Bag-
gio et al. 2012), seen as a property of language items (Janssen 2001; Partee et
al. 1990) or of linguistic analyses (Kracht 2007). Counterexamples which chal-
lenge the compositionality principles (Pagin & Westerståhl 2001) include multi-
word expressions (MWEs) (Sag et al. 2002; Kim 2008), and notably verbal MWEs



















































Alina refl makes doctor. ‘Alina becomes a doctor.’
VMWEs pose special challenges in natural language processing (NLP):
1. Semantic non-compositionality: The meaning of many VMWEs cannot
be deduced in a way deemed grammatically regular on the basis of their
syntactic structure and of the meanings of their components. For instance,
the meaning of sentence (1) cannot be retrieved from the meanings of its
component words (SL) glava ‘head’ and pesek ‘sand’, except when very spe-
cific interpretations of these words and of their combination are admitted.
1See the preface for the description of the conventions used to present multilingual examples.
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2. Lexical and grammatical inflexibility: VMWEs are frequently subject
to unpredictable lexical or syntactic constraints. For instance, when the
individual lexemes in (EN) to throw somebody to the lions are replaced
by their synonyms or the noun is modified by an adjective, the expression
loses its idiomatic meaning:2 (EN) #to fling sb to the lions, #to throw sb to the
hungry lions. Similarly, the predicative noun in the light-verb construction
(EN) she took a glance at the headline cannot take a modifier denoting
an agent, especially if different from the verb’s subject (*she took Paul’s
glance at the headline).
3. Regular variability: Despite this inflexibility the VMWEs can still ex-
hibit some regular variability, e.g.: (i) inflection or passivisation, as in (EN)
he was thrown to the lions, (ii) a restricted lexical replacement and an
adjectival modification of the predicative noun, as in (EN) he took/had a
quick glance at the headline, (iii) omission of components without change
in meaning, as in (EL) meno me ti glika (sto stoma) ‘I stayed with the
sweetness (in.the mouth)’⇒ ‘I was very close to enjoy something desired
but I failed to’.
4. Discontinuity: The components of a VMWE may not be adjacent, e.g.
(EN) amistake was frequentlymade, never turn it off.
5. Categorical ambiguity: VMWEs of different categories may share the
same syntactic structure and lexical choices. For instance, (EN) to make
a mistake and (EN) to make a meal of something ‘to treat something as
more serious than it really is’ are combinations of the same verb with a
direct object but the former is a light-verb construction (since the verb is
semantically void and the noun keeps its original predicative meaning),
while the latter is an idiom (since the noun loses its original sense).
6. Syntactic ambiguity: Occurrences of VMWEs in text may be syntacti-
cally ambiguous, e.g. (EN) on is a particle in to take on the task ‘to agree
to be in charge of the task’, while it is a preposition in (EN) to sit on the
fence ‘not to take sides in a dispute’.
7. Literal-idiomatic ambiguity: A VMWEmay have both an idiomatic and
a literal reading. For instance the VMWE (EN) to take the cake ‘to be the
2Henceforth, an asterisk (∗) preceding a sentence will mean that the sentence is ungrammati-




most remarkable of its kind’ is understood literally in (EN) to take the cake
out of the fridge.
8. Non-literal translatability: Word-for-word translation of VMWEs is
usually incorrect, e.g. (EN) to take the cake ‘to be the most remarkable of
its kind’ does not translate to (FR) prendre le gâteau ‘to take the cake’.
9. Cross-language divergence: VMWEs behave differently in different lan-
guages and are modelled according to different linguistic traditions. For
instance, functional tokens, such as (EN) off, have a status of stand-alone
words and can form verb-particle constructions inGermanic languages, e.g.
(EN) to turn off. In Slavic languages, conversely, they function as prefixes,
as in (PL) wyłączyć ‘part.connect’ ⇒ ‘turn off’, and are seen as inherent
parts of verbal lexemes. Therefore, they cannot trigger MWE-related con-
siderations (cf. §8). Also, the scope of light (or support) verb constructions
may greatly vary from one linguistic tradition to another, e.g. depending
on whether the copula to be is considered a light verb or not (cf. §9.1).
10. Wordplay proneness: In particular contexts, VMWEs can be a subject
of ad hoc creativity or a playful usage, as in (EN) they want us to put the
cat back inside the bag ‘they want us to pretend that the revealed secret
remains unrevealed’.
Due to these unpredictable properties, the description, identification, analysis
and translation of VMWEs require dedicated procedures. For example, due to 2
and 3, the description of VMWEs can be constrained neither to the level of the lex-
icon nor to the one of the syntax only. Challenge 4 hinders VMWE identification
with traditional sequence labelling approaches and calls for syntactic analysis.
Challenges 5, 6 and 7, however, mean that their identification and categorisation
cannot be based on solely syntactic patterns. Challenges 1, 2, 7 and 8 constitute
central issues in machine translation. Challenge 9 affects cross-lingual VMWE
modelling. Finally, challenge 10 goes far beyond the state of the art in semantic
modelling and processing of VMWEs.
A consistent linguistic and NLP terminology is required in order to better un-
derstand the nature of VMWEs, compare their properties across languages, hy-
pothesise linguistic generalisations, model VMWEs according to common princi-
ples, develop cross-language VMWE identifiers and compare results obtained by
different authors on different datasets. Such a consistency is, however, largely
missing: different authors assign different names to the same phenomena or call
different phenomena by the same name, be it from a linguistic or an NLP point
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of view. This situation is similar to other areas of linguistic modelling, where
universalism-driven efforts have been undertaken – such as the Universal De-
pendencies (UD) project dedicated to standardising morphological and syntactic
annotations for dozens of languages (Nivre et al. 2016), or the normalisation of
uncertainty cue annotation across languages, genres and domains (Szarvas et al.
2012).
This chapter describes an initiative taken by the European PARSEMEnetwork,3
towards bringing about substantial progress in modelling and processing MWEs.
Its main outcomes include unified definitions and annotation guidelines for sev-
eral types of VMWEs, as well as a large multilingual openly available VMWE-
annotated corpus. Eighteen languages are addressed (note that the last 4 are non-
Indo-European):
• Balto-Slavic: Bulgarian (BG), Czech (CS), Lithuanian (LT), Polish (PL) and
Slovene (SL);
• Germanic: German (DE) and Swedish (SV);
• Romance: French (FR), Italian (IT), Romanian (RO), Spanish (ES) and Por-
tuguese (PT);4
• Others: Farsi (FA), Greek (EL), Hebrew (HE), Hungarian (HU),Maltese (MT)
and Turkish (TR).
The corpus gave rise to the PARSEME shared task on automatic identification
of VMWEs, whose organisation and results are described by Savary et al. (2017).
See also Taslimipoor et al. (2018 [this volume]) and Maldonado & QasemiZadeh
(2018 [this volume]) who address the use of the PARSEME corpus in VMWE
identification and its evaluation, as well as Moreau et al. (2018 [this volume]),
Al Saied et al. (2018 [this volume]) and Simkó et al. (2018 [this volume]) who
describe 3 of the 7 systems participating in the shared task.
This chapter builds upon those sections of the PARSEME shared task descrip-
tion paper (Savary et al. 2017), presented in the MWE 2017 workshop, which
describe the corpus construction. Each of these sections has been substantially
extended, except the descriptions of the corpus format and inter-annotator agree-
ment, which required few additions and updates. Many new analyses and exam-
ples have been added, conclusions drawn from the PARSEME annotation cam-
paign have been addressed and the state of the art has been thoroughly revised.
As a result, the chapter is organised as follows. We give the definitions underly-
3http://www.parseme.eu




ing the scope of our work (§2), and the VMWE typology (§3). We describe the an-
notation principles, including the VMWE identification and categorisation tests,
and the deviations from the unified guidelines applied in some languages (§4).
We discuss the annotation methodology and tools (§5). We present the resulting
corpus and a cross-language quantitative analysis of some phenomena relevant
to challenges 1–10 (§6). We describe some language-specific studies based on the
corpus (§7) and discuss interesting problems which occurred during the project
(§8). We analyse the state of the art in MWEmodelling and annotation, and com-
pare it to our approach (§9). We finally conclude and discuss future work (§10).
2 Definitions and scope
While the definition of a MWE inherently relies on the notion of a word (i.e. a
linguistically motivated unit), identification of VMWEs is performed on pragmat-
ically defined tokens. The relation between tokens and words can be threefold:
(1) A token coincides with a word, e.g. (MT) ferħ ‘happiness’, (SV) förvån-
ing ‘surprise’.
(2) Several tokens build up one multitoken word (MTW), if punctuation
marks are considered token boundaries, as in (EN) Pandora’s, (PL) SMS-
ować ‘to write an SMS’. Note that the latter example is not a VMWE as
it contains only one word.
(3) One multiword token (MWT) contains several words, as in contrac-
tions, e.g. (IT) della ‘of.the’, or detachable pre-verbal particles, e.g. (DE)
ausmachen ‘part.make’ ⇒ ‘to turn off’. Note that the latter example is
a (one-token) VMWE. A MWT is not always a simple concatenation of
words, e.g. (IT) della is a contraction of di ‘of’ and la ‘the.fem’.
In this work, multiword expressions (MWEs) are understood as (continuous
or discontinuous) sequences of words which:
• contain at least two component words which are lexicalised, i.e. always
realised by the same lexemes (see below for a more precise definition), in-
cluding a head word and at least one other syntactically related word,
• display some degree of lexical, morphological, syntactic and/or semantic
idiosyncrasy, formalised by the annotation procedures in §4.1–§4.2.
This definition relatively closely follows the one by Baldwin & Kim (2010). Two
notable exceptions are that we impose syntactic constraints on the lexicalised
components (one of themmust be the head word), and that Baldwin & Kim (2010)
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include pragmatic and statistical idiosyncrasy in the set of the MWE definition
criteria. For us, conversely, collocations, i.e. word co-occurrences whose id-
iosyncrasy is of pragmatic or statistical nature only (e.g. all aboard, the graphic
shows, drastically drop) are disregarded.
Note that there is no agreement on the understanding of the border between
the scopes of MWEs and collocations. For Sag et al. (2002), collocations are any
statistically significant word co-occurrences, i.e. they include all forms of MWEs.
For Baldwin & Kim (2010), collocations form a proper subset of MWEs. Accord-
ing to Mel’čuk (2010), collocations are binary, semantically compositional com-
binations of words subject to lexical selection constraints, i.e. they intersect with
what is here understood as MWEs. This chapter puts forward yet another point
of view: MWEs and collocations are seen as disjoint sets of linguistic objects.
Our definition of a MWE is also relatively close to the notion of non-composi-
tional semantic phrasemes in Mel’čuk (2010), but we include light-verb construc-
tions in our scope. It is compatible as well with the one by Sag et al. (2002), where
aMWE is seen as an “idiomatic interpretation that crosses word boundaries”.The
major differences between our approach and these seminal works are its multi-
lingual context and the fact that, within the restricted scope of verbal MWEs (see
below), we delimit the MWE phenomenon by a relatively precise and complete
MWE identification and categorisation procedure, given in the form of decision
trees built upon linguistic tests (§4). Note that this approach does not focus on
another salient property of MWEs which is their variable degree of idiosyncrasy
(Gross 1988), that is, the fact that various MWEs exhibit more or less unexpected
lexical, syntactic and semantic properties. A scale-wise modelling of MWEs is
hard to implement in the task of MWE annotation, which is our major opera-
tional objective. Instead, we assume that decisions on MWE-hood are binary,
and the decision trees are designed so as to make them reproducible.
Verbal MWEs (VMWEs) are multiword expressions whose canonical form
(see below) is such that: (i) its syntactic head is a verb 𝑉 , (ii) its other lexicalised
components form phrases directly dependent on 𝑉 . Boundary cases for condi-
tion (i) include at least two types of VMWEs. Firstly, those with irregular syn-
tactic structures may hinder the identification of the headword as in (EN) short-
circuited, where the verb is atypically prefixed by an adjective. Secondly, for
those with two coordinated lexicalised verbs there is no consensus as to which
component – the conjunction or the first verb – should be considered the head,
as in (5). Condition (ii) requires that the lexicalised components of a VMWE form
a connected dependency graph. For instance, in (EN) to take on the task ‘to agree
to be in charge of the task’ the particle on directly depends on the verb, thus take
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on fulfils the syntactic requirements to be a VMWE. Conversely, if the lexicalist
hypothesis in syntax is followed (de Marneffe et al. 2014),5 the preposition on in
(EN) to rely on someone does not directly depend on the verb, thus, rely on cannot














where one lives and lets live ‘where one is tolerant’
Just like a regular verb, the head verb of a VMWEmay have a varying number
of arguments. For instance, the direct object and the prepositional complement
are compulsory in (EN) to take someone by surprise. Some components of such
compulsory arguments may be lexicalised, that is, always realized by the same
lexemes. Here, by surprise is lexicalised while someone is not.
Note that lexicalisation is traditionally defined as a diachronic process bywhich
a word or a phrase acquires the status of an autonomous lexical unit, that is, “a
form which it could not have if it had arisen by the application of productive
rules” (Bauer 1983 apud Lipka et al. 2004). In this sense all expressions consid-
ered VMWEs in this work are lexicalized. Our notion of lexicalisation extends
this standard terminology, as it applies not only to VMWEs but to their compo-
nents as well. The reason is that, in the context of the annotation task, we are
in need of specifying the precise span of a VMWE, i.e. pointing at those words
which are considered its inherent, lexically fixed components. Precisely these
components are referred to as lexicalized within the given VMWE. Throughout
this chapter, the lexicalised components of VMWEs are highlighted in bold.
A prominent feature of VMWEs is their rich morpho-syntactic variability. For
instance, the VMWE (EN) to take someone by surprise can be inflected (they
took him by surprise), negated (they did not take him by surprise), passivised
(he will be taken by surprise), subject to extraction (the surprise by which I was
taken), etc. Neutralizing this variation is needed when applying the linguistic
tests defined in the annotation guidelines (§4), which are driven by the syntactic
structure of the VMWE candidates. We define a prototypical verbal phrase
as a minimal sentence in which the head verb 𝑉 occurs in a finite non-negated
form and all its arguments are in singular and realized with no extraction. For
instance, (EN) Paul made/makes a pie is a prototypical verbal phrase while Paul
did not make a pie, the pie which Paul made and the pie was made by Paul are
5The lexicalist hypothesis strongly inspired the PARSEME annotation guidelines, and is ex-
pected to be even more thoroughly followed in the future versions of the corpus.
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not. If a VMWE can occur as a prototypical verbal phrase while keeping its id-
iomatic meaning, then such a phrase is its canonical form. Otherwise, its least
marked variation is considered canonical (a non-negated form is less marked
than a negated one, active voice is less marked then passive, and a form with an
extraction is more marked than one without it). For instance, a canonical form
of (EN) a bunch of decisions which were made by him is (EN) he made a de-
cision. But since (6) and (7) lose their idiomatic readings in active voice – (PL)
#wszyscy rzucili kości ‘everyone threw dies’ – and with no negation – (BG) #tya
iska i da chue ‘she wants to also hear’ – their canonical forms are passive and
negated, respectively. Whenever a VMWE candidate is identified in a sentence,
the linguistic tests are to be applied to one of its canonical forms (whether it is a













































A bird cannot fly across something. ‘Something is very strictly guarded.’
Throughout this chapter examples of VMWEs will always be given in their
canonical forms, possibly accompanied by adjuncts, if the subject is lexicalised
as in (8). Otherwise, their canonical forms may alternate – for brevity – with
infinitive forms, or – rarely – with other variants when particular phenomena
are to be illustrated.
MWEs containing verbs but not functioning as verbal phrases or sentences are
excluded from the scope of annotation, e.g. (FR) peut-être ‘may-be’ ⇒ ‘maybe’,
porte-feuille ‘carry-sheet’⇒ ‘wallet’.
Let us finally comment on the notion of universalism. Formally, this term
should only be used when a property or a phenomenon has been proven rele-
vant to all languages, which is practically out of range of any endeavour, however
multilingual and inclusive. Therefore, in this chapter we use the adjective ‘uni-
versal’ in the sense of a scientific hypothesis rather than of a proven fact. When
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we speak about a universal category or property, it is to be understood that we
deem them universal, based on the evidence from the languages currently in our
scope. Since our framework is meant to continually evolve by including new lan-
guages and MWE types, we hope our definitions and findings to approximate
the truly universal properties increasingly well.
3 VMWE typology
The typology of VMWEs, as well as linguistic tests enabling their classification,
were designed so as to represent properties deemed universal in a homogeneous
way, while rendering language-specific categories and features at the same time.
The 3-level typology consists of:
1. Universal categories, valid for all languages participating in the task:










They gave a walk. ‘They took a walk.’


























He had enough sleep for me. ‘He has many plans for me.’
2. Quasi-universal categories, valid for some language groups or languages,
but not all:












They will refl-perceive nothing. ‘They will not realise
anything.’












She makes part the door. ‘She opens the door.’
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3. Other verbal MWEs (OTH), not belonging to any of the categories above
(due to not having a unique verbal head) e.g. (EN) he never drinks and
drives, she voice acted, the radio short-circuited.
Table 1: Examples of various categories of VMWEs in four non-Indo-
European languages.
Lang. ID LVC Quasi-universal / OTH
HE !חלכ !וילע !דבא
‘Kelax is lost on him.’
‘He is outdated.’
!הנקסמל עיגה
‘to come to a conclusion’
‘to conclude’
!דמל Nשיבה אל
‘the bashful does not learn’










MT Għasfur żgħir qalli.
‘A small bird told me.’
‘I learned it informally.’
ħa deċizjoni
‘to take a decision’
‘to make a decision’
iqum u joqgħod (OTH)
‘to jump and stay’
‘to fidget’
TR yüzüstü bırakmak






‘to give a decision’
‘to make a decision’
While we allowed for language-specific categories, none emerged so far. Ta-
ble 1 and Table 2 show examples of VMWEs of different categories in the 18
languages in our scope (4 non-Indo-European and 14 Indo-European). None of
those languages seems to possess VMWEs of all 5 terminal categories (LVC, ID,
IReflV, VPC and OTH).
We thoroughly considered introducing another universal category of inher-
ently prepositional verbs (IPrepVs), such as (EN) to rely on, to refer to, or to come
across. However, the IPrepV-related linguistic tests used in the pilot annotation
proved not sufficiently reliable to distinguish such expressions from composi-
tional verb-preposition combinations, such as (EN) to give something to someone.
Therefore, we abandoned this category, considering that prepositions belong to
the area of verb valency and should be handled by a regular grammar (combined




Table 2: Examples of various categories of VMWEs in 14 Indo-European
languages.
Lang. ID LVC Quasi-universal / OTH
BG бълвам змии и гущери
‘to spew snakes and lizards’
‘to shower abuse’
държа под контрол
‘to keep under control’




CS házet klacky pod nohy
‘to throw sticks under feet’









‘to take a ride without a ticket’
eine Rede halten
‘a hold a speech’




EL χάνω τα αυγά και τα καλάθια
‘to lose the eggs and the baskets’
‘to be at a complete and utter loss’
κάνω μία πρόταση





ES hacer de tripas corazón
‘to make heart of intestines’
‘to pluck up the courage’
hacer una foto
‘to make a picture’
‘to take a picture’
coser y cantar (OTH)
‘to sew and to sing’
‘as easy as pie’
FA نداد بٓا هب لگ تسد
‘to give a flower bouquet to water’
‘to mess up, to do sth. wrong’
ندرک ناحتما
‘to do an exam’
‘to test’
ندمٓا دوخ هب
‘to come to refl’
‘to gain focus’
FR voir le jour








IT entrare in vigore
‘to enter into force’
‘to come into effect’
fare un discorso
‘to make a speech’





‘to break the bottom’
‘to collapse’
priimti sprendimą
‘to take on a decision’
‘to make a decision’
PL rzucać grochem o ścianę
‘to throw peas against a wall’
‘to try to convince somebody in vain’
odnieść sukces





PT fazer das tripas coração
‘make the tripes into heart’
‘to try everything possible’
fazer uma promessa
‘to make a promise’




RO a trage pe sfoară
‘to pull on rope’
‘to fool’
a face o vizită
‘to make a visit’
‘to pay a visit’
a se gândi (IReflV)
‘to think refl’
‘to think’
SL spati kot ubit
‘to sleep like killed’
‘to sleep soundly’
postaviti vprašanje
‘to put a question’




SV att plocka russinen ur kakan
‘to pick raisins out of the cake’
‘to choose only the best things’
ta ett beslut
‘to take a decision’
‘to make a decision’
det knallar och går (OTH)
‘it trots and walks’
‘it is OK/as usual’
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4 Annotation guidelines
Given the definitions in §2 and a text to annotate, each iteration of the annotation
process starts with: (i) selecting a candidate sequence, i.e. a combination of a verb
with at least one other word which could form a VMWE, (ii) establishing the
precise list of its lexicalised components and its canonical forms. These steps are
largely based on the annotator’s linguistic knowledge and intuition.
Once a candidate sequence has been selected, its status as a VMWE is tested
in two steps: identification and categorisation. Each step is based on linguistic
tests and examples in many languages, organised into decision trees, so as to
maximise the determinism in decision making.
4.1 Identification tests
Five generic non-compositionality testswere defined in order to identify a VMWE
(of any category):
Test 1 [CRAN]: Presence of a cranberry word, e.g. (EN) it goes astray;
Test 2 [LEX]: Lexical inflexibility, e.g. (EN) they #allowed the feline out of
the container (they let the cat out of the bag); *to give a stare (to give a
look);
Test 3 [MORPH]: Morphological inflexibility, e.g. (EN) to #take a turn (to
take turns);
Test 4 [MORPHOSYNT]: Morpho-syntactic inflexibility, e.g. (EN) #I give
you his word for that (I give you my word for that);
Test 5 [SYNT]: Syntactic inflexibility, e.g. (EN) #Bananas are gone (hewent
bananas).
If none of these tests apply, an additional hypothesis covers the LVC candidates,
which usually fail Tests 1 and 3–5 and for which Test 2 is hard to apply due to
their relatively high, although restricted, productivity.
[LVC hypothesis]: In a verb+(prep)+noun candidate the verb is a pure syn-




Passing any of Tests 1–5 is sufficient for a candidate sequence to be identified
as a VMWE, while the LVC hypothesis has to be confirmed by the LVC-specific
tests.6
4.2 Decision tree for categorisation
Once a VMWE has been identified or hypothesised following the tests in the
preceding section, its categorisation follows the decision tree shown in Figure 1.
Tests 6–8 are structural, the others are category-specific.
Test 6 [HEAD: Unique verb as syntactic head of the whole?]
Test 7 [1DEP: Verb v has exactly one dependent d?] Annotate as a VMWEof category OTH
Test 8 [CATEG: What is the morphosyntactic category of d?]
Annotate as a VMWE
of category ID
IReflV-specific tests [Positive?] VPC-specific tests [Positive?] LVC-specific tests [Positive?]
Annotate as a VMWE
of category ID
Annotate as a VMWE
of category IReflV
Annotate as a VMWE
of category VPC
Annotate as a VMWE
of category LVC
Annotate as a VMWE
of category ID





















Figure 1: Decision tree for VMWE categorisation.
4.2.1 Structural tests
Categorisation of a VMWE depends on the syntactic structure of its canonical
form determined by the following three tests:
Test 6 [HEAD]: Presence of a unique verb functioning as the syntactic head
of the whole expression, like in (13) and unlike in (14).
6As explained in §10, feedback from the large-scale annotation of version 1.0 of the corpus
led us to questioning the correctness of the two-stage VMWE annotation. In edition 1.1 we
transformed the identification tests into ID-specific tests and performed VMWE identification
simultaneously to their categorisation.
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where one lives and lets live ‘where one is tolerant’
Test 7 [1DEP]: Among the phrases dependent on the head verb exactly one
contains lexicalised components, as in (EN)made it up, and unlike in (EN)
made up hermind.
Test 8 [CATEG]: Morphosyntactic category of the verb’s dependent. Con-
trary to most other tests, the result of this test is not binary but taken from
a closed list of values: (i) reflexive clitic (refl), as in (15), (ii) particle (part),
as in (16); (iii) nominal or prepositional phrase, as in (17); (iv) other (includ-













































A little help falls very well. ‘A little help comes at the right
moment.’
When a VMWE fails Test 6 or 7, it is automatically classified as OTH and ID,
respectively.Thismeans that we do not allow cumulative categories. For instance,
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in (20) the reflexive clitic considerably changes themeaning of the base VPC from
(19), which might qualify the whole as an IReflV. However, due to the presence
of two lexicalised syntactic arguments of the verb, such cases are necessarily




























He put the travel part to refl. ‘He imagined the travel.’
Test 8, with return values (i)-(iii), triggers the category-specific tests for IRe-
flVs, VPCs and LVCs, respectively. For other categories the candidate automati-
cally qualifies as an ID.
4.2.2 Light-verb constructions
Light-verb constructions (LVCs) gave rise to a vast literature since first intro-
duced by Jespersen (1965), possibly because there is no consensus on their exact
definition and scope. We consider a candidate sequence an LVC if it consists of
a verb 𝑉 and a nominal complement 𝑁 , possibly introduced by a preposition,
provided that it passes all of the following tests:




















The devices have the ability to connect. ‘The devices can connect.’













Steffi returns a visit to Monica. ‘Steffi pays a visit to Monica.’
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I throw the sponge. ‘I give up.’
Test 11 [V-LIGHT]: 𝑉 only contributes morphological features (tense, mo-
od, person, number, etc.) but adds no semantics that is not already present



















The doctors made the conclusion that the recovery process is
successful. ‘The doctors came to the conclusion that the recovery
process is successful.’
Test 12 [V-REDUC]: An NP headed by 𝑁 can be formed containing all of
𝑉 ’s syntactic arguments, and denoting the same event or state as the LVC,
e.g. (EN) Paul had a nicewalk denotes the same event as (EN) the nice walk
of Paul.
Test 13 [N-PROHIBIT-ARG]: A semantic argument of the same type can-
not be syntactically realised twice – both for 𝑁 and for 𝑉 , e.g. (EN) *Paul
made the decision of the committee is meaningless, while (EN) Paul leads
the discussion of the committee is acceptable. Therefore, to lead a discussion
is not an LVC.
Tests 12 and 13 are syntactic tests approximating the property that one of 𝑉 ’s
syntactic arguments (generally its subject) is 𝑁 ’s semantic argument.
Note that our definition of an LVC does not fully overlap with the state of the
art. On the one hand, we are more restrictive than some approaches in that we
do not include cases in which the verb does add some (even bleached) semantics
to the noun. For instance, inchoative verbs combined with non-inchoative nouns
such as (PL) objąć patronat ‘to embrace patronage’⇒ ‘to take on patronage’ fail
Test 11 and are therefore not classified as LVCs, although their fully bleached
counterparts are, as (PL) sprawować patronat ‘to perform patronage’ ⇒ ‘to
dispense patronage’. On the other hand, we include in LVCs those combinations
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in which a semantically void verb selects a large class of action/state nouns so
that its lexical non-compositionality is hard to establish, e.g. (FR) commettre un
crime/délit/meurtre/… ‘to commit a crime/offence/murder/…’.
The latter reason makes LVCs belong to the grey area of (non-)compositiona-
lity. They are mostly morphologically and syntactically regular. They can also be
seen as semantically compositional in the sense that the semantically void light
verb is simply omitted in the semantic calculus. However, this omissionmay itself
be seen as an irregular property. This confirms the observation of Kracht (2007)
that compositionality is a property of linguistic analyses rather than of language
items.
4.2.3 Idioms
A verbal idiomatic expression (ID) comprises a head verb 𝑉 (possibly phrasal)
and at least one of its arguments. Following the decision tree from Figure 1, a
VMWE is classified as an ID in one of the 3 cases:




























My soul arrived at my lips. ‘I am frustrated.’
2. 𝑉 ’s single lexicalised argument is of any category other than a reflexive
clitic, a particle or a nominal phrase (possibly introduced by a preposition),








The Platform buttoned part her own. ‘The Platform fulfilled its
plans.’
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He knows where to step. ‘He knows how to succeed.’
3. 𝑉 ’s single lexicalised argument is a nominal phrase (possibly introduced
by a preposition), at least one of the LVC-specific Tests 9–13 fails but at










It will not come to the mind of anyone anymore. ‘No one will
remember it anymore.’
Distinguishing an ID from an LVC in case 3 is one of the hardest and most
frequent annotation challenges. In case 1, care must be taken to identify and also
annotate nested VMWEs (if any), e.g. the VMWE in (31) contains a nested ID












He gives the cards on the face. ‘He reveals his intentions.’
Idioms whose head verb is the copula (to be) pose special challenges because
their complements may be (nominal, adjectival, etc.) MWEs themselves. In this
task, we consider constructions with a copula to be VMWEs only if the comple-
ment does not retain the idiomatic meaning when used without the verb. For
instance, (PL) on jest jedną nogą na tamtym świecie ‘he is with one leg in the
other world’⇒ ‘he is close to death’ is an ID because (PL) jedna noga na tamtym
świecie ‘one leg in the other world’ loses the idiomatic meaning, while (PL) to
stwierdzenie jest do rzeczy ‘this statement is to the thing’ ⇒ ‘this statement is




4.2.4 Inherently reflexive verbs
Pronominal verbs, sometimes also called reflexive verbs, are formed by a verb
combined with a reflexive clitic (refl). They are very common in Romance and
Slavic languages, and occur in some Germanic languages such as German and
Swedish. Clitics can be highly polysemous and sometimes have an idiomatic
rather than a reflexive meaning, in which case we call them inherently reflex-
ive verbs (IReflVs). To distinguish regular from idiomatic uses of reflexive clitics,
we rely on an IReflV-specific decision tree7 containing 8 tests, which are meant
to capture an idiosyncratic relation between a verb with a reflexive clitic and the
same verb alone. The first 3 of these tests are sufficient to identify most of the
actual IReflVs:












Jonas overslept refl today. ‘Jonas overslept today.’










what refl touches Kosovo ‘as far as Kosovo is concerned’
Test 16 [DIFF-SUBCAT]: 𝐶 changes the subcategorisation frame of 𝑉 , as












You forgot refl about me. ‘You forgot about me.’
IReflVs are hard to annotate because pronominal clitics have several differ-
ent uses. For example, (IT) si ‘refl’ can occur not only in IReflVs such as (IT)
riferirsi ‘to report.refl’ ⇒ ‘to refer’, but also in the following non-idiomatic
cases: reflexive (IT) lavarsi ‘to wash.refl’, possessive reflexive (IT) grattarsi la
testa ‘to scratch.refl head’⇒ ‘to scratch one’s head’, reciprocal (IT) baciarsi ‘to
7http://parsemefr.lif.univ-mrs.fr/parseme-st-guidelines/1.0/?page=ireflv
106
4 PARSEME multilingual corpus of verbal multiword expressions
kiss.refl’ ⇒‘to kiss each other’, impersonal (IT) si dorme molto ‘refl sleeps
much’ ⇒ ‘people sleep a lot’, middle alternation (IT) si affittano case ‘refl rent
houses’ ⇒ ‘houses are rented’ or inchoative (IT) la porta si apre ‘the door refl
opens’ ⇒ ‘the door opens’. The IReflV category was reported as the most chal-
lenging to annotate by some teams, notably the Spanish and the Romanian ones.
4.2.5 Verb-particle constructions
Verb-particle constructions (VPCs) are pervasive notably in Germanic languages
and Hungarian, but virtually non-existent in Romance or Slavic languages. They
are formed by a lexicalised head verb 𝑉 and a lexicalised particle 𝑃 dependent
on 𝑉 , whose joint meaning is non-compositional. The latter property is approxi-
mated by a unique syntactic test:
Test 22 [V+PART-DIFF-SENSE] A sentence without 𝑃 does not refer to the
same event/state as the sentence with 𝑃 . For example, the sentence in (35)
does not imply (HU) nekem jött ez a koktél ‘this cocktail bumped into me’,
while (DE) er legt das Buch auf dem Tisch ab ‘he puts the book on the table













This cocktail bumped part into me. ‘I like this cocktail.’
The first challenge in identifying a VPC is to distinguish a particle, as in (EN)
to get up a party, from a homographic preposition, as in (EN) to get up the hill.
Language-specific tests were designed for German and English to this aim.
In some Germanic languages and also in Hungarian, verb-particle construc-
tions can be spelled either as one (multiword) token, as in (36), or separated, as
















He did not kick part. ‘He did not get drunk.’
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Special care must be taken with polysemous constructions having both a com-
positional and a non-compositional reading, as in (DE) ein Schild aufstellen ‘to
put up a sign’ vs. (DE) einen Plan aufstellen ‘to put up a plan’⇒ ‘to draw up a
plan’.
4.2.6 Other VMWEs
This category gathers the VMWEs which do not have a single verbal head (cf.
Test 6 in Figure 1 and §4.2.1). Those include:

















Britain carried and gave with Egypt. ‘Britain negotiated with
Egypt.’
• Compound verbs, resulting usually from conversion of nominal compo-













One short-circuits the terrestrial network. ‘One bypasses the
terrestrial network.’
4.3 Language-specific interpretation of the guidelines
Despite huge efforts put into setting up generic terminologies and methodolo-
gies, as well as into the pilot annotations and the project coordination, language-
specific interpretation of the final guidelines could not be avoided. This was
mainly due to different linguistic sensitivities and traditions, language-specific
challenges and incompleteness or imprecision of the guidelines.
Themost notable deviation occurred in Farsi, where no categorisation was per-
formed, and the OTH label was used for all identified VMWEs instead. The main
reason is the particularly challenging nature of the VMWE phenomenon in this
language. There are less than 200 actively used simple (single-word) verbs, and
108
4 PARSEME multilingual corpus of verbal multiword expressions
a large majority of events and processes are expressed by multiword combina-
tions, many of which are potential VMWEs. The implications on our annotation
process are at least threefold. Firstly, verbs are extremely polysemous, so Test 11
(§4.2.2) is very difficult to apply. In particular, the highly frequent light verb ندرک
/kardan/ ‘to do/make’ is ambiguous in its passive form ندش/šodan/ ‘done/made’
with the semi-copula equivalent roughly to ‘become’. Only the former interpre-
tation should yield a VMWE annotation but the difference is hard to capture.
Secondly, rephrasing an LVC by a single verb, often used to approximate Test
9 in other languages (to make a decision = to decide), is rarely feasible in Farsi.
Thirdly, VMWEs are extremely pervasive, which is easily visible in Table 3: the
number of annotated VMWEs is roughly the same as the number of sentences,
i.e. almost every main verb is the head of a VMWE. As a result, the VMWE phe-
nomenon is particularly hard to capture in Farsi since it can rarely be contrasted
with verbal constructions deemed compositional.
Another notable deviation occurred in Slovene, where the VPC category, as
defined by the generic guidelines, hardly or never occurs, however it was used
instead to annotate idiomatic verb-preposition combinations, such as (SL) prišlo
je do nesreče ‘it came to an accident’⇒ ‘an accident occurred’.
The status of VPCs in Italian is interesting. As a Romance language, Italian
was expected not to exhibit VPCs, but several dozens of VPC annotations do oc-
cur in the Italian corpus, e.g. (IT) volata via ‘flew part’ ⇒ ‘slipped away’, tira
fuori ‘pulls part’⇒ ‘shows’, or va avanti ‘goes part’⇒ ‘goes on’. This shows
the possibly ambiguous status of via ‘by/away’, avanti ‘on/forward’, fuori ‘out/out-
side’, etc. as either adverbs or particles, triggering the ID or the VPC category, re-
spectively. The semantic compositionality of some of these constructions might
also be examined more closely.
In Bulgarian and Czech, the auxiliaries accompanying the head verbs were
annotated as VMWE components, e.g. in (CS) on se bude bavit ‘he refl will
play’ ⇒ ‘he will play’, in (BG) te ne sa dali saglasie ‘they not are given con-
sent’ ⇒‘they have not given consent’. This is in contrast with the guidelines,
which stipulate that only the lexicalised components should be annotated. The
motivation for this deviation was to always include a finite verb in the annotated
expression, so as to e.g. easily study the tense and mood restrictions in VMWEs.
Since such studies are enabled by the accompanying morpho-syntactic data (cur-
rently existent in Czech and to be provided in Bulgarian in the future), these
divergences should be eliminated in new editions of the corpus.
In German, a deviation was observed with respect to VMWEs containing both
a reflexive clitic and a particle such as (DE) sie bringen sich ein ‘they bring refl
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part’ ⇒ ‘they contribute’. Such cases were annotated as IReflVs with nested
VPCs, which does not conform to Test 7 (§4.2.1) stipulating that, whenever the
VMWE has more than one lexicalised dependent of the head verb, it should be
classified as an ID (here: with a nested VPC). Good reasons exist for each of
these strategies and more discussion is needed to arbitrate for future releases of
the guidelines.
Lithuanian seems to have a surprisingly low number of LVCs, despite the large
size of the annotated corpus. It would be worthwhile to study in more detail if
this phenomenon is inherent to the language or results from a more restrictive
understanding of the LVC scope.
In Hebrew, a relatively large number of VMWEs of type OTH was observed
(cf. Table 3), and a necessity of defining a new category (specific to non-Indo-
European languages) was hypothesised. A more detailed study revealed that
most OTH annotations were spurious: they concerned statistical collocations
or VMWEs of the ID or LVC types. Some idiomatic verb-preposition combina-
tions were also annotated in Hebrew, despite the fact that we had abandoned
the IPrepV category in the earlier stages of the project (§3). There, the anno-
tators faced a particular challenge from prepositions which often attach to the
governed noun and annotating them as separate lexicalised tokens was mostly
impossible. Thus, in the following sequence: (HE) sovel me.achuz avtala ‘suf-
fers from.a.percentage of.unemployment’ the free complement achuz ‘percent-
age’ had to be annotated as lexicalised together with its governing preposition
me ‘from’. This problem will be dealt with in the future, when inherently adpo-
sitional verbs will be addressed (§10).
In Turkish, the LVC and OTH types also had their language-specific interpreta-
tion. Namely, the Turkish PARSEME corpus resulted from adapting a pre-existing
MWE typology and dataset (Adalı et al. 2016). There, the definition of a light
verb, based on Turkish linguistic works (Siemieniec-Gołaś 2010), was context-
independent, i.e. restricted to a closed list of 6 verbs: olmak ‘to be’, etmek ‘to do’,
yapmak ‘to make’, kılmak ‘to render’, eylemek ‘to make’ and buyurmak ‘to order’.
Verb-noun combinationswith other operator verbs, such as söz vermek ‘promise
to give’⇒ ‘to promise’, were then classified as OTH. A closer look at the existing
OTH annotations reveals, indeed, that most of them can be re-classified as LVC
in future releases of the corpus.
Czech is another language in which a pre-existing MWE-annotated corpus
(Hajič et al. 2017) was adapted to the needs of the PARSEME initiative.There, com-
plex identification and conversion procedures had to be designed (Bejček et al.
2017). The resulting mapping procedure could be fully automatic, which suggests
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that the understanding of the VMWE phenomenon is similar in both annotation
projects. It would still be interesting to compare both annotation guidelines more
thoroughly and look for possible divergences.
5 Annotation methodology and tools
Mathet et al. (2015) mention several challenging features of linguistic annotation,
some of which are relevant to the VMWE annotation task:
• Unitising, i.e. identifying the boundaries of a VMWE in the text;
• Categorisation, i.e. assigning each identified VMWE to one of the pre-de-
fined categories (§3);
• Sporadicity, i.e. the fact that not all text tokens are subject to annotation
(unlike in part-of-speech annotation, for instance);
• Free overlap, e.g. in (CS) ukládal různé sankce a penále ‘put various sanc-
tions and penalties’, where two LVCs share a light verb;
• Nesting,
– at the syntactic level, as in (40), where an IReflV (PL) skarżyć się ‘to
complain refl’⇒ ‘to complain’ occurs in a relative clause modifying





















Organised groups committed frauds about which the Gypsies
refl complain. ‘Frauds which Gipsies complain about were
committed by organised groups.’
– at the level of lexicalised components, as in (41), where the ID (PT)

















They made justice with their own hands. ‘They took the law
into their own hands.’
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Two other specific challenges are:
• Discontinuities, e.g. (CS) on ukládal různé sankce ‘he put various sanc-
tions’;
• Multiword token VMWEs, e.g. separable IReflVs or VPCs:8
(ES) abstener.se ‘to abstain.refl’⇒ ‘to abstain’,
(HU) át.ruház ‘to part.dress’⇒ ‘to transfer’.
This complexity is largely increased by the multilingual nature of the task, and
calls for efficient project management and powerful annotation tools.
5.1 Project management
The list of language teams having initially expressed their interest in this initia-
tive included those mentioned in p. 91, as well as English, Croatian and Yiddish,
for which no corpus release could be achieved due to the lack of sufficiently avail-
able native annotators. All languages were divided into four language groups
(LGs) - Balto-Slavic, Germanic, Romance and others - as also described in p. 91.
The coordination of this large project included the definition of roles – project
leaders, technical experts, language group leaders (LGLs), language leaders (LLs)
and annotators – and their tasks.
The biggest challenge in the initial phase of the project was the development
of the annotation guidelines9 which would be as unified as possible but which
would still allow for language-specific categories and tests. To this end, a two-
phase pilot annotation in most of the participating languages was carried out.
Some corpora were annotated at this stage not only by native but also by near-
native speakers, so as to promote cross-language convergences. Each pilot an-
notation phase provided feedback from annotators, triggered discussions among
language (group) leaders and organisers, and led to enhancements of the guide-
lines, corpus format and tools.
We also defined strategies for selecting the final corpora. They should: (i) be
written in the original, in order to avoid MWE-related translationese issues; (ii)
8Note that annotating separate syntactic words within such tokens would be linguistically more
appropriate, and would avoid bias in inter-annotator agreement and evaluation measures – cf.
§6.2 and (Savary et al. 2017). However, we preferred to avoid token-to-word homogenising
mainly for the reasons of compatibility. Namely, for many languages, pre-existing corpora
were used, and we would like VMWE annotations to rely on the same tokenisation as the
other annotation layers.
9Their final version, with examples in many participating languages, is available under the CC
BY 4.0 license at http://parsemefr.lif.univ-mrs.fr/parseme-st-guidelines/1.0/.
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correspond to the same genre: newspaper texts or Wikipedia articles;10 (iii) con-
sist of longer text fragments (rather than isolated sentences), so as to enable dis-
ambiguation and coreference resolution; (iv) not be automatically pre-selected in
view of a higher density of VMWEs (so as to provide both positive and negative
examples); (v) be free from copyright issues, i.e. compatible with open licenses.
5.2 Annotation platform
For this large-scale corpus construction, we needed a centralised web-based an-
notation tool. Its choice was based on the following criteria: (i) handling different
alphabets; (ii) accounting for right-to-left scripts; and (iii) allowing for discon-
tinuous, nested and overlapping annotations. We chose FLAT,11 a web platform
which, in addition to the required criteria, enables token-based selection of text
spans, including cases in which adjacent tokens are not separated by spaces. It
is possible to authenticate and manage annotators, define roles and fine-grained
access rights, as well as customise specific settings for different languages.
FLAT is implemented as a web-based frontend with support for multiple users,
user groups, and with configurable access rights. The frontend communicates
with the FoLiA document server backend,12 which loads and holds documents in
memory as they are being edited, writes them to disk again at convenient times,
and unloads themwhen they are not used anymore.The document server has Git
version control support,13 allowing changes to be tracked. In addition, for each
individual FoLiA annotation, e.g. each VMWE, information such as who made
the annotation, and when, is automatically registered.
FLAT is document-centric, i.e. it supports annotation of full documents to-
gether with their structure (headers, bulleted lists, figures, etc.). This contrasts
with tools which take a more corpus-based approach with keyword-in-context
visualisation. FLAT does allow for various other perspectives on the document;
for the PARSEME annotation task a sentence-based perspective was chosen, pre-
senting users with one or more pages of clearly delimited sentences to annotate.
An example is shown in Figure 2.
FLAT is based on FoLiA,14 a rich XML-based format for linguistic annotation
(van Gompel & Reynaert 2013), and is compatible with a wide variety of linguis-
10Deviations from this rule occurred in some languages due to the choice of pre-existing corpora,







Figure 2: FLAT annotation interface with a Polish text. The VMWEs
are coloured according to their categories. POS tags (fin, ger, imps,
ppas, and praet) are displayed above all verbal tokens. Some attributes
(VMWE category, confidence level and a comment) of the highlighted
VMWE (PL) wymierzyć karę ‘to part.measure a punishment’ ⇒ ‘to
mete out a punishment’ are edited in the annotation editor.
tic annotation types. VMWEs, or entities as they are called more generically in
FoLiA, constitute themost important annotation type for PARSEME. Still, certain
language teamsworked on documents enrichedwithmore linguistic annotations,
such as part-of-speech tags, to aid the annotation process, as shown in Figure 2.
The underlying aspiration of both FoLiA and FLAT is to provide a single unified
solution for multiple annotation needs, with respect to the encoding format and
the annotation environment, respectively.
While the FoLiA format specifies possible linguistic annotation types and struc-
tural types, it does not commit to any particular tagset/vocabulary nor language.
Instead, tagsets are defined externally in FoLiA set definitions, which can be pub-
lished anywhere online by anyone and are deliberately separate from the annota-
tion format itself. A dozen of set definitions for PARSEME, based on the VMWE
categories relevant to different languages or language groups (§3) are likewise
published in a public repository.15 All FoLiA documents declare which particular
set definitions to use for which annotation types. FLAT uses these set definitions
to populate various selection boxes, as shown in Figure 2.
15https://github.com/proycon/parseme-support
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All software discussed here is available under an open-source license.16 It is
part of a wider and growing infrastructure of FoLiA-capable NLP tools (van Gom-
pel et al. 2017), developed and funded in the scope of the CLARIAH17 project and
its predecessor CLARIN-NL.
Although FLAT has been in use for various other annotation projects, the
PARSEME initiative, currently with over 80 active FLAT users, is the biggest
use case to date, and as such has had a very positive influence in terms of the
maturity of the software, fixing bugs, attaining improved performance and scal-
ability, and compiling appropriate documentation. Various features were added
to accommodate PARSEME specifically: (i) uploading documents in non-FoLiA
formats, needed for the parseme-tsv format (6.1); (ii) right-to-left support nec-
essary for Farsi and Hebrew; (iii) a metadata editor; (iv) enhanced file and user
management; (v) confidence level and free-text comments as part of the editable
attributes (Figure 2).
Out of 18 language teams which achieved a corpus release, 13 used FLAT as
their main annotation environment. The 5 remaining teams either used other
(generic or in-house) annotation tools, or converted existing VMWE-annotated
corpora.
5.3 Automatic VMWE pre-annotation
Automatic pre-annotation of corpora is a current practice in many annotation
tasks. In the PARSEME corpus project, it was applied by the Bulgarian and Hun-
garian teams, on the basis of manually compiled lists of VMWEs. All texts were
then manually checked and corrected.
More precisely, pre-annotation in Bulgarian included automatic annotation
of: (a) verb forms (triggers for VMWEs), (b) IReflV candidates consisting of a
verb and a reflexive particle, and (c) VMWEs from a large dictionary of Bulgar-
ian MWEs (Koeva et al. 2016). Cases of false positives included: (i) literal uses of
existing VMWEs, (ii) false IReflVs which are true reflexive or passive construc-
tions instead (§4.2.4), or (iii) coincidental co-occurrence of VMWE components.
All annotations were manually verified and such cases were eliminated. False
negatives could also be efficiently tracked thanks to the highlighted verb forms.
Automatic pre-annotation is known to introduce a task-dependent bias (Mar-
cus et al. 1993; Fort & Sagot 2010) which may be both positive (simple repetitive
tasks are handled uniformly and speeded up) and negative (annotators may tend




to rely too much on the automatic pre-annotation and fail to detect false nega-
tives). We are not aware of any studies about biases related to VMWE annotation.
We expect a minor risk of bias to stem from a possibly unbalanced VMWE dic-
tionary: if one category (e.g. LVCs) is better represented than others, annotators
may become more attentive to it. A bias might also be introduced by relatively
productive constructions, when a large majority, but not all, of their occurrences
belong to a unique category. For instance, the verb (BG) davam ‘to give’ occurs
often and in many different LVCs, e.g. with saglasie ‘consent’, razreshenie ‘per-
mission’ obyasnenie ‘explanation’, etc. The annotators could, therefore, tend to
wrongly assign the LVC category to other expressions containing the same verb,
such as davam duma ‘to give word’ (ID), or davam prizovka ‘to give subpoena’
(non-VMWE or borderline case).
5.4 Consistency checks and homogenisation
Even though the guidelines heavily evolved during the two-stage pilot annota-
tion, there were still questions from annotators at the beginning of the final an-
notation phase. We used an issue tracker (on Gitlab)18 in which language leaders
and annotators could discuss issues with other language teams.
High-quality annotation standards require independent double annotation of a
corpus followed by adjudication, which we could not systematically apply due to
time and resource constraints. For most languages, each text was handled by one
annotator only (except for a small corpus subset used to compute inter-annotator
agreement, see §6.2).This practice is known to yield inattention errors and incon-
sistencies between annotators, and since the number of annotators per language
varies from 1 to 10, we used consistency support tools.
Firstly, some language teams (Bulgarian, French, Hungarian, Italian, Polish,
and Portuguese) kept a list of VMWEs and their classification, agreed upon by
all annotators and updated collaboratively over time.19 Secondly, for some lan-
guages (German, French, Hebrew, Italian, Polish, Portuguese, Romanian and Span-
ish) the annotation was followed by homogenisation. An in-house tool extracted
the annotated VMWEs from a given corpus and rescanned the corpus to find all
potential occurrences of the same VMWEs, whether already annotated or not.
It then generated an HTML page where all positive and negative examples of
a given VMWE were grouped, and could be accepted or rejected manually. En-
18https://gitlab.com/parseme/sharedtask-guidelines/issues
19Like automatic pre-annotation, this practice increases the consistency and speed of the an-
notator’s work, but it also introduces a risk of bias, since collective decisions may override
linguistic intuition. Therefore, such instruments should always be used with special care.
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tries were sorted so that similar VMWEs, such as (EN) payed a visit and re-
ceived a visit, appeared next to each other. In this way, noise and silence er-
rors could easily be spotted and manually corrected. The tool was mostly used
by language leaders and/or highly committed annotators. The resulting gain in
precision and recall was substantial. For instance, in Spanish the number of the
annotated MWEs increased by 40% (from 742 to 1248), most notably in the IReflV
category. Figure 3 shows the interface used to correct consistency problems.
Figure 3: Consistency-check tool at work. Here, (ES) poner en mar-
cha ‘to put in march’⇒ ‘to start’ was annotated once as LVC, twice as
ID and once skipped. The clickable icon next to each example allows
the user to add, correct or delete an annotation. VMWEs with the same
noun, e.g. (ES) poner fin ‘to put end’⇒ ‘to terminate’ and tocar a su
fin ‘to touch to its end’⇒ ‘to come to its end’ on the top of the screen,
are gathered so as to enhance annotation consistency, especially for
LVCs.
6 Properties of the annotated corpus
Table 3 provides overall statistics of the corpus annotated for the shared task.20
In total, it contains almost 5,5 million tokens, 274 thousand sentences and 62
thousand VMWE annotations. The amount and distribution of VMWEs over cat-
egories varies considerably across languages.
No category was used in all languages, but the two universal categories, ID
and LVC, were used in almost all languages. In Hungarian, no ID was annotated
20The split into training and test corpora is indicated in Savary et al. (2017).
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Table 3: Overview of the annotated corpora in terms of the number of
sentences, of tokens (whether belonging to the annotated VMWEs or
not), and of the annotated VMWEs occurrences (overall and per cate-
gory).
Language Sentences Tokens VMWE occurrences
All IDs IReflVs LVCs OTHs VPCs
BG 8,860 200,128 2,406 517 1,376 511 2 0
CS 49,431 833,193 14,536 1,611 10,000 2,923 2 0
DE 7,500 144,856 2,947 1,219 131 218 10 1,369
EL 8,811 226,265 2,018 642 0 1,291 37 48
ES 4,634 159,807 1,248 362 556 320 10 0
FA 3,226 55,207 3,207 0 0 0 3,207 0
FR 19,547 486,005 4,962 1,905 1,418 1,633 6 0
HE 7,000 147,361 1,782 116 0 380 693 593
HU 4,311 108,175 3,499 0 0 730 0 2,769
IT 17,000 427,848 2,454 1,163 730 482 6 73
LT 14,863 256,235 502 287 0 215 0 0
MT 10,600 152,285 1,272 446 0 693 133 0
PL 13,606 220,934 3,649 383 1,813 1,453 0 0
PT 22,240 414,020 3,947 910 596 2,439 2 0
RO 51,500 879,427 4,540 599 2,786 1,154 1 0
SL 11,411 235,864 2,287 375 1,198 231 4 479
SV 1,800 29,517 292 60 17 27 2 186
TR 18,036 362,077 6,670 3,160 0 2,823 687 0
Total 274,376 5,439,204 62,218 13,755 20,621 17,523 4,802 5,517
due to the genre of the corpus, mainly composed of legal texts. In Farsi, no cate-
gorisation was performed (§4.3), and all annotated VMWEs are marked as OTH
instead.
Themost frequent category is IReflV, in spite of it being quasi-universal, mainly
due to its prevalence in Czech. IReflVs were annotated in all Romance and Slavic
languages, and in German and Swedish. VPCs were annotated in German, Swe-
dish, Greek, Hungarian, Hebrew, Italian, and Slovene. In the three last languages
this category had a language-specific interpretation, as was the case of OTH in
Hebrew and Turkish (§4.3). No language-specific categories have been defined.
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All the corpora are freely available on the LINDAT/CLARIN platform.21 The
VMWE annotations are released under Creative Commons licenses, with con-
straints on commercial use and sharing for some languages. Some languages use
data from other corpora (notably from the UD project), including additional an-
notations. These are released under the terms of the original licenses.
6.1 Format
The official format of the annotated data is the parseme-tsv format,22 exemplified
in Figure 4. It is adapted from the CoNLL format, with one token per line and
an empty line indicating the end of a sentence. Each token is represented by
4 tab-separated columns featuring (i) the position of the token in the sentence,
or a range of positions (e.g. 1–2) in case of MWTs such as contractions; (ii) the
token surface form; (iii) an optional nsp (no space) flag indicating that the current
token is adjacent to the next one; and (iv) an optional VMWE code composed of
the VMWE’s consecutive number in the sentence and – for the initial token in
a VMWE – its category, for example, 2:ID if a token is the first one in an idiom
which is the secondVMWE in the current sentence. In case of nested, coordinated
or overlapping VMWEs, multiple codes are separated with a semicolon.
Formatting of the final corpus required a language-specific tokenisation pro-
cedure, which can be particularly tedious in languages presenting contractions.
For instance, (FR) du ‘of-the’ is a contraction of the preposition (FR) de ‘of’ and
the article (FR) le ‘the.masc’.
Some language teams resorted to previously annotated corpora which have
been converted to the parseme-tsv format automatically (or semi-automatically if
some tokenisation ruleswere revisited). Finally, scripts for converting the parseme-
tsv format into the FoLiA format and back were developed to ensure corpus com-
patibility with FLAT (5.2).
6.2 Inter-annotator agreement
Inter-annotator agreement (IAA) measures are meant to assess the hardness of
the annotation task, as well as the quality of the annotation guidelines, of the an-
notation methodology, and of the resulting annotations. Defining such measures
is not always straightforward due to the challenges listed in §5.
To assess unitising, two annotators double-annotated an extract of the corpus















9 Pandora nsp 1
10 ’ nsp 1
11 s 1










Figure 4: Annotation of two sample sentences containing a contraction
(wouldn’t), a verbal idiom, and two overlapping VPCs.
annotator with respect to the other.23 MWE-based F-score is defined in Savary
et al. (2017) and was used to evaluate the systems submitted to the shared task.
We also report an estimated Cohen’s 𝜅 (𝜅𝑢𝑛𝑖𝑡 ). Measuring IAA, particularly 𝜅,
for unitising is not straightforward due to the absence of negative examples, that
is, spans for which both annotators agreed that they are not VMWEs. From an
extreme perspective, any combination of a verb with other tokens (of any length)
in a sentence is a potential VMWE.24 Consequently, as the density of VMWEs
in most languages is rather low, one can argue that the probability of chance
agreement approaches 0, and IAA can be measured simply using the observed
agreement 𝐹1𝑢𝑛𝑖𝑡 . However, in order to provide a possibly less biased measure
23That is, we suppose that one annotator represents the system, and the other one represents the
gold standard. Note that F-score is symmetrical (depending on the order, recall and precision
are inverted), so none of the two annotators is prioritised.
24Also note that annotated segments can overlap.
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to the reported F-scores, we assume that the total number of stimuli in the an-
notated corpora is approximately equivalent to the number of verbs, which is
slightly higher than the number of sentences. We roughly estimate this quantity
as the number of sentences plus the number of VMWEs annotated by at least
one annotator.25 Finally, to assess categorisation, we apply the standard 𝜅 (𝜅𝑐𝑎𝑡 )
to the VMWEs for which annotators agree on the span.
Due to time and resource constraints, the majority of the corpus for most lan-
guages was annotated by a single annotator. Only small fractions were double-
annotated for the purpose of the IAA calculation. All available IAA results are
presented in Table 4. For some languages the IAA in unitising is rather low. We
believe that this results from particular annotation conditions. In Spanish, the an-
notated corpus is small (Table 3), so the annotators did not become sufficiently
accustomed to the task. A similar effect occurs in Polish and Farsi, where the first
annotator performed the whole annotation of the train and test corpora, while
the second annotator only worked on the IAA-dedicated corpus. The cases of He-
brew, and especially of Italian, should be studied more thoroughly in the future.
Note also that in some languages the numbers from Table 4 are a lower bound
for the quality of the final corpus, due to post-annotation homogenisation (§5.4).
A novel proposal of the holistic 𝛾 measure (Mathet et al. 2015) combines uni-
tising and categorisation agreement in one IAA score, because both annotation
subtasks are interdependent. In our case, however, separate IAA measures seem
preferable both due to the nature of VMWEs and to our annotation methodology.
Firstly, VMWEs are known for their variable degree of non-compositionality. In
other words, their idiomaticity is a matter of scale. But this fact is not accounted
for in current corpus annotation standards and identification tools, which usu-
ally rely on binary decisions, i.e. a candidate is seen as a VMWE or a non-VMWE,
with no gradation of this status. Such a binary model is largely sub-optimal for a
large number of grey-zone VMWE candidates. However, once a VMWE has been
considered valid, its categorisation appears to be significantly simpler, as shown
in the last 2 columns of Table 4 (except for Romanian and Hebrew). Secondly,
as described in §4.1 – §4.2, our annotation guidelines are structured in two main
decision trees – an identification and a categorisation tree – to be applied mostly
sequentially. Therefore, separate evaluation of these two stages may be helpful
in enhancing the guidelines.
25In other words, the number of items on which both annotators agree as being no VMWEs is
estimated as the number of sentences. This assumption ignores the fact that some verbs may
be part of more than one VMWE, since this is rare.
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Table 4: IAA scores: #S, and #T show the the number of sentences and
tokens in the double-annotated sample used to measure IAA, respec-
tively. #A1 and #A2 refer to the number of VMWE instances annotatedby each of the annotators.
#S #T #A1 #A2 F1unit 𝜅unit 𝜅cat
BG 608 27491 298 261 81.6 0.738 0.925
EL 1383 33964 217 299 68.6 0.632 0.745
ES 524 10059 54 61 38.3 0.319 0.672
FA 200 5076 302 251 73.9 0.479 n/a
FR 1000 24666 220 205 81.9 0.782 0.93
HE 1000 20938 196 206 52.2 0.435 0.587
HU 308 8359 229 248 89.9 0.827 1.0
IT 2000 52639 336 316 41.7 0.331 0.78
PL 1175 19533 336 220 52.9 0.434 0.939
PT 2000 41636 411 448 77.1 0.724 0.964
RO 2500 43728 183 243 70.9 0.685 0.592
TR 6000 107734 3093 3241 71.1 0.578 0.871
6.3 Cross-language analysis
The common terminology and annotation methodology achieved in this endeav-
our enable cross-language observations. In this section we offer a comparative
quantitative analysis of several phenomena relevant to the challenges VMWEs
pose in NLP, as discussed in §1. Namely, we analyse the lengths, discontinu-
ities, coverage, overlapping and nesting of VMWEs across languages and VMWE
types.
Table 5 provides statistics about the length and discontinuities of annotated
VMWEs in terms of the number of tokens.26 The average lengths range between
1.27 (in Hungarian) and 2.71 (in Hebrew) tokens, but the dispersion varies across
languages: the mean absolute deviation (MAD) is 0.75 for Hebrew, while it is 0.11
for Turkish. Single-token VMWEs (length=1) are frequent in Hungarian and Ger-
man (63% and 24% of all VMWEs, respectively) but rare or non-existent in other
languages. The right part of Table 5 shows the lengths of discontinuities (gaps).
This factor is measured in terms of the total number of tokens not belonging to
26Since the version published in Savary et al. (2017), we corrected a bug in the length average
and MAD calculation, which impacted the results for languages containing VMWEs with one
token only (especially DE and HU).
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Table 5: Length and discontinuities of VMWE occurrences in number
of tokens in the training corpora. Col. 2–3: average and mean absolute
deviation (MAD) for length. Col. 4: number of single-token VMWEs.
Col. 5–6: average and MAD for the length of discontinuities. Col. 7–8:
number and percentage of continuous VMWEs. Col. 9–11: number of
VMWEs with discontinuities of length 1, 2 and 3. Col. 12–13: number
and percentage of VMWEs discontinuities of length > 3.
Length of VMWE Length of discontinuities (excl. VMWEs of length 1)
Lang. Avg MAD =1 Avg MAD 0 %0 1 2 3 >3 %>3
BG 2.45 0.63 1 0.64 1.05 1586 82.1 206 33 25 82 (4.2%)
CS 2.30 0.46 0 1.35 1.53 6625 51.5 2357 1465 944 1461 (11.4%)
DE 2.02 0.61 715 2.96 2.94 619 35.7 283 159 142 529 (30.5%)
EL 2.45 0.61 3 0.94 1.08 870 57.4 389 124 50 82 (5.4%)
ES 2.24 0.39 0 0.47 0.66 523 69.9 162 33 14 16 (2.1%)
FA 2.16 0.27 0 0.42 0.70 2243 82.9 202 103 60 99 (3.7%)
FR 2.29 0.44 1 0.65 0.80 2761 61.9 1116 336 125 123 (2.8%)
HE 2.71 0.75 0 0.47 0.74 1011 78.9 129 54 43 45 (3.5%)
HU 1.27 0.39 2205 1.01 1.29 506 63.7 178 34 15 61 (7.7%)
IT 2.58 0.64 2 0.28 0.46 1580 80.9 278 56 22 16 (0.8%)
LT 2.35 0.53 0 0.72 0.94 261 64.9 79 36 9 17 (4.2%)
MT 2.64 0.68 7 0.34 0.53 589 77.0 123 33 12 8 (1.0%)
PL 2.11 0.20 0 0.53 0.77 2307 73.3 470 195 90 87 (2.8%)
PT 2.19 0.37 76 0.67 0.78 1964 58.3 1016 223 82 86 (2.6%)
RO 2.15 0.25 1 0.55 0.72 2612 64.7 689 693 32 13 (0.3%)
SL 2.27 0.43 14 1.47 1.54 787 44.4 445 221 118 202 (11.4%)
SV 2.14 0.25 0 0.38 0.59 44 78.6 7 3 1 1 (1.8%)
TR 2.06 0.11 3 0.57 0.57 3043 49.4 2900 162 33 28 (0.5%)
a VMWE but appearing between its left- and right-most lexicalised components.
For instance, a gap of length 3 is counted in (DE) jetzt bin ich bestimmt aus dem
Alter heraus ‘now am I certainly out-of the age part’⇒ ‘now I am too old’. The
discontinuities vary greatly across languages. While for Bulgarian, Farsi and Ital-
ian more than 80% of VMWEs are continuous, only 35.7% of German VMWEs
do not have any gaps, and 30.5% of them contain discontinuities of 4 or more
tokens.
Figure 5 and Figure 6 show a breakdown of the length and discontinuity scores
per VMWE category (Farsi, where categorisation was not performed, is not in-
cluded). Not surprisingly, IDs are longer on average than all other categories
(OTHs are omitted due to their rarity), and the average ID length ranges roughly
between 2.5 and 3 components. The average lengths for the other categories are
closer to 2, which is expected given their definitions. Note though that VPCs are
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Figure 5: Average lengths of VMWE occurrences per category, in num-
ber of components. Single-token VMWEs (frequent for Hungarian and
German) are included.
more contrasted across languages, with a low average length for German and
Hungarian, due to the massive presence of single-token VMWEs. As far as IRe-
flVs are concerned, a similar effect can be observed for some languages depend-
ing on morphological and tokenisation rules, due to the presence of IReflVs of
length 1, for instance (ES) referir.se ‘to refer.refl’⇒ ‘to refer’. IReflVs of length
greater than 2 in Czech, Bulgarian and German result from language-specific
interpretations of the guidelines (§4.3).
When comparing the lengths of discontinuities across languages (Figure 6),
German stands clearly out in all categories and so does Slovene to a smaller ex-
tent (probably due to the language-specific interpretation of the VPC category,
§4.3), whereas Italian, Hebrew orMaltese show very few discontinuities. Note the
difference for LVCs within Romance languages, which should be studied in more
detail. LVCs are clearly the category showing the longest discontinuities overall,
mainly due to the presence of non-lexicalised determiners and pre-modifiers of
the predicative nouns, although extraction of the nouns also comes into play.
While regularities do exist in the formation of MWEs, it essentially remains an
idiosyncratic and lexical phenomenon. Hence, it is very likely that the annotated
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Figure 6: Size of discontinuities in VMWEs. The gap size is the total
number of tokens not belonging to a VMWE but appearing between
its left- and right-most lexicalised components. VMWEs of length 1 are
not considered. For German the VPC average gap size is 5.25.
datasets cover only a small fraction of all the VMWEs existing in each of the 18
languages. In order to evaluate this coverage, we propose to measure the ratio of
unknownVMWEs considering a corpus split into training and test sets, similar to
the split used in the shared task (Savary et al. 2017). In other words, we arbitrarily
split the corpus into a training and a test set, and study the proportion of VMWEs
present in the test but absent in the training set.27
Ideally, we should perform this estimation on an intra- and inter-domain basis.
Unfortunately, we do not know the domain of the source text for each annotated
sentence.28 To circumvent this limitation, we can still provide a lower bound of
the unknown VMWE ratios by considering different splits that use continuous
portions of the corpus, as shown in Figure 7. For each language for which the
morphological companion files were provided, we show the average rate of un-
27See also Maldonado & QasemiZadeh (2018 [this volume]) and Taslimipoor et al. (2018 [this
volume]) for in-depth considerations on how the training vs. test corpus split influences the
results of automatic VMWE identification.
28For instance the French dataset contains the UD corpus, whose sentences come from various
untraced sources and are mixed.
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known VMWEs29 computed over 5 cross-validation splits, plotted against the to-
tal number of VMWE occurrences. For instance for Italian we get an average un-
known rate of 66.2%, with roughly 2,000 annotated VMWE tokens, which means
that, on average, in a fraction of 400 VMWEs, two thirds are not present in the
remaining 1,600 VMWEs. The ratios are rather high, except for Hungarian and
Romanian. Although we would expect these scores to have negative correlation
with the size of the annotated data, the plot shows great differences even among
languages with comparable numbers of annotated VMWEs. We can hypothesise
that other factors come into play, such as cross-language variability of domains,
text genres and annotation quality.
Figure 7: Ratios of unknown VMWEs in the different language datasets.
X-axis: the total number of VMWEs tokens in the train+test corpus. Y-
axis: average proportion of unknown VMWEs (present in the test but
not in the train set) when performing cross-validation with 5 different
train/test splits.
We also investigated two other challenging phenomena: overlapping and nest-
ing of VMWEs.The former was measured in terms of the frequency of tokens be-
longing to at least 2 VMWEs. It occurs – most often due to ellipsis in coordinated
VMWEs – in most of the languages but rarely concerns more than two VMWEs
at a time, as shown in Table 6. The highest number of overlapping VMWEs was
29Matching of VMWEs in train and test sets is performed on lemmatised forms, and with limited
normalisation of the order of components (in particular verb-noun for LVCs, and clitic-verb
for IReflVs). Note that better normalisation should be performed in order to match multitoken
VMWEs against their single-token variants.
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‘The pilots performed basic maneuvers and series of climbs, dives, rolls
and turns.’
As far as nesting is concerned, measuring this phenomenon precisely, as de-
fined in §5, would require the availability of syntactic annotations for all lan-
guages. Since this is not the case, we approximated nesting at the syntactic level
by pairs of VMWEs 𝐸1 and 𝐸2 such that all lexicalised components of 𝐸2 are
placed between the left- and right-most lexicalised components of 𝐸1. Single-
token VMWEs were disregarded. As the last line of Table 6 shows, such configu-
rations occur very rarely in the data. This might be due to the fact that large gaps
introduced within the outer-most VMWEs by the nested structure are harder to
process for the human mind.
Table 6: Overlapping and nested VMWEs. Overlap >=2 and >2: the
token belongs to at least 2 or more than 2 VMWEs, respectively. Only
percentages above 0.49% are indicated.They are countedwrt. all tokens
belonging to VMWEs.
BG CS DE EL ES FA FR HE HU IT LTMT PL PT RO SL SV TR
Overlap >= 2 0 520 122 5 22 1 60 235 30 73 0 1 44 65 53 0 1 19
(1.6%) (2%) (5%) (1.2%) (0.6%) (0.5%) (0.5%)
Overlap > 2 0 11 0 1 0 0 5 9 0 0 0 0 1 6 0 0 0 0
Nested VMWEs 4 29 1 0 0 0 1 0 1 3 0 0 4 1 0 2 0 0
7 Language-specific studies based on the corpus
Since its publication in January 2017, the PARSEME VMWE-annotated corpus
has enabled studies in corpus linguistics in several languages.
The French corpus was addressed by Pasquer (2017), who focuses on the vari-
ability of the most frequent VMWEs.Three aspects are studied: (i) morphological
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variability of VMWE components, (ii) length and nature of discontinuities be-
tween the VMWE components, (iii) syntactic dependencies between the VMWE
components and their dependents/governors.The results show a distinctly higher
variability in LVCs than in IDs. Namely, nouns inflect and govern external mod-
ifiers, respectively, 8 and 1.7 times more often in LVCs (il rend les derniers hom-
mages ‘he pays the last tributes’) than in IDs. IDs include a lexicalised determiner
(elle tourne la page ‘she turns the page’ vs. elle joue un role ‘she plays a role’)
and a compulsory negation (ça ne paye pas demine ‘it does not pay a face’⇒ ‘it
is not much to look at’), 20 and 10 times more often than LVC, respectively. LVCs
exhibit discontinuities and passivise 1.5 and 29 times more often than IDs, respec-
tively. Additionally, types of syntactic variants are listed and quantified for the 3
most variable VMWEs. Interesting types of morphological variants, such as pre-
fixations (redonner raison ‘to re-give reason’⇒ ‘to admit again that someone
is right’), are also revealed.
In Maltese, investigations on LVCs were also carried out in the PARSEME cor-
pus extended with the Maltese UD corpus. The annotated LVCs were extracted
and proofread, and the 20 most frequent light verbs (LVs) were listed. Those
were used to find other candidate LVCs in a larger raw corpus (not annotated
for VMWEs). For each LV the number of unique predicative nouns they combine
with could be established. The results show that some LVs are inherently light
(e.g. ta ‘to give’, ħa ‘to take’ and għamel ‘to make/do’) and combine with large
numbers of nouns (here: 60, 48, and 46, respectively), while others are light only
when combined with a few nouns (e.g. ġarr ‘to carry’, laħaq ‘to reach/achieve’, ta-
lab ‘to request/ask’). An analogous experiment, performed for nouns, shows that
most of them occur with two LVs (ta ‘to give’ and ħa ‘to take’), while only few
(appoġġ ‘support’, kura ‘care/treatment’ and kenn ‘shelter’) combine with many
LVs. Other interesting findings are of etymological nature. Maltese is a language
with influences from Semitic and Romance languages, as well as English. The in-
spected LVCs were mostly of Romance origin (70%), some of Semitic (25%) and
some of English (5%). Interestingly, some LVCs accommodate borrowings and
Semitic elements that are no longer productive, for example, ħa nifs ‘to take a
breath’ is ten times more frequent than the Semitic niffes ‘to breathe’.
LVC-specific analyses were also performed in Lithuanian. Two groups of verbs
were identified based on their frequencies in LVCs: (i) 4 high-connectivity verbs
i.e. those that combine with large numbers of nouns: vykdyti ‘to carry out’ con-
nects with 19 nouns, atlikti ‘to perform’ – 14, turėti ‘to have’ – 12, daryti ‘to do/to
make’ – 10; (ii) 17 low-connectivity verbs i.e. those combining with less than 10
nouns, e.g. teikti ‘to deliver’ – 6, surengti ‘to arrange’ – 4, imtis ‘to undertake’ – 3,
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priimti ‘to accept’ – 3, patirti ‘to experience’ – 3, duoti ‘to give’ – 3, sudaryti ‘to
make’ – 3, etc. The numbers of the LVCs containing the verbs from (i) and (ii)
are comparable – 55 and 38, respectively – but the diversity of the verbs is sig-
nificantly higher in (ii) than in (i). The LVCs containing the verbs from group (i)
seem to be the most prototypical ones, e.g. vykdyti patikrinimus ‘to carry out
inspections’, atlikti analizę ‘to perform an analysis’, daryti spaudimą ‘to put
pressure’, etc. These findings pave the way towards developing a comprehensive
list of light verbs for Lithuanian.
8 Interesting problems
The considerable collective PARSEME corpus effort led us to confront various
phenomena across different language families, various linguistic traditions, and
annotation practices. As a result, some interesting findings allow us to view the
VMWE phenomenon more globally, which should enable further cross-language
generalisations.
Since semantic non-compositionality is the most pervasive property of MWEs,
it should possibly be captured by generic definitions and tests in a multilingual
endeavour like ours. However, semantic properties show up in different lan-
guages via different morphological, syntactic and semantic means. As a result,
some semantic non-compositionality phenomena cross word boundaries in some
languages, and are therefore relevant to MWEs, and others do not. This distinc-
tion can also vary from language to language for the same phenomenon.
For instance, particles in Germanic and Finno-Ugric VPCs, like (EN) to turn off,
have similar roles as prefixes in Slavic verbs, like (PL)wy.łączyć ‘to part.connect’
⇒‘to turn off’.The former are traditionally considered separate lexemes, and can
therefore form VMWEs with their governing verbs. The latter, conversely, are
considered inherent components of verbs, and therefore cannot trigger MWE-
related considerations.
Similarly, aspect can be realised by various lexical, morphological and syn-
tactic means, and can therefore be seen as either a semantic or a morphological
feature (or both). For instance, perfective or continuous aspect can be introduced
by inflection and analytical tenses: (EN) is doing, has done. Starting, continuation,
completion and perfective aspect can also be expressed by specific verbs modify-
ing other verbs: (EN) to start/continue/stop/complete the action. Finally, in Slavic
languages each verbal lexeme (i.e. independently of its inflected form), has inher-
ent aspect, either perfective or imperfective, and is marked as a morphological
feature (recognisable either by a prefix or by an ending): (PL) robić ‘to do.imperf’
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vs. z.robić ‘to part.do.perf’;wy.łączać ‘to part.connect.imperf’⇒ ‘to turn off’ vs.
wy.łączyć ‘to part.connect.perf’ ⇒ ‘to turn off’. Therefore, in Slavic languages
the verb in an LVC necessarily adds aspect to the predicate, so its status in Test
11 (§4.2.2) should be examined along slightly different lines than in Romance and
Germanic languages. Additionally, if adding any aspectual semantics to the pred-
icate should necessarily block the LVC classification in Test 11, then (EN) to take
a decision should be annotated as an LVC, while (EN) taking a decision might
not. These observations led us to revise the LVC tests for future editions of the
guidelines.
Another finding concerns productivity. Some verbs admit arguments from
large semantic classes, and, conversely, some nouns select various verbal oper-
ators. More precisely, we observed the hardness of delimiting productive from
non-productive cases in VMWE categories: (i) whose semantic non-compositio-
nality is weak, or (ii) whose components are not content words. The former
mainly concerns LVCs. We found no effective and reproducible way to distin-
guish lexical selection from selection of large semantic classes. For instance, (EN)
to deliver is often used with the class of nouns expressing formal speech acts such
as speech, lecture, verdict, etc. However, we can also use the verb to give instead
of to deliver with the same class of nouns, which likely shows a productive rather
than a strict lexical selection. Problem (ii) concerns VPCs, IReflVs and preposi-
tional verbs. Namely, as the semantics of particles is hard to establish, we could
come up with only one VPC-related test (§4.2.5), which should clearly evolve in
future work. Also, the ambiguity of various uses of the reflexive clitic, and the re-
sulting hardness of the IReflV annotation, was stressed by many language teams.
Finally, the non-compositionality of prepositional verbs was so hard to establish
in the pilot annotation that we abandoned them in the final annotation.
We also underestimated the importance of modelling not only the semantic
non-compositionality of idioms but their conventionalisation as well. As a result,
we currently have no efficient way to distinguish MWEs frommetaphors. The re-
semblance is strong since many idioms are metaphors, e.g. (PT) ele abre mão ‘he
opens hand’⇒ ‘he gives up’, but non-idiomatic metaphors, created for the need
of a particular text, do occur, e.g. (PL) podpisanie tej umowy to stryczek założony
na szyję Polski ‘signing this treaty is a noose put around Poland’s neck’. The dif-
ference is hard to tackle, and especially to test, since it seems to lie precisely in
the fact that MWEs are conventionalised while metaphors are not necessarily
so. A partial solution to this problem may probably stem from statistical estima-
tions, although the “long tail” of conventionalised and still infrequentMWEsmay
largely resemble non-conventionalised metaphors. We put forward the MWE vs.
metaphor distinction as a future research issue.
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9 Related work
In this section we contextualise our work with respect to existing MWE typolo-
gies, annotation methodologies and annotated corpora.
9.1 MWE typologies
In previous approaches to modelling MWEs, various classifications of MWEs
were put forward. Here, we focus on several proposals, summarised in Table 7,
which seem relevant to our work in that they: (i) have been particularly influen-
tial in the NLP community (Sag et al. 2002; Baldwin & Kim 2010; Mel’čuk 2010)
(ii) were tested against a representative data set (Mel’čuk 2010), notably in corpus
annotation (Schneider et al. 2014), (iii) use MWE flexibility, which is a pervasive
feature of verbal MWEs, as a major classification criterion (Sag et al. 2002), (iv)
focus exclusively on verbal MWEs (Sheinfux et al. forthcoming), (v) put a verbal
component in the heart of the classification criterion (Laporte 2018).
Sag et al. (2002) is a highly influential seminal work whose MWE classifica-
tion implements the hypothesis put forward by Nunberg et al. (1994) about the
correlation between the semantic decomposability of an idiom and its syntactic
flexibility. According to this theory, it is because pull can be rephrased as use
and strings as one’s influence that the idiom to pull strings admits variations like
to pull all the (political) strings, the strings he pulled, etc. The hypothesis has
been criticised, e.g. by Sheinfux et al. (forthcoming) and Laporte (2018), notably
by demonstrating non-decomposable MWEs which still exhibit flexibility. The
Sag et al. (2002) classification also calls for adjustments in inflectionally rich and
free-word-order languages. Still, it remains widely used, notably due to its useful-
ness for NLP applications. Namely, MWE flexibility is a major obstacle in MWE
identification since it prohibits seeing a MWE as a “word with spaces” and using
sequence labelling approaches.
Baldwin & Kim (2010) assume the flexibility-driven classification by Sag et al.
(2002) and they additionally introduce an orthogonal typology based on purely
syntactic criteria, that is, on the syntactic structure of the MWE. There, verbal
subcategories are both English-specific and non-exhaustive since verb-noun id-
ioms are considered, but not, for example, verb-adjective ones.
The typology of Mel’čuk (2010) is based, conversely, on mainly semantic crite-
ria. Different types of semantic compositionality are defined, and non-composi-
tional subtypes are those where the semantic head is missing. The latter further
subdivide into: (i) quasi-locutions in which the meanings of the components are
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semi-locutions which include the meaning of only a part of their components, as
in (FR) fruits de mer ‘sea fruit’⇒ ‘seafood’, (iii) complete locutions, which include
the meaning of none of their components, as in (FR) en tenue d’Adam et Eve ‘in
Adam’s and Eve’s dress’⇒ ‘naked’.
Schneider et al. (2014) propose a rather shallow typology with only two types
based on the strength of association between component words. Strong MWEs
are those whose meaning is not readily predictable from component words, as
in (EN) close call ‘a situation in which something bad almost happened but could
be avoided’. Weak MWEs are those with more transparent semantics and more
flexibility, like (EN) narrow escape ‘a situation in which something bad almost
happened but could be avoided’. This typology was applied to annotate a large
publicly available corpus, underlying the DiMSUM30 shared task on identifica-
tion of minimal semantic units and their supersenses.
In Sheinfux et al. (forthcoming) the hypothesis of Nunberg et al. (1994) is ques-
tioned on a sample of verbal Hebrew idioms, and a novel classification is put
forward which relies on figuration (the degree to which the idiom can be as-
signed a literal meaning) and transparency (the relationship between the literal
and idiomatic reading). In transparent figurative idioms the relationship between
the literal and the idiomatic reading is easy to recover (to saw logs ‘snore’). In
opaque figurative idioms the literal picture is easy to imagine but its relation-
ship to the idiomatic reading is unclear (to shoot the breeze ‘chat’). Finally, in
opaque non-figurative idioms no comprehensible literal meaning is available, no-
tably due to cranberry words which have no status as individual lexical units (to
take umbrage ‘to feel offended’). The study further tests VMWEs of the 3 cate-
gories against 4 types of lexical and syntactic flexibility, and stresses the fact that
flexibility is a matter of scale rather than a binary property.
Laporte (2018) formalises a MWE classification emerging from the lexicon-
grammar theory and encoding practice (Gross 1986; 1994). Its specificity is to
put the notion of support verb (roughly equivalent to light verb) in the heart of
the classification, and push the MWE frontier far beyond what is admitted in
other approaches. Namely, with the copula support verb to be, large classes of
nouns, adjectives and PPs are seen as predicates of support-verb constructions,
which should, thus, be lexically described.
Comparing our classification (§3) to the above ones (Table 7), several facts are
striking: (i) we restrict ourselves to verbal MWEs only, (ii) we perform a large-
scale multilingual evaluation and enhancement of the classification via corpus




mostly syntactic tests, (iv) we define a novel VMWE category of IReflVs and lin-
guistic tests delimiting its borders, we also display the quantitative importance
of this category, mainly in Romance and Slavic languages, (v) we give access to
detailed annotation guidelines organised as decision trees, with linguistic tests il-
lustrated in many languages. As far as the scope of the MWE-related phenomena
are concerned, recall that we exclude statistical collocations and retain only lexi-
cally, syntactically or semantically idiosyncratic expressions.This fact seemingly
contrasts with other approaches shown in Table 7. Note, however, that some of
these authors understand collocations differently, as discussed in §2.
9.2 MWE annotation practices
Modelling the behaviour of MWEs in annotated corpora, and prominently in
treebanks, has been undertaken in various languages and linguistic frameworks.
Rosén et al. (2015) offer a survey of MWE annotation in 17 treebanks for 15 lan-
guages, collaboratively documented according to common guidelines.31 Accord-
ing to this survey, multiword named entities constitute by far themost frequently
annotated category (Erjavec et al. 2010), sometimes with elaborate annotation
schemes accounting for nesting and coordination (Savary et al. 2010). Contin-
uous MWEs such as compound nouns, adverbs, prepositions and conjunctions
are also covered in some corpora (Abeillé et al. 2003; Laporte et al. 2008; Branco
et al. 2010). Verbal MWEs have been addressed for fewer languages. The sur-
vey also shows the heterogeneity of MWE annotation practices. For instance,
VPCs are represented in dependency treebanks by dedicated relations between
head verbs and particles. In constituency treebanks, particles constitute separate
daughter nodes of sentential or verbal phrases and are assigned categories explic-
itly indicating their status of selected particles. Additionally, in an LFG (Lexical
Functional Grammar) treebank, verbs and their particles are merged into single
predicates appearing in functional structures.
Similar conclusions about the heterogeneity of MWE annotation were drawn
concerning UD (McDonald et al. 2013), an initiative towards developing syn-
tactically full-fledged and cross-linguistically consistent treebank annotation for
many languages. Nivre & Vincze (2015) show that LVCs annotation in UD tree-
banks is threefold: (i) some treebanks lack or do not distinguish LVCs from reg-
ular verb-object pairs, (ii) some distinguish them by their structure (the direct
object is dependent on the light verb rather than on the predicative noun), (iii)
some account for them explicitly by the dependency labels between the noun
31http://clarino.uib.no/iness/page?page-id=MWEs_in_Parseme
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and the verb. Furthermore, De Smedt et al. (2015) point out that 3 different de-
pendency relations in UD32 can be used to describe MWEs - compound, mwe and
name (with possible sub-relations, e.g. compound:prt for verb-particle construc-
tions) - and that these are used across different UD treebanks in a largely incon-
sistent way. More recent efforts (Adalı et al. 2016), while addressing VMWEs in
a comprehensive way, still suffer from missing annotation standards.
As compared to this state of the art, the PARSEME effort aims at developing
annotation guidelines and practices which would be universal but would leave
room for language-dependent specificities. Our scope covers all types of VMWEs.
9.3 Corpora and datasets with VMWEs
As seen in the previous section, most efforts towards anotating MWEs were ei-
ther language- or MWE category-specific. The same holds for verbal MWEs in
particular. In this section we mention some outcomes of the previous VMWE
annotation initiatives.
The Wiki50 (Vincze et al. 2011) corpus contains 50 English Wikipedia articles
annotated for MWEs, including several VMWEs types. The dataset of Tu & Roth
(2011) consists of 2,162 sentences from the British National Corpus in which verb-
object pairs formed with do, get, give, have,make, and take are marked as positive
and negative examples of LVCs. Tu & Roth (2012) built a crowdsourced corpus
in which VPCs are manually distinguished from compositional verb-preposition
combinations, again for six selected verbs. Baldwin (2005) presents another data-
set of English VPCs. Finally, SZPFX (Vincze 2012) is an English-Hungarian paral-
lel corpuswith LVC annotations in both languages. For German, idiomatic combi-
nations of verbs and prepositional phrases were described in a database by Krenn
(2008) and annotated in the TIGER corpus by Brants et al. (2005).
In Slavic languages, a notable effort was made with the Prague Dependency
Treebank of Czech (Hajič et al. 2017), annotated at 3 layers: morphological, analyt-
ical (accounting for syntax) and tectogrammatical (accounting for functional rela-
tions). MWEs, including some VMWEs, are annotated by identifying monosemic
subtrees in the 3rd layer and replacing them by single nodes (Bejček & Straňák
2010), which unifies different morphosyntactic variants of the same MWE (Be-
jček et al. 2011). Each MWE occurrence is linked to its entry in an associated
MWE lexicon. It is also argued that elements elided in MWEs (e.g. due to coordi-
nation) should be restored in deep syntactic trees. The Czech PARSEME corpus
results from a mostly automatic (although challenging) transformation of the
PDT annotations into the parseme-tsv format (Bejček et al. 2017).
32This analysis concerns UD v1 - these labels evolved in UD v2.
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Kaalep &Muischnek (2006; 2008) and Vincze & Csirik (2010) present databases
and corpora of VMWEs for Estonian particle verbs and Hungarian LVCs, respec-
tively. VMWE annotations are available in several Turkish treebanks. In Ery-
iğit et al. (2015) various MWEs are labeled with a unique dependency label in-
dependently of their category, while in Adalı et al. (2016) they are classified as
either strong or weak, similarly to Schneider et al. (2014). Finally, QasemiZadeh
& Rahimi (2006) provide annotations for Farsi LVCs in the framework of the
MULTEXT-East initiative, and in the Uppsala PersianDependency Treebank (Ser-
aji et al. 2014) the lvc dependency relationship is used for annotating non-verbal
component of Farsi LVCs that are not in any other type of syntactic relationship.
The PARSEME corpus initiative builds upon these previous efforts by incor-
porating and extending some pre-existing datasets and annotation experiences.
In some languages it is novel in that: (i) it constitutes the first attempt to anno-
tate and analyse VMWEs in running text, e.g. in Greek and Maltese, (ii) it pays
special attention, for the first time, to certain VMWE categories, e.g. to VPCs in
Greek, to LVCs in Lithuanian, to IReflVs in most Slavic and Romance languages,
and to distinguishing VMWEs from semi-copula-based expressions in Farsi (§4.3).
But the most notable achievement going beyond the state of the art is to offer
the first large highly multilingual VMWE corpus annotated according to unified
guidelines and methodologies.
10 Conclusions and future work
We described the results of a considerable collective effort towards setting up a
common framework for annotating VMWEs in 18 languages from 9 different lan-
guage families. Unlike McDonald et al. (2013), our methodology is not English-
centred. We draft the guidelines and test them on many languages in parallel,
without giving priority to any of them (except for communication purposes).
We offer a classification of VMWEs where properties hypothesised as univer-
sal or quasi-universal are treated in a homogeneous way, while leaving room to
language-specific categories and features at the same time. Additionally to its
importance for language modelling, and contrastive linguistic studies, this typol-
ogy may be useful for various language technology tasks, notably because dif-
ferent VMWE types show different degrees of semantic decomposability, which
influences their interpretation and translation. For instance, in LVCs nouns may
translate literally and verbs may be omitted in the semantic calculus, but the
same usually does not hold for IDs. Our annotation guidelines are organised in
decision trees, so as to maximise the replicability of the annotators’ decisions.
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Our efforts also pave the way towards unified terminology and notation con-
ventions. In particular, we stress the relations between words and tokens, which
are crucial for defining the scope of the MWE phenomenon. We formalise the
notion of a canonical form of a VMWE. Moreover, the notational conventions
used in this volume for citing, glossing and translating multilingual examples of
VMWEs largely result from our documentation work.
The PARSEME VMWE corpus33 and its annotation guidelines,34 both avail-
able under open licenses, are meant as dynamic resources, subject to continu-
ous enhancements and updates. The size of the corpus is still modest for many
languages and should be progressively increased. Adopting higher annotation
standards, including a double annotation and adjudication, would lead to more
reliable guidelines, increase the quality of the data, and strengthen our claims
and findings. Since the publication of version 1.0 of the corpus, rich feedback
was gathered from language teams, several dozens of issues were formulated and
were discussed in a dedicated Gitlab space35 and version 1.136 of the guidelines
was elaborated. The most important evolutions include:
• Abandoning the category-neutral identification stage, since the annotation
practice showed that VMWE identification is virtually always done in a
category-specific way.The previous identification tests become ID-specific
tests.
• Abandoning the OTH category due to its very restricted use. VMWEs clas-
sified previously as OTH now enter the ID category (except when the in-
terpretation of the OTH category was language-specific).
• Introducing the multiverb construction (MVC) category to account for id-
iomatic serial verbs in Asian languages such asHindi, Indonesian, Japanese
and Chinese.
• Redesigning the tests and the decision trees for the LVC and VPC category,
so as to increase the determinism in the annotation of these two categories.
• Introducing – optionally and experimentally – the category of inherently
adpositional verbs (IAVs), roughly equivalent to the previously abandoned
33http://hdl.handle.net/11372/LRT-2282
34http://parsemefr.lif.univ-mrs.fr/parseme-st-guidelines/1.0/
35https://gitlab.com/parseme/sharedtask-guidelines/issues (restricted access, new users are wel-




inherently prepositional verbs (IPrepVs). The IAV should be addressed in
the post-annotation step, i.e. once the VMWEs of all other categories have
been identified.
• Renaming the IReflV category by IRV, for an easier pronunciation.
• Renaming the ID category to VID (verbal idiom), to explicitly account for
the verbal-only scope.
Adjustments of the previously annotated corpus to the guidelines version 1.1
are ongoing. The corpus should also significantly grow, as new portions of data
are being annotated and new language teams (Arabic, Basque, Croatian, English
and Hindi) are joining the project. Edition 1.1 of the PARSEME shared task (cf.
Savary et al. 2017 for edition 1.0), based on the enhanced guidelines and corpus,
is taking place as this volume is being edited.
In the long run, we intend to include other categories ofMWEs (nominal, adjec-
tival, adverbial, prepositional, named entities, etc.) under the annotation scope,
as well as pave the way towards consistent representation and processing of both
MWEs and syntax.
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The PARSEME Shared Task on the automatic identification of verbal multiword
expressions (VMWEs) was the first collaborative study on the subject to cover a
wide and diverse range of languages. One observation that emerged from the offi-
cial results is that participating systems performed similarly on each language but
differently across languages.That is, intra-language evaluation scores are relatively
similar whereas inter-language scores are quite different. We hypothesise that this
pattern cannot be attributed solely to the intrinsic linguistic properties in each lan-
guage corpus, but also to more practical aspects such as the evaluation framework,
characteristics of the test and training sets as well as metrics used for measuring
performance. This chapter takes a close look at the shared task dataset and the sys-
tems’ output to explain this pattern. In this process, we produce evaluation results
for the systems on VMWEs that only appear in the test set and contrast them with
the official evaluation results, which include VMWEs that also occur in the training
set. Additionally, we conduct an analysis aimed at estimating the relative difficulty
of VMWE detection for each language. This analysis consists of a) assessing the
impact on performance of the ability, or lack-thereof, of systems to handle discon-
tinuous and overlapped VMWEs, b) measuring the relative sparsity of sentences
with at least one VMWE, and c) interpreting the performance of each system with
respect to two baseline systems: a system that simply tags every verb as a VMWE,
and a dictionary lookup system. Based on our data analysis, we assess the suit-
ability of the official evaluation methods, specifically the token-based method, and
propose to use Cohen’s kappa score as an additional evaluation method.
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1 Introduction
Multiword expressions (MWEs) have been studied extensively due to the fact
that many natural language processing (NLP) pipelines depend on their correct
identification and processing (Sag et al. 2002). However, there has been rela-
tively little work on Verbal MWEs (VMWEs). The PARSEME1 Shared Task on
VMWEs (Savary et al. 2017) was the first initiative focusing on the problem of
identifying VMWEs for a relatively large number of languages, 18 in total. This
initiative produced an array of annotated training and test sets for each language.
Using these training sets, shared task participants developed and trained VMWE-
identification systems, which were then evaluated on separate test sets also pro-
duced by PARSEME.
Several patterns have emerged from the evaluation results in this pioneer-
ing shared task. One is that individual systems tend to perform very differently
across languages (inter-language performance) and yet different systems per-
formed similarly in most languages (intra-language performance). In particular,
participating systems scored highest on Farsi, Romanian, Czech and Polish, and
lowest on Swedish, Hebrew, Lithuanian and Maltese, whilst ranging somewhere
in between for the rest of the languages. It has been observed that the inter-
language performance is positively correlated with the proportion of VMWEs
shared by the training and test sets in each language (Maldonado et al. 2017).
This observation suggests that the reported systems’ performance and ranking
could potentially be dependent on the proportion of shared VMWEs across lan-
guages. At the very least, it is clear that inter-language performance differences
cannot be attributed to linguistic differences among languages alone, but to par-
ticularities of the dataset that interplay with these linguistic differences.
This chapter conducts a detailed data analysis of the PARSEME dataset and the
official systems’ submissions in order to try to understand how these particular-
ities impact systems’ performance and to propose possible modifications to the
dataset in order to balance out said particularities among the language corpora.
To this end, we start our discussion in §2 by computing statistics for each
language to get a sense of their differences. We then measure the relative diffi-
culty in identifying VMWEs in each language corpus by focusing on three fac-
tors that could potentially pose challenges to the systems: 1) the relative sparsity
of VMWEs in each language corpus (by measuring the proportion of sentences
with and without VMWEs); 2) the prevalence and significance of discontinuous
VMWEs and embedded (or overlapped) VMWEs; and 3) corpus similarity and
1http://parseme.eu
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homogeneity measures between the training and test portions for each language
section. We observe that the importance of these factors varies across languages:
while some are inherent to each language’s linguistic properties (e.g., proportion
of continuous vs discontinuous VMWEs or the dominant category of VMWEs in
a language), others (e.g., relative sparsity of VMWEs) can be controlled by al-
tering the size of the training and test sets, the proportion of shared VMWEs
between these two sets, and, in general, the homogeneity of the distribution of
VMWEs in these sets for each of the languages.
We then turn our attention to the shared task official evaluation scores on the
participating systems in §3 and §4. In §3, we focus on the effect of the proportion
of shared VMWEs between the training and test sets in each language corpus.We
evaluate the systems on shared VMWEs and on VMWEs occurring exclusively
in the test set. We also introduce two baseline systems (a system that simply tags
every verb as a VMWE and a simple dictionary look-up system) and observe that
the performance of the participating systems follows trends that the performance
of these baselines shows.
In §4, we concentrate on the evaluation metrics used in the shared task: one
that measures the ability of retrieving full VMWEs (MWE-based evaluation) and
another that gives credit to systems on partially identified VMWEs (Token-based
evaluation). We observe that the Token-based evaluation measure gives more
weight to long VMWEs and, in addition, can be exploited by a system that simply
detects verbs. Lastly, we use Cohen’s κ inter-annotator agreement measure as
an evaluation metric based on the intuition that it provides a ‘chance-corrected’
degree of similarity between a system output and a gold standard.
In §5, we conclude that the PARSEME VMWE dataset is a valuable resource
for evaluating VMWE identification systems as long as certain variables are con-
trolled for and purpose-specific evaluation frameworks are considered. We also
propose avenues for future work.
Before we delve into the analysis and discussion, it should be mentioned that
systems were considered to be participating in one of two separate tracks under
the original shared task rules: a) an open track in which participants were free
to use any external data (other than the training data provided) to train and de-
velop their systems, and b) a closed track, where participants were allowed to use
the provided training data only. Given that only one system (LATL) participated
in the open track and for only one language (French), this chapter completely
ignores the open/closed distinction and compares all systems on the same eval-
uation scores.
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2 Shared task dataset
This section explores several numerical properties of the dataset developed for
the shared task in order to gain an insight into differences among languages and
to identify potential difficulty factors in the corpora. We consider difficulty fac-
tors to be corpus-specific characteristics (such as corpus size, sparsity of VMWEs
or corpus heterogeneity) that could potentially hinder an algorithm’s ability to
identify VMWEs. We assess a factor’s degree of difficulty by observing the over-
all systems’ performance on languages that present the factor in question, in
comparison to languages that do not present that factor. The performance of
the systems is measured by the official shared task evaluation F1 scores, shown
in Table 1. That table also contains the averages all systems’ scores for a given
language (avg column) and the ranks of the languages according to these aver-
ages (rnk column). Recall that two evaluation modalities were measured in the
shared task: MWE-based evaluation, which counts as a success the matching of
a full VMWE, and Token-based evaluation, which gives partial credit to partially
matched VMWEs. Figure 1 summarises these scores per language as box plots.















Figure 1: Box plots summarising F1 scores achieved by all systems
on each language, using the MWE-based and Token-based evaluation
modalities
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Table 1: F1 evaluation scores by language and system with averages
(avg), rank (rnk) in Token-based, MWE-based and Cohen’s κ evalua-
tions. Baselines: dictionary look-up (BD) and verb detection (BV).
ADAPT LATL LIF MUMULS RACAI SZEGED TRANSITION avg rnk BD BV
BG Token-based 59.16 66.15 62.66 4 47.44
MWE-based 34.68 61.27 47.98 6 34.67
Cohen’s κ 21.36 53.57 37.47 6 21.27
CS Token-based 72.86 23.52 70.76 73.65 60.20 5 64.34 20.41
MWE-based 57.72 16.67 64.18 71.67 52.56 4 51.91 0
Cohen’s κ 46.49 8.82 55.04 64.36 43.68 5 37.87 -18.54
DE Token-based 40.48 34.45 28.30 45.45 41.09 37.95 13 40.70 28.52
MWE-based 22.80 21.14 19.17 40.53 41.10 28.95 13 41.34 9.22
Cohen’s κ 5.86 5.01 5.82 24.97 26.44 13.62 16 26.42 -15.49
EL Token-based 43.14 42.17 38.71 40.75 46.88 42.33 12 34.16 9.14
MWE-based 31.34 23.08 31.74 31.88 40.07 31.62 12 21.81 0.02
Cohen’s κ 23.28 12.46 25.2 22.9 31.57 23.08 11 9.46 -7.41
ES Token-based 49.17 48.75 30.93 44.18 58.39 46.28 9 50.97 15.56
MWE-based 44.33 33.62 30.06 33.99 57.39 39.88 9 44.22 0
Cohen’s κ 35.84 21.18 23.41 17.81 48.83 30.91 9 32.7 -13.41
FA Token-based 85.36 90.20 87.78 1 65.75 47.73
MWE-based 80.08 86.64 83.36 1 55.92 0
Cohen’s κ 63.13 74.77 68.95 2 22.71 -50.01
FR Token-based 61.52 54.61 10.00 29.40 50.09 33.64 60.28 42.79 10 45.73 18.28
MWE-based 50.88 47.46 10.82 9.29 47.55 5.73 57.74 32.78 11 38.42 0.21
Cohen’s κ 40.12 33.77 7.98 -4.75 38.74 -14.42 48.98 21.49 13 24.19 -15.99
HE Token-based 0.00 31.30 15.65 16 33.80
MWE-based 0.00 33.44 16.72 16 37.44
Cohen’s κ 0.00 27.74 13.87 14 32.69
HU Token-based 66.10 68.86 62.26 70.81 67.47 67.10 3 68.13 12.49
MWE-based 66.89 62.21 65.08 74.01 69.87 67.61 3 68.09 2.44
Cohen’s κ 50.6 42.13 49.45 60.04 52.03 50.85 3 49.01 -35.81
IT Token-based 25.11 18.24 34.90 43.57 30.46 14 37.85 14.4
MWE-based 23.09 16.90 15.31 39.90 23.80 15 29.03 0
Cohen’s κ 14.26 10.01 -10.01 25.33 9.9 17 8.27 -14.44
LT Token-based 0.00 25.33 12.67 17 28.85
MWE-based 0.00 28.35 14.18 17 30.08
Cohen’s κ 0.00 27.25 13.62 15 28.82
MT Token-based 8.87 0.00 4.69 16.29 7.46 18 11.42 6.79
MWE-based 6.41 0.00 5.00 14.44 6.46 18 6.75 0.02
Cohen’s κ 3.5 0.00 2.99 6.6 3.27 18 -5.25 -5.74
PL Token-based 72.74 69.77 0.00 70.56 53.27 7 74.40 18.33
MWE-based 67.95 59.61 0.00 69.09 49.16 5 69.98 0
Cohen’s κ 61.53 51.33 0.00 62.72 43.9 4 63.46 -15.01
PT Token-based 70.18 60.01 30.79 70.94 57.98 6 59.97 14.32
MWE-based 58.14 44.05 0.99 67.33 42.63 8 54.49 0
Cohen’s κ 51.35 35.98 -11.52 62.03 34.46 7 46.35 -11.86
RO Token-based 81.90 83.58 77.99 79.12 80.65 2 63.76 11.51
MWE-based 73.38 77.21 77.75 75.31 75.91 2 57.74 0
Cohen’s κ 71.28 75.35 76.12 73.18 73.98 1 53.75 -7.32
SL Token-based 45.06 45.62 33.20 46.55 42.61 11 28.47 0.08
MWE-based 37.08 31.08 30.19 43.22 35.39 10 21.65 0
Cohen’s κ 29 20.49 23.45 33.17 26.53 10 5.23 -0.07
SV Token-based 31.49 26.69 31.19 30.70 30.02 15 8.94 13.23
MWE-based 30.32 25.17 27.03 30.36 28.22 14 7.32 0
Cohen’s κ 24.44 20.78 16.56 24.75 21.63 12 -5.62 -10.29
TR Token-based 52.85 45.40 51.59 55.28 51.28 8 16.60 10.45
MWE-based 42.83 34.49 51.76 55.40 46.12 7 5.95 0
Cohen’s κ 25.88 19.05 38.88 42.14 31.49 8 -8.57 -17.81
avg Token-based 53.79 54.61 10.00 40.71 41.12 36.86 54.10 43.40 16.08
MWE-based 46.22 47.46 10.82 29.81 38.71 25.50 52.37 37.60 0.79
Cohen’s κ 36.44 33.77 7.98 20.56 30.82 11.82 43.64 24.6 -16.92
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2.1 Corpora sizes, VMWE sparsity and frequency distributions
We start by discussing the sizes of the training and test portions in each language
corpus, depicted in Figure 2. Sizes are measured in terms of the total number
of sentences. Traditionally, corpora sizes are discussed in terms of number of
words, rather than number of sentences. We use number of sentences instead
for a variety of reasons: 1) Each language corpus in the dataset consists of a
collection of individual sentences. So the sentence is a natural unit to describe
the dataset. 2) A sentence is expected to have a single main verb. On average, we
can expect to have a little more than one verb per sentence. However, we would
like to know what this average is for the case of verbal MWEs (VMWEs). That is,
we would like to know how sparse VMWEs are in a given language corpus, and
what impact this sparsity may have. 3) Measures such as the rate of VMWEs per
𝑛 tokens could also be used, but are less linguistically motivated. Finally, 4) the
training-to-test size ratios in terms of number of words are largely the same in
this dataset as in terms of number of sentences.
Notice that Romanian and Czech have by far the largest training sets, dwarf-
ing corpora of all other languages. This seems to work in favour of these two
languages as, on average, Romanian ranked 2nd place in both evaluation modali-
ties and Czech ranked at 4th and 5th places in the MWE-based and Token-based
modalities, respectively. Swedish is the language with the smallest training set
(only 200 sentences). The average F1 score of systems participating in Swedish
is around 30% for both evaluation modalities. Indeed, the size of the training set
is somewhat positively correlated with the average system evaluation scores for
each language. The Pearson correlation coefficients for MWE-based and Token-
based evaluations are 0.33 and 0.35, respectively.
The size of the test set relative to its corresponding training set varies widely
across languages. The test-to-training proportions vary from 8% to 60% for most
languages, except for Maltese (79%), Spanish (85%) and most notably, Swedish,
with a test set about 8 times larger than its training set.2 Although both Maltese
and Swedish performed rather poorly (Maltese actually ranked last), there is no
clear pattern between the test-to-training proportion of a language corpus and
the performance of systems. In fact, Spanish ranked exactly in the middle at 9th
place. These proportions were found to be mildly negatively correlated against
MWE-based and Token-based evaluations: -0.20 and -0.23, respectively (Pearson
correlation coefficients).
2200 training sentences vs. 1600 test sentences, making the proportion of the training set almost
invisible in Figure 2
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Figure 2: Relative sizes (in sentences) of the training and test portions
of each language corpus.
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Figure 3: VMWE Sparsity – Percentage of sentences with VMWEs; hor-
izontal lines depict average percentages across languages for training
(TRN) and test (TST) sets, respectively.
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Figure 3 shows how sparse VMWEs are in the language corpora. VMWE spar-
sity can be understood as the inverse of the proportion of sentences that have
at least one VMWE. The figure shows the proportion of VMWEs within each set
(training and test) using percentages. The graphs show that language corpora
differ widely in their VWME sparsity. The overall proportion average (depicted
by the two horizontal lines in the figure) is 24% and 23% for the training and test
sets, respectively. Only Farsi and Hungarian are well above this average, and
German is slightly above. For most languages, the vast majority of sentences
do not contain a single VMWE. Whilst sentences without VMWE examples are
indeed needed by machine learning algorithms, too few examples could hinder
learning processes due to class imbalance. Indeed, there is a strong positive corre-
lation between the proportion of sentences with VMWEs and the average system
evaluation scores: 0.58 Pearson correlation coefficient against MWE-based eval-
uation and 0.56 against Token-based evaluation. Lithuanian and Maltese are the
two lowest scoring languages in both evaluation modalities (see Table 1 and Fig-
ure 1). They are two of the three languages with the highest VMWE sparsity. The
third language is Romanian, which turns out to be the second highest scoring
language. Romanian is, as previously mentioned, the language with the largest
amount of training data. The Romanian corpus’ large volume seems to outweigh
its high VMWE sparsity in systems’ performance.
Another feature which seems to help systems perform well in the Romanian
corpus is the frequency distribution of its VMWEs, as shown in Figure 4. This
figure shows how many VMWE types occur at each VMWE frequency and how
many of those VMWEs are successfully retrieved by the systems on the test por-
tion of each language corpus. The grey bars on each chart show the total number
of VMWE types occurring at each frequency inscribed on the 𝑥 axis.The coloured
bars count the number of VMWE types at each frequency that were fully detected
by each system. This figure shows that Romanian VMWEs are well distributed:
whilst Romanian hapax legomena (VMWEs occurring only once) dominate with
208 instances, there are many VMWEs with higher frequencies. The total num-
ber of VMWEs that occur more than once is 292, with frequencies up to 31 well
represented. By contrast, 88 Lithuanian VMWEs appear only once and the rest,
12 of them, just twice! For Maltese, 82.57% of its VMWEs are hapax legomena.
The remaining 17.43% have frequencies between 2 and 9. In short, VMWEs in
the Lithuanian and Maltese corpora are not as well distributed by frequency as
those in the Romanian corpus. The less frequent a VMWE is, the less opportuni-
ties a system has to learn it. So if the majority of VMWEs in a corpus are of low
frequency (as in Lithuanian and Maltese), it will be harder for a system to learn
them, which will lead to potentially low performance scores for the system.
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Figure 4: Distribution of VMWEs of different frequencies on the test
set (grey bars) and the proportion of such VMWEs detected by systems
(coloured bars) based on full MWE-based detection.
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As an aside, the grey bars in Figure 4 show, for most languages, that the ma-
jority of VMWEs are hapax legomena and that the number of VMWEs occurring
more frequently decreases dramatically as their frequency increases. This is the
hallmark of the Zipfian distribution, which is something to be expected with lex-
ical phenomena (Manning & Schütze 1999: pp. 22–6). This is not the usual way
in which this distribution is traditionally plotted from data. However, it can be
seen that most charts follow it approximately.
The issue of frequency distribution is important. Hungarian and Spanish are
modest in size in comparison with Lithuanian and Maltese (see Figure 2), and
yet the systems perform better in the former languages (especially in Hungarian)
than in the latter languages. Figure 4 reveals that both Hungarian and Spanish
are well distributed by frequency. Hungarian, despite having a smaller test set,
is in fact even better distributed by frequency and has a lower VMWE sparsity
(Figure 3) than Spanish. It obtains a 67 average F1 score whereas Spanish gets
an F1 score average of 40–46, in both evaluation modalities (see avg column in
Table 1).
From these observations, we can point out that language corpora with small
amounts of training data, especially when combined with high VMWE sparsity
and a poor frequency distribution, tend to obtain low scores in most systems. So
increasing the size of training and test data is definitely a recommendation to fol-
low. VMWE sparsity can be reduced by simply trying to balance out sentences
with VMWEs against sentences without VMWEs. However, corpus designers
should be cautious of doing this, as it could lead to a corpus that does not re-
flect the real distribution of VMWEs in the language and/or domain in question.
Perhaps, it should be the task of system developers to design systems capable
of coping with the natural VMWE imbalance/sparsity in a language corpus.3 Im-
proving the VMWE frequency distribution in language corpora could also help
systems. Ensuring that several examples of each VMWE type are included in the
training data will be a challenge, however, due to the natural Zipfian tendency
of a majority of VMWEs to appear only once in any given corpus. We propose
offsetting this tendency by aiming to compile a corpus where the total frequency
of VMWE types that occur frequently enough outnumber the total frequency of
VMWE types that occur less frequently. That is, if 𝜃 is the minimum frequency a
VMWE needs to have in order to be considered to have enough frequency,4 then
we could ensure that the language corpus satisfies the condition:
3Systems could, for example, run a classifier to distinguish sentences that contain VMWEs from
sentences that do not, and train/run their VMWE extractors only on sentences that do.
4𝜃 , a minimum desirable frequency, is a parameter to be set empirically, with 𝜃 = 2 a reasonable
default value.
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(1) ∑
𝑣𝑖∈{𝑓 (𝑣𝑗)≥𝜃}
𝑓 (𝑣𝑖) > ∑
𝑣𝑘∈{𝑓 (𝑣𝑗)<𝜃}
𝑓 (𝑣𝑘)
where 𝑓 (𝑣) is the frequency of VMWE 𝑣 in the corpus. Note that a corpus with
a good VMWE frequency distribution cannot be created by simply increasing the
size of the corpus, but by better selecting sentences that are good examples of as
many VMWEs as possible.
2.2 VMWEs shared between the training and test sets
Maldonado et al. (2017) noticed that the proportion of VMWEs shared between
the training set and the test set of a language corpus is strongly positively cor-
related with the performance scores achieved by participating systems on that
language test set (see also Savary et al. 2018 [this volume] §6.3). The most likely
explanation is that when evaluated on the test set, machine learning systems
would tend to perform better on VMWE examples they encountered in the train-
ing set (i.e. exact VMWEs that systems have already seen during training) than on
VMWE examples that systems encounter for the first time in testing. The higher
the proportion of shared/seen VMWEs is in one language, the higher a machine
learning system can be expected to perform on that language. Figure 5 depicts
this relationship by plotting the score achieved by each system on each language
against the proportion of shared/seen VMWEs in that language. The languages
on the 𝑥 axis are sorted and labelled by this proportion. Notice the near-linear
relationship between this proportion and the system scores.
It is of interest to evaluate systems on non-shared/unseen VMWEs only. This
can be done by using the official systems’ outputs, which were kindly provided
to us by the shared task organisers. In order to evaluate unseen VMWEs only,
the labels for seen VMWEs in the systems’ outputs and the gold standards were
cleared (i.e. changed to the underscore ‘_’ flag) so that they would be ignored by
the official evaluation scripts. Figure 6 shows the systems’ performance scores
when evaluated in this manner on unseen VMWEs only. Notice that the 𝑥 axis
was kept from Figure 5 to enable an easy visual comparison between both figures.
The first thing to notice is that all systems’ scores go down dramatically for all
languages. Notice however that for Farsi, the TRANSITION and ADAPT scores
do not fall as dramatically as in the other languages. At first glance, this can
be associated with the density of annotated instances of VMWEs in the Farsi
corpus, i.e., Farsi has the lowest VMWE sparsity in the dataset (as discussed in
§2.1). On the other hand, the second least VMWE-sparse language, Hungarian,
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Figure 5: System evaluation scores (MWE-based, left; Token-based,
right) for each language against the proportion (percentage) of test


































































































Performance on UNSEEN VMWEs
Figure 6: System evaluation scores (MWE-based, left; Token-based,
right) on non-shared/unseen VMWEs only
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did not fare nearly as well in this unseen VMWE evaluation. Taking a closer
look at Farsi VMWEs, we observe that they show a higher level of collostructional
regularity5 compared to VMWEs in other languages.We observe that 86% of Farsi
VMWEs are of length 2 and the last token in all Farsi VMWEs is always a verbs,
while this is not the case for other languages such as Hungarian. In addition,
verbs constitute a relatively small vocabulary in Farsi and as a consequence, the
same set of verbs are used repeatedly in various VMWEs. For example, the 2,707
annotated VMWEs in the Farsi training set end with verbs of 46 different lemmas,
and the 500 annotated instances in the test set end with 34 lemmas. Among these
34 different lemmas, only 4 do not appear in the training set. Last but not least,
most of these verb lemmas are strong indicators of the presence of VMWEs, too.
The overall occurrences of these lemmas in the Farsi corpus is 6,969, from which
3,207 are part of a VMWE, i.e., nearly half of them (46%). More precisely, 16 of
these lemmas (with 29 occurrences) appear only as constituents of VMWEs; most
importantly, for the most frequent lemma in VMWEs (the past and present forms
of the infinitive ندرک /kærdæn/ ‘to make/to do’, a light verb, which appears as the
verb in 1,096 VMWEs) this proportion is 97% (i.e., out of 1,128 occurrences of
this verb, only 32 do not surface as VMWE). To this, we can add observations
concerning syntactic patterns in which VMWEs are used, e.g., the light verb ندرک
/kærdæn/ usually forms a transitive VMWE in which the non-verbal component
of the VMWEs appear right after the adposition ار /ra/ (i.e., which signals the
presence of the syntactic object). We maintain that these exemplified regularities
can justify the obtained results over the Farsi corpus.
In general, however, it is fair to expect that systems will tend to performworse
on VMWEs they did not see in training.
2.3 Discontinuous VMWEs and embedded/overlapped VMWEs
Two innovations in the PARSEME shared task were discontinuous VMWEs and
embedded or overlapped VMWEs (see Savary et al. 2018 [this volume] §6.3).
Figure 7 shows that for most languages, the majority of VMWEs are contin-
uous. For Czech and Turkish, there is about a 50–50 proportion between con-
tinuous and discontinuous VMWEs. For many other languages, the proportion
of discontinuous VMWEs is considerable (German, Greek, French, Polish, Por-
tuguese, Romanian, Slovenian). There is therefore a clear advantage in designing
systems capable of detecting discontinuous VMWEs.
5Degree to which words tend to form (appear with) grammatical constructions (Stefanowitsch
& Gries 2003).
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Figure 7: Percentage of discontinuous VMWEs across language cor-
pora.
BG CS DE E
L ES FA FR HE HU I
T LT M




























Figure 8: Proportion of Embedded/Overlapped VMWEs across lan-
guage corpora.
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The proportion of embedded/overlapped VMWEs, shown in Figure 8, is very
low across languages, with an average of around 2.3% in both training and test
portions. Hebrew is the language with the highest rate of embedded VMWEs at
only 12–14.5%. Some languages do not even register a single embedded VMWE.
Because of these low numbers, a system not designed to deal with embedded
VMWEs will not be severely penalised. We therefore do not consider embedded
VMWEs to be a difficulty factor in this dataset, with the exception of Hebrew.
2.4 Relative training-test corpus heterogeneity
The evaluation paradigm followed in the PARSEME shared task dictates that sys-
tems must be evaluated on a strictly unseen test set, guaranteeing fairness to all
participating system developers. However, a valid expectation is that the data
that systems will be tested on should be roughly of the same kind as the data
they were trained on. The training and test portions of a language corpus should
be fairly homogeneous.
Kilgarriff&Rose (1998) introduced a statistical metric to estimate the similarity
of two corpora of similar size by computing the 𝜒2 score of the 𝑛 most frequent
words in the corpora. The lower this score, the less variability between the cor-
pora and thus the more similar they are. They also adapted this similarity score
to measure the homogeneity of a single corpus by computing 𝜒2 scores on pairs
of similarly sized partitions of the corpus and averaging the individual 𝜒2 scores.
The lower this averaged score is, the more homogeneous the corpus is deemed to
be. Here, we adapt this homogeneity score in order to estimate the homogeneity
between the training and test sets of a language corpus. This is done by com-
puting similarity scores of training set partitions against similarly-sized test set
partitions and averaging them together to obtain a single cross-set homogeneity
score. The higher this score is, the more heterogeneous the training and test sets
are. In order to allow comparisons across languages, this cross-set homogeneity
score is normalised by dividing it by the average of the within-training set and
within-test set homogeneity scores, calculated from the training and test sets sep-
arately. We call the result of this division, the heterogeneity ratio of a language
corpus. Table 2 sorts the languages by their heterogeneity ratio. The detailed al-
gorithm used is listed in Algorithm 1.
French comes out on top. Its heterogeneity ratio of 4.31 can be interpreted as
the number of times that the training-test sets are more heterogeneous than the
training and test sets on their own. This suggests that the French test was not
derived from the same sources as the training set, or at least not in the same
proportions.
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Table 2: Heterogeneity ratios between training and test sets
FR TR IT PT RO CS PL HU LT DE FA BG SL ES SV HE EL MT
4.31 2.89 2.53 2.03 2.03 1.92 1.77 1.73 1.62 1.59 1.56 1.51 1.39 1.28 1.25 1.18 1.15 1.03
Algorithm 1 Computing a language heterogeneity ratio
1: 𝑅 ← number of repetitions
2: 𝑛 ← number of words in a partition
3: ℎ𝑟_𝑠𝑢𝑚 ← 0
4: 𝑟 ← 0
5: while 𝑟 < 𝑅 do
6: 𝑡𝑟𝑛 ← partition_set(𝑛, shuffle_sentences(training_set))
7: 𝑡𝑠𝑡 ← partition_set(𝑛, shuffle_sentences(test_set))
8:
9: ▶ Cross homogeneity:
10: 𝑠 ← 0
11: 𝑐 ← 0
12: for 𝑖 = 1 to |𝑡𝑟𝑛| do
13: for 𝑗 = 1 to |𝑡𝑠𝑡| do
14: 𝑠 ← 𝑠+ corpus_similarity(𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛𝑖 , 𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛𝑗 )15: 𝑐 ← 𝑐 + 1
16: 𝑐𝑟𝑜𝑠𝑠 ← 𝑠/𝑐
17:
18: ▶Within-training homogeneity:
19: 𝑠 ← 0
20: 𝑐 ← 0
21: for 𝑖 = 1 to |𝑡𝑟𝑛| do
22: for 𝑗 = 𝑖 + 1 to |𝑡𝑟𝑛| do
23: 𝑠 ← 𝑠+ corpus_similarity(𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛𝑖 , 𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛𝑗 )24: 𝑐 ← 𝑐 + 1
25: 𝑤𝑖𝑡ℎ𝑖𝑛_𝑡𝑟𝑛 ← 𝑠/𝑐
26:
27: ▶Within-test homogeneity:
28: 𝑠 ← 0
29: 𝑐 ← 0
30: for 𝑖 = 1 to |𝑡𝑠𝑡| do
31: for 𝑗 = 1 + 1 to |𝑡𝑠𝑡| do
32: 𝑠 ← 𝑠+ corpus_similarity(𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛𝑖 , 𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛𝑗 )33: 𝑐 ← 𝑐 + 1
34: 𝑤𝑖𝑡ℎ𝑖𝑛_𝑡𝑠𝑡 ← 𝑠/𝑐
35:
36: ▶ Heterogeneity ratio:
37: ℎ𝑟 ← 𝑐𝑟𝑜𝑠𝑠/((𝑤𝑖𝑡ℎ𝑖𝑛_𝑡𝑟𝑛 + 𝑤𝑖𝑡ℎ𝑖𝑛_𝑡𝑠𝑡)/2)
38: ℎ𝑟_𝑠𝑢𝑚 ← ℎ𝑟_𝑠𝑢𝑚 + ℎ𝑟
39:
40: 𝑟 ← 𝑟 + 1
41: return ℎ𝑟_𝑠𝑢𝑚/𝑅
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French is followed by Turkish, Italian, Portuguese and Romanian, with ra-
tios around 2. The rest of the languages are closer to 1, reflecting a more bal-
anced/homogeneous partitioning between the training and the test corpora. No-
tice however that systems participating in French, Turkish, Italian, Portuguese
and Romanian did relatively well despite their heterogeneity. Nonetheless, adopt-
ing a similar corpus selection and balancing policy across languages, like mixing
the corpora before splitting them into training and test portions in comparable
proportions, could be a way to put all languages on a similar footing.
3 Participating systems and baselines
This section focuses on the actual systems in the competition and introduces two
baseline systems: (i) a dictionary lookup-based system that attempts to match
known VMWEs against the test set, (ii) a system that flags every verb in the test
set as a VMWE.
3.1 Overview of participating systems
Seven systems participated in the PARSEME shared task. Their performance was
presented and discussed in §2, although not individually. The techniques em-
ployed by the different systems can be summarised as follows:
• ADAPT (Maldonado et al. 2017) uses a Conditional Random Fields (CRF) se-
quence labelling approach to identify the tokens of VMWEs. The features
that helped most were dependency-based: the token’s head, dependency
relation with the head and the head’s part of speech (POS) tag, along with
standard bigram and trigram features commonly used in named-entity
recognisers. The ADAPT system did not attempt to classify VMWEs by
category. An extended version of this system is described in Moreau et al.
(2018 [this volume]).
• RACAI (Boroş et al. 2017) also employs a CRF sequence labelling approach
using lemma and POS tag features. However, this system conducts the
VMWE identification task in two steps: head labelling (identifying the
verb) and tail labelling (identifying the words linked to the head). The
RACAI system does attempt to classify the VMWEs by their category.
• MUMULS (Klyueva et al. 2017) also models the VMWE identification prob-
lem as a sequence labelling task, but using a recurrent neural network via
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the TensorFlow package. As input features, they build embeddings of 100
dimensions from the concatenation of a token’s surface form, lemma and
POS tag.
• TRANSITION (Al Saied et al. 2017) is a greedy transition-based system
of the kind typically used in parsing. This system does not have a syntax
prediction module, however, and focuses on the lexical analysis phase of
the parsing mechanism. An extended version of this system is described
in Al Saied et al. (2018 [this volume]).
• LIF (Savary et al. 2017) also employs a probabilistic transition-based tech-
nique. The team focused on French light-verb constructions.
• SZEGED (Simkó et al. 2017) trains a dependency parser on a modified
training set in which the dependency relation label of tokens belonging
to a VMWE were relabelled with the corresponding VMWE category la-
bel. Simkó et al. (2018 [this volume]) describes an extended version of this
system.
• LATL (Nerima et al. 2017) uses a rule-based constituent parser that pri-
oritises parsing alternatives of known collocations, and uses its parsing
features to detect known collocations even if they are in a different word
order or if they are discontinuous.
Not all systems participated in all languages. French was the language covered
by most systems. The languages least covered were Bulgarian, Hebrew, Lithua-
nian (covered only byMUMULS andTRANSITION) and Farsi (covered byADAPT
and TRANSITION). Since only raw surface tokens and no syntactic dependency
information or POS tags were provided for Bulgarian, Hebrew and Lithuanian,
most system developers decided not to cover them. The systems that covered
most languages were TRANSITION (all 18 languages), ADAPT (15), MUMULS
(15), RACAI (12) and SZEGED (9). LATL and LIF focused on French only.
In Token-based evaluation, ADAPT ranked first on two languages (French and
Polish), while MUMULS and SZEGED ranked first on Romanian and Hungarian,
respectively. In MWE-based evaluation, TRANSITION beat all systems in all lan-
guages, except Hungarian (won by SZEGED) and Romanian (won by RACAI and
very closely followed by MUMULS).
The ADAPT and the RACAI systems are clearly related, as are the TRANSI-
TION and the LIF systems. These four systems, along with the MUMULS system,
are all probabilistic sequence labelling methods, although quite different in their
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implementation details. It is interesting to see that, on average (see bottom row
in Table 1), ADAPT and TRANSITION performed very similarly in the Token-
based evaluation, while MUMULS and RACAI also performed very similarly in
the same average evaluation.
3.2 Baseline systems
This section proposes two types of baseline systems that put into perspective
the participating systems’ performance. One such baseline system is a simple
dictionary lookup, which collects all VMWEs encountered during training and
simply attempts to match collected VMWEs in the test set.The other is a baseline
system which flags every verb as a VMWE. More details on these two baselines
and their results are described in what follows.
Dictionary lookup baseline The implemented system is very simplistic: it at-
tempts to match VMWE lemmas from the training file in the test file sequentially.
If lemmas are not available, then the token’s surface form is used. Discontinuous
VMWEs are matched in the test file as long as they appear in the same order
as in the training file: intervening words are ignored when collecting VMWEs
from the training file and when matching VMWEs in the test file. If one VMWE
appears in more than one word order in the training file, each word order will be
considered to be a separate VMWE. Tokens are marked as belonging to a VMWE
only if a full match is detected; partial matches are not flagged. This is to avoid
making too many, potentially spurious, partial matches. Embedded/overlapped
VMWEs are attempted by using separate VMWE matching automata.
Notice that the maximum performance that can be achieved by this lookup
system is determined by the proportion of shared VMWEs between the training
and the test set in a language corpus. This proportion of shared VMWEs, indi-
cated as percentages under the language labels in Figure 5 and Figure 6, is thus
the maximum recall such a system can achieve.
The actual F1 score for the dictionary lookup system described here appears in
the BD column in Table 1. It is evident from this table that this simple baseline is
quite competitive, beating some of the participating systems in several languages.
In fact, it beat all systems on both evaluation modalities in Hebrew, Lithuanian
and Polish, and on MWE-based evaluation in German.
Verb baseline As mentioned earlier, this system simply flags each verb in the
test set as a VMWE. Column BV in Table 1 shows the F1 scores for the verb base-
line. Notice that no scores are supplied for Bulgarian, Hebrew and Lithuanian.
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This is because no POS tag was provided in these languages’ datasets. So we
omit them from this discussion.
For BV, notice that the Token-based F1 scores range between 10 to 47 for most
languages. This is a relatively high score range. Table 3 provides precision and
recall details for these Token-based scores.
Table 3: Token-based scores for the Verb baseline
Language CS DE EL ES FA FR HU IT MT PL PT RO SL SV TR
P-token 13.57 20.87 5.14 9.58 48.64 11.52 9.29 8.87 3.74 11.42 8.55 6.61 4.17 7.8 6.54
R-token 41.13 45.02 40.85 41.49 46.86 44.13 19.08 38.26 36.81 46.31 44.1 44.3 44.59 43.59 25.97
F1-token 20.41 28.52 9.14 15.56 47.73 18.28 12.49 14.4 6.79 18.33 14.32 11.51 7.63 13.23 10.45
Notice that this baseline’s recall directly depends on each language’s propor-
tion of sentences with VMWEs (see Figure 3). Recall is particularly high with
most languages scoring around the 40-point mark. We interpret this result as
indicating that Token-based scores tend to overestimate systems’ performance.
We elaborate on this issue in §4. The recall values in Hungarian and Turkish are
considerably lower than in the rest of the languages. This is because there is a
large proportion of VMWEs in these languages that are not tagged with a verb
POS tag (this baseline exploits that tag): 74% of VMWEs in Hungarian and 50%
of VMWEs in Turkish do not have a single token with a verb POS tag. Different
teams make different decisions as to what MWEs constitute verbal MWEs. For
example, the Hungarian team informed us that they flag nominalised verbs as
VMWEs, even if they are not functioning as verbs anymore.
Given that the verb baseline only labels a single word (a verb) and that VMWEs
are made up of at least twowords (the verb plus at least another word), the reader
might find it puzzling that, in Table 1, the verb baseline (BV) has non-zero MWE-
based scores on a few languages. The MWE-based evaluation modality only re-
wards full MWE matches, not partial matches. How is it possible to get non-zero
scores on full MWEmatches for single-word labels which surely will never form
a full match, given that the minimum length of a full VMWE is two words? It
turns out that there are VMWEs of one-word length in some languages. This
is usually due to linguistic reasons specific to each language in which a single
word is consdered composed of more than one unit. In Spanish, for example, re-
flexives can sometimes appear separated from the verb and sometimes postfixed
to the verb: ella se levanta temprano ‘she gets up early’ vs. es difícil levantarse
temprano ‘getting up early is hard’. Both, se levanta and levantarse, are considered
to be VMWEs.
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4 Evaluation methods
As previously mentioned, system performance was measured on two modali-
ties:MWE-based evaluation and Token-based evaluation.Whilst theMWE-based
evaluation is an all-or-nothing measure, which might unfairly penalise systems
that partially identify correct VMWEs, the Token-based evaluation is intended
to compensate for this coarse penalisation by giving partial credit for every word
of the identified VMWE. Thus, it is reasonable to expect systems to perform bet-
ter on Token-based evaluation than on MWE-based evaluation. Indeed, Table 1
shows that for the most part, Token-based scores are higher than MWE-based
scores within every system-language combination, including baseline systems.
By definition, every single VMWEwill involve a verb. So, the verb baseline sys-
tem is able to make gains on the Token-based F1 score by increasing recall, at the
expense of reducing precision. However, if the dataset were less unbalanced (i.e.
if it had less VMWE sparsity), the verb baseline would also increase its precision.
In addition, the Token-based evaluation gives more weight to longer VMWEs
than shorter ones. Matching one VMWE of say four tokens gets the same credit
as matching two VMWEs of two tokens each. More credit should perhaps be
given for matching more (even if partially) VMWEs than for matching fewer,
longer VMWEs.
Even though Token-based scores are expected to be higher than MWE-based
scores, the system rankings differ across modalities. Because of these issues, we
cannot categorically say that system 𝐴, which scored higher than system 𝐵 in
Token-based evaluation, is better at detecting partial VMWEs. It could well be
that system 𝐴 is good at identifying simple verbs and/or long and formulaic
VMWEs but not necessarily at detecting partial VMWEs. One solution would be
giving a fraction of a point corresponding to the proportion of a matched VMWE,
as well as subtracting a fraction of a point proportional to matched non-VMWE
tokens.
On a slightly different note, we would like to propose an alternative evaluation
metric: Cohen’s κ measure, which is commonly used to measure inter-annotator
agreement. We use it here to measure the degree to which systems agree with
gold standards. The obtained 𝜅 score is similar to the MWE-based F1 score, but
with a correction that removes the possible bias from chance agreement.
We compare the similarity between systems’ rankings given by the averaged
results per language per performance measure, by reporting their Spearman’s
rank correlation 𝜌 and Pearson’s moment correlation. As shown in Table 4, the
rankings and assigned scores to systems remain very similar across performance
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measures. However, overall, the Token-based and MWE-based measures show
the highest correlation (both in terms of ranking, 𝜌, and the relative magnitude of
the assigned scores, 𝑟 ). With respect to Cohen’s κ, while it yields a ranking more
similar to the MWE-based measure, the distribution of the assigned Cohen’s κ
scores are more similar to the token-based method (i.e., their linear relationship
signified by 𝑟 ).
Table 4: Similarity of systems’ ranking per performance measure:
Spearman’s 𝜌 and Pearson’s 𝑟 are reported to show similarity between
systems’ ranking per performance measure.
Measure Measure 𝜌 𝑟
Token-based MWE-based 98.14 97.48
Token-based Cohen’s κ 94.06 93.28
MWE-based Cohen’s κ 96.75 97.18
4.1 On Using the Cohen’s κ as an evaluation score
The use of the F1 score, i.e., the harmonic mean of precision and recall, for evalua-
tion can be biased unless certain criteria aremet, e.g. that the distribution of anno-
tated instances in the test and training data are identical. Since in the PARSEME
shared task, the VMWE identification task is reduced to a binary classification
problem, Cohen’s κ can be used reliably to obtain a measure of performance that
can, at least, cancel out the influence of certain sources of bias. In particular, it
penalises the overall score of the systems by the expected chance agreement (as
done in the computation of inter-annotator agreement) and takes into account
a notion of true negative rate in the overall evaluation of systems (Powers 2012;
2015).
The count of true negative outputs and subsequently true negative rate, how-
ever, cannot be computed directly from the evaluation setup and the test set. Sim-
ply put, we do not know howmany “is this a VMWE?” questions are answered by
a system6 (or human annotators) in order to perform the identification task on a
test set (or to manually annotate a corpus). Hence, further assumptions about the
problem setting are required to devise the number of true negatives in the respec-
tive evaluation contingency table. Here, likewise (Savary et al. 2017), we assume
6This discussion also implies away to justify the better performance of transition-based systems,
i.e., the total number of classification problems in these systems is often less than in non-
transition-based systems.
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that the total number of stimuli, i.e., the total number of “is this a VMWE?” ques-
tions to complete a VMWE identification problem, is approximately equivalent
to the number of verbs in the test set (or the corpus which must be annotated).
Given the abovementioned assumption for a test set, let 𝑣 be the number of
verbs in the set that are not part of a VMWE. For a system, we define 𝑡𝑝 and 𝑓 𝑝
as being the number of correctly and incorrectly identified VMWEs, respectively,
and 𝑓 𝑛 as the number of VMWEs in the test set that are not identified by the
system. If
(2)










(𝑡𝑝 + 𝑓 𝑝) × (𝑡𝑝 + 𝑓 𝑛)
𝑡2
𝑝1 =
(𝑓 𝑛 + 𝑣) × (𝑓 𝑝 + 𝑣)
𝑡2
Finally, we compute Cohen’s κ:
(5)
𝜅 = 1 − 𝑝𝑜1 − 𝑝𝑒
and report it as an additional performance measure. Evidently, the suggested
method can be refined and improved, e.g., by taking the partial matches between
VMWEs (particularly the verbal part) into account.
5 Conclusions
This chapter analysed different statistical properties of the language corpora used
in the PARSEME shared task. We found that having large training sets allows
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systems to better learn to identify VMWEs. But size is not the whole story. High
VMWE sparsity can hinder a system’s performance. However, it can be offset by
a large training corpus and, even better, by ensuring that the corpus has many
examples of a majority of VMWEs, a property we call good VMWE frequency
distribution. Romanian seems to be the language corpus that hits the sweet spot:
it is large in size (training and test portions) and it has a good frequency distri-
bution, even if it suffers from high VMWE sparsity.
This chapter also showed that the higher the proportion of VMWEs shared
between training and test sets, the better the systems will perform. We also saw
that it is advisable to design systems capable of detecting discontinuous VMWEs,
but we observed that systems would not be significantly penalised for ignoring
embedded VMWEs. There was no clear pattern on the effect of the training-to-
test proportions on systems’ performance. Shuffling corpora before splitting into
training and test portions will also reduce its heterogeneity ratio and help put all
languages on a similar footing.
On the evaluation front, we found the token-based evaluation method to over-
estimate the performance of systems. As future work, the authors will investi-
gate alternative partial-matching measures, especially those that favour number
of the detected VMWEs over their lengths. And finally, this chapter described
the use of Cohen’s κ metric to produce less biased estimations of systems’ per-
formance.
We would also like to recommend shared task organisers to consider applica-
tion scenarios of the VMWE identification task. Different application scenarios
will dictate different evaluation criteria, corpus selection and priorities. For ex-
ample, if VMWEs are being identified to compile a dictionary, perhaps recall
should be favoured over precision. If the application is to identify a few but
good VMWEs examples for a language learning system, then precision should
be favoured. Evaluation could also be done in vivo in actual parsing or machine
translation systems, which is something the authors will seek to investigate as
future work.
The quality of the analysis presented here depends directly on the quality of
the annotated data.Whilst the annotation guidelines try to be as universal as pos-
sible, we have found that significant differences in annotation approach remain.
For example, at least one language team annotated MWEs derived from verbs
that do not function as verbs (e.g., nominalised verbs). So we hope that this work
can spark a discussion in the community as to what constitutes a VMWE more
precisely. Is it simply a MWE that involves a word of verbal origin (even if it does
not function as a verb anymore) or must it be a MWE involving a verb that still
functions as a verb?
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Theauthors hope that the insights and recommendations included in this chap-
ter inform future editions of the shared task. At the same time, the authors plan,
as future work, to repeat the analysis presented here on the second edition of
this dataset, which is being prepared at the time of writing. This will help us
determine to what extent our observations generalise to new datasets.
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fully as a sequence labelling problem via conditional random fields (CRFs) by re-
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system that reranks the top 10 most likely CRF candidate VMWE sequences using
a decision tree regression model. The reranker aims to operationalise the intuition
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that of its constituent words. This is why it uses semantic features based on com-
paring the context vector of a candidate expression against those of its constituent
words. However, not all VMWE are non-compostional, and analysis shows that
non-semantic features also play an important role in the behaviour of the reranker.
In fact, the analysis shows that the combination of the sequential approach of the
CRF component with the context-based approach of the reranker is the main factor
of improvement: our reranker achieves a 12%macro-average F1-score improvement
on the basic CRF method, as measured using data from PARSEME shared task on
VMWE identification.
1 Introduction
The automatic identification of multiword expressions (MWEs) is an important
but challenging task in natural language processing (NLP) (Sinclair 1991; Sag et
al. 2002). An effort in response to this challenge is the shared task on detect-
ing multiword verbal constructions (Savary et al. 2017) organised by the PARS-
ing and Multiword Expressions (PARSEME) European COST Action.1 The shared
task consisted of two tracks: a closed one, restricted to the data provided by the
organisers, and an open track that permitted participants to employ additional
external data.
The ADAPT team participated in the closed track with a system that exploited
syntactic dependency features in a Conditional Random Fields (CRF) sequence
model (Lafferty et al. 2001) and ranked 2nd in the detection of full MWEs in
most languages (Maldonado et al. 2017).2 In addition to extending the descrip-
tion of our CRF-based solution in §3, this chapter focuses on a second component
aimed at reranking the top 10 sequences predicted by the CRF decoder, using a
regression model. This component, called a semantic reranker and described in
§4, increases the performance of the system by an average 12% in F1-score over
the datasets at the MWE level. Because the reranker requires a third-party cor-
pus, the system using both components (the CRF-based and the reranker) would
compete in the open track task.
The design of the semantic reranker was originally oriented towards detecting
non-compositional expressions. In such expressions, the meaning of the expres-
sion cannot be obtained by combining the meanings of its individual words, i.e.
the actual meaning is unrelated to the literal meaning (e.g. to kick the bucket).
This is a distinctive feature which can be recognised by comparing their context
1http://www.parseme.eu.
2Official results: http://multiword.sourceforge.net/sharedtask2017/; system details, feature tem-
plates, code and experiment instructions: https://github.com/alfredomg/ADAPT-MWE17.
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vectors (these vectors can be built from any large corpus).This idea has been used
for bigram expressions (Schütze 1998; Maldonado & Emms 2011), and we adapted
it to multiword expressions. Nevertheless, most verbal MWEs are actually com-
positional, at least to some extent (e.g. to give somebody a break). In light of the
performance improvement obtained when adding the reranker to our system, it
is clear that the reranker gives a boost in detecting MWEs across the board, and
not only for a few non-compositional expressions. In order to understand how
the reranker contributes to the performance, we carried out a thorough study
and provide a detailed analysis of the results in §5.
2 Related work
MWEs have long been discussed inNLP research and amyriad of processing tech-
niques have been developed, such as combining statistical and symbolic methods
(Sag et al. 2002), single and multi-prototype word embeddings (Salehi et al. 2015),
and integrating MWE identification within larger NLP tasks, such as parsing
(Green et al. 2011; 2013; Constant et al. 2012) and machine translation (Tsvetkov
& Wintner 2010; Salehi et al. 2014a,b).
More directly related to our closed-track approach are works such as that of
Venkatapathy & Joshi (2006), who showed that information about the degree of
compositionality of MWEs helps the word alignment of verbs, and of Boukobza
& Rappoport (2009) who used sentence surface features based on the canonical
form of VMWEs. In addition, Sun et al. (2013) applied a hidden semi-CRFmodel to
capture latent semantics fromChinese microblogging posts; Hosseini et al. (2016)
used double-chained CRF for minimal semantic units detection in a SemEval task.
Bar et al. (2014) discussed that syntactic construction classes are helpful for verb-
noun and verb-particle MWE identification. Schneider et al. (2014) also used a
sequence tagger to annotate MWEs, including VMWEs, while Blunsom & Bald-
win (2006) and Vincze et al. (2011) used CRF taggers for identifying continuous
MWEs.
In relation to our open-track approach, Attia et al. (2010) demonstrated that
large corpora can be exploited to identify MWEs, whilst Legrand & Collobert
(2016) showed that fixed-size continuous vector representations for phrases of
various lengths can have a performance comparable to CRF-basedmethods in the
same task. Finally, Constant et al. (2012) used a reranker for MWEs in an 𝑛-best
parser. We combine these ideas by reranking the 𝑛 best CRF VMWE predictions
for each sentence using regression scores computed from vectors that represent
different combinations of VMWE candidates. The vectors are computed from a
large corpus, namely EUROPARL’s individual language subcorpora.
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3 VMWE identification via CRF
We decided tomodel the problem of VMWE identification as a sequence labelling
and classification problem. We operationalise our solution through CRFs (Laf-
ferty et al. 2001), implemented using the CRF++ system.3 CRFs have been suc-
cessfully applied to such sequence-sensitive NLP tasks such as segmentation,
named-entity recognition (Han et al. 2013; 2015) and part-of-speech (POS) tag-
ging. Our team attempted 15 out of the 18 languages involved in the shared task.
It should be noted that of these 15 languages, four (Czech, Farsi, Maltese and
Romanian) were provided without syntactic dependency information, although
morphological information (i.e. tokens’ lemmas and POS) was indeed supplied.
The data for the languages we did not attempt (Bulgarian, Hebrew and Lithua-
nian) lacked even morpho-syntactic information, leaving the CRF with only to-
kens as features; so we felt that we were unlikely to obtain good results with
them, and chose to focus on the richer datasets.
3.1 Features
We assume that features based on the relationships between the different types
of morpho-syntactic information provided by the organisers will help identify
VMWEs. Ideally, one feature set (or feature template in the terminology of CRF++)
per language should be developed. Due to time constraints, we developed a fea-
ture set for three languages (German, French and Polish), then for every language
the feature template that performed best in cross-validation among these three
was selected.
For each token in the corpus, the direct linguistic features available are its
word surface (W), word lemma (L) and POS (P). In the languages where syntactic
dependency information is provided, each token also has its head’s word surface
(HW), its head’s word lemma (HL), its head’s POS (HP) and the dependency rela-
tion between the token and its head (DR). It is possible to create CRF++ feature
templates that combine these features. In addition, it is also possible to use the
predicted output label of the previous token (B).
The three final feature templates, which we call FT3, FT4 and FT5,4 are shown
in Table 1. Whilst the feature templates in this table are expressed in the CRF++
format, a comment (starting with #) at each feature (line) expresses the type of
feature and its relative position to the current token. For instance, L-2 refers to
3https://taku910.github.io/crfpp/. Release 0.58, Last verified 2017-12-29.
4The feature template numbering starts at 3 for consistency with their original description in
Maldonado et al. (2017).
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Table 1: CRF++ Feature Templates developed. Example: template
U32:%x[0,3] indicates current token (row 0, i.e. current row) and
lemma (column 3) while template U41:%x[-1,2] refers to the previous
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the lemma of the token at position 𝑖 − 2 relative to the current token at position 𝑖,
P+1 refers to the part of speech of the token at position 𝑖 + 1, and HL/DR refers
to the combination of head’s lemma of the current token and the dependency
relation between the current token and its head.5
FT5 is based on FT4, which in turn, is based on FT3. FT3 is itself based on
the CRF++ example feature template, commonly used in NER experiments. The
difference between FT3 and this example feature template is that FT3 exploits
syntactic dependency information.
We conducted preliminary 5-fold cross validation experiments on German,
French and Polish training data using the FT3 template.We then started tweaking
the template independently for each of these three languages based on successive
5-fold cross validation results. This exercise resulted in the three final templates:
FT3 for French and FT5 for German and Polish. Given that FT4’s performance
was very similar to that of FT5, we decided not to discard it.
During this preliminary experimentation, we also observed that templates ex-
ploiting token word surface features (W) performed unsurprisingly worse than
those based on token lemmas (L) and POS (P). Templates using head features
(HL, HP, DR) in addition to token features (L, P) fared better than those relying
on token features only.
We also attempted to test the assumption that these feature templates would
perform similarly in other languages of the same language family. That is, that
FT3would also perform better than FT4 and FT5 in other Romance languages and
that FT5 would score higher than FT3 and FT4 in the rest of the languages. So we
conducted a final set of 5-fold cross validation experiments on all 15 languages,
this time trying each feature template (FT3, FT4 and FT5) independently on each
language. The results are shown in Table 2. The F1 scores in bold italic are the
maximum scores per language. For each given language, the results of the three
templates are very similar. Therefore we are not able to comfortably confirm or
refute our language family assumption. Nonetheless, we decided to choose for
the final challenge the template that maximised theMWE-based F1 score for each
language.
In order to use these templates with the provided data, we combined the sup-
plied PARSEMETSV (VMWE annotations) and CONLLU files (linguistic features)
into a single file. The training and blind test files were combined separately. The
resulting file is also columnar in format, with column 0 representing the token
ID as per the original PARSEMETSV file, column 1 the token’s surface form, col-
5CRF++ feature template format described in https://taku910.github.io/crfpp/#templ Last veri-
fied 2017-12-19.
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Table 2: F1 scores from cross validation experiments on 15 languages
using feature templates FT3, FT4 and FT5.
Lang CS DE EL ES FA
Eval. TypeMWETokenMWETokenMWETokenMWETokenMWEToken
FT3 54.23 70.79 23.84 39.02 50.41 62.03 56.04 60.74 76.09 83.52
FT4 55.91 71.81 24.41 39.62 50.16 61.76 55.72 60.77 77.88 84.75
FT5 57.12 72.57 25.23 40.53 49.72 62.02 55.70 61.00 78.61 85.24
Lang FR HU IT MT PL
Eval. TypeMWETokenMWETokenMWETokenMWETokenMWEToken
FT3 3.99 6.71 66.03 70.24 65.85 75.81 81.44 80.96 28.31 31.12
FT4 4.20 6.92 65.70 70.56 65.62 76.07 81.30 81.00 28.19 30.80
FT5 5.35 7.96 66.28 71.21 65.6 76.08 81.86 81.76 28.68 31.51
Lang PT RO SL SV TR
Eval. TypeMWETokenMWETokenMWETokenMWETokenMWEToken
FT3 56.56 64.81 75.87 83.76 37.06 48.90 19.68 20.09 49.71 59.42
FT4 56.73 65.32 75.91 83.47 34.04 46.70 24.47 24.56 49.49 59.43
FT5 56.64 65.52 76.00 83.69 34.65 47.57 22.09 22.33 49.46 59.38
umn 2 the token’s POS tag (P), column 3 the lemma (L), column 4 the head’s
lemma (HL), column 5 the head’s POS tag (HP), column 6 the dependency rela-
tionship between the token and its head (DR), and column 7 the VMWE label for
the token.
The VMWE label was changed from the numerical values in the PARSEMETSV
file to “B” for the tokens that start a VMWE and “I” for subsequent tokens that
belong to a VMWE. This labelling scheme (usually called BIO, for Begin, Inside,
Outside) is common in CRF-based implementations of NER systems. The BIO
scheme can represent several consecutive VMWEs but cannot represent embed-
ded or overlapping VMWEs, so these were ignored and a single B or I label was
used for overlapping tokens.6 The proportion of overlapping VMWEs is between
2 and 6% for Czech, German, Spanish, French, Italian, Polish, Portuguese and
6Remark: Schneider et al. (2014) proposes several tagging schemes, some using special “o” labels
for discontinuous expressions; since we use the most simple scheme (BIO), the words which
appear between the lexicalized components of the expressions are labeled with a regular “O”.
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Swedish, and it is even less for the rest of the languages we studied (see Maldon-
ado & QasemiZadeh 2018 [this volume] for further details). Because of these low
proportions, we consider embedded/overlapping VMWEs to have only a small
negative impact on our system’s performance. Therefore, we decided to ignore
them.
Our system does not distinguish among the different categories of VMWEs,
treating them all equally.The templates in Table 1 make reference to each feature
based on the position of the current token and the column in which they appear
in the input file.
3.2 CRF results
Table 3 shows, under the “CRF only” category, the Precision (P), Recall (R) and
F1 (F) scores on the test set based on the shared task two evaluation modali-
ties, MWE-based and token-based.7 On token-based evaluation, our system was
ranked in first place in French, Polish and Swedish, second place in eight lan-
guages (Czech, Greek, Farsi, Maltese, Portuguese, Romanian, Spanish and Turk-
ish) and third in three (German, Italian and Slovenian). For MWE-based scores,
our system ranked second place in nine languages (Farsi, French, Italian, Maltese,
Polish, Portuguese, Slovenian, Spanish and Swedish) and third in four languages
(Czech, German, Hungarian and Turkish). If all languages’ scores are averaged
per system, our system ranks in third place on both token-based andMWE-based




The semantic reranker is the second component of the VMWE detection system.
While the first component (CRF) offers a decent level of performance in its pre-
dictions, the reranker is intended to fix as many mistaken predictions as possible,
by exploiting features that CRF are poorly equipped to deal with. These features
are based on a distributional semantics approach (Schütze 1998; Maldonado &
Emms 2011): they rely on comparing context vectors which are extracted from a
reference corpus (usually a large third-party corpus). As it is often the case with
7We did not include the languages for which there is no Europarl data in this table.
184
6 Semantic reranking of CRF label sequences for VMWE identification
Table 3: Performance by language according to official evaluation mea-
sures for the CRF component alone and the two components together
(CRF and semantic reranker) P/R/F stands for precision/recall/f-score.
All the values are expressed as percentages. The last two rows show
the macro-average performance over the 12 languages.
Lang. Eval. CRF only CRF + Reranker Improvement (%)Type P R F P R F P R F
CS MWE 59.3 56.2 57.7 79.8 63.4 70.6 +34.5 +12.8 +22.4Token 81.9 65.6 72.9 86.4 65.7 74.6 +5.4 +0.2 +2.4
DE MWE 33.1 17.4 22.8 53.5 19.6 28.7 +61.9 +12.6 +25.9Token 70.6 28.4 40.5 72.2 25.6 37.8 +2.3 -9.7 -6.6
EL MWE 34.4 28.8 31.3 45.1 32.2 37.6 +31.2 +11.8 +19.9Token 53.8 36.0 43.1 54.8 36.3 43.6 +1.8 +0.7 +1.1
ES MWE 61.1 34.8 44.3 66.7 38.8 49.0 +9.2 +11.5 +10.6Token 74.5 36.7 49.2 74.2 38.9 51.1 -0.3 +6.0 +3.9
FR MWE 61.5 43.4 50.9 75.6 47.6 58.4 +22.9 +9.7 +14.8Token 80.9 49.6 61.5 82.6 50.0 62.3 +2.1 +0.7 +1.2
HU MWE 75.7 59.9 66.9 74.5 63.3 68.5 -1.5 +5.7 +2.4Token 78.5 57.1 66.1 77.3 61.5 68.5 -1.5 +7.8 +3.7
IT MWE 61.7 14.2 23.1 70.8 9.2 16.3 +14.6 -35.2 -29.5Token 69.6 15.3 25.1 76.1 9.7 17.3 +9.2 -36.4 -31.2
PL MWE 78.0 60.2 68.0 83.7 63.8 72.4 +7.4 +6.0 +6.6Token 87.4 62.3 72.7 87.0 63.9 73.7 -0.5 +2.6 +1.3
PT MWE 64.1 53.2 58.1 75.9 57.2 65.2 +18.3 +7.5 +12.2Token 83.5 60.5 70.2 82.2 60.1 69.4 -1.5 -0.8 -1.1
RO MWE 75.5 71.4 73.4 90.4 77.6 83.5 +19.8 +8.7 +13.8Token 88.3 76.4 81.9 91.8 77.9 84.3 +4.0 +2.1 +3.0
SL MWE 51.4 29.0 37.1 68.6 32.4 44.0 +33.5 +11.7 +18.7Token 72.9 32.6 45.1 75.4 32.4 45.3 +3.5 -0.8 +0.5
SV MWE 48.6 22.0 30.3 48.7 23.7 31.9 +0.2 +7.7 +5.2Token 52.5 22.5 31.5 52.1 24.1 32.9 -0.7 +7.0 +4.6
macro- MWE 58.7 40.9 48.2 69.4 44.1 53.9 +18.3 +7.8 +11.9
average Token 74.5 45.3 56.3 76.0 45.5 56.9 +2.0 +0.6 +1.1
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complex machine learning problems, the orthogonality of the information, ob-
tained on the one hand from the sequential CRF model and computed on the
other hand from an independent semantic vector space, proves fruitful; this will
be demonstrated in §5.
4.2 Design
Intuitively, the goal is to estimate whether a candidate expression should be con-
sidered a MWE or not. Thus, the core part of the reranker is to generate features
which are relevant to assess the likeliness of a given candidate MWE being an
actual MWE.These expression-level features are then combined to produce a set
of sentence-level features, which in turn are used to train a decision tree regres-
sion model. Later, this model is applied to the candidate sequences provided by
the CRF component, so that their predicted scores can be compared; finally, the
sequence with the highest score (among a set of 𝑁 candidate sequences) is se-
lected as the final answer. This is why the reranker receives the output produced
by CRF++ in the form of the 10 most likely predictions for every sentence.
4.3 A distributional semantics approach
Distibutional semantics is a well known method to represent the meaning of a
single word as a context vector (Schütze 1998). However, our algorithm must cal-
culate a context vector for the multiple words in an expression whether they are
continuous or discontinuous (see §5.7). This raises new questions about the opti-
mal way to take the co-occurences into account in the algorithm. To the authors’
knowledge, such questions have not been previously studied.
In order to calculate the context vector, we count the words co-occurring with
the MWE in a reference corpus (see §4.4). Given a candidate MWE identified by
the CRF, the reference corpus is searched for every occurrence of this MWE.This
consists in matching the words which compose the expression; because MWEs
are not continuous in general, the matching only requires that the words appear
in the same order in a sentence, i.e. allows other words to appear between the
words of the expression.8 As a consequence, false positive matches may happen,
in particular if the words of the MWE appear in a sentence by chance, without
any direct relation between them (neither syntactic or semantic).
8This implies that ambiguities can arise if the same word is used several times in a sentence. In
such cases, the matching always selects the shortest possible distance between the first and
the last word if the MWE.
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Once an occurrence of the MWE expression is identified, the words which ap-
pear within a fixed-size window around its lexicalized components are counted
as its co-occurrences.The number of times a givenword co-occurs with theMWE
across all the sentences in the reference corpus is recorded; by doing this for ev-
ery word which co-occurs with a component of an MWE, we obtain a vector
which represents the meaning of the MWE. However this method is tradition-
ally used with single words, and its adaptation to sequences of words raises new
questions. This is why we propose several options, as detailed below, that de-
termine how the co-occurences are extracted and counted. The combinations of
these options offer multiple possibilities that we analyse in §5.8.
• IncludeWordsInExpression (WIE): This option determines whether to add
the actual expression words to the context vector as contexts of other com-
ponents or to exclude them, when they fall within the scope of the window.
• MultipleOccurencesPosition (MO): This option determines whether or not
to count multiple occurrences of a word within the window scope. Such
a word can be part of the actual expression or not, depending on the first
option.
• ContextNormalization (CN): This option determines whether the frequen-
cies of the co-occurrences are normalized for every occurrence of the ex-
pression, i.e. divided by the number of co-ccurrences found.9 This is meant
to account for the differences in the number of context words across dif-
ferent sentences or expressions (since a longer expression generally has
more words in its context window).
Table 4 illustrates the impact of these options when applied to the following
example, in which the words of the expressions are in bold:





























‘People do not fully realize the enormous cost of the operation.’
9Otherwise absolute frequencies are used at the level of a single expression. In both cases a
different stage of normalization is carried out once all the occurrences of the expression have
been collected, where the values are divided the number of occurrences.
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Table 4: Example of how context words are counted (for one occurence
of the expression). A context window of size 2 is assumed on both sides.
IWIE and MO represent the options IncludeWordsInExpression, Mul-
tipleOccurrences, respectively. The values are represented in the case
where ContextNormalization is false, i.e. they are not normalized; in
the case where ContextNormalization is true, every value is divided by
the sum of the values in the row.
IWIE MO gens ne se rendent pas bien compte du coût
False False 1 1 0 0 1 1 0 1 1
True True 1 2 1 1 3 2 0 1 1
False True 1 2 0 0 3 2 0 1 1
True False 1 1 1 1 1 1 0 1 1
4.4 Third-party reference corpus: Europarl
We use Europarl (Koehn 2005) as reference corpus, because it is large and conve-
niently contains most of the languages addressed in the shared task data. How-
ever there is no Europarl data for Farsi, Maltese and Turkish. This is why these
languages are excluded from this part of the process. For each of the 12 remain-
ing languages, we use only the monolingual Europarl corpus, and we tokenise
it using the generic tokeniser provided by the shared task organisers. However
this tokeniser was not necessarily used for the shared task data, because each
language team was free to use their own tools or to use existing pre-tokenised
data.10 Therefore, discrepancies are to be expected between the tokenisation of
the shared task corpus and the one performed on Europarl. Additionally, Eu-
roparl consists of raw text, so the reranker cannot use the morpho-syntactic in-
formation (POS tags and lemmas) provided with the input data.
4.5 Features
The core component of the reranker computes a set of feature values for every
sequence proposed by the CRF; these features are later used for training or ap-
plying the decision tree model. First, these features include a few simple values
which are either available directly from the CRF output or easily computed from
the reference corpus:
• The confidence score assigned by the CRF component to the sequence (i.e.
the probability of the sequence according to the CRF);
10For instance, the French dataset originates from several existing corpora; their tokenisation
follows language-specific patterns which cannot be obtained with a generic tokeniser.
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• The number of expressions labeled by the CRF in the sequence;
• The minimum/mean/maximum number of words in the expression, over
the expressions of the sequence;
• The minimum/mean/maximum frequency of the expression in the refer-
ence corpus, over the expressions of the sequence.
The original intuition behind the semantic reranker is to calculate features
which give indications about the level of compositionality between the words
in the expression. The underlying assumption is that such features might help
detect at least non-compositional expressions. In the past this idea has been used
successfully to detect collocations among two-words sequences: in Maldonado
& Emms (2011), for every two-words collocation xy word vectors are computed
for the word x, the word y and the full sequence xy; the cosine similarity is used
to compare (1) the vector for x with the vector for xy and (2) the vector for y
with the vector for xy . In a compositional expression both scores are expected
to be high, because the semantic overlap between the full expression and each
of its words is high, as opposed to a non-compositional expression. Hence the
average similarity score between (1) and (2) can be used as a measure of the
compositionality of the pair.
This idea is generalized to the case of VMWEs of any length by comparing
different parts of the expression against the full candidate expression; we call
pseudo-expressions these “parts of the expression”. Every pseudo-expression ex-
tracted from the candidate expression is analyzed as if it was a regular candidate
expression: the reference corpus is searched to identify all its occurrences, then
a context vector is built, as described in §4.3. Examples of pseudo-expressions
based on the expression avoir sa place (‘have their place’) are provided below.
Four different similiaritymeasures have been implemented for comparing pairs
of context vectors: Jaccard index, min/max similarity, and cosine similarity with
or without inverse document frequency (IDF) weighting. Additionally to the se-
mantic context vectors comparison, the frequencies of the pseudo-expressions
are comparedwith respect to the frequency of the full MWE: this feature is the ra-
tio of the full expression frequency divided by the pseudo-expression frequency.
Finally every candidate MWE is compared against every other candidate MWE
in the 10 predicted sequences. Thus, for each of the three groups of features be-
low, the frequency ratio and the similarity score obtained between the context
vectors of the pseudo-MWEs and the full MWE are added as features.
• Features comparing each pseudo-MWE consisting of a single word of the
MWE against the full MWE. Example: for the candidate expression avoir sa
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place (’have their place’), three comparisons are performed: avoir vs. avoir
sa place, sa vs. avoir sa place, place vs. avoir sa place.
• Features comparing each pseudo-MWE consisting of the MWE minus one
word against the full MWE. Example: for the candidate expression avoir
sa place, three comparisons are performed: sa place vs. avoir sa place, avoir
place vs. avoir sa place, avoir sa vs. avoir sa place.
• Features comparing one of the other MWEs found in the 10 predicted se-
quences11 against the current MWE.12
The main difficulty in representing a predicted sequence as a fixed set of fea-
tures is that each sentence can contain any number of MWEs, and each MWE
can contain any number of words. We opted for a simple method which con-
sists in “summarising” any non-fixed number of features with three statistics:
minimum, mean and maximum. For instance, the similarity scores between each
individual word and the corresponding MWE (𝑛 scores, where 𝑛 is the number
of words) are represented with these three statistics, each computed across these
𝑛 scores. Similarly, if the sequence contains𝑚 expressions, a feature 𝑓 has𝑚 val-
ues 𝑓1, … , 𝑓𝑚, with each value 𝑓𝑖 corresponding to one expression; here again the
minimum, mean and maximum are calculated across these 𝑚 values, i.e. every
expression-level feature 𝑓 is converted into three features 𝑓𝑚𝑖𝑛, 𝑓𝑚𝑒𝑎𝑛 and 𝑓𝑚𝑎𝑥
in the final set of sequence-level features.
4.6 Supervised regression and cross-validation process
As explained above, the reranker has to assign a score to each of the 10 sequences
provided by the CRF component, in order to select the highest one. We use re-
gression, rather than classification, because a categorical answer would cause
some sentences to have either no positive answer or multiple positive answers
in its set of predicted sequences, thus making the decision impossible.
11This includes the 9 other sequences as well as the other candidate expressions in the current
one, if any.
12The last group is not meant to measure compositionality of the expression. The rationale is
that such features might help eliminate candidate expressions which are very different from
the other candidates, under the hypothesis that likely candidates tend to share words together
(such features are unlikely to help with sentences which contain several expressions). As ex-
plained in §5.5, this group of features turned out to be the least useful.
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In training mode, an instance (i.e. sequence) is assigned the score 1 if it cor-
responds exactly to the sequence in the gold standard, or 0 otherwise.13 Since
the 10 candidate sequences are all different, there should always be only one cor-
rect sequence. This way, the regression model assigns scores in [0, 1] to every
instance, with the highest values expected to be more likely correct answers. As
regression model, we use the Weka (Hall et al. 2009) implementation of decision
trees regression (Quinlan 1992): the final score is determined by the decision tree
rules, then by a linear combination of the features values. This choice has the
advantage of simplicity, but also of the interpretability of decision trees models.
Of course, other regression models could be considered as well.
Because of the two-components approach (CRF and reranker), the training
process requires special care. In order to train the reranker with the kind of data
that it will receive in testing mode, predictions from the CRF are needed. The
testing data cannot be used for this, which is why we use 5 fold cross-validation
on the training data: on each of the five 20% subsets of the data, a model trained
from the 80% data left is applied. This way the reranker can be fed with real
predictions for the full training data, including the classification errors of the CRF.
If necessary, the cross-validation process can be repeated, for instance to tune the
parameters of the reranker. Otherwise, the reranker can simply be trained with
the full training set of predictions, then applied to the test set (after the CRF
predictions have been predicted on this test set).
5 Results and analyses
In this section we present detailed results of our system and analyze how the
reranker helps improving performance with respect to various factors. All the
experiments presented in this section have been carried out using the official
PARSEME shared task 2017 training and test data. Unless otherwise stated, we
use the same “standard” configuration of options for the reranker throughout the
experiments (e.g. context window size, minimum frequency, etc.).
5.1 Results
Table 3 shows the performance of both the CRF component and the semantic
reranker by language, as well as the improvement brought by the reranker. De-
spite differences by language, all but one language (Italian) show a significant
13It might happen that none of the 10 sequences corresponds to the gold sequence; in such cases
all the instances are left as negative cases.
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increase in MWE-level F-score, with a macro-average F-score improvement of
+11.9%. The increase in token-level F-score is much smaller, with even a decrease
in a few languages; the macro-average token-level F-score improvement is only
+1.1%. This means that the reranker does not drastically change the expressions
predicted by the CRF (hence the little improvement at the token level), but in-
stead tends to fix the proposed expressions by finding their exact boundaries,
thus bringing the MWE F-score closer to the token F-score. This is because the
top 10 CRF predictions tend to be variants of one another, rather than drastically
different labelings; they frequently focus on the same part(s) of the sentence,
varying only by labeling one or two words differently; thus the reranker seldom
introduces a new expression that the top prediction would have missed, but can
select a more likely variant among the remaining 9 predictions. This hypothesis
is also backed by the observation that the increase in precision is larger in general
than the increase in recall: the reranker mostly follows the top CRF prediction
and possibly fixes it, hence turning a false positive instance into a true positive.
These observations are consistent with the design of the system and validate the
reranking approach in general.
5.2 Error analysis methodology
The performance of the reranker can be evaluated straightforwardly using the
official evaluation measures, as presented above; these measures are useful to
compare against other systems or between datasets. However, in order to get a
clear understanding of how the system works, we also look at the different com-
binations of error status between the CRF component and the semantic reranker:
the CRF is said to be right if and only if it ranks the actual (gold standard) answer
as its top prediction; similarly, the reranker is right if and only if it assigns the
top score to the actual answer. Thus the four following categories are defined:
• RR stands for right-right, which means that the CRF component ranked
the right answer as first sequence (first R) and the reranker kept it as the
final answer (second R).
• WR stands for wrong-right: the CRF answer was wrong, but the reranker
successfully selected an alternative answer.
• RW stands for right-wrong: in this case the reranker mistakenly changed
the CRF answer, which was correct in the first place.
• WW stands forwrong-wrong: the CRF answerwaswrong, and the reranker
either kept it or changed it to another wrong answer.
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These four categories cover all the cases, except when the correct answer is
not present in the 10 most likely sequences that the CRF component provides.
For this case we use the special label GoldNotIn10.
It is worth noticing that the reranker works at the sentence level (as opposed
to the expression level or the token level). This is why these categories apply
to complete sentences, in accordance with the design of the two-components
system. In particular, the number of expressions in a sentence is not taken into
account in this categorization. As a consequence, sentences which contain no

























Figure 1: Reranker score w.r.t CRF confidence for the gold sequence
in every sentence, by error type (all languages together). A sentence
is represented in the right half (resp. left half) if the CRF assigned a
high confidence (resp. low) to its gold sequence, i.e. the CRF answer is
correct (resp. incorrect). Similarly, a sentence appears in the top half
(resp. bottom half) if the reranker assigned a high score (resp. low) to
its gold sequence, i.e. the reranker answer is correct (resp. incorrect).14
Figure 1 gives an overview of how the reranker improves performance over
the CRF predictions. Every point in this graph represents a sentence, positioned
according to the CRF confidence (X axis) and reranker final score (Y axis) for
its gold sequence. This way, if the CRF finds the right answer for a sentence,
14Remark: Category GoldNotIn10 is not visible on this graph, since in such cases the gold se-
quence cannot be assigned a CRF confidence nor a reranker score.
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i.e. the gold sequence obtains the highest confidence among the 10 sequences,
it is represented in the right half of the graph, and conversely for wrong an-
swers. If the reranker finds the right answer, it assigns a high score to the gold
sequence, so the sentence appears in the top half, and conversely. This explains
why the four error types appear mostly clustered each in its own quadrant: the
top right quadrant contains sentences for which the correct sequence is recog-
nized by both the CRF and the reranker (hence in the RR error category), and the
bottom left contains sentences for which neither finds the right answer (WW).
The last two quadrants are the interesting ones, since this is where the reranker
changes the CRF prediction to another sequence: in the top left quadrant, theWR
points correspond to successful changes, whereas the RW cases, in the bottom
right quadrant, correspond to mistakes introduced by the reranker.15 It can be
observed that the former category outnumbers the latter, thus confirming the
positive contribution of the reranker.
5.3 Insight: what the reranker actually does
The vast majority of the sentences (85.3% of a dataset in average) fall into the
RR category, i.e. the reranker simply confirms the correct CRF answer. The WW
cases account for 7.6% of the sentences, and the GoldNotIn10 cases for 4.4%. The
reranker actually changes only 2.7% of the answers, and when it does, it does it
correctly 81.5% of the time (2.2% WR, 0.5% RW).
Figure 2 shows how the positions of the sequences selected by the reranker are
distributed. The reranker strongly favors top positions for its selected sequence;
more precisely, as the position of the sequence decreases, the number of sen-
tences for which this position is selected decreases exponentially (this is why a
logarithmic scale is used in Figure 2). This trend is regular from the top position,
which is selected 92.5% of the time, down to the 9th position, selected in only two
cases.16 This shows that increasing the number of candidate sequences supplied
by the CRF (10 in all our experiments) would not improve the performance of
the reranker, since it seldom selects a sequence associated with a low CRF confi-
dence (the importance of the CRF confidence as a feature is shown more clearly
15This graph can give the impression that one could easily prevent RW mistakes (bottom right
quadrant) by accepting any CRF answer with high confidence, but this is due to the fact that
only the gold sequence is represented here. Thus, for cases where the gold sequence has low
confidence, some other (wrong) sequence has high confidence. Therefore selecting the highest
confidence sequence would simply prevent any reranking to happen, in particular for the CRF
mistakes which can be fixed.
16The small rebound in position 10 is not significant, as it represents only 3 cases.
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in §5.5 below). Finally the fact that the reranker makesmore correct changes than
mistakes is confirmed in this graph again, by observing that the number of WR
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Figure 2: Distribution of the position selected by the reranker (logarith-
mic scale, all languages together). For every position, the large dark
grey bar shows the total number of sentences, while the coloured bars
show the number of sentences for every possible error type.17
The distribution of errors is not uniform over the data, and the number of
expressions in a sentence is one of themost obvious factors: For example, Figure 3
shows that 96% of the sentences with no expression in the gold sequence are
correctly identified by both the CRF and the reranker (RR), whereas only 9% of
the sentences with three expressions are. The difference is mostly due to the
proportion of sentences for which the CRF does not propose the right answer
in the top 10 candidate sequences (GoldNotIn10), which is naturally higher in
the more complex cases with multiple expressions in the sentence. Figure 3 also
shows that the reranker is more useful with the sentences which contain one
or two expressions (with 7.4% and 7.5% of changes, respectively), because these
contain more mistakes to correct compared to sentences with no expressions,
and contain more possibilities to correct the mistakes compared to sentences
with three (or more) expressions (since the reranker cannot correct anything in
the GoldNotIn10 cases).
17This means that the dark grey bar represents the sum of the coloured bars, although the loga-
rithmic scale makes this difficult to observe. Since the sequence selected by the CRF is the top
one, position 1 is the only way for both the CRF and the reranker answers to be correct, thus
it contains all the RR cases. Similarly, it cannot contain any WR or RW case, by definition.
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Figure 3: Proportion of error type by number of expressions in the gold
sequence (all languages). Sentences with more than 3 expressions were
discarded (30 cases, 0.1% of the data). Example: 16.5% of the sentences
contain exactly one expression; among these, 18% belong to the God-
NotIn10 category, and 41%, 1%, 6%, 32% belong respectively to categories
RR, RW, WR, WW.
5.4 Reranker-specific evaluation
Based on these error types, a new reranker-centered evaluation method can be
defined. Indeed, using this categorization, the reranker can be seen as a binary
classifier: from this perspective, the job of the reranker is to detect the sentences
for which the CRF answer was wrong, and leave the right ones as they are. Thus,
for every sentence, either the answer is changed (positive instances) or not (nega-
tive instances). With this idea in mind, the four main categories can be translated
to the standard true/false positive/negative categories in a straightforward way:
if the reranker changes the answer correctly (WR), the instance is a true posi-
tive; if it changes the answer incorrectly (RW), the instance is a false positive,
and similarly for the last two cases: RR andWW correspond respectively to true
negative and false negative instances (the former was rightly not changed, and
the latter should have been changed). Thanks to this interpretation, performance
measures like precision, recall and F-score can be calculated for the semantic
reranker, independently from the performance of the CRF component.18 An ex-
ample of using such performance scores is given in Table 5.
18The GoldNotIn10 category is ignored when calculating these performance measures for the
reranker, consistently with the idea of evaluating the reranker on its own: since these cases
are impossible to solve, they should not be taken into account.
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Table 5: Reranker-specific performance by number of expressions in
the gold sequence (all languages). P/R/F stands for precision/recall/f-
score; the macro-average performance is the average over languages
(datasets with NaN F-scores are ignored).
Nb exprs Macro-average Micro-averageP R F P R F
0 82.1 40.6 53.8 83.9 38.3 52.6
1 79.5 14.5 23.5 81.1 16.1 26.8
2 64.3 20.7 30.4 66.0 15.9 25.6
3 75.0 20.8 31.0 50.0 10.0 16.7
all 74.9 18.9 29.1 81.4 22.4 35.2
In the rest of this section we do not detail results by dataset, since the large
number of languages and the dataset particularities would make it harder to rec-
ognize the general patterns related to the reranker. Nevertheless, it is important
to keep in mind that such dataset-specific factors exist even though they are not
shown. Additionally, the inequal size of the datasets clearly favors large datasets
over small ones when grouping all the sentences together.This is whywe present
both the micro-average and macro-average performance whenever relevant, like
in Table 5.
5.5 Feature analysis
As explained in §4, the reranker uses various kinds of features to determine the
likelihood of the expressions in a sequence. Table 6 gives a brief overview of
the impact of the different groups of features on performance, expressed as the
F-score, computed from the micro-average precision and recall of the reranker
alone (column 1, see §5.4), macro-average of the same over languages (column 2)
and expression-level F-score (column 3, official evaluation on the full system).
First, it should be observed that the reranker relies heavily on the CRF con-
fidence to make its decisions: without this feature, the performance drops to a
ridiculously low level. Nevertheless, the reranker needs additional features in
order to improve over the CRF alone (since otherwise the best it can do is to
always agree with the CRF top prediction). A few simple features allow a large
gain in performance (SF in Table 6: number of candidate expressions in the se-
quence, min./mean/max. number of words by expression and frequency in the
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reference corpus). Addingmore complex features based on frequency and seman-
tic similarity of the candidate expression allows the reranker to make even better
decisions: the micro F-score reaches 35.6 with the best combination, compared
to 32.0 with only SF. Among these features, frequency and semantic similarity
features seem to be equally useful, and combining both of them achieves the
best performance; the only group of features which performs poorly (and is ap-
parently even counter-productive) is the one where the candidate expression is
compared against all other candidates in the sentence (group III in Table 6).
Table 6: Performance of the reranker using various subsets of fea-
tures (percentages). Simple features (SF) represents the number of ex-
pressions and words as well as the frequency in the reference corpus;
Groups I, II and III represent respectively single word, expression minus
one word and alternative expressions features; Groups a and b represent
respectively frequency features and semantic similarity features (see







baseline: CRF answer NaN NaN 48.2
all but confidence 00.6 NaN 09.6
confidence + SF (*) 32.0 NaN 53.1
(*) + Ia, Ib 34.9 29.7 53.4
(*) + IIa, IIb 34.3 29.0 53.4
(*) + IIIa, IIIb 33.2 27.8 53.6
(*) + IIa, IIb, IIIa, IIIb 34.4 29.1 53.7
(*) + Ia, Ib, IIIa, IIIb 34.2 29.0 53.4
(*) + Ia, Ib, IIa, IIb 35.6 30.2 53.7
freq. only: (*) + Ia, IIa, IIIa 33.9 28.7 53.7
sem. sim. only: (*) + Ib, IIb, IIIb 34.0 28.4 53.7
all features, with mean only 34.8 29.3 53.6
all features, with min/mean/max 35.2 30.1 53.9
5.6 Analysis: impact of the coverage in the reference corpus
Some candidate expressions might not be found in the reference corpus, either
because they are simply rare or because of tokenization/lemmatization issues
(see §4.4). In fact, the coverage rate of the expressions in Europarl is quite low:
for 36.2% of the sentences containing at least one expression, the expression(s)
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they contain are not found at all in the reference corpus. Figure 4 shows that the
error type depends greatly on whether the expression appears in the reference
corpus or not. First, the CRF finds the right answer much more often when the
expression is covered (RR + RW = 73%) than when it is not (RR + RW = 30%).
This can be explained by the fact that the least frequent expressions are hard
to identify by the CRF, and they also tend not to appear in the reference cor-
pus. While this implies that the reranker has potentially more mistakes to fix in
the zero-coverage cases, it actually changes fewer sentences (4.4% against 12.5%
for covered expressions), resulting in a very low recall (3.5% against 37.7%); the
precision is also lower, with 67% against 81%.
As explained in §5.5, the reranker can work with only a small set of “simple
features”, which is why its performance in the zero-coverage case is lower but
positive. Clearly, the more advanced features which rely on the reference corpus
increase performance. This means that the coverage in the reference corpus is
critical for the reranker to give its best results, but our current implementation
of the system is probably not optimized from this point of view; in particular,
the tokenization process might not be identical between the input data (where
tokenization is provided) and the reference data (for which we apply a generic
tokenizer), and the reference corpus is not lemmatized (see §4.4). This might ex-
plain why the recall is low with the current implementation. Ideally, a larger
corpus would also help by covering a broader range of expressions; but there are
















Figure 4: Sentences error types by coverage/non-coverage of their ex-
pressions in the reference corpus (all languages). Example: 70% of the
sentences containing expressionswhich appear in the reference corpus
belong to the RR category, whereas only 16% of the sentences with ex-
pressions not covered in the reference corpus belong to this category.
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5.7 Analysis: continuous vs. discontinuous expressions
Verbal multiword expressions can be classified as either continuous or discon-
tinuous: in the former case, the expression appears as a sequence of contiguous
words, as in the following idiomatic expression:

















‘They.3.fem.pl can give up at any time.’
In the latter case, the expression appears with words inserted between its lex-
icalized components, e.g.:





















‘Jean-Marie Molitor gave me the permission to publish.’
It is worth noticing the same lexicalized components might appear sometimes
as a continuous expression and other times as a discontinuous expression.
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Figure 5: Proportion of error type by number of continuous expres-
sions in the sentence, for sentences containing 1, 2 or 3 expressions (all
languages). Example: among sentences which contain two expressions,
the proportion of RR cases is 7% (respectively 12%, 30%), when there are
no (resp. 1, 2) continuous expressions among the two.
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Figure 5 shows the impact of continuity in expressions: RR+RW cases increase
with the number of continuous expressions for any number of expressions in
the sentence, which means that the more there are continuous expressions, the
better the performance of the CRF (there are also much less GoldNotIn10 cases).
Interestingly, however, the semantic reranker follows an opposite trend: the less
there are continuous expressions (i.e. the more there are discontinuous expres-
sions), the better its performance: not only it fixes more mistakes from the CRF
(better recall), it also fixes them better (better precision).19 The most likely ex-
planation for these observations is that the CRF suffers from a “sequential bias”
which makes it less good with discontinuous expressions, whereas such cases
are not any harder for the semantic reranker, which is “sequence-agnostic”. In
our opinion, this point clearly illustrates the complementarity of the two compo-
nents.
5.8 Analysis: context vectors options
In §4.3, we presented several options which modify the way words which co-
occur with the expression are taken into account in the MWE context vector.
Table 7 shows the impact on performance of these options. Although there is no
decisive pattern in these results, the absence of context-level normalization (CN)
19Except in the case of three expressions with zero or one continuous; this is probably due to the
low number of cases.
Table 7: Performance of the reranker depending on context vector
options. Left: Overall micro-average performance; right: F-score for
continuous/discontinuous cases, for sentences with one expression ex-
actly. CN, IWIE andMO represent the options presented in §4.3, respec-
tively: ContextNormalization, IncludeWordsInExpression, MultipleOccur-
rences. P/R/F stands for precision/recall/f-score.
Options Micro-average
CN IWIE MO P R F
0 0 0 82.9 21.9 34.6
0 0 1 81.7 22.4 35.2
0 1 0 82.5 22.1 34.8
0 1 1 81.6 21.7 34.3
1 0 0 83.3 21.8 34.5
1 0 1 82.8 21.7 34.4
1 1 0 80.9 21.8 34.4
1 1 1 81.4 22.4 35.2
Options F-score F-score
CN IWIE MO Continuous Discontinuous
0 0 0 14.7 41.4
0 0 1 16.8 40.3
0 1 0 14.7 40.9
0 1 1 15.9 39.6
1 0 0 15.2 39.8
1 0 1 15.2 39.6
1 1 0 14.0 41.0
1 1 1 14.8 40.8
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as well as allowingmultiple occurrences of the sameword to be counted multiple
times (MO) obtain slightly higher performance in general. Looking at the effect
of these options on continuous/discontinuous expressions, including expressions
words in the context window (IWIE) has a negative effect on all the cases, except
if CN is selected but only in the discontinuous case. In fact, an interesting pattern
can be observed in the continuous/discontinuous table: the combinations of op-
tions which make the F-score increase for continuous expressions tend to make
the F-score in the discontinuous case decrease, and conversely. This is confirmed
by a moderate negative Pearson’s correlation coefficient of -0.56 and a high neg-
ative Spearman’s rank correlation coefficient of -0.79. Here again the differences
in performance are too moderate to conclude decisively; however this point sug-
gests that there is a trade-off between the continuous and discontinuous cases,
and this trade-off might be controlled through these options to some extent. This
means that the system could potentially be tuned to favor one or the other case.
6 Conclusion and future work
In this chapter we described a two stages approach for identifying VMWEs, based
on sequence labeling with CRF followed by reranking of the CRF candidates. We
showed experimentally that the reranker significantly improves the performance
of the system, with in average a 12% F1-score improvement over using the CRF
component alone. Then we proceeded to analyze how the reranker works.
We found that the reranker follows the CRF quite closely, rarely selecting a
candidate with a low CRF confidence, and selecting the CRF top prediction in
92.5% of the cases. Consistently with this observation, when the reranker di-
verges from the top CRF prediction, it does so correctly with high confidence
(81.5% of correct answers among the changed predictions).
The contribution of the reranker is more important with the sentences which
contain one or two expressions: sentences with no expressions are almost always
correctly detected by the CRF alone, whereas the cases with 3 or more expres-
sions are so complex that the CRF does not usually provide the right candidate
among its top 10 predictions, leaving the reranker unable to fix these errors. The
coverage of the MWE in the reference corpus is another major factor of perfor-
mance for the reranker, with the recall dropping 10 times for expressions which
do not appear in the reference corpus. Finally the last important finding of our
study is that the reranker seems to compensate the CRF sequential bias: while
the latter performs better with continuous MWEs, the reranker performs com-
paratively better with discontinuous cases.
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The semantic reranker presented in this chapter is a proof-of-concept version,
and new perspectives emerge from the fact that the combination of a CRF com-
ponent with this reranker proves fruitful for detecting MWEs. There are a few
obvious areas in which the reranker could be improved, especially in the tok-
enization/lemmatization part, and it is likely that choosing a more adequate ref-
erence corpus would help. But there are also deeper questions which are worth
studying:
• Computing a context vector for a MWE is not as trivial as for a single
word (especially if the words in the expression are not continuous), and
the authors are not aware of any standard approach for this. While several
options were tested, this question deserves to be studied on its own.
• In the same line of thought, the current state of the art in distributional
semantics is based on word embeddings (Legrand & Collobert 2016). Here
again, the authors are not aware of any software able to retrieve word
embeddings for multiple (possibly discontinuous) words.
• Would it be possible for the reranker towork at the expression level instead
of the sentence level? Indeed, the current method used to “merge” multiple
expressions in a sentence is likely to lose some information in the process.
One could also ask whether some of the information currently computed
by the reranker could be fed directly into the CRF. An iterative process
could even be considered, perhaps allowing to refine the quality of the
predicted expressions over iterations.
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We describe a robust transition-based analyzer for identifying and categorizing
Verbal Multiword Expressions (VMWEs).The systemwas developed and evaluated
using the datasets of the PARSEME shared task on VMWE identification (Savary
et al. 2017).
We accommodate the variety of linguistic resources provided for each language, in
terms of accompanying morphological and syntactic information. Our system pro-
duces very competitive scores, for both VMWE identification and categorization,
with respect to the shared task results.
1 Introduction
We present a generic system for the identification and categorization of verbal
multiword expressions (hereafter VMWEs). With respect to grammatical or nom-
inal multiword expressions, VMWEs tend to exhibit more morphological and
syntactic variation than other MWEs, if only because in general the verb is in-
flected and can receive adverbial modifiers. Furthermore, some VMWE types, in
particular light-verb constructions, allow for the full range of syntactic variation
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(extraction, coordination etc…). This renders the VMWE identification task even
more challenging than general MWE identification, in which fully frozen and
continuous expressions contribute to an increase in the overall performance.
Our objective was to design a data-driven system applicable to several lan-
guages, with limited language-specific tuning.We took advantage of the datasets
provided within the shared task on automatic identification of VMWEs (Savary
et al. 2017) to train and test our system.These datasets concern 18 languages, and
consist of tokenized sentences in which VMWEs are annotated. One VMWE in-
stance is a set made either of several tokens, potentially non-continuous, or of
one single token (i.e. a multiword token, hereafter MWT, such as amalgamated
verb-particle in German).1 A VMWE may be embedded in another longer one,
and two VMWEs can overlap. Each annotated VMWE is tagged with a cate-
gory among Light-Verb Constructions (LVC), IDioms (ID), Inherently REFLex-
ive Verbs (IReflV), Verb-Particle Constructions (VPC) and OTHer verbal MWEs
(OTH). The datasets are quite heterogeneous, both in terms of size and of accom-
panying resources: 4 languages have none (Bulgarian, Spanish, Hebrew, Lithua-
nian), for 4 languages, morphological information such as lemmas and POS is pro-
vided (Czech, Maltese, Romanian, Slovene), and for the 10 remaining languages,
full dependency parses are provided.
The system we describe in the current paper is an extension of the ATILF-
LLF system (Al Saied et al. 2017), a one-pass greedy transition-based system
which participated in the shared task, obtaining very competitive results (here-
after ATILF-LLF 1). The new system (ATILF-LLF 2) categorizes the VMWEs on
top of identifying them, and has an extended expressive power, handling some
cases of VMWE embedded in another one. Both for ATILF-LLF 1 and 2, we tuned
a set of feature template for each language, relying exclusively on training data,
accompanying CoNLL-U files when available, and basic feature engineering.
The remainder of the article is organized as follows: we describe our system
in Section 2, and comment its expressive power as opposed to ATILF-LLF 1. We
then describe the experimental setup in Section 3, and comment the results in
Section 4. Section 5 is devoted to related work. We conclude in Section 6 and
give perspectives for future work.
1The majority of annotated VMWEs are multi-token. The prevalence of MWTs varies greatly
among languages. While absent from seven languages and very rare for nine other languages,
they are very frequent in German and Hungarian.
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2 System description
The analyzers we developed (ATILF-LLF 1 and 2) are simplified versions of the
system proposed by Constant &Nivre (2016). Building on the classic arc-standard
dependency parser (Nivre 2004), Constant &Nivre (2016) designed a parsing algo-
rithm that jointly predicts a syntactic dependency tree and a forest of multiword
lexical units. Their system uses both a syntactic and a lexical stack and specific
transitions merge tokens to create MWEs, as proposed by Nivre (2014). We have
simplified this formal apparatus keeping only the lexical stack, and predicting
MWEs only.
A transition-based system applies a sequence of actions (usually called transi-
tions) to incrementally build the expected output structure in a bottom-up man-
ner. Each transition is usually predicted by a classifier given the current state of
the system (namely a configuration).
A configuration in our system consists of a triplet 𝑐 = (𝜎, 𝛽, 𝐿), where 𝜎 is a
stack containing units under processing, 𝛽 is a buffer containing the remaining
input tokens, and 𝐿 is a set of output MWEs.
The initial configuration for a sentence 𝑥 = 𝑥1, ..., 𝑥𝑛, i.e. a sequence of 𝑛 tokens,
is represented by 𝑐𝑠 as: 𝑐𝑠(𝑥) = ([], [𝑥1, … , 𝑥𝑛], ∅) and the set of terminal config-
urations 𝐶𝑡 contains any configuration of the form 𝑐𝑡 = ([], [], 𝐿). At the end of
the analysis, the identified VMWEs are simply extracted from 𝐿.
Single tokens are brought to the stack by the Shift transition, and are poten-
tially marked as (mono-token) VMWE using the Mark as C transition, whereas
trees are formed using merge transitions (cf. §2.1).
The output VMWEs are the units added to 𝐿, either by theMark as C orMerge
as C transitions. When one VMWE is embedded in another one, both VMWEs
appear separately in 𝐿 (which is thus redundant).2
2.1 Transition set
Our system uses the following transitions:
1. the Shift transition moves the first element of the buffer to the stack
Precondition: the buffer is not empty.
2. the Reduce removes the top element of the stack
Precondition: the stack is not empty.
2For instance, if we represent the binary tree in bracketing format and the categorization with
a subscript, ((𝑎, 𝑏)𝐼 𝑅𝑒𝑓 𝑙𝑉 , 𝑐)𝐼𝐷 represents an IReflV 𝑎 + 𝑏 embedded within an ID 𝑎 + 𝑏 + 𝑐. Both
((𝑎, 𝑏)𝐼 𝑅𝑒𝑓 𝑙𝑉 , 𝑐)𝐼𝐷 and (𝑎, 𝑏)𝐼 𝑅𝑒𝑓 𝑙𝑉 will appear in 𝐿.
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3. the White Merge transition combines the two top elements of the stack
into a single element;
Precondition: the stack contains at least two elements.
4. five Merge As C transitions (where C stands for a VMWE category) per-
form a white merge, mark the resulting unit as a VMWE of category C,
and add it to 𝐿.
Precondition: the stack contains at least two elements.
5. In order to cope with MWTs, we added fiveMark as C transitions, which
mark the top stack element as a VMWE, assign to it the category C, and
add it to 𝐿.
Precondition: The stack is not empty and its head is a non-marked
single token.3
Figure 1 shows the analysis of a German sentence containing a multiword token
VPC embedded within an IReflV.
In the input, each token is associated with linguistic attributes (form, and
depending on the data sets, lemma and POS). When a merge transition is ap-
plied, the newly created element gets its attributes using basic concatenation
over forms, and over lemmas and POS tags when available.4
2.2 Parsing algorithm and training oracle
In all the following, at parsing time we use a greedy algorithm, starting with an
initial configuration 𝑐𝑠 , and applying in sequence the best-scoring legal transition
until a terminal configuration is reached.5
The training phase learns the transition-scoring classifier.This is done through
supervised learning, by converting the training sentences into sequences of [con-
3Because mono- and multi-tokens have very different linguistic properties, we preferred to dis-
tinguish transitions coping with both kinds of VMWEs. Without this restriction, as noted by a
reviewer, Merge as C would be equivalent to White Merge + Mark as C. The effectiveness
of this alternative solution remains to be tested.
4This would deserve to be improved in future experiments, with finer procedures to predict the
lemmatized form and more importantly to predict the POS tag of the merged node, although
in the special case of VMWE prediction the POS is verbal.
5Sentence analysis is composed of exactly 2𝑛 + 𝑟 transitions, with 𝑛 being the number of tokens
and 𝑟 the number of MWTs. Every single token not entering a VMWE requires a Shift and a
Reduce, every multi-token VMWE of length𝑚 requires 2𝑚 transitions (𝑚 Shifts,𝑚−2White
Merges, one Merge As C and one Reduce), while every MWT requires three transitions: a
Shift, a Mark As C and a Reduce.
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Transition Configuration
[ ], [Damit,müsste,man, sich, nun, herumschlagen], [ ]
Shift ⇒ [Damit], [müsste,man, sich, nun, herumschlagen], [ ]
Reduce ⇒ [ ], [müsste,man, sich, nun, herumschlagen], [ ]
Shift ⇒ [müsste], [man, sich, nun, herumschlagen], [ ]
Reduce ⇒ [ ], [man, sich, nun, herumschlagen], [ ]
Shift ⇒ [man], [sich, nun, herumschlagen], [ ]
Reduce ⇒ [ ], [sich, nun, herumschlagen], [ ]
Shift ⇒ [sich], [nun, herumschlagen], [ ]
Shift ⇒ [sich, nun], [herumschlagen], [ ]
Reduce ⇒ [sich], [herumschlagen], [ ]
Shift ⇒ [sich, herumschlagen], [ ], [ ]
Mark as VPC ⇒ [sich, herumschlagen𝑉𝑃𝐶 ], [ ], [herumschlagen𝑉𝑃𝐶 ]Merge as IreflV ⇒ [(sich, herumschlagen𝑉𝑃𝐶)𝐼 𝑅𝑒𝑓 𝑙𝑉 ], [ ],[herumschlagen𝑉𝑃𝐶 , (sich, herumschlagen𝑉𝑃𝐶)𝐼 𝑅𝑒𝑓 𝑙𝑉 ]Reduce ⇒ [ ], [ ], [herumschlagen𝑉𝑃𝐶 , (sich, herumschlagen𝑉𝑃𝐶)𝐼 𝑅𝑒𝑓 𝑙𝑉 ]
Figure 1: Transition sequence for tagging the German sentence Damit
müsste man sich nun herumschlagen ‘With-that must-SUBJUNCTIVE
one REFLEXIVE now around-struggle’⇒ ‘One would have to struggle
with that’ , containing two VMWEs: sich herumschlagen tagged as
inherently reflexive verb (IReflV), in which herumschlagen is itself a
multiword token tagged as verb-particle combination (VPC).
figuration, gold transition to apply] pairs, by using a static oracle.6 Our static
oracle returns for a given configuration the first applicable transition using the
following priority order: Mark as C, Merge As C, White Merge, Reduce and
Shift. Applicability here means not only the standard preconditions for transi-
tions, but also that the output configuration is compatible with the gold annota-
tions. We added the constraint that the White Merge is only applicable to the
right suffix of a gold VMWE. For instance, suppose we have a gold continuous
VMWE kick the bucket, when the first two elements are on top of the stack, the
White Merge is not applicable yet, it will be applied when the right suffix the
and bucket is on top of the stack.
To produce our training examples, we start by generating the initial configu-
ration for each sentence, and apply in sequence the transition predicted by the
static oracle, until a terminal configuration is reached. The analysis in Figure 1
corresponds to the oracle transition sequence for the example sentence.
6Using (Goldberg & Nivre 2013)’s terminology, a static oracle is both incomplete (defined for
configurations obtained from previous oracle transitions only) and deterministic (at each such
configuration, there is a single oracle transition to apply).
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2.3 Expressive power
As far as expressive power is concerned, ATILF-LLF 2 is slightly more powerful
than ATILF-LLF 1. ATILF-LLF 2 now performs VMWE categorization and not
just identification. Both systems cannot analyze interleaving MWEs, but while
ATILF-LLF 1 could cope with no overlapping at all, ATILF-LLF 2 can cope with
some cases of embeddings, i.e. some cases of VMWE fully contained in another
one.7
In effect, ATILF-LLF 1 contained a Shift transition, a White merge, a Merge
as C+Reduce for identifying multi-token VMWEs, and a Mark as C+Reduce
for MWTs.8 Because the Merge as C+Reduce transition identifies a MWE and
removes it from the stack, no cases of embeddings were covered.
In ATILF-LLF 2, some cases of embeddings are now covered (e.g. the example
in Figure 1). More precisely, the covered cases are those where one can form a
projective tree by attaching to a fictitious root all the binary trees representing
the VMWEs of a sentence, ignoring tokens not belonging to any VMWE. An al-
ternative formulation is that given any VMWE composed of the 𝑡1𝑡2...𝑡𝑚 tokens
and any gap 𝑔1𝑔2...𝑔𝑛 appearing between a pair of components 𝑡𝑖𝑡𝑖+1, the condi-
tion is that the 𝑔𝑖 tokens cannot belong to a MWE having components outside
the set 𝑔1...𝑔𝑛. So a non-covered case is found for instance in Let1,2 the1 cat1
out1,2 of1 the1 bag1: the VMWE Let out has a gap containing tokens the1
cat1, which belong to a VMWE with tokens outside the gap.
3 Experimental setup
For a given language, and a given train/dev split, we use the oracle-based re-
sulting transition sequences to train a multi-class SVM classifier.9 We describe
in the next subsections the feature templates we used (§3.1) and how we tuned
them (§3.2).
7It is worth noting that embedded VMWEs are very rare in the datasets: there are twenty to
thirty embedded VMWEs in German, Hebrew and Hungarian and about 150 in Czech.
8ATILF-LLF 1 used hard-coded procedures for matching MWTs (if seen in the training set),
which we replaced by features used by the classifier.
9The whole system was developed using Python 2.7, with 4,739 lines of code, using the Scikit-
learn 0.19. We used the Error-correcting output codes framework for the multi-class SVM clas-
sifier. The code is available on Github: https://goo.gl/1j8mVu under the MIT license.
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Table 1: System setting code descriptions.
Code Setting description
A use of POS and lemmas
A’ use of suffixes
B use of syntactic dependencies
C use of bigrams S1S0, S0B0, S1B0 and S0B1
D use of the trigram S1S0B0
E use of the S0B2 bigram
F use of transition history (length 1)
G use of transition history (length 2)
H use of transition history (length 3)
I use of distance between S0 and S1
J use of distance between S0 and B0
K use of B1
L use of training corpus VMWE lexicon
M use of stack length
N use of MWT dictionary
3.1 Feature templates
A key point in a classical transition-based system is feature engineering, known
to have great impact on performance. We have gathered feature templates into
groups, forwhichwe provide short descriptions in Table 1, alongwith code letters
that we use in §4 to describe which feature groups were used for each language
in the final shared task results. We describe in this section each feature group.
We hereafter use symbol 𝐵𝑖 to indicate the ith element in the buffer. 𝑆0 and 𝑆1
stand for the top and the second elements of the stack. For every unit 𝑋 in the
stack or buffer, we denote 𝑋𝑤 its word form, 𝑋𝑙 its lemma and 𝑋𝑝 its POS tag.
The concatenation of two elements 𝑋 and 𝑌 is noted 𝑋𝑌 .
Basic linguistic features
For each language, we used a precise set of stack or buffer elements, hereafter
the focused elements, to derive unigram, bigram and trigram features. By default,
the focused elements are 𝑆0, 𝑆1 and 𝐵0. For some languages, 𝐵1 was also used
(code K in Table 1). If bigrams are on (code C in Table 1) features are generated
for the element pairs 𝑆1𝑆0, 𝑆0𝐵0, 𝑆1𝐵0, plus 𝑆0𝐵1 if K is on, and plus 𝑆0𝐵2 for a few
215
Hazem Al Saied, Marie Candito & Matthieu Constant
languages (code E). For trigrams, we only used the features of the 𝑆1𝑆0𝐵0 triple
(code D).
For any resulting unigram, bigram or trigram, we use by default the word form
(e.g. 𝑆0𝑤 ). For languages whose datasets comprise morphological information,
we further use the lemmas and POS tags (code A in Table 1), i.e. 𝑋𝑙 and 𝑋𝑝 . The
precise features for a bigram 𝑋𝑌 are 𝑋𝑤𝑌𝑤 , 𝑋𝑝𝑌𝑝 , 𝑋𝑙𝑌𝑙 , 𝑋𝑝𝑌𝑙 and 𝑋𝑙𝑌𝑝 . Those for
a trigram 𝑋𝑌𝑍 are 𝑋𝑤𝑌𝑤𝑍𝑤 , 𝑋𝑙𝑌𝑙𝑍𝑙 , 𝑋𝑝𝑌𝑝𝑍𝑝 , 𝑋𝑙𝑌𝑝𝑍𝑝 , 𝑋𝑝𝑌𝑙𝑍𝑝 , 𝑋𝑝𝑌𝑝𝑍𝑙 , 𝑋𝑙𝑌𝑙𝑍𝑝 ,
𝑋𝑙𝑌𝑝𝑍𝑙 , 𝑋𝑝𝑌𝑙𝑍𝑙 .
For the languages lacking companion morphological information, we tried to
mimic that information using suffixes (code A’ in Table 1), more precisely the last
two and last three letters, which we used for unigram elements only.
Syntax-based features
After integrating classical linguistic attributes, we investigated using more lin-
guistically sophisticated features. First of all, syntactic structure is known to help
MWE identification (Fazly et al. 2009; Seretan 2011; Nagy T. & Vincze 2014). So
for datasets comprising syntactic information, we introduced features capturing
the existence of syntactic dependencies between elements of the buffer and of
the stack (code B in Table 1). More precisely, provided that 𝑆0 is a single token,
we generate (i) the features RightDep (S0, B𝑖) = True and RightDepLab (S0,
B𝑖) = l for each buffer token B𝑖 that is a syntactic dependent of 𝑆0 with label 𝑙,
and (ii) the features LeftDep (S0, B𝑖) = True and LeftDepLab (S0, B𝑖) = lwhen
a buffer element 𝐵𝑖 is 𝑆0’s syntactic governor.
Other syntax-based features aim at modeling the direction and label of a syn-
tactic relation between the top two tokens of the stack (feature syntacticRela-
tion (S0, S1) = ± l is used for S0 governing/governed by S1, provided 𝑆0 and 𝑆1
are single tokens).10 All these syntactic features try to capture syntactic regular-
ities between the tokens composing a VMWE.
Miscellaneous features
We found that other traditional features, used in transition-based systems, were
sometimes useful like (local) transition history of the system. We thus added
History-based features to represent the sequence of previous transitions (of
length one, two or three, cf. codes F, G and H in Table 1).
10For ATILF-LLF 1, we used gold syntactic features for the languages accompanied with gold
dependency companion files, as authorized in the closed track. Performance when using pre-
dicted syntax will be evaluated in future work.
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We also added Distance-based features, known to help transition-based de-
pendency parsing (Zhang & Nivre 2011), more precisely the distance between S0
and S1 and between S0 and B0 (respectively codes I and J in Table 1). We also
extracted Stack-length-based features (code M in Table 1).
The VMWE identification task is highly lexical so we found it useful to use
dictionary-based features, which use “dictionaries” extracted from the training
set, both for multi-token VMWEs and MWTs. The dictionaries are lemma-based
when lemmas are available, and form-based otherwise. These dictionary-based
features include (i) a boolean feature set to true when S0 belongs to the MWT
dictionary (code N in Table 1), and (ii) boolean features firing when 𝑆0, 𝑆1, 𝐵0, 𝐵1
or 𝐵2 belong to an entry of the extracted VMWE dictionary (code L in Table 1).
3.2 Feature tuning
We first divided the data sets into three groups, based on the availability of
CoNLL-U files: (a) for Bulgarian, Hebrew and Lithuanian neither morphological
nor syntactic information is available on top of tokens and VMWE annotation;
(b) Czech, Spanish, Farsi, Maltese and Romanian are accompanied by CoNLL-
U files with morphological information only, and (c) the other languages11 are
accompanied by a fully annotated CoNLL-U file.
In the first tuning phase, we used one “pilot” language for each group (Bulgar-
ian, Czech and French).Then, German was added as pilot language to investigate
features for languages with high percentage of MWTs and embedded VMWEs.
We tuned the features using both development sets extracted from the provided
training sets, and using cross-validation.
Finally, we used the discovered feature groups as a source of inspiration for
producing specialized feature groups for all other languages. Note that given the
combinatorial explosion of feature combinations, we could not apply a full grid-
search for the pilot languages, and a fortiori for all languages.
4 Results
We provide the identification results in Table 2, in which the performance of
ATILF-LLF 2, both in the shared task test sets and in cross-validation, can be
compared with (i) a baseline system, (ii) the best performing system of the shared
11These languages are German, Greek, French, Hungarian, Italian, Polish, Portuguese, Slovene,
Swedish, and Turkish.
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Table 2: VMWE identification: The first column provides the language,
it is shown whether the companion file contains morpho and syntax,
morpho only (∗) or nothing (∗∗). The last column lists the feature groups
used for that language (using the codes of Table 1). Columns 2, 3, 4:
VMWE-based F-scores on test sets, for the baseline system,ATILF-LLF
2, and the best performing Shared task systems (Best of ST). Columns
5, 6, 7: same as 2, 3, 4 but token-based. Columns 8, 9, 10: VMWE-based
results in 5-fold cross-validation over training sets, for the baseline sys-
tem, ATILF-LLF 1, and ATILF-LLF 2. The last row (Avg) provides the
average results weighted by the size of the test sets (or train sets for
cross-validation results). The stars in columns Best of ST are those for
which ATILF-LLF 1 did not rank first.
Test dataset Cross validation







































BG∗∗ 47.6 55.8 61.3 50.7 60.2 66.2 48.3 57.1 53.0 A’ C D F G I L
CS∗ 61.6 70.9 71.7 66.7 73.9 73.7 60.1 71.4 68.9 A C F G H I J K L M
DE 37.9 45.8 41,1 33.3 44.8 *45.5 39.9 27.9 47.6 A B C D E J L N
EL 35.6 42.8 40.1 39.9 46.3 46.9 48.0 56.2 57.3 A B C E J K L
ES∗ 56.9 58.9 57.4 56.7 60.3 58.4 61.2 63.5 66.0 A C D F G H I J K L
FA∗ 72.2 84.3 86.6 72.5 84.8 90.2 67.3 87.7 81.1 A C I J K
FR 44.6 60.6 57.7 49.3 62.6 *61.5 66.0 71.1 73.8 A B C E I J K L
HE∗∗ 33.4 29.9 33.4 29.6 30.5 31.3 30.0 17.0 26.8 A’ C E F G H K L
HU 68.3 74.8 *74.0 64.9 72.1 *70.8 73.7 23.5 83.7 A B C D F G H K L N
IT 39.2 28.2 39,9 39.5 29.8 43.6 33.7 27.4 27.2 A B C H J L
LT∗∗ 30.5 34.1 28.4 27.3 31.7 25.3 20.7 8.6 21.5 A’ C D E F G H I J K L M
MT∗ 8.2 6.9 14.4 12.3 9.4 16.3 7.7 8.1 7.2 A C F G H J L M
PL 72.6 75.1 69.1 71.8 75.5 *72.7 70.0 70.4 73.6 A B C H L
PT 65.5 69.6 67.3 67.4 71.4 70.9 65.2 64.7 67.5 All features
RO∗ 55.0 86.3 *77.8 65.4 87.0 *83.6 61.8 86.3 86.0 A C D E F G H I J K
SL 13.9 42.9 43.2 17.6 45.7 46.6 17.3 47.7 40.8 A B C F G H I K N
SV 10.4 30.1 30.4 10.1 34.3 *31.5 6.9 25.0 24.7 All features except N
TR 11.3 53.8 55.4 18.1 53.9 55.3 19.3 58.1 60.1 A B C F G H I K
AVG 46.2 56.5 56.7 48.5 58.1 59.2 52.0 60.3 64.5
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task, and with (iii) ATILF-LLF 1.12 The table shows that results are very hetero-
geneous across languages. We can hypothesize that multiple factors come into
play, such as the size of corpora, the availability and the quality of annotations,
the most common VMWE categories in train and test sets, the percentage of un-
known VMWEs in test sets. For example, Figure 2 illustrates the impact of this
last trait, showing an approximative linear negative correlation between VMWE-
based F-score and the proportion of unknown VMWE occurrences in test sets.13
Because the datasets have very varying sizes across languages, we provide
in the last row of the table the weighted average F-scores, with each language F-
scoreweighted by the size of the test set (or of the training set in cross-validation).
Comparison with the best results at the shared task: Although the ATILF-
LLF 2 benefited from more design time, it is interesting to compare its results to
the best results obtained at the shared task for each language. When considering
the weighted average results (last row of Table 2), it can be seen that the VMWE-
based results are almost as high for ATILF-LLF 2 as for the Best of ST (56.5 versus
56.7), and are ahead for 9 languages out of 18. For token-based results, our system
is a bit less effective: while still ahead for 10 languages out of 18, it is on average 1.1
point lower (58.1 versus 59.2). This can be viewed as a particularity of our system:
while the token-based results are generally higher than the VMWE-based ones
(for the baseline, or for other participating systems, cf. Savary et al. 2017), the
gap is less pronounced in our case.
Comparisonwith the baseline:Thebaseline system is a stringmatching-based
system that uses a lemma-based VMWE dictionary extracted from the training
set and identifies as VMWEs all matching strings in the test set.
Thematching procedure is very simple: a VMWE is identified inside a sentence
if all of its components (lemmas if available, otherwise word forms) occur in the
sentence, provided that the order of the components corresponds to an order
observed in the dictionary and that the distances between them do not exceed
the maximal observed distances in the training dataset.
12More precisely, for the results on the test sets (columns 2 to 7), the Best of ST columns re-
flect the performance of ATILF-LLF 1 for the non starred values (cf. no star means we ranked
first). F-scores of ATILF-LLF 1 for starred values are as following: Hungarian=70%, Roma-
nian=75% for VMWE-based and German=41%, French=60%, Hungarian=67.4%, Polish=70.5%,
Romanian=79.1% and Swedish=30% for token-based.
13We also checked for the correlation between the F-score and the training set size, and obtained
a positive correlation, but less marked, in particular some languages like Czech and Turkish
reach relatively low scores given the size of training data, which is better explained considering
the unknown VMWE rate.
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Regarding VMWE-based evaluation, ATILF-LLF 2 outperforms the baseline
in all experimental settings but four (VMWE-based evaluation on test set for
Hebrew and VMWE-based cross-validation for Hebrew and Italian): on average,
we obtain about 10- and 12.5-point F-score difference when evaluating on the
test set and in cross-validation respectively. Yet, the baseline consistently beats
our system on Hebrew. This might be explained by several characteristics of this
language preventing the system to generalize well to morpho-syntactic variants:
(i) small training set and (ii) no companion linguistic information (no POS, no
lemmas, no syntactic parses).
Comparison between ATILF-LLF 2 and ATILF-LLF 1: The ATILF-LLF 1 sys-
tem participated in the shared task and reached the best VMWE-based scores for
almost all languages (cf. the two starred results out of 18 in column Best of ST,
for Hungarian and Romanian). It can be seen that ATILF-LLF 2 shows compa-
rable performance on the same test sets (see in particular the weighted average
performance shown in the last row: 56.5 versus 56.7). It is worth noticing though
that there is great variation between results on test sets and results in cross-
validation. As the latter are more representative, let us focus on them (columns
8 to 10). Despite a few languages showing a drop in performance (in particular
Bulgarian, Farsi and Slovene), ATILF-LLF 2 beats ATILF-LLF 1 for 10 languages
out of 18, and the average result (last row of Table 2) has improved (4.2-point
gain). Again, even though ATILF-LLF 2 benefited from more design time, this
is a good result considering that (i) ATILF-LLF 1 did identification only, and the
introduction of the categorization task led us to multiply the number of transi-
tions (e.g. 5 Merge as C transitions instead of 1), (ii) the expressive power was
increased to some cases of embeddings and (iii) the overall architecture is more
elegant since hard-coded procedures included in the rush of the shared task have
been replaced by features.14
Categorization results: Table 3 details the categorization results for the ba-
sic categories over all languages but Farsi (cf. the Farsi dataset does not com-
prise VMWE category information).15 The table allows us to compare the per-
formance of our system with best-performing shared task systems (for the sys-
tems having the optional categorization predictions, note that our former system
ATILF-LLF 1 is excluded given that it does not categorize VMWEs). It can be seen
14It is worth noting that feature groups for each language were very close for both systems
(ATILF-LLF 1, 2). However, we transformed the dictionary-based hard-coded feature groups
into dynamic ones.
15We do not include the category OTH because of its marginal presence in test and train datasets
for all languages but Turkish (for which our F-score is 51.5 and the Shared task best F-score is
54.6).
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Table 3: VMWE categorization: detailed results for the four basic cat-
egories over all the languages except Farsi. For each category, we dis-
play the proportion of the given category in test set, the F-scores F1for ATILF-LLF 2, and the best performing shared task systems (Best
of ST), among systems having provided categorization information.
LVC IReflV VPC ID






















































BG 16 28.6 63 68.3 46.6 21 19.4
CS 20 53.3 40.1 68 80.7 73.3 11 33.6 22.0
DE 8 4.7 2.3 4 8.9 16.0 45 58.3 43.3 43 29.1 16.4
EL 67 44.4 33.2 3 52.2 36.4 25 27.1 15.4
ES 21 49.0 35.1 44 72.0 40.4 33 39.0 13.8
FR 54 40.0 42.8 21 78.6 68.3 24 75.0 60.8
HE 25 31.4 37 27.2 6 16.2
HU 29 50.9 41.5 71 80.3 77.2
IT 17 17.5 12.9 30 30.3 9.3 2 50.0 14.3 50 25.7 20.3
LT 42 56.3 58 14.9
MT 52 6.6 5.8 52 7.7 2.1
PL 34 62.9 39.1 53 87.3 80.2 13 51.5
PT 66 68.0 16 68.9 18 65.3
RO 27 87.4 86.3 58 86.3 79.1 15 76.7 65.6
SL 9 7.4 8.3 51 45.7 40.8 22 47.5 34.5 18 09.1 3.9
SV 6 16.7 21.1 6 08.7 66 33.6 30.2 21 13.3 3.8
TR 40 57.6 59.1 11 49.3 49.8
that our system reaches high performance on categorization too, although per-
formance varies greatly across categories. Although the general trend is higher
performance for IReflV, then LVC, then ID, Figure 3 shows that this pattern is
not systematic. For instance, results are relatively low for Czech given its high
IReflV proportion. On the contrary, results for Portuguese are high despite a high
LVC ratio.
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Figure 2: Correlation between the ATILF-LLF 2 identification results
for each language (F-score, on the x axis) and the percentage of occur-
rences of test VMWEs unknown in the train set (y axis).
Figure 3: A graph ranking all languages except Farsi according to their
F-scores. In each bar, the proportions of VMWE categories in the test
set are shown using symbols.
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5 Related work
A popular VMWE identification method is to use a sequence labeling approach,
with IOB-based tagsets. For instance, Diab & Bhutada (2009) apply a sequential
SVM to identify verb-noun idiomatic combinations in English. Note also that
three (out of seven) systems participating in the PARSEME shared task used such
approach (Boroş et al. 2017; Maldonado et al. 2017; Klyueva et al. 2017). Such
an approach was also investigated for MWE identification in general (including
verbal expressions) ranging from continuous expressions (Blunsom & Baldwin
2006) to gappy ones (Schneider et al. 2014). Recently, neural networks have been
successfully integrated into this framework (Legrand & Collobert 2016; Klyueva
et al. 2017).
VMWE identification can naturally take advantage of previously predicted
syntactic parses. Some systems use them as soft constraints. For instance, the
sequence labeling systems of the shared task and our system use them as source
of features in their statistical tagging models. There also exist approaches us-
ing syntactic parses as hard constraints. For example, Baptista et al. (2015) ap-
ply hand-crafted identification rules on them. Fazly et al. (2009) and Nagy T. &
Vincze (2014) propose a two-pass identification process consisting of candidate
extraction followed by binary classification. In particular, candidate extraction
takes advantage of predicted syntactic parses, through the use of linguistic pat-
terns.
A joint syntactic analysis and VMWE identification approach using off-the-
shelf parsers is another interesting alternative that has shown to help VMWE
identification such as light-verb constructions (Eryiğit et al. 2011; Vincze & Csirik
2010). Some parsers integrate mechanisms into the parsing algorithm to identify
MWEs on top of predicting the syntactic structure, like in Wehrli (2014) and
Constant & Nivre (2016), our system being a simplified version of the latter.
6 Conclusion and future work
This article presents a simple transition-based system devoted to VMWE identi-
fication and categorization. In particular, it offers a simple mechanism to handle
discontinuity and embedding, which is a crucial point for VMWEs. Results on
the PARSEME Shared Task datasets show that our system is quite robust across
languages, and achieves very competitive results. Its linear time complexity is
also an asset.
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As future work, we would like to apply more sophisticated syntax-based fea-
tures, as well as more advanced machine-learning techniques like neural net-
works. We also plan to investigate the use of a dynamic oracle (Goldberg & Nivre
2012).
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MTA-SZTE Research Group on Artificial Intelligence
The chapter describes an extended version (USzeged+) of our previous system
(USzeged) submitted to PARSEME’s Shared Task on automatic identification of ver-
bal multiword expressions. USzeged+ exploits POS tagging and dependency pars-
ing to identify single- and multi-token verbal MWEs in text. USzeged competed on
nine of the eighteen languages, where USzeged+ aims to identify the VMWEs in
all eighteen languages of the shared task and contains fixes for deficiencies of the
previously submitted system. Our chapter describes how our system works and
gives a detailed error analysis.
1 Introduction
Multiword expressions (MWEs) are frequent elements of all natural languages.
They are made up of more than one lexeme, but their meaning is not predictable
from the meaning of their components. There are different types of MWEs such
Katalin Ilona Simkó, Viktória Kovács & Veronika Vincze. 2018. Identifying verbal
multiword expressions with POS tagging and parsing techniques. In Stella Markanto-
natou, Carlos Ramisch, Agata Savary & Veronika Vincze (eds.),Multiword expressions
at length and in depth: Extended papers from the MWE 2017 workshop, 227–243. Berlin:
Language Science Press. DOI:10.5281/zenodo.1469563
Katalin Ilona Simkó, Viktória Kovács & Veronika Vincze
as stereotyped similes (as white as snow), collocations (strong tea), or idioms (to
kick the bucket). This chapter deals with verbal MWEs (VMWEs) where the head
element of the MWE is a verb, for example verb-particle constructions (look af-
ter), or light-verb constructions (take a shower).
This chapter describes our system for verbal MWE recognition. It was built
for the PARSEME Shared Task 1.0 (Savary et al. 2017), USzeged and its exten-
sion, USzeged+. Both systems use POS tagging and dependency parsing and are
capable of identifying single- and multi-token verbal MWEs. They are language-
independent: USzeged was submitted for nine of the eighteen languages of the
Shared Task, while for this extended version, USzeged+, we present results for
all eighteen languages.
In this chapter, we first describe the original USzeged system and give our
results submitted to the Shared Task with detailed error analysis. This part of
the chapter builds heavily on our workshop paper (Simkó et al. 2017). Then, we
describe the details of the updated, USzeged+ version and give the results we
achievedwith this new system. Last, we give a comparison of the results achieved
using our approach in the original, USzeged system and the new USzeged+ one
in an experiment using the available Hungarian data.
2 USzeged - The original system
The USzeged system was built for the shared task on automatic identification
of verbal multiword expressions organized as part of the 2017 MWE workshop
(Savary et al. 2017).1 The shared task’s aim is to identify verbal MWEs in multiple
languages. In total, eighteen languages are covered that were annotated using
guidelines taking universal and language-specific phenomena into account.
The guidelines identify five different types of verbal MWEs: idioms (ID), light-
verb constructions (LVC), verb-particle constructions (VPC), inherently reflexive
verbs (IReflV) and “other” (OTH). Their identification in natural language pro-
cessing is difficult because they are often discontinuous and non-compositional,
the categories are heterogeneous and the structures show high syntactic variabil-
ity.
The precise definitions of MWE, VMWE and the VMWE types can be found
in Savary et al. (2018 [this volume]), as well as details on the different languages’
databases used.
Our team created the Hungarian shared task database and VMWE annotation.
Our system is mostly based on our experiences with the Hungarian data in this
1http://multiword.sourceforge.net/sharedtask2017
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annotation phase. Our goal was to create a simple system capable of handling
MWE identification in multiple languages.
2.1 System description
The USzeged system exploits the syntactic relations within MWEs, i.e. it directly
connects MWEs and parsing, an approach described in many sources (Constant
& Nivre 2016; Nasr et al. 2015; Candito & Constant 2014; Green et al. 2011; 2013;
Wehrli et al. 2010; Waszczuk et al. 2016) and one of the basic ideas behind the
work done by the PARSEME group.2 The core of our system is directly based on
the work described in Vincze et al. (2013): using dependency parsing to identify
MWEs. That system uses complex dependency relations specific to the given
syntactic relation and MWE type. We note that a high number of the languages
of the shared task are morphologically rich and have free word order, which
entails that syntactically flexible MWEs might not be adjacent. Hence, a syntax-
based approach seems a better fit for the task than sequence labeling or similar
strategies.
The USzeged system uses only the MWE type as a merged dependency label,
i.e. no clue is encoded to the syntactic relation between two parts of the MWE.
Moreover, it also treats single-token MWEs. As multiple languages had single-
token MWEs as well as multi-token ones that are dealt with in dependency pars-
ing, we expanded the approach using POS tagging. Frequent single-token MWEs
are, for example, German and Hungarian VPCs: when the particle directly pre-
ceeds the verb, German andHungarian spelling rules require that they are spelled
as one word, however, it still remains a construction made up of two lexemes
with non-compositional meaning (e.g. (HU) kinyír (ki+nyír) ‘out+cut’ ⇒ ‘kill’
or (DE) aufmachen (auf+machen) ‘up+do’⇒ ‘open’).
MWEs have specific morphological, syntactic and semantic properties. Our
approach treats multi-token MWEs on the level of syntax – similarly to the mwe
dependency relation in the Universal Dependency grammar (Nivre 2015) – and
single-token MWEs on the level of morphology.
The USzeged system works in four steps, and the main MWE identification
happens during POS tagging and dependency parsing of the text. Our system re-
lies on the POS tagging and dependency annotations provided by the organizers
of the shared task in the companion CoNLL files and the verbal MWE annotation
of the texts and is completely language-independent given those inputs.
2http://typo.uni-konstanz.de/parseme/
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In the first step, we prepared the training file from the above mentioned inputs.
Wemerged the trainingMWE annotation into its morphological and dependency
annotation for single- andmulti-tokenMWEs, respectively.The POS tag of single-
tokenMWEs got replacedwith theirMWE type, while for themulti-tokenMWEs
the dependency graphs’ label changed: the label of the dependent node in the tree
was replaced with a label denoting the MWE type.
Figure 1, Figure 2 and Figure 3 show the single-tokenMWE’s change in POS tag
andmulti-tokenMWE dependency relabeling for VPCs and LVCs in a Hungarian
example.
original label relabeled (HU)
bekezdés NOUN VPC (HU)
in+starting, ‘paragraph’
határozathozatal NOUN LVC (HU)
decision+bringing, ‘decision-making’
Figure 1: Adding the VPC and LVC single-tokenMWE POS tags to (HU)
bekezdés (be+kezdés) ‘in+starting’⇒ ‘paragraph’ and (HU) határoza-
thozatal (határozat hozatal) ‘decision+bringing’⇒ ‘decision-making’.
Péter fontos feladatokat lát el
Peter important task.PL.ACC see.3.SG away
ROOTSUBJ
OBJATT PREVERB
Péter fontos feladatokat lát el
Peter important task.PL.ACC see.3.SG away
ROOTSUBJ
OBJATT VPC
Figure 2: Adding the VPC multi-token MWEs label to the dependency
graph in (HU) Péter fontos feladatokat lát el. ‘Peter important tasks
sees away’⇒ ‘Peter takes care of important tasks’.
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Péter vetette rá az első követ






Péter vetette rá az első követ






Figure 3: Adding the ID multi-token MWE label to the dependency
graph in (HU) Péter vetette rá az első követ. ‘Peter cast the first stone
on him’.
For multi-token MWEs our approach is based on our hypothesis that the de-
pendent MWE elements will be directly connected to the other MWE element(s).
We do not change the structure of the dependency relations in the tree, but
change the dependency label of the dependent MWE element to the MWE type,
thereforemaking theMWE element retraceable from the dependency annotation
of the sentence. For example lát and el in Figure 2 make up a VPC (ellát ‘take
care’), so the dependency relation label of the dependent element, el changes
from the general syntactic label PREVERB to the MWE label VPC, with this VPC
label now connecting the two elements of the MWE.
For MWEs of more than two tokens, the conversion replaces the dependency
labels of all MWE elements that depend on the head. In Figure 3, the head of the
idiom (az első követ veti ‘casts the first stone’) is the verb, vetette (cast.Sg3.Past).
All other elements’ dependency labels are changed to ID.
The second step is training the parser: we used the Bohnet parser (Bohnet 2010)
for both POS tagging and dependency parsing. For the single-token MWEs, we
trained the Bohnet parser’s POS tagger module on the MWE-merged corpora
and its dependency parser for the multi-token MWEs. The parser would treat
the MWE POS tags and dependency labels as any other POS tag and dependency
label.
We did the same for each language and created POS tagging and dependency
parsingmodels capable of identifyingMWEs for them. For some languages in the
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shared task, we had to omit sentences from the training data that were overly
long (spanning over 500 tokens in some cases) and therefore caused errors in
training due to lack of memory. This affected one French, one Polish, two Italian,
five Romanian and nine Turkish sentences.
Third, we ran the POS tagging and dependency parsing models of each lan-
guage on their respective test corpora. The output contains the MWE POS tags
and dependency labels used in that language as well as the standard POS and
syntactic ones.
The fourth and last step is to extract the MWE tags and labels from the output
of the POS tagger and the dependency parser. The MWE POS tagged words are
annotated as single-token MWEs of the type of their POS tag. From the MWE
dependency labels, we annotate the words connected byMWE labels of the same


















Figure 4: Steps of the USzeged system.
There are arguments for and against our approach. The system cannot han-
dle multi-token MWEs where the elements are not connected in the tree and
replacing the POS tags and dependency labels can have a negative effect on the
accuracy of POS tagging and parsing. However, as our end goal is not the POS
tagging or dependency parse of the data, we believe that this side effect is neg-
ligible since higher-level applications (e.g. machine translation) can profit from
more accurate MWE identification. On the other hand, the approach has low
technical requirements and it is very easily adaptable to other languages.
2.2 Results
We submitted the USzeged system for all languages in the shared task with pro-
vided dependency analysis and POS tagging. We attempted to use just the POS
tagging component of our system on the languages that only had POS tagging
available to give partial results (i.e. identifying only single-token MWEs), but we
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found that these languages incidentally had no or very few single-token MWEs
(Farsi 0, Maltese 4, Romanian 44, Slovene 3, Turkish 22), therefore we had no
access to adequate training data and did not submit results for these languages.
Our results on the nine languages are reported in Simkó et al. (2017). Our sys-
tem was submitted for German, Greek, Spanish, French, Hungarian, Italian, Pol-
ish, Portuguese, and Swedish. For the evaluation, we employed the metrics used
for the evaluation of the shared task (Savary et al. 2017).
The F-scores show great differences between languages, but so did they for the
other systems submitted. Compared to the other, mostly closed-track systems,
the USzeged system ranked close to or at the top on German, Hungarian, and
Swedish. For the other languages (except for Polish and Portuguese, where ours
is the worst performing system), we ranked in the mid-range.
2.3 Error analysis
After receiving the gold annotation for the test corpora, we investigated the
strengths and weaknesses of our system.
Our error analysis showed that the USzeged system performs by far best on
single-tokenMWEs, which in this dataset aremostlymade up of the verb-particle
construction category, correctly identifying around 60% of VPCs, but only about
40% of other types on average. It is probably due to the fact that single-token
MWEs are identified by POS tagging techniques, which are known to obtain
more accurate results in most languages than dependency parsing.
German, Hungarian, and Swedish were also the languages with the highest
proportions of the VPC type of verbal MWEs in the shared task, which also corre-
lates with why our system performed best on them. Romance languages contain
almost no VPCs and the remaining ones have much less also. In this way, the
frequency of VPCs strongly influences our results on the given language.
For French and Italian, our system also performed worse on IReflVs. In gen-
eral, we had some trouble identifying longer IDs and LVCs and MWEs including
prepositions. A further source of error was when there was no syntactic edge
in between members of a specific MWE, for instance, in German, the copula
sein ‘be’ was often indirectly connected to the other words of the MWE (e.g. im
Rennen sein ‘in race be’⇒ ‘to compete’), hence our method was not able to rec-
ognize it as part of the MWE. As our system does not restructure the syntactic
trees, if the elements of a multi-token VMWE are not connected (i.e. they do not
form a graph) in their dependency annotation, we cannot identify the full MWE,
however, we can still identify tokens of it correctly if at least two tokens within
the MWE are attached.
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3 The extended system - USzeged+
The primary aim of our extension was to be able to use our system for the lan-
guages in the shared task without any available POS and dependency data. We
achieved this by parsing the annotated set in a preprocessing step. For the lan-
guages with gold POS and dependency data already available, we did not use this






















Figure 5: Steps of the USzeged+ system.
We used data for the remaining languages from the Universal Dependencies
Project release 2.0 (Nivre et al. 2016) to train the Bohnet parser for POS-tagging
and dependency parsing and parsed the VMWE annotated shared task’s training
sets. We should note that for some languages, the VMWE corpus and the Univer-
sal Dependencies corpus are overlapping. This influences our dependency parse
to some degree as the training data might partially include the test data, but as
our end goal here is not the full dependency parse of the texts (moreover, we al-
ready use gold dependency annotations for the languages which have it directly
available), we feel that this factor is negligible. Henceforward, we exploited the
very same processes as before: we merged the parsed data with the VMWE anno-
tations and once again, trained the Bohnet parser on the VMWEmerged data.We
then parsed the test sets for the shared task and extracted the MWE POS-tagged
and MWE dependency labeled words and phrases.
3.1 Results
Table 1 shows the USzeged+ results for all shared task languages. The languages
covered by USzeged can be found in the upper part of the table, and the ones
covered by USzeged+ are in the lower part. The “upper” languages of this table
show differences to the results presented in (Simkó et al. 2017). This is due to two
main factors: the Bohnet parser was updated between our USzeged and USzeged+
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versions of the system and we also corrected some bugs in our conversion tool.
The basic working principles of our system are the same as described above.
Table 1: USzeged+ results: Languages covered by the previous system
also are on top.
P-MWE R-MWE F1-MWE P-token R-token F1-token
DE 31.16 40.20 35.11 40.65 43.05 41.82
EL 37.01 30.20 33.26 49.14 32.65 39.23
ES 25.67 52.00 34.37 32.13 55.20 40.62
FR 31.23 31.60 31.41 43.57 39.44 41.40
HU 62.02 71.34 66.36 58.45 69.08 63.32
IT 9.21 6.80 7.83 33.29 18.70 23.94
PL 35.96 59.40 44.80 41.33 63.68 50.13
PT 33.29 52.80 40.84 40.76 58.96 48.20
SV 14.96 22.88 18.09 20.55 28.21 23.77
BG 53.26 43.13 47.66 77.79 49.25 60.32
CS 44.95 57.93 50.62 57.60 64.46 60.84
FA 69.58 46.20 55.53 85.78 53.14 65.63
HE 41.18 8.40 13.95 55.22 8.63 14.93
LT 33.33 7.00 11.57 40.48 6.97 11.89
MT 0.00 0.00 0.00 4.65 0.31 0.59
RO 46.29 67.40 54.89 53.01 71.68 60.95
SL 59.49 18.80 28.57 66.46 18.77 29.27
TR 39.34 37.92 38.62 42.07 39.49 40.74
Using gold or parsed POS and dependency data as the starting phase does not
have a significant impact on the results (as wewill show in another experiment in
§4), with the exception of Maltese. As Maltese currently has no available Univer-
sal Dependencies treebank, we used cross-language training to train our parser.
As a Semitic language, Maltese is basically related to Arabic but spelt with Latin
characters and about half of its vocabulary originates from Italian. Thus, we se-
lected the available Italian Universal Dependencies treebank to train the parser
and parse the VMWE train data. This had a very bad effect on our results: no
full MWE could be correctly identified in the VMWE test set. Hence, for Maltese,
a more suitable solution is still to be found for our approach. For all other lan-
guages – where the parser for the VMWE train data was trained on the same
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language – the final results are much more comparable to those of the languages
with gold trees.
Besides Maltese, one of the languages where our system performed poorly is
Italian. We investigated the Italian training corpus and found that its annota-
tion has different underlying principles than most of the other corpora. Namely,
it allows sentences to have multiple roots (which is prohibited in other depen-
dency theories), hence it confuses the parser’s training to a high degree and there-
fore very few valuable results (i.e. MWE annotations) can be converted from the
parsed sentences. Finally, Swedish results are probably due to the small size of
the training corpora.
Table 2 and Table 3 show our results in F-score for the different MWE types;
crossed out cells indicate that the type was not present for the given language.
Overall, the USzeged+ system performs best on inherently reflexive verbs (IRe-
flV). IReflVs contain irreflexive pronouns, which show little variability, thus they
can be relatively easily recognized by the system. However, the system performs
worst on idioms and the “other” category due to their bigger variability and the
longerMWEs in these types. Light-verb constructions and verb-particle construc-
tions show varied results depending on the variability of the category in the
given language. VPCs could be easily recognized in Hungarian (an F-score over
80), while LVC identification was most successful in Romanian (an F-score of 70).
There are also differences in the annotations of the languages: for instance,
Farsi contains only VMWEs for the “other” category, which makes it hard to
make any comparisons with the other languages on the effective identification
of VMWE categories.
The results also show that while our system has very similar average results
on the other language group of the shared task (interestingly even the “other”
category, which is probably due to Farsi), results are much lower on Romance
languages on average. This is most probably due to the issues on the Italian de-
pendency data (see above), which resulted in poor performance for almost all of
the VMWE categories in Italian.
We did some error analysis based on the languages we can speak.This revealed
that as for LVCs, our system usually marks as false positives those verb-object
pairs where the verb is an otherwise frequent light verb in the given language
(e.g. (PT) ter ‘to have’). Also, participle forms of LVCs were often missed in (FR)
études menées ‘studies conducted’. As for VPCs, many compositional instances
of verbs with particles were falsely marked in German and in Hungarian, like
(DE) anheben ‘hang up’. The same is true for IReflVs: compositional ones like
(PT) encantar-se ‘enchant’ were sometimes falsely identified as VMWEs. A fur-
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Table 2: USzeged+ MWE-level F-score results for the different MWE
types.
all VPC LVC ID IReflV OTH
BG 47.66 - 20.44 18.79 60.70 -
CS 50.62 - 26.96 2.51 61.71 0.00
DE 35.11 54.55 10.39 16.16 17.50 -
EL 33.26 56.00 36.68 9.52 - 8.00
ES 34.37 - 32.40 9.70 43.04 0.00
FA 55.53 - - - - 55.53
FR 31.41 - 27.67 16.48 52.94 0.00
HE 13.95 9.35 24.20 0.00 - 13.76
HU 66.36 80.59 35.47 - - -
IT 7.83 22.22 5.13 5.05 0.00 0.00
LT 11.57 - 23.53 0.00 - -
MT 0.00 - 0.00 0.00 - 0.00
PL 44.80 - 25.38 0.00 65.63 -
PT 40.84 - 45.89 11.57 40.99 -
RO 54.89 - 70.59 20.51 54.92 -
SL 28.57 0.00 14.29 1.90 45.71 0.00
SV 18.09 22.11 8.70 0.00 2.90 0.00
TR 38.62 - 39.77 32.71 - 34.34
Average 34.08 34.97 26.32 9.06 40.54 10.15
ther source of errors could also be some inconsistencies in the data: in a few
cases, annotators missed to mark some clear examples of VMWEs in the test
data, which resulted again in false positives. Finally, the German corpus con-
tained some English sentences, e.g. […] if Proporz were to be taken out of the
Austrian economy, actual unemployment would be … higher? In this sentence, be
and higher are marked as an instance of VPC. The word be is a typical particle in
German, while last words of the sentences are often verbs in German due to word
order reasons. Probably this is the reason why the system gave this analysis.
As our system uses different methods to assign single- and multi-token MWE
labels, we also investigated our results for these separately. We found that most
languages only contain no or very few single-tokenMWEs, with the exception of
German and Hungarian. Approximately 12% of VMWEs are single-token in the
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Table 3: USzeged+ system’s token-level F-score results for the different
MWE types.
all VPC LVC ID IReflV OTH
BG 60.32 - 32.63 24.30 74.05 -
CS 60.84 - 31.78 17.87 72.44 0.00
DE 41.82 56.14 12.58 32.41 24.85 -
EL 39.23 56.00 40.65 19.97 - 4.04
ES 40.62 - 35.86 22.47 44.27 0.00
FA 65.63 - - - - 65.63
FR 41.40 - 30.17 36.11 52.94 0.00
HE 14.93 13.82 23.21 10.62 - 10.83
HU 63.32 80.59 40.82 - - -
IT 23.94 27.78 12.60 23.78 0.00 0.00
LT 11.89 - 23.30 3.28 - -
MT 0.59 - 0.71 0.33 - 0.00
PL 50.13 - 28.18 13.19 69.44 -
PT 48.20 - 50.73 27.80 42.07 -
RO 60.95 - 73.03 48.88 55.75 -
SL 29.27 1.70 15.87 9.36 46.29 0.00
SV 23.77 26.80 8.79 2.26 2.90 0.00
TR 40.74 - 41.32 34.43 - 36.36
Average 39.87 37.55 29.54 20.44 44.09 10.62
German data, while they make up of 40% of VMWEs in the Hungarian data. Ta-
ble 4 shows our system’s accuracy on single- and multi-tokenMWEs for German
and Hungarian.
Table 4: Accuracy on single- and multi-token MWEs for German and
Hungarian.
single-token multi-token overall
DE 64 36 46
HU 83 43.3 68.9
These results confirm that our system achieves better results on single-token
MWEs than on multi-token ones.
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4 Gold or parsed?
In this last section, we describe a small experiment comparing our new addition
to the system: the parsed POS and dependency data. We compare our results on
Hungarian using the gold POS and dependency data with an experimental setup
mirroring that of the languages without this gold data. We used the Hungarian
Universal Dependencies treebank to train the Bohnet parser for POS tagging and
dependency parsing and exploited these trainedmodels to parse the VMWE train
sentences.
Table 5 shows the results of this experiment; the results for HU-GOLD are the
same as the ones for Hungarian in the above tables. The results show that gold
and parsed methods in our system can provide very comparable results. Inter-
estingly, in both MWE-level and token-level results, the parsed method provides
much higher precision but lower recall than the gold method.
For MWE types, LVCs are causing the main difference in the two systems.
Many VPCs in the Hungarian data are single-token, so our system deals with
them on the level of POS tagging, which is not affected by gold or parsed depen-
dency trees.
Overall, both options achieved approximately the same results in the auto-
matic VMWE recognition task.
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5 Conclusions
In our chapter, we presented our system for verbal MWE recognition.The system
uses POS tagging and dependency parsing as a means of finding verbal MWEs
in multiple languages.
Apart from parsing-based solutions (Al Saied et al. (2017), Nerima et al. (2017)
and our system), the shared task hosted a number of other approaches, like neu-
ral networks (Klyueva et al. (2017)) or sequence labeling based models (Boroş
et al. (2017), Maldonado et al. (2017)). In the final results, parsing-based systems
achieved the best results for almost all languages, showing that this approach
works very well for language independent MWE identification.
Our chapter further shows that it is possible to build a highly language in-
dependent MWE detection methodology that makes use of a limited amount of
language-specific data and achieve reasonable results.
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This chapter presents a methodology for identifying and resolving various kinds
of inconsistency in the context of merging dependency and multiword expression
(MWE) annotations, to generate a dependency treebankwith comprehensiveMWE
annotations. Candidates for correction are identified using a variety of heuristics,
including an entirely novel one which identifies violations of MWE constituency
in the dependency tree, and resolved by arbitration with minimal human interven-
tion. Using this technique, we identified and corrected several hundred inconsisten-
cies across both parse and MWE annotations, representing changes to a significant
percentage (well over 10%) of the MWE instances in the joint corpus and a large
difference in MWE tagging performance relative to earlier versions.
1 Introduction
The availability of gold-standard annotations is important for the training and
evaluation of a wide variety of Natural Language Processing (NLP) tasks, includ-
Julian Brooke, King Chan & Timothy Baldwin. 2018. Semi-automated resolution of
inconsistency for a harmonized multiword-expression and dependency-parse anno-
tation. In Stella Markantonatou, Carlos Ramisch, Agata Savary & Veronika Vincze
(eds.),Multiword expressions at length and in depth: Extended papers from theMWE 2017
workshop, 245–262. Berlin: Language Science Press. DOI:10.5281/zenodo.1469565
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ing the evaluation of dependency parsers (Buchholz & Marsi 2006). In recent
years, there has been a focus onmulti-annotation of a single corpus, such as joint
syntactic, semantic role, named entity, coreference and word sense annotation
in Ontonotes (Hovy et al. 2006) or constituency, semantic role, discourse, opin-
ion, temporal, event and coreference (among others) annotation of the Manually
Annotated Sub-Corpus of the American National Corpus (Ide et al. 2010). As part
of this, there has been an increased focus on harmonizing and merging existing
annotated data sets as a means of extending the scope of reference corpora (Ide &
Suderman 2007; Declerck 2008; Simi et al. 2015). This effort sometimes presents
an opportunity to address conflicts among annotations, a worthwhile endeavour
since even a small number of errors in a gold-standard syntactic annotation can,
for example, result in significant changes in downstream applications (Habash
et al. 2007). This chapter presents the results of a harmonization effort for the
overlapping STREUSLE annotation (Schneider, Onuffer, et al. 2014) of multiword
expressions (MWEs: Baldwin & Kim 2010) and dependency parse structure in the
English Web Treebank (EWT: Bies et al. 2012), with the long-term goal of build-
ing reliable resources for joint MWE/syntactic parsing (Constant & Nivre 2016).
As part of merging these two sets of annotations, we use analysis of cross-
annotation and type-level consistency to identify instances of potential annota-
tion inconsistency, with an eye to improving the quality of the component and
combined annotations. It is important to point out that our approach to identi-
fying and handling inconsistencies does not involve re-annotating the corpus;
instead we act as arbitrators, resolving inconsistency in only those cases where
human intervention is necessary. Our three methods for identifying potentially
problematic annotations are:
• a cross-annotation heuristic that identifiesMWE tokens whose parse struc-
ture is incompatible with the syntactic annotation of the MWE;
• a cross-type heuristic that identifies 𝑛-grams with inconsistent token-level
MWE annotations; and
• a cross-type, cross-annotation heuristic that identifies MWE types whose
parse structure is inconsistent across its token occurrences.
The first of these is specific to this harmonization process, and as far as we are
aware, entirely novel. The other two are adaptions of an approach to improving
syntactic annotations proposed by Dickinson & Meurers (2003). After applying
these heuristics and reviewing the candidates, we identified hundreds of errors
in MWE annotation and about a hundred errors in the original syntactic annota-
tions. We make available a tool that applies these fixes in the process of joining
the two annotations into a single harmonized, corrected annotation, and release
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the harmonized annotations in the form of HAMSTER (the HArmonized Mul-
tiword and Syntactic TreE Resource): https://github.com/eltimster/HAMSTER.
This chapter goes beyond the MWE2017 paper that first introduced HAMSTER
(Chan et al. 2017) to show that the application of these and other corpus fixes has
a major effect on MWE identification performance: we find that almost a quarter
of the error originally assumed to be tagger error is actually attributable to errors
in the corpus.
2 Related work
Our long-term goal is building reliable resources for joint MWE/syntactic pars-
ing. Explicit modelling of MWEs has been shown to improve parser accuracy
(Nivre 2004; Seretan & Wehrli 2006; Finkel & Manning 2009; Korkontzelos &
Manandhar 2010; Green et al. 2013; Vincze et al. 2013; Wehrli 2014; Candito &
Constant 2014; Constant & Nivre 2016). Treatment of MWEs has typically in-
volved parsing MWEs as single lexical units (Nivre 2004; Eryiğit et al. 2011; Fo-
topoulou et al. 2014), but this flattened, “words with spaces” (Sag et al. 2002)
approach is inflexible in its coverage of MWEs where components have some
level of flexibility.
The English Web Treebank (Bies et al. 2012) represents a gold-standard anno-
tation effort over informal web text. The original syntactic constituency anno-
tation of the corpus was based on hand-correcting the output of the Stanford
Parser (Manning et al. 2014); for our purposes we have converted this into a de-
pendency parse using the Stanford Typed Dependency converter (de Marneffe
et al. 2006). We considered the use of the Universal Dependencies representation
(Nivre et al. 2016), but we noted that several aspects of that annotation (in partic-
ular the treatment of all prepositions as case markers dependent on their noun)
make it inappropriate for joint MWE/syntactic parsing since it results in large
numbers of MWEs that are non-continuous in their syntactic structure (despite
being continuous at the token level).1 As such, the Stanford Typed Dependencies
is the representation which has the greatest currency for joint MWE/syntactic
parsing work (Constant & Nivre 2016).
The STREUSLE corpus (Schneider, Onuffer, et al. 2014) is based entirely on the
Reviews subset of the EWT, and comprises 3,812 sentences representing 55,579
tokens. The annotation was completed by six linguists who are native English
1An example of this would be a phrase such as think of home, where we consider think of to be
an MWE, but the Universal Dependencies framework would treat of as a syntactic dependent
of home, not think.
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Deep tissue massage helps with pain in neck and shoulders




prep pobj prep pobj cc
conj
Figure 1: An example where the arc count heuristic is breached. Deep
tissue has been labeled in the sentence here as an MWE in STREUSLE.
Deep and tissue act as modifiers to massage, a term that has not been
included as part of the MWE.
speakers. Every sentence was assessed by at least two annotators, which resulted
in an average inter-annotator F1 agreement of 0.7. The idiosyncratic nature of
MWEs lends itself to challenges associated with their interpretation, and this
was readily acknowledged by those involved in the development of the STREU-
SLE corpus (Hollenstein et al. 2016). Two important aspects of the MWE annota-
tion are that it includes both continuous and non-continuous MWEs (e.g.,check
∗ out), and that it supports both weak and strong annotation. With regards
to the latter, a variety of cues are employed to determine associative strength.
The primary factor relates to the degree in which the expression is semantically
opaque and/or morphosyntactically idiosyncratic. An example of a strong MWE
would be top notch, as used in the sentence: We stayed at a top notch hotel. The
semantics of this expression are not immediately predictable from the meanings
of top and notch. On the other hand, the expression highly recommend is con-
sidered to be a weak expression as it is largely compositional – one can highly
recommend a product – as indicated by the presence of alternatives such as
greatly recommend which are also acceptable though less idiomatic. A total of
3,626 MWE instances were identified in STREUSLE, across 2,334 MWE types.
Other MWE-aware dependency treebanks include the various UD treebanks
(Nivre et al. 2016), the Prague Dependency Treebank (Bejček et al. 2013), the Red-
woods Treebank (Oepen et al. 2002), and others (Nivre 2004; Eryiğit et al. 2011;
Candito & Constant 2014). The representation of MWEs, and the scope of types
covered by these treebanks, can vary significantly. For example, the internal syn-
tactic structure may be flattened (Nivre 2004), or in the case of Candito & Con-
stant (2014), allow for distinctions in the granularity of syntactic representation
for regular vs. irregular MWE types.
The identification of inconsistencies in annotation requires comparisons to be
made between similar instances that are labeled differently. Boyd et al. (2007)
employed an alignment-based approach to assess differences in the annotation
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of 𝑛-gram word sequences in order to establish the likelihood of error occur-
rence. Otherwork in the syntactic inconsistency detection domain includes those
related to POS tagging (Loftsson 2009; Eskin 2000; Ma et al. 2001) and parse
structure (Ule & Simov 2004; Kato & Matsubara 2010). Dickinson & Meurers
(2003) outline various approaches for detecting inconsistencies in parse struc-
ture within treebanks.
In general, inconsistencies associated with MWE annotation fall under two
categories: (1) annotator error (i.e. false positives and false negatives); and (2)
ambiguity associated with the assessment of hard cases. While annotation errors
apply to situations where a correct label can be applied but is not, hard cases are
those where the correct label is inherently difficult to assign. We address both
these categories in this work.
3 Error candidate identification
3.1 MWE syntactic constituency conflicts
The hypothesis that drives our first analysis is that for nearly all MWE types,
the component words of the MWE should be syntactically connected, which is
to say that every word is a dependent of another word in the MWE, except one
word which connects the MWE to the rest of the sentence (or the root of the
sentence). We can realise this intuition by using an arc-count heuristic: for each
labeled MWE instance we count the number of incoming dependency arcs that
are headed by a term outside the MWE, and if the count is greater than one,
we flag it for manual analysis. Figure 1 gives an example where the arc count
heuristic is breached since both terms of the MWE deep tissue act as modifiers
to the head noun that sits outside the MWE.
3.2 MWE type inconsistency
Our second analysis involves first collecting a list of all MWE types in the STREU-
SLE corpus, corresponding to lemmatized 𝑛-grams, possibly with gaps. We then
match these 𝑛-grams across the same corpus, and flag any MWE type which has
at least one inconsistency with regards to the annotation. That is, we extract as
candidates any MWE types where there were at least two occurrences of the cor-
responding 𝑛-gram in the corpus that were incompatible with respect to their an-
notation in STREUSLE, including discrepancies in weak/strongish designation.
For non-continuous MWE types, matches containing up to 4 words of interven-
ing context between the two parts of the MWE type were included as candidates
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for further assessment. Some examples of many 𝑛-gram types which showed in-
consistency in their MWE annotation include interested in, high quality, ask
for, in town, pizza place, even though, and easy to work with.
3.3 MWE type parse inconsistency
The hypothesis that drives our third analysis is that we would generally expect
the internal syntax of an MWE type to be consistent across all its instances.2 For
each MWE type, we extracted the internal dependency structure of all its labeled
instances, and flagged for further assessment any type for which the parse struc-
ture (including typed dependency label) varied between at least two of those in-
stances. Note that although this analysis is aimed at fixing parse errors, it makes
direct use of the MWE annotation provided by STREUSLE to greatly limit the
scope of error candidates to those which are most relevant to our interest. Some
MWE types which showed syntactic inconsistency include years old, up front,
set up,check out, other than, and get in touch with.
4 Error arbitration
Error arbitration was carried out by the authors (all native English speakers with
experience in MWE identification), with at least two authors looking at each er-
ror candidate in most instances, and for certain difficult cases, the final annota-
tion being based on discussion among all three authors. One advantage of our
arbitration approach over a traditional token-based annotationwas that we could
enforce consistency across similar error candidates (e.g., disappointed with and
happy with) and also investigate non-candidates to arrive at a consensus; where
at all possible, our changes relied on precedents that already existed in the rele-
vant annotation.
Arbitration for theMWE syntax conflicts usually involved identifying an error
in one of the two annotations, and in most cases this was relatively obvious. For
instance, in the candidate … the usual lady called in sick hours earlier, called in
sick was correctly labeled as an MWE, but the parse incorrectly includes sick as
a dependent of hours, rather than called in. An example of the opposite case is
… just to make the appointment …, where make the had been labeled as an MWE,
an obvious error which was caught by our arc count heuristic. There were cases
where our arc count heuristic was breached due to what we would view as a
2Noting that we would not expect this to occur betweenMWE instances of a given combination
of words, and non-MWE combinations of those same words.
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general inadequacy in the syntactic annotation, but we decided not to effect a
change because the impact would be too far reaching; examples of this were
certain discourse markers (e.g., as soon as), and infinitives (e.g., have to complete
where the to is considered a dependent of its verb rather than of the other term in
the MWE have to). The most interesting cases were a handful of non-continuous
MWEswhere there was truly a discontinuity in the syntax between the two parts
of the MWE, for instance no amount of ∗ can. This suggests a basic limitation
in our heuristic, although the vast majority of MWEs did satisfy it.
For the two type-level arbitrations, there were cases of inconsistency upheld
by real usage differences (e.g., a little house vs. a little tired). We identified clear
differences in usage first and divided the MWE types into sets, excluding from
further analysis non-MWE usages of MWE type 𝑛-grams. For each consistent
usage of anMWE type, the default position was to prefer themajority annotation
across the set of instances, except when there were other candidates that were
essentially equivalent: for instance, if we had relied on majority annotation for
job ∗ do (e.g., the job that he did) it would have been a different annotation than
do ∗ job (e.g., do a good job), so we considered these two together. We treated
continuous and non-continuous versions of the same MWE type in the same
manner.
In the MWE type consistency arbitration, for cases where majority rules did
not provide a clear answer and there was no overwhelming evidence for non-
compositionality, we introduced a special internal label called hard. These corre-
spond to cases where the usage is consistent and the inconsistency seems to be
a result of the difficulty of the annotation item (as discussed earlier in Section 2),
which extended also to our arbitration. Rather than enforce a specific annotation
without strong evidence or allow the inconsistency to remain when there is no
usage justification for it, the corpus merging and correction tool gives the user
the option to treat hard annotated MWEs in varying ways: the annotation may
be kept unchanged, removed, converted to weak, or converted to hard for the
purpose of excluding it from evaluation. Examples of hard cases include go back,
go in,more than, talk to, speak to, thanks guys, not that great, pleased with,
have ∗ option, get ∗ answer, fix ∗ problem. On a per capita basis, inconsistencies
are more common for non-continuous MWEs relative to their continuous coun-
terparts, and we suspect that this is partially due to their tendency to be weaker,
in addition to the challenges involved in correctly discerning the non-continuous
parts, which are sometimes at a significant distance from each other.
Table 1 provides a summary of changes to MWE annotation at the MWE type
and token levels.Mixed refer to MWEs that are heterogeneous in the associative
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strength between terms in the MWE (between weak and strongish). Most of the
changes in Table 1 (98% of the types) were the result of our type consistency
analysis. Almost half of the changes involved the use of the hard label, but even
excluding these (since only some of these annotations required actual changes in
the final version of the corpus) our changes involve over 10% of the MWE tokens
in the corpus, and thus represent a significant improvement to the STREUSLE
annotation.
Relative to the changes to the MWE annotation, the changes to the parse anno-
tation were more modest, but still not insignificant: for 161 MWE tokens across
72 types, we identified and corrected a dependency and/or POS annotation error.
Themajority of these (67%) were identified using the arc count heuristic. Note we
applied the parse relevant heuristics after we fixed the MWE type consistency
errors, ensuring that MWE annotations that were added were duly considered
for parse errors.
Table 1: Summary of changes to MWE annotation at the MWE type
and token level.
No MWE Weak Strong Mixed Hard TOTAL
Token
No MWE — 55 136 6 151 348
Weak 35 — 22 4 46 107
Strong 44 42 — 9 70 165
Mixed 2 4 3 12 2 23
TOTAL 81 101 161 31 269 643
Type
No MWE — 31 74 5 64 174
Weak 31 — 13 4 35 83
Strong 34 28 — 7 43 112
Mixed 2 4 3 7 2 18
TOTAL 67 63 90 23 144 387
5 Experiments
In this section we investigate the effect of the HAMSTER MWE inconsistency
fixes on the task of MWE identification. For this we use the AMALGr MWE
identification tool of Schneider, Danchik, et al. (2014), which was developed on
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the initial release of the STREUSLE (called then the CMWE).3 AMALGr is a su-
pervised structured perceptron model which makes use of external resources
including 10 MWE lexicons as well as Brown cluster information. For all our
experiments we use the default settings from Schneider, Danchik, et al. (2014),
including the original train/test splits and automatic part-of-speech tagging pro-
vided by the ARK TweetNLP POS tagger (Owoputi et al. 2013) trained on the
all non-review sections of the English Web Treebank. We note that in contrast
to typical experiments in NLP, here we are holding the approach constant while
varying the quality of the dataset, which provides a quantification of the extent
to which errors in the dataset interfered with our ability to build or accurately
evaluate models. Following Schneider, Danchik, et al. (2014), we report an F-score
which is calculated based on links between words: a true positive occurs when
two words which are supposed to appear together in an MWE do so as expected.
Table 2: AMALGr F-scores for various versions of MWE annotation of
EWT Reviews.
Dataset F1-score (%)









There are two baselines in Table 2: the first is the original performance of
AMALGr as reported in Schneider, Danchik, et al. (2014) using CMWE (version
1.0 of this annotation), and the second is its performance using STREUSLE (ver-
sion 3.0). Note that these involve exactly the same texts: the difference between
these two numbers reflects other fixes to this dataset that have happened in the
3The key difference between the CMWE and STREUSLE is the inclusion of supersense tags.
Though we hope to eventually include supersense information in the output of HAMSTER,
supersenses are beyond the scope of the present work.
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years since its initial release. The difference between the two is quite substantial,
at roughly 5% F-score.
The rest of the tablemakes use of HAMSTERized versions of STREUSLE,which
we refer to as simply HAMSTER. The options here mostly refer to our treatment
of the hard cases, which must be removed to make use of AMALGr. -original
indicates that we apply all fixes which result in the creation or removal of a
standard STREUSLE label (i.e., weak and strongish), but leave hard annotations
as they were in the original corpus. -notMWE and -weak create versions of the
corpus where all hard labels have been mapped to either nothing (no MWE)
or weak MWEs, respectively. Another option we consider is -noeval, which in-
volved tweaking the AMALGr evaluation script to exclude particular annotations
(in this case hard) from evaluation altogether; that is, it does not matter what the
model predicted for those words which are considered hard. Finally, -test and
-train refer to the situation where we apply our fixes to texts only in the test or
training sets, respectively; this gives us a sense of whether the improved perfor-
mance of the model over the HAMSTER datasets is primarily due to the removal
of errors from the test set, or whether improving the consistency of the training
set is playing a major role as well.
Our fixes result in roughly another 5% increase to F-score relative to STREU-
SLE 3.0, for a total of about 10% F-score difference relative to results using the
original CMWE annotation of this corpus. With respect to options for phrases
labeled as hard, treating them as nonMWEs seems to be a worse option than
simply leaving them alone; the best explanation for this is probably that these
hard cases are generally more similar to labelled MWEs. Treating them as weak
appears to a better strategy. Even better, though, might be to leave hard incon-
sistencies in the training set but exclude them from consideration during testing.
The results using mixed training/test datasets indicate that the fixes to the test
data are clearly more important, but the consistency across the two sets also
accounts for a major part of the performance increase seen here.
Our second round of experiments looks at exact match recall with respect to
various subsets of the MWEs in the test set. Here we consider only the original
STREUSLE and HAMSTERized version with hard MWEs unchanged. 𝑁 is the
number ofMWEs labeled as that type in that version of the dataset. Our goal here
is to get a sense of how our changes have affected the identification of specific
kinds of MWE. Weak versus strongish is an obvious distinction (mixed MWE
were considered strongish), but even more relevant to what we have done here
is whether or not the MWE appears in both the training and test sets. We are
also interested in the status of multiword named entities (identified fairly reliably
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using proper noun tags in the gold-standard POS tags), which occur numerously
in a corpus of reviews, but often as singletons, i.e., with a frequency of one. We
would expect MWEs which neither appear in our corpus nor are named entities
(NEs) to be relatively unaffected by our fixes, and among the most challenging
MWEs to identify in general.
Table 3: AMALGr exact recall for different MWE subsets in original
and HAMSTERized STREUSLE.
STREUSLE HAMSTER
MWE types 𝑁 Recall (%) 𝑁 Recall (%)
All 423 59.7 444 63.4
strongish 352 63.2 368 66.3
weak 71 24.0 76 35.5
In training 178 77.7 208 80.1
Not in training 247 47.4 238 49.4
Named entity (NE) 52 73.5 52 71.6
Not NE, not in training 195 40.3 186 43.9
In Table 3, AMALGr does better with the HAMSTER dataset for most of the
MWE subtypes considered here.Themost striking difference occurs for the weak
tag, reflecting a disproportionate amount of inconsistency, enough that themodel
built on the earlier version was apparently hesitant to apply the tag at all. Not
only are MWEs with training instances tagged better after our fixes, but the set
of such MWE tokens has noticeably increased. There is a corresponding drop in
those test instances without training data, which are clearly the most difficult
to identify, particularly when named entities are excluded. The recall of named
entities has actually dropped slightly, though since there are only 52 of these
in the test set, this corresponds to a single missed example and is probably not
meaningful. Though the rationale in terms of higher-level semantics is clear, we
wonder whether including NER as part of MWE identification may result in a
distorted view of the importance of MWE lexicons in token-level MWE iden-
tification. Here, we can see that among test-set-only MWEs, they stand out as
being significantly easier than the rest, probably because in English they can be
identified fairly reliably using only capitalization.
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6 Discussion
Our three heuristics are useful because they identify potential errors with a high
degree of precision. For the MWE type consistency analysis, 77% of candidate
types were problematic, and for parse type consistency, the number was 63%.
For the arc count heuristic, 54% of candidate types were ultimately changed: as
mentioned earlier, many of the breaches involved systematic issues with annota-
tion schema that we felt uncomfortable changing in isolation. By bringing these
candidate instances to our attention, we were able to better focus our manual
analysis effort, including in some cases looking across multiple related types, or
even searching for specialist knowledge which could resolve ambiguities: for in-
stance, in the example shown in Figure 1, though a layperson without reference
material may be unsure whether it is tissue or massage which is considered to
be deep, a quick online search indicates that the original EWT syntax is in error
(deep modifies tissue).
However, it would be an overstatement to claim to have fixed all (or even
almost all) the errors in the corpus. For instance, our type consistency heuristics
only work when there are multiple instances of the same type, yet it is worth
noting that 82% of the MWE types in the corpus are represented by a singleton
instance. Our arc count heuristic can identify issues with singletons, but its scope
is fairly limited. We cannot possibly identify missing annotations for types that
were not annotated at least once. We might also miss certain kinds of systematic
annotation errors, for instance those mentioned in De Smedt et al. (2015), though
that work focused on the use of MWE dependency labels which are barely used
in the EWT, one of the reasons a resource like STREUSLE is so useful.
Our experiments with the AMALGr tool show that our fixes result in a major
improvement in MWE identification. One particularly striking result is the fact
that the errors identified in the annotation since its original release account for
about a quarter of all error (as measured by F-score) in the original model trained
on it.This error may affect relative comparisons between systems, and we should
be skeptical of results previously drawn based on relatively small differences in
MWE identification in earlier versions of the corpus (e.g., Qu et al. 2015). This
amount of error is also unacceptable simply in terms of the obfuscation relative
to the degree of absolute progress on the task. Beyond this specific effort, we
believe, for annotation efforts in general and for MWEs in particular, we should
move beyond a singular focus on achieving sufficient annotator agreement in the
initial annotation – the agreement in the original CWME was impressively high
— and instead develop protocols for semi-automated, type-level inconsistency
detection as a default step before any annotation is released.
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7 Conclusion
We have proposed a methodology for merging MWE and dependency parse an-
notations, to generate HAMSTER: a gold-standard MWE-annotated dependency
treebank with high consistency. The heuristics used to enforce consistency op-
erate at the type- and cross-annotation level, and affected well over 10% of the
MWEs in the new resource, resulting in a downstream change in MWE identifi-
cation of roughly 5% F-score. More generally, we have provided here a case study
in how bringing togethermultiple kinds of annotation done over the same corpus
can facilitate rigorous error correction as part of the harmonization process.
Abbreviations
amalgr A Machine Analyzer of Lexical Groupings
cmwe The Comprehensive Multiword Expression Corpus
ewt The English Web Treebank
hamster The Harmonized Multiword and Syntactic Tree Resource
mwe multiword expression
ne named entity
ner named entity recognition
nlp Natural Language Processing
streusle Supersense-Tagged Repository of English with a Unified
Semantics for Lexical Expressions
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We present a simple and efficient sequence tagger capable of identifying contin-
uous multiword expressions (MWEs) of several categories in French texts. It is
based on conditional random fields (CRF), using as features local context informa-
tion such as previous and next word lemmas and parts of speech. We show that
this approach can obtain results that, in some cases, approach more sophisticated
parser-based MWE identification methods without requiring syntactic trees from
a treebank. Moreover, we study how well the CRF can take into account external
information coming from both high-quality hand-crafted lexicons and MWE lists
automatically obtained from large monolingual corpora. Results indicate that ex-
ternal information systematically helps improving the tagger’s performance, com-
pensating for the limited amount of training data.
1 Introduction
Identifying multiword expressions (MWEs) in running texts with the help of lex-
icons could be considered as a trivial search-and-replace operation. In theory,
one could simply scan the text once and mark (e.g. join with an underscore)
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all sequences of tokens that appear as headwords in the MWE lexicons. Direct
matching and projection of lexical entries onto the corpus can be employed as
a simple yet effective preprocessing step prior to dependency parsing (Nivre &
Nilsson 2004) and machine translation (Carpuat & Diab 2010). Upon recognition,
the identified member words of an MWE can be concatenated and treated as
single token, that is, a “word with spaces”, as suggested by Sag et al. (2002).
However, this simple pipeline will fail when dealing with frequent categories
of MWEs that present some challenging characteristics such as variability and
ambiguity. For many MWE categories, variability due to morphological inflec-
tion may pose problems. For instance, if a lexicon contains the idiom to make
a face, string matching will fail to identify it in children are always making
faces because the verb and the noun are inflected.1 Since lexicons usually con-
tain canonical (lemmatised) forms, matching must take inflection into account.
This can be carried out by (a) pre-analysing the text and matching lemmas in-
stead of surface-level word forms (Finlayson & Kulkarni 2011), or by (b) looking
up lexicons containing inflected MWEs (Silberztein et al. 2012).
Things get more complicated when the target MWEs are ambiguous, though.
An MWE is ambiguous when its member words can co-occur without forming
an expression. For instance, to make a face is an idiom meaning ‘to show a funny
facial expression’, but it can also be used literally when someone is making a
snowman (Fazly et al. 2009). Additionally, the words in this expression can co-
occur by chance, not forming a phrase (Boukobza & Rappoport 2009; Shigeto
et al. 2013). This is particularly common for multiword function words such as
prepositions (e.g. up to), conjunctions (e.g. now that) and adverbials (e.g. at all).
For example, up to is an MWE in they accepted up to 100 candidates but not in
you should look it up to avoid making a typo. Similarly, at all is an adverbial in
they accepted no candidates at all, but not in this train does not stop at all stations.
Context-dependent statistical methods (Fazly et al. 2009; Boukobza & Rappoport
2009) and syntax-based methods (Candito & Constant 2014; Nasr et al. 2015) are
usually employed to deal with semantic ambiguity and accidental co-occurrence,
respectively.
In addition to variability and ambiguity, an additional challenge stems from
the absence or limited coverage of high-quality hand-crafted lexical resources
containing MWEs for many languages. Therefore, it is not always possible to em-
1In addition, the determiner a is notmandatory. However, discontinuous expressions containing
optional intervening words are out of the scope of this work because our method is based on
sequence models and our corpora only contain continuous MWEs. An adaptation of sequence
models to discontinuous expressions has been proposed by Schneider, Danchik, et al. (2014).
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ploy purely symbolic look-up methods for MWE identification. Statistical meth-
ods are an interesting alternative, since one can learn generic models for MWE
identification based on corpora where MWEs have been manually annotated. If
enough evidence is provided and represented at the appropriate level of granular-
ity, the model can make generalizations based on commonly observed patterns.
It may then be able to identify MWE instances that have never occurred in an-
notated training data. However, annotated corpora often do not contain enough
training material for robust MWE identification. Complementary evidence can
be obtained with the help of unsupervised MWE discovery methods that create
MWE lists from raw corpora, which are then considered as if they were hand-
crafted lexicons. In short, the heterogeneous landscape in terms of available re-
sources (annotated corpora, hand-crafted lexicons) motivates the development
of statistical MWE identification models that can exploit external hand-crafted
and automatically constructed lexicons as a complementary information source
(Constant & Sigogne 2011; Schneider, Danchik, et al. 2014; Riedl & Biemann 2016).
We propose a simple, fast and generic sequence model for tagging continuous
MWEs based on conditional random fields (CRF). It cannot deal with discontin-
uous expressions, but is capable of modelling variable and highly ambiguous
expressions. Moreover, we propose a simple adaptation to integrate information
coming from external lexicons. Another advantage of our CRF is that we do not
need syntactic trees to train ourmodel, unlikemethods based on parsers (Le Roux
et al. 2014; Nasr et al. 2015; Constant & Nivre 2016). Moreover, for expressions
that are syntactically fixed, it is natural to ask ourself if we really need a parser
for this task. Parsers are good for non-continuous MWEs, but we hypothesise
that continuous expressions can be modelled by sequence models that take am-
biguity into account, such as CRFs. Regardless of the syntactic nature of these
ambiguities, we expect that the highly lexicalised model of the CRF compensates
for its lack of structure.
The present chapter contains three significant extensions with respect to our
previous publication at the MWE 2017 workshop (Scholivet & Ramisch 2017).
First, we train and test our models on two complementary datasets containing
nominal expressions and general MWEs in French. Second, we study the inte-
gration of automatically constructed MWE lexicons obtained with the help of
MWE discovery techniques. Third, we study the performance of our system on
particularly hard MWE instances such as those including variants and those that
do not occur in the training corpora.
In short, we demonstrate that, in addition to being well suited to identifying
highly ambiguous MWEs in French (Scholivet & Ramisch 2017), the proposed
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model and its corresponding free implementation2 can also be applied to iden-
tify other MWE categories and use other types of external lexicons. We believe
that this approach can be useful (a) when no treebank is available to perform
parsing-basedMWE identification, (b) when largemonolingual corpora are avail-
able instead of hand-crafted lexical resources, and (c) as a preprocessing step to
parsing, which can improve parsing quality by reducing attachment ambiguities
(Candito & Constant 2014; Nivre & Nilsson 2004).
2 Related work
Token identification of MWEs in running text can be modelled as a machine
learning problem, building an identification model from MWE-annotated cor-
pora and treebanks. To date, it has been carried out using mainly two types of
models: sequence taggers and parsers. Sequence taggers such as CRFs, structured
support vector machines and structured perceptron allow disambiguatingMWEs
using local feature sets such as word affixes and surrounding word and POS 𝑛-
grams. Parsers, on the other hand, can take into account longer-distance relations
and features when building a parse tree, at the expense of using more complex
models.
Sequence taggers have been proven useful in identifying MWEs. MWE iden-
tification is sometimes integrated with POS tagging in the form of special tags.
Experiments have shown the feasibility of sequence tagging for general expres-
sions and named entities in English (Vincze et al. 2011), verb-noun idioms in
English (Diab & Bhutada 2009) and general expressions in French (Constant &
Sigogne 2011) and in English (Schneider, Danchik, et al. 2014; Riedl & Biemann
2016). Shigeto et al. (2013) tackle specifically English function words and build
a CRF from the Penn Treebank, additionally correcting incoherent annotations.
We develop a similar system for French, using theMWE annotation of the French
Treebank as training data and evaluating the model on a dedicated dataset.
Parsing-based MWE identification requires a treebank annotated with MWEs.
Lexicalised constituency parsers model MWEs as special non-terminal nodes in-
cluded in regular rules (Green et al. 2013). In dependency parsers, it is possible to
employ a similar approach, using special dependency labels to identify relations
between words that make up an expression (Candito & Constant 2014).
The work of Nasr et al. (2015) is a parsing-based approach evaluated on highly
ambiguous grammatical MWEs in French (§5.1). In their work, they link word
2The CRF-MWE tagger described in this chapter is included in the mwetoolkit in the form of 2
scripts: train_crf.py and annotate_crf.py, freely available at http://mwetoolkit.sf.net/
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sequences belonging to complex conjunctions such as bien que ‘well that’⇒ ‘al-
though’ and partitive determiner such as de la ‘of the’⇒ ‘some’, using a special
dependency link called morph, similar to Universal Dependencies’ compound re-
lation (Nivre et al. 2016). On the other hand, these word sequences can occur
by chance, such as in Je pense bien que je suis malade. ‘I think well that I am
sick.’ ⇒ ‘I really think that I am sick’. Then, the adverb well modifies the verb
think, which in turn has a complement introduced by that. Nasr et al. (2015) train
a second-order graph-based dependency parser to distinguish morph from other
syntactic relations, implicitly identifyingMWEs. In addition to standard features,
they extract features from a valence dictionary specifying whether a given verb
licences complements introduced by que ‘that’ or de ‘of’.
Our hypothesis is that parsing-based techniques like this are not required to
obtain good performances on continuous expressions. Our paper adapts a stan-
dard CRF model inspired on the ones proposed by Constant & Sigogne (2011),
Riedl & Biemann (2016) and Shigeto et al. (2013) to deal with continuous MWEs.
Concerning external lexical resources, Nasr et al. (2015) have shown that their
features extracted from a valence dictionary can significantly improve identifica-
tion. Moreover, most systems based on sequence taggers also integrate additional
hand-crafted lexicons to obtain good results (Constant & Sigogne 2011; Schnei-
der, Danchik, et al. 2014). Nonetheless, the integration of automatically discov-
ered lexicons of MWEs has not been explored by many authors, with the notable
exception of Riedl & Biemann (2016). We show that our CRF can naturally han-
dle automatically and manually constructed lexicons and that, in both cases, the
system benefits from the extra information present in the lexicons.
3 A CRF-based MWE tagger
Linear-chain conditional random fields (CRFs) are an instance of stochastic mod-
els that can be employed for sequence tagging (Lafferty et al. 2001). Each input
sequence 𝑇 is composed of 𝑡1… 𝑡𝑛 tokens considered as an observation. Each ob-
servation is tagged with a sequence 𝑌 = 𝑦1…𝑦𝑛 of tags corresponding to the
values of the hidden states that generated them. CRFs can be seen as a discrimi-
nant version of hidden Markov models, since they model the conditional proba-
bility 𝑃(𝑌 |𝑇 ). This makes them particularly appealing since it is straightforward
to add customised features to the model. In first-order linear-chain CRFs, the
probability of a given output tag 𝑦𝑖 for an input word 𝑥𝑖 depends on the tag of
the neighbour token 𝑦𝑖−1, and on a rich set of features of the input 𝜙(𝑇 ), that
can range over any position of the input sequence, including but not limited to
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the current token 𝑡𝑖 . CRF training consists in estimating individual parameters
proportional to 𝑝(𝑦𝑖 , 𝑦𝑖−1, 𝜙(𝑇 )).
The identification of continuous MWEs is a segmentation problem. We use a
tagger to perform this segmentation, employing the well-known Begin-Inside-
Outside (BIO) encoding (Ramshaw & Marcus 1995). In BIO, every token 𝑡𝑖 in the
training corpus is annotated with a corresponding tag 𝑦𝑖 with values B, I or O. If
the tag is B, it means the token is the beginning of an MWE. If it is I, this means
the token is inside an MWE. I tags can only be preceded by another I tag or by
a B. Finally, if the token’s tag is O, this means the token is outside the expression,
and does not belong to any MWE. An example of such encoding for the 2-word
expression de la ‘some’ in French is shown in Figure 1.
𝑖 -2 -1 0 1 2 3
w𝑖 Il jette de la nourriture périmée
𝑦𝑖 O O B I O O
He discards some food expired
Figure 1: Example of BIO tagging of a French sentence containing a
De+determiner expression, assuming that the current word (w0) is de.
For our experiments, we have trained a CRF tagger with the CRFSuite toolkit3
(Okazaki 2007). We used a modified version of the French treebank (Abeillé et al.
2003) as training, development, and test data, and the MORPH dataset4 (Nasr
et al. 2015) as development and test data. We additionally include features from
an external valence lexicon, DicoValence5 (van den Eynde & Mertens 2003), and
from an automatically constructed lexicon of nominal MWEs obtained automat-
ically from the frWaC corpus (Baroni & Bernardini 2006) with the help of the
mwetoolkit (Ramisch 2014).
3.1 CRF features
Our set of features 𝜙(𝑇 ) contains 37 different combinations of values (henceforth
referred to as the ALL feature set). Our features are inspired on those proposed by
Constant & Sigogne (2011), and are similar to those used by Schneider, Danchik,
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consider that the current token t0 has surface form w0, lemma l0 and POS p0. In
addition to output tag bigrams (CRF’s first-order assumption), we consider the
following feature templates in our model, to be regarded in conjunction with the
current tag to predict:
• Single-token features (t𝑖):6
– w0 : wordform of the current token
– l0 : lemma of the current token
– p0 : POS tag of the current token
– w𝑖 , l𝑖 and p𝑖 : wordform, lemma or POS of previous (𝑖 ∈ {−1, −2}) or
next (𝑖 ∈ {+1, +2}) tokens
• 𝑁 -gram features (bigrams t𝑖−1t𝑖 and trigrams t𝑖−1t𝑖t𝑖+1):
– w𝑖−1w𝑖 , l𝑖−1l𝑖 , p𝑖−1p𝑖 : wordform, lemma and POS bigrams of previous-
current (𝑖 = 0) and current-next (𝑖 = 1) tokens
– w𝑖−1w𝑖w𝑖+1,l𝑖−1l𝑖l𝑖+1, p𝑖−1p𝑖p𝑖+1: wordform, lemma and POS trigrams
of previous-previous-current (𝑖 = −1), previous-current-next (𝑖 = 0)
and current-next-next (𝑖 = +1) tokens
• Orthographic features (orth):
– hyphen and digits: the current wordform w𝑖 contains a hyphen or
digits
– f-capital: the first letter of the current wordform w𝑖 is uppercase
– a-capital: all letters of the current wordform w𝑖 are uppercase
– b-capital: the first letter of the current word w𝑖 is uppercase, and it
is at the beginning of a sentence.
• Lexicon features (LF), described in more detail in §4.3:
– qeV: the current wordform w𝑖 is que, and the closest verb to the left
licences a complement introduced by que according to the valence
dictionary DicoValence.7
– deV: the current wordform w𝑖 is de, and the closest verb to the left
licences a complement introduced by de according to the valence dic-
tionary DicoValence.
6t𝑖 is a shortcut denoting the group of features w𝑖 , l𝑖 and p𝑖 for a token t𝑖 . In other words, each
token t𝑖 is a tuple (w𝑖 ,l𝑖 ,p𝑖). The same applies to 𝑛-grams.
7qeV and deV are sequential versions of the subcat features proposed by Nasr et al. (2015).
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– Association measures (AM) between the current token’s lemma l𝑖
and the previous tokens’ lemmas:
∗ mle: probability of the lemma sequence estimated using maxi-
mum likelihood estimation
∗ pmi: pointwise mutual information of the lemma sequence.
∗ dice: Dice’s coefficient of the lemma sequence
∗ t-meas: Student’s t-score of the lemma sequence
∗ ll: log-likelihood ratio between the current lemma and the pre-
vious lemma
Our proposed feature set is similar to previous work, with only minor differ-
ences (Constant & Sigogne 2011; Schneider, Onuffer, et al. 2014; Riedl & Biemann
2016). Like all previous models, we encode output tags with BIO, and we consider
as features the surface form of the current token, of surrounding tokens, and
bigrams of those. Our orthographic features are practically identical to related
work, but all previously proposed models include 4- to 5-character prefixes and
suffixes, which we do not. The features proposed by Constant & Sigogne (2011)
are only based on surface forms of words, given that their task is to jointly pre-
dict POS and MWE tags. On the other hand, the features of Schneider, Onuffer,
et al. (2014) and Riedl & Biemann (2016) are based on current and surrounding
lemmas and POS tags, and so are ours. Differently from these two articles, we
rely on token trigram features and we do not use mixed lemma+POS features.
The lemma-based features of Schneider, Onuffer, et al. (2014) are quite different
from ours, because they are conditioned on particular POS tags. The main differ-
ences between previous models and ours are in the lexicon features: Constant &
Sigogne (2011) and Schneider, Onuffer, et al. (2014) employ hand-crafted lexicons
and extract more detailed information from them than we do. Riedl & Biemann
(2016) cover both hand-crafted and automatically built lexicons. Their feature set
has one feature in common with ours: Student’s t-score. In short, the features
are similar in nature, but present some arbitrary variation in their implementa-
tions, in addition to some variation due to the nature of the available lexicons
and corpora.
Our training corpora contain syntactic dependency information. However, we
decided not to include it as CRF features for two main reasons. First, we wanted
to evaluate the hypothesis that sequence-based methods can performMWE iden-
tification without resorting to treebanks, as opposed to parser-based identifica-
tion. Second, representing syntactic structure in a CRF is tricky as the linear-
chain model in our experiments is not adequate for representing general graphs.
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Nonetheless, adding features based on simplified syntactic information (e.g. the
dependency label of each word with respect to its parent) is feasible and repre-
sents an interesting idea for future work.
4 Experimental setup
In order to evaluate our systems, we test them on fourMWE categories in French:
• Adverb+que expressions (AQ): in French, adverbs (such as bien ‘well’) and
the subordinating conjunction que ‘that’ are frequently combined to build
complex conjunctions such as bien que ‘well that’ ⇒ ‘although’. This cat-
egory was chosen because (a) these expressions present little variability,8
and (b) they are highly ambiguous, since their components can co-occur
by chance, as in il sait bien que tu mens. ‘he knows well that you lie.’⇒ ‘he
really knows that you are lying’. Thus, we can focus on ambiguity as a
challenging problem to model.
• De+determiner expressions (DD): in French, partitive and plural determin-
ers are formed by the word de ‘of’ followed by a definite article, for in-
stance, il mange de la salade, du pain et des fruits. ‘he eats of the.SG.FEM
salad, of-the.SG.MASC bread and of-the.PL fruit.’ ⇒ ‘he is eating some
salad, bread and fruit’. Similarly to AQ, these constructions present little
variation9 and are ambiguous with preposition+article combinations such
as il parle de la salade (lit. he talks of the salad) ‘he talks about the salad’.
Their disambiguation is challenging because it relies on the argumental
structure of the verb governing the noun. Moreover, these are among the
most frequent tokens in a corpus of French (Nasr et al. 2015).
• Nominal expressions: at a first moment, we focus on the identification of
nominal expressions for two reasons. First, they present morphological
variability but are syntactically fixed, making CRFs particularly suitable
to model them. Second, we test the inclusion of automatically calculated
association measures as features in the identification model, and our lexi-
con of pre-calculated association measures contains only nominal MWEs.
• General MWEs: finally, we evaluate our model on a corpus containing sev-
eral categories of continuous MWEs. These include nominal expressions,
8The only variability that must be taken into account is that que is sometimes written as qu’
when the next word starts with a vowel.
9Except for contractions de+le=du and de+les=des
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complex conjunctions and determiners such as AQ and DD combinations,
fixed prepositional phrases, multiword named entities, some limited con-
tinuous verbal expressions such as avoir lieu (lit. have place) ‘take place’,
and so on. Our training and test corpora do not contain any labels distin-
guishing these MWE categories. Therefore the only category-based analy-
sis we perform relies on the POS tags of the component words (for nominal
MWEs).
In our experiments, we used two annotated corpora: the French treebank and
the MORPH dataset. Other corpora annotated with MWEs in French do exist
(Laporte et al. 2008; Savary et al. 2017). However, we chose to evaluate our model
on a dataset for which, at the time of writing this chapter, many studies on MWE
identification methods have been reported (the French treebank) and on an in-
house dataset focusing on ambiguous MWEs (MORPH). Hence, we can compare
our sequence model with state-of-the art results and verify whether they are
adequate to recognise ambiguous MWEs. Evaluation on other corpora is left for
future work.
4.1 The French treebank
We train and test our models on the MWE-annotated French treebank (FTB),
available in CONLL format and automatically transformed into the CRFsuite for-
mat. The FTB is traditionally split into three parts: train, dev and test. We train
our systems systematically on the training part of the FTB, that we adapted to
keep only the MWEs we are interested in. For the experiments where we consid-
ered general MWEs and nominal MWEs, we used the FTB version of the SPMRL
shared task (Seddah et al. 2013). The FTB dev and test corpora were employed
respectively for feature engineering and evaluation. For each word, the corpus
contains its wordform, lemma, POS (15 different coarse POS tags), and syntactic
dependencies (that were ignored).
In the original corpus, MWE information is represented as words with spaces.
For instance, bien_que appears as a single token with underscores when it is a
complex conjunction, whereas accidental co-occurrence is represented as two
separate tokens bien and que. We argue that using such gold tokenisation is un-
realistic, especially in the case of ambiguous MWEs. We thus systematically split
single-token MWEs and added an extra column containing MWE tags using BIO
encoding (§3). Even though this preprocessing might sound artificial, we believe
that it provides a more uniform treatment to ambiguous constructions, closer to
their raw-text form. This assumption is in line with the latest developments in
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the dependency parsing community, which has evolved from parser evaluation
on gold tokenisation (Buchholz & Marsi 2006) to evaluation on raw text (Zeman
et al. 2017).
TheMWE-BIO tags were generated using the following transformation heuris-
tics in the case of ambiguous AQ and DD MWEs:
• For AQ expressions:
1. We scan the corpus looking for the lemmas ainsi_que, alors_que, au-
tant_que, bien_que, encore_que, maintenant_que and tant_que.
2. We split them into two tokens and tag the adverb as B and que as I.
• For DD expressions:
1. We scan the corpus looking for the wordforms des, du, de_la and
de_l’. Due to French morphology, de is sometimes contracted with
the articles les (determinate plural) and le (determinate singular mas-
culine). Contractions are mandatory for both partitive and preposi-
tion+determiner uses. Therefore, we systematically separate these
pairs into two tokens.10
2. If a sequence was tagged as a determiner (D), we split the tokens and
tag de as B and the determiner as I.
3. Contractions (des, du) tagged as P+D (preposition+determiner) were
split in two tokens, both tagged as O.
• All other tokens are tagged as O, including all other categories of MWEs.
For the newly created tokens, we assign individual lemmas and POS tags. The
word de is systematically tagged as P (preposition), not distinguishing partitives
from prepositions at the POS level. The input to the CRF is a file containing one
word per line, BIO tags as targets, and FeatureName=value pairs including 𝑛-
grams of wordforms, lemmas and POS tags, as described in §3.1.
In the case of nominal MWEs, we applied the same procedure as for AQ pairs
to the MWEs matching certain sequences of POS tags11. We accept that tokens
can be separated by punctuation marks, as in the proper noun Bouches-du-Rhône.
10An alternative to this preprocessing would be to keep contractions untokenised, and to assign
a single B tag to those representing determiners. However, this would actually move the task
of MWE identification to the POS tagger, which would need to choose whether the token is a
determiner or a contracted preposition before MWE identification.
11The exact regular-expression pattern is: (A.N) | (N.(PONCT.)?(A |(P+D.(PONCT.)?N) |
(P.(PONCT.)?(D.)?(PONCT.)?N) | N)+).
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When the MWE starts with a noun (N), it can be followed by one or more adjec-
tives (A), nouns (N), or nouns preceded by prepositions (P) optionally including
determiners (D) between the preposition and the noun. The matched nominal
MWEs include combinations composed of:
• adjective noun: premier ministre ‘prime minister’;
• noun adjective: corps médical ‘medical community’;
• noun-noun: maison mère ‘parent company’;
• noun preposition noun: motion de censure ‘motion of censure’;
• noun preposition determiner noun: impôt sur le revenu ‘income tax’;
• noun preposition+determiner noun: ironie du sort ‘twist of fate’.
4.2 MORPH dataset
We used the MORPH dataset introduced by Nasr et al. (2015) as test and develop-
ment corpora for ambiguous AQ and DD expressions. It contains a set of 1,269
example sentences, each containing one of 7 ambiguous AQ constructions and 4
ambiguous DD constructions. To build this corpus, around 100 sentences for each
of the 11 target constructions were extracted from the frWaC corpus and manu-
ally annotated as to whether they contain a multiword function word (MORPH)
or accidental cooccurrence (OTHER). We have preprocessed the raw sentences
as follows:
1. We have automatically POS tagged and lemmatized all sentences using
an off-the-shelf POS tagger and lemmatizer independently trained on the
FTB.12 This information is given to the CRF as part of its features.
2. We have located the target construction in the sentence and added BIO tags
according to the annotation provided: target pairs annotated as MORPH
were tagged B + I, target pairs annotated as OTHER were tagged O.
3. For each target construction, we have taken the first 25 sentences as de-
velopment corpus (dev, 275 sentences) and the remaining sentences for
testing (test, 994 sentences).
12http://macaon.lif.univ-mrs.fr/
274
10 Sequence models and lexical resources for MWE identification in French
4. We created four targeted datasets: dev𝐴𝑄 , dev𝐷𝐷 , full𝐴𝑄 and full𝐷𝐷 ,
where the different construction classes are separated, in order to perform
feature selection.
Table 1 summarises the corpora covered by our experiments in terms of num-
ber of tokens and MWEs. We trained all systems on the training portion of the
FTB with different tokenisation choices, depending on the target MWE.13 The
density of AQ and DD being too low in FTB-dev and FTB-test, we tune and eval-
uate ourmodel for AQ andDD constructions on theMORPHdataset. For nominal
and general MWEs, however, we use the FTB-dev and FTB-test portions.
Table 1: Number of tokens and MWEs in each corpus of our experi-
ments.
Corpus Portion Target MWEs #tokens #MWEs
FTB train AQ 285,909 216
FTB train DD 285,909 1,356
FTB train Nominal 443,115 6,413
FTB train General 443,115 23,522
FTB dev Nominal 38,820 686
FTB dev General 38,820 2,117
FTB test Nominal 75,217 1,019
FTB test General 75,217 4,041
MORPH full𝐴𝑄 AQ 11,839 730
MORPH full𝐷𝐷 DD 8,319 539
4.3 External lexicons
The verbal valence dictionary DicoValence specifies the allowed types of comple-
ments per verb sense in French. For each verb, we extract two binary flags:
• qeV: one of the senses of the verb has one object that can be introduced
by que.14
13FTB-train for AQ/DD and for nominal/general MWEs is the same corpus, but the number of
tokens differs because all MWEs other than AQ and DD were represented using words-with-
spaces in FTB-train for AQ/DD.
14In DicoValence, an object P1, P2 or P3 licenses a complementizer qpind
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• deV: one of the senses of the verb has a locative, temporal or prepositional
paradigm that can be introduced by de.15
We also use a lexicon containing nominal MWEs that were automatically ex-
tracted from the frWaC. They were obtained with the help of the mwetoolkit by
first extracting all lemma sequences that match the nominal MWE pattern de-
scribed above. Then, for each sequence, we calculate its number of occurrences
as well as the number of occurrences of its member words, which are then used
to calculate the association measures listed in §3.1.
When integrating this lexicon in the CRF as features, special treatment was
required for overlapping expressions. If a given token belonged to more than
one overlapping MWE, we considered the maximum value of the association
measures. Moreover, since CRFs cannot deal with real-valued features, we have
quantized each association score through a uniform distribution that assigned
an equal number of expressions to each bin.
4.4 Evaluation measures
For general and nominal MWEs, we analyse the performance on the FTB re-
ported by the evaluation script of PARSEME shared task (see Savary et al. 2018
[this volume]).16 The script provides us with two different scores: one based on
MWEs, and one based on MWE tokens. The MWE-based measure requires that
all tokens in the MWE be predicted by the system, whereas the token-based mea-
sure is calculated based on each token individually, so that partially correct pre-
dictions are taken into account. Each variant (MWE-based and token-based) is
reported in terms of precision, recall and F-measure. In this work, we will partic-
ularly focus on the F-measure.
For AQ and DD combinations, we evaluated on the MORPH dataset. We re-
port precision (𝑃 ), recall (𝑅) and F-measure (F1) of MWE tags. In other words,
instead of calculating micro-averaged scores over all BIO tags, we only look at
the proportion of correctly guessed B tags. Since all of our target expressions are
composed of exactly 2 contiguous words, we can use this simplified score be-
cause all B tags are necessarily followed by exactly one I tag. As a consequence,
the measured precision, recall and F-measure scores on B and I tags are identical.
15In DicoValence, the paradigm is PDL, PT or PP.
16http://multiword.sf.net/sharedtask2017
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5 Results
We present our results for different categories of MWEs, performing feature se-
lection on the dev datasets. §5.1 presents an evaluation of our approach on am-
biguous AQ and DD expressions. §5.2 evaluates the broader category of nominal
MWEs. §5.3 then extends the latter results to an evaluation of all MWEs. §5.4
compares the best results we obtained against the state of the art. Finally, §5.5
presents the results of a detailed analysis focusing on variable and unseenMWEs.
5.1 Experiments on AQ and DD expressions
Our first evaluation was performed on the dev part of the MORPH dataset. We
consider a subset of around 1/4 sentences containing AQ constructions (dev𝐴𝑄 ,
175 sentences) and DD constructions (dev𝐷𝐷 , 100 sentences). We evaluate the
results under different levels of feature selection, regarding both coarse groups
and individual features.
In these experiments, the CRF is trained to predict BIO labels on the train-
ing part of the FTB, where only the target AQ and DD constructions have been
annotated as MWEs, as described in §4.1. Feature selection is performed on de-
velopment set of the MORPH dataset, in which each sentence contains exactly
one occurrence to disambiguate (MWE or accidental co-occurrence).
5.1.1 First feature selection: coarse
As shown in the first row of Table 2, when we include all features described in
§3 (ALL), we obtain an F1 score of 75.47 for AQ and 69.70 for DD constructions.
The following rows of the table show the results of a first ablation study, con-
ducted to identify coarse groups of features that are not discriminant and may
hurt performance.
When we ignore orthographic features (ALL - orth), all scores increase for
dev𝐴𝑄 and dev𝐷𝐷 , suggesting that MWE occurrences are not correlated with
orthographic characteristics. F1 also increases when we remove all surface-level
wordform features, including single words and 𝑛-grams (represented by W). We
hypothesize that lemmas and POS are more adequate, as they can reduce spar-
sity by conflating variations of the same lexeme, while wordforms only seem to
introduce noise.
We then evaluate the removal of lexicon features (ALL - LF). At a first in-
tuition, one would say that this information is important to our system, as it
allows assigning O tags to conjunctions and prepositions that introduce verbal
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Table 2: Ablation study results on the dev portion of the MORPH
dataset focusing on AQ and DD expressions - impact of the removal
of coarse-grained feature sets.
Feature set dev𝐴𝑄 dev𝐷𝐷P R F1 P R F1
ALL 89.55 65.22 75.47 92.00 56.10 69.70
ALL - orth 90.28 70.65 79.27 95.83 56.10 70.77
ALL - W 90.79 75.00 82.14 87.10 65.85 75.00
ALL - LF 91.18 67.39 77.50 88.89 58.54 70.59
ALL - t±2 87.67 69.57 77.58 88.00 53.66 66.67
ALL - t𝑖−1t𝑖t𝑖+1 87.84 70.65 78.31 91.67 53.66 67.69
ALL - t𝑖−1t𝑖 93.55 63.04 75.32 95.83 56.10 70.77
ALL - t𝑖−1t𝑖 - t𝑖−1t𝑖t𝑖+1 88.57 67.39 76.54 96.00 58.54 72.73
ALL - orth - W 90.24 80.43 85.06 87.10 65.85 75.00
ALL - orth - W - t±2 (REF1) 89.74 76.09 82.35 85.29 70.73 77.33
complements. Surprisingly, though, the system performs better without them.
We presume that this is a consequence of the sparsity of these features: since
there are many features overall in the system, the CRF will naturally forgo LF
features when they are present, rendering them superfluous to the system.These
features will be analyzed individually later (see Table 4).
One might expect that single tokens located 2 words apart from the target to-
ken do not provide much useful information, so we evaluate the removal of the
corresponding features (ALL - t±2). While this intuition may be true for dev𝐴𝑄 , it
does not hold for dev𝐷𝐷 . Next, we try to remove all trigrams, and then all trigam
& bigram features at once. When we remove trigrams, F1 decreases by 2.01 ab-
solute points in dev𝐷𝐷 and increases by 2.84 absolute points in dev𝐴𝑄 . Bigrams
are somehow included in trigrams, and their removal has little impact on the
tagger’s performance. When we remove bigram and trigram features altogether,
scores are slightly better, even though a large amount of information is ignored.
Since these results are inconclusive, we perform a more fine-grained selection
considering specific 𝑛-grams in §5.1.2.
Finally, we try to remove several groups of features at the same time. When
we remove both orthographic and wordform features, F1 increases to 85.06 for
dev𝐴𝑄 and 75.00 for dev𝐷𝐷 . When we also remove tokens located far away
from the current one, performance increases for dev𝐷𝐷 , but not for dev𝐴𝑄 . Un-
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reported experiments have shown, however, that further feature selection also
yields better results for dev𝐴𝑄 when we ignore t±2 features. Therefore, our ref-
erence (REF1) for the fine-grained feature selections experiments will be this set
of features, corresponding to the last row of Table 2.
5.1.2 Second feature selection: fine
Table 3 presents the results from fine-grained feature selection. In the first row
of the table, we replicate the reference (REF1) feature set defined above. In the
second row, we try to remove the lexicon features (LF) once again. When they
were removed in previous experiments, shown in Table 2, we had a gain in perfor-
mance, suggesting that these features were superfluous. When we remove them
from REF1, however, the precision and recall observed for DEV𝐷𝐷 decrease by
about 10 points.That is, the removal of LF yields a performance dropwith respect
to a relatively good model (REF1), suggesting that these features are valuable af-
ter all. We hypothesise that LF can be better taken into account now that there
are less noisy features overall in the whole system.
Table 3: Ablation study results on the dev portion of the MORPH
dataset focusing on AQ and DD expressions - impact of the removal
of fine-grained feature sets.
Feature set dev𝐴𝑄 dev𝐷𝐷P R F1 P R F1
REF1 89.74 76.09 82.35 85.29 70.73 77.33
REF1 - LF 90.00 78.26 83.72 75.76 60.98 67.57
REF1 - t−1t0 90.54 72.83 80.72 85.29 70.73 77.33
REF1 - t0t+1 89.87 77.17 83.04 84.85 68.29 75.68
REF1 - t0t+1t+2 (BEST1) 87.36 82.61 84.92 83.78 75.61 79.49
The last three rows of the table presents the results from attempts at remov-
ing individual 𝑛-gram features that we expected to be redundant or not highly
informative. First, we consider the removal of two types of bigram features inde-
pendently (towards the left and towards the right of the target word). We remove
their wordforms, POS and lemmas.The results suggest that bigrams can bemildly
useful, as their removal causes the most scores to drop.
In the last row of the table, we present the results from removing all trigram
features of the form t0t+1t+2. As a result, we can see that performance increases
for both datasets. While trigram features could be potentially useful to recognise
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longer expressions, we assume that the number of all possible trigrams is actually
too large, making the feature values too sparse. In other words, a much larger
annotated corpus would be required for trigram features to be effective. This is
the best configuration obtained on the development datasets, and we will refer
to it as BEST1 in the next experiments.
Our last feature selection experiments consider the influence of lexicon fea-
tures (LF) individually, as shown in Table 4. We observe that deV is an important
feature, because when we remove it, F1 decreases by almost 7 absolute points on
the dev𝐷𝐷 set. The featureqeV, however, seems less important, and its absence
only slightly decreases the F1 score on the dev𝐴𝑄 set. This is in line with what
was observed by Nasr et al. (2015) for the whole dataset. In sum, these features
seem to help, but we would expect the system to benefit more from them with a
more sophisticated representation.
Table 4: Ablation study results on the dev portion of the MORPH
dataset focusing on AQ and DD expressions - impact of the removal
of lexicon features (LF).
Dataset Feature set P R F1
dev𝐴𝑄 BEST1 87.36 82.61 84.92BEST1-qeV 91.25 79.35 84.88
dev𝐷𝐷 BEST1 83.78 75.61 79.49BEST1-deV 77.78 68.29 72.73
The results obtained in this section focus on a limited number of very frequent
expressions. Since our evaluation focuses on a small sample of 11 such MWEs
only, it would be tempting to train one CRF model per target expression. How-
ever, there are a few more expressions with the same characteristics in French,
and many of them share similar syntactic behaviour (e.g. conjunctions formed
by an adverb and a relative conjunction). An approach with a dedicated model
per expression would miss such regular syntactic behaviour (e.g. the fact that the
surrounding POS are similar).
The experiments reported up to here show how it is possible to identify highly
ambiguous (and frequent) expressions with a CRF, but they are hard to gener-
alise to other MWE categories. Therefore, in the next sections, we evaluate our
model on broader MWE categories such as nominal MWEs and general continu-
ous MWEs (as defined in the FTB).
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5.2 Experiments on nominal MWEs
We now focus on the identification of nominal MWEs in the FTB. As above, we
separate our experiments in coarse-grained and fine-grained feature selection. In
these experiments, the CRF was trained on the training part of the FTB where
only nominal MWEs were tagged as B-I and all other words and MWEs were
tagged asO.The feature selection experiments are performed on the development
set of the FTB, also transformed in the same way. For the comparison with the
state of the art, we report results for the test portion of FTB.
5.2.1 First feature selection: coarse
Table 5 presents the results obtained on FTB for different levels of feature selec-
tion. In the first row (ALL), we present the evaluation of all the features described
in §3, except deV and qeV (only relevant to the previous experiments). We ob-
tain a baseline with MWE-based F1 score of 71.57%, and token-based score F1
score of 73.85%.
Table 5: Ablation study results on FTB-dev focusing on nominal MWEs
- impact of the removal of coarse-grained feature sets.
Feature set MWE-based Token-basedP R F1 P R F1
ALL 80.86 64.19 71.57 81.23 67.70 73.85
ALL - orth 81.85 64.78 72.32 82.16 68.02 74.43
ALL - W 80.41 64.78 71.75 80.95 68.44 74.17
ALL - AM 81.37 61.72 70.19 81.48 65.16 72.41
ALL - t±2 81.49 65.84 72.83 81.80 69.50 75.15
ALL - t+2 80.96 65.51 72.48 81.18 69.08 74.64
ALL - t𝑖−1t𝑖 80.41 64.31 71.47 80.99 67.84 73.83
ALL - t𝑖−1t𝑖t𝑖+1 (REF2) 81.61 65.84 72.88 82.05 69.40 75.20
ALL - t𝑖−1t𝑖t𝑖+1 - AM 81.69 63.60 71.52 82.09 67.28 73.95
ALL - orth - W - t±2 - t𝑖−1t𝑖t𝑖+1 79.59 63.37 70.56 81.00 67.88 73.86
ALL - orth - t𝑖−1t𝑖t𝑖+1 82.51 65.05 72.73 82.74 67.93 74.61
We consider the removal of the same groups of features that we removed
on the AQ and DD experiments. We evaluate the independent removal of or-
thographic features, wordforms, association measures, t±2, t𝑖+2, bigrams and tri-
grams. We notice that all of these columns have better results than ALL, except
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for the columnwhere we removed the bigrams and the one in which we removed
association measures. In particular, we notice that the absence of the AMs signif-
icantly hurts recall, which in turn has an impact on the F1 score (−1.38% for the
MWE-based measure and −1.41% for the token-based measure). This is the first
clue that indicates the importance of these features.
We then evaluate the removal of different groups of features at the same time.
We begin by deleting all of the previous groups, except for AMs and bigrams,
which seemed to provide useful information above. Nevertheless, we did not ob-
tain better results. We then tried to remove only the trigrams and the ortho-
graphic features. Results were slightly higher than ALL, but still remain worse
than the results with only the trigrams removed. Finally, we decided to verify if
the AM features are still relevant to obtain this performance.This was confirmed,
as without the AM, the MWE-based F1 score decreased by 1.36%, and the token-
based F1 score decreased by 1.25%. Overall, the highest results were obtained by
removing only trigrams from ALL, and so we take this feature set as our new
reference (REF2).
5.2.2 Second feature selection: fine
Experiments above have shown that association measures (AM) are a vital com-
ponent of our system. We proceed now to evaluate the importance of individual
association measures towards the identification of nominal MWEs. The results
are shown in Table 6.We consider the impact of the different AMs in two baseline
configurations: all features (ALL), and the features of the reference only (REF2).
We then remove individual measures and evaluate the new feature set on FTB-
dev.
We consider the removal of multiple combinations of features. In most cases,
we notice a slight improvement in the results against ALL, but not when com-
pared to the reference group . The removal of the dice measure did improve the
results in both cases, ALL and REF2. Therefore, this configuration was chosen as
the BEST2 set of features. We then evaluated these BEST2 features on the FTB-
test dataset, obtaining a MWE-based F1 score of 71.38%, and a token-based score
of 73.43%. As a sanity check, we have also evaluated the system without AMs on
FTB-test (ALL - AM). The BEST2 system is significantly different from both ALL
and ALL - AM on the test set. Moreover, the large margin between ALL - AM
and the two other systems indicates that association measures do provide useful
features for this task.
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Table 6: Ablation study results on FTB-dev focusing on nominal MWEs
- impact of the removal of fine-grained feature sets.
Feature set MWE-based Token-basedP R F1 P R F1
ALL 80.86 64.19 71.57 81.23 67.70 73.85
ALL - dice 81.07 64.55 71.87 81.39 68.02 74.11
ALL - t-meas 81.07 64.55 71.87 81.40 68.07 74.14
ALL - pmi 81.26 63.84 71.50 81.51 67.33 73.74
ALL - mle - ll 81.13 64.31 71.75 81.40 67.65 73.89
ALL - t-meas - dice 80.76 64.78 71.90 81.23 68.30 74.20
ALL - mle - ll - t-meas - dice 81.72 63.72 71.61 81.58 67.05 73.61
REF2 81.61 65.84 72.88 82.05 69.40 75.20
REF2 - dice (BEST2) 81.84 65.84 72.98 82.33 69.45 75.34
REF2 - t-meas 81.61 65.84 72.88 82.01 69.22 75.08
REF2 - pmi 81.80 65.14 72.52 82.36 68.71 74.92
REF2 - mle - ll 81.67 65.61 72.76 82.03 69.08 75.00
REF2 - t-meas - dice 81.75 65.96 73.01 82.18 69.36 75.23
REF2 - mle - ll - t-meas - dice 81.41 65.49 72.58 81.51 68.94 74.70
ALL (on FTB-test) 77.06 65.66 70.90 79.10 68.23 73.27
ALL - AM (on FTB-test) 76.96 61.81 68.56 78.94 64.91 71.24
BEST2 (on FTB-test) 76.00 67.28 71.38 77.74 69.58 73.43
5.3 Experiments on general MWEs
We extend the experiments above to evaluate the feature sets against the whole
FTB corpus, keeping all annotated MWEs in the training, development and test
parts of the FTB.Wewould like to verify if our system is able to take into account
the different MWE categories at the same time.This time, we only present coarse-
grained feature selection (Table 7), since unreported fine-grained feature selec-
tion resulted in similar findings as in experiments focusing on nominal MWEs.
The first row in the table (ALL) presents the evaluation of all features described
in §3. The prediction of general MWEs with ALL features yields a MWE-based
F1 score of 78.89% and a token-based F1 score of 81.61%. We then consider what
happens when one removes the same groups of features as in the previous sec-
tions.This time the results are quite different: all of these tests have worse results
than ALL, except when we remove t+2 features. In some unreported experiments,
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Table 7: Ablation study results on FTB-dev focusing on general MWEs
- impact of the removal of feature sets.
Feature set MWE-based Token-basedP R F1 P R F1
ALL 85.60 73.16 78.89 87.32 76.60 81.61
ALL - orth 85.09 72.97 78.57 86.97 76.56 81.44
ALL - W 83.96 72.59 77.86 86.13 76.37 80.96
ALL - AM 85.11 72.78 78.46 86.89 76.33 81.27
ALL - t±2 84.03 72.45 77.81 86.57 76.94 81.47
ALL - t+2 85.50 73.68 79.15 87.19 77.21 81.90
ALL - t𝑖−1t𝑖 84.36 71.75 77.54 86.61 75.47 80.66
ALL - t𝑖−1t𝑖t𝑖+1 84.78 73.07 78.49 86.39 76.31 81.04
ALL - t+2 - orth (REF3) 85.52 73.82 79.24 87.30 77.35 82.03
REF3 - AM 85.37 72.69 78.52 87.08 76.33 81.35
REF3 - t-meas (BEST3) 85.62 73.87 79.31 87.40 77.43 82.11
ALL (on FTB-test) 83.80 74.51 78.88 86.58 78.23 82.19
ALL - AM (on FTB-test) 84.19 73.52 78.49 86.90 77.30 81.82
BEST3 (on FTB-test) 84.03 74.71 79.10 86.72 78.47 82.39
we have tried to remove other groups of features along with t+2. We found that
removing orthographic features along with t+2 increased the results more than
only removing t+2 features.This group of features will be our new reference from
now on (REF3). Once again, we tried to remove AMs from the reference to verify
their impact. Here again, we notice that the removal of these features decreases
the overall performance scores, even if their impact is weaker than it was in the
case of nominal MWEs. Unreported experiments have shown that we obtain bet-
ter results when we ignore the t-meas feature (BEST3).
Then, we applied the feature group BEST3 on the FTB-test dataset, and we ob-
tained a MWE-based F1 score of 79.10%, and a token-based score of 82.39%. For
the feature selection experiments on the test part of the FTB (both nominal and
general MWEs), we calculated the p-value of the difference between the config-
uration called BEST and the one called ALL, using approximate randomisation
with stratified shuffling. None of the observed differences was considered statis-
tically significant with 𝛼 = 0.05.
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5.4 Comparison with state of the art
We now compare the highest-scoring reference results with the state of the art.
We begin by evaluating the identification of 𝐷𝐷 and 𝐴𝑄 constructions, and then
proceed to evaluate more generally the quality of our reference system for gen-
eral MWE identification. The comparisons presented here focus on MWE iden-
tification only, and our model takes gold POS and lemma information as input
(except on theMORPH dataset). On the other hand, some of theworksmentioned
in our comparisons also predict POS and/or syntactic structure, which makes the
task considerably harder. Therefore, results presented here should be taken as an
indication of our position within the current landscape of MWE identification,
rather than as a demonstration of our model’s superiority.
5.4.1 AQ and DD constructions
We report the performance of MWE identification on the full MORPH dataset,
split in two parts: sentences containingAQ constructions (full𝐴𝑄 ) and sentences
containing DD constructions (full𝐷𝐷). The use of the full datasets is not ideal,
given that we performed feature selection on part of these sentences, but it allows
a direct comparison with related work.
Table 8 presents a comparison between the best system score obtained after
feature selection (BEST1) and the results reported byNasr et al. (2015).We include
two versions of the latter system, since they also distinguish their results based
on the presence of lexicon features (LF) coming from DicoValence.
Table 8: Comparison with baseline and state of the art of AQ and DD
identification on the full MORPH dataset.
System full𝐴𝑄 full𝐷𝐷P R F1 P R F1
Baseline 56.08 100.00 71.86 34.55 100.00 51.35
Nasr et al. (2015)-LF 88.71 82.03 85.24 77.00 73.09 75.00
Nasr et al. (2015)+LF 91.57 81.79 86.41 86.70 82.74 84.67
BEST1 91.08 78.31 84.21 79.14 74.37 76.68
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We additionally report results for a simple baseline:
1. We extract a list of all pairs of contiguous AQ and DD from the FTB-train.
2. We calculate the proportion of cases in which they were annotated as
MWEs (B-I tags) with respect to all of their occurrences.
3. We keep in the list only those constructions which were annotated as
MWE at least 50% of the time.
4. We systematically annotate these constructions as MWEs (B-I) in all sen-
tences of the MORPH dataset, regardless of their context.
Table 8 shows that this baseline reaches 100% recall, covering all target con-
structions, but precision is very low, as contextual information is not taken into
account during identification. Our BEST1 system can identify the target ambigu-
ous MWEs much better than the baseline for both full𝐴𝑄 and full𝐷𝐷 .
For some constructions, we do obtain results that are close to those obtained
by the parsers (see Table 9 for more details). For full𝐴𝑄 , our BEST1 system
obtains an F1 score that is 1.2 absolute points lower than the best parser. For
full𝐷𝐷 , however, our best system, which includes lexicon features (LF), is com-
parable with a parser without lexicon features. When the parser has access to
the lexicon, it beats our system by a significant margin of 7.99 points, indicating
that the accurate disambiguation of DD constructions indeed requires syntax-
based methods rather than sequence taggers. These results contradict our hy-
pothesis that sequence models can deal with continuous constructions with a
performance equivalent to parsing-based approaches. While this may be true
for non-ambiguous expressions, parsing-based methods are superior for AQ and
DD constructions, given that they were trained on a full treebank, have access
to more sophisticated models of a sentence’s syntax, and handle long-distance
relations and grammatical information.
Despite the different results obtained depending on the nature of the target
constructions, the results are encouraging, as they prove the feasibility of ap-
plying sequence taggers for the identification of highly ambiguous MWEs. Our
method has mainly two advantages over parsing-basedMWE identification: (a) it
is fast and only requires a couple of minutes on a desktop computer to be trained;
and (b) it does not require the existence of a treebank annotated with MWEs.
Table 9 shows the detailed scores for each expression in the MORPH dataset.
We notice that some expressions seem to be particularly difficult to identify, es-
pecially if we look at precision, whereas for others we obtain scores well above
90%. When we compare our results to those reported by Nasr et al. (2015), we
can see that they are similar to ours: ainsi ‘likewise’, alors ‘then’ and bien ‘well’
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have F1 higher than 90%, while autant ‘as much’ and tant ‘while’ have a score
lower than 80%. The AQ constructions with encore ‘still’ and maintenant ‘now’
are the only ones which behave differently: our system is better for encore ‘still’,
but worse for maintenant ‘now’. Likewise, for DD expressions, our system ob-
tains a performance that is close to their system without lexicon features (LF),
but considerably worse than their system including LFs for three out of 4 ex-
pressions. Both approaches are more efficient in identifying the plural article de
les ‘of the.PL’ than the partitive constructions.
Table 9: Performance of the BEST1 configuration broken down by ex-pression, along with the results for the best model of Nasr et al. (2015)
(with LF).
BEST1 system Nasr et al. (2015)
Expression P R F1 P R F1
ainsi que 94.44 93.15 93.79 95.94 89.87 92.81
alors que 84.00 97.67 90.32 93.81 93.81 93.81
autant que 93.48 51.81 66.67 86.66 70.65 77.84
bien que 100.00 91.43 95.52 91.66 99.18 90.41
encore que 76.19 94.12 84.21 92.85 65.00 76.47
maintenant que 97.62 64.06 77.36 90.91 74.62 81.96
tant que 100.00 60.00 75.00 82.35 70.00 75.67
de le 78.05 71.11 74.42 85.41 91.11 88.17
de la 67.74 72.41 70.00 81.25 89.65 85.24
de les 92.41 71.57 80.66 98.70 76.00 85.87
de l’ 61.11 95.65 74.58 64.51 86.95 74.07
5.4.2 General MWEs
We now compare our system with two baselines and with the system proposed
in Le Roux et al. (2014).17 Baseline1 consists in identifying as MWE every contin-
uous occurrence of tokens that has been seen as an MWE in the training corpus.
For example, the MWE bien sûr (lit. well sure) ‘of course’ can be seen in the train-
ing corpus, and so every occurrence of this expression was predicted as an MWE
17The comparison with Le Roux et al. (2014) is not ideal, since we predict MWEs with the help
of gold POS and lemmas, whereas they try to predict both POS and MWEs. However, we could
not find a fully comparable evaluation in the literature.
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for the test corpus. Baseline2 filters the list of MWEs seen in the training cor-
pus, so that only the expressions which had been annotated more than 40% of
the time are predicted as MWEs. For example, the expression d’un côté (lit. of a
side) ‘on the one hand’ is not predicted as MWE, as it was only annotated in 38%
of its occurrences in the training corpus. The baselines were directly inspired
by a predictive model applied to the English language in a similar task, where a
threshold of 40% was found to yield the best results (Cordeiro et al. 2016). The
applied threshold in Baseline2 only eliminates 6.46% of the MWEs from the list,
but it contributes to an increase of 20–30 points in precision without impacting
the recall.
Our system (BEST3 configuration) is more accurate than the baselines, both
in terms of precision and recall. It also has a higher precision than the approach
proposed by Le Roux et al. (2014), but the recall is considerably worse (9.48%
less than their system). This means that our system misses more expressions,
even if its predictions have higher precision. This could be partly explained by
the fact that they employed dictionaries, and have access to more expressions
that our system has never seen and could not predict. Nonetheless, our results
are sufficiently close and represent a decent alternative if high-quality external
resources are not available.
Table 10: Comparisonwith baseline and state of the art of generalMWE
identification on FTB-test.
System MWE-based Token-basedP R F1 P R F1
Baseline1 52.93 66.20 58.82 62.70 69.73 66.03
Baseline2 82.76 69.36 75.47 84.80 69.62 76.46
BEST3 configuration 84.03 74.71 79.10 86.72 78.47 82.39
Le Roux et al. (2014) 80.76 84.19 82.44 — — —
5.5 Analysis of results
The performance of our CRF identification model depends on the characteristics
of the identified MWEs and of the training and test corpora. Therefore, we have
performed a detailed analysis of its performance focusing on a subset of the test
corpus. We focus on two phenomena: variants and unseen MWEs. We define a
variant as an MWE whose lemmatised form occurs both in the training and in
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the test corpus, but whose surface form in the test corpus is different from all of
its surface forms in the training corpus.We define an unseenMWE as one whose
lemmatised form occurs in the test corpus but never (under any surface form) in
the training corpus. MWEs which have identical occurrences in the training and
test corpora will be referred to as seenMWEs.
Both variants and unseenMWEs are harder to identify than seenMWEs. None-
theless, we hypothesise that our model is able to recognise variants correctly,
since its features are based on lemmas. On the other hand, we expect that unseen
MWEs cannot be easily predicted given that our system is absed on categorical
features and does not have access to much information about an expression that
has never been seen in the training corpus, except for its association measures in
a large unannotated corpus. To verify these hypotheses, we create sub-corpora
of FTB-test, where the density of variants and unseen MWEs is higher than in
the full FTB-test corpus. In these experiments, the model is not newly trained,
but the BEST2 and BEST3 models are applied to different sub-corpora with a high
density of variant/unseen MWEs.
The evaluation measures reported in our experiments (§4.4) consider the best
bijection between predicted and gold MWEs. Therefore, we cannot simply re-
move seen MWEs from the test set, since they will be predicted anyway, ar-
tificially penalising precision. Therefore, instead of completely removing seen
MWEs, we remove sentences that contain only seen MWEs and keep sentences
that contain (a) at least one variant MWE or (b) at least one unseen MWE.
Table 11: Results of BEST2 (nominalMWEs) and BEST3 (generalMWEs)on FTB-test, on sub-corpus containing unseen variants of a seen
MWEs, and on sub-corpus containing unseen MWEs. Columns %var
and %unseen show the proportion of variants/unseen MWEs in each
sub-corpus.
Feature set %var %unseen MWE-based Token-basedP R F1 P R F1
Nominal full 5% 28% 76.00 67.28 71.38 77.74 69.58 73.43
Nom. variants 65% N/A 86.42 63.64 73.30 85.84 66.20 74.75
Nom. unseen N/A 72% 82.01 42.70 56.16 87.78 46.75 61.01
General full 5% 23% 84.03 74.71 79.10 86.72 78.47 82.39
Gen. variants 32% N/A 88.91 69.44 77.98 92.77 74.05 82.36
Gen. unseen N/A 51% 86.94 65.22 74.25 90.40 69.14 78.35
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Table 11 presents the performance of the BEST2 configuration for nominal
MWEs (first row) and BEST3 configuration for general MWEs (fourth row) on the
full FTB-test corpus. For each expression (nominal and general), we also present
the results for the sub-corpus containing a higher density of variants and of un-
seen MWEs. The numbers in columns %var and %unseen indicate the proportion
of variant/unseen MWEs in each sub-corpus. Notice that, in the case of general
MWEs, these proportions are quite low (32% and 51%), indicating that sentences
containing variant and unseen general MWEs often contain seen ones too.When
focusing on variants (Nom. variants and Gen. variants sub-corpora), the propor-
tion of unseen MWEs is very small and not relevant (N/A), and vice-versa.
If we focus on variants, we can observe relatively stable results with respect
to the full FTB-test corpus. For nominal MWEs, precision increases by 8-10%,
whereas recall decreases by about 3% for both MWE-based and token-based mea-
sures. Results for general MWEs follow a similar pattern: around 4-6% improve-
ment in precision at the cost of around 4-5% decrease in recall. The precision of
general MWE identification in the variants sub-corpus is particularly impressive,
reaching 92.77%.
The variants sub-corpora contain less unseen MWEs than the full FTB-test
corpus, so the predicted MWEs are more reliable (better precision), showing that
our model is robust to morphological variability. On the other hand, the fact that
recall drops indicates that it is indeed slightly harder to recognise variants of
MWEs than those seen identically in training and test corpora. In short, we infer
that variants can be correctly handled and identified by our model, provided that
a good lemmatiser is available (results presented here are based on gold lemmas,
their substitution by predicted lemmas should be studied in the future).
On the other hand, predicting unseen MWEs is considerably harder. Recall
drops drastically by about 23-25% for nominal MWEs and by about 9% for general
MWEs, and the improvements in precision do not compensate for this, yielding
much lower F-measure values, specially for nominal MWEs where the concen-
tration of unseen MWEs in the sub-corpus is higher (72%). The improvements
in precision are probably due to the fact that some seen and variant MWEs are
still present in the sub-corpora. AMs could also have some predictive power to
identify unseen MWEs, and we intend to verify their contribution for unseen
MWE identification in the future. These results show that our model is limited
in the identification of unseen MWEs, and can probably only identify some of
those that appear in the AM lexicons.
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6 Conclusions and future work
We have described and evaluated a simple and fast CRF tagger that is able to
identify several categories of continuous multiword expressions in French. We
have reported feature selection studies and shown that, for AQ constructions and
for general MWEs, our results are almost as good as those obtained by parsers,
even though we do not rely on syntactic trees. This was not true for DD con-
structions, though, which seem to require parsing-based methods to be properly
analysed. Based on these results, we conclude that, when treebanks are not avail-
able, sequence models such as CRFs can obtain reasonably good results in the
identification of continuous MWEs. On the other hand, when MWE-annotated
treebanks exist, parsing-based models seem to obtain better results, especially
for expressions whose high ambiguity requires syntax to be resolved.
An interesting direction of research would be to study the interplay between
automatic POS tagging and MWE identification. We recall that our results were
obtained with an off-the-shelf POS tagger and lemmatizer. Potentially, perform-
ing both tasks jointly could help obtaining more precise results (Constant & Si-
gogne 2011). Moreover, we could explore CRFs’ ability to work with lattices in
order to pre-select the most plausible MWE identification (and POS tagging) so-
lutions, and then feed them into a parser which would take the final decision.
Another idea for future work would be an investigation of the features them-
selves. For example, in this work, we were not fully satisfied with the quality of
the representation of lexical features. We would like to investigate the reason
why lexical features were not always useful for the task of MWE identification,
which could be done by performing an error analysis on the current systems.
Another interesting question is whether annotated corpora are at all necessary:
could hand-crafted and/or automatically built lexicons be employed to identify
MWEs in context in a fully unsupervised way?
While these experiments shed some light on the nature ofMWEs in French, the
feature selection methodology is highly empirical and cannot be easily adapted
to other contexts.Therefore, wewould like to experiment different techniques for
generic automatic feature selection and classifier tuning (Ekbal & Saha 2012).This
could be performed on a small development set, and would ease the adaptation
of the tagger to other contexts.
Finally, we would like to experiment with other sequence tagging models such
as recurrent neural networks. In theory, suchmodels are very efficient to perform
feature selection and can also deal with continuous word representations able to
encode semantic information. Moreover, distributed word representations could
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be helpful in building cross-lingual MWE identification systems.
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Automatic identification of multiword expressions (MWEs) in running text has
recently received much attention among researchers in computational linguistics.
The wide range of reported results for the task in the literature prompted us to take
a closer look at the algorithms and evaluation methods. For supervised classifica-
tion of Verb+Noun expressions, we propose a context-basedmethodology in which
we find word embeddings to be appropriate features. We discuss the importance
of train and test corpus splitting in validating the results and present type-aware
train and test splitting. Given our specialised data, we also discuss the benefits of
framing the task as classification rather than tagging.
1 Introduction
Ambiguity is a pervasive phenomenon in natural language. It starts from single
words, and can propagate through larger linguistic constructs. Multiword expres-
Shiva Taslimipoor, Omid Rohanian, Ruslan Mitkov & Afsaneh Fazly. 2018. Identifi-
cation of multiword expressions: A fresh look at modelling and evaluation. In Stella
Markantonatou, Carlos Ramisch, Agata Savary & Veronika Vincze (eds.), Multiword
expressions at length and in depth: Extended papers from the MWE 2017 workshop, 299–
317. Berlin: Language Science Press. DOI:10.5281/zenodo.1469569
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sions (MWEs) which are idiosyncratic combinations of two or more words, be-
have differently in their separate usages in running text. In natural language pro-
cessing (NLP) tasks such as part-of-speech tagging, parsing and machine transla-
tion, these expressions should be treated either before the task (Nivre & Nilsson
2004) or combined with the process (Constant & Tellier 2012; Kordoni et al. 2011;
Nasr et al. 2015).
Examples of such expressions are: take action,make sense and set fire. 1 MWEs
are a recurring theme in any language with some sources estimating their num-
ber to be in the same range as single words (Jackendoff 1997) or even beyond (Sag
et al. 2002). Besides, new expressions come to languages on a regular basis. It is
therefore not practically feasible to simply list MWEs in dictionaries or thesauri.
More importantly, most idiomatic expressions can also have literal meaning
depending on context. For instance consider the expression play games. It is
opaque with regards to its status as an MWE and depending on context could
mean different things. For example in He went to play games online it has a literal
sense but is idiomatic in Don’t play games with me as I want an honest answer. Re-
solving these cases is critically important in many NLP applications (Katz 2006).
Katz (2006) framed the task as sense disambiguation. Tagging corpora for MWEs
or token-based identification of MWEs is an example of a task where it is nec-
essary to differentiate between idiomatic and literal usages of each expression
type.
Studies onMWEs can be divided into twomain categories. One includes works
regarding the canonical forms of expressions, their lexical properties and their
potential to be considered as MWEs, namely type-based extraction of MWEs
or MWE discovery; the other regards studies on tagging texts for the idiomatic
usages of expressions, namely MWE tagging or token-based identification of
MWEs. The former is a traditional approach which is of use to lexicographers
as pointed in Ramisch (2014); the latter though, is more practical for NLP appli-
cations (Schneider et al. 2016).
Although discovering canonical forms of multiword expressions is still an ac-
tive research area (Salehi & Cook 2013; Farahmand & Martins 2014), recently
there is a significant move towards automatic tagging of corpora for MWEs
(Schneider et al. 2014; Constant & Tellier 2012).
The focus of our study is token-based identification of MWEs, and we model
it as a classification, rather than a sequence labelling problem. To determine the
idiomaticity of each Verb+Noun occurrence, we experiment with using solely
1MWEs combine words from many different parts of speech. The pattern in our datasets is
Verb+Noun, so all the examples in this chapter are of this kind.
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context features without any sophisticated linguistic information. We do not ex-
ploit parsing, tagging or external lexicon-based information. To discriminate be-
tween idiomatic and literal Verb+Noun expression tokens, we have proposed a
context-based classification approach expounded in detail in the previous pub-
lication (Taslimipoor et al. 2017). In this chapter, we build on this approach, ex-
perimenting with additional languages and several more sophisticated machine
learningmodels. However, herewe take a closer look atmodelling and evaluation
aiming at devising approaches that have more generalisation power and lead to
less misleading results. We also conduct experiments to better demonstrate the
suitability of framing our task as classification.
For token-based identification of MWEs, there is a wide range of results in
the literature reported as the state-of-the art: from F-score of 64% with the DiM-
SUM dataset (Schneider et al. 2016) to 90% (Al Saied et al. 2017) for a dataset in
the last PARSEME shared task (Savary et al. 2017). We find that in order for the
performance results not to bemisleadingly high, the distribution of the tokens be-
tween train and test corpus, henceforth called train and test splitting, should
be controlled. Failure to do so will result in a kind of overfitting which could be
overlooked during evaluation. For instance, an expression like take advantage
is idiomatic consistently in all its usages in text. When different occurrences of
this expression exist in both train and test corpus, the model memorises it from
training data and predicts it very well in the test. Since such expressions are
highly frequent, this memorisation helps the model to achieve erroneously high
performance scores.
In the process of supervised identification of MWEs, we make observations
with regards to the following: (1) the effect of train and test splitting of the to-
kens on generalisability of a model; (2) comparison between sequence labelling
(tagging) and sequence classification.
1.1 Literature review
Identification of MWEs was shown to be effective in different NLP tasks, such
as machine translation (Pal et al. 2011) and automatic parsing (Constant et al.
2012). There exists a considerable body of work in the literature attempting to
investigate lexical and syntactic properties of expressions to account for their
potential for being MWEs (Ramisch 2014; Baldwin & Kim 2010). However, re-
cently there has been a great attention given to identifying where exactly this
potential takes effect by tagging a running text for each individual occurrence
(token) of an expression (Schneider et al. 2014; Constant & Tellier 2012; Gharbieh
et al. 2017). Token-based identification ofMWEs is effective in disambiguating be-
301
Shiva Taslimipoor, Omid Rohanian, Ruslan Mitkov & Afsaneh Fazly
tween different behaviours of expressions in their individual usages. Evaluating
all occurrences of expressions in the whole corpus of big size is not feasible. For
this reason we have gathered a specialised dataset of concordances of particular
expressions.
To the best of our knowledge, there are very few comprehensive tagged cor-
pora for MWEs available, among which DiMSUM by Schneider et al. (2016) is
very recent and well-cited. This corpus was used in the SemEval (2016) shared
task in Detecting Minimal Semantic Units and their Meanings (DiMSUM). It is
not particularly clear if the current methodologies applied to this corpus are ca-
pable of disambiguating between different usages of one specific canonical form.
Cook et al. (2008) prepared a dataset of English Verb+Noun constructions, cate-
gorising expressions based on their idiomaticity and how consistent they behave
in their different usages. Fazly et al. (2009) have used that dataset for classifying
Verb+Noun tokens into idiomatic or literal categories.
Katz (2006) used context features for identifying the idiomaticity/non-compo-
sitionality of MWEs in a different way. They represent different occurrences of
an expression using LSA vectors and show that the vectors of the expressions
in their idiomatic sense are very different from those of the same expressions
in literal sense. Based on this observation they classify a test expression token
depending on whether it is more similar to the idiomatic sense of the expression
in training data or to the literal sense.
Scholivet & Ramisch (2017) recently tried to disambiguate a number of opaque
French expressions using their contexts.They proposed a tagging approach using
unigram and bigram features of the word forms and their POS. Qu et al. (2015)
found word embedding representation of the words in context very useful for
tagging a text with MWEs. We also used word vector representations of the verb
and noun components of the expression and the words in a window size of two
on the right of the expression as features for classifying expressions as MWE or
not.
While most of the previous work on token-based identification of MWEs ap-
plied sequence tagging approaches using some kind of IOB labeling, Legrand &
Collobert (2016) looked at the problem as classification. They proposed a neu-
ral network based approach that learns fixed-size representations for arbitrary
sized chunks which is able to classify these representations as MWE or not. They
showed better performance in MWE identification over the CRF-based approach
in Constant et al. (2013).
302
11 Identification of multiword expressions
1.2 Outline of the proposal
In almost all of the previous work on supervised modelling of MWE tokens, data
is randomly split into train and test sets. In a random splitting, it is possible for
occurrences of the same expression type to occur in both train and test sets.There
are many instances where the expression almost always behaves idiomatically
(e.g. take part,make progress) or literally (e.g. eat food, give money). In such cases
amodel learns every feature related to the POS and lemma form of the expression,
and naturally can predict the correct tag for the expression perfectly in the test
set (regardless of the expression being idiomatic or literal).
Having observed this issue, for evaluationwe propose and perform type-aware
train and test splitting. To this end we divide expression types into train and test
folds and gather all occurrences of each type into the same fold. This makes the
predication rigorous, since the model performs cross-type learning. One inter-
esting study that considers cross-type learning of MWEs is the one by Fothergill
& Baldwin (2012). However, they did not clearly explain the general advantages
and effects of cross-type classification in evaluation. They used the approach in
order to learn better features from specialised MWE resources.
We propose type-aware splitting of the data as a supplementary benchmark for
evaluatingMWE identification.We design experiments to show the effectiveness
of this kind of evaluation in assessing the generalisability of models.
Recent studies on token-based identification of MWEs are heading towards
using structured sequence tagging models. The choice of the model based on the
data is an important issue. Our data includes occurrences of specific Verb+Noun
expressions with the context around them. This makes it possible to have size-
able datasets annotated for a specific type of MWE in order to have a extensive
evaluation. We observe that our data cannot benefit from sequence tagging and
a regular classification approach can more reasonably model the data. We show
better results from classification over a tagging model. Other than traditional
machine learning classification approaches, we also propose a neural-network
model by combining convolutional neural network and long short term memory
models for identifyingMWEs. Although some deep learningmodels have already
been investigated for tagging MWEs by Gharbieh et al. (2017), to the best of our
knowledge this is the first time this approach has been applied for classifying
MWE instances.
We extensively discuss the following: 1) the division of data into train and
test sets for evaluation and 2) the choice of model (classification versus tagging)
based on the data.
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2 Context-based identification of MWEs
In this study we use context features in a supervised environment to identify the
idiomaticity of Verb+Noun expression tokens. In order to construct context fea-
tures, for our first set of experiments (§4.1), given each occurrence of a Verb+Noun
combination, we concatenate four different word vectors corresponding to the
verb, noun, and their two following adjacent words while preserving the origi-
nal order (following the previous work by Taslimipoor et al. 2017). Concatenated
word vectors are fed into different classification models to be evaluated in terms
of their performance.
The classification algorithms that have been used are Logistic Regression (LR),
Decision Trees (DT), Random Forest (RF), Multi Layer Perceptron (MLP) and
Support Vector Machine (SVM). We also experimented with different neural
network-based classification models. The best result is achieved with a combi-
nation of bidirectional Long Short-Term Memory network with a convolutional
layer as a front-end (ConvNet+LSTM).
For the second set of experiments (§4.2), in which we compare Conditional
Random Field (CRF) as a tagger with a simple Naive Bayes Classifier (NBC), we
consider simple word forms of the verb, the noun, and the two words after as
lexical context features.
We conducted our extensive experiments with Italian. The experiments are




We first experiment with two similarly formatted datasets in Italian and Spanish
and later also on a standard available dataset for English.
For Italian, our data includes a large set of concordances of Verb+Noun expres-
sions.2 Each item in the dataset is one concordance of a Verb+Noun expression
and the whole item is annotated with 1 if the Verb+Noun inside is an MWE and
with 0 otherwise.The data as explained in Taslimipoor et al. (2016) was annotated
by two native speakers with Kappa agreement measure of 0.65. We resolved the
disagreements by employing a third annotator who decided on most (but not all)
2The data as described in Taslimipoor et al. (2016) was gathered for four light verbs fare, dare,
trovare and prendre. For some examples of expression instances refer to the same work.
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cases of disagreements. This results in 20,030 concordances of 1,564 expression
types. The Italian data is very imbalanced and almost 70% of the data is marked
as MWE. To resolve this issue, we ignore the 15 most frequent expression types
which are exclusively marked as MWE and also the expressions with frequency
lower than 3. As a result we run the experiments on 18,540 concordances of 940
expression types.
For Spanish, we extracted concordances of Verb+Noun expressions in the same
way using SketchEngine (Kilgarriff et al. 2004).3 After ignoring the concordances
for five most frequent expressions, 3, 918 usages were marked by two native
speakers. The Kappa inter-annotator agreement was 0.55. Having seen the ob-
served agreement of 0.79, we ignored all cases of disagreements and considered
only the concordances on which both annotators agreed. This results in 3, 090
concordances of 747 expression types.
For English, we employ a standard dataset called VNC-tokens prepared by
Cook et al. (2008).4 The dataset is a benchmark for English verb-noun idiomatic
expressions and was used for identifying MWE tokens in a number of previous
studies such as Fazly et al. (2009) and Salton et al. (2016). The dataset includes
sentences from the BNC corpus including occurrences of Verb+Noun expressions
and is suitable for our task since it contains expressions with both skewed and
balanced behaviour in being literal or idiomatic. Rather than concordances, it in-
cludes sentences from BNC containing occurrences of Verb+Noun expressions.
Two English native speakers selected the expression types based onwhether they
have the potential for occurring in both idiomatic or literal senses. Although this
dataset is slightly different from our Italian and Spanish data (which are extracted
randomly), it has the same favourable pattern of different occurrences of same
expression types that can be split into train and test. We find it interesting to
investigate our observations on a differently gathered but standard dataset. The
Verb+Nouns in this dataset are not necessarily continuous. We ignore the cases
where the Verb+Noun occurs in passive form and the ones that the annotators
were unsure of and this results in 2, 499 sentences consisting of Verb+Noun ex-
pressions. The statistics of the data for all three languages are reported in Table 1.
For all the three datasets, we consider the same context words as features for
classification: we extract the vectors of the verb, noun and the two words after
the noun.
3For Spanish, we focused on four light verbs tener, hacer, dar and tomar, similar to the ones we
use for Italian.
4The dataset is available in https://sourceforge.net/projects/multiword/files/MWE_resources/
20110627/
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Table 1: Distribution of the data
Italian Spanish English
Expression types 940 747 53
Expression tokens 18,540 3,090 2,499
MWE tokens 10,804 (58.27%) 2,094 (66.57%) 1,981 (79.27%)
3.2 Evaluation
In all cases classifier performance was measured using 10-fold cross-validation.
3.2.1 Standard splitting of data into train and test
In the standard method of performing cross-validation, the whole data is ran-
domly divided into 𝑘 folds and then the model is repeatedly trained on the data
of 𝑘 − 1 folds and tested on the data of the remaining fold. The result is averaged
among 𝑘 different iterations. In our task, we find the result of this evaluation
misleading, since the repetition of the same expression in both train and test par-
titions helps the model to predict those specific types of expressions well, while
the model might not work for new unseen expressions in test. Even stratified
cross-validation suffers from the same kind of overfitting. In standard stratified
cross-validation, imbalance is coped with by controlling the distribution of labels
alone, so that all folds have the same distribution of labels. Similar to standard
cross-validation, this method is not informed about the idiosyncratic distribution
of types and tokens.
Therefore, these methods of evaluation cannot precisely reflect the effective-
ness of the model or features and show better results for models that are more
prone to overfitting. It is not particularly clear from this kind of evaluation if a
good performing model could be generalised to unseen expressions and also to
ambiguous expressions that have balanced distribution of occurrences as literal
or idiomatic. We show the performance computed using this type of evaluation
for different classifiers in Table 2.
3.2.2 Type-aware splitting and evaluation
We perform a custom cross-validation by splitting the expression occurrences
into different folds considering their types/canonical forms. We split the expres-
sion types into 𝑘 groups and all the occurrences of the expressions in the 𝑘𝑡ℎ
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group goes into the 𝑘𝑡ℎ fold. This method ensures that the model performs cross-
type learning and generalises to tokens from unseen types in the test fold. In
other words, the model is learning the features and general patterns and does
not overfit on highly recurrent token occurrences. The results for all classifiers
evaluated using this approach is reported in Table 3.
4 Results
In this section, first a comparison of several classifiers using different train and
test splitting methods is reported; then we present experiments using sequence
tagging for identifying MWEs; and finally, the effectiveness of neural network-
based word embeddings compared with count-based representations was anal-
ysed using one of the best classifiers.
4.1 Regular and type-aware evaluation
Evaluation performances for all classifiers using two different kinds of train and
test splitting, namely regular (random) and our proposed type-aware, are re-
ported in Table 2 and Table 3. The columns of the tables represent the results
for Italian (IT), Spanish (ES) and English (EN). All traditional classifiers in this
experiment use the same vectorised context features. The word vectors used in
this study are available online.5 The generated Italian and Spanish word embed-
dings applied Gensim’s skipgram word2vec model with the window size of 10
to extract vectors of size 300. For English we use word embeddings of the same
dimension trained using Glove (Pennington et al. 2014) algorithm available via
spaCy.6
We also report the results from a more sophisticated neural network based
architecture comprising of a BiLSTM with an additional convolutional layer as
a front-end (ConvNet+LSTM). For this architecture the context window size is 2
(twowords before and twowords after the Verb+Noun expression).7 Implementa-
tion details of these experiments can be found at https://github.com/shivaat/VN-
tokens-clf.
Different classifiers show high performance with not much difference using
regular cross-validation in which tokens are distributed into separate folds re-
5http://hlt.isti.cnr.it/wordembeddings/ for Italian and https://github.com/Kyubyong/
wordvectors for Spanish
6https://spacy.io/docs/usage/word-vectors-similarities
7The difference in results were negligible when considering only the two context words on the
right.
307
Shiva Taslimipoor, Omid Rohanian, Ruslan Mitkov & Afsaneh Fazly
Table 2: Regular evaluation results: accuracy (standard deviation)
Classifiers IT ES EN
Majority Baseline 0.5827 0.6657 0.7927
LR 0.8869 (0.007) 0.9129 (0.011) 0.8651 (0.020)
DT 0.8905 (0.008) 0.9065 (0.017) 0.8799 (0.018)
RF 0.9218 (0.005) 0.9337 (0.019) 0.9024 (0.017)
MLP 0.9069 (0.006) 0.933 (0.009) 0.9056 (0.016)
SVM 0.9116 (0.005) 0.9207 (0.009) 0.7927 (0.021)
ConvNet+LSTM 0.9220 (0.007) 0.9668 (0.01) 0.8860 (0.024)
Table 3: Type-aware evaluation results: accuracy (standard deviation)
Classifiers IT ES EN
Majority Baseline 0.5827 0.6657 0.7927
LR 0.6909 (0.06) 0.8178 (0.074) 0.8092 (0.149)
DT 0.6048 (0.03) 0.7483 (0.078) 0.6327 (0.128)
RF 0.6337 (0.08) 0.7604 (0.097) 0.7321 (0.19)
MLP 0.7053 (0.06) 0.8319 (0.086) 0.7294 (0.169)
SVM 0.7369 (0.07) 0.8460 (0.093) 0.8062 (0.152)
ConvNet+LSTM 0.6601 (0.053) 0.8681 (0.072) 0.8112 (0.106)
gardless of their types (Table 2). ConvNet+LSTM, in particular, performs the best,
which we believe is the result of overfitting arising from this method of train and
test splitting. However, we can see notable differences between classifiers in Ta-
ble 3 where we cross validate in a way that no same expression type occurs in
both train and test partitions.
In the case of cross-type learning (Table 3), the SVM classifier showed the
best results in identifying MWEs using vectorised context features for Italian,
and close to the second best for Spanish and English data for which ConvNet+
LSTM is the best. The performance of this classifier is followed by that of MLP
and LR for both Italian and Spanish. For English the results of SVM and LR are
comparable. Computed performance for other classifiers like DT and RF dropped
sharply when we use our type-aware cross-validation. This is also the case for
ConvNet+LSTM for Italian data. This experiment determines how well a classi-
fier can generalise among different expression types. SVM and LR in particular
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are shown to be fairly suitable for cross-type identification of MWEs. MLP also
performs relatively well overall.
As for the English data it is worth noting that the VNC data is very imbalanced
with the majority baseline of 0.7927 which is difficult to beat by classifiers.
4.2 Sequence classification versus sequence tagging
The experimental data in this study can be perfectly processedwith standard clas-
sification approach, since the goal is to predict idiomaticity of an expression in a
given context. However, Scholivet & Ramisch (2017) modelled such a data with
sequence tagging. We believe that since not all the words in a sequences are
going to be tagged, MWE identification using such a data cannot benefit from
sequence labelling. We applied sequence tagging on the data to properly investi-
gate the effects. Specifically, simple Naive Bayes Classifier (NBC) was considered
as a simple sequence classification methodology and Conditional Random Field
(CRF) was used as the sequence tagging approach. Both of the models use simple
nominal features: the verb, the noun, and the two words after the noun.8 The
results are reported in Table 4 in terms of accuracy.




IT ES EN IT ES EN
NBC 0.9504 0.9601 0.8560 0.7291 0.7298 0.6013
CRF 0.9165 0.9142 0.8176 0.6447 0.7199 0.6848
As can be seen in Table 4, CRF cannot even beat the simple naive bayes classi-
fier except in the case of English data (when we apply cross-type learning). This
is because our data is naturally suited for sequence classification and cannot ben-
efit from sequence labelling models.
4.3 Effectiveness of word embedding representation
To specifically show the effectiveness of neural network-based embeddings for
the classifiers to identify Verb+Noun MWEs, we performed an experiment using
8The features are the surface text occurrences of these words.
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sparse bag-of-words count vectors with tf-idf weighting. In this case each sen-
tence is considered as a collection of words, disregarding any word order. The
sparse vector for each word is constructed based on its occurrence in different
sentences. Each entry of the vector is weighted by 𝑡𝑓 (the word frequency) ∗ 𝑖𝑑𝑓
(the inverse of frequency of the sentences containing the word). Similar to previ-
ous experiments, we feed the vectors to a Multi Layer Perceptron (MLP) which
works reasonably well compared to other classifiers based on the previous ex-
periment. Note that the execution time for the best performing model, SVM, is
almost 5 times that of MLP which makes it inefficient in comparison. The results
of this comparison can be seen at Table 5.
Table 5: The accuracy of MLP in identifying Verb+Noun MWEs using
word2vec and count-based embedding
Accuracy (std.)
IT ES EN
MLP with count based embedding 0.6504 (0.0354) 0.7851 (0.042) 0.7002 (0.099)
MLP with word2vec 0.7053 (0.06) 0.8319 (0.086) 0.7294 (0.169)
The results in Table 5 show the improvement in performance when using word
embeddings rather than the vanilla count-based vectors for all three languages
(although less significant for English).
5 Discussion
In order to understand the argument behind type-aware evaluation and decide
its applicability, we have to look at the distribution of data points. In the Ital-
ian data, for instance, the majority of data points belong to MWE types whose
tokens occur invariably as idiomatic or literal only. In other words, if we plot
the distribution of tokens with regards to the degree of idiomaticity of their cor-
responding types, we would see a skewed distribution (even after ignoring the
15th most frequent expressions), where only a smaller portion of tokens belong
to MWE types whose usages can be fluid between literal and idiomatic. In such
a scenario, a model easily overfits on the majority of the data, where labels were
assigned invariably. However, this skewedness is not necessarily reflected in the
distribution of MWE labels, as we might see a relatively balanced distribution of
literal and idiomatic labels. This means there might be no severe class imbalance
in the dataset, but within-class imbalance (Ali et al. 2015).
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Figure 1: Distribution of expression types.
To illustrate the point, we operationalise two categories forMWE types, namely
Consistent (C) and Fluid (F). Those types whose tokens occur more than 70% or
less than 30% of the time as only literal or idiomatic are tagged as C, and the rest
are considered F. Accordingly, Figure 1 shows the distribution of the expression
types with regards to the behavior of their corresponding tokens. As can be seen,
the majority of expressions with higher token frequencies are from the sub-class
C. For this reason, evaluation using a vanilla cross validation or even stratified
cross validation would not provide us with reliable results, since splitting of train
and test disregards the within-class imbalance inherent in the data.
Since this is the case with data in real world, we propose type-aware train
and test splitting as a supplementary approach for modelling the data and eval-
uating the results. This way, we make sure that a model has the best ability for
generalisation, learns general properties for MWEs and is not merely based on
memorising the words that construct MWEs.
It is worth noting that we did not used any linguistic or lexical features and
we expect vector representation of context to be generalisable enough. Evenwith
these generalisable features we observe substantial differences between regular
and type-aware cross-validation. A proper method for train and test splitting is
evenmore essential to validate the evaluation when amodel trains onmore exact
features such as lexical ones.
With regards to previous data and models for MWEs, DiMSUM is one of the
most noteworthy shared tasks. DiMSUM includes a recent tagged corpus for
MWEswith a fairly small size of 4, 799 sentences in train and 1, 000 in test, includ-
ing all types of MWEs. With such limited data, we observed only a few number
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of expressions of the form Verb+Noun occurring in both train and test. To give
an example, with a selection of 6 most frequent light verbs, all their combina-
tions with nouns are only 13 occurrences in the test data, out of which only 3
are MWEs. There are no repeated occurrences of these cases in both train and
test data. Therefore, we believe that this data inherently does not lead to mislead-
ing results. In other words, a model that works well on this data could be fairly
generalised.
Gharbieh et al. (2017) showed better performance when using deep neural net-
work models compared with traditional machine learning on DiMSUM. How-
ever, in our experiment of type-aware classification, SVM performed the best,
even outperforming LSTM and ConvNet and their combinations for Italian and
Spanish. Since neither DiMSUM nor our data is big enough for a proper analysis
with deep learning, more studies are required to find the most effective model to
identify MWEs.
Another data for token-based identification of MWEs in English that we also
used in this study is VNC-tokens (Cook et al. 2008). One advantage of this corpus
is that the data is particularly gathered for the task of disambiguation between
idiomatic and literal usages of expressions. Before the annotation, they selected
only the expressions that have the potential for occurring in both idiomatic and
literal senses. Although we did not follow the initial development splitting of
the data for this study (i.e. we followed our proposed way of splitting the data
into train and test), the development and test splitting of this data is type-aware.
Therefore, an experiment with this data, is able to truly measure generalisation.
In PARSEME shared task (Savary et al. 2017), which features the most recent
multi-lingual data for MWEs, Maldonado et al. (2017) presented statistics on the
percentage of previously seen data in test sets of all languages (i.e. proportion
of MWE instances in the test set that were seen also in the training set). The
correlation between these percentages and the results stress the need for proper
train and test splitting. Maldonado & QasemiZadeh (2018 [this volume]) further
discuss the characteristics of the shared task data and report the performance
results of the systems on seen and un-seen data separately.The experiments with
the data for the Parseme shared task, which is also discussed in Savary et al.
(2018 [this volume]), would definitely benefit from such type-aware train and
test splitting.
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6 Conclusions
In this study, we explored a context-based classification method for identifica-
tion of Verb+Noun expressions. We employed word embedding to represent con-
text features for MWEs. We evaluated the methodology using type-aware cross-
validation and discussed its effectiveness comparedwith standard evaluation.We
argue that only this proposed method properly accounts for the generalisability
of a model. We also showed that our data (and similar ones) for this task cannot
benefit from structured sequence tagging models.
The effectiveness ofword embeddings as context features for identifyingMWEs
should be examined in more detail with datasets of larger size and with more so-
phisticated embeddings that consider linguistic features. We would also like to
analyse the effect of our proposed approach on unseen and less frequent data.
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crf conditional random field
ConvNet convolutional neural network
dt decision tree
iob inside-outside-beginning
lsa Latent Semantic Analysis
lr logistic regression
lstm long short-term memory
mlp multi-layer perceptron
mwe multiword expression
nbc naive Bayes classifier
nlp Natural Language Processing
pos part of speech
rf random forest
svm support vector machine
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Comparing bilingual word embeddings




This chapter introduces a strategy for the automatic extraction of multilingual col-
location equivalents which takes advantage of parallel corpora to train bilingual
word embeddings. First, monolingual collocation candidates are retrieved using
syntactic dependencies and standard associationmeasures.Then, the distributional
models are applied to search for equivalents of the elements of each collocation in
the target languages. The proposed method extracts not only collocation equiva-
lents with direct translations between languages, but also other cases where the
collocations in the two languages are not literal translations of each other. Several
experiments – evaluating collocations with five syntactic patterns – in English,
Spanish, and Portuguese show that this approach can effectively extract large sets
of bilingual equivalents with an average precision of about 85%. Moreover, prelim-
inary results on comparable corpora suggest that the distributional models can be
applied for identifying new bilingual collocations in different domains. This strat-
egy is compared to both hand-crafted bilingual dictionaries and to probabilistic
translation dictionaries learned from the same resources as the bilingual word em-
beddings, showing that it achieves much larger recall values while keeping high
precision results.
1 Introduction
MWEs have been repeatedly classified as an important problem for developing
Natural Language Processing (NLP) tools, as well as to automatically analyze
Marcos Garcia. 2018. Comparing bilingual word embeddings to translation dictionar-
ies for extracting multilingual collocation equivalents. In Stella Markantonatou, Car-
los Ramisch, Agata Savary & Veronika Vincze (eds.), Multiword expressions at length
and in depth: Extended papers from theMWE 2017 workshop, 319–342. Berlin: Language
Science Press. DOI:10.5281/zenodo.1469571
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linguistic utterances (Sag et al. 2002). Among the different types of MWEs, pro-
cessing collocations in an automatic way may pose various problems due to their
intrinsic properties such as compositionality or unpredictability (Mel’čuk 1998).
From a theoretical perspective, there are at least two main views on collo-
cations. On the one hand, there is a tendency to consider any frequent pair of
words to be a collocation (Smadja 1993; Evert & Kermes 2003; Kilgarriff 2006).
On the other hand, the phraseological tradition needs both a lexical restriction
and a syntactic relation to consider two lexical units as a collocation.1 From this
phraseological point of view, a collocation is a restricted binary co-occurrence
of lexical units between which a syntactic relation holds, and that one of the
lexical units (the base) is chosen according to its meaning as an isolated lexical
unit, while the other (the collocate) is selected depending on the base and the
intended meaning of the co-occurrence as a whole, rather than on its meaning as
an isolated lexical unit (Mel’čuk 1998). Thus, a noun in English such as picture (as
a direct object) requires the verb to take (and not to do, or to make) in the phrase
take a picture, while statement selects to make (make a statement).
In a bilingual (or multilingual) scenario, equivalent collocations are needed
to produce more natural utterances in the target language(s). In this regard, the
referred noun fotografia ‘picture’ would select the verb tirar ‘to remove’ in Por-
tuguese (tirar uma fotografia). Similarly the Spanish vino ‘wine’ would require
the adjective tinto (vino tinto), which is not the main translation of red (red wine).
The unpredictability of these structures poses problems for tasks such as ma-
chine translation, whose performance can benefit from lists of multilingual col-
locations or transfer rules for these units (Orliac & Dillinger 2003). In areas like
second language learning, it has been shown that even advanced learners need
to knowwhich word combinations are allowed in a specific linguistic variety (Al-
tenberg & Granger 2001; Alonso-Ramos et al. 2010). Thus, obtaining resources of
multilingual equivalent collocations could be useful for a variety of applications
such as those mentioned above. However, this kind of resource is scarce, and
constructing them manually requires a large effort from expert lexicographers.
Since the 1990s, a number of approaches were implemented aimed at extract-
ing bilingual collocations, both from parallel corpora (Kupiec 1993; Smadja et al.
1996; Wu & Chang 2003), and from comparable or even from non-related mono-
lingual resources (Lü & Zhou 2004; Rivera et al. 2013), often combining statistical
approaches with the use of bilingual dictionaries to find equivalents of each base.
1An overview of different views on collocations – both from theoretical and practical perspec-
tives – can be found in Seretan (2011).
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This chapter explores the use of distributional semantics (by means of bilin-
gual word embeddings) for identifying bilingual equivalents of monolingual col-
locations: On the one hand, monolingual collocation candidates are extracted
using a harmonized syntactic annotation provided by Universal Dependencies
(UD),2 as well as standard measures for lexical association. On the other hand,
bilingual word embeddings are trained using lemmatized versions of noisy paral-
lel corpora. Finally, these bilingual models are employed to search for semantic
equivalents of both the base and the collocate of each collocation.
Several experiments using the OpenSubtitles2016 parallel corpora (Lison &
Tiedemann 2016) in English, Portuguese, and Spanish show that the proposed
method successfully identifies bilingual collocation equivalents with different
patterns: adjective-noun, noun-noun, verb-object, verb-subject, and verb-adverb. Fur-
thermore, preliminary results in comparable corpora suggest that the same strat-
egy can be applied in this kind of resources to extract new pairs of bilingual
collocations. In this regard, this chapter is an extended version of a previous
work on bilingual collocation extraction (Garcia et al. 2017), including new collo-
cation patterns and a larger evaluation which compares the proposed approach
to probabilistic translation dictionaries (Hiemstra 1998; Simões & Almeida 2003).
Apart from this introduction, §2 includes a review of previous work on collo-
cation extraction, especially on papers dealing with bilingual resources. Then, §3
and §4 present and evaluate the method, respectively. Finally, some conclusions
and further work are discussed in §5.
2 Previous studies on collocation extraction
The extraction of monolingual collocation candidates (as well as other MWEs)
from corpora is a well-known topic in corpus and computational linguistics and
was the focus of a significant body of work in different languages.
In this respect, most strategies use statistical association measures on win-
dows of n-grams with different sizes (Church & Hanks 1990; Smadja 1993). Other
methods, such as the one presented by Lin (1999), started to apply dependency
parsing to better identify combinations of words which occur in actual syntactic
relations.
More recently, the availability of better parsers allowed researchers to combine
automatically obtained syntactic information with statistical methods to extract




A different perspective on collocation extraction focuses not only on their
retrieval, but on semantically classifying the obtained collocations, in order to
make them more useful for NLP applications (Wanner et al. 2006; 2016).
Concerning the extraction of bilingual collocations, most works rely on par-
allel corpora to find the equivalent of a collocation in a target language. In this
regard, Smadja (1992) and Smadja et al. (1996) first identify monolingual colloca-
tions in English (the source language), and then use Mutual Information (mi)
and the Dice coefficient to find the French equivalents of the source colloca-
tions.
Kupiec (1993) also uses parallel corpora to find noun phrase equivalents be-
tween English and French. Their method consists of applying an expectation
maximization (EM) algorithm to previously extracted monolingual collocations.
Similarly, Haruno et al. (1996) obtain Japanese-English chunk equivalents by com-
puting their mi scores and taking into account their frequency and position in the
aligned corpora.
Another work which uses parallel corpora is presented byWu&Chang (2003).
The authors extract Chinese and English n-grams from aligned sentences by com-
puting their log-likelihood ratio. Then, the competitive linking algorithm is
used to decide whether each bilingual pair actually corresponds to a translation
equivalent.
Seretan & Wehrli (2007) took advantage of syntactic parsing to extract bilin-
gual collocations from parallel corpora. The strategy consists of first extracting
monolingual collocations using log-likelihood, and then searching for equiva-
lents of each base using bilingual dictionaries. The method also uses the position
of the collocation in the corpus, and relies on the syntactic analysis by assuming
that equivalent collocations will occur with the same syntactic relations within
the collocations in both languages.
Rivera et al. (2013) present a framework for bilingual collocation retrieval that
can be applied (using different modules) to both parallel and comparable corpora.
As in other works, monolingual collocations based on n-grams are extracted in a
first step, and then bilingual dictionaries (orWordNet, in the comparable corpora
scenario) are used to find the equivalents of the base in the aligned sentence or
in a small window of adjacent sentences of the source collocation.
A different approach, which uses non-related monolingual corpora for finding
bilingual collocations, was presented in Lü & Zhou (2004). Here, the authors
apply dependency parsing and the log-likelihood ratio for obtaining English and
Chinese collocations. Then, they search for translations using word translation
equivalents with the same dependency relation in the target language (using the
EM algorithm and a bilingual dictionary).
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Although not focused on collocations, Fung (1998) applied methods based on
distributional semantics to build bilingual lexica from comparable corpora. This
approach takes into account that in this type of resources the position and the
frequency of the source and target words are not comparable, and also that the
translations of the source words might not exist in the target document.
Similarly, the strategy presented in this chapter leverages noisy parallel cor-
pora for building bilingual word embeddings. However, with a view to applying
it to other resources such as comparable corpora, it identifies equivalents with-
out using information about the position of the collocations or their compara-
tive frequency in the corpora. Furthermore, it does not take advantage of exter-
nal resources such as bilingual dictionaries, making it easy to extend to other
languages. Garcia et al. (2018) had introduced a naive version of this approach,
including experiments in Portuguese and Spanish with just one collocation pat-
tern.
3 A new method for bilingual collocation extraction
This section presents the proposed method for automatically extracting bilingual
collocations from corpora. First, the approach for identifying candidates of mono-
lingual collocations using syntactic dependencies is briefly described. Then, the
process of creating the bilingual word embeddings is shown, followed by the
strategy for discovering the collocation equivalents between languages.
3.1 Monolingual dependency-based collocation extraction
Early works on n-gram based collocation extraction already pointed out the need
for syntactic analysis to better identify collocations in corpora (Smadja 1993; Lin
1999). Syntactic analysis can, on the one hand, avoid the extraction of syntacti-
cally unrelated words which occur in small context windows. On the other hand,
it can effectively establish a relation between lexical items occurring in long-
distance dependencies (Evert 2008).
Besides, the method presented in this chapter assumes that most bilingual
equivalents of collocations bear the same syntactic relation in both the source
and the target languages, although it is not always the case (Lü & Zhou 2004).
In order to better capture the syntactic relations between the base and the
collocate of each collocation, the strategy uses state-of-the-art dependency pars-
ing. Apart from that, and aimed at obtaining harmonized syntactic information
between languages, the method relies on Universal Dependencies annotation,
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which makes it possible to use the same strategy for extracting and analyzing
the collocations in multiple languages.
3.1.1 Preprocessing:
Before extracting the collocation candidates from each corpus, a pipeline of NLP
tools is applied in order to annotate the text with the desired information. Thus,
the output of this process consists of a parsed corpus in CoNLL-U format,3 where
each word is assigned to its surface form, its lemma, its POS-tag and morphosyn-
tactic features, its syntactic head as well as the UD relation of the word in context.
From this analyzed corpus, the word pairs belonging to the desired relations
(collocation candidates) are extracted. We keep their surface forms, POS-tags,
and other syntactic dependents which may be useful for the identification of
potential collocations. Besides, a list of triples is retained in order to apply as-
sociation measures, containing (i) the syntactic relation, (ii) the head, and (iii)
the dependent (using their lemmas together with the POS-tags). Thus, from a





This information, along with the corpus size and the frequency of the different
elements of the potential collocations, is stored in order to rank the candidates.
3.1.2 Collocation patterns:
In this chapter, candidates of five different syntactic patterns of collocations are
extracted in three languages, Spanish (ES), Portuguese (PT), and English (EN):4
• Adjective—Noun (amod): these candidates are pairs of adjectives (as collo-
cates) and nouns (as bases) where the former syntactically depends of the
latter in a amod relation. Example: killerbase;serialcollocate.
• Noun—Noun (nmod): this pattern consists of two common nouns related
by the nmod relation, where the head is the base and the dependent is
3http://universaldependencies.org/format.html
4In this chapter we address the European variety of Portuguese. However, even if we use a
European Portuguese corpus (see §4), it contains some texts in the Brazilian dialect.
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the collocate (optionally with a case marking dependent preposition: of
in English, de in Portuguese and Spanish). Example: ragebase;fitcollocate.5
• Verb—Object (vobj): verb-object collocations consist of a verb (the collo-
cate) and a common noun (the base) occurring in a dobj relation. Example:
carebase;takecollocate.
• Subj—Verb (vsubj): the vsubj collocation pattern contains a common noun
(the base, acting as a subject) and the verb it depends on (the collocate).
Example: shipbase;sinkcollocate.
• Verb—Adverb (advmod): in this case, a collocate adverb modifies a verb
(the base) in an advmod relation. Example: wantbase;reallycollocate.
3.1.3 Identification of candidates:
For each of the five patterns of collocations, a list of potential candidates for the
three languages is extracted. After that, the candidates are ranked using standard
association measures that have been widely used in collocation extraction (Evert
2008).
In the current experiments, two statistical measures were selected, whose re-
sults complement each other: t-score, which prefers frequent dependency pairs,
and has been proved useful for collocation extraction (Krenn & Evert 2001), and
Mutual Information, which is useful for a large corpus, even if it tends to as-
sign high scores to candidates with very low-frequency (Pecina 2010).
The output of both association measures is merged in a final list for each lan-
guage and collocation pattern, defining thresholds of t-score≥2 andmi≥3 (Stubbs
1995), and extracting only collocations with a frequency of f≥10. This large value
was defined to reduce the extraction of incorrect entries from a noisy corpus and
from potential errors of the automatic analysis.
It must be noted that, since these lists of monolingual collocations have been
built based on statistical measures of collocability, their members need not be
bona fide collocations in the phraseological meaning. Thus, the lists can include
idioms, e.g., kick the bucket, quasi-idioms, e.g., big deal, (Mel’čuk 1998), or free
combinations, e.g., buy a drink.
5Some collocations belonging to this pattern are analyzed in UD – mainly in English – using
the compound relation. These are not extracted in the experiments performed in this chapter.
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3.2 Bilingual word embeddings
Word embeddings are low-dimensional vector representations of words which
capture their distributional context in corpora. Even though distributional se-
mantics methods have been largely used in previous years, approaches based on
word embeddings gained popularity with the publication ofword2vec (Mikolov et
al. 2013). Based on the Skip-grammodel of word2vec, Luong et al. (2015) proposed
BiSkip, a model of word embeddingswhich learns bilingual representations using
aligned corpora, thus being able to predict words crosslinguistically.
The method presented in this chapter uses lemmas instead of surface forms to
identify the collocation candidates, so the bilingual models of word embeddings
are also trained on lemmatized corpora. Therefore, the raw parallel corpus is
lemmatized keeping the original sentence alignment.
The bilingual models are built using MultiVec, an implementation of word2vec
and BiSkip (Berard et al. 2016). As the approach is evaluated in three languages,
three different bilingualmodels are needed: Spanish-English, Portuguese-English,
and Spanish-Portuguese.
As it will be shown, the obtained models can predict the similarity between
words in bilingual scenarios by computing the cosine similarity between their
vectors. As the models learn the distribution of single words (lemmas), they deal
with different semantic phenomena such as polysemy or homonymy. Concerning
collocations, this means that, ideally, the bilingual models could predict not only
the equivalents of a base, but also to capture the (less close) semantic relation
between the bilingual collocates, if they occur frequently enough in the data.
3.3 Bilingual collocation alignment
In order to identify the bilingual equivalent of a collocation in a target language,
the method needs (i) lists of monolingual collocations (ideally obtained from sim-
ilar resources), and (ii) a bilingual source-target model of word embeddings.
With these resources, the following strategy is applied: For each collocation
in the source language (e.g., líobase tremendocollocate ‘huge mess’ in Spanish) the
system selects its base and obtains – using the bilingual model – the nmost sim-
ilar lemmas in the target language (where n=5 in the experiments performed in
this chapter): trouble, mess, etc. Then, starting from the most similar lemma, we
search in the target list for collocations containing the equivalents of the base
(troublebase littlecollocate, troublebase deepcollocate, messbase hugecollocate, messbase
finecollocate, etc.). If a collocation with a base equivalent is found, the cosine
similarity between both collocates (tremendo versus little, deep, huge, and fine)
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is computed, and they are selected as potential candidates if their similarity is
higher than a given threshold (empirically defined in this chapter as 0.65), and if
the target candidate is among the n most similar words of the source collocate
(again, n=5). Finally, if these conditions are met, the source and target colloca-
tions are aligned, assigning the average distance between the bases and the col-
locates as a confidence value, as in the following Spanish-English example: líobase
tremendocollocate = messbase hugecollocate → 0.721.
4 Evaluation
This section presents the experiments carried out in order to evaluate the pro-
posed distributional method (henceforth DiS) in the three analyzed languages,
using the five collocation patterns defined in §3.1. The approach presented in
this chapter is compared to a baseline system (Bas), which uses hand-crafted
bilingual dictionaries, and to probabilistic translation dictionaries (Nat).6
Corpora: Monolingual collocations were extracted from a subset of the Open-
Subtitles2016 corpus (Lison & Tiedemann 2016), which contains parallel corpora
from TV and Movie subtitles. This resource was selected because it is a large and
multilingual parallel corpus likely to contain different types of collocations, also
from an informal register, thus being useful for comparative studies.7
From the English, Spanish, and Portuguese corpora, those senteces which ap-
pear in the three languageswere selected, for a total of 13,017,016 sentences.These
sentences were tokenized, lemmatized and POS-tagged with a multilingual NLP
pipeline (Garcia & Gamallo 2015), obtaining three corpora of about 91M (ES and
PT), and about 98M (EN) tokens. The resulting data were enriched with syntactic
annotation using statistical models trained with MaltParser (Nivre et al. 2007) on
version 1.4 of the UD treebanks (Nivre et al. 2016).
Collocations: From each corpus, five patterns of collocation candidates were
extracted: amod, nmod, vobj, vsubj, and advmod. For each language and pattern,
a single list of collocations was obtained by merging the mi and t-score outputs
as explained in §3.1. Table 1 shows the number of filtered collocations in each
case (colls).
6The extractions of these three methods are available at http://www.grupolys.org/~marcos/pub/
pmwe-dis.tar.bz2
7Note, however, that OpenSubtitles2016 includes non-professional translations with some noisy
elements such as typos or case inconsistencies, among others.
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Table 1: Number of unique input dependencies for each syntactic pat-
tern (deps), and final monolingual collocation candidates (colls).
Lg amod nmod vobj vsubj advmoddeps colls deps colls deps colls deps colls deps colls
ES 373K 13,870 644K 5,673 423K 17,723 287K 4,914 124K 5,526
PT 361K 12,967 709K 5,643 544K 20,984 283K 3,927 142K 6,660
EN 381K 14,175 517K 3,133 483K 15,492 264K 2,663 162K 6,711
Another version of each corpus was created only with the lemma of each to-
ken, keeping the original sentence alignments.These corpora were used for train-
ing three bilingual word embeddings with MultiVec, with 100 dimensions and a
window-size of eight words: ES-EN, ES-PT, and PT-EN.8
Baseline (Bas): The performance of the method described in §3.3 was com-
pared to a baseline which follows the same strategy, but uses bilingual dictio-
naries instead of the word embeddings models. Thus, the Bas method obtains
the equivalents of both the base and the collocate of a source collocation, and
verifies whether there is a target collocation with the translations. The bilingual
dictionaries provided by the apertium project were used for these experiments
(Forcada et al. 2011).9
TheSpanish-Portuguese dictionary has 14, 364 entries, and the Spanish-English
one contains 34, 994. The Portuguese-English dictionary (not provided by aper-
tium) was automatically obtained by transitivity from the two other lexica, with
a size of 9, 160 pairs.
Probabilistic translation dictionaries (Nat): The distributional method was
also compared to probabilistic translation dictionaries. Probabilistic dictionaries
are bilingual resources which contain, for each word in a source language, possi-
ble translations in the target language together with the probability of the trans-
lation being correct. To obtain these dictionaries NATools was used, which is a
set of tools to work with parallel corpora that can be utilized for different tasks
such as sentence and word alignment, or to extract bilingual translation dictio-
naries by means of statistical methods (Simões & Almeida 2003). The probabilis-
tic dictionaries are obtained by applying the EM algorithm on sparse matrices of
8These models are available at http://www.grupolys.org/~marcos/pub/mwe17_models.tar.bz2
9SVN revision 75,477, https://svn.code.sf.net/p/apertium/svn/
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bilingual word co-occurrences, previously built from parallel corpora (Hiemstra
1998).
For a better comparison to the DiS model, Nat dictionaries were extracted
from the same lemmatized resources used for training the bilingual word embed-
dings. Thus, this method only differs from DiS in the bilingual resources used to
search for equivalents of the bases and the collocates.10
4.1 Results
With a view to knowing the performance of Bas, Nat, and DiS in the differ-
ent scenarios, 100 bilingual collocation pairs were randomly selected from each
language and pattern, creating a total of 45 lists (15 from each of the three meth-
ods).11
Three reviewers worked during the evaluation process. Each bilingual colloca-
tion pair was labeled as (i) correct, (ii) incorrect, or (iii) dubious, which includes
pairs where the translation might be correct in some contexts even if they were
not considered faithful translations.12 Correct collocation equivalents are those
pairs where the monolingual extractions were considered correct, both in terms
of co-occurrence frequency and of collocation pattern classification, and whose
translations were judged by the reviewers as potential translations in a real sce-
nario. Two reviewers labeled each collocation pair in the Bas and DiS outputs,
achieving 92% and 83% inter-annotator agreement, respectively, with an average
𝜅 = 0.39, which indicates the difficulty of this kind of annotation. Pairs with
correct/incorrect disagreement were discarded for the evaluation. Those with at
least one dubious label were checked by a third annotator, deciding in each case
whether they were correct, incorrect, or dubious. This third annotator evaluated
the outputs of Nat using exactly the same guidelines.
From these data, the precision values for each case were obtained by dividing
the number of correct collocation equivalents by the number of correct, incor-
rect, and dubious cases (so dubious cases were considered incorrect). Recall (r)
was obtained by multiplying the precision values (p) for the number of extracted
equivalents (e), and dividing the result by the lowest number of input colloca-
tions for each pair (i, see Table 1). For instance, the Spanish-Portuguese baseline
10After preliminary evaluations, the translation probability thresholds of both lexical units were
empirically defined as 0.1.
11Except for baseline extractions with less than 100 elements, where all of them were selected.
12Some of these dubious equivalents are actual translations in the original corpus, such as the
Spanish-English copa de champaña ‘champagne cup’, which was translated as cup of wine, even
if they are semantically different.
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Table 2: Number of bilingual extractions of the baseline, Nat, and DiS
systems.
Pattern model ES-PT ES-EN PT-EN
amod
Bas 657 248 213
Nat 1,329 1,113 1,005
DiS 9,464 7,778 7,083
nmod
Bas 320 32 43
Nat 704 138 136
DiS 3,867 890 917
vobj
Bas 529 183 241
Nat 1,443 1,461 1,544
DiS 12,887 8,865 9,206
vsubj
Bas 188 27 55
Nat 382 346 323
DiS 2,522 1,344 1,298
advmod
Bas 58 19 22
Nat 113 104 106
DiS 3,721 2,301 2,412
recall for the amod pattern was estimated as follows (see Table 1, Table 2, and
Table 3): 𝑟 = 𝑝∗𝑒𝑖 =
99∗657
12,967 = 5.01.
13 Finally, f-score values (the harmonic mean be-
tween precision and recall) were obtained for each case, and the macro-average
results were calculated for each language, pattern, and approach.
Table 2 contains the number of bilingual collocation equivalents extracted by
each method in the 15 settings from the input lists of monolingual data (Table 1).
These results clearly show that the baseline approach extracts a lower number
of bilingual equivalents. Nat obtains much more bilingual collocations than Bas,
but both methods extract less equivalents than the distributional approach. This
might have happened due to the size of the dictionaries in Bas and because of
13Note that these recall results assume that every collocation in the shortest input list of each
pair has an equivalent on the other language, which is not always the case.Thus, more realistic
recall values (which would need an evaluation of every extracted pair) will be higher than the
ones obtained in these experiments.
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Table 3: Precision, recall and f-score of the baseline (Bas) system (av-
erage is macro-average).
Pattern ES-PT ES-EN PT-EN average
amod
P 99.0 95.8 97.9 97.6
R 5.0 1.7 1.6 2.8
F1 9.6 3.4 3.2 5.4
nmod
P 97.8 100 91.7 96.5
R 5.5 1.0 1.3 2.6
F1 10.5 2.0 2.5 5.1
vobj
P 98.7 100 92.1 96.9
R 3.0 1.2 1.4 1.9
F1 5.7 2.3 2.8 3.6
vsubj
P 93.8 96.3 92.7 94.3
R 4.5 1.0 1.9 2.5
F1 8.6 1.9 3.8 4.8
advmod
P 96.7 100 95.7 97.4
R 1.0 0.3 0.3 0.6
F1 2.0 0.7 0.6 1.1
average
P 97.2 98.4 94.0 96.5
R 3.8 1.0 1.3 2.1
F1 7.3 2.1 2.6 4.0
the internal properties of the collocations in both Bas and Nat, where the collo-
cates may not be direct translations of each other. Moreover, with all three strate-
gies, the bilingual extractions including English are smaller than the Spanish-
Portuguese ones.
Concerning the performance of the three approaches, Table 3 (Bas), Table 4
(Nat), and Table 5 (DiS) contain the precision, recall and f-score for each lan-
guage pair and collocation pattern. Bas obtains high-precision results for every
language and collocation pattern (91.7% in the worst scenario), with a macro-
average value of 96.5%. These results are somehow expected due to the quality
of the hand-crafted dictionaries. However, because of the poor recall numbers,
the general performance of Bas is low, achieving F-scores around 4%. Interest-
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Table 4: Precision, recall and f-score of the probabilistic (Nat) system
(average is macro-average).
Pattern ES-PT ES-EN PT-EN average
amod
P 92.5 92.5 83.3 89.5
R 9.5 7.4 6.5 7.8
F1 17.2 13.8 12.0 14.3
nmod
P 91.1 98.7 91.4 93.7
R 11.4 4.4 4.0 6.6
F1 20.2 8.3 7.6 12.1
vobj
P 95.2 80.0 92.7 89.3
R 7.8 7.5 9.2 8.2
F1 14.3 13.8 16.8 15.0
vsubj
P 82.4 78.6 79.2 80.0
R 8.0 10.2 9.6 9.3
F1 14.6 18.1 17.1 16.6
advmod
P 59.2 78.8 83.3 73.8
R 1.2 1.5 1.3 1.3
F1 2.4 2.9 2.6 2.6
average
P 84.1 85.7 86.0 85.3
R 7.6 6.2 6.1 6.6
F1 13.8 11.4 11.2 12.1
ingly, the size of the dictionary does not seem crucial to the results of the base-
line. In this respect, the Spanish-Portuguese results are much better, especially
in terms of recall, than Spanish-English, whose dictionary is more than twice as
large. Also, the Portuguese-English results are slightly better than the Spanish-
Portuguese ones, the latter being obtained using a dictionary built by transitivity.
The use of probabilistic translation dictionaries (Nat) increases the recall by
a factor of more than three when compared to the baseline, but with a cost in
precision, which drops, in average, from 96.5% to 85.3%. However, these differ-
ences allow the Nat approach to obtain much better F-scores than Bas. When
looking at the different collocation patterns, it is worth noting that while amod,
nmod, and vobj have precision values of about 90%, vsubj, and especially adv-
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Table 5: Precision, recall and f-score of DiS system (average is macro-
average).
Pattern ES-PT ES-EN PT-EN average
amod
P 92.9 92.0 90.5 91.8
R 67.8 51.6 49.5 56.3
F1 78.4 64.3 64.0 68.9
nmod
P 93.8 88.0 90.0 90.6
R 64.3 25.0 26.3 38.5
F1 76.3 38.9 40.1 51.9
vobj
P 90.1 84.0 83.9 86.2
R 66.0 48.1 49.9 54.7
F1 76.5 61.2 62.6 66.7
vsubj
P 80.3 81.2 74.1 78.5
R 51.6 41.0 36.1 42.9
F1 62.8 54.5 48.6 55.3
advmod
P 77.6 83.3 67.4 76.1
R 52.2 34.7 24.4 37.1
F1 62.4 49.0 35.8 49.1
average
P 86.9 85.7 81.2 84.6
R 60.4 40.1 37.3 45.9
F1 71.3 53.6 50.2 58.4
mod (also with very low recall values) do not surpass 80% (with one case, ES-PT,
with < 60%). As it will be shown in §4.2, some preprocessing issues might be the
source of the some errors of advmod extractions.
As for the DiS model, its precision is again lower than Bas and very similar
to the Nat approach, with average results of 84.6%. However, the distributional
strategy finds much more bilingual equivalents than the dictionaries, so recall
values increase to an average of more than 45%. Again, vsubj and advmod show
worse precision values than the other three patterns. Besides, the nmod extrac-
tions of the pairs including English have very low recall when compared to the
other results. This might be due to not extracting nouns analyzed as compound
(§3.1). As for the other two methods, the DiS Spanish-Portuguese results are bet-
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ter than the two other language pairs, so the linguistic distance seems to play an
important role in bilingual collocation extraction.
Themethod proposed in this chapter assigns a confidence value (obtained from
the cosine similarity between the vectors of the base and the collocate equiva-
lents) to each bilingual pair of collocations. In this respect, Figure 1 plots the av-
erage performance and confidence curves versus the total number of extracted
pairs. This figure shows that by using a high confidence value (> 90%), it is pos-
sible to extract about 40, 000 bilingual pairs with a high degree of precision. Be-
sides, filtering the extraction with confidence values higher than 90% does not
increase the precision of the system. This suggests that the errors produced in
the most confident pairs arise due to factors other than semantic similarity, such
as different degrees of compositionality.
However, as the confidence value decreases, the precision of the extraction
also gets worse, despite the rise in the number of extractions which involves
higher recall and consequently better f-score.
Finally, all the bilingual collocations extracted by DiS were merged into a sin-
gle list with the three languages, thus obtaining new bilingual equivalents (not ex-
tracted directly by the system) by transitivity.14 This final multilingual resource
has 74, 942 entries, 38, 629 of them with translations in all three languages.
4.2 Error analysis
The manually annotated lists of bilingual collocations were used to perform an
error analysis of the DiS system.These errors were classified in five types depend-
ing on their origin. Table 6 contains, for each error type, the macro-average rates
of each collocation pattern as well as the final distribution of the error typology.
1. Bilingual model (BiModel):Though useful, the bilingual word embedding
approach produces some errors such as the identification of antonyms that
have a similar distribution, which can align opposite collocation equiva-
lents, such as the Portuguese-English pair tecidobase vivocollocate = tissuebase
deadcollocate, instead of living tissue, where the extracted equivalent of the
collocate vivo (‘living’ – in this context – or ‘alive’, in Portuguese) was dead.
In most cases, however, the system obtained similar (but not synonymous)
collocations, such as chábase pretocollocate ‘black tea’ in Portuguese aligned
to coffeebase blackcollocate ‘black coffee’ in English.
14The merging process obtained 6, 969 new bilingual collocation equivalents not present in the
original extractions, and it also includes more than one translation for some collocations.
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Figure 1: Average precision, recall, f-score, and confidence curves (from
0 to 1) versus total number of extractions of the DiS model.
2. Monolingual extraction (MonoExtract): The extraction of base and col-
locate pairs produced incorrect collocations such as planbase figurecollocate,
instead of obtaining the phrasal verb figure out as collocate.
3. Preprocessing (NLP): Several errors derived from issues produced by the
NLP pipeline, such as POS-tagging or dependency parsing: e.g., painNoun,
endVerbwas labeled as dobj (instead of nsubj). A special case of preprocess-
ing errors was the analysis of some Portuguese and Spanish adverbs end-
ing in –mente (-ly adverbs in English), whose suffix was wrongly removed
during the extraction process: e.g. brutalmente ‘brutally’ → brutal. These
issues – which can be easily corrected – caused the alignment of incorrect
Spanish and Portuguese collocations with English candidates, such as the
Portuguese-English pair matarbase brutalcollocate = killbase brutallycollocate
instead of matarbase brutalmentecollocate = killbase brutallycollocate. This was
the main source of errors of the advmod relation.
4. Lemmatization and gender (Gender): The lemmatization of some words
differs from language to language, so working with lemmas instead of
tokens also might involve some errors. For instance, the Spanish word
hija ‘daughter’ is lemmatized as hijo ‘son’ (also in Portuguese: filha, filho),
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while in English son and daughter appear as different entries. Thus, some
bilingual collocations differ in the gender of their bases, such as the Spanish-
English pair hijobase encantadorcollocate = daughterbase lovelycollocate instead
of hijobase encantadorcollocate=sonbase lovelycollocate.
5. Other errors (Other): Some other errors were caused by mixed languages
in the original corpus. For example, the verb form are, in English, was ana-
lyzed as a form of the verb arar ‘to plow’ in Spanish. Some errors also arose
from noise and misspellings in the corpora (proper nouns with lowercase
letters, etc.).
It is worth mentioning that, in general, the error type distribution was simi-
lar across the different collocation patterns, showing much higher variation be-
tween different patterns of the same language pair. For instance, the distribution
of Spanish-English amod errors is similar to the Portuguese-English amod one,
while the typology of the Spanish-Portuguese nmod errors is different to those
of Spanish-Portuguese amod equivalents.
Table 6: Error rate of each of the defined error types of DiS system
(average is macro-average).
Type amod nmod vobj vsubj advmod average
BiModel 70.57 93.52 59.23 45.74 32.61 60.33
MonoExtract 0 0 21.43 21.85 44.94 17.64
NLP 8.34 0 16.96 11.48 20.49 11.45
Gender 21.10 2.78 2.38 19.07 0 9.07
Other 0 3.70 0 1.85 1.96 1.50
Among the different errors produced by the presented method, an interest-
ing case are incongruent collocations (Nesselhauf 2003). These expressions are
those where the translation of both elements is not coherent, such as the English-
Portuguese pair requirementbase meetcollocate = condição base cumprircollocate, in
which the verb to meet is usually translated into Portuguese as conhecer, not
as cumprir. For these collocation equivalents to be correctly extracted by our
method, they should appear with some frequency in the training corpus, which
is not always the case. This fact may lead us to explore new compositional mod-
els, aimed at learning the distribution of the whole collocation, and not of its
constituents, in further work.
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4.3 Comparable corpora
A final experiment was carried out in order to find out (i) whether the bilingual
word embeddings – trained on the same parallel corpora as those used for ex-
tracting the collocations – could be successfully applied to align collocations ob-
tained from different resources, and (ii) the performance of the proposed method
on comparable corpora.
Therefore, the same strategy for monolingual collocation extraction was ap-
plied in the Spanish and Portuguese Wikipedia Comparable Corpus 2014.15 Then,
we calculated the semantic similarity between the collocations using the same
word embedding models as in the previous experiments.
From these corpora, filtered lists of 89, 285 and 140, 900 candidate collocations
in Portuguese and Spanish were obtained, from 140M, and 80M of tokens respec-
tively. From the 59, 507 bilingual collocations obtained by the DiS approach, 150
Spanish-Portuguese pairs were randomly selected and evaluated.
The precision of the extraction was 87.25%, with a recall of 58.15% (again com-
puted using the whole set of monolingual collocations), and 69.79% f-score.These
results are in line with those obtained on the OpenSubtitles Spanish-Portuguese
pair (about 2% lower), so the method works well on different corpora and do-
mains. It is worth noting that 49, 259 of the extracted collocation equivalents
(83%) had not been retrieved from the OpenSubtitles corpus.
This last experiment shows that (i) the bilingual word embeddings can be used
to identify collocation equivalents in different corpora than those used for train-
ing, and that (ii) they can also be applied to corpora of different domains to obtain
previously unseen multilingual collocations.
5 Conclusions
This chapter presents a new strategy to automatically discover multilingual col-
location equivalents from both parallel and comparable corpora. First, monolin-
gual collocation candidates of five different patterns are extracted using syntactic
analysis provided by harmonized UD annotation, together with a combination of
standard association measures. Besides, bilingual word embeddings are trained
on lemmatized parallel corpora. These bilingual models are then used to find
distributional equivalents of both the base and the collocate of each source col-
location in the target language.
The performed experiments, using noisy parallel corpora in three languages,




with reasonable recall values. A systematic comparison to translation dictionar-
ies pointed out that the distributional approach achieves similar precision results
with much higher recall values than the probabilistic dictionaries. Furthermore,
the evaluation showed that setting up a confidence value as a threshold is use-
ful for retaining only high-quality bilingual equivalents, which could benefit the
work on multilingual lexicography.
Finally, preliminary tests using comparable corpora suggested that the bilin-
gual word embeddings can be efficiently applied to different corpora than those
used for training, discovering new bilingual collocations not present in the orig-
inal resources.
The multilingual resources generated by the proposed method can be used
in several scenarios in which MWEs play an important role, such as machine
translation or second language learning. In this respect, corpora from various
registers and linguistic varieties could be used in order to obtain a wider diversity
of collocation equivalents that can be useful for different purposes.
The work presented in this chapter enables us to propose a number of direc-
tions for further work. First, the results of the error analysis should be taken into
account in order to reduce both the issues produced by the NLP pipeline, and
those which arise from the word embedding models. On the one hand, under-
standing collocations as directional combinations may lead us to evaluate other
associationmeasures which are not symmetrical, e.g.,Delta-P. On the other hand,
it could be interesting to evaluate other approaches for the alignment of bilingual
collocations which make use of better compositionality models, and which effec-
tively learn the semantic distribution of collocations as single units, in order to
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Semantic idiomaticity is the extent to which the meaning of a multiword expres-
sion (MWE) cannot be predicted from the meanings of its component words. Much
work in natural language processing on semantic idiomaticity has focused on com-
positionality prediction, wherein a binary or continuous-valued compositionality
score is predicted for an MWE as a whole, or its individual component words. One
source of information for making compositionality predictions is the translation
of an MWE into other languages. This chapter extends two previously-presented
studies – Salehi & Cook (2013) and Salehi et al. (2014) – that propose methods for
predicting compositionality that exploit translation information provided by mul-
tilingual lexical resources, and that are applicable to many kinds of MWEs in a
wide range of languages. These methods make use of distributional similarity of
an MWE and its component words under translation into many languages, as well
as string similarity measures applied to definitions of translations of an MWE and
its component words. We evaluate these methods over English noun compounds,
English verb-particle constructions, and German noun compounds. We show that
the estimation of compositionality is improved when using translations into multi-
ple languages, as compared to simply using distributional similarity in the source
language. We further find that string similarity complements distributional simi-
larity.
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1 Compositionality of MWEs
Multiword expressions (hereafter MWEs) are combinations of words which are
lexically, syntactically, semantically or statistically idiosyncratic (Sag et al. 2002;
Baldwin & Kim 2010). Much research has been carried out on the extraction and
identification of MWEs1 in English (Schone & Jurafsky 2001; Pecina 2008; Fazly
et al. 2009) and other languages (Dias 2003; Evert & Krenn 2005; Salehi et al.
2012). However, considerably less work has addressed the task of predicting the
meaning of MWEs, especially in non-English languages. As a step in this direc-
tion, the focus of this study is on predicting the compositionality of MWEs.
An MWE is fully compositional if its meaning is predictable from its compo-
nent words, and it is non-compositional (or idiomatic) if not. For example, stand
up “rise to one’s feet” is compositional, because its meaning is clear from the
meaning of the components stand and up. However, the meaning of strike up “to
start playing” is largely unpredictable from the component words strike and up.
In this study, following McCarthy et al. (2003) and Reddy et al. (2011), we con-
sider compositionality to be graded, and aim to predict the degree of compositio-
nality. For example, in the dataset of Reddy et al. (2011), climate change is judged
to be 99% compositional, while silver screen is 48% compositional and ivory tower
is 9% compositional. Formally, we model compositionality prediction as a regres-
sion task.
An explicit handling ofMWEs has been shown to be useful in NLP applications
(Ramisch 2012). As an example, Carpuat & Diab (2010) proposed two strategies
for integrating MWEs into statistical machine translation. They show that even
a large scale bilingual corpus cannot capture all the necessary information to
translate MWEs, and that in adding the facility to model the compositionality
of MWEs into their system, they could improve translation quality. Acosta et al.
(2011) showed that treating non-compositional MWEs as a single unit in infor-
mation retrieval improves retrieval effectiveness. For example, while searching
for documents related to ivory tower , we are almost certainly not interested in
documents relating to elephant tusks.
Our approach is to use a large-scale multi-way translation lexicon to source
translations of a given MWE and each of its component words, and then model
the semantic similarity between each component word and the MWE.2 We con-
sider similarity measures based on distributional similarity from monolingual
1In this chapter, we follow Baldwin & Kim (2010) in considering MWE “identification” to be a
token-level disambiguation task, and MWE “extraction” to be a type-level lexicon induction
task.
2Note that we will always assume that there are two component words, but the method is easily
generalisable to MWEs with more than two components.
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mwe component1 component2




Figure 1: Outline of our approach to computing the similarity of trans-
lations of anMWEwith each of its component words, for a given target
language. sim𝑖 is the similarity between the first or second componentof the MWE, and the MWE itself, based on either string or distribu-
tional similarity, as measured using language 𝑖.
corpora for the source language and each of the target languages, as well as string
similarity measures applied to definitions of translations of an MWE and its com-
ponent words as shown in Figure 1. We then consider a variety of approaches to
combining similarity scores from the various languages to produce a final compo-
sitionality score for the source language expression, as illustrated in Figure 2. We
hypothesise that by using multiple translations we will be able to better predict
compositionality, and that string similarity measures will complement distribu-
tional similarity. Our results confirm our hypotheses, and we further achieve
state-of-the-art results over two compositionality prediction datasets.
This chapter combines two previous works – Salehi & Cook (2013) and Salehi
et al. (2014) – and extends them in the following ways:
• two new string similarity measures in §4.1.1;
• updated results in §4.2 for the method of Salehi & Cook (2013) such that
they are now comparable with the results of the method of Salehi et al.
(2014) in §6 – previously these results were not comparable because they
used different cross-validation folds during evaluation;
• new results for a dataset of German noun compounds based on the string
similarity methods in §4.2;
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component1 scores for each language component2 scores for each language
mean = 𝑓1 mean = 𝑓1
𝑠1 𝑠2
𝑓2(𝑠1, 𝑠2) = 𝛼𝑠1 + (1 − 𝛼)𝑠2
compositionality score (𝑠3)
Figure 2: Outline of the method for combining similarity scores from
multiple languages, across the components of the MWE.
• additional error analysis in §4.2.1 for English verb-particle constructions;
• two new translation-based similarity approaches, and results for thesemeth-
ods, in §4.2.2;
• experiments considering an alternative translation dictionary in §5;
• analysis of the impact of window size on the distributional similarity ap-
proach in §6.1.1.
2 Related work
Most recent work on predicting the compositionality of MWEs can be divided
into two categories: language/construction-specific and general-purpose. This
can be at either the token-level (over token occurrences of an MWE in a corpus)
or type-level (over the MWE string, independent of usage). The bulk of work on
compositionality has been language/construction-specific and operated at the
token-level, using dedicated methods to identify instances of a given MWE, and
specific properties of the MWE in that language to predict compositionality (Lin
1999; Kim & Baldwin 2007; Fazly et al. 2009).
General-purpose token-level approaches such as distributional similarity have
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been commonly applied to infer the semantics of a word/MWE (Schone & Ju-
rafsky 2001; Baldwin et al. 2003; Reddy et al. 2011). These techniques are based
on the assumption that the meaning of a word is predictable from its context
of use, via the neighbouring words of token-level occurrences of the MWE. In
order to predict the compositionality of a given MWE using distributional simi-
larity, the different contexts of the MWE are compared with the contexts of its
components, and the MWE is considered to be compositional if the MWE and
component words occur in similar contexts.
Identifying token instances of MWEs is not always easy, especially when the
component words do not occur sequentially. For example, consider put on in put
your jacket on, and put your jacket on the chair . In the first example put on is an
MWE, while in the second example, put on is a simple verb with prepositional
phrase and not an instance of an MWE. Moreover, if we adopt a conservative
identification method, the number of token occurrences will be limited and the
distributional scores may not be reliable. Additionally, for morphologically-rich
languages, it can be difficult to predict the different word forms a given MWE
type will occur across, posing a challenge for our requirement of no language-
specific preprocessing.
Pichotta & DeNero (2013) proposed a token-based method for identifying En-
glish phrasal verbs based on parallel corpora for 50 languages. They show that
they can identify phrasal verbs better when they combine information from mul-
tiple languages, in addition to the information they get from a monolingual cor-
pus. This finding lends weight to our hypothesis that using translation data and
distributional similarity from each of a range of target languages, can improve
compositionality prediction. Having said that, the general applicability of their
method is questionable – there are many parallel corpora involving English, but
for other languages, this tends not to be the case.
In the literature, compositionality has been viewed as either compositionality
of the whole MWE as one unit (McCarthy et al. 2003; Venkatapathy & Joshi 2005;
Katz 2006; Biemann & Giesbrecht 2011; Farahmand et al. 2015), or compositiona-
lity relative to each component (Reddy et al. 2011; Hermann et al. 2012; Schulte
imWalde et al. 2013). There have also been studies which focus only on one com-
ponent of the MWE. For example, Korkontzelos & Manandhar (2009) induce the
most probable sense of an MWE first, and then measure the semantic similarity
between the MWE and its semantic head. This approach of considering only the
head component has been shown to be quite accurate for English verb-particle
constructions (Bannard et al. 2003). However, this might not always be the case.
For example, as shown in Reddy et al. (2011), the compositionality of the first
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noun (the modifier) has more impact than the second noun (the head) for En-
glish noun compounds.
Elsewhere, a lot of work has been done on specific types of MWE in specific
languages. In English, studies have been done specifically on VPCs (McCarthy
et al. 2003; Bannard et al. 2003), verb+noun MWEs (Venkatapathy & Joshi 2005;
McCarthy et al. 2007; Fazly et al. 2009), noun compounds (Reddy et al. 2011),
and adjective+noun compounds (Vecchi et al. 2011). There have also been studies
focusing on a specific language other than English, such as Arabic (Saif et al. 2013)
and German (Schulte im Walde et al. 2013). This chapter investigates language
independent approaches applicable to any type of MWE in any language.
3 Resources
In this section, we describe the datasets used to evaluate our method and the
multilingual dictionary it requires.These are the same resources as used by Salehi
& Cook (2013) and Salehi et al. (2014).
3.1 Datasets
We evaluate our proposedmethod over three datasets (two English, one German),
as described below.
3.1.1 English noun compounds (ENC)
Our first dataset is made up of 90 binary English noun compounds, from thework
of Reddy et al. (2011). Each noun compound was annotated by multiple annota-
tors using the integer scale 0 (fully non-compositional) to 5 (fully compositional).
A final compositionality score was then calculated as the mean of the scores from
the annotators. If we simplistically consider 2.5 as the threshold for compositio-
nality, the dataset is relatively well balanced, containing 48% compositional and
52% non-compositional noun compounds.
Spearman correlation was used to get an estimate of inter-annotator agree-
ment. The average correlation for compound compositionality was 𝜌 = 0.522.
This score was slightly higher for the compositionality of components (𝜌 = 0.570
for the first component and 𝜌 = 0.616 for the second component).
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3.1.2 English verb-particle constructions (EVPC)
The second dataset contains 160 English verb-particle constructions (VPCs), from
the work of Bannard (2006). In this dataset, a verb-particle construction consists
of a verb (the head) and a prepositional particle (e.g. hand in, look up or battle
on). For each component word (the verb and particle, respectively), multiple an-
notators were asked whether the VPC entails the component word. In order to
translate the dataset into a regression task, we calculate the overall compositio-
nality as the number of annotations of entailment for the verb, divided by the
total number of verb annotations for that VPC. That is, following Bannard et al.
(2003), we only consider the compositionality of the verb component in our ex-
periments. The Kappa score between the multiple annotators is 0.372 for verb
and 0.352 for the particle component.
3.1.3 German noun compounds (GNC)
Our final dataset is made up of 246 German noun compounds (von der Heide &
Borgwaldt 2009; Schulte im Walde et al. 2013). Multiple annotators were asked
to rate the compositionality of each German noun compound on an integer scale
of 1 (non-compositional) to 7 (compositional). The overall compositionality score
is then calculated as the mean across the annotators. Note that the component
words are provided as part of the dataset, and that there is no need to perform
decompounding. This dataset is significant as it is non-English and because of
the fact that German has relatively rich morphology, which we expect to impact
on the identification of both the MWE and the component words.
3.2 Multilingual dictionary
To translate the MWEs and their components, we use PanLex (Baldwin et al.
2010). This online dictionary is massively multilingual, covering more than 1353
languages. The translations are sourced from handmade electronic dictionaries.
It contains lemmatised words and MWEs in a large variety of languages, with
lemma-based (and less frequently sense-based) links between them.
For each MWE dataset (see §3.1), we translate each MWE, and its component
words, from the source language into many target languages. These translations
will be used in §4 and §6. In instances where there is no direct translation in a
given language for a term, we use a pivot language to find translation(s) in the
target language. For example, the English noun compound silver screen has direct
translations in only 13 languages in PanLex, including Vietnamese (màn bac) but
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not French. There is, however, a translation of màn bac into French (cinéma),
allowing us to infer an indirect translation between silver screen and cinéma. In
this way, if there are no direct translations into a particular target language, we
search for a single-pivot translation via each of our other target languages, and
combine them all together as our set of translations for the target language of
interest.
4 String similarity
In this section we present our string similarity-based method for predicting com-
positionality, followed by experimental results using this method. This section
extends Salehi & Cook (2013) as described in §1.
4.1 Compositionality prediction based on string similarity
We hypothesize that compositional MWEs are more likely to be word-for-word
translations in a given language than non-compositional MWEs. Hence, if we
can locate the translations of the components in the translation of the MWE, we
can deduce that it is compositional. As an example of our method, consider the
English-to-Persian translation of kick the bucket as a non-compositional MWE
and make a decision as a semi-compositional MWE (Table 1).3 By locating the
translation of decision (tasmim) in the translation of make a decision (tasmim
gereftan), we can deduce that it is semi-compositional. However, we cannot locate
any of the component translations in the translation of kick the bucket. Therefore,
we conclude that it is non-compositional. Note that in this simple example, the
match is word-level, but that due to the effects of morphophonology, the more
likely situation is that the components don’t match exactly (as we observe in the
case of khadamaat and khedmat for the public service example), which motivates
our use of string similarity measures which can capture partial matches.
4.1.1 String similarity measures
We consider the following string similarity measures to compare the translations.
In each case, we normalize the output value to the range [0, 1], where 1 indicates
identical strings and 0 indicates completely different strings. We will indicate the
translation of the MWE in a particular language 𝑡 as mwe𝑡 , and the translation
of a given component in language 𝑡 as component𝑡 .
3Note that the Persian words are transliterated into English for ease of understanding.
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Table 1: English MWEs and their components with their translation in
Persian. Direct matches between the translation of an MWE and its
components are shown in bold; partial matches are shown in italics.
English Persian translation








public service khadamaat omumi
public omumi
service khedmat
Longest common substring (LCS): TheLCSmeasure finds the longest common
substring between two strings. For example, the LCS between ABABC and BABCAB




Levenshtein (LEV1): The Levenshtein distance calculates the number of basic
edit operations required to transform one word into the other. Edits consist of




Levenshtein with substitution penalty (LEV2): One well-documented feature
of Levenshtein distance (Baldwin 2009) is that substitutions are in fact the com-
bination of an addition and a deletion, and as such can be considered to be two
edits. Based on this observation, we experiment with a variant of LEV1 with this
penalty applied for substitutions. Similarly to LEV1, we normalize as follows:
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1 − LEV2(mwe
𝑡 , component𝑡)
len(mwe𝑡) + len(component𝑡) (13.3)
Smith Waterman (SW): This method is based on the Needleman-Wunsch al-
gorithm,4 and was developed to locally-align two protein sequences (Smith &
Waterman 1981). It finds the optimal similar regions by maximizing the number
of matches and minimizing the number of gaps necessary to align the two se-
quences. For example, the optimal local sequence for the two sequences below is
AT−−ATCC, in which “−” indicates a gap:
Seq1: ATGCATCCCATGAC
Seq2: TCTATATCCGT
As the example shows, it looks for the longest common string but has a built-in
mechanism for including gaps in the alignment (with penalty).This characteristic
of SW might be helpful in our task, because there may be morphophonological
variations between the MWE and component translations (as seen above in the
public service example). We normalize SW similarly to LCS:
len(alignedSequence)
min(len(mwe𝑡), len(component𝑡)) (13.4)
The aligned sequence is the combination of the common characters in the optimal
local sequence we found using SW. In the above example, the aligned sequence
is ATATCC.
Jaccard and Dice similarity: For further analysis, we experiment with Jaccard
and Dice similarity, which are well-known for measuring the similarity between
two sentences or bodies of text (Gomaa & Fahmy 2013). Both methods view the
texts as sets of words, with similarity based on the size of the intersection be-
tween the sets, but differ in the way they are normalized. In our case, we expect
relatively low overlap at the word level due to morphophonology, and therefore
4The Needleman-Wunsch (NW) algorithm was designed to align two sequences of amino-acids
(Needleman & Wunsch 1970). The algorithm looks for the sequence alignment which maxi-
mizes the similarity. As with the LEV score, NW minimizes edit distance, but also takes into
account character-to-character similarity based on the relative distance between characters on
the keyboard. We exclude this score because it is highly similar to the LEV scores and we did
not obtain encouraging results using NW in our preliminary experiments.
352
13 Exploiting multilingual lexical resources to predict MWE compositionality
calculate Jaccard (J) and Dice (D) at the character- instead of word-level as fol-
lows:
𝐽 = |mwe
𝑡 ∩ component𝑡 |
|mwe𝑡 | + |component𝑡 | − |mwe𝑡 ∩ component𝑡 | (13.5)
𝐷 = 2 ∗ |mwe
𝑡 ∩ component𝑡 |
|component𝑡 | + |mwe𝑡 | (13.6)
4.1.2 Calculating compositionality
Given the string similarity scores calculated between the translations for a given
component word and the MWE, we need some way of combining scores across
component words. First, we measure the compositionality of each component
within the MWE (𝑠1 and 𝑠2):
𝑠1 = 𝑓1(sim1(𝑤1,mwe), ..., sim𝑖(𝑤1,mwe)) (13.7)
𝑠2 = 𝑓1(sim1(𝑤2,mwe), ..., sim𝑖(𝑤2,mwe)) (13.8)
where sim is a similarity measure, sim𝑖 indicates that the calculation is based on
translations in language 𝑖, and 𝑓1 is a score combination function.
Then, we compute the overall compositionality of the MWE (𝑠3) from 𝑠1 and
𝑠2 using 𝑓2:
𝑠3 = 𝑓2(𝑠1, 𝑠2) (13.9)
Since we often have multiple translations for a given component word/MWE in
PanLex, we exhaustively compute the similarity between each MWE translation
and component translation, and use the highest similarity as the result of sim𝑖 .
If an instance does not have a direct/indirect translation in PanLex, we assign
a default value, which is the mean of the highest and lowest annotation score
for the dataset under consideration. Note that word order is not an issue in our
method, as we calculate the similarity independently for each MWE component.
We consider simple functions for 𝑓1 such as mean, median, product, minimum
and maximum. 𝑓2 was selected to be the same as 𝑓1 in all situations, except when
we use mean for 𝑓1. Here, following Reddy et al. (2011), we experimented with
weighted mean:
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𝑓2(𝑠1, 𝑠2) = 𝛼𝑠1 + (1 − 𝛼)𝑠2 (13.10)
Based on 3-fold cross-validation, we chose 𝛼 = 0.7 for ENC.5 We found 𝛼 = 0.7
is also optimal for GNC.
Since we do not have judgements for the compositionality of the full VPC in
EVPC (we instead have separate judgements for the verb and particle), we cannot
use 𝑓2 for this dataset. Bannard et al. (2003) observed that nearly all of the verb-
compositional instances were also annotated as particle-compositional by the
annotators. In line with this observation, we use 𝑠1 (based on the verb) as the
compositionality score for the full VPC.
4.1.3 Language selection
Our method is based on the translation of an MWE into many languages. First,
we chose 54 languages for which relatively large corpora were available.6 The
coverage, or the number of instances which have direct/indirect translations in
PanLex, varies from one language to another. In preliminary experiments, we no-
ticed that there is a high correlation (between roughly 𝑟 = 0.6 and 0.8 across the
three datasets) between the usefulness of a language and its translation coverage
on MWEs. Therefore, we excluded languages with MWE translation coverage of
less than 50%. Based on nested 10-fold cross-validation in our experiments, we
select the 10 most useful languages for each cross-validation training partition,
based on the Pearson correlation between the given scores in that language and
human judgements.7 The 10 best languages are selected based only on the train-
ing set for each fold. (The languages selected for each fold will later be used to
predict the compositionality of the items in the testing portion for that fold.)
4.2 Results
As mentioned above, we perform nested 10-fold cross-validation to select the 10
best languages on the training data for each fold. The selected languages for a
given fold are then used to compute 𝑠1 and 𝑠2 (and 𝑠3 for NCs) for each instance
5We considered values of 𝛼 from 0 to 1, incremented by 0.1.
6In §6 these corpora will be used to compute distributional similarity. Note that the string sim-
ilarity methods of interest here do not rely on the availability of large corpora.
7Note that for VPCs, we calculate the compositionality of only the verb part, because we don’t
have the human judgements for the whole VPC.
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Table 2: Correlation (𝑟 ) on each dataset, for each string similarity mea-
sure. The best correlation for each dataset is shown in boldface.
Method ENC EVPC GNC
SW 0.644 0.349 0.379
LCS 0.644 0.385 0.372
LEV1 0.502 0.328 0.318
LEV2 0.566 0.327 0.389
Jaccard 0.474 0.335 0.299
Dice 0.557 0.331 0.370
Unsupervised (family) 0.556 0.257 0.164
Unsupervised (coverage) 0.642 0.323 0.343
in the test set for that fold. The scores are compared with human judgements
using Pearson’s correlation.
We experimented with five functions for 𝑓1, namely mean, median, product,
maximum and minimum. Among these functions, mean performed consistently
better than the others, and as such we only present results using mean in Table 2.
For ENC, LCS and SW perform best, while for EVPC, LCS performs best with
SW being the next best measure. Both LCS and SW look for a sequence of similar
characters, unlike LEV1 and LEV2, which are not affected by match contiguity.
For GNC, LEV2, SW and LCS perform better than LEV1. However, unlike the
other two datasets, LEV2 is the best performingmethod, and SW is slightly better
than LCS.
For all datasets, Jaccard and Dice performworse than SW and LCS.This shows
that, despite being useful in measuring the similarity between sentences, these
two measures do not perform well in this compositionality prediction task. The
relatively poor performance of these measures could be because, unlike the other
measures, Jaccard and Dice are calculated independently of the order of charac-
ters. Dice performs better than Jaccard for ENC andGNC, while Jaccard performs
slightly better than Dice for EVPC.
The results support our hypothesis that using multiple target languages rather
than one, results in a more accurate prediction of MWE compositionality. Our
best result using the 10 selected languages on ENC is 𝑟 = 0.644, as compared
to the best single-language correlation of 𝑟 = 0.543 for Portuguese. On EVPC,
the best LCS result for the verb component is 𝑟 = 0.385, as compared to the
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best single-language correlation of 𝑟 = 0.342 for Lithuanian. For GNC, the best
correlation of 𝑟 = 0.389 is well above the highest correlation of a single language
of roughly 𝑟 = 0.32.
In §6 we will combine this string similarity approach with an approach based
on distributional similarity, and compare it against a baseline and state-of-the-art
approaches.
4.2.1 Error analysis
We analysed items in ENC which have a high absolute difference (more than
2.5) between the human annotation and our scores (using LCS and mean). The
words are cutting edge, melting pot, gold mine and ivory tower , which are non-
compositional according to ENC. After investigating their translations, we came
to the conclusion that the first three MWEs have word-for-word translations in
most languages. Hence, they disagree with our hypothesis that word-for-word
translation is a strong indicator of compositionality. The word-for-word transla-
tions might be because of the fact that they have both compositional and non-
compositional senses, or because they are calques (loan translations). However,
we have tried to avoid such problems with calques by using translations into
several languages.
For ivory tower (“a state of mind that is discussed as if it were a place”)8 we no-
ticed that we have a direct translation into 13 languages. Other languages have in-
direct translations. By checking the direct translations, we noticed that, in French,
the MWE is translated to tour and tour d’ivoire. A noisy (wrong) translation of
tour “tower” resulted in wrong indirect translations for ivory tower and an in-
flated estimate of compositionality.
We repeat the same error analysis for the EVPC dataset. The items with a high
difference between the human annotation and our scores are: carry out, drop
out, get in, carry away, wear down and turn on. All of these items are annotated
as non-compositional. These VPCs also have a compositional sense beside the
non-compositional meaning. Also, as with the ENC dataset, we have problems
of calques. For example, drop out when translated to German (ausfallen) includes
the word fallen, which is one of the translations of drop.
4.2.2 Unsupervised approach
The proposed translation-based string similarity approach has been supervised
so far, in that the best target languages are selected based on training data. In this
8This definition is from Wordnet 3.1.
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section, we propose two unsupervised approaches in which: (1) only the target
languages of the same language family as the source language are considered;
and (2) only the 10 target languages with the highest translation coverage are
considered.
Languages of the same family: We hypothesize that translations into target
languages in the same language family as the source language might be partic-
ularly useful for compositionality prediction for MWEs in the source language.
To test this hypothesis, we consider an unsupervised approach in which only
languages in the same family as the source language are used when computing
the compositionality scores.
In this unsupervised approach, LCS scores of the languages of the same fam-
ily as the source language (here Germanic, for both the English and German
datasets) are considered. The Germanic languages among our 54 languages are:
English, German, Danish, Dutch, Icelandic, Luxembourgish, Norwegian and Swe-
dish.
Results for this unsupervised approach are shown in Table 2 (“Unsupervised
(family)”). This approach performs substantially worse than the corresponding
supervised approach based on LCS, for each dataset. This drop in performance
could be because almost none of the 10 best languages selected in the supervised
approach are in the same language family as the source language. The shared
languages between the supervised approach and this approach are Dutch and
Norwegian for ENC, English for GNC. There is no shared language between the
two approaches when using EVPC.
Languages with the highest translation coverage: In the proposed supervised
setup, the best target languages are those whose scores have the highest correla-
tion with gold-standard annotations. According to our experiments, we showed
that there is a strong correlation between being a good language for this com-
positionality prediction task and its coverage in PanLex (in the range of roughly
0.6 < 𝑟 < 0.8 across the three datasets). In other words, the target languages to
which most of the source language MWEs have a translation in PanLex, result in
higher correlation for compositionality prediction.
We now consider an unsupervised approach, in which only the 10 target lan-
guages with the highest translation coverage are considered. The results of this
unsupervised approach, again using LCS, are shown in Table 2 (“Unsupervised
(coverage)”). According to the results, despite the lower correlation scores for
the proposed unsupervised method, this method is comparable to the supervised
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Table 3: The 10 languages with the highest translation coverage for
ENC, EVPC and GNC. Languages also selected by the supervised ap-












approach.Therefore, in the case of not having a training set for a group of MWEs
(no matter in what language or what type of MWE), we suggest using the target
languages to which the majority of those MWEs have a translation.
The 10 languages with highest correlation for ENC, EVPC and GNC are shown
in Table 3. There is some overlap between the list of languages with the highest
coverage and the 10 best languages selected in our supervised approach, as shown
in boldface for each dataset.
5 An alternative multilingual dictionary
In this section we consider the same string similarity-based approach to predict-
ing compositionality as in §4.1, but using an alternative multilingual dictionary
to PanLex, specifically dict.cc.9
dict.cc is a translation dictionary that provides translations for both English
and German into 26 languages spoken in Europe. It is a crowd-sourced dictio-
nary, with translations being contributed, and refined, by users. Due to the rel-
atively small number of languages it covers, relying on dict.cc goes against our
goals of developing compositionality prediction methods that are applicable to
any language; we could not use dict.cc to predict the compositionality of, for
example, a French MWE, because translations are not available for French into
many languages (only English and German). Nevertheless, by considering the
9https://www.dict.cc/
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Table 4: Correlation (𝑟 ) on each dataset, for each string similarity mea-
sure, using dict.cc and PanLex as the translation dictionary. The best
correlation for each dataset is shown in boldface.
Dictionary Method ENC EVPC GNC
dict.cc
SW .269 .217 .514
LCS .251 .262 .523
LEV1 .181 .161 .482
LEV2 .163 .189 .474
Jaccard .158 .127 .442
Dice .230 .192 .420
PanLex
SW .559 .294 .270
LCS .551 .276 .290
LEV1 .388 .274 .276
LEV2 .512 .281 .262
Jaccard .459 .241 .267
Dice .541 .235 .197
use of an alternative translation dictionary (which is applicable to the English
and German datasets we use for evaluation) we can learn whether our approach
to predicting compositionality implicitly relies on information particular to Pan-
Lex, or whether an alternative dictionary can be substituted in its place.
We chose target languages available in dict.cc that overlap with the set of 54
target languages used in experiments with PanLex in §4.1. This resulted in 22 tar-
get languages. We introduced this restriction, as opposed to using all languages
available in dict.cc, to allow us to compare PanLex and dict.cc when using the
exact same set of target languages.
Results for the string similarity-based approach to predicting compositionality,
using dict.cc and PanLex, each with the same 22 target languages, are shown in
Table 4. The 10 best languages are selected using the same method as in §4.1.3.
For each translation dictionary and dataset, the best method is always one
of either SW or LCS, and in many cases these are the top two methods (with
the exceptions being EVPC and GNC using PanLex). These methods were also
found to perform well in §4.2 when using PanLex and 54 target languages. This
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Figure 3: Boxplots showing the percentage of expressions in each
dataset covered by dict.cc and PanLex, over the 22 target languages.
demonstrates that the methods are robust to the choice of specific translation
dictionary, and when the number of target languages is substantially reduced.
There are, however, substantial differences between the results using different
translation dictionaries. For any combination of dataset and method, the results
using PanLex are always better than those using dict.cc for ENC and EVPC, while
for GNC, the results using dict.cc are always better. To understand why this is
the case, for each dataset and dictionary, and for each of the 22 target languages,
we computed the proportion of expressions for which translations are available.
Boxplots illustrating these findings are shown in Figure 3. On average across the
target languages, many more expressions are covered by PanLex than dict.cc for
ENC and EVPC, while for GNC the coverage is higher for dict.cc. For example,
according to Figure 3, for EVPC the coverage for almost all of the 22 target lan-
guages is close to 100% in PanLex.
Because it in keeping with our goal of building methods for compositionality
prediction that are applicable to any language, and because it gives the best re-
sults in two out of three cases for the datasets used for evaluation, we will only
consider PanLex as the translation dictionary for the remainder of this chapter.
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6 Distributional similarity
In this section we describe a method for predicting compositionality based on
the same framework as in §4, but using distributional similarity instead of string
similarity. This section extends Salehi et al. (2014) as described in §1.
6.1 Compositionality prediction based on distributional similarity
To predict the compositionality of a given MWE, we first measure the semantic
similarity between the MWE and each of its component words using distribu-
tional similarity based on a monolingual corpus in the source language. We then
repeat the process for translations of the MWE and its component words into
each of a range of target languages, calculating distributional similarity using
a monolingual corpus in the target language. We additionally use supervised
learning to identify which target languages (or what weights for each language)
optimise the prediction of compositionality. We hypothesise that by using mul-
tiple translations – rather than only information from the source language – we
will be able to better predict compositionality. We further optionally combine
our proposed approach with the LCS-based string similarity method from §4.
Below, we detail our method for calculating distributional similarity in a given
language, the different methods for combining similarity scores into a single es-
timate of compositionality, and finally the method for selecting the target lan-
guages to use in calculating compositionality.
6.1.1 Calculating distributional similarity
We collected monolingual corpora for each of the 52 languages (51 target lan-
guages + 1 source language) from XML dumps of Wikipedia. These languages are
based on the 54 target languages used in §4, excluding Spanish because we hap-
pened not to have a dump of Spanish Wikipedia, and also Chinese and Japanese
because of the need for a language-specific word tokeniser.The raw corpora were
preprocessed using the WP2TXT toolbox10 to eliminate XML tags, HTML tags
and hyperlinks, and then tokenisation based on whitespace and punctuation was
performed. The corpora vary in size from roughly 750M tokens for English, to
roughly 640K tokens for Marathi.
In order to be consistent across all languages and to be as language-indepen-
dent as possible, we calculate distributional similarity in the following manner
for a given language.
10http://wp2txt.rubyforge.org/
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Table 5: Results of distributional similarities using 10 best languages
on ENC dataset (𝑁 is window size)
Context window Correlation (𝑟 )
Sentence 0.425
Window (𝑁=3) 0.175
Window (𝑁=3, with positional index) 0.031
Tokenisation is based on whitespace delimiters and punctuation; no lemmati-
sation or case-folding is carried out. Token instances of a given MWE or compo-
nent word are identified by full-token 𝑛-gram matching over the token stream.
We assume that all full stops and equivalent characters for other orthographies
are sentence boundaries, and chunk the corpora into (pseudo-)sentences on the
basis of them. For each language, we identify the 51st–1050th most frequent
words, and consider them to be content-bearing words, in the manner of Schütze
(1997). This is based on the assumption that the top-50 most frequent words are
stop words, and not a good choice of word for calculating distributional similar-
ity over. That is not to say that we can’t calculate the distributional similarity for
stop words, however (as we will for the EVPC dataset) they are simply not used
as the dimensions in our calculation of distributional similarity.
We form a vector of content-bearing words across all token occurrences of the
target word, on the basis of these 1000 content-bearing words. Our preliminary
results on selecting the best context window size are shown in Table 5. Accord-
ing to this table, for predicting the compositionality using the best 10 languages,
the sentence context window results in a higher correlation. We use sentence
boundaries as the context window in the rest of our experiments. According to
Weeds (2003) and Padó & Lapata (2007), using dependency relations with the
neighbouring words of the target word can better predict the meaning of the
target word. However, in line with our assumption of no language-specific pre-
processing, we just use word co-occurrence. Finally, distributional similarity is
calculated over these context vectors using cosine similarity.
6.1.2 Calculating compositionality
The procedure of calculating the compositionality is similar to what we used in
§4.1.2: after translating theMWE and its components intomultiple languages and
measuring the distributional similarity between the translations of theMWE and
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its components (Figure 1), we find the best languages according to the training
set. Then, we combine the scores from those best languages and finally calculate
a combined compositionality score from the individual distributional similarities
between each component word and the MWE. Based on our findings in §4.1.2,
we combine the component scores using the weighted mean (Figure 2):
Compositionality = 𝛼𝑠1 + (1 − 𝛼)𝑠2 (13.11)
where 𝑠1 and 𝑠2 are the scores for the first and the second component, respectively.
We use different 𝛼 settings for each dataset, based on the settings from §4.1.2.
We experiment with a range of methods for calculating compositionality, as
follows:
CSL1: calculate distributional similarity using only distributional similarity in
the source language corpus. (This is the approach used by Reddy et al.
(2011), as discussed in §2.)
CSL2N: exclude the source language and compute the mean of the distributional
similarity scores for the best-𝑁 target languages.The value of𝑁 is selected
according to training data, as detailed in §6.1.3.11
CSL1+L2N: calculate distributional similarity over both the source language (CSL1)
and the mean of the best-𝑁 languages (CSL2N), and combine via the arith-
metic mean.12 This is to examine the hypothesis that using multiple target
languages is better than just using the source language.
CSSVR(L1+L2): train a support vector regressor (SVR: Smola & Schölkopf (2004))
over the distributional similarities for all 52 languages (source and target
languages).
CSstring: calculate string similarity using the LCS-basedmethod of §4. LCS is cho-
sen because, in general, it performs better than the other string similarity
measures.
11In the case that no translation (direct or indirect) can be found for a given source language
term into a particular target language, the compositionality score for that target language is
set to the average across all target languages for which scores can be calculated for the given
term. If no translations are available for any target language (e.g. the term is not in PanLex)
the compositionality score for each target language is set to the average score for that target
language across all other source language terms.
12We also experimented with taking the mean over all the languages – target and source – but
found it best to combine the scores for the target languages first, to give more weight to the
source language.
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CSstring+L1: calculate the mean of the string similarity (CSstring) and distribu-
tional similarity in the source language.
CSall: calculate the mean of the string similarity (CSstring) and distributional sim-
ilarity scores (CSL1 and CSL2N).
6.1.3 Selecting target languages
We experiment with two approaches for combining the compositionality scores
from multiple target languages.
First, in CSL2N (and CSL1+L2N and CSall that build off it), following the ap-
proach from §4.1.3, we use training data to rank the target languages according
to Pearson’s correlation between the predicted compositionality scores and the
gold-standard compositionality judgements. However, in this case, based on this
ranking, we take the best-𝑁 languages (instead of the best-10 languages as in
§4.1.3) and again combine the individual compositionality scores by taking the
arithmetic mean. We select 𝑁 by determining the value that optimises the corre-
lation over the training data. In other words, the selection of 𝑁 and accordingly
the best-𝑁 languages are based on nested cross-validation over training data,
independently of the test data for that iteration of cross-validation.
Second in CSSVR(L1+L2), we take the compositionality scores from the source
and all 51 target languages, combine them into a feature vector, and train an SVR
over the data using LIBSVM.13
6.2 Results
All experiments are carried out using 10 iterations of 10-fold cross validation,
randomly partitioning the data independently on each of the 10 iterations, and
averaging across all 100 test partitions in our presented results (Table 6). In the
case of CSL2N and other methods that make use of it (i.e. CSL1+L2N and CSall),
the languages selected for a given training fold are then used to compute the
compositionality scores for the instances in the test set.
Figure 4 shows histograms of the number of times each 𝑁 is selected over
100 folds on ENC, EVPC and GNC datasets, respectively. From the histograms,
𝑁 = 6, 𝑁 = 15 and 𝑁 = 2 are the most commonly selected settings for ENC,
EVPC and GNC, respectively. That is, multiple languages are generally used, but
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Table 6: Pearson’s correlation on the ENC, EVPC and GNC datasets
Method Summary of the Method ENC EVPC GNC
CSL1 Source language 0.700 0.177 0.141
CSL2N Best-𝑁 target languages 0.434 0.398 0.113
CSL1+L2N Source + best-𝑁 target languages 0.725 0.312 0.178
CSSVR(L1+L2) SVR (Source + all 51 target languages) 0.744 0.389 0.085
CSstring String Similarity 0.644 0.385 0.372
CSstring+L1 CSstring +CSL1 0.739 0.360 0.353
CSall CSL1 + CSL2N + CSstring 0.732 0.417 0.364

















































Figure 4: Histograms displaying how many times a given 𝑁 is selected
as the best number of languages over each dataset. For example, ac-
cording to the GNC chart, there is a peak for 𝑁 = 2, which shows that
over 100 folds, the best-2 languages achieved the highest correlation
on 18 folds.
Further analysis reveals that 32 (63%) target languages for ENC, 25 (49%) target
languages for EVPC, and only 5 (10%) target languages for GNChave a correlation
of 𝑟 ≥ 0.1with gold-standard compositionality judgements. On the other hand, 8
(16%) target languages for ENC, 2 (4%) target languages for EVPC, and no target
languages for GNC have a correlation of 𝑟 ≤ −0.1.
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6.2.1 ENC results
English noun compounds are relatively easy to identify in a corpus,14 because the
components occur sequentially, and the only morphological variation is in noun
number (singular vs. plural). In other words, the precision for our tokenmatching
method is very high, and the recall is also acceptably high. Partly as a result of
the ease of identification, we get a high correlation of 𝑟 = 0.700 for CSL1 (using
only source language data). Using only target languages (CSL2N), the results drop
to 𝑟 = 0.434, but when we combine the two (CSL1+L2N), the correlation is higher
than using only source or target language data, at 𝑟 = 0.725.Whenwe combine all
languages using SVR, we achieve our best results on this dataset of 𝑟 = 0.744, an
improvement over the previous state of the art of Reddy et al. (2011) (𝑟 = 0.714).
These last two results support our hypothesis that using translation data can
improve the prediction of compositionality.The results for string similarity on its
own (CSstring, 𝑟 = 0.644) are slightly lower than those using only source language
distributional similarity, but when combined with CSL1+L2N (i.e. CSall) there is a
slight rise in correlation (from 𝑟 = 0.725 to 𝑟 = 0.732).
6.2.2 EVPC results
English VPCs are hard to identify. As discussed in §2, VPC components may
not occur sequentially, and even when they do occur sequentially, they may not
be a VPC. As such, our simplistic identification method has low precision and
recall (hand analysis of 927 identified VPC instances would suggest a precision of
around 74%). There is no question that this is a contributor to the low correlation
for the source language method (CSL1; 𝑟 = 0.177). When we use target languages
instead of the source language (CSL2N), the correlation jumps substantially to
𝑟 = 0.398.
When we combine English and the target languages (CSL1+L2N), the results are
actually lower than just using the target languages, because of the high weight
on the target language, which is not desirable for VPCs, based on the source lan-
guage results. Even for CSSVR(L1+L2), the results (𝑟 = 0.389) are slightly below
the target language-only results. This suggests that when predicting the compo-
sitionality of MWEs which are hard to identify in the source language, it may
actually be better to use target languages only. The results for string similarity
(CSstring: 𝑟 = 0.385) are similar to those for CSL2N. However, as with the ENC
14Although see Lapata & Lascarides (2003) for discussion of the difficulty of reliably identifying
low-frequency English noun compounds.
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dataset, when we combine string similarity and distributional similarity (CSall),
the results improve, and we achieve the state of the art for the dataset.
In Table 7, we present classification-based evaluation over a subset of EVPC, bi-
narising the compositionality judgements in the manner of Bannard et al. (2003).
Our method achieves state-of-the-art results in terms of overall F-score and ac-
curacy.
Table 7: Results (%) for the binary compositionality prediction task on
the EVPC dataset
Method Precision Recall F-score (𝛽 = 1) Accuracy
Bannard et al. (2003) 60.8 66.6 63.6 60.0
CSstring 86.2 71.8 77.4 69.3
CSall 79.5 89.3 82.0 74.5
6.2.3 GNC results
German is a morphologically-rich language, with marking of number and case
on nouns. Given that we do not perform any lemmatisation or other language-
specific preprocessing, we inevitably achieve low recall for the identification of
noun compound tokens, although the precision should be nearly 100%. Partly
because of the resultant sparseness in the distributional similarity method, the
results for CSL1 are low (𝑟 = 0.141), although they are lower again when using
target languages (𝑟 = 0.113). However, when we combine the source and target
languages (CSL1+L2N) the results improve to 𝑟 = 0.178.The results forCSSVR(L1+L2),
on the other hand, are very low (𝑟 = 0.085). Ultimately, simple string similarity
achieves the best results for the dataset (𝑟 = 0.372), and this result actually drops
slightly when combined with the distributional similarities.
To better understand the reason for the lacklustre results using SVR,we carried
out error analysis and found that, unlike the other two datasets, about half of
the target languages return scores which correlate negatively with the human
judgements. When we filter these languages from the data, the score for SVR
improves appreciably. For example, over the best-3 languages overall, we get a
correlation score of 𝑟 = 0.179, which is slightly higher than CSL1+L2N.
We further investigated the reason for getting very low and sometimes neg-
ative correlations with many of our target languages. We noted that about 24%
of the German noun compounds in the dataset do not have entries in PanLex.
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This contrasts with ENC where only one instance does not have an entry in
PanLex, and EVPC where all VPCs have translations in at least one language
in PanLex. We experimented with using string similarity scores in the case of
such missing translations, as opposed to the strategy described in §3.2. The re-
sults for CSSVR(L1+L2) rose to 𝑟 = 0.269, although this is still below the correlation
for just using string similarity.
Our results on the GNC dataset using string similarity to measure the com-
positionality of the whole compound are competitive with the state-of-the-art
results (𝑟 = 0.45) using a window-based distributional similarity approach over
monolingual German data by adding the modifier and head predictions (Schulte
im Walde et al. 2013).15 Note, however, that their method used part-of-speech in-
formation and lemmatisation, where ours does not, in keepingwith the language-
independent philosophy of this research. Furthermore, as shown in §5, our string
similaritymeasure can be substantially improved onGNC by using amultilingual
dictionary with higher coverage for the expressions in this dataset.
7 Conclusion
This chapter presented an extension of two previous studies – Salehi & Cook
(2013) and Salehi et al. (2014) – that proposed supervised and unsupervised meth-
ods to predict the compositionality of MWEs based onmeasures of string similar-
ity between the translations of anMWE, and translations of its componentwords,
into many target languages, and based on distributional similarity between an
MWE and its component words, both in the original source language and under
translation.
In experiments using the string similarity approach, we showed that informa-
tion from translations into multiple target languages can be effectively combined
to give improvements over using just a single target language. We also showed
that string similarity measures which capture information about character se-
quences perform better than measures that do not. From the experiments on
unsupervised approaches, we learned that languages of the same family as the
source language cannot predict the compositionality of MWEs as well as the lan-
guages for which we have good translations coverage.
For distributional similarity, our experimental results showed that incorpo-
rating information from translations into target languages improved over using
15Additionally, Schulte imWalde et al. (2013) showed that their method achieves the state-of-the-
art results (𝑟 = 0.65) in predicting the compositionality of each individual component within
the compound.
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distributional similarity in just the source language. Furthermore, we learned




enc English Noun Compound dataset of Reddy et al. (2011)
evpc English Verb-Particle Construction dataset of Bannard et al. (2003)
gnc German Noun Compound dataset of Schulte im Walde et al. (2013)
lcs longest common substring
lev1 Levenshtein
lev2 Levenshtein with substitution penalty
sw Smith Waterman algorithm
Acknowledgements
We thank the anonymous reviewers for their valuable comments, and the editors
for their time and effort in compiling this volume.
References
Acosta, Otavio, Aline Villavicencio & Viviane Moreira. 2011. Identification and
treatment of multiword expressions applied to information retrieval. In Pro-
ceedings of the Workshop on Multiword Expressions: From Parsing and Genera-
tion to the Real World (MWE’ 11), 101–109. Association for Computational Lin-
guistics.
Baldwin, Timothy. 2009. The hare and the tortoise: Speed and accuracy in trans-
lation retrieval. Machine Translation 23(4). 195–240.
Baldwin, Timothy, Colin James Bannard, Takaaki Tanaka & Dominic Widdows.
2003. An empirical model of multiword expression decomposability. In Pro-
ceedings of the ACL-2003 Workshop on Multiword Expressions: Analysis, Acqui-
sition and Treatment (MWE ’03), 89–96. Association for Computational Lin-
guistics. DOI:10.3115/1119282.1119294
Baldwin, Timothy & Su Nam Kim. 2010. Multiword expressions. In Nitin In-
durkhya & Fred J. Damerau (eds.), Handbook of Natural Language Processing,
Second edition, 267–292. Boca Raton: CRC Press.
369
Bahar Salehi, Paul Cook & Timothy Baldwin
Baldwin, Timothy, Jonathan Pool & Susan M. Colowick. 2010. PanLex and LEX-
TRACT: Translating all words of all languages of the world. In Proceedings of
the 23rd International Conference on Computational Linguistics: Demonstrations
(COLING ’10), 37–40. Association for Computational Linguistics.
Bannard, Colin James. 2006. Acquiring phrasal lexicons from corpora. University
of Edinburgh dissertation.
Bannard, Colin James, Timothy Baldwin & Alex Lascarides. 2003. A statis-
tical approach to the semantics of verb-particles. In Proceedings of the
ACL-2003 Workshop on Multiword Expressions: Analysis, Acquisition and
Treatment (MWE ’03 1), 65–72. Association for Computational Linguistics.
DOI:10.3115/1119282.1119291
Biemann, Chris & Eugenie Giesbrecht. 2011. Distributional semantics and com-
positionality 2011: Shared task description and results. In Proceedings of the
Distributional Semantics and Compositionality Workshop (DISCo 2011) in con-
junction with ACL 2011, 21–28.
Carpuat, Marine &Mona Diab. 2010. Task-based evaluation of multiword expres-
sions: A pilot study in Statistical Machine Translation. In Human Language
Technologies: The 2010 Annual Conference of the North American Chapter of the
Association for Computational Linguistics, 242–245. Association for Computa-
tional Linguistics. http://www.aclweb.org/anthology/N10-1029.
Dias, Gaël. 2003. Multiword unit hybrid extraction. In Proceedings of the ACL
2003 Workshop on Multiword Expressions: Analysis, Acquisition and Treatment
(MWE ’03), 41–48. Association for Computational Linguistics.
Evert, Stefan & Brigitte Krenn. 2005. Using small random samples for the manual
evaluation of statistical association measures. Computer Speech and Language
19(4). 450–466.
Farahmand, Meghdad, Aaron Smith & Joakim Nivre. 2015. A multiword expres-
sion data set: Annotating non-compositionality and conventionalization for
English noun compounds. In Proceedings of the 11th Workshop on Multiword
Expressions (MWE ’15), 29–33. Association for Computational Linguistics.
Fazly, Afsaneh, Paul Cook & Suzanne Stevenson. 2009. Unsupervised type and
token identification of idiomatic expressions. Computational Linguistics 35(1).
61–103. http://aclweb.org/anthology/J09-1005.
Gomaa, Wael H & Aly A Fahmy. 2013. A survey of text similarity approaches.
International Journal of Computer Applications 68(13). 13–18.
Hermann, Karl Moritz, Phil Blunsom & Stephen Pulman. 2012. An unsupervised
rankingmodel for noun-noun compositionality. In Proceedings of the First Joint
370
13 Exploiting multilingual lexical resources to predict MWE compositionality
Conference on Lexical and Computational Semantics (*SEM), 132–141. June 7-8,
2012.
Katz, Graham. 2006. Automatic identification of non-compositional multi-word
expressions using latent semantic analysis. In Proceedings of the ACL/COLING-
06 Workshop on Multiword Expressions: Identifying and Exploiting Underlying
Properties (MWE ’06), 12–19. Association for Computational Linguistics.
Kim, Su Nam & Timothy Baldwin. 2007. Detecting compositionality of English
verb-particle constructions using semantic similarity. In Proceedings of the 7th
meeting of the Pacific association for computational linguistics (PACLING 2007),
40–48.
Korkontzelos, Ioannis & Suresh Manandhar. 2009. Detecting compositionality
in multi-word expressions. In Proceedings of the ACL-IJCNLP 2009 Conference-
Short papers, 65–68. August 4, 2009.
Lapata, Mirella & Alex Lascarides. 2003. Detecting novel compounds: The role of
distributional evidence. In Proceedings of the 11th Conference of the European
Chapter for the Association of Computational Linguistics (EACL-2003), 235–
242.
Lin, Dekang. 1999. Automatic identification of non-compositional phrases. In Pro-
ceedings of the 37th annual meeting of the association for computational linguis-
tics on computational linguistics (ACL 1999), 317–324.
McCarthy, Diana, Bill Keller & John Carroll. 2003. Detecting a continuum of com-
positionality in phrasal verbs. In Proceedings of the ACL 2003 workshop on mul-
tiword expressions: Analysis, acquisition and treatment (MWE ’03), 73–80. As-
sociation for Computational Linguistics. DOI:10.3115/1119282.1119292
McCarthy, Diana, Sriram Venkatapathy & Aravind K. Joshi. 2007. Detecting com-
positionality of verb-object combinations using selectional preferences. In Pro-
ceedings of the 2007 Joint Conference on Empirical Methods in Natural Language
Processing and Computational Natural Language Learning (EMNLP-CoNLL),
369–379. Association for Computational Linguistics. June 28–30, 2007.
Needleman, Saul B. & Christian D. Wunsch. 1970. A general method applicable to
the search for similarities in the amino acid sequence of two proteins. Journal
of Molecular Biology 48(3). 443–453.
Padó, Sebastian & Mirella Lapata. 2007. Dependency-based construction of se-
mantic space models. Computational Linguistics 33(2). 161–199.
Pecina, Pavel. 2008. Lexical association measures: Collocation extraction. Prague,
Czech Republic: Faculty of Mathematics and Physics, Charles University in
Prague, Prague, Czech Republic dissertation.
371
Bahar Salehi, Paul Cook & Timothy Baldwin
Pichotta, Karl & John DeNero. 2013. Identifying phrasal verbs using many bilin-
gual corpora. In Proceedings of the 2013 Conference on Empirical Methods in
Natural Language Processing (EMNLP 2013). October 18-21, 2013.
Ramisch, Carlos. 2012. A generic framework for multiword expressions treat-
ment: From acquisition to applications. In Proceedings of ACL 2012 Student Re-
search Workshop, 61–66.
Reddy, Siva, Diana McCarthy & Suresh Manandhar. 2011. An empirical study on
compositionality in compound nouns. In Proceedings of the 5th International
Joint Conference on Natural Language Processing (IJCNLP), 210–218.
Sag, IvanA., Timothy Baldwin, Francis Bond, AnnA. Copestake&Dan Flickinger.
2002. Multiword expressions: A pain in the neck for NLP. In Proceedings of the
3rd International Conference on Computational Linguistics and Intelligent Text
Processing, vol. 2276/2010 (CICLing ’02), 1–15. Springer-Verlag.
Saif, Abdulgabbar, Mohd Juzaiddin Ab Aziz & Nazlia Omar. 2013. Measuring the
compositionality of Arabic multiword expressions. In Proceedings of the second
international multi-conference on artificial intelligence technology, 245–256.
Salehi, Bahar, Narjes Askarian & Afsaneh Fazly. 2012. Automatic identification
of Persian light verb constructions. In Proceedings of the 13th International Con-
ference on Intelligent Text Processing Computational Linguistics (CICLing ’12)),
201–210.
Salehi, Bahar & Paul Cook. 2013. Predicting the compositionality of multiword
expressions using translations in multiple languages. In Second Joint Confer-
ence on Lexical and Computational Semantics, vol. 1 (* SEM 2013), 266–275. June
13-14, 2013.
Salehi, Bahar, Paul Cook & Timothy Baldwin. 2014. Using distributional similar-
ity of multi-way translations to predict multiword expression compositiona-
lity. In Proceedings of the 14th Conference of the European Chapter of the Asso-
ciation for Computational Linguistics (EACL 2014), 472–481. Gothenburg. http:
//aclweb.org/anthology/E/E14/E14-1050.pdf.
Schone, Patrick & Daniel Jurafsky. 2001. Is knowledge-free induction of mul-
tiword unit dictionary headwords a solved problem. In Proceedings of the
6th Conference on Empirical Methods in Natural Language Processing (EMNLP
2001), 100–108. http://pascasarjana.mercubuana.ac.id/49/W01-0513.pdf.
Schulte im Walde, Sabine, Stefan Müller & Stefan Roller. 2013. Exploring vec-
tor space models to predict the compositionality of German noun-noun com-
pounds. In Second Joint Conference on Lexical and Computational Semantics
(*SEM), Volume 1: Proceedings of the Main Conference and the Shared Task, 255–
265. Association for Computational Linguistics. June 13-14, 2013.
372
13 Exploiting multilingual lexical resources to predict MWE compositionality
Schütze, Hinrich. 1997. Ambiguity resolution in language learning. Stanford, USA:
CSLI Publications.
Smith, Temple F. & Michael S. Waterman. 1981. Identification of common molec-
ular subsequences. Molecular Biology 147. 195–197.
Smola, Alex J. & Bernhard Schölkopf. 2004. A tutorial on support vector regres-
sion. Statistics and Computing 14(3). 199–222.
Vecchi, Eva Maria, Marco Baroni & Roberto Zamparelli. 2011. Linear maps of the
impossible: Capturing semantic anomalies in distributional space. In Proceed-
ings of the Workshop on Distributional Semantics and Compositionality, 1–9.
Venkatapathy, Sriram & Aravind K. Joshi. 2005. Measuring the relative compo-
sitionality of verb-noun (V-N) collocations by integrating features. In Proceed-
ings of the Conference on Human Language Technology and Empirical Methods
in Natural Language Processing (HLT-EMNLP 2005), 771–778.
von der Heide, Claudia & Susanne Borgwaldt. 2009. Assoziationen zu Unter, Ba-
sis und Oberbegriffen. Eine explorative Studie. In Proceedings of the 9th nord-
deutsches linguistisches Kolloquium, 51–74.
Weeds, Julie Elizabeth. 2003. Measures and applications of lexical distributional




Abeillé, Anne, 134, 268
Acosta, Otavio, 344
Adalı, Kübra, 110, 135, 136
Akimoto, Minoji, 38




Allen, James F., 62, 63, 80
Almeida, José João, 321, 328







Baayen, R. Harald, 3, 26, 27
Baggio, Giosuè, 88
Baldwin, Timothy, 35, 39, 65, 66, 92,
93, 131, 132, 135, 179, 223,
246, 301, 303, 344, 346, 347,
349, 351
Balota, David A., 16
Bannard, Colin James, 39, 64–66,
347–349, 354, 367, 369
Baptista, Jorge, 223
Bar, Kfir, 179
Barančíková, Petra, v, 36





Bejček, Eduard, 42, 110, 135, 248
Bell, Susan M., 1
Berard, Alexandre, 326
Bernardini, Silvia, 268
Bhatia, Archna, v, 62, 63, 72
Bhutada, Pravin, 223, 266
Biemann, Chris, 265–268, 270, 347
Bies, Ann, 246, 247
Blunsom, Phil, 179, 223
Bobrow, Samuel A., 1
Bock, Kathryn, 4, 5, 12, 24
Bohnet, Bernd, 231
Bojar, Ondřej, 43, 52
Borgwaldt, Susanne, 349
Boroş, Tiberiu, 165, 223, 240








Buchholz, Sabine, 246, 273
Burger, Harald, 40
Butt, Miriam, 37
Cacciari, Cristina, 2, 8, 26, 27
Callison-Burch, Chris, 36, 41
Name index
Candito, Marie, 229, 247, 248, 264,
266
Carpuat, Marine, 264, 344
Čermák, František, 40, 43
Chafe, Wallace L., 36
Chan, King, 247
Chang, Jason S., 320, 322
Charles, Walter G., 3
Chen, Ping, 65
Chen, Wei-Te, 39
Church, Kenneth Ward, 321
Clark, Eve V., 80
Cohen, Jacob, 68
Collobert, Ronan, 179, 203, 223, 302
Connine, Cynthia M., 2, 9, 11, 18, 25,
27
Constant, Matthieu, 179, 211, 223,
229, 246–248, 264–268, 270,
291, 300–302
Cook, Paul, 40, 62, 64, 300, 302, 305,
312, 343, 345, 348, 350, 368
Cordeiro, Silvio, 288
Cowie, Anthony, 39, 40
Csirik, János, 136, 223
Cutler, Anne, 2, 26
Cutting, J. Cooper, 4, 5, 12, 24
Danchik, Emily, 252, 253, 264–268
de Marneffe, Marie-Catherine, 94,
247
de Medeiros Caseli, Helena, 39




Diab, Mona, 223, 264, 266, 344
Dias, Gaël, 344
Dickinson, Markus, 246, 249
Dillinger, Mike, 320
Dorr, Bonnie J., 36
Dryer, Matthew S., v
Duffley, Patrick J., 1, 2, 6
Ekbal, Asif, 291
Elman, Jeffrey L., 27
Emms, Martin, 179, 184, 189
Erjavec, Tomaz, 134




Evert, Stefan, 320, 321, 323, 325, 344
Fahmy, Aly A, 352
Fanari, Rachele, 2, 9, 24
Farahmand, Meghdad, 300, 347
Fay, David, 4, 12, 24
Fazly, Afsaneh, 39, 216, 223, 264, 302,
305, 344, 346, 348
Fellbaum, Christiane, 62
Fillmore, Charles J., 36, 63
Finkel, Jenny Rose, 247
Finlayson, Mark, 264
Fleiss, Jacob L., 68
Fletcher, Jeremy, 64










Garcia, Marcos, vi, 321, 323, 327
Geeraert, Kristina, v, 3, 9, 28
376
Name index
Gharbieh, Waseem, 301, 303, 312
Gibbs, Raymond W., 1–3, 19, 24, 26
Giesbrecht, Eugenie, 347
Goldberg, Yoav, 213, 224
Gomaa, Wael H, 352
Granger, Sylviane, 40, 320
Green, Spence, 179, 229, 247, 266




Hajič, Jan, 110, 135
Hall, Mark, 191






Hermann, Karl Moritz, 347
Hiemstra, Djoerd, 321, 329
Hirotani, Masako, 20
Hollenstein, Nora, 248





Jackendoff, Ray, 62, 64, 65, 300




Joshi, Aravind K., 179, 347, 348
Jurafsky, Daniel, 344, 347
Kaalep, Heiki-Jaan, 136
Kato, Yoshihide, 249
Katz, Graham, 41, 300, 302, 347
Kauchak, David, 36
Kermes, Hannah, 320
Kettnerová, Václava, v, 36, 39, 42
Kilgarriff, Adam, 163, 305, 320
Kim, Su Nam, 35, 39, 88, 92, 93, 131,
132, 246, 301, 344, 346
Kiparsky, Paul, 80




Korkontzelos, Ioannis, 247, 347
Kracht, Marcus, 88, 104
Křen, Michal, 43




Kupiec, Julian, 320, 322
Lafferty, John D., 178, 180, 267
Landauer, Thomas K., 16
Langlotz, Andreas, 2
Lapata, Mirella, 362, 366
Laporte, Éric, 131–134, 272
Lascarides, Alex, 366
Le Roux, Joseph, 265, 287, 288
Legrand, Joël, 179, 203, 223, 302
Li, Linlin, 40
Libben, Maya R., 26
Lin, Dekang, 321, 323, 346
Lipka, Leonhard, 94










Maldonado, Alfredo, vi, 91, 125, 150,
159, 165, 178–180, 184, 189,
223, 240, 312
Manandhar, Suresh, 247, 347
Manning, Christopher D., 158, 247
Marcus, Mitchell P., 115, 268
Marsi, Erwin, 246, 273
Martins, Ronaldo, 300
Marton, Yuval, 36
Mathet, Yann, 111, 121
Matsubara, Shigeki, 249
McCarthy, Diana, 65, 344, 347, 348
McDonald, Ryan, 134, 136
McGlone, Matthew S., 1, 3, 24, 27




Meurers, W. Detmar, 246, 249
Mikolov, Tomas, 41, 326
Miller, George A., 3, 62
Moon, Rosamund, 1, 2, 4–6, 24




Nagy T., István, 216, 223
Nasr, Alexis, 229, 264–269, 271, 274,
280, 285–287, 300
Nayak, Nandini P., 2, 3, 19
Needleman, Saul B., 352
Nerima, Luka, 166, 240
Nesselhauf, Nadja, 336
Newman, John, 3, 28
Niinuma, Fumikazu, 64
Nilsson, Jens, 264, 266, 300
Nivre, Joakim, 91, 134, 211, 213, 217,
223, 224, 229, 234, 246–248,
264–267, 300, 327
Nunberg, Geoffrey, 39, 131, 133
O’Dowd, Elizabeth M., 65
Oepen, Stephan, 248
Okazaki, Naoaki, 268

















Powers, David M. W., 170
QasemiZadeh, Behrang, vi, 91, 125,
136, 184, 312
Qu, Lizhen, 256, 302
Quinlan, J. Ross, 191
Radimský, Jan, 37
Rahimi, Saeed, 136






Rappoport, Ari, 179, 264
Rayner, Keith, 20





Riedl, Martin, 265–268, 270




Sag, Ivan A., 35, 39, 88, 93, 131, 132,





Salehi, Bahar, vi, 179, 300, 343–345,
348, 350, 361, 368
Salton, Giancarlo, 50, 305
Savary, Agata, vi–viii, 2, 5, 6, 91, 112,
117, 120, 122, 125, 134, 138,
150, 159, 161, 166, 170, 178,
209, 210, 219, 228, 233, 272,
276, 301, 312
Schneider, Nathan, 131–133, 136, 179,
183, 223, 246, 247, 252, 253,
264–268, 270, 300–302
Scholivet, Manon, vi, 2, 265, 302, 309
Schone, Patrick, 344, 347
Schröder, Daniela, 2, 4, 5, 24
Schulte im Walde, Sabine, 347–349,
368, 369





Seretan, Violeta, 216, 247, 320–322
Sheinfux, Livnat Herzig, 131–133
Shigeto, Yutaro, 264, 266, 267
Siemieniec-Gołaś, Ewa, 110
Sigogne, Anthony, 265–268, 270, 291
Silberztein, Max, 264
Simi, Maria, 246
Simkó, Katalin Ilona, vi, 91, 166, 228,
233, 234
Simões, Alberto Manuel, 321, 328
Simov, Kiril, 249
Sinclair, John, 4, 178
Sinha, R. Mahesh K., 39
Smadja, Frank, 320–323
Smith, Temple F., 352









Swinney, David A., 2, 26
Szarvas, György, 91
Tabossi, Patrizia, 2, 9, 26, 27
Taslimipoor, Shiva, vi, 91, 125, 301,
304
Tellier, Isabelle, 300, 301
Teng, Choh Man, 62, 63
Tiedemann, Jörg, 321, 327







van den Eynde, Karel, 268
van der Linden, Erik-Jan, 39
van Gompel, Maarten, 113, 115
Vecchi, Eva Maria, 348
Venkatapathy, Sriram, 179, 347, 348
Villavicencio, Aline, 62, 64, 68
Vincze, Veronika, 64, 134–136, 179,
216, 223, 229, 247, 266




Waterman, Michael S., 352
Weeds, Julie Elizabeth, 362




Wolf, Kinou, 2, 9
Wu, Chien-Cheng, 320, 322
Wunsch, Christian D., 352
Zarrieß, Sina, 39
Zeman, Daniel, 273
Zettlemoyer, Luke S., 40
Zhang, Yue, 217
Zhou, Liang, 36
Zhou, Ming, 320, 322, 323




Bulgarian, 91, 109, 166, 167, 180, 210,
217, 220
CZ, see Czech
Czech, v, 35–38, 40–43, 47, 49, 51–53,
91, 109, 110, 135, 150, 154, 161,






English, v–vii, 1, 51, 61, 135, 223, 237,
246, 247, 250, 253, 255, 266,
288, 302, 304, 305, 307–310,
312, 320–322, 324–328, 331–
333, 335, 336, 344, 346–350,




Farsi, vii, 91, 108, 136, 150, 156, 159,
161, 166, 180, 184, 188, 217,
220, 233, 236, 350
FR, see French
French, vi, 91, 127, 151, 161, 163, 165,
166, 180, 182–184, 187, 188,
200, 217, 232, 233, 265, 266,
268, 271–273, 275, 280, 291,
302, 322, 350, 356, 358
German, vi, 91, 109, 135, 156, 161, 167,
180, 182–184, 210, 212, 217,
229, 233, 236–238, 345, 348,
349, 356–359, 367, 368
Greek, 91, 161, 184, 233
HE, see Hebrew
Hebrew, vii, 91, 110, 150, 163, 166, 167,
180, 210, 217, 220
HU, see Hungarian
Hungarian, 91, 135, 156, 158, 159, 161,




Italian, vi, 91, 109, 165, 183, 184, 191,
220, 232, 233, 235, 236, 304,
305, 307, 308, 310, 312
Lithuanian, 91, 110, 128, 150, 156, 158,
166, 167, 180, 210, 217, 356
LT, see Lithuanian
Luxembourgish, 357
Maltese, 91, 128, 150, 154, 156, 158, 180,







Polish, 91, 150, 161, 166, 167, 180, 182–
184, 232, 233
Portuguese, vi, 233, 320, 321, 323–
329, 331–337, 355




Romanian, 91, 150, 154, 156, 161, 165,
166, 172, 180, 184, 210, 217,
220, 232, 233, 236
SL, see Slovene
Slovene, 91, 109, 220, 233
Spanish, vi, 91, 154, 158, 168, 183, 184,
210, 217, 233, 304, 305, 307,
308, 312, 320, 321, 323–329,
331–333, 335–337, 361
SV, see Swedish
Swedish, 91, 118, 150, 154, 184, 233,
236, 357
TR, see Turkish










consistency, vi, 116, 117, 246, 248,
250, 256
guidelines, vi, 91, 99
hard cases, 249, 251, 254
harmonization, 246
manual, 42, 46, 48, 51
association measure, 276, 282
BIO encoding, 268, 270, 272
classification, vi, 170, 180, 190, 223,
300–305, 309, 329
Cohen’s kappa, 169, 170
collocation, vi, 93, 134, 189, 320–324,
326–332, 334, 336, 337
base, 321
collocate, 321
compositionality, v, vi, 1, 2, 9, 11, 12,
16, 19, 26, 27, 88, 104
conditional random fields, 178, 265,
267











relation, 182, 183, 229, 231, 266,
267, 322
treebank, 246, 248
dictionary lookup baseline, 167
dictionary of paraphrases, 36, 49
distributional semantics, 184, 186,
203, 321
distributional similarity, 65, 344, 346,




EnglishWeb Treebank, 246, 247, 253
Europarl corpus, 179, 186, 188, 198
eye-tracking, v, 3, 14, 15, 18, 20–22
feature, 267, 304
selection, 277, 279, 281, 282
sparsity, 278




French Treebank, 272, 283
Subject index
frequency distribution, 156, 158, 159
grammatical aspect, 36, 38, 50, 129
IAA, see inter-annotator agreement
ID, see verbal idiom
idiom, 1–5, 9, 11, 13–16, 18, 19, 21–27
blend, see idiomatic variation
verbal, 96, 104, see idiomatic ver-
bal construction
idiomatic reading, 89
idiomatic translation, vii, viii
idiomatic variation, v, 2, 9, 13, 21–
24, 26, 89, 127, 131, 236, 264,
289, 290
acceptability, v, 3, 4, 7, 9–11, 13–
16, 19, 22–26
comprehension, v, 3, 4, 14, 16–27
idiom blend, 4, 5, 7, 9, 10, 12, 15,
18, 20, 21, 23–25, 28
integrated concept, 2, 4, 5, 7, 9,
10, 13–16, 18, 20, 21, 23, 24,
28
lexical, 2–6, 9, 10, 14, 15, 18, 20,
23, 28
morphological, 271, 290
partial form, 2, 4, 5, 7, 9, 10, 13,
15, 16, 18, 20, 21, 23, 24, 28
syntactic, 2, 5
idiomatic verbal construction







inherently reflexive verb, 96, 106,
236
inter-annotator agreement, 51, 63,
67, 70, 74, 119, 305, 329
IRV, see inherently reflexive verb
IVC, see idiomatic verb construction
language learning, 320
lexicalised component, 92, 94
light-verb construction, 37, 96, 102,
128, 236
hypothesis, 99
linguistic properties, 36, 37
selection, 36, 38, 42
literal meaning, 1, 2, 5, 6, 9, 11, 18, 23,
25–27, 89, 300
literal reading, see literal meaning
literal translation, vii
LVC, see light-verb construction
machine translation, v, 36, 50–53,
179, 320
metaphor, 40, 130
mixed-effects linear regression, 8, 15
MT, see machine translation
MTW, see multitoken word
multilingual dictionary, 348, 349,
358, 368
multitoken word, 92
multiword expression, 1, 2, 16, 22, 92
annotated corpus, 88, 91, 246,






continuity, 183, 186, 189, 201,
202, 268
identification, iv, vi, 39, 40, 43,
178–180, 247, 252, 256, 263,
384
Subject index











strongish, 249, 252, 254
type-aware classification, 307
type-aware evaluation, 307, 310
typology, 131
unseen, 289, 290
variability, see idiomatic varia-
tion
weak, 248, 249, 252, 254, 255
multiword token, 92, 212
multiword unit, see multiword ex-
pression
MWE, see multiword expression
MWE 2017 workshop, ix
MWT, see multiword token
named entity, 254, 255, 266, 272
non-compositionality, 302
non-compositionality, 62, 65–68, 70,
71, 74, 99, 131, 178, 251
semantic, iii, 88, 229, 344
non-literal translatability, 90
noun compound, 348, 349, 366, 367
parallel corpora, 39, 320–323, 327–
329, 337, 347
paraphrasing model, 36, 39, 41
PARSEME, iv, viii, 91, 150, 178, 229
corpus, vi, viii, 88, 91, 152, 154
shared task, iv, vi, viii, 150, 161,
163, 165, 178, 191, 210, 219,
228, 229, 232, 234, 276, 301
parseme-tsv, 119
parsing
dependency, vi, 211, 228, 229,
231–234, 239, 266, 273, 321,
323
semantic, 62, 63, 78, 83
transition-based, vi, 210–212,
215–217
part-of-speech tagging, 228, 229,
231–233, 239, 249, 266
particle sense classes, 61, 63, 64, 73
aspectual, 73, 74
completely, 66, 72, 73, 82
continuing, 73, 74









predictability, 3, 19, 25–27
productivity, 130
prototypical verbal phrase, 94
reranking, vi, 178, 179, 184, 188, 190–
198, 202
sequence labelling, vi, 286, 302, 303,
309
sequence model, 178, 265
SIGLEX, ix
string similarity, 345, 350, 353, 354,
356, 361, 363, 364, 366–368
385
Subject index
support vector machine, 214, 223
SVM, see support vector machine




UD, see Universal Dependencies
Universal Dependencies, 229, 234,
235, 239, 247, 267, 323, 327
valence lexicon, 268, 275
verb detection baseline, 167
verb-particle construction, 61, 62,






verbal multiword expression, 88, 93
canonical form, 95
categorization, 209, 214, 220
decomposability, 131
difficulty factors, 152
discontinuity, 89, 122, 150, 161,
167
embedding, see verbal multi-
word expression nesting
identification, 99, 150, 165, 209,
216, 217, 223, 228, see multi-
word expression identifica-
tion
nesting, 126, 150, 161, 167, 183,
184
other, 97
overlapping, 126, 150, 161, 167,
183, 184, 214, 234










variability, see idiomatic varia-
tion
verb-noun, 179, 223, 266, 305
VMWE, see verbal multiword ex-
pression
VPC, see verb-particle construction
word, 92
word embeddings, vi, 41, 43, 179, 203,
307, 309, 310, 321, 323, 326,




Did you like this
book?




Please help us in providing free access
to linguistic research worldwide. Visit
http://www.langsci-press.org/donate to
provide financial support or register as
a community proofreader or typesetter
at http://www.langsci-press.org/register.

Multiword expressions at length and
in depth
The annual workshop on multiword expressions takes place since 2001 in conjunction
with major computational linguistics conferences and attracts the attention of an ever-
growing community working on a variety of languages, linguistic phenomena and re-
lated computational processing issues. MWE 2017 took place in Valencia, Spain, and
represented a vibrant panorama of the current research landscape on the computational
treatment of multiword expressions, featuring many high-quality submissions. Further-
more, MWE 2017 included the first shared task on multilingual identification of verbal
multiword expressions. The shared task, with extended communal work, has developed
important multilingual resources and mobilised several research groups in computa-
tional linguistics worldwide.
This book contains extended versions of selected papers from the workshop. Authors
worked hard to include detailed explanations, broader and deeper analyses, and new ex-
citing results, which were thoroughly reviewed by an internationally renowned com-
mittee. We hope that this distinctly joint effort will provide a meaningful and useful
snapshot of the multilingual state of the art in multiword expressions modelling and
processing, and will be a point of reference for future work.
9 783961 101238
ISBN 978-3-96110-123-8
