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Abstract
Towards Segment-level Video Understanding:
Detecting Activities from Untrimmed Videos
by
Da Zhang
We generate massive amounts of video data every day. While most real-world videos
are long and untrimmed with sparsely localized segments of interest, existing AI systems
that can interpret videos today often rely on static image analysis or can only process
temporal information in a short video snippet. To automatically understand the content
of long video streams, this thesis mainly describes the efforts to design accurate, efficient,
and intelligent deep learning algorithms for temporal activity detection in untrimmed
videos.
Detecting segments of interest from untrimmed videos is a key step towards segment-
level video understanding. Depending on the purposes of tasks being performed, we
address three different activity detection tasks: detecting activities of interest from videos
without specific purposes (i.e., temporal activity detection); detecting temporal segment
that best corresponds to a language query (i.e., natural language moment retrieval); and
detecting activities given less supervision (i.e., weakly-supervised or few-shot activity
detection).
In temporal activity detection, We first propose a highly unified single-shot temporal
activity detector based on fully 3D convolutional networks, by eliminating explicit tem-
poral proposal and classification stages. Evaluations show that it achieves state-of-the-art
on temporal activity detection while being super efficient to operate at 1271 FPS. We
then investigate how to effectively apply a multi-scale architecture to model activities
ix
with various temporal length and frequency. We propose three novel architecture de-
signs: (1) dynamic temporal sampling; (2) two-branch feature hierarchy; (3) multi-scale
contextual feature fusion, and we combine all these components into a uniform network
and achieve the state-of-the-art on a much larger temporal activity detection benchmark.
In natural language moment retrieval, we aim to localize the segment that best cor-
responds to a given language query. We present a language-guided temporal attention
module and an iterative graph adjustment network to handle the semantic and structural
misalignment between video and language. The proposed model demonstrates superior
capability to handle temporal relations, thus, significantly improves the state-of-the-art
by a large margin.
Finally, we study the problem of weakly-supervised and few-shot temporal activity
detection to mitigate the drawbacks of huge amounts of supervision needed to train a
temporal detection model. Namely, we answer the question if we can learn a temporal
activity detector under weak supervision that is able to localize unseen activity classes.
A novel meta-learning based detection method is accordingly proposed by adopting the
few-shot learning technique of Relation Network. Results show that our method achieves
performance superior or competitive to state-of-the-art approaches with stronger super-
vision.
In summary, we propose a suite of algorithms and solutions to automatically detect
segments of interest in long untrimmed videos. We hope our studies could provide in-
sights for researchers to explore new deep learning paradigms for future computer vision
research, especially on video-related topics.
x
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Chapter 1
Introduction
Automatically analyzing and understanding the content of a video is one of the long-
standing goals of computer vision. While deep learning has achieved near perfect ac-
curacy in image recognition and speech processing, video understanding is still far from
ideal. Existing AI systems that can interpret videos today often rely on static image anal-
ysis or can only process temporal information in a short video snippet. To automatically
understand the content of long video streams, this thesis mainly describes the efforts to
design accurate, efficient, and intelligent deep learning models for temporal activity de-
tection in untrimmed videos. Detecting segments of interest from untrimmed videos is a
key step towards segment-level video understanding. Depending on the purposes of tasks
being performed, activity detection problems can be mainly divided to three categories:
detecting activities of interest from videos without specific purposes (i.e., temporal ac-
tivity detection); detecting temporal segment that best corresponds to a language query
(i.e., natural language moment retrieval); and detecting activities given less supervision
(i.e., weakly-supervised or few-shot activity detection). In this dissertation, we propose
novel approaches for these problems while aiming to provide potential integration among
each other.
1
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In the first work, we present a Single Shot multi-Span Detector (S3D), a simple yet
novel fully Conv3D-based framework for activity detection in continuous untrimmed video
streams. While activity recognition only aims at classifying the categories of manually
trimmed video clips, activity detection is substantially more challenging, as it is expected
to handle activities with variable lengths, predicting both the activity category and the
precise temporal boundaries of each instance. Previous works have often attempted to
solve the problem using temporal proposals and separate activity classifiers, leading to low
performance in accuracy and processing time. We propose a novel single-shot end-to-end
model that jointly optimizes both localization of segments and recognition of activities by
learning from training data. S3D is a highly-unified network via setting multi-scale default
spans at feature maps with different temporal resolutions to naturally handle activities of
different lengths. The network takes as input a whole video stream, allowing our scheme
to see a larger temporal context and produce better detection results. Experimental
results show that our S3D achieves state-of-the-art performance on temporal activity
detection task on THUMOS’14 benchmark. Besides its strong performance, the simple
S3D network is also very efficient and can run at 1271 FPS on a single GPU.
In the second work, we investigate the multi-scale modeling problem of temporal ac-
tivity detection and propose a novel Dynamic Temporal Pyramid Network (DTPN). The
major obstacle that people are facing in temporal activity detection, is how to effectively
model activities with various temporal length and frequency. While similar problems have
been well studied in object detection, multi-scale modeling for temporal detection is still
under-explored. We first identify three major challenges and propose to solve them using
three novel components: (1) We sample frame sequence dynamically with different frame
per seconds (FPS) to construct a natural pyramidal representation for arbitrary-length
input videos. (2) We design a two-branch multi-scale temporal feature hierarchy to deal
with the inherent temporal scale variation of activity instances. (3) We further exploit
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the temporal context of activities by appropriately fusing multi-scale feature maps. Ex-
tensive experiments show that the proposed DTPN achieves state-of-the-art performance
on the challenging ActivityNet dataset.
In the third work, we strive for natural language moment retrieval in long, untrimmed
video streams to move towards real-world unconstrained activity detection. Given a ver-
bal description, our goal is to determine the start and end time (i.e. localization) of
the temporal segment (i.e. moment) that best corresponds to this given query. While
this formulation opens up great opportunities for better video perception, it is substan-
tially more challenging as it needs to model not only the characteristics of sentence and
video but also their complex relations. Existing methods sample candidate moments by
scanning videos with varying sliding windows, and compare the sentence with each mo-
ment individually in a multi-modal common space. Although simple and intuitive, this
individualist representations of sentence and video make it hard to model semantic and
structural relations among two modalities. To address the above challenges, we propose
an end-to-end Moment Alignment Network (MAN) to explicitly model cross-modal and
moment-wise relations in a single network. We firstly propose an Iterative Graph Ad-
justment Network (IGAN) adopted from Graph Convolution Network (GCN) to model
relations among candidate moments in a structured graph. On the public challenging
DiDeMo and Charades-STA benchmarks, MAN significantly outperforms previous state-
of-the-art methods by a large margin.
In the fourth work, we conceptualize a challenging example-based temporal activity
detection problem and propose a novel Similarity Pyramid Network (SPN) to tackle this
problem. The success of deep learning based activity detection models heavily relies on
the availability of a huge amount of labeled training data, meaning that model training
requires the full annotation of the ground truth segment-level boundary for each activity
instance among all possible classes, which severely limits their scalability and applicabil-
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ity in real-world scenarios. To reduce the annotation efforts, we propose the Minimum
Effort Temporal Activity Localization (METAL): Given only a few examples, the goal
is to find the occurrences of semantically-related segments in an untrimmed video se-
quence while model training is only supervised by the video-level annotation. We adopt
the few-shot learning technique of Relation Network and propose a novel meta-learning
based framework. The main idea of our model is a similarity pyramid that directly mea-
sures partial similarities between an untrimmed video and trimmed examples at different
temporal resolutions. To train the SPN with only video-level labels, we devise two com-
plimentary loss functions to simultaneously enforce both classification and localization
information. Experimental results show that our SPN achieves performance superior or
competitive to state-of-the-art approaches with stronger supervision.
The remaining of this dissertation is organized as follows. We introduced the related
works in Chapter 2. In Chapter 3 to Chapter 6, we detailed describe all our works for
detecting activities in untrimmed videos. Chapter 7 concludes the whole dissertation.
4
Chapter 2
Related Work
2.1 Activity Recognition
Activity recognition is an important research topic for video analysis and has been ex-
tensively studied in the past few years. Earlier methods were often based on hand-crafted
visual features. 3D motion template [2], features such as SIFT-3D [3], Action MACH [4]
were used for representing temporal information for activity recognition. Later, the intro-
duction of improved Dense Trajectory (iDT) [5, 6], feature encoding with Fisher Vector
(FV) [7, 8] and VLAD [9] provided a significant boost in performance.
In the past few years, tremendous progress has been made due to the introduction
of large datasets [10, 11] and the developments of deep neural networks [1, 12, 13, 14,
15, 16, 17]. Two-stream network [15] learned both spatial and temporal features by
operating the network on single frames and stacked optical flows using 2D CNN such
as AlexNet [18], VGG [19] and ResNet [20]. 3D CNN architecture called C3D [1] used
Conv3D filters to capture both spatial and temporal information directly from raw video
frames. More recently, improvements on top of the C3D architecture [14, 16, 17] as well
as advanced temporal building blocks such as non-local modules [21] were proposed to
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further boost the performance. However, the assumption of well-trimmed videos where
the activity of interest lasts for the entire video duration limits the application of these
approaches in real scenarios, where the videos are usually long and untrimmed. Although
they do not consider the difficult task of localizing activity instances, these methods are
widely used as the backbone network for the detection task.
2.2 Object Detection and Multi-Scale Modeling
Activity detection in untrimmed videos is closely related to object detection [22, 23,
24] in spatial images, where detection is performed by classifying region proposals into
foreground classes or a background class. Earlier work [22] relied on an external region
proposal method and trained a CNN classifier to classify each proposed region. Faster-
RCNN [23] incorporated a region proposal network and RoI pooling to jointly generate
and classify region proposals with a single network, resulting in a large improvement
of the accuracy and efficiency. SSD [24] completely eliminated proposal generation and
subsequent feature re-sampling stages and encapsulated all computation in a single net-
work to directly output object locations and confidence scores. Our network is inspired
by SSD [24] and adopt similar design philosophies for temporal activity detection. Like
SSD [24], our S3D model is also designed for both accuracy and efficiency in a single-shot
operation.
Recognizing objects at vastly different scales is a fundamental challenge in computer
vision. To alleviate the problems arising from scale variation, multi-scale pyramidal
modeling forms the basis of a standard solution [25] and has been extensively studied in
the spatial domain. For example, independent predictions at layers of different resolutions
are used to capture objects of different sizes [26], training is performed over multiple
scales [20], inference is performed on multiple scales of an image pyramid [27], feature
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pyramid is directly constructed from the input image [28].
Meanwhile, the multi-scale modeling for temporal activity detection is still under-
explored: Shou et al. [29] used a multi-scale sliding window to generate snippets of
different lengths, however, such method is often inefficient during runtime due to the
nature of sliding window; Zhao et al. [30] used temporal pyramid pooling for modeling
multi-scale structures without considering complex motion dynamics, since those features
were directly pooled at different levels. In Chapter 4, we provide a comprehensive study
on temporal multi-scale modeling and propose an efficient end-to-end solution.
2.3 Temporal Activity Detection
Unlike activity recognition, the detection task focuses on learning how to detect ac-
tivity instances in untrimmed videos with annotated temporal boundaries and instance
category. The problem has recently received significant research attention due to its
potential application in video data analysis.
Early approaches on activity detection mainly used temporal sliding windows as can-
didates and classified them with activity classifiers trained on multiple features [8, 31, 32,
33, 34]. They typically extract iDT features or pre-trained DNN features, and globally
pool these features within each window to obtain the input for the SVM classifiers. How-
ever, these approaches might be computationally inefficient, because one needs to apply
each activity classifier exhaustively on windows of different sizes at different temporal
locations throughout the entire video.
Inspired by the success of region-based detectors in object detection [22], many recent
works adopt a two-stage, proposal-plus-classification framework [35, 36, 29, 30, 37], i.e.
first generating a sparse set of class-agnostic segment proposals from the input video,
followed by classifying the activity categories for each proposal. A large number of these
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works focus on designing better proposal schemes [35, 30, 37], while others focus on
building more accurate activity classifiers [36, 29, 30]. However, most of these methods
do not afford end-to-end training on either the proposal or classification stage. And
the proposals are typically selected from sliding windows of predefined scales, where the
boundaries are fixed and may result in imprecise localization results.
Along this line of attack, Faster-RCNN is the latest region-based object detector
which is composed of end-to-end trainable proposal and classification networks, and ap-
plies region boundary regression in both stages. A few very recent works have started
to apply such architecture to temporal activity detection [38, 39, 40], and demonstrated
competitive detection accuracy. R-C3D [38] is a classic example that closely follows the
original Faster-RCNN in many design details. Dai et al. [39] explicitly modeled tem-
poral contextual information into the proposal stage. Chao et al. [40] proposed to use
a multi-tower network with temporal contexts to further improve the detection perfor-
mance. However, all these methods require a separate temporal proposal and activity
classification method.
Most recently, several attempts were made towards single-shot temporal activity de-
tection: SSAD [41] proposed to directly predict activity instances in untrimmed videos
with a separate feature extraction and detection network. SS-TAD [42] have investigated
the use of gated recurrent memory module in a single-stream detection framework. Our
approach in Chapter 3 is one of the first within this group to propose a highly-integrated
detection architecture
2.4 Natural Language Moment Retrieval
The natural language moment retrieval is a new task introduced recently [43, 44]:
Given a verbal description, our goal is to determine the start and end time (i.e. localiza-
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tion) of the temporal segment (i.e. moment) that best corresponds to this given query.
The methods proposed in [43, 44] learn a common embedding space shared by video seg-
ment features and sentence representations and measure their similarities through sliding
window [44] or handcrafted heuristics [43]. While simple and effective, these methods
fail to consider the challenging alignment problems.
Until recently, several methods were proposed to closely integrate language and video
representation [45, 46]: Xu et al. [45] proposed multilevel language and video feature
fusion; TGN [46] applied frame-by-word interactions between video and language and
obtained improved performance. Although these works share the same spirit with ours
to better align semantic information, they fail to reason the complex cross-modal rela-
tions. In Chapter 5, our work is the first to model both semantic and structural relations
together in an unified network, allowing us to directly learn the complex temporal rela-
tions in an end-to-end manner.
2.5 Visual Relations and Graph Network
Reasoning about the pairwise relationships has been proven to be very helpful in a
variety of computer vision tasks [47, 48, 49, 50]. Recently, visual relations have been
combined with deep neural networks in areas such as object recognition [51, 52], visual
question answering [53] and action recognition [54, 55]. A variety of papers have consid-
ered modeling spatial relations in natural images [56, 57, 58], and scene graph is widely
used in the image retrieval tasks [59, 60]. In the field of natural language moment re-
trieval: Liu et al. [61] proposed to parse sentence structure as a dependency tree and
construct a temporal modular network accordingly; Hendricks et al. [62] modeled video
context as a latent variable to reason about the temporal relationships. However, their
reasoning relies on a hand-coded structure, thus, fail to directly learn complex temporal
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relations.
Our work in Chapter 5 is inspired by the GCN [63] and other successful graph-based
neural networks [64, 65]. While the original GCN is proposed to reason on a fixed graph
structure, we modify the architecture to jointly optimize relations together. That is,
instead of fixing the temporal relations, we learn it from the data.
2.6 Weakly Supervised Detection
Weakly supervised learning has been extensively studied for object detection [66, 67,
68]. As for activity localization, video-level label is one kind of weak supervision and
has been studied in recent years. Sun et al. [69] was the first to consider this problem
and leveraged additional supervision from web images. Hide-and-Seek [70] addressed
the challenge that weakly supervised detection models usually neglect some relevant
parts of the target instance. UntrimmedNet [71] proposed a framework consisting of
a classification module to perform action classification and a selection module to detect
important temporal segments. Most recently, AutoLoc [72] and W-TALC [73] introduced
novel loss functions to further improve the performance. Although these works are trained
with weak supervision, the learned models can only localize activity categories observed
in the training dataset.
2.7 Few-Shot Learning
Few-shot learning refers to learning from just a few training examples per class. An
increasingly popular solution for few-shot learning is meta-learning where transferable
knowledge can be learned from auxiliary tasks to help with the target few-shot problem.
The successful MAML approach [74] aimed to meta-learn an initial condition that is
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good for fine-tuning on few-shot problems. To avoid fine-tuning, some works leverage
the neural networks with memories [75, 76]. Another category of approach is metric-
learning which aims to learn a set of projection functions such that when represented in
this embedding, inputs are easy to recognize through similarity matching [77, 78, 79, 80].
While [77, 78] applies a fixed nearest-neighbor or linear classifier, [79] proposes to use a
learnable non-linear function and demonstrates improved accuracy. Yang et al. [81] is
the first work proposing the few-shot TAL task. It applied a sliding window approach
with matching network to retrieve activity instances at each location. However, they still
need the expensive boundary annotations to supervise the model training.
Our work in Chapter 6 is the first to study the METAL problem which can also be
framed as a joint problem of weakly supervised TAL and few-shot TAL, while previous
works only consider one aspect at a time thus cannot be applied or easily extended to
tackle the more challenging METAL setting.
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Single Shot Multi-Span Detector via
Fully 3D Convolutional Network
In this chapter, we present a novel Single Shot multi-Span Detector for temporal activity
detection in long, untrimmed videos using a simple end-to-end fully three-dimensional
convolutional (Conv3D) network. Our architecture, named S3D, encodes the entire video
stream and discretizes the output space of temporal activity spans into a set of default
spans over different temporal locations and scales. At prediction time, S3D predicts
scores for the presence of activity categories in each default span and produces temporal
adjustments relative to the span location to predict the precise activity duration. Unlike
many state-of-the-art systems that require a separate proposal and classification stage,
our S3D is intrinsically simple and dedicatedly designed for single-shot, end-to-end tem-
poral activity detection. When evaluating on THUMOS’14 detection benchmark, S3D
achieves state-of-the-art performance and is very efficient and can operate at 1271 FPS.
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3.1 Introduction
Advances in deep Convolutional Neural Network (CNN) have led to significant progress
in video analysis over the past few years. While the performance of activity recognition
has improved a lot [5, 6, 15, 12, 13, 1], the detection performance still remains unsat-
isfactory [82, 83, 29]. Comparing to activity recognition, which only aims at classifying
the categories of manually trimmed video clips, activity detection is for detecting and
recognizing activity instances from long, untrimmed video streams. It is substantially
more challenging, as it is expected to handle activities with variable lengths, predicting
both the activity category and the precise temporal boundaries of each instance.
A typical framework used by many state-of-the-art systems [84, 29, 82, 36] is detection
by classification, where temporal proposals are generated by sliding windows [84, 29] or
advanced proposal methods [85, 86] and separate activity classifier is applied to predict
the final detection results. However, there may be certain limitations to these frameworks:
(1) Temporal proposal and classification are independent processes and optimized sepa-
rately with different networks, resulting in sub-optimal performance, (2) the classification
network only takes the proposal frames as input, thus forbidding it to see a larger tem-
poral context which can be beneficial, and (3) this two-stage approach is usually slow
due to inefficient proposal method and duplicate operations repeated in the proposal and
classification stages.
We propose a Single Shot multi-Span Detector (S3D), a simple yet novel fully Conv3D-
based framework for activity detection in continuous untrimmed video streams. As illus-
trated in Figure 3.1, S3D produces a fixed-size collection of temporal spans and scores
for the presence of activity class instances in those spans, followed by a temporal non-
maximum suppression step to generate the final detection results. S3D is a highly-unified
network by eliminating explicit temporal proposal and classification stages and solving
13
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Figure 3.1: S3D network architecture: Our network takes a video of 256 frames with
spatial size 112× 112 as input and computes base features using a standard C3D [1]
network up to conv5b. We add auxiliary Conv3D layers on top of conv5 to produce
a temporal feature hierarchy with multi-scale default spans at each layer. For each
temporal feature map cell, we predict K class confidence scores, 1 activity confidence
score and 2 location offsets with a set of Conv3D filters. Temporal NMS is applied to
produce the final detection results.
the detection problem in one single shot. We set multi-scale default spans at feature maps
with different temporal resolutions to naturally handle activities of different lengths. Fur-
thermore, we predict the temporal offsets to adjust each default span in order to predict
precise temporal boundaries. The network takes as input a whole video stream, allowing
our scheme to see a larger temporal context and produce better detection results. The
whole network is end-to-end trainable with a joint loss to directly maximize the detection
performance.
The contributions are as follows: (1) We introduce S3D, a single shot end-to-end ac-
tivity detection model based completely on Conv3D networks that can effectively predict
both the precise temporal boundaries and confidence scores of multiple activity categories
in untrimmed videos. (2) We demonstrate experimentally that our S3D achieves state-
of-the-art performance on temporal activity detection task on THUMOS’14 benchmark.
(3) Besides its strong performance, the simple S3D network is also very efficient and can
run at 1271 FPS on a single GPU.
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3.2 Single-Shot multi-Span Detector
We introduce a Single Shot multi-Span Detector (S3D), a simple yet novel fully
Conv3D-based framework for activity detection in long untrimmed video streams. The
S3D approach, illustrated in Figure 3.1, is based on a feed-forward fully Conv3D network
that produces a fixed-size collection of temporal spans and scores for the presence of
activity class instances in those spans, followed by a temporal NMS step to generate the
final detection results.
Our model consists of four major components: base feature layers, auxiliary temporal
feature layers, multi-scale default spans and convolutional predictors. The base feature
layers are used to extract high-level features given an input video stream. We then add
auxiliary temporal feature layers to generate rich spatial-temporal feature hierar-
chies. These layers decrease in temporal dimension progressively and allow predictions
of temporal spans at different locations and scales. We associate multi-scale default
spans with each feature map cell and the default spans tile the feature map in a con-
volutional manner. At each feature map cell, we predict the temporal offsets relative to
the default span in the cell, as well as the confidence scores that indicate the presence
of an activity instance in each of those spans. These are done by adding convolutional
predictors on top of each cell.
3.2.1 Base Feature Layers
We use Conv3D filters to extract rich feature hierarchies from a given input video
stream. Specifically, the input to our model is a sequence of RGB video frames which
can be represented as a tensor with dimension RL×H×W×3, where L is the number of
frames, H and W are the height and width of each frame. We apply the standard C3D
architecture [1] as it has been proven as an effective building block in prior works [38, 41,
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42]. We adopt the Conv3D layers (conv1a to conv5b) of C3D and generate a feature map
Cconv5 ∈ RL8×H16×W16×512. We use Cconv5 as our base feature since it is a rich yet compact
spatial-temporal representation of the input video stream.
3.2.2 Auxiliary Temporal Feature Layers
To allow the model to predict variable scale temporal spans, we add temporal feature
layers to the end of the base feature layers. Similar to [1], we first down sample Cconv5
by a factor of 2 in both spatial and temporal dimension via 3D max pooling and then
add auxiliary Conv3D layers to produce a sequence of feature maps that progressively
decrease in temporal dimension while keeping the same spatial resolution. In more detail,
we stack Conv3D layers with temporal kernel size 3 to extend the temporal receptive field
and the stride is set to 2 for progressively decreasing the temporal dimension. We also
add bottleneck Conv3D layers to help prevent over-fitting and improve runtime efficiency.
The detailed network configurations are illustrated in Figure 3.1 when L = 256 and
H = W = 112.
The network is intrinsically simple by only applying Conv3D filters, but builds a
rich feature hierarchy by summarizing a continuous video stream in multiple temporal
resolutions, allowing us to add default temporal spans at certain layers to get temporal
predictions at multiple scales.
3.2.3 Multi-scale Default Spans
To handle different activity locations and scales, [29] suggests processing the video
at different segment levels and combining the results afterward, while [42] uses a gated
recurrent network to assign a number of anchors at different time steps. However, by
utilizing feature maps from several different layers in a single network for prediction we
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can mimic the same effect, while also sharing parameters across all temporal scales. We
use feature maps with different temporal resolutions for detection since earlier feature
maps have higher resolution and capture finer details of the input video, and deeper
feature maps have larger receptive fields and contain more temporal contexts.
In our design, we use conv5 to conv10 as our temporal feature maps and associate a set
of multi-scale default spans with each temporal feature map cell. We design the tiling of
default spans so that specific feature maps learn to be responsive to particular locations
and lengths of the activities. Regrading a temporal feature map f with temporal length
Lf , the scale of the default spans for this feature map is set as Sf =
1
Lf
(as the input
video length is normalized to 1). We impose different scale ratios for the default spans,
and denote them as r ∈ {0.25, 0.5, 0.75, 1.0}. We can compute the length (lrf = Sf · r) for
each default span, and we set the center of each default span to i+0.5
Lf
, where i indicates
the i-th temporal feature cell, i ∈ [0, Lf ). So for an temporal feature map with length
Lf and R different scale ratios (R = 4), the number of default spans is Lf ·R.
By combining predictions for all default spans with different scales from all locations
of multi-scale feature maps, we have a diverse set of predictions, covering various activity
locations and lengths. A concrete example is illustrated in Figure 3.2 where Lconv7 = 8
and Lconv8 = 4 for feature map conv7 and conv8 respectively.
3.2.4 Convolutional Predictors
Each temporal feature layer can produce a fixed set of detection predictions using
a set of Conv3D filters. These are indicated on top of the feature network architecture
in Figure 3.1. For a temporal feature map Cf ∈ RLf×Hf×Wf×df , the basic operation for
predicting parameters of a potential temporal detection is a 3 × Hf ×Wf kernel that
produces scores for activity presence and categories, or temporal offsets relative to the
17
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Figure 3.2: S3D framework. (a) Input video with temporal ground-truth annotations.
We evaluate a small set (e.g. 4) of multi-scale default spans at each location in several
feature maps with different temporal resolutions (e.g. conv7 in (b) and conv8 in (c)).
For each default span, we predict both the temporal offsets and the confidences for
presence of activity and all activity categories. At training time, we match the default
spans to the ground truth spans.
default location and scale. Specifically, for each default span at a given temporal location,
we compute K positive class confidence scores plus one activity confidence score and two
temporal offsets. This results in a total of (K + 1 + 2) × R filters that are applied
around each location in the feature map, yielding (K + 1 + 2) × R × Lf outputs for a
temporal feature map Cf . For an illustration of default spans, please refer to Figure 3.2.
Each default span gets a prediction score vector vpred = (c
1, c2, ..., cK , cact,∆ct,∆lt) with
length K + 1 + 2, where cact is a class-agnostic confidence score to estimate the presence
of activity, c1 to cK are used to predict default span’s category and ∆ct,∆lt are temporal
offsets relative to the locations of default spans.
3.3 Network Training
The key step of training S3D is that the ground truth information needs to be as-
signed to specific outputs in the fixed set of detector outputs. Once this assignment is
determined, the loss function and back propagation are applied. We also discuss training
data construction and hard negative mining strategies used in our model.
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3.3.1 Training Data Construction and Augmentation
In theory, because S3D is a fully Conv3D network, it can be applied to an input of
arbitrary size. Therefore, our S3D network can operate on videos of variable lengths. In
practice, due to GPU memory limitations, we slide a temporal window of size L frames on
the video and feed each windowed segment individually into the S3D network to obtain
temporal detections. Although the input window size is fixed, we decode the input video
stream with a small frame rate, allowing the network to encode enough temporal contexts
for precisely detecting activity instances. Therefore, given a set of training videos, we
obtain a training collection of windows with temporal activity annotations inside each
windowed video segment. To make the model more robust to various activity locations
and scales, we further improve the training dynamics by augmenting the training videos
with temporal and spatial jittering [1].
3.3.2 Matching Strategy
During training, we need to determine which default spans correspond to a ground
truth detection and train the network accordingly. Specifically, for each default span, we
compute the Intersection-over-Union (IoU) score with all ground truth instances. If the
highest IoU score is higher than 0.5, we match the default span with the corresponding
ground truth span and regard it as positive, otherwise negative. So a ground truth
instance can match multiple default spans while a default span can only match one
ground truth instance at most. This simplifies the learning problem, allowing the network
to predict high scores for multiple overlapping default spans.
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3.3.3 Hard Negative Mining
After the matching step, most of the default spans are negatives. This introduces a
significant imbalance between the positive and negative training examples. Instead of
using all the negative examples, we sort them using the highest activity confidence loss
for each default span and pick the top ones so that the ratio between the negatives and
positives is nearly 1 : 1. We found that this leads to faster optimization and a more
stable training.
3.3.4 Training Objective
The training objective of S3D is to solve a multi-task optimization problem. Let
xkij = {1, 0} be an indicator for matching the i-th default span to the j-th ground truth
span of category k ∈ [1, K], and si be the highest IoU score with any ground truth spans.
The overall objective loss function is a weighted sum of the localization loss (loc), class
confidence loss (conf) and activity confidence loss (act):
Loss = Lloc(x, t, g) + αLconf (x, c) + βLact(s, c) (3.1)
where α and β are the weight terms used for balancing each part of the loss function.
The localization loss is a Smooth L1 loss [87] between the predicted temporal offsets
(t) and the ground truth span parameters (g). In temporal domain, we regress to offsets
for the center (ct) of the default span (d) and for its length (lt):
Lloc(x, t, g) =
1
Npos
Npos∑
i
∑
m∈{ct,lt}
xkijsmoothL1(t
m
i − gˆmj ) (3.2)
where Npos is the number of positive matching default spans in a batch, and the tem-
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poral offset parameters gˆmj are defined similarly like the bounding box offset in object
detection [87]:
gˆctj = ∆cti = (g
ct
j − dcti )/dlti gˆltj = ∆lti = log(
gltj
dlti
) (3.3)
where gctj , d
ct
i are the centers and g
lt
j , d
lt
i are the lengths for the ground truth span and
the matching default temporal span respectively.
The class confidence loss is a softmax loss over multiple class confidences (c):
Lconf (x, c) = − 1
Npos
Npos∑
i
xkij log(cˆ
k
i ) (3.4)
where cˆki =
exp(cki )∑
k exp(c
k
i )
is the softmax probability for the ground truth class of this instance.
The class confidence loss is only used to distinguish between multiple positive classes not
including the background. We use another activity confidence score to predict activity
class agnostic scores.
The activity confidence loss is a binary classification loss using sigmoid cross-entropy.
Rather than using a hard ground truth score for positive (1) and negative (0), we use
the IoU score si as ground truth for each default span. This helps the training procedure
since positive default spans are assigned different confidence levels based on its overlap
with the ground truth span. We define the activity confidence loss as:
Lact(s, c) = − 1
N
N∑
i
(si log(c
act
i ) + (1− si) log(1− cacti )) (3.5)
where N is the number of total training default spans in a batch and N = Npos+Nneg; c
act
i
is the predicted activity confidence score. Note that we separate the activity confidence
score and class confidence scores via two separate losses. Comparing to only having one
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softmax classification loss containing all positive classes and one background class, we
find this configuration is more robust, leads to better validation performance and makes
the network architecture more flexible.
3.3.5 Prediction
Activity prediction in S3D is single shot with one forward pass of the network. Given
an input video stream, we generate all default spans with class confidence scores, activity
confidence score and temporal location offsets. The temporal location offset is in the form
of relative displacement of the center point and length of each instance as described in
Equation 3.3, which is applied on the default span to predict accurate start time and end
time. Then the default spans with low activity confidence score will be filtered out and
the remaining spans are refined via NMS with threshold value 0.5. Each remaining span
is considered as a positive prediction and assigned the activity label with the highest
class confidence score, which we consider as the final temporal detection results of S3D.
3.4 Experiments
We evaluate the proposed framework on the THUMOS’14 [11] large-scale activity
detection benchmark dataset. As shown in the experiments, our S3D not only achieves
state-of-the-art performance but also acquires fast runtime speed at 1271 FPS.
Dataset [11]. The temporal activity detection task of THUMOS’14 dataset is challeng-
ing and widely used. Over 20 hours of video and 20 activity categories are involved and
annotated temporally, resulting in 200 validation and 213 test untrimmed videos. Follow-
ing the standard practice, we train our models on the validation set and evaluate them
on the testing set. We follow the conventional metrics used in THUMOS’14, computing
the Average Precision (AP) for each activity category and calculating mean AP (mAP)
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IoU threshold 0.3 0.4 0.5 0.6 0.7
S-CNN [29] 36.3 28.7 19.0 10.3 5.3
CDC [36] 40.1 29.4 23.3 13.1 7.9
SSAD [41] 43.0 35.0 24.6 - -
TCN [39] - 33.3 25.6 15.9 9.0
R-C3D [38] 44.8 35.6 28.9 - -
SSN [30] 50.6 40.8 29.1 - -
SS-TAD [42] 40.1 - 29.2 - 9.6
S3D 47.9 41.2 32.6 23.3 14.3
Table 3.1: Temporal activity detection mAP on THUMOS’14. The top performing
methods in existing papers are shown. S3D achieves state-of-the-art performance at
different overlap threshold. (- indicates that results are unavailable in the correspond-
ing papers).
for evaluation.
Implementation Details. S3D takes as input L = 256 raw video frames with size
H = W = 112. We decode each video at 8 FPS and produce a collection of training
windows. Thus, each window contains 32 seconds of a video stream and this is motivated
by the fact that more than 99% of activity instances in THUMOS’14 are less than 32
seconds. We use conv5 to conv10 as the temporal feature layers with temporal dimension
{32, 16, 8, 4, 2, 1} and associate a set of default spans at each temporal feature cell with
four ratios {0.25, 0.5, 0.75, 1.0}, resulting in 252 default spans in total; the default spans
correspond to spans of duration between 0.25s and 32s uniformly distributed at different
temporal locations. We initialize base feature layers with C3D weights pre-trained on
Sports-1M by the authors in [1], and other layers from scratch. We allow all the layers
of S3D to be trained on THUMOS’14 with the end-to-end loss function.
3.4.1 Comparison with State-of-the-art
The comparison results between our S3D and other top-performing methods are sum-
marized in Table 3.1, and our S3D outperforms all previous state-of-the-art methods.
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Furthermore, S3D improves the state-of-the-art by a large margin when the evaluation
IoU thresholds are set at higher levels (0.5 to 0.7), indicating its superior ability to predict
precise temporal boundaries of different activities.
In comparison with the proposed S3D model: previous systems on top of C3D net-
works (S-CNN [29], CDC [36]) largely relies on good temporal proposals generated by
external proposal methods, restricting them from directly optimizing the detection perfor-
mance. R-C3D [38] is able to process a long video stream and predict multi-scale activity
instances, but it only applies anchors on a single feature map with fixed temporal dimen-
sion. With the proposed S3D framework, we jointly optimize the feature representation
and detection layers at different temporal levels by processing an untrimmed input video
stream with enough temporal context.
3.4.2 Ablation Study
To understand S3D better, we evaluate our network with different variants on THU-
MOS’14 to study their effects. For all experiments, we only change the certain part of
the network and use the same evaluation settings. We compare the result of different
variants using the mAP at IoU threshold 0.5.
include 1.0 span X X X X
include 0.25 span X X X
include 0.5 span X X
include 0.75 span X
# Spans 63 126 189 252
mAP@0.5 27.5 29.5 31.1 32.6
Table 3.2: Effects of various design choices on S3D performance, the span with ratio
1.0 is included by default.
Default Span Ratio. By default, we use 4 default spans per each temporal location. If
we remove the spans with ratio 0.75, the mAP drops by 1.5%. By further removing the
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spans with ratio 0.25 and 0.5, the mAP drops another 3.6%. By only keeping the span
with ratio 1.0, our model already has a strong performance (mAP 27.5%) since it already
covers most ground truth instances in the dataset. Using a variety of default ratios make
the task of predicting spans easier for the network and result in better performance.
Span Regression. The default spans are defined at fixed temporal locations. In order
to generate precise predictions for starting and ending time of each activity instance, we
adjust each default span by applying a temporal offset described in Equation 3.3. This
technique, which we call span regression, allows our model to predict temporal spans at
much smaller granularities. As shown in Table 3.3, span regression improves the mAP
from 28.6% to 32.6%.
Span
regression
conv5 conv6 conv7 conv8 conv9 conv10 mAP@0.5 # Spans
X X X X X X X 32.6 252
X X X X X X 28.6 252
X X X X X X 31.8 248
X X X X X 30.7 240
X X X X 27.6 224
Table 3.3: Effects of using multiple temporal feature layers and span regression.
Multi-scale Default Spans. A major advantage of S3D is using default spans of
different scales on different temporal feature layers. To measure the advantage gained, we
progressively remove layers and compare results. Table 3.3 shows a decrease in accuracy
with fewer layers, dropping monotonically from 32.6% to 27.6%. This is because that
different layers are responsible for predicting temporal activities at different lengths,
which reinforces the message that it is critical to spread spans of different scales over
different layers.
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GT
Pred
Pole Vault [227.3 – 238.0s]
Pole Vault [228.1 – 236.6s]
Pole Vault [241.8 – 249.1s]
Pole Vault [242.0 – 247.7s]
GT
Pred
Javelin Throw [616.1 – 624.2s]
Javelin Throw [619.4 – 624.6s]
Javelin Throw [635.0 – 637.0s]
Javelin Throw [634.6 – 637.6s]
GT
Pred
Shotput [32.6 – 42.0s]
Shotput [35.9 – 41.6s]
Shotput [46.5 – 62.5s]
Shotput [49.7 – 58.6s]
GT
Pred
Clean and Jerk [110.7 – 126.2s]
Clean and Jerk [111.6 – 125.2s]
Figure 3.3: Qualitative visualization of the top detected activities by S3D (best viewed
in color) on four different activity categories in THUMOS’14 dataset: Pole Vault,
Clean and Jerk, Javelin Throw and Shotput. Ground truth activity segments are
marked in black and predicted activity segments are marked in green.
3.4.3 Qualitative Results
We provide qualitative results to demonstrate the effectiveness and robustness of our
proposed S3D network. As shown in Figure 3.3, different video streams contain very
diversified background context and different activity instances vary a lot in temporal
location and scale. S3D is able to predict the accurate temporal span as well as the correct
activity category. Furthermore, S3D can distinguish activity with minor differences such
as the normal weightlifting compared to Clean and Jerk. It is also capable of detecting
the same activity sequence with different playing speed as shown in the Shotput example.
Since our model has a single-shot, end-to-end design with simple Conv3D building
blocks, it is also very efficient. We benchmark our model on a GeForce GTX 1080 Ti
GPU, and our S3D can run much faster than real time at 1271 FPS. For comparison,
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previous top performing methods [29, 41, 36] have significantly lower FPS for the whole
detection pipeline. Comparing to some recent works [38, 42] providing good runtime
efficiency, our S3D achieves much better accuracy.
3.5 Conclusion
In this chapter, we introduce S3D, a Single Shot multi-Span Detector for temporal
activity detection. We design a simple network architecture by using only a fully Conv3D
network on top of the raw video frames to jointly predict the temporal boundaries as
well as activity categories. A key feature of S3D is the use of multi-scale temporal span
outputs attached to multiple temporal feature maps. With this framework, we achieved
state-of-the-art performance on THUMOS’14 benchmark dataset, while being efficient to
run much faster than real time on a single GPU.
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Dynamic Temporal Pyramid
Network for Temporal Multi-Scale
Modeling
Recognizing instances at varying scales simultaneously is a fundamental challenge in vi-
sual detection problems. While spatial multi-scale modeling has been well studied in
object detection, how to effectively apply a multi-scale architecture to temporal models
for activity detection is still under-explored. In this chapter, we identify three unique
challenges that need to be specifically handled for temporal activity detection. To address
all these issues, we propose Dynamic Temporal Pyramid Network (DTPN), a new activ-
ity detection framework with a multi-scale pyramidal architecture featuring three novel
designs: (1) We sample frame sequence dynamically with different frame per seconds
(FPS) to construct a natural pyramidal representation for arbitrary-length input videos.
(2) We design a two-branch multi-scale temporal feature hierarchy to deal with the in-
herent temporal scale variation of activity instances. (3) We further exploit the temporal
context of activities by appropriately fusing multi-scale feature maps, and demonstrate
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that both local and global temporal contexts are important. By combining all these
components into a uniform network, we end up with a single-shot activity detector in-
volving single-pass inferencing and end-to-end training. Extensive experiments show that
the proposed DTPN achieves state-of-the-art performance on the challenging ActvityNet
dataset.
4.1 Introduction
Temporal activity detection has drawn increasing interests in both academic and
industry communities due to its vast potential applications in security surveillance, be-
havior analytics, videography and so on. One major obstacle that people are facing in
temporal activity detection, is how to effectively model activities with various temporal
length and frequency. Especially, the challenge of localizing precise temporal boundaries
among activities of varying scales has been demonstrated as one major factor behind
the difference in performance [39]. Luckily, the problem of scale variation is not new in
computer vision researches, as it has been well studied in object detection in images [88].
In order to alleviate the problems arising from scale variation and successfully detect
objects at multiple scales, extensive analysis has been conducted in recent years. Multi-
scale pyramidal architecture has been widely adopted and become a general structure in
many state-of-the-art object detection frameworks [24, 28].
How to effectively model the temporal structure for activity detection using a multi-
scale pyramidal network then? To answer this question, we first identify three unique
problems that need to be specifically handled for temporal activity detection: (1) The
duration of the input video is arbitrary (usually ranges from few seconds to few minutes).
A naive subsampling method (resize the video) or sliding window (crop the video) will
fail to fully exploit the temporal relations. (2) The temporal extent of activities varies
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dramatically compared to the size of objects in an image, posing a challenge to deal with
large instance scale variation. (3) The spatial context of a bounding box is important to
correctly classify and localize an object, and the temporal context is arguably more so
than the spatial context. Thus, cross-scale analysis becomes much more crucial in tempo-
ral domain. In this work, we propose a multi-scale pyramidal deep-learning architecture
with three novel elements designed to solve the above problems accordingly.
1. How to effectively extract a feature representation for input video of
arbitrary length? A common practice in most existing works [89, 40, 39] is to use
a high-quality video classification network for extracting a feature representation
from raw frame sequence. However, when dealing with input video of arbitrary
length, they only decode the video at a fixed FPS and extract features with a single
resolution. To fully exploit temporal relations at multiple scales and effectively
construct a feature representation, we propose to use dynamic sampling to decode
the video at varying frame rates and construct a pyramidal feature representation.
Thus, we are able to parse an input video of arbitrary length into a fixed-size
feature pyramid without losing short-range and long-range temporal structures.
Nevertheless, our extraction method is very general and can be applied to any
framework and compatible with a wide range of network architectures.
2. How to build better temporal modeling architectures for activity detec-
tion? In dealing with the large instance scale variation, we draw inspirations from
SSD [24] to build a multi-scale feature hierarchy allowing predictions at different
scales by appropriately assigning default spans. This multi-scale architecture en-
forces the alignment between the temporal scope of the feature and the duration
of the default span. Besides, we also draw inspirations from Faster-RCNN [23] to
use separate features for classification and localization since features for localiza-
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tion should be sensitive to pose variation while those for classification should not.
We propose a new architecture to leverage the efficiency and accuracy from both
frameworks while still maintaining a single shot design. In our work, we use sepa-
rate temporal convolution and temporal pooling branches with matched temporal
dimension at each scale, and use a late fusion scheme for final prediction.
3. How to utilize local and global temporal contexts? We claim both local
temporal context (i.e., moments immediately preceding and following an activity)
and global temporal context (i.e., what happens during the whole video duration)
are crucial. We propose to explicitly encode local and global temporal contexts by
fusing features at appropriate scales in the feature hierarchy.
Our contributions are: (1) We take a closer look at multi-scale modeling for temporal
activity detection and identify three unique challenges. (2) To address all these issues in a
single network, we introduce the Dynamic Temporal Pyramid Network (DTPN), which is
a single shot activity detector featuring a novel multi-scale pyramidal architecture design.
(3) Our DTPN achieves state-of-the-art performance on temporal activity detection task
on ActivityNet benchmark [10].
4.2 Dynamic Temporal Pyramid Network
We present a Dynamic Temporal Pyramid Network (DTPN), a novel approach for
temporal activity detection in long untrimmed videos. DTPN is dedicatedly designed
to address the temporal modeling challenges as discussed in the introduction with a
multi-scale pyramidal architecture. The overall DTPN framework is a single-shot, end-
to-end activity detector featuring three novel architectural designs: pyramidal input
feature extraction with dynamic sampling, multi-scale feature hierarchy with two-branch
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Figure 4.1: An illustration of pyramidal input feature extraction with 5 sampling
rates. Left: input video is sampled at different FPS to capture motion dynamics at
different temporal resolutions; Right: a shared 3D ConvNet is used to extract the
input feature at each resolution.
network, and local and global temporal context.
4.2.1 Pyramidal Input Feature Extraction with Dynamic Sam-
pling
The input of our network is an untrimmed video with an arbitrary length. We denote
a video ν as a series of RGB frames ν = {Ii}Fi=1, where Ii ∈ RH×W×3 is the i-th input
frame and F is the total number of frames. A common practice is to use a high-quality
video classification network to extract a 1D feature representation on top of the input
frame sequence [89, 40, 90]. This feature extraction step is beneficial for summariz-
ing spatial-temporal patterns from raw videos into high-level semantics. The backbone
classification network can be of any typical architectures, including the two-stream net-
work [15], C3D [1], I3D [16], Res3D [14], P3D [17], etc. However, an obvious problem of
the classification ConvNet in their current form is their inability in modeling long-range
temporal structure. This is mainly due to their limited temporal receptive field as they
are designed to operate only on a single stack of frames in a short snippet.
To tackle this issue, we propose to extract pyramidal input feature with dynamic sam-
pling, a video-level framework to model multi-level dynamics throughout the whole video.
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Sparse sampling has already been proven very successful when solving the video classi-
fication problem [91], where preliminary prediction results from short snippets sparsely
sampled from the video are aggregated to generate the video-level prediction. Follow-
ing similar ideas, we propose a general feature extraction framework specifically for the
temporal activity detection.
Formally, given an input video ν with F frames and a sampling scale index s, we
divide the entire frame sequence into Ks different segments of equal duration. Suppose a
classification network takes w frames as input and generates a d-dimensional 1D feature
vector before any classification layers, we uniformly sample w frames in each segment to
construct a sequence of snippets {T1, T2, ..., TKs}, where each Ti, i ∈ [1, Ks] is a snippet
of w frames which can be directly used as an input to the backbone network. Thus, we
can extract features for a specific sampling scale index s as
fs =
Ks⋃
i=1
F (Ti,W) ∈ RKs×d (4.1)
where F (Ti,W) is the function representing a ConvNet with parameter W which operates
on snippet Ti and generates a d-dimensional feature vector. Thus, each single feature
vector F (Ti,W) in fs covers a temporal span of
F
Ks
frames. Suppose the input frame
sequence is decoded at r FPS, then the equivalent feature-level sampling rate is given
as r×Ks
F
. Instead of only extracting features at a single scale, we apply a set of different
scales to construct a pyramidal input feature, which can be considered as sampling the
input frame sequence with dynamic FPS. Technically, we use S different scales to sample
the input video with a base scale length K1 and an up sampling factor of 2. i.e. Ks =
2s−1 × K1, s ∈ [1, S] different feature vectors will be extracted given a scale index s.
This dynamic sampling procedure allows us to directly summarize both short-range and
long-range temporal relations while being efficient during runtime. Finally, a pyramidal
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feature is constructed as
fpymd =
S⋃
s=1
fs, fs ∈ RKs×d (4.2)
which will be used as the input to the two-branch network (Sec. 4.2.2).
The overall procedure is illustrated in Fig. 4.1. Note that our approach is different
from temporal pyramid pooling [30] where higher-level features are directly pooled, and
multi-scale sliding window [29] where a window size is pre-defined. Our dynamic sampling
approach fixes the number of sampling windows and computes independent features by
directly looking at input frames with different receptive fields. We find that both sparse
and dense sampling are important for temporal detection task: sparse sampling is able to
model long-range temporal relations. Dense sampling, on the other hand, provides high-
resolution short-range temporal features. By using an off-the-shelf video classification
network and a dynamic frame sampling strategy, we are able to construct a pyramidal
input feature that naturally encodes the video at varying temporal resolutions.
Comparison with previous works. When extracting features from the input video,
previous works [90, 39, 40, 89, 92] decode the input video with a fixed FPS (usually
small for computational efficiency) and extract features using a non-overlapping sliding
window, which corresponds to a fixed FPS single-scale sampling in our schema. Although
advanced networks are applied to model temporal relationships, their feature extraction
component fails to fully exploit the multi-scale motion context in an input video stream.
More importantly, our extraction strategy is very general thus can be applied to any
framework and compatible with a wide range of network architectures.
4.2.2 Multi-scale Feature Hierarchy with Two-branch Network
To allow the model to predict variable scale temporal spans, we follow the design of
SSD to build a multi-scale feature hierarchy consisting of feature maps at several scales
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Figure 4.2: An illustration of the two-branch multi-scale network with S = N = 5.
The network combines a temporal convolution branch and a temporal pooling branch,
where the features are concatenated and down sampled. Late fusion scheme is applied
to build the multi-scale feature hierarchy.
with a scaling step of 2. We then assign default temporal spans at each layer to get
temporal predictions at multiple scales. More specifically, a multi-scale feature hierarchy
is created which we denote as {Ci}Ni=1, Ci ∈ RLi×df where N is the total number of
features each with a temporal dimension Li and feature dimension df . For a simple and
efficient design, we set L1 = K1 and LN = 1, and the temporal dimension in between
follows Li = 2Li+1.
The next question is: how do we combine the pyramidal input feature and build the
multi-scale network? As illustrated in Fig. 4.2, we propose to use a two-branch network,
i.e., a temporal convolution branch and a temporal pooling branch to fuse the pyramidal
input feature and aggregate these branches at the end. This design choice is inspired by
the fact that pooling features contain more translation-invariant semantic information
which is classification-friendly and convolutional features better model temporal dynam-
ics which are helpful for localization [23, 28].
In more detail, both branches take as input the pyramidal feature fpymd. For the
temporal convolution branch, a Conv1D layer with temporal kernel size Ks
L1
+1, stride Ks
L1
is
applied to each input feature fs ∈ fpymd, s ∈ [1, S] to increase the temporal receptive field
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and decrease the temporal dimension to L1 (temporal stride is set to 1 for f1 since no down
sampling is needed). We use channel-wise concatenation to combine the resulting features
into a single feature map Ct1 ∈ RL1×dt . Based on Ct1, we stack Conv1D layers with kernel
size 3 and stride 2 for progressively decreasing the temporal dimension by a factor 2 to
construct Ct2 through C
t
N . For the temporal pooling branch, a non-overlapping temporal
max pooling with window size Ks
L1
is used on top of each input feature fs ∈ fpymd, s ∈ [1, S]
to match with the temporal dimension L1. Similar to the temporal convolution branch,
channel-wise concatenation is applied here to construct Cp1 ∈ RL1×dp . Then, we use
temporal max pooling with a scaling step of 2 to construct the feature hierarchy {Cpi }Ni=1.
Finally, features from the two branches are aggregated together to generate the final
feature hierarchy {Ci}Ni=1, which will be used to further model the temporal context
(Sec. 4.2.3).
Simplicity is central to our design and we have found that our model is robust to
many design choices. We have experimented with other feature fusion blocks such as
element-wise product, average pooling, etc., and more enhanced building blocks such as
dilated convolution [93] and observed marginally better results. Designing better network
blocks is not the focus of this work, so we opt for the simple design described above.
Comparison with previous works. Previous works based on SSD framework [90, 92]
only use a single convolutional branch and don’t apply feature fusion since only a single-
scale input is applied. Our design uses two separate branches with slightly different
feature designs at multiple scales. The localization branch uses temporal convolution for
better localization while the classification branch uses maximum pooling to record the
most prominent features for recognition. We show experimentally that our two-branch
design achieves much better results compared to single-branch (Sec. 4.3.3).
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Figure 4.3: An illustration of local and global contexts when setting N to 5. Every
temporal feature map cell at all scales is enhanced by its local context (next scale)
and global context (last scale) to produce a set of prediction parameters. Temporal
NMS is applied to produce the final detection results.
4.2.3 Local and Global Temporal Contexts
Temporal contextual information has been shown to be critical for temporal activity
detection [39, 40]. There are mainly two reasons: First, it enables more precise localiza-
tion of temporal boundaries. Second, it provides strong semantic cues for identifying the
activity class. In order to fully utilize the temporal contextual information, we propose
to use both local temporal context (i.e., what happens immediately before and after
an activity instance) and global temporal context (i.e., what happens during the whole
video duration). Both contexts help with localization and classification subtasks but
with different focuses: local context focuses more on localization with immediate cues to
guide temporal regression, while global context tends to look much wider at the whole
video to provide classification guidance. Below, we detail our approach.
Our multi-scale feature hierarchy can easily incorporate contextual information since
it naturally summarizes temporal information at different scales. To exploit the local
temporal context for a specific layer Ci, we combine each temporal feature cell at Ci
with a corresponding feature cell at Ci+1. Specifically, we first duplicate each feature cell
at Ci+1 twice to match with the temporal dimension of Ci and concatenate the feature
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maps together. Thus, at each feature cell location in Ci, it not only contains feature at its
original location but also a local context feature at the next scale. To exploit the global
temporal context, instead of looking at the feature map in the next scale, we combine the
feature with the last feature map CN which summarizes the whole video content. Similar
to the local temporal context, we duplicate CN to have the same temporal dimension with
Ci. We exploit local and global contexts at all layers in our network, thus, each temporal
feature cell is enhanced by its local and global temporal information. We illustrate this
mechanism in Fig. 4.3.
Each temporal feature map can produce a fixed set of detection predictions using a
set of Conv1D layers. These are indicated on top of the feature network in Fig. 4.3. The
basic operation for predicting parameters of a potential temporal detection is a Conv1D
filter that produces scores for activity presence (cact) and categories (c1 to cM , where M
is the total number of classes), and temporal offsets (∆ct,∆lt) relative to the default
temporal location. The temporal detections at all scales are combined through temporal
non-maximum suppression for generating the final detection results.
Comparison with previous works. Neither Zhang et al. [92] nor Lin et al. [90]
exploited any context features in their network. Dai et al. [39] included context features
in the proposal stage, but they pooled features from different scales. Chao et al. [40] only
exploited the local temporal context. Our work considers both local and global temporal
contexts and inherently extract contexts from a multi-scale temporal feature hierarchy.
4.3 Experiments
We evaluate the proposed framework on the ActivityNet [10] large-scale temporal
activity detection benchmark. As shown in the experiments, our DTPN achieves state-
of-the-art performance. We also perform a set of ablation studies to analyze the impact
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of different components in our network.
Dataset. ActivityNet [10] is a recently released dataset which contains 200 different
types of activities and a total of 849 hours of videos collected from YouTube. Activi-
tyNet is the largest benchmark for temporal activity detection to date in terms of both
the number of activity categories and number of videos, making the task particularly
challenging. There are two versions, and we use the latest version 1.3 which contains
19994 untrimmed videos in total and is divided into three disjoint subsets, training, val-
idation, and testing by a ratio of 2 : 1 : 1. On average, each activity category has 137
untrimmed videos. Each video on average has 1.41 activities which are annotated with
temporal boundaries. Since the ground-truth annotations of test videos are not public,
following traditional evaluation practices on this dataset, we use the validation set for
ablation studies.
Evaluation Metrics. ActivityNet dataset has its own convention of reporting perfor-
mance metrics. We follow their conventions, reporting mean average precision (mAP) at
different IoU thresholds 0.5, 0.75 and 0.95. The average of mAP values with IoU thresh-
olds [0.5 : 0.05 : 0.95] is used to compare the performance between different methods.
4.3.1 Implementation Details
Feature Extractor. To extract the feature maps, we first train a Residual 3D ConvNet
(Res3D) model [14] on the Kinetics activity classification dataset [16]. The model takes
as input a stack of 8 RGB frames with spatial size 256× 256, performs 3D convolutions,
and extracts a feature vector with d = 2048 as the output of an average pooling layer.
We decode each video at 30 FPS to take enough temporal information into account, and
each frame is resized to 256×256. We set K1 = L1 = 16 and S = 5 for dynamic sampling,
thus, we divide the input frame sequence into a set of {16, 32, 64, 128, 256} segments and
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a snippet of window size w = 8 is sampled in each segment. Each snippet is then fed into
our Res3D model to extract a pyramidal input feature. Note that feature extraction can
be done very efficiently with a single forward pass in batches.
Temporal Anchors. In our design, we associate a set of temporal anchors with each
temporal feature map cell in the multi-scale feature hierarchy {Ci}5i=1. As described in
Sec. 4.2.2, the temporal dimension of Ci is given as Li = 2
5−i, i ∈ [1, 5]. Regarding a
feature map Ci, we set the length of each temporal anchor to be
1
Li
(as the input video
length is normalized to 1), and the centers are uniformly distributed with a temporal
interval of 1
Li
in between. Thus, we assign a set of {16, 8, 4, 2, 1} temporal anchors in our
network which correspond to anchors of duration between 1
16
and the whole video length.
This allows us to detect activity instances with varying scales.
Network Configurations. Our system is implemented in TensorFlow [94]. All evalu-
ation experiments are performed on a work station with NVIDIA GTX 1080 Ti GPUs.
For multi-scale feature hierarchy, we generate a set of features with temporal dimension
{16, 8, 4, 2, 1} through both temporal convolution branch and temporal pooling branch
as described in Sec. 4.2.2. In temporal convolution branch, we set the number of filters
to 64 for five different input features, and dt = 320 for all convolutional layers after con-
catenation. When training the network, we randomly flip the pyramidal input feature
along temporal dimension to further augment the training data. The network is trained
with multi-task end-to-end loss functions involving a regression loss, a classification loss
and a localization loss. The whole network is trained for 20 epochs with the learning rate
set to 10−4 for the first 12 epochs and 10−5 for the last 8 epochs.
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IoU threshold 0.5 0.75 0.95 Average
Singh and Cuzzolin [95]
(2016)
34.47 - - -
Wang and Tao [96] (2016) 45.10 4.10 0.00 16.40
Shou et al. [97] (2017) 45.30 26.00 0.20 23.80
Xu et al. [89] (2017) 26.80 - - 12.70
Dai et al. [39] (2017) 36.44 21.15 3.90 -
Chao et al. [40] (2018) 38.23 18.30 1.30 20.22
DTPN (ours) 41.44 25.49 3.26 25.72
Table 4.1: Activity detection results on ActivityNet v1.3 validation subset. The per-
formances are measured by mean average precision (mAP) for different IoU thresholds
and the average mAP of IoU thresholds from 0.5 : 0.05 : 0.95.
4.3.2 Comparison with State-of-the-art
Table 4.1 shows our activity detection results on the ActivityNet v1.3 validation
subset along with state-of-the-art methods [95, 96, 97, 89, 39, 40] published recently.
The proposed framework, using a single model instead of an ensemble, is able to achieve
an average mAP of 25.72 that tops all other methods and perform well at high IoU
thresholds, i.e., 0.75 and 0.95. This clearly demonstrates the superiority of our method.
Note that the top half in Table 4.1 are top entries for challenge submission: our
method is worse than [96] at IoU threshold 0.5 but their method is optimized for 0.5
overlap and its performance degrades significantly at high IoU thresholds, while our
method achieves much better results (25.49 vs. 4.10 at IoU threshold 0.75); Shou et
al. [97] builds a refinement network based on the result of [96], although they are able
to improve the accuracy our method is still better when measured by the average mAP
(25.72 vs. 23.80). We believe the performance gain comes from our advanced temporal
modeling design for both feature extraction and feature fusion, as well as rich temporal
contextual information.
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IoU threshold 0.5 0.75 0.95 Average
Single-256 36.75 22.09 1.94 22.18
Single-128 36.93 21.93 2.86 22.32
Single-64 35.47 21.39 2.56 21.63
Single-32 35.62 21.78 2.57 21.66
Single-16 33.64 20.69 1.82 20.63
Pyramidal Input 38.89 23.82 3.25 24.07
Table 4.2: Results for using a single-resolution feature map as the network input.
4.3.3 Ablation Study
To understand DTPN better, we evaluate our network with different variants on
ActivityNet dataset to study their effects. For all experiments, we only change a certain
part of our model and use the same evaluation settings. We compare the result of different
variants using the mAP at 0.5, 0.75, 0.95 and the average mAP. For a fair comparison,
we don’t concatenate contextual features in all experiments unless explicitly noted.
Dynamic Sampling vs. Single-resolution Sampling. A major contribution of
DTPN is using dynamic sampling to extract a pyramidal input feature as the network
input. However, as a general SSD based temporal activity detector, single-resolution
feature can also be applied as the input to our network. We validate the design for
dynamic sampling pyramidal input by comparing with single-resolution sampling input:
we keep the multi-scale feature network with 5 temporal dimensions from 16 to 1 and the
two-branch architecture, but instead of taking the pyramidal feature as input we only
input a separate feature map of temporal size 256, 128, 64, 32 and 16 independently. The
hidden dimension for each layer is kept the same for a fair comparison. The results are
reported in Table 4.2. Pyramidal input performs uniformly the best compared to single
input, despite the network design, this clearly demonstrates the importance of multi-scale
pyramidal feature extraction.
Multi-scale Feature Fusion. We further validate our design to combine multiple
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256 128 64 32 16 Average mAP
X X 22.52
X X 22.01
X X X 23.11
X X X X X 24.07
Table 4.3: Results for combing multiple feature maps as the network input.
IoU threshold 0.5 0.75 0.95 Average
TConv 27.12 14.70 1.34 15.12
TPool 29.77 17.24 2.16 17.12
TConv+TPool
(two-branch)
38.89 23.82 3.25 24.07
Table 4.4: Results for the impact of the two-branch network architecture.
features as our network input. Instead of just using a single-resolution feature as input,
we investigate the effects of combining different input features. We also keep the same
hidden dimension for each layer for a fair comparison. Table 4.3 compares different
combination schemes: we observe that only dense sampling (256+128) or sparse sampling
(32+16) leads to inferior performance compared to sampling both densely and sparsely
(256+64+16); By adding more fine-grained details (128 and 32), our pyramidal input
achieves the best result.
Two-branch vs. Single-branch. Here, we evaluate the impact of the two-branch
network architecture. In our design, We propose to use a separate temporal convolution
branch and temporal pooling branch and fuse the two feature hierarchies at the end.
However, either branch can be used independently to predict the final detection results.
Table 4.4 lists the performance of models with temporal convolution branch only (TConv)
and temporal pooling branch only (TPool). We conclude that two-branch architecture
can significantly improve the detection performance (more than 5% in comparison with
single-branch).
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IoU threshold 0.5 0.75 0.95 Average
w/o Context 38.89 23.82 3.25 24.07
w/ Local Context 40.01 24.50 3.24 24.70
w/ Global Context 40.17 24.20 3.54 24.62
w/ Local+Global
Contexts
41.44 25.49 3.26 25.72
Table 4.5: Results for incorporating local and global temporal contexts.
Local and Global Temporal Contexts. We contend that temporal contexts both
locally and globally are crucial for temporal activity detection. Since local and global
contextual features are extracted from different layers and combined through concatena-
tion, we can easily separate each component and see its effect. As reported in Table 4.5,
We compare four different models: (1) model without temporal context (w/o Context);
(2) model only incorporating local context (w/ Local Context); (3) model only incor-
porating global context (w/ Global Context); (4) model incorporating both local and
global contexts (w/ Local+Global Contexts). We achieve higher mAP nearly at all IoU
thresholds when incorporating either local or global context, and we can further boost
the performance by combining both contexts at the same time.
4.3.4 Qualitative Results
We provide qualitative detection results on ActivityNet to demonstrate the effective-
ness and robustness of our proposed DTPN. As shown in Fig. 4.4, different video streams
contain very diversified background context and different activity instances vary a lot in
temporal location and scale. DTPN is able to predict the accurate temporal span as well
as the correct activity category, and it is also robust to detect multiple instances with
various length in a single video.
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High Jump [29.2 – 52.9s]
High Jump [30.9 – 52.6s]
Windsurfing [3.1 – 129.8s]
Windsurfing [4.0 – 128.3s]
Curling [0.3 – 52.0s]
Curling [4.6 – 56.2s]
Ice fishing [22.7 – 63.5s]
Ice fishing [19.0 – 58.4s]
Ice fishing [73.5 – 87.4s]
Ice fishing [72.3 – 92.9s]
Figure 4.4: Qualitative visualization of the top detected activities on ActivityNet.
Each sequence consists of the ground-truth (blue) and predicted (green) activity seg-
ments and class labels.
Activity Detection Speed. We benchmark our network on a single GTX 1080 Ti
GPU to measure the activity detection speed. One activity detection in our framework is
measured as a single forward-pass of the whole network, and we follow the same strategy
reported in [98] to calculate the approximate detection time for different methods. In
Table 4.6, we compare our approach with the state-of-the art methods in the approximate
computation time to process each video. Due to the single-shot end-to-end design with
simple Conv3D building blocks, our DTPN is very efficient and can process a single video
in 0.5s which is significantly faster than most state-of-the-art methods [89, 97].
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Method Shou et
al. [97]
Xu et
al. [89]
Mahasseni et
al. [98]
DTPN(ours)
Time (s) > 930 3.2 0.35 0.5
Table 4.6: Comparison of our approach and the state-of-the-art methods in the ap-
proximate computation time(s) to process each video on ActivityNet dataset.
4.4 Conclusion
In this chapter, we introduce DTPN, a novel network architecture specifically designed
to address three key challenges arising from the scale variation problem for temporal
activity detection. DTPN employs a multi-scale pyramidal structure with three novel
architectural designs: 1) pyramidal input feature extraction with dynamic sampling; (2)
multi-scale feature hierarchy with two-branch network; and (3) local and global tem-
poral contexts. We achieve state-of-the-art performance on the challenging ActivityNet
dataset, while maintaining an efficient single-shot, end-to-end design.
46
Chapter 5
Moment Alignment Network for
Natural Language Moment Retrieval
In this chapter, we strive for natural language moment retrieval in long, untrimmed video
streams. The problem is not trivial especially when a video contains multiple moments
of interests and the language describes complex temporal dependencies, which often hap-
pens in real scenarios. We identify two crucial challenges: semantic misalignment and
structural misalignment. However, existing approaches treat different moments sepa-
rately and do not explicitly model complex moment-wise temporal relations. We present
Moment Alignment Network (MAN), a novel framework that unifies the candidate mo-
ment encoding and temporal structural reasoning in a single-shot feed-forward network.
MAN naturally assigns candidate moment representations aligned with language seman-
tics over different temporal locations and scales. Most importantly, we propose to explic-
itly model moment-wise temporal relations as a structured graph and devise an iterative
graph adjustment network to jointly learn the best structure in an end-to-end manner.
We evaluate the proposed approach on two challenging public benchmarks DiDeMo and
Charades-STA, where our MAN significantly outperforms the state-of-the-art by a large
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Query: The child touches the ground the second time.
Query: Child is running away after is closest to the camera.
Figure 5.1: The natural language moment retrieval task in untrimmed videos. To
properly localize the moment, the retrieval model must handle both semantic mis-
alignment (top) with multiple moments of interests and structural misalignment (bot-
tom) with complex temporal dependencies.
margin.
5.1 Introduction
Video understanding is a fundamental problem in computer vision and has drawn in-
creasing interests over the past few years due to its vast potential applications in surveil-
lance, robotics, etc. While fruitful progress [15, 13, 1, 16, 14, 21, 40, 99, 100, 90, 39,
97, 42, 30, 29, 89, 92] has been made on activity detection to recognize and localize
temporal segments in videos, such approaches are limited to work on pre-defined lists of
simple activities, such as playing basketball, drinking water, etc. This restrains us from
moving towards real-world unconstrained activity detection. To solve this problem, we
tackle the natural language moment retrieval task. Given a verbal description, our goal
is to determine the start and end time (i.e. localization) of the temporal segment (i.e.
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moment) that best corresponds to this given query. While this formulation opens up
great opportunities for better video perception, it is substantially more challenging as it
needs to model not only the characteristics of sentence and video but also their complex
relations.
On one hand, a real-world video often contains multiple moments of interests. Con-
sider a simple query like “The child touches the ground the second time”, shown in
Figure 5.1, a robust model needs to scan through the video and compare the video con-
text to find the second occurrence of “child touches the ground”. This raises the first
challenge for our task: semantic misalignment. A simple ordinal number will result in
searching from a whole video, where a naive sliding approach will fail. On the other
hand, the language query usually describes complex temporal dependencies. Consider
another query like ”Child is running away after is closest to the camera”, different from
the sequence described in sentence, the ”close to the camera” moment happens before
”running away”. This raises the second challenge for our task: structural misalignment.
The language sequence is often misaligned with video sequence, where a naive matching
without temporal reasoning will fail.
These two key challenges we identify: semantic misalignment and structural misalign-
ment have not been solved in existing methods [43, 44] for the natural language moment
retrieval task. Existing methods sample candidate moments by scanning videos with
varying sliding windows, and compare the sentence with each moment individually in a
multi-modal common space. Although simple and intuitive, this individualist represen-
tations of sentence and video make it hard to model semantic and structural relations
among two modalities.
To address the above challenges, we propose an end-to-end Moment Alignment Net-
work (MAN) for the natural language moment retrieval task. The proposed MAN
model directly generates candidate moment representations aligned with language seman-
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tics, and explicitly model temporal relationships among different moments in a graph-
structured network. Specifically, we encode the entire video stream using a hierarchical
convolutional network and naturally assign candidate moments over different temporal
locations and scales. Language features are encoded as efficient dynamic filters and con-
volved with input visual representations to deal with semantic misalignment. In addition,
we propose an Iterative Graph Adjustment Network (IGAN) adopted from Graph Convo-
lution Network (GCN) [63] to model relations among candidate moments in a structured
graph. Our contributions are as follows:
• We propose a novel single-shot model for the natural language moment retrieval
task, where language description is naturally integrated as dynamic filters into an
end-to-end trainable fully convolutional network.
• To the best of our knowledge, we are the first to exploit graph-structured moment
relations for temporal reasoning in videos, and we propose the IGAN model to
explicitly model temporal structures and improve moment representation.
• We conduct extensive experiments on two challenging benchmarks: Charades-
STA [44] and DiDeMo [43]. We demonstrate the effectiveness of each component
and the proposed MAN significantly outperforms the state-of-the-art by a large
margin.
5.2 Moment Alignment Network
In this work, we address the natural language moment retrieval task. Given a video
and a natural language description as a query, we aim to retrieve the best matching
temporal segment (i.e., moment) as specified by the query. To specifically handle the
semantic and structural misalignment between video and language, we propose Moment
50
Moment Alignment Network for Natural Language Moment Retrieval Chapter 5
I3D
LSTM LSTM LSTM
Glove Word2Vec Embedding
!" x 256 x256 x3
!# x d
The child time
1D Conv Layer
Language 
Encoder
Video Encoder
Dynamic Filters
d x L
*
Pool Convx Conv
Candidate Moments
Initial Graph Structure
IGAN Cell IGAN Cell IGAN Cell
Updated Graph Structure
Iterative Graph 
Adjustment Network
Dynamic Filters
d x L
*
Time
Results
$"% $"& $"'
$"($" 0.91
Figure 5.2: An overview of our end-to-end Moment Alignment Network (MAN) for
natural language moment retrieval (best viewed in color). MAN consists three major
components: (1) A language encoder to convert the input language query to dynamic
convolutional filters through a single-layer LSTM. (2) A video encoder to produce
multi-scale candidate moment representations in a hierarchical fully-convolutional net-
work, where input visual features are aligned with language semantics by convolution.
(3) An iterative graph adjustment network to directly model moment-wise temporal
relations and update moment representations. Finally, the moments are retrieved by
its matching scores with the language query.
Alignment Network (MAN), a novel framework combining both video and language in-
formation in a single-shot structure to directly output matching scores between moment
and language query through temporal structure reasoning. As illustrated in Figure 5.2,
our model consists of three main components: a language encoder, a video encoder and
an iterative graph adjustment network. We introduce the details of each component and
network training in this section.
5.2.1 Language Encoding as Dynamic Filters
Given an input of a natural language sentence as a query that describes the moment of
interest, we aim to encode it so that we can effectively retrieve specific moment in video.
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Instead of encoding each word with a one-hot vector or learning word embeddings from
scratch, we rely on word embeddings obtained from a large collection of text documents.
Specifically, we use the Glove [101] word2vec model pre-trained on Wikipedia. It enables
us to model complex linguistic relations and handle words beyond the ones in the training
set. To capture language structure, we use a single-layer LSTM network [102] to encode
input sentences. In addition, we leverage the LSTM outputs at all time steps to seek
more fine-grained interactions between language and video. We also study the effects of
using word-level or sentence-level encoding in our ablation study.
In more detail, a language encoder is a function Fl(ω) that maps a sequence of words
ω = {wi}Li=1 to a semantic embedding vector fl ∈ RL×d, where L is the number of words
in a sentence and d is the feature dimension, and Fl is parameterized by Glove and LSTM
in our case.
Moreover, to transfer textual information to the visual domain, we rely on dynamic
convolutional filters as earlier used in [103, 104]. Unlike static convolutional filters that
are used in conventional neural networks, dynamic filters are generated depending on the
input, in our case on the encoded sentence representation. As a general convolutional
layer, dynamic filters can be easily incorporated with the video encoder as an efficient
building block.
Given a sentence representation fl ∈ RL×d, we generate a set of word-level dynamic
filters {Γi}Li=1 with a single fully-connected layer:
Γi = tanh(WΓf
i
l + bΓ) (5.1)
where f il ∈ Rd is the word-level representation at index i, and for simplicity, Γi is de-
signed to have the same number of intput channels as f il . Thus, by sharing the same
transformation for all words, each sentence representation fl ∈ RL×d can be converted to
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a dynamic filter Γ ∈ Rd×L through a single 1D convolutional layer.
As illustrated in Figure 5.2, we convolve the dynamic filters with the input video
features to produce a semantically-aligned visual representation, and also with the final
moment-level features to compute the matching scores. We detail our usage in Sec-
tion 5.2.2 and Section 5.2.3, respectively.
5.2.2 Single-Shot Video Encoder
Existing solutions for natural language moment retrieval heavily relies on handcrafted
heuristics [43] or temporal sliding windows [44] to generate candidate segments. How-
ever, the temporal sliding windows are typically too dense and often times designed with
multiple scales, resulting in a heavy computation cost. Processing each individual mo-
ment separately also fails to efficiently leverage semantic and structural relations between
video and language.
Inspired by the single-shot object detector [24] and its successful applications in tem-
poral activity detection [92, 90], we apply a hierarchical convolutional network to directly
produce multi-scale candidate moments from the input video stream. Moreover, for the
natural language moment retrieval task, the visual features itself undoubtedly play the
major role in generating candidate moments, while the language features also help to
distinguish the desired moment from others. As such, a novel feature alignment module
is especially devised to filter out unrelated visual features from language perspective at
an early stage. We do so by generating convolutional dynamic filters (Section 5.2.1) from
the textual representation and convolving them with the visual representations. Similar
to other single shot detectors, all these components are elegantly integrated into one
feed-forward CNN, aiming at naturally generating variable-length candidate moments
aligned with natural language semantics.
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In more detail, given an input video, we first obtain a visual representation that sum-
marizes spatial-temporal patterns from raw input frames into high-level visual semantics.
Recently, Dai et al. proposed to decompose 3D convolutions into aggregation blocks to
better exploit the spatial-temporal nature of video. We adopt the TAN [105] model to
obtain a visual representation from video. As illustrated in Figure 5.2, an input video
V = {vt}Tvt=1 is encoded into a clip-level feature fv ∈ RTf×d where Tf is the total number
of clips and d is the feature dimension. For simplicity, we set fv and fl to have the same
number of channels. While fv should be sufficient for building advanced recognition
model [89, 90, 106], the crucial alignment information between language and vision is
missing specifically for natural language moment retrieval.
As such, the dynamic convolutional filters are applied to fill the gap. We convolve
the dynamic filter Γ with fv to obtain a clip-wise response map M , and M is further nor-
malized to augment the visual feature. Formally, the augmented feature f ′v is computed
as:
M = Γ ∗ fv ∈ RTv×L
Mnorm = softmax(sum(M)) ∈ RTv
f ′v = Mnorm  fv ∈ RTv×d
(5.2)
where  denotes matrix-vector multiplication.
To generate variable-length candidate moments, we follow similar design of other
single-shot detectors [24, 92] to build a multi-scale feature hierarchy. Specifically, a
temporal pooling layer is firstly devised on top of f ′v to reduce the temporal dimension of
feature map and increase temporal receptive field, producing the output feature map of
size Tv/p×d where p is the pooling stride. Then, we stack K more 1D convolutional layers
(with appropriate pooling) to generate a sequence of feature maps that progressively
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decrease in temporal dimension which we denote as {fkv }Kk=1, fkv ∈ RTk×d where Tk is
the temporal dimension of each layer. Thus each temporal feature cell is responsive
to a particular location and length, and therefore corresponds to a specific candidate
moment.
5.2.3 Iterative Graph Adjustment Network
To encode complex temporal dependencies, we propose to model moment-wise tem-
poral relations in a graph to explicitly utilize the rich relational information among
moments. Specifically, candidate moments are represented by nodes, and their relations
are defined as edges. Since we gather N =
∑K
k=1 Tk candidate moments in total each
represented by a d-dimensional vector, we denote the node feature matrix as fm ∈ RN×d.
To perform reasoning on the graph, we aim to apply the GCN proposed in [63]. Different
from the standard convolutions which operate on a local regular grid, the graph convo-
lutions allow us to compute the response of a node based on its neighbors defined by the
graph relations. In the general form, one layer of graph convolutions is defined as:
H = ReLU(GXW ) (5.3)
where G ∈ RN×N is the adjacency matrix, X ∈ RN×d is the input features of all nodes,
W ∈ Rd×d is the weight matrix and H ∈ RN×d is the updated node representation.
However, one major limitation of the GCN applied in our scenario is that it can only
reason on a fixed graph structure. To fix this issue, we introduce the Iterative Graph
Adjustment Network (IGAN), a framework based on GCN but with a learnable adjacency
matrix, that is able to simultaneously infer a graph by learning the weight of all edges
and update each node representation accordingly. In more detail, we iteratively updates
the adjacency matrix as well as node features in a recurrent manner. The IGAN model
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is fully differentiable thus can be efficiently learned from data in an end-to-end manner.
In order to jointly learn the node representation and graph structure together, we
propose certain major modifications to the original GCN block: (1) Inspired by the
successful residual network [20], we decompose the adjacency matrix into a preserving
component and a residual component. (2) The residual component is produced from
the node representation similar to a decomposed correlation [107]. (3) In a recurrent
manner, we iteratively accumulate residual signals to update the adjacency matrix by
feeding updated node representations. The overall architecture of a single IGAN cell is
illustrated in the top half of Figure 5.3 and the transition function is formally defined as:
Rt = norm(Xt−1W rt X
T
t−1)
Gt = tanh(Gt−1 +Rt)
Xt = ReLU(GtX0W
o
t )
(5.4)
where X0 = fm is the input candidate moment features, Rt is the residual component
derived from the output of previous cell Xt−1, norm() denotes a signed square root
followed by a L2 normalization to normalize the features, and W rt and W
o
t are learnable
weights. Note that the candidate moment features X0 is the output of a hierarchical
convolutional network combined with language information, thus can be jointly updated
with the IGAN.
In our design, the initial adjacency matrix G0 is set as a diagonal matrix to emphasize
self-relations. we stack multiple IGAN cells as shown in the bottom half of Figure 5.3 to
update the candidate moment representations as well as the moment-wise graph struc-
ture. Finally, we convolve the dynamic filter Γ with the final output XT to compute the
matching scores. We further study the effects of IGAN in our ablation study.
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Figure 5.3: The structure of the proposed Iterative Graph Adjustment Network
(IGAN). Top: In each IGAN cell, a residual component Rt is generated from the
previous node representation Xt−1 and aggregated with the preserving component
Gt−1 to produce the current adjacency matrix Gt. Node representations are updated
according to Equation 5.3 with Gt, X0 and W
o
t . Bottom: Multiple IGAN cells are
connected to simultaneously update node representation and graph structure.
5.2.4 Network Training
Our training sample consists of an input video, an input language query and a ground
truth best matching moment annotated with start and end time. During training, we
need to determine which candidate moments correspond to a ground truth moment and
train the network accordingly. Specifically, for each candidate moment, we compute the
temporal IoU score with ground truth moment. If the temporal IoU is higher than 0.5,
we regard the candidate moment as positive, otherwise negative. After matching each
candidate moment with the ground truth, we derive a ground truth matching score si
for each candidate moment.
For each training sample, the network is trained end-to-end with a binary classification
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loss using sigmoid cross-entropy. Rather than using a hard score, we use the temporal
IoU score si as ground truth for each candidate moment. The loss is defined as:
L = − 1
Nb
Nb∑
i
(si log(ai) + (1− si) log(1− ai)) (5.5)
where Nb is the number of total training candidate moments in a batch, ai is the predicted
score and si is the ground truth score.
5.3 Experiments
We evaluate the proposed approach on two recent large-scale datasets for the natural
language moment retrieval task: DiDeMo [43] and Charades-STA [44]. In this section
we first introduce these datasets and our implementation details and then compare the
performance of MAN with other state-of-the-art approaches. Finally, we investigate the
impact of different components via a set of ablation studies and provide visualization
examples.
DiDeMo The DiDeMo dataset was recently proposed in [43], specially for natural lan-
guage moment retrieval in open-world videos. DiDeMo contains more than 10, 000 videos
with 33, 005, 4, 180 and 4, 021 annotated moment-query pairs in the training, validation
and testing datasets respectively. To annotate moment-query pairs, videos in DiDeMo
are trimmed to a maximum of 30 seconds, divided into 6 segments of 5 seconds long each,
and each moment contains one or more consecutive segments. Therefore, there are 21
candidate moments in each video and the task is to select the moment that best matches
the query.
Following [43], we use Rank-1 accuracy (Rank@1), Rank-5 accuracy (Rank@5) and
mean Intersection-over-Union (mIoU) as our evaluation metrics.
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Charades-STA The Charades-STA [44] was another recently collected dataset for natu-
ral language moment retrieval in indoor videos. Charades-STA is built upon the original
Charades [108] dataset. While Charades only provides video-level paragraph descrip-
tion, Charades-STA applies sentence decomposition and keyword matching to generate
moment-query annotation: language query with start and end time. Each moment-
query pair is further verified by human annotators. In total, there are 12, 408 and 3, 720
moment-query pairs in the training and testing datasets respectively. Since there is no
pre-segmented moments, the task is to localize a moment with predicted start and end
time that best matches the query.
We follow the evaluation setup in [44] to compute ”R@n, IoU@m”, defined as the
percentage of language queries having at least one correct retrieval (temporal IoU with
ground truth moment is larger than m) in the top-n retrieved moments. Following
standard practice, we use n ∈ {1, 5} and m ∈ {0.5, 0.7}.
Implementtation Details We train the whole MAN model in an end-to-end manner,
with raw video frames and natural language query as input. For language encoder, each
word is encoded as a 300-dimensional Glove word2vec embedding. All the word embed-
dings are fixed without fine-tuning and each sentence is truncated to have a maximum
length of 15 words. A single-layer LSTM with d = 512 hidden units is applied to obtain
the sentence representation. For video encoder, TAN [105] is used for feature extrac-
tion. The model takes as input a clip of 8 RGB frames with spatial size 256 × 256 and
extracts a 2048-dimensional representation as output of an average pooling layer. We
add another 1D convolutional layer to reduce the feature dimension to d = 512. Each
video is decoded at 30 FPS and clips are uniformly sampled among the whole video.
On Charades, we sample Tf = 256 clips and set the pooling stride p = 16 and apply a
sequence of 1D convolutional filters (pooling stride 2) to produce a set of {16, 8, 4, 2, 1}
candidate moments, resulting in 31 candidate moments in total. Similarly, on DiDeMo,
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Method Rank@1 Rank@5 mIoU
TMN [61] 18.71 72.97 30.14
TGN [46] 24.28 71.43 38.62
MCN [43] 24.42 75.40 37.39
MAN(ours) 27.02 81.70 41.16
Table 5.1: Natural language moment retrieval results on DiDeMo dataset. MAN
outperforms previous state-of-the-art methods by ∼ 3% among all metrics.
Method R@1
IoU=0.5
R@1
IoU=0.7
R@5
IoU=0.5
R@5
IoU=0.7
Random [44] 8.51 3.03 37.12 14.06
CTRL [44] 21.42 7.15 59.11 26.91
Xu et al. [45] 35.60 15.80 79.40 45.40
MAN(ours) 46.53 22.72 86.23 53.72
Table 5.2: Natural language moment retrieval results on Charades-STA dataset. MAN
significantly outperforms previous state-of-the-art methods by a large margin.
in order to match with the pre-defined temporal boundary, we sample Tf = 240 clips and
set pooling stride p = 40 with a sequence of 1D convolutional filters (pooling is adjusted
accordingly) to produce a set of {6, 5, 4, 3, 2, 1} candidate moments, resulting in 21 can-
didate moments in total. For both datasets, we apply 3 IGAN cells. We implement our
MAN on TensorFlow [94]. The whole system is trained by Adam [109] optimizer with
learning rate 0.0001.
5.3.1 Comparison with State-of-the-art
We compare our MAN with other state-of-the-art methods on DiDeMo [43] and
Charades-STA [44]. Note that the video content and language queries differ a lot among
two different datasets. Hence, strong adaptivity is required to perform consistently well
on both datasets. Since our MAN only takes raw RGB frames as input and doesn’t
rely on external motion features such as optical flow, for a fair comparison, all compared
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Method Rank@1 Rank@5 mIoU
Base 23.56 77.66 36.36
Base+FA(1) 24.45 78.69 37.72
Base+FA(L) 25.10 79.57 38.78
Base+FA+IGANx1 25.67 79.36 39.13
Base+FA+IGANx2 26.10 80.08 40.21
Base+FA+IGANx3 27.02 81.70 41.16
Table 5.3: Ablation study for effectiveness of MAN components: Top: Advantage of
a single-shot video encoder. Mid: Effectiveness of the feature alignment. Bottom:
Importance of the IGAN.
methods use RGB features only.
DiDeMo Table 5.1 shows our natural language moment retrieval results on the DiDeMo
dataset. We compare with state-of-the-art methods published recently including the
methods that use temporal modular network [61], fine-grained frame-by-word atten-
tions [46] and temporal contextual encoding [43]. Among all three evaluation metrics,
the proposed method outperforms previous state-of-the-art methods by around 3% in
absolute values.
Charades-STA We also compare our method with the recent state-of-the-art methods
on Charades-STA dataset. The results are shown in Table 5.2, where CTRL [44] applies
a cross-modal regression localizer to adjust temporal boundaries and Xu et al. [45] even
boosts the performance with more closely multilevel language and vision integration. Our
model tops all the methods among all evaluation metrics and significantly improves R@1,
IoU=0.5 by over 10% in absolute values.
5.3.2 Ablation Studies
To understand the proposed MAN better, we evaluate our network with different
variants to study their effects.
Network Components. On DiDeMo dataset, we perform ablation studies to investi-
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Method R@1
IoU=0.5
R@1
IoU=0.7
R@5
IoU=0.5
R@5
IoU=0.7
Xu et al. [45] 35.60 15.80 79.40 45.40
MAN-VGG 41.24 20.54 83.21 51.85
MAN-TAN 46.53 22.72 86.23 53.72
Table 5.4: Ablation study on different visual features. MAN with VGG-16 features
already outperforms state-of-the-art method, and TAN features further boost the
performance.
gate the effect of each individual component: single-shot video encoder, feature alignment
with language query and iterative graph adjustment network.
Single-shot video encoder. In this work, we introduced a single-shot video encoder
using hierarchical convolutional network for the natural language moment retrieval task.
To study the effect of this architecture alone, we build a Base model which is the same
as we described in Section 5.2.2 except for two modifications: (1) We remove the feature
alignment component (Equation 5.2) and directly use the visual feature fv to construct
the network. (2) We remove all IGAN cells on top and directly feed fm to compute
matching scores. The result is reported in the top line in Table 5.3, even with only
a single-shot encoding scheme, we achieve 23.56% on Rank@1 and 77.66% on Rank@5
which is better or competitive with other state-of-the-art methods.
Dynamic filter. We further validate our design to augment the input clip-level features
with dynamic filters. The results are shown in the middle part in Table 5.3. On top of
the Base model, we study two different variants: (1) Construct a sentence-level dynamic
filter where only the last LSTM hidden state is used for feature alignment, denoted as
Base+FA(1). (2) Construct word-level dynamic filters where all LSTM hidden states
are converted to a multi-channel filter for feature alignment, denoted as Base+FA(L).
We observe that Base+FA(1) already improves the accuracy compared to the base model,
which indicates the importance of adding feature alignment in our model. Moreover,
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adding more fine-grained word-level interactions between video and language can further
improve the performance.
Iterative graph adjustment network. A major contribution of MAN is using the IGAN
cell to iteratively update graph structure and learned representation. We measure the
contribution of this component to the retrieval performance in the bottom section in
Table 5.3, where Base+FA+IGANxn denotes our full model with n IGAN cells. The
result shows a decrease in performance with fewer IGAN cells, dropping monotonically
from 27.02% to 25.67% on Rank@1. This is because the temporal relations represented
in a moment graph structure can be iteratively optimized thus more IGAN cells result
in better representation for each candidate moment. Despite the performance gain, we
also notice that Base+FA+IGANx3 converges faster and generalizes better with smaller
variance.
Visual Features. We conduct experiments to study the effect of different visual features
on Charades-STA dataset. We consider two different visual features: (1) Two-stream
RGB features [15] from the original Charades dataset, which is a frame-level feature
from VGG-16 [19] network, we denote the model as MAN-VGG. (2) TAN features as
described in the paper, which is a clip-level feature from aggregation blocks, we denote
the model as MAN-TAN. The results are summarized in Table 5.4. It can be seen
that TAN features outperform VGG-16 features among all evaluation metrics, this is
consistent with the fact that better base network leads to better overall performance.
But more interestingly, while the overall performance using only VGG visual features is
noticeably lower than using TAN features, our MAN-VGG model already significantly
outperforms the state-of-the-art method. Since frame-level VGG-16 network provides
no motion information when extracting features, this superity highlights MAN’s strong
ability to perform semantic alignment and temporal structure reasoning.
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Query: a person runs into a room gets into a desk.
GT
Pred
[0.0 – 5.0s]
[0.0 – 7.9s]
Query: another person walks by then takes off the shoes.
GT
Pred
[11.8 – 21.0s]
[9.9 – 19.8s]
Query: person takes a bite of the sandwich.
GT
Pred
[11.0 – 22.4s]
[10.8 – 21.7s]
Query: a person is smiling at herself in the mirror.
GT
Pred
[0.0 – 11.6s]
[0.0 – 15.0s]
Figure 5.4: Qualitative visualization of the natural language moment retrieval re-
sults (Rank@1) by MAN (best viewed in color) on four different video-query pairs
in Charades-STA dataset. Ground truth moments are marked in black and retrieved
moments are marked in green. MAN is able to retrieve single moments such as ”takes
a bite” and ”smiling” and continuous moments such as ”gets into a desk” followed by
”runs into a room” and ”takes off the shoes” followed by ”walks by”.
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Query: the two people fishing become visible for the first time.
GT
Pred
[5.0 – 10.0s]
[5.0 – 10.0s]
Query: baby stands back up after falling a little.
GT
Pred
[10.0 – 15.0s]
[10.0 – 15.0s]
Query: the two posters cross the view in these clips.
GT
Pred
[15.0 – 25.0s]
[15.0 – 25.0s]
Query: boy rolls towards his back and you can see his belly button.
GT
Pred
[20.0 – 30.0s]
[20.0 – 30.0s]
Figure 5.5: Qualitative visualization of the natural language moment retrieval re-
sults (Rank@1) by MAN (best viewed in color) on four different video-query pairs in
DiDeMo dataset. Ground truth moments are marked in black and retrieved moments
are marked in green. MAN is able to retrieve moments described by complex tempo-
ral dependencies such as ”for the first time” and ”after”, and it can also distinguish
the desired moments from similar unrelated contexts like correctly identify ”cross the
view” moment and the moment when ”you can see his belly button”.
65
Moment Alignment Network for Natural Language Moment Retrieval Chapter 5
5.3.3 Visualization
Qualitative Results. We provide qualitative retrieval results on Charades-STA and
DiDeMo datasets. As shown in Figure 5.4 and Figure 5.5, different video streams contain
very diversified contexts and different moments of interests vary a lot in temporal location
and scale as well as language descriptions. On both datasets, MAN is able to retrieve
the correct moment with accurate temporal boundaries. As shown in Figure 5.4, MAN
can retrieve single moments such as ”takes a bite” and ”smiling” and it can also retrieve
continuous moments such as ”gets into a desk” followed by ”runs into a room” and ”takes
off the shoes” followed by ”walks by”. As shown in Figure 5.5, MAN is able to retrieve
moments described by complex temporal dependencies such as ”for the first time” and
”after”, and it can also distinguish the desired moments from similar unrelated contexts
like correctly identify ”cross the view” moment and the moment when ”you can see his
belly button”.
Graph Visualization. An advantage of a graph structure is its interpretability. Fig-
ure 5.6 visualizes the final moment-wise graph structure learned by our model. In more
detail, Figure 5.6 displays a 30-second video where ”man walks” from 10 to 30 seconds
and ”blocks the guitar player” from 15 to 25 seconds. MAN is able to concentrate on
those moments with visual information related to ”man walks across the screen”. It also
reasons among multiple similar moments including some incomplete moments (15-20s,
20-25s) and some other moments partially related to ”blocks the guitar player” (10-20s,
10-25s) to retrieve the one best matching result (15-25s).
5.4 Conclusion
We have presented MAN, a Moment Alignment Network that unifies candidate mo-
ment encoding and temporal structural reasoning in a single-shot structure for natural
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Query: a man walks across the screen and blocks the guitar player
1.0
0.8 0.55
0.6[10-20s] [15-25s][10-25s]
[15-20s] [20-25s]
Figure 5.6: Qualitative example of MAN evaluated on a video-query pair (best viewed
in color). The final moment-wise graph structure with top related edges and their
corresponding moments is visualized. The retrieved moment is marked in green and
other moments are marked in blue. The dashed line indicates the strength of each
edge with the highest one normalized to 1.0.
language moment retrieval. Particularly, we identify two key challenges (i.e. semantic
misalignment and structural misalignment) and study how to handle such challenges in a
deep learning framework. To verify our claim, we propose a fully convolutional network
to force cross-modal alignments and an iterative graph adjustment network is devised to
model moment-wise temporal relations in an end-to-end manner. With this framework,
We achieved state-of-the-art performance on two challenging benchmarks Charades-STA
and DiDeMo.
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Chapter 6
Similarity Pyramid Network for
Minimum Effort Temporal Activity
Localization
Existing Temporal Activity Localization (TAL) methods largely adopt strong supervision
for model training which requires (1) vast amounts of untrimmed videos per each activity
category and (2) accurate segment-level boundary annotations (start time and end time)
for every instance. This poses a critical restriction to the current methods in practical
scenarios where not only segment-level annotations are expensive to obtain but many
activity categories are also rare and unobserved during training. Therefore, Can we
learn a TAL model under weak supervision that can localize unseen activity
classes? To address this scenario, we define a novel example-based TAL problem called
Minimum Effort Temporal Activity Localization (METAL): Given only a few examples,
the goal is to find the occurrences of semantically-related segments in an untrimmed video
sequence while model training is only supervised by the video-level annotation. Towards
this objective, we propose a novel Similarity Pyramid Network (SPN) that adopts the
68
Similarity Pyramid Network for Minimum Effort Temporal Activity Localization Chapter 6
few-shot learning technique of Relation Network and directly encodes hierarchical multi-
scale correlations, which we learn by optimizing two complimentary loss functions in an
end-to-end manner. We evaluate the SPN on the THUMOS’14 and ActivityNet datasets,
of which we rearrange the videos to fit the METAL setup. Results show that our SPN
achieves performance superior or competitive to state-of-the-art approaches with stronger
supervision.
6.1 Introduction
While impressive progress has been made [15, 12, 1, 16, 14, 17, 21, 40, 35, 90, 39,
97, 30, 29, 89, 92, 110] to recognize and localize temporal segments in videos, success
of these deep learning models heavily relies on the availability of a huge amount of
labeled training data, meaning that model training requires the full annotation of the
ground truth segment-level boundary for each activity instance among all possible classes.
This severely limits their (1) scalability in practical scenarios as annotating temporal
boundaries for long untrimmed videos is very expensive and time-consuming [91] and
(2) applicability to newly emerging or rare events which are not observed in the original
training dataset.
By contrast, human beings are capable of recognizing and localizing new activity
classes in untrimmed videos by observing a few examples from each class. This motivates
us to develop TAL methods that require significantly fewer annotations for training and
generalize well to rare and novel activity categories. Namely, we answer the question
if we can learn a TAL model under weak supervision that is able to localize unseen
activity classes. Here, we introduce a new challenging example-based TAL problem
called Minimum Effort Temporal Activity Localization (METAL). As illustrated
in Figure 6.1, we focus on the following scenario: during training, we have (1) untrimmed
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Untrimmed videos only with Video-level labels
Shotput
Ice Fishing [22.7s – 63.5s]
Training
Labels: Soccer Penalty, Kicking Ball 
Labels: High Jump
Soccer Penalty
High Jump
Trimmed Videos
SPN
Untrimmed video from Unseen activity class
Car Washing Ice Fishing
Wind Surfing
Trimmed Videos
Few examples
Unseen classes
Localization Outputs
SPN
Testing
Figure 6.1: Minimum Effort Temporal Activity Localization (METAL): during train-
ing, we simply have untrimmed videos with only video-level labels and trimmed videos
of the same label; during testing, the learned model is applied to TAL in untrimmed
videos given only a few trimmed examples from unseen classes.
videos with only video-level labels (e.g. video tags) and (2) trimmed examples of the same
labels, which are much easier to collect compared to segment-level boundary annotations.
During testing, given only a few trimmed examples from unseen activity classes, we aim
to localize all occurrences of semantically-related segments in the untrimmed testing
videos.
The setup of METAL would greatly reduce the human efforts in developing efficient
and scalable TAL methods and better simulate real-world scenario. Meanwhile, this
METAL setting is also a challenging research task. First, the spatiotemporal patterns
of a semantic concept in videos can have very large variations due to different environ-
ments, subjects, viewpoints, etc. Second, the model needs to localize temporal segments
in untrimmed videos by comparing with trimmed examples while segment-level corre-
spondence is not provided.
To address the above challenges, we adopt the few-shot learning technique of Relation
Network [79] and propose a novel meta-learning based framework, called Similarity
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Pyramid Network (SPN). The main idea of SPN is a hierarchical multi-scale feature
representation (similarity pyramid) that directly measures partial similarities between an
untrimmed video and trimmed examples at different temporal resolutions. To train the
SPN with only video-level labels, we devise two complimentary loss functions: (1) Pair-
wise Content Similarity Loss (PCSL)1 for classification where we compute a video-level
distance metric for each pair and enforce higher similarities for positive pairs; and (2)
Co-pair Structure Similarity Loss (CSSL) for localization, which is based on the intuition
that two positive pairs should have similar distribution of similarity scores, namely higher
correlation between two similarity pyramids. Thereafter, we jointly minimize the two loss
functions to train the network in an end-to-end manner. The learned model is directly
applied to testing videos, where the similarity pyramids are fused to yield the localization
results.
Our contributions are summarized as follows:
• We introduce the METAL problem that addresses the novel task of localizing unseen
activity instances in untrimmed videos given a few trimmed examples while training
is only supervised by video-level labels.
• We propose a meta-learning based approach named SPN to tackle the METAL
problem, which is able to measure hierarchical multi-scale similarity metrics be-
tween video pairs and simultaneously enforce classification and localization infor-
mation.
• We conduct extensive experiments on two challenging benchmarks: THUMOS’14
and ActivityNet of which we rearrange the videos to fit under the METAL setup.
Experimental results show that our SPN achieves performance superior or compet-
1In this chapter, a positive pair is defined as an untrimmed video and a trimmed video sharing the
same label, while a negative pair is defined to have different labels.
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itive to state-of-the-art approaches with stronger supervision.
6.2 Similarity Pyramid Network
We consider the METAL problem: Given only a few examples from unseen activ-
ity classes, the goal is to find the occurrences of semantically-related segments in an
untrimmed video sequence while model training is only supervised by the video-level
annotation. The setting is worth exploring as it aligns well with the practical situation:
one may expect to train a localization model on dataset of easily collecting video-level
labels and deploy the model to localize new activities with a few trimmed examples.
Following the few-shot learning terminologies [79, 81], we formally define the problem
setup. We have three datasets: a training set, a support set and a testing set where
the training set contains both untrimmed and trimmed videos with video-level labels,
the support set contains labelled trimmed videos and the testing set contains untrimmed
videos. The support set and testing set share the same label space, but the training set
has its own label space that is disjoint with the support and testing sets. If the support
set contains K trimmed examples for each of C unique classes, the target problem is
called C-way K-shot.
We follow the meta-learning framework to use the training set during training phase
and the support set and testing set during testing phase. More specifically, we follow [80,
79] to exploit the training set to mimic the few-shot learning setting via episode based
training. In each training iteration, an episode is formed by randomly selecting C classes
from the training trimmed videos with K samples from each of the C classes to act
as the sample set, as well as one training untrimmed video to serve as the query set.
This sample/query set split is designed to simulate the support/test set that will be
encountered at test time. In our experiments (Section 6.3), we consider five-way one-
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Figure 6.2: Similarity Pyramid Network (SPN) architecture for METAL under
one-shot setting (best viewed in color). Both untrimmed and trimmed videos are
fed into a shared Conv3D network for feature extraction, and a temporal feature
pyramid is applied to summarize the untrimmed video. The features are then passed
through the multi-scale relation module to obtain the similarity pyramids and simi-
larity scores. Using these outputs, we compute two loss functions namely CSSL and
PCSL, which are optimized jointly to train the network.
shot (C = 5, K = 1) and five-way five-shot (C = 5, K = 5) settings.
6.2.1 Model Overview
In this section, we present our Similarity Pyramid Network (SPN) for METAL. An
overview of our proposed SPN is illustrated in Figure 6.2. First, we present the video
embedding module (Section 6.2.2) that uses a shared Conv3D network to encode both
untrimmed and trimmed videos, followed by a temporal feature pyramid (Section 6.2.3)
to naturally summarize an untrimmed video at different temporal locations and scales.
We then present the multi-scale relation module (Section 6.2.4) that directly measures the
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segment-level similarities between an untrimmed video and trimmed examples. There-
after, we introduce two loss functions PCSL and CSSL (Section 6.2.5), which we jointly
optimize to learn the weights of the network. It may be noted that we compute both
the loss functions using only the video-level labels. Finally, we show that the trained
model can be directly applied for TAL given a few labelled examples in the support set
(Section 6.2.6).
6.2.2 Video Embedding Module
In our problem setup, our SPN takes two types of input videos, namely, untrimmed
video U and trimmed video T . We denote a video as a series of RGB frames {Ii}Fi=1,
where Ii ∈ RH×W×3 is the i-th input frame and F is the total number of frames for
a single video. A common practice for video processing is to use a high-quality video
encoding network to extract a compact feature representation from raw frame inputs.
In this work, we adopt the Res3D [14] model to obtain visual representations for both
untrimmed and trimmed videos. The network weights are shared among the two different
inputs.
As illustrated in Figure 6.2, the input RGB frame sequence can be represented as
a tensor with dimension RF×H×W×3 where H and W are the height and width of each
frame. For a trimmed video, we follow the traditional use of Res3D to uniformly sample
LT frames and obtain a fixed-dimensional 1D feature vector fT ∈ RdT as the visual
representation, where dT is the number of output channels. For an untrimmed video,
as the Res3D network can take arbitrary number of frames as input due to the fully
convolutional nature, we also uniformly sample a much longer sequence of LU frames and
extract a feature map fU ∈ RTU×dU as the visual representation where TU is determined
by the equivalent temporal stride of the original Res3D network. In the C-way one-shot
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setting, we feed each trimmed video to the Res3D network thus generate C features
for trimmed videos. For C-way K-shot where K > 1, we follow [79] to element-wise
sum over the Res3D outputs of all samples from each class to form this class’ feature
representation. Thus the number of features for the sample/support set is always C in
both one-shot or few-shot setting.
After the video embedding module, we extract features for both untrimmed and
trimmed videos which we denote as fU and {f iT}Ci=1 where f iT ∈ RdT represents each
class’ feature. Note that {f iT}Ci=1 are from C different classes during testing but not
necessarily in the sample set (during training) in order to enrich the training dynamics.
6.2.3 Temporal Feature Pyramid
Although fU serves as a good feature representation for an untrimmed video, it only
summaries the video at a single temporal resolution. One may think of applying the
temporal sliding window approach [81], but such method is computationally intensive and
cannot model complex temporal relations. Inspired by the single-shot object detector [24]
and its successful applications in temporal activity localization [92, 90], we construct
a multi-scale feature pyramid to directly produce temporal features at variable scales.
Unlike the previous activity localization methods trained with strong supervision, the few-
shot problem setup requires us to minimize the network size to prevent overfitting. Thus,
we use a simple multi-scale pooling architecture instead of multiple layers of temporal
convolutions.
Specifically, we stack NU 1D max-pooling layers with a pooling stride of 2 to generate
a sequence of feature maps that progressively decrease in temporal dimension which we
denote as {f iU}NUi=1, f iU ∈ RT iU×dU where T kU is the temporal dimension of each layer. Thus
each temporal feature is responsive to a particular temporal location and scale. For
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simplicity, we denote the final encoding feature for an untrimmed video as f ′U ∈ RN×dU
where N =
∑NU
i=1 T
i
U is the total number of temporal locations used for the multi-scale
feature pyramid.
6.2.4 Multi-scale Relation Module
To learn the relations between untrimmed and trimmed videos, we follow the relation
network [79] to combine the feature maps between two different inputs with operator
Φ(f ′U , fT ), where fT is a class’ feature map and we omit the superscript for simplicity.
Different from the relation network where only image-to-image relations are considered,
we extend the formulation to video domain and deal with relations between untrimmed
and trimmed videos. In this work, we assume Φ(·, ·) to be concatenation of feature maps
in depth among all temporal locations defined as:
fΦ = Φ(f
′
U , fT ) ∈ RN×dΦ (6.1)
where dΦ = dU + dT is the number of channels after concatenation. We then generate a
similarity embedding fs using one single 1D convolutional (Conv1D) layer:
fs = ReLU(Conv1D(fΦ)) ∈ RN×ds (6.2)
While fs can be directly fed into a relation module to compute the similarity scores,
it only considers the content similarity at each specific temporal location. However,
temporal contextual information has been proven to be critical for TAL [40, 110]. To
encode such contextual relations in our network, we adopt a simple GCN on top of fs.
Different from the standard convolutions which operate on a local regular grid, the graph
convolutions allow us to compute the response of a node based on its neighbors defined
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by the graph connections. In this work, temporal segments are represented by nodes,
and their relations are defined as edges. We use fs as the input node features and one
layer of graph convolution is defined as:
fg = ReLU(GfsW ) (6.3)
where G ∈ RN×N is the adjacency matrix, fs is the input feature of all nodes, W ∈ Rds×dg
is the learnable weight matrix and fg ∈ RN×dg is the output node representation. In this
work, we define the adjacency matrix based on the ordering of temporal segments as
originally encoded in the multi-scale feature hierarchy. After one GCN layer, each node
representation in fg is enriched by the neighborhood relations. We refer to fg as the
similarity pyramid as it naturally encodes relations in a multi-scale feature pyramid.
Finally, we apply a relation module Θ(fg) to produce similarity scores S ∈ RN where
each number is a scalar in range of 0 to 1 representing the similarity at each temporal
location. In this work we assume Θ(·) be a multi-Conv1D layer although other choices
are possible.
6.2.5 Training
In this section, we present two proposed loss functions which use only the video-level
labels as direct supervision for classification and localization, respectively. To better
illustrate our idea, we consider one training batch containing one untrimmed feature fU
and C trimmed features {f iT}Ci=1.
Pair-wise Content Similarity Loss. Here, we propose a Pair-wise Content Similar-
ity Loss (PCSL) to add classification constraints. Considering one positive pair, although
we don’t know which temporal segment best corresponds to the trimmed example, it is
certain that there is at least one semantically-related segment resulting in a high similar-
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ity score. Similarly, all similarity scores will be small considering a negative pair. Based
on this motivation, we aggregate similarity scores S to form a video-level score Svideo via
a simple max-pooling. Given a pair (fU , f
i
T ), S
i
video will be regressed to 1 if it is positive,
otherwise 0.
Given the labels of untrimmed and trimmed videos in one batch, we formally define a
positive set Sp containing all positive pairs and a negative set Sn where |Sp|+ |Sn| = C.
We define the PCSL as the sum of the sigmoid cross entropy loss for each pair:
LPCSL = −
C∑
i=1
Lsigmoid(Sivideo, GT ivideo) (6.4)
where Sivideo is the predicted video-level score, GT
i
video is the ground truth score GT
i
video =
1, (fU , f
i
T ) ∈ Sp and GT ivideo = 0, (fU , f iT ) ∈ Sn.
Co-pair Structure Similarity Loss. While PCSL enforces the pair-wise relations
between untrimmed and trimmed videos, it is location agnostic as it only measures the
video-level similarity. In order to provide constraints for learning better weights for
localization, we propose another Co-pair Structure Similarity Loss (CSSL). Our intuition
is that given two positive pairs, for example an untrimmed video of playing basketball and
two different trimmed videos of shooting, both should be matched to the same temporal
region in the untrimmed sequence although the boundary annotation is unknown. To
enforce such information during training, we leverage the design of similarity pyramid
fg and enforce two pyramids to have similar structures (distribution of scores) for two
positive pairs.
Formally, given two positive pairs (fU , f
a
T ) and (fU , f
b
T ), we first produce the similarity
pyramid after GCN as fag and f
b
g respectively. Based on the above intuition, we compute
the structure similarity between two similarity pyramids. Specifically, we define the
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structure similarity as the average cosine similarity among all temporal locations:
Sa,bstruc =
1
N
N∑
i=1
δ(fag (i), f
b
g (i))
δ(fag (i), f
b
g (i)) =
(fag (i))
Tf bg (i)
||fag (i)|| · ||f bg (i)||
(6.5)
where fag (i) and f
b
g (i) indicates the feature vector at index i and δ(·, ·) denotes the cosine
similarity between two features. Note that the embeddings fag and f
b
g are multi-scale
similarity embeddings among different temporal locations, thus the score Sstruc peaks
when they share the same distribution. Therefore, given one positive pair, Sstruc will be
minimized when compared with another positive pair, otherwise maximized.
Given a training batch, we define the CSSL as the sum of structure similarities for
every two pairs including at least one positive pair:
LCSSL =
|Sp|∑
i=1
|Sp|∑
j=i+1
Si,jstruc −
|Sp|∑
i=1
|Sn|∑
j=1
Si,jstruc (6.6)
where Si,jstruc is the predicted structure similarity, |Sp| is the number of positive pairs and
|Sn| is the number of negative pairs.
Finally, the SPN is end-to-end trainable by jointly optimizing two loss functions. The
joint training allows all network weights to be trained such that the embedding module
as well as the relation module are optimized for both classification and localization. The
total loss is defined as:
L = LPCSL + αLCSSL (6.7)
where α is used to balance the two losses.
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6.2.6 Prediction
TAL via SPN is straightforward with one forward pass of the network. Considering
a C-way K-shot localization problem with one untrimmed testing video and K differ-
ent trimmed videos in each of the C different classes from the support set. We first
extract the visual features for both untrimmed videos and trimmed videos resulting in
C trimmed features and 1 untrimmed feature. Then, we compute, as the outputs of
multi-scale relation module, the similarity scores S for each of the C features. For each
specific temporal location, the maximum similarity score among C different classes and
the corresponding class label are assigned for the temporal segment. Then the segments
with low similarity score will be filtered out and the remaining segments are refined via
temporal non-maximum suppression to get the final localization results.
6.3 Experiments
In this section we describe the experimental results of our method. First, we introduce
the evaluation settings for the METAL setup and the implementation details of our model.
Then we compare our SPN with other state-of-the-art approaches. Finally, we perform
ablation studies to investigate the impact of different components of our approach and
provide qualitative visualizations.
6.3.1 Dataset and Evaluation
We evaluate our SPN on two large-scale datasets, namely THUMOS’14 [11] and Activ-
ityNet [10]. The rationale behind the choice is mainly because these are standard datasets
used in activity analysis with a lot results reported on them, and hence, the choice allows
us to compare our results readily with the state-of-the-art. While the original datasets
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are collected for TAL with strong supervision, we rearrange the videos to fit under the
METAL setup by (1) Removing the boundary annotations for untrimmed videos; (2)
Splitting activity classes into mutually exclusive sets; (3) Pairing each untrimmed video
with trimmed examples from different sources. We detail the evaluation settings below.
Evaluation settings. We follow the problem definition as described previously. In
our experiments, we consider the five-way localization problem under one-shot (K = 1)
and five-shot (K = 5) settings. During the training, in each iteration, we construct the
sample set by randomly sampling five classes from the subset of the training classes,
and then for each class we randomly sample K trimmed videos. For the query set, we
randomly sample one untrimmed video. During the testing phase, the setup is identical
to that of the training phase, only now we use the support set and testing set. Note that
the support set should have at least one class overlap with the video-level label in the
testing set.
We follow the conventions to report the mean Average Precision - mAP@a where a
denotes the temporal Intersection over Union (tIoU) threshold, and the average mAP
among 10 tIoU thresholds [0.5:0.05:0.95]. As can be easily seen, there are a large number
of different combinations of the trimmed and untrimmed videos (random classes and
random samples), and the performance is dependent on those choices. We follow the
few-shot tradition [81, 79] to get the reliable test results, namely, we randomly sample
1000 testing batches and the final results are reported by averaging over all these batches.
ActivityNet v1.2 [10] ActivityNet is a recently released benchmark for temporal
activity localization. The dataset is released in two versions, and to facilitate comparisons
with previous works, we use the version 1.2 which contains 4819 and 2383 untrimmed
videos in the original training and validation subsets respectively. There are 100 different
activity classes and we randomly split it into 80 classes (ActivityNet-train-80) for training
and 20 classes (ActivityNet-test-20) for testing. We use the video segments in ActivityNet
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as the trimmed samples and we make sure that trimmed videos do not come from the
same untrimmed video when pairing them together.
THUMOS’14 [11] The THUMOS’14 dataset is another widely used benchmark
for activity recognition and localization. There are 2765 trimmed videos from UCF101
dataset [111] and 413 untrimmed videos of 20 different activity categories. Although this
is a smaller dataset, it has several videos where multiple activities occur, thus making
it even more challenging. The 20 classes are a subset of the 101 classes in UCF101.
Following [81], we split the 20 classes into 6 classes for training and 14 classes for testing.
The two splits are denoted as Thumos-train-6 and Thumos-test-14. The trimmed videos
come from mutual classes in UCF-101 which we denote as UCF-101-6 and UCF-101-14
for training and testing respectively.
Implementation Details For the video embedding module, we train a Res3D
model [14] on the Kinetics dataset [16]. Note that the few-shot problem setup requires
that the classes for testing must not be present during training and we notice that there
are mutual classes between Kinetics and ActivityNet or THUMOS’14, thus, those classes
are excluded when we train the Res3D model. As described in Section 6.2.2, we set
LT = 24, LU = 256 and dT = dU = 2048. On THUMOS’14, as the length of untrimmed
videos is much longer, we follow common practice [89] to cut it into non-overlapping 32-
second segments and use the segmented inputs. Regarding the temporal feature pyramid,
we use NU = 5 for ActivityNet to generate a sequence of feature maps with temporal
dimension {16, 8, 4, 2, 1} and NU = 3 for THUMOS’14 to produce the features maps with
temporal dimension {16, 8, 4}. We set ds = dg = 512 for the multi-scale relation module,
and the relation module Θ(·) is two layers of Conv1D to map feature input to similarity
scores with sigmoid activation. The whole SPN network is optimized with the end-to-end
loss function defined in Equation 6.7. As a speed accuracy trade-off, only the last layer
of the Res3D model is jointly optimized after pre-training. We implement our SPN on
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Method Supervision Few-
shot
mAP@0.5 average mAP
1-shot 5-shot 1-shot 5-shot
CDC [97] Full Yes 8.2 8.6 2.4 2.5
Yang et al. [81] Full Yes 22.3 23.1 9.8 10.0
SPN (ours) Weak Yes 41.9 45.0 26.5 28.8
AutoLoc [72] Weak No 45.2 30.8
Table 6.1: TAL results on ActivityNet v1.2 (in percentage). mAP at tIoU threshold
0.5 and average mAP are reported. Methods are categorized into three groups: Weak
supervision provides video-level labels during training; Full supervision provides tem-
poral boundary annotations during training; Few-shot refers to only a few labeled
examples are available.
TensorFlow [94]. The whole network is trained by Adam [112] optimizer with learning
rate 10−5.
6.3.2 Comparison with State-of-the-art
As there are no existing methods for TAL under the METAL setup. we make compar-
isons with state-of-the-art localization models trained with stronger supervision. Specif-
ically, we compare with the methods which are trained with video-level labels but not
under few-shot settings [72]2, and the methods proposed for few-shot activity localiza-
tion but trained with temporal boundary annotations [97, 81]3. It should be emphasized
again that results of our methods are reported under the true METAL setting which is
most challenging of all.
ActivityNet v1.2 Table 6.1 shows the localization results on the ActivityNet v1.2
dataset. All the methods are categorized into three different groups based on the level of
supervision. Our SPN under the one-shot setting, significantly outperforms previous fully
supervised methods among all evaluation metrics, demonstrating the superior ability of
2Results are reported using the few-shot evaluation settings.
3For CDC, we use the values reported in [81]
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Method mAP@0.5
1-shot 5-shot
CDC [97] 6.4 6.5
Yang et al. [81] 13.6 14.0
SPN (ours) 14.3 16.2
AutoLoc [72] 24.5
Table 6.2: TAL results on THUMOS’14 (in percentage). mAP at tIoU threshold 0.5
is reported. The methods are categorized into the same groups as used in Table 6.1.
our model to effectively learn good similarity metrics between different video pairs even
without having access to boundary annotations. Compared to the weakly supervised
method trained with more data, although our method lacks in performance for one-shot
localization, we achieves competitive accuracy when more labelled data are available (i.e.
five-shot localization). It should be noted that we still use fewer annotations compared
to that of those used in [72]. Another finding is that, for the previous methods, the result
differences between one-shot and five-shot settings are very small. However, our method
shows a significant improvement from increasing the number of trimmed examples, which
comes from the data-driven benefit of end-to-end learning in our model. We detail the
effects of each proposed component in our ablation studies.
THUMOS’14 We also compare our method with the state-of-the-art approaches on
THUMOS’14 dataset. The results are shown in Table 6.2 where the methods are also
categorized into the same groups as used in Table 6.1. Our SPN consistently achieves su-
perior or competitive performance compared with previous methods trained with stronger
supervision. Note that THUMOS’14 is a more challenging dataset than ActivityNet for
the METAL problem, as the former has much longer untrimmed videos and has more
activity instances per video, making it harder to efficiently model similarities under weak
supervision: on average, the THUMOS’14 training set has 15 instances per video, while
the ActivityNet training set has only 1.5 instances per video. Hence, strong adaptivity
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Method mAP@0.5 average
mAP
Yang et al. [81] 22.3 9.8
SPN-ImageNet 35.2 20.6
SPN-Kinetics 41.9 26.5
Base 13.2 7.2
+Feature Pyramid 30.3 18.2
+GCN 34.7 22.7
+CSSL 41.9 26.5
Table 6.3: Ablation study for different SPN components on ActivityNet. Top: Weight
initialization for the embedding module. Bottom: Effectiveness of temporal feature
pyramid, GCN and CSSL. Results are reported under five-way one-shot localization.
is required to perform consistently well on both datasets.
6.3.3 Ablation Studies
Weight Initialization. We conduct experiments to study the effect of different
weight initialization for the embedding module. We consider two different initialization:
(1) Res3D initialized from ImageNet [113] weights (simply duplicate 2D kernels to 3D)
without pre-training on any video datasets, we denote as SPN-ImageNet. (2) Res3D
pre-trained from Kinetics, we denote as SPN-Kinetics. The results are summarized in
the top half of Table 6.3. It may be noted that our SPN-ImageNet already significantly
outperforms the state-of-the-art method, highlighting SPN’s strong ability to learn the
temporal relations.
Network Components. On ActivityNet v1.2 dataset, we perform ablation studies
to investigate the effect of each network component: temporal feature pyramid and GCN.
All the experiments are conducted for five-way one-shot localization.
First, we implement a baseline model: we use the same Res3D network to extract
features for both the untrimmed video and trimmed videos, instead of using a multi-
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scale architecture to encode the untrimmed video, we directly apply a relation module to
compute 32 relation scores which is then max-pooled and trained with video-level labels
(PCSL only). As each score only represents a small duration of the entire video, we apply
multi-scale sliding windows and use the maximum score for each windowed segment. The
result is reported in the first row in bottom half of Table 6.3.
On top of this base model, we first add the temporal feature pyramid and leave other
parts unchanged to study the effect of this component alone. The result is shown in the
second row in bottom half of Table 6.3. We observed a significant performance jump
improving mAP@0.5 from 13.2 to 30.3, this clearly demonstrates the advantage of using
a multi-scale feature pyramid to directly summarize video content at different temporal
locations and scales.
We further validate our design to use a GCN for modeling contextual relations in the
multi-scale relation module. Specifically, based on the previous model, we add a GCN
on top. As reported in the third row in bottom half of Table 6.3, we achieve higher mAP
indicating the importance to enrich similarity by contextual relations.
CSSL. One major contribution of SPN is to add a CSSL during training to enforce
localization supervision even without boundary annotations. As shown in the Table 6.3,
adding the CSSL improves the mAP@0.5 from 34.7 to 41.9 and average mAP from 22.7 to
26.5. This significant improvement indicates the importance of training SPN with CSSL
and supports our motivation to enforce structure similarity between two video pairs.
6.3.4 Visualization
Qualitative Results. The one-shot temporal activity localization results on THU-
MOS’14 and ActivityNet v1.2 are shown in Figure 6.3 and Figure 6.4, respectively. It
should be noted that different video streams contain very diversified background con-
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GT
1-shot
Baseball Pitch [2.4 – 5.0s]
Baseball Pitch [2.0 – 4.0s]
Golf Swing [74.2 – 81.8s]
Golf Swing[72.0 – 80.0s]
Soccer Penalty [11.8 – 15.7s]
Soccer Penalty [12.0 – 16.0s]
Long Jump [233.1 – 240.1s]
Long Jump [232.0 – 240.0s]
GT
1-shot
GT
1-shot
Soccer Penalty [17.4 – 20.5s]
Soccer Penalty [16.0 – 20.0s]
GT
1-shot
Long Jump [245.5 – 248.2s]
Long Jump [244.0 – 248.0s]
GT
1-shot
Cricket Bowling [2.2 – 3.3s]
Cricket Bowling [2.0 – 4.0s]
Cricket Bowling [13.5 – 14.4s]
Figure 6.3: Qualitative visualization of one-shot temporal activity localization results
by SPN (best viewed in color) on five different activity categories in THUMOS’14
dataset (from top to bottom): Baseball Pitch, Golf Swing, Soccer Penalty, Long Jump
and Cricket Bowling. Ground truth activity segments are marked in blue and pre-
dicted activity segments are marked in green.
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GT
1-shot
Washing Face [15.1 – 28.0s]
Washing Face [14.0 – 28.0s]
Removing Curlers [4.7 – 18.2s]
Removing Curlers [0.0 – 19.8s]
Using the Pommel Horse [2.8 – 36.5s]
Using the Pommel Horse [0.0 – 40.6s]
Hand Washing Clothes [0.1 – 6.5s]
Hand Washing Clothes [0.0 – 7.8s]
GT
1-shot
GT
1-shot
GT
1-shot
Hand Washing Clothes [7.3 – 14.7s]
Hand Washing Clothes [7.8 – 15.5s]
GT
1-shot
Vacuuming Floor [6.1 – 93.7s]
Vacuuming Floor [0.0 – 76.2s]
Vacuuming Floor [109.7 – 143.2s]
Vacuuming Floor [114.2 – 152.3s]
Figure 6.4: Qualitative visualization of one-shot temporal activity localization results
by SPN (best viewed in color) on five different activity categories in ActivityNet v1.2
dataset (from top to bottom): Washing Face, Removing Curlers, Using the Pommel
Horse, Hand Washing Clothes and Vacuuming Floor. Ground truth activity segments
are marked in blue and predicted activity segments are marked in green.
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Testing Set (1 Untrimmed Video)
Support Set (5 Trimmed Videos)
Ground Truth
Predicted Similarity Scores
0.0 1.00.750.50.25
Time
L:1
L:2
L:4
L:8
L:16
0.77
0.680.62
0.720.71
Hand Washing Clothes, Using the Pommel Horse, Playing Squash, Cleaning Shoes, Washing Face
Testing Set (1 Untrimmed Video)
Support Set (5 Trimmed Videos)
Ground Truth
Predicted Similarity Scores
0.0 1.00.750.50.25
Time
L:1
L:2
L:4
L:8
L:16
0.79
0.70 0.67
0.720.73
Grooming Horse, Using the Pommel Horse, Discuss Throw, Playing Racquetball, Using Uneven Bars
Testing Set (1 Untrimmed Video)
Support Set (5 Trimmed Videos)
Ground Truth
Predicted Similarity Scores
0.0 1.00.750.50.25
Time
L:1
L:2
L:4
L:8
L:16
0.680.67
Playing Racquetball, Discuss Throw, Shaving Legs, Washing Face, Grooming 
Horse
0.52
0.45 0.41
Using the Pommel Horse
Using Uneven Bars Discuss Throw Discuss Throw
Testing Set (1 Untrimmed Video)
Support Set (5 Trimmed Videos)
Ground Truth
Predicted Similarity Scores
0.0 1.00.750.50.25
Time
L:1
L:2
L:4
L:8
L:16
0.93
0.910.94
0.970.97
Playing Squash, Cricket, Playing Racquetball, Ballet, Using the Pommel Horse
Ballet Ballet
Figure 6.5: Qualitative Visualization of the multi-scale similarity scores on four differ-
ent testing batches in ActivityNet v1.2 dataset (best viewed in color) under five-way
one-shot localization. The segments with top 5 similarity scores are visualized with
each class in the support set shown in different colors: red, orange, yellow, green
and blue. The predicted segments are organized into a multi-scale architecture with
different temporal resolutions at each layer, and the similarity score is shown under
each predicted segment. Light color indicates that the corresponding segment is sup-
pressed by temporal NMS. For better visualization, the temporal length of each video
is normalized to 1.0 and a reference time line is shown at the bottom of each example.
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text and different activity instances vary a lot in their temporal location and scale. In
the one-shot localization setup and trained without temporal boundary annotations, our
SPN is able to predict the correct activity category as well as retrieve accurate temporal
boundaries. Furthermore, it is very robust to detect multiple activity instances with
varying lengths in a single video.
Similarity Score Visualization. Figure 6.5 visualizes the predicted multi-scale simi-
larity scores in ActivityNet v1.2 dataset. Under the five-way one-shot localization setting,
we can see that SPN can output high similarity scores for the correct category and low
similarity scores for unrelated categories. In most cases, SPN predicts multiple temporal
segments for the correct category at multiple scales and only keep the best matched ones
through temporal NMS. In other cases where distracted segments are observed, SPN also
predicts higher similarity scores for the correct category. Although the correct trimmed
video and untrimmed testing video share the same label, they differ a lot in terms of
motion and appearance. Our SPN is able to produce the correct predictions most of
the time, indicating the the ability of our model to learn a deep discriminative distance
metric between untrimmed and trimmed videos.
6.4 Conclusion
In this chapter, we introduce a new challenging setting for TAL in untrimmed videos
called Minimum Effort Temporal Activity Localization (METAL) which can also be
framed as a joint problem of weakly supervised and few-shot TAL. We have presented
SPN, a Similarity Pyramid Network that adapts a meta-learning framework to address
the challenges in a single shot end-to-end architecture. Given only video-level labels, our
SPN is end-to-end trainable by optimizing two complimentary loss functions and gen-
eralizes well to localize unseen activity classes. With this framework, although trained
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under the METAL setup on the challenging THUMOS’14 and ActivityNet benchmarks,
our SPN achieves performance superior or competitive to that of those state-of-the-art
approaches with stronger supervision.
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Chapter 7
Conclusion
In this dissertation, we have detailed our efforts in building an accurate, efficient and
intelligent system for activity detection in untrimmed videos. We have demonstrated
the efficacy and efficiency of a multi-scale pyramidal architecture in traditional activity
detection, as well as its application to novel detection tasks such as natural language
moment retrieval and minimum effort temporal activity detection by incorporating with
more advanced network components. We believe the multi-scale architecture is a strong
baseline for various temporal modeling problems, and it is a promising direction to learn
temporal detection model guided by other modalities and provided less supervision. All
of them enable significantly improvement for segment-level video understanding.
In this chapter, we summarize the contribution of our work, along with discussions
about important topics in the study of segment-level video understanding.
7.1 Summary of Contributions
Segment-level video understanding has drawn increasing interests in both academic
and industry communities due to its vast potential applications in security surveillance,
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video analytic, videography, etc. While previous works have achieved near-perfect accu-
racy for temporal activity recognition, those algorithms can only classify the categories
of manually trimmed videos thus not able to localize temporal segments. Temporal ac-
tivity detection is for localizing and recognizing activity instances from long untrimmed
video streams. It is substantially more challenging, as it is expected to handle activities
with variable lengths, predicting not only the activity category but also precise temporal
boundary of each instances. We propose a suite of algorithms and solutions to automat-
ically detect segments of interest in long untrimmed videos. Three tasks are addressed
towards segment-level video understanding: 1) detecting activities of interest from videos
without specific purposes (i.e. temporal activity detection); 2) detecting temporal seg-
ment that best corresponds to a language query (i.e. natural language moment retrieval);
3) detecting activities given less supervision (i.e. weakly-supervised or few-shot activity
detection).
In Chapter 3, we look at the problem of temporal activity detection. By leveraging
the effective and efficient 3D convolutional kernels, we introduce S3D, a Single Shot multi-
Span Detector for temporal activity detection. We design a simple network architecture
by using only a fully Conv3D network on top of the raw video frames to jointly predict
the temporal boundaries as well as activity categories. A key feature of S3D is the use
of multi-scale temporal span outputs attached to multiple temporal feature maps. With
this framework, we achieved state-of-the-art performance on THUMOS’14 benchmark
dataset, while being efficient to run much faster than real time on a single GPU.
In Chapter 4, we further investigate how to better model the multi-scale architecture
for long untrimmed videos. To this end, we introduce DTPN, a novel network architec-
ture specifically designed to address three key challenges arising from the scale variation
problem for temporal activity detection. DTPN employs a multi-scale pyramidal struc-
ture with three novel architectural designs: 1) pyramidal input feature extraction with
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dynamic sampling; (2) multi-scale feature hierarchy with two-branch network; and (3)
local and global temporal contexts. We achieve state-of-the-art performance on the chal-
lenging ActivityNet dataset, while maintaining an efficient single-shot, end-to-end design.
In Chapter 5, we study a more complicated problem compared to traditional temporal
activity detection, namely, the task of natural language moment retrieval to locate the
most related segment corresponding to a language query. We present MAN, a Moment
Alignment Network that unifies candidate moment encoding and temporal structural
reasoning in a single-shot structure for natural language moment retrieval. Particularly,
we identify two key challenges (i.e. semantic misalignment and structural misalignment)
and study how to handle such challenges in a deep learning framework. To verify our
claim, we propose a fully convolutional network to force cross-modal alignments and an
iterative graph adjustment network is devised to model moment-wise temporal relations
in an end-to-end manner. With this framework, We achieved state-of-the-art performance
on two challenging benchmarks Charades-STA and DiDeMo.
In Chapter 6, we introduce a new challenging setting for TAL in untrimmed videos
called Minimum Effort Temporal Activity Localization (METAL) which can also be
framed as a joint problem of weakly supervised and few-shot TAL. We have presented
SPN, a Similarity Pyramid Network that adapts a meta-learning framework to address
the challenges in a single shot end-to-end architecture. Given only video-level labels, our
SPN is end-to-end trainable by optimizing two complimentary loss functions and gen-
eralizes well to localize unseen activity classes. With this framework, although trained
under the METAL setup on the challenging THUMOS’14 and ActivityNet benchmarks,
our SPN achieves performance superior or competitive to that of those state-of-the-art
approaches with stronger supervision.
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7.2 Future works
The application of segment-level video understanding is vast, and still in its infancy.
We believe that in the near future, there will be tremendous opportunities for video
understanding, and they will significantly improve the state-of-the-art for computer vision
and artificial intelligence. In this section, I would like to address several future works
that are related to my thesis work.
7.2.1 Large-scale segment retrieval
Although we have significantly advanced the natural language moment retrieval model
in MAN framework, the current setting is only for retrieving the corresponding segment
given one input video. Following this direction, a broader application scenario is that
we want to retrieve the best matched moment in a pool of candidate long videos given
a language query. While we can naively apply MAN in each single video, such method
is time consuming and fail to consider cross-video correspondences. One future direction
is to propose a ’Early Rejection’ model to quickly filter out unrelated videos by only
looking at a few number of frames, and only focus on remaining candidates for temporal
localization. This direction also involves collecting new datasets for this task which can
be semi-automated by cross-referencing existing benchmarks.
7.2.2 Spatial temporal video understanding
While this dissertation focuses on temporal activity detection and its variations in
temporal domain, another important task is to find both spatial and temporal cues. For
example, the model should output not only the temporal boundary for a specific activity
but also the bounding boxes of each participants, relations among different objects, etc.
While spatial domain has been extensively studies for a long time, temporal domain is
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still under explored. Spatial temporal video understanding requires us to find a unified
deep architecture that works in both domains. More formally, given a deep model,
the architecture should be invariant to the temporal lengths of videos and predict rich
spatial temporal information. Exploring such direction can further help find the common
connections of spatial and temporal deep learning models, thus, benefit both domains.
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