Functional networks provide a topological description of activity patterns in the brain, as they stem from the propagation of activity on the anatomical, or structural network of synaptic connections, which possess a hierarchical organization. While it is assumed that structural networks shape their functional counterparts, it is also hypothesized that alterations of brain activity may come with transformations of functional connectivity, and possibly its deviation from the hierarchical topology. In this computational study, we introduce a novel methodology to monitor the persistence and breakdown of hierarchical order in functional networks, generated from simulations of activity spreading on both synthetic and real structural connectomes. We show that hierarchical connectivity is persistent in the quasi-critical regime associated with optimal processing capabilities and normal brain function (Griffiths phase) and breaks down in * Corresponding author states deviating from this regime, often associated with pathological conditions. Our results offer important clues for the study of optimal neurocomputing architectures and processes, which are capable of tuning patterns of activity and information flow, and show how the hierarchical topology and its quasi-critical functional counterpart provide an effective balance between local specialized processing and global integration.
aspect makes the application of thresholds even more complex, not to mention subject to arbitrariness, as in choosing for instance to exclude anti-correlations, or to study correlations and anti-correlations separately.
We note that in spite of this complexity, FC data have been recorded for years now and has led to groundbreaking advances in the the understanding of brain function, both at the clinical level [11, 12, 13, 14] , where FC data has been successfully related to the occurrence of brain pathologies, and the graph theoretical level, where FC data allowed the introduction of statistical physics concepts such as scale invariance, avalanches, criticality and localization in the brain [15, 16, 17, 18, 19, 20] . Advances in acquisition and analysis of FC data have allowed the introduction of novel and challenging concepts, such as that of dynamical FC, the ambitious study of time fluctuation and evolution of functional networks, obtained through the recording of multiple functional networks, each one over a short time window [21, 22] . The question remains, however, what topological information is lost when thresholds are applied. Structural brain networks [23, 24] are well known examples of biological systems, which exhibit a hierarchical modular structure. Hierarchical modular organization is often described by simple mathematical models of synthetic hierarchical modular networks (HMNs). Can we say the same about functional networks? How definitive can the answer to this question be, if functional network topology can vary so wildly because of arbitrary threshold choices? How persistent the hierarchical organization of structural network is in FC data, upon applying different threshold and, more importantly, in different states of neural activity? Are deviations between SC and FC data representative of pathological states?
Assessing the similarity between structural and functional connectivity represents a crucial aspect of the current structure-function debate. Similarity measures were proposed in the past (see for instance [8] ), highlighting how similarity itself may be non-trivially dependent on the choice of thresholds used to extract functional networks. In this work we follow a more fundamental approach, in the attempt to formulate a criterion to decide if a functional network is hierarchical and to do so irrespective of threshold choices.
The interest in the hierarchical organization of brain activity patterns is rooted in the observation that hierarchical (and hierarchical modular) networks exhibit desirable properties of robustness. Remarkably, hierarchical networks do not exhibit a single percolation threshold: upon varying the control parameter p (i.e. upon removing a fraction 1 − p of links or nodes) power-law distributions of connected component sizes are encountered for all values of p [25, 16] .
The functional counterparts to this simple structural property are striking i) activity in hierarchical models of the brain is sustained even without fine-tuning of inhibition mechanisms [26] ; ii) avalanches of neural activity are power law distributed in size without the need to fine tune spreading control parameters [16, 17] , rationalizing the experimental observation of scale invariant activity patterns [27] ; iii) simple dynamic models, normally displaying clear-cut tipping points (phase transitions), exhibit instead extended quasi-critical parameter intervals (e.g. Griffiths phases [28, 29, 30, 17, 31, 18, 19] ), where activity propagates by rare region effects and states of local coherence emerge as chimera states [32] . These observations corroborate the view that the hierarchical organization of the brain is responsible for its ability to localize activity, avoiding the opposing tendencies where active states die out (as encountered in advance stages in neurodegenerative diseases) or invade the systems (typical of epileptic seizures). From the perspective of neurocomputing and information processing, HMNs thus provide an optimal architecture, which ensures the balance of activity segregation and integration [33] , and results in enhanced computational capabilities, large network stability, maximal variety of memory repertoires and maximal dynamic range [17] .
In the optimal quasi-critical phase described above, the hierarchical SC network structure promotes the formation of activity patterns that we associate with normal brain function. But is the resulting FC network hierarchical too?
To answer this question, we identify hierarchical functional networks based on their spectral properties. In particular, we focus on the well known property of vanishing spectral gaps, which we use as a measure of the hierarchical organiza-tion [17] . While the spectral characterization of HMNs is much more complex, vanishing spectral gaps have been directly related with the desirable features of sustained activity and local coherence, which make hierarchical networks unique and, more importantly, constitute the reason why hierarchical organization is essential in brain networks. In the following, we generate FC data from Monte Carlo simulations of simple models of activity spreading in synthetic HMN models and on real SC data and show that, independently of the choice of thresholds, functional networks generated in the quasi-critical regime always display hierarchical organization, a feature that is lost as soon as FC data is produced in the super-critical regime -i.e. above quasi-critical regime. Our results offer important insights regarding the topological changes that FC data undergoes in pathological states (the super-critical regime), providing clues for FC analysis as a diagnostic tool. At the same time, our methodology provides a new tool for the analysis of persistent features in functional data, whose appearance is not an artifact of an arbitrary threshold choice.
Materials and methods
Structural networks. We use computer generated models of HMNs, in order to mimic realistic structural networks. As different types of algorithms are used in the literature to generate HMNs [26, 34, 17, 19, 20] , in the following we refer the model proposed in [20] without loss of generality. We call α the connectivity strength of a HMN, as it is the main parameter controlling the emerging topology. The network is organized in densely connected modules of size M 0 , which represent the level 0 of a hierarchy of links. At each hierarchical level i > 0, super-modules of size M i = 2 i M 0 are formed, joining sub-modules of size M i−1 by wiring their respective nodes with probability π i = α/4 i : the average number of links between two modules at level i will thus be n i = π i M 2 i−1 = α(M 0 /2) 2 , i.e. proportional to α, regardless of the value of i. For a generic dynamic process running on a HMN in the N → ∞ limit, the effect of lowest-level modules becomes negligible (relegated to transient time scales) and the time asymptotics are dominated by the hierarchical organization: in this regime α becomes the only relevant construction parameter. We remark that, being n i the number of links between any two modules of size M i−1 , the maximum value of n i is given by M 2 0 , so that α can take values in the interval 4/M 2 0 ≤ α ≤ 4.
Graph spectra. We identify an unweighted graph through its adjacency matrix A ij , whose generic element ij is 1 if nodes i and j are connected, and 0 otherwise. This choice represent a simplification of the more complex case of a weighted graph, where each link between i and j comes with a weight W ij .
The spectrum of the unweighted graph is given by the eigenvalues of A ij . The
Perron-Frobenius theorem ensures that the eigenvalue of largest modulus λ 1 is real and positive. The spectral gap g is then defined as the difference in modulus between λ 1 and the second eigenvalue λ 2 . Here we deal with undirected HMNs, so that A ij is symmetric, and g = λ 1 − λ 2 . We can also compute the Laplacian spectrum of a graph, which consists of the eigenvalues of the graph Laplacian
is symmetric and positive semi-definite, and the spectral gap g L is defined as the modulus of its smallest nonzero eigenvalue. An alternative discretazion of the Laplace-Beltrami operator is provided by the normalized Laplacian matrix
for which we can define the spectral gap g L as we did for L. For completeness, we mention the random walk laplacian, which enters the master equation of the random walk, and which has the same spectrum of eigenvalues as L [35] .
Dynamic model. We simulate dynamics in HMN models of the brain using a null model of activity propagation in network, namely SIS dynamics. Nodes can be either active (infected I) or inactive (susceptible S); in terms of neural dynamics an active node corresponds to an active region in the brain, which can activate an inactive neighboring region with a given probability κ, and which can be deactivated at rate µ (which we set to 1 without loss of generality) due to exhaustion of synaptic resources. In the general case, SIS dynamics result in a critical value κ = κ c , above which activity invades the system indefinitely (super-critical regime, in the following). In the case of HMNs, values of κ < κ c (quasi-critical regime) constitute a Griffiths phase and are associated with rare region effects and slow activity relaxation, pointing to an effective model for normal brain function. The use of such simple dynamical models has proven effective as a probing tool to understand paramount features of brain activity [26, 17] .
Functional data. We analyze FC data by storing co-activation matrices [36, 37] .
We fix a time interval I for every set of simulations and value of κ, and we generate a matrix C ij with generic ij element equal to the probability that nodes i and j are simultaneously active. We average C ij across multiple realizations of the dynamics. We consider a threshold θ and generate the adjacency matrix of the functional network for each θ by unitization, i.e. Mapping to percolation problem. For every functional network of adjacency matrix A ij (θ), we vary θ continuously and we monitor how the network evolves by measuring two order parameters: i) the size of the largest connected component s 1 ; ii) the spectral gap g (and its Laplacian variants for completeness). For θ ≈ 0 the networks is fully connected, s 1 = N and g = N (g L = N , g L = 1). For θ ≈ 1 the network is fragmented, s 1 = 1 and g ≈ 0 (as its Laplacian counterparts).
For intermediate θ the network undergoes a percolation-like phase transition, however s 1 and g may behave differently. In this work, we precisely focus on the different behavior s 1 and g, showing how hierarchical functional networks are those characterized by two separate transitions.
Results
Our aim here is to find an effective way to assess if a functional network is This finite range of values of θ ensures that when the functional network is not trivial (i.e. not fully connected and not fragmented), it is hierarchical.
The strength of this result resides in its dependence on the dynamical regime that we simulate. We just showed that the functional network is hierarchical in the quasi-critical regime, more precisely in the Griffiths phase. But, what happens in the super-critical regime, obtained for activation rates κ > κ c , which normally is associated with abnormal (excessive) neural activity? Figure 1b shows that in this regime the two phase transitions almost coincide and, more importantly, there is no range of θ, where the functional network is connected and the spectral gaps vanish. The functional network is not hierarchical, since whenever it is connected it has large spectral gaps (which only decrease slightly, still maintaining huge values, and not dropping by an amount comparable to N ), and its topology is fully an emergent property of the dynamics.
In our study, we consider structural HMNs of size N = 1024, which already result on dense co-activation matrices of 1048576 elements, thus making the rest of the study computationally intensive. At the same time, we note that most experimentally acquired connectomes belong in the same size range, allowing for a direct comparison as we will show later on in this paper.
The picture of hierarchical functional networks that develop an emergent, non-hierarchical topology in the super-critical regime is further corroborated by the study of the degree distributions of such networks, as shown in Figure 2 .
In the quasi-critical phase, and for values of θ within the range highlighted in Data is obtained as in Figure 1a , employing spectral gaps from the graph laplacian L and the normalized laplacian L. Data for s 1 is the same as in Figure 1a and is reported here for comparison. Results are as for the synthetic HMN case shown in Figure 1 Our main result of hierarchical functional network organization in the quasicritical regime has been obtained above using the definition of spectral gap g applied to the adjacency matrix A ij (θ). This choice is motivated by the fact that A ij (θ) is produced by an SIS process, which is linearized by the adjacency matrix A ij of the underlying structural network. Nevertheless, one may wonder if the result above extends to laplacian matrices [35] , which are of interest in problems of transmission, diffusion and, more importantly in the case of brain dynamics, synchronization. Figure 3 shows that our main result carries over to the case of laplacian matrices, both in the non-normalized variant L (historically, the Kirchhoff laplacian) and in the normalized one L (isospectral to the random walk laplacian).
Given the relevance of our results in the field of computational neuroscience, and in order to prove that they are not artifacts of our specific HMN construction method, we performed the same numerical study by running our simulations on real human connectomes of sizes comparable to the ones considered above (N = 2514). Our results, shown in Figure 4 are striking as they show how the exact same fingerprints of hierarchical functional organization in the quasi-critical case emerge by simulating activity propagation simulations on SC networks. Data shown here is produced from the structural network of a single healthy subject.
While we performed the tests on SC data from multiple subjects, we noticed that subject variability amounts to quantitative changes, while the same qualitative behavior is found, irrespective of the subject (not shown in Figure 4 ). [38] ), we processed the same-subject structure-function triple acquisitions 
Conclusion and discussion
The relationship between structure and function in brain networks remains to this day a field of enormous interest. The ultimate goal of devising diagnostic tools that leverage concepts of network theory applied to SC connectivity data begs for a deeper understanding of how dynamic patterns originate from structural motifs, or to which extent they self-organize irrespective of those motifs.
What we introduced here is a minimal model, which however captures some essential aspects of this complex balance. In the quasi-critical regime, activity patterns are strongly localized and result in a FC network which closely mimics the SC hierarchical patterns, although in a dynamic way, inheriting its basic spectral property. This is not to say that activity correlations do not play a role: the FC degree distributions do not replicate those of SC, they in fact are power laws with continuously varying exponents, in analogy with avalanche size distributions stemming from rare region effects.
In the super-critical regime, which represents a pathological state akin to epilepsy, the spectral fingerprint of hierarchical networks is lost and functional connectivity earns a global and much denser network topology. While it was shown in the past that networks with localized structures host localized activity patters also in the super-critical phase [40] , something we were able to confirm in HMN models of brain activity [20] , the change in spectral properties and degree distributions points to a significant reorganization of dynamics and correlations, in which modules mutually reactivate (or mutually reinfect, as in similar models of epidemics [41, 42] .).
Our methodology addresses the analysis of activity correlation data without fixing an arbitrary threshold. Thresholds are treated as a control parameter in a phase diagram, which is analyzed in its entirety. We note that the mapping of this phase diagram to that of a percolation problem is not new [33, 43] . Here we used a similar methodology to show how, in the quasi-critical regime, threshold values which correspond to non-trivial functional network topologies (fully connected, fragmented) also lead to the non trivial property of small spectral gaps, which allows us to conclude that the functional networks effectively inherit the hierarchical organization of the structural ones.
We believe that our work serves as a proof-of-concept study, for more com- Our work of course relies on essential simplifications of the original neuroscience problem. Namely our simulated dynamics is a simplification of neural activation processes. Nevertheless, we believe that our results provide useful insights regarding the extent to which structure and function are connected in brain networks, and how pathological states can be accompanied by radical shifts in functional connectivity. We believe that our spectral analysis of persistent and emergent topologies in FC data sheds light on the relationship between optimal architectures and tuneable performance in the broader context of neurocomputing.
