Nova Southeastern University

NSUWorks
CEC Theses and Dissertations

College of Engineering and Computing

2000

A Model for Transforming Legacy Systems in a
client/Server Environment Based on the Unified
Modeling Language(UML)
Leon Stevens
Nova Southeastern University, lstevens0411@icloud.com

This document is a product of extensive research conducted at the Nova Southeastern University College of
Engineering and Computing. For more information on research and degree programs at the NSU College of
Engineering and Computing, please click here.

Follow this and additional works at: https://nsuworks.nova.edu/gscis_etd
Part of the Computer Sciences Commons

Share Feedback About This Item
NSUWorks Citation
Leon Stevens. 2000. A Model for Transforming Legacy Systems in a client/Server Environment Based on the Unified Modeling
Language(UML). Doctoral dissertation. Nova Southeastern University. Retrieved from NSUWorks, Graduate School of Computer and
Information Sciences. (862)
https://nsuworks.nova.edu/gscis_etd/862.

This Dissertation is brought to you by the College of Engineering and Computing at NSUWorks. It has been accepted for inclusion in CEC Theses and
Dissertations by an authorized administrator of NSUWorks. For more information, please contact nsuworks@nova.edu.

A Model for Transforming Legacy Systems in a Client/Server Environment
Based on the Unified Modeling Language (UML)

by
Leon Stevens

A dissertation submitted in partial fulfillment
of the requirements for the degree of Doctor of Philosophy

School of Computer and Information Sciences
Nova Southeastern University

2000

We hereby certify that this dissertation, submitted by Leon Stevens, conforms to
acceptable standards and is fully adequate in scope and quality to fulfill the dissertation
requirements for the degree of Doctor of Philosophy.

~~)~
~
Maxine Cohen, Ph.D.

Date

Dissertation Committee Member

LJ/to/tJ/

Date
Dissertation Committee Member

Approved:

~Edward Lieblein, Ph.D.
Dean, School of Computer and Information Sciences

V-Jd--0(
Date

School of Computer and Information Sciences
Nova Southeastern University
2001

Abstract
In this dissertation the researcher developed the methodology for the migration of
computer programs from a legacy architecture to client/server architecture. System
migrations have failed frequently, and even so-called successful migrations may have
serious usability problems. Additional difficulties include missing documentation of the
existing program(s), the persons who developed the existing system are not available for
consultation, and, frequently, there are important operational and economic issues that
must be considered. The client/server environment is quite different from the source
environment; the operating system and implementation languages have changed, and
system requirements may have been greatly expanded, frequently including the Internet.
User interface equipment and techniques are more comprehensive, system response times
may be more demanding, significant software system components may be purchased
instead of developed in-house, and other elements of the operating theater may be either
entirely new or greatly revised. The methodology for developing systems has evolved
significantly. In order to make use ofthe advantages of client/server equipment, new
concepts will need to be embodied in the migrated program, such as the use of
middleware, object technology to permit the development of higher quality software, and
the separation of functionality into server-side and client-side procedures. This
dissertation identifies those factors that most critically affect the possibility of success or
of failure in the migration. These factors will make it possible to lessen or eliminate the
potential for failure. In addition, this dissertation will provide a model for the conversion
oflegacy systems to more reliable and scalable client/server systems. For this
dissertation, the researcher gathered published material relating to the migration of
computer systems from one hardware/software platform to a second. Some of the
material discussed the conversion process itself. Other material described successes,
failures, general techniques and approaches to the migration. Still others discussed nontechnical aspects, including the creation of migration teams and user training. From this
material, the most pertinent factors were identified, and from them, a plan of success was
developed. That plan of success is this dissertation.
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Chapter 1
Introduction
Problem Statement
In this dissertation, the researcher addresses the problem of how to reference,
perform and complete a system migration from a mainframe legacy platform to a
client/server architecture. This process includes specific middleware to perform
transaction management. The original legacy system is represented in Figure 1, and the
target client/server system is represented in Figure 2.
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Figure 1: Collaboration Diagram of Original Legacy System
In Figure 1, the application program block represents an interactive legacy program,
one that may accept or display information on a user terminal. In many cases, this
application program is a COBOL program, and may also reference a database, although
neither of these is a requirement. The database referenced in this figure may have any of
several sources: it may be an internally designed database, a commercial database, or a
database proprietary to the supplier of the computer system. This application program
may, and in fact probably will, make direct references to the operating system, in addition
to the references to the database manager. This view ofthe original legacy system
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focuses only on this application, and makes no reference to any other applications or
programs in concurrent execution on this same machine. In all ofthese cases, the
references are bi-directional, in that each component may both send and receive data. The
components in this system would be almost nonfunctional if they are separated from the
system.
This UML (Unified Modeling Language) collaboration diagram (Figure 1) shows
the relationships of the components. An evolution of the migration model described in
this dissertation would result in a complete defmition ofthe model in UML, providing an
automated definition of what is now a subjective and highly intuitive process.
System migration in a successful, timely way is important. There are positive
benefits to an organization for such successful migrations. There is also an adverse
benefit for migrations that fail, or that are not undertaken in a timely way. Weyuker
(1998) described a well-publicized software failure of an Ariane rocket launch that
represented a simplified form of a system migration. In that incident, the computer
platform executing the program was slightly different from the earlier successful
execution. The result was a widely publicized "computer failure". Bollig and Xiao (1998)
described their successful migration of a system following 25 failed attempts. In this
case, the company was undoubtedly embarrassed by the notoriety ofthe failure, but
continued with attempts to perform the migration.
In both ofthese cases, information about the failure was available outside ofthe
organization,. The failure resulted in lost monies and some corporate embarrassment in
the case of the Bollig and Xiao (GTE migration) case, and in lost monies and project
setbacks in the Weyuker (Ariane 5) case. Many organizations have hidden information
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related to failed migrations, with the result that there was less information available about
failed migrations than about successful ones. However, it was easy to imagine a wide
variety of adverse results. If a failed migration resulted in business non-compliance with
regulatory requirements, the organization could be forced out of business, or required to
pay heavy penalties or fmes. This example was a worst case scenario, but other less
extreme cases could include loss of effort expended, loss of prestige and missed business
opportunities. Responsible management personnel may be terminated, and personnel
morale may be adversely affected. In short, failed migrations have had a severe adverse
effect on the organization and on the personnel involved in the project.
Figure 1 shows the relationships present in a typical legacy system, a system that
will have several to many such applications executing concurrently. These additional
systems mayor may not be using the same database management system, and mayor
may not be using any database management system at all.

Server-side Application Proarams

Client-side Application Proarams

Figure 2: Collaboration Diagram of Target Client/Server System
In this representation ofthe target client/server system, as shown in Figure 2, the
communication is bi-directional between each of the blocks. In a significant difference
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from Figure 1, each of the blocks here, as represented by the UML symbols, is a package,
a system or sub-system that is completely functional by itself The client/server system
itself integrates these packages to provide more functionality than the individual
component packages can provide.
In Figure 2, the "client" and the "server" components together represent a typical
two-node system, having no middleware. This is the classical client/server system, with
the client software sending and receiving data to and from the server. The introduction of
the "middleware" component increases the complexity ofthe system, but may also
provide significant system enhancement, for program maintenance and for program
execution. Program maintenance might be simplified ifthe functions included in the
middleware components are business rules or common business functions. Program
execution can be enhanced if serialized functions are moved to middleware from the
database manager.
Figure 2 represents a general, composite view ofthe target system, as Figure 1
represents a similar view of the source system. This dissertation must address both of
these systems in a general way, and so cannot include lower level functions that would be
a more precise representation of specific systems, but would not provide generalizing
information.

Goal
The goal of the researcher in this dissertation was to design a model, for use by an
organization that is considering the migration of a software application from legacy
mainframe to client/server or client/server/web. The target client/server system may
contain both components that are commercially available and traditional program
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modules. These components include relational databases (RDBMS) on a client/server
system, and middleware to provide monitoring and management functions.

Problem Definition
The problem investigated in this dissertation was the migration of legacy systems to
client-server technology. A major problem for the Information Technology industry is
that of how to perform this migration reliably, dependably, and in a timely manner. Also,
the end result of this migration must be both reliable and scalable. For this reason, system
scalability was also included in this dissertation. Reliability was originally included as
one ofthe study components, but the original premise that reliability was a design
component cannot be supported by literature, and so it is not one of the components of
this dissertation.
This migration problem was acute for the organization that has legacy systems, and
particularly so for mission-critical legacy systems. Gill (1996) noted that these systems
are essential to running a business, and that some organizations would be out of business
if their legacy applications were shut down.
The research for this dissertation involved both books and articles. This material
contained many solutions to parts of the system migration problem, and very few
solutions to the whole migration. Brodie and Stonebraker (1995) addressed the general
problem of system migration, but their work did not address the more complex issues of
partitioning the original legacy application, designing a partitioned solution, or
implementing it. In the migration from legacy to client/server or client/server/web, the
historical approach has been to partition the application into two tiers, the server tier and
the client tier. This approach has been replaced, as stated by Linthicum (1997b), by the n-
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tier or multi-tier approach that introduced middleware into the migration scenario.
Although the n-tier approach is more complex, it may offer defmite advantages to the
organization. Some of these advantages, stated by Linthicum, 1997d, p. 58) are:
1) Significantly lower relational database management system (RDBMS) costs if a
teleprocessing monitor (TP monitor) is used to minimize the number of
concurrent database connections.
2) Improved database integrity if a TP monitor is used to manage the transactions
that modify the database.
3) Reduced manual intervention in the management of a database and system.
4) Simplified system implementation by using middleware components, such as
message-oriented middleware (MOM).
5) Improved resource use, as with the use of remote procedure calls (RPC) and TP
monitors. King (1997) documented this advantage, as well as maintainability
and scalability improvements.
6) Improved maintainability due to simplified module interfaces.
7) Improved scalability due to functional isolation.
The use of n-tier target designs has disadvantages as well:
1) Quinn and Sitaram (1996) stated that testing, whether component or system, is
generally more difficult. Test management must be developed so that test
execution, validation and reporting can be automated.
2) Rudin (1997) said that system scalability issues must be recognized and
supported from the beginning oftarget system design. A single component that
is not scalable can markedly decrease the scalability of the entire system, even
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though hardware and other software modules are scalable. Operating system
scalability is a significant concern here, and the ability to cluster is important.
This researcher has developed a model for migration of the application, providing
dependable migration, and maintaining or enhancing system scalability. In order to
construct the model, information has been gathered from a variety of sources.
Legacy mainframe applications
The classic legacy mainframe application involves a large mainframe computer
running many concurrent applications, some of which have user keyboard terminals, one
or more large database systems, and probably a number of batch applications. The
applications may be business oriented, scientific, or real-time, or, most likely, some
mixture of these.
The migration oflegacy systems had a poor record, historically. Yourdon (1998)
stated that 25 percent of all large, complex projects were canceled before completion.
Ault (1996) reported on a survey stating that 80 percent ofthe survey respondents
reported that they had to reevaluate, pull back from, or cancel a client/server development
project. As a solution to these widespread problems, Brodie and Stonebraker (1995)
provided a methodology for fail-safe migration of systems, with the primary emphasis on
keeping the conversion steps small, so that they either could not fail or there would be an
alternative path or paths that would lead to success.
Documentation or user requirements are needed before beginning a migration.
System documentation is sometimes missing, frequently out of date, inaccurate, and
otherwise oflimited value. Furlong (1997) identified all of these problems.
Documentation of the existing system is the starting point for the migration to
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client/server. If the documentation does not exist, some form of it must be created or
updated before the requirements can be determined. Either user requirements must be
identified, or there must be a clear understanding ofthe processing that is being
performed by the present system.
The legacy database may have been implemented with inadequate control of the
data that were recorded in it. Because this is the starting point for the data migration, the
value of the fmal client/server database is dependent on the existence, consistency and
completeness ofthe legacy database. Bollig and Xiao (1998) confirmed the importance of
having valid and verifiable data. The target client/server database may place much more
emphasis on the validity of data than did the legacy database, and an example of this
emphasis is the use of foreign keys with relational database indices.
If the legacy data are not valid, they must be corrected before the migration can
proceed. The target client/server system, using an RDBMS that is SQL based, may have
severe accuracy requirements for fields that are to be used as primary keys or foreign
keys. There may be a large number of erroneous entries to corrected, and the correctiontime window may be quite small. These two factors pointed to the need for an automated
procedure to perform the correction and validation, and Bohn (1997) noted that end-user
participation is important in the design of these programs. Legacy data can be incorrect in
several ways:
1. They may be missing.
2. They may be present, but invalid.
3. They may be present and valid, but incorrect.
4. They may be present, valid, and correct, but inconsistent with other data.
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Of these cases, the first two can be readily detected, although it may not be possible
to determine a valid and correct value. The last two cases may be difficult for a program
to detect or correct. Mascelli (1998) stated that it is important to automate the data
correction procedure as much as possible, in order to eliminate human error under time
pressure, and to enable the procedure to be completed with minimum human intervention.
If there is a limited time-window for the completion of the data migration, it is important
to minimize interruptions to the data flow.
One of the techniques available to the migration process is to wrapper the legacy
database, creating an object that uses the original legacy database without conversion.
This can be a worthwhile approach when the migration is an incremental migration. Such
a migration is created to provide an usable application that will be continuously modified
in the near future, migrating first one set of data, then another, until the entire legacy
database has been migrated to client/server technology. Rudin (1997) advocated the use
of continuous and incremental modification of applications.
In a different use of creating an object by wrapping a part of a legacy system,
Barnhart (1999) described a successful use of wrapping legacy business rules with Java
to create a consolidated repository of business rules. In this case, the primary objective
was to consolidate the business rules, without having to rewrite the mission-critical
application.
Object-oriented methods may be the solution of choice for performing data
transformations, depending on the target RDBMS and the personnel resources that are
available to perform the programming for the migration. Since the data to be migrated
and the operational data to be added are quite similar, the design effort may minimize
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programming by using one program with one set of output records but accepting several
input record sources. Because one of the issues that this dissertation addresses is that of
program reliability, and program reliability depends in part on the development and use
of test cases, design efficiency would support this kind of coordinated effort.
Client/server
Client/server is a term that originally referred to the use of a database management
system, running on a server, and connected by a network to a PC running client software.
When client/server came into use, the term referred only to the placement of data sources
on a server, a user interface on a client desktop system, with the two being connected by
a network. This configuration is known as a two-tier system.
As client/server is used today, it may refer to a system that connects the Internet to
the network, and then may be referred to as client/server/web. The final result is no
longer a two tier system, but may contain multiple tiers. One authority, Linthicum
(1997a) stated that the current trend is toward n-tier or multi-tier systems.
Application partitioning is an early step in the design of a client/server system that
is to replace a legacy system. King (1997, p. 66) defined it as "breaking an application
into components to improve performance and effectiveness". King also said that it is
almost a necessity to partition applications that are targeted at the Internet.
The initial partitioning of the legacy application would be separation of the database
from the user interface, with the database migrating to the server and the user interface to
the client. In this classic two-tier system, the server would perform all database,
background batch and remote procedure call (RPC) functions. The remaining functions
would be placed on the client system.
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Although Linthicum (1997a) stated that n-tier systems are becoming the norm, this
dissertation limits the focus on n-tier systems to three tiers, those containing a TP monitor
or a resource needed for system scalability. A TP monitor would be placed in a third tier
or other tier, as would other application components that do not require placement on
either the server or the client.
One of the issues in this dissertation was the use of object technology. Object
technology has been praised as providing a mechanism for the convenient reuse of
components, but Fichman and Kemerer (1997) reported on the difficulties of systematic
reuse of objects. The reasons included a very steep and extended learning curve, a series
of hurdles for team members who had no graphic user interface(GUI)/workstation skills,
absence of tools to support 00 (Object Oriented) development, the absence of class
libraries for the application area and the lack of reusable components. Hatton (1997)
reported preliminary evidence that 00 functions may be more reliable than conventional
functions, but only when the 00 functions are very small, on the order of one or two
lines of code.
They also discovered and published solutions to the lack of reuse. These solutions
included making sure that there was a qualified, experienced 00 architect as a member
of the team, viewing reuse as an objective distinct from the project objectives and
integration of 00 technology into the management of the organization. Fichman and
Kemerer (1997) advised organizations that had no 00 experienced staff to delay
development projects until at least some experienced 00 staff could be developed or
hired. This requirement reflected the steep learning curve for 00 technology, and the
lengthy time required for developer confidence. Fichman and Kemerer found that the
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minimum time for developers to achieve acceptable competence was one year, with
additional competence developing over time. One critical component for the formation of
a successful 00 team was the existence on staff of an experienced 00 architect.
Client/server systems with an RDBMS that is SQL-based place more demands on
data accuracy than do some existing legacy mainframe systems, especially for the data
that will be used as either primary keys or foreign keys. Because of these demands, data
cleansing is important for client/server systems, and Bohn (1997) described these
requirements. This dissertation applies these principles in two areas, one in the
development of the operational data import process, and the second in the development of
the data migration procedures. Bohn also said that user approval of this processing is
important.
Bohn (1997) defmed the need to develop and maintain control totals for operational
data input and for migration processing. Record counts and monetary totals were named
factors, but there may be additional or alternate fields that should be checked. Bohn said
that the control totals need to be established before the beginning of processing, and
checked at each step in the processing. The control checking and related reporting were
candidates for automation, to ensure the consistent checking and reporting.
Comprehensive system testing must be included in the functions to be performed.
Ault (1996) noted that the planning for system testing should include system integration
test results, user-acceptance test plans and results, and that if an automated testing
application is used, then test plans should also be documented. Beizer (1997) commented
on the need for well planned testing procedures and training for development personnel
in test construction. Furlong (1997) identified the importance of regression testing.
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Middleware
Middleware is a broad topic. This dissertation will address middleware primarily
for the implementation of a TP monitor, but recognizing that middle tiers are needed for
message-oriented middleware, or for specific n-tier program requirements. (A TP monitor
is middleware software that isolates the database from the application software.) The
following advantages are summarized from Linthicum (1997b, 1997d):
1. TP monitors can provide control over a variety of transactional processes, and
ensure that each transaction is either successfully completed or is removed from
the system.
2. TP monitors can enhance both the scalability and the reliability ofthe target
client/server system.
3. The use of a TP monitor can reduce the expense of using a large RDBMS by
minimizing the number of concurrent database connections.
4. The integrity of relational database in a high-volume environment is maintained
by using a TP monitor to verify the completion of each transaction.
Middleware has many other uses. Message-oriented middleware is used in many
organizations, and the use of application-specific non-component middleware frequently
occurs. The design issues for middleware can be extensive, and will be related to the
particular application. For this dissertation, the sole consideration for middleware will be
as a TP monitor.

Scalability
Scalability must be built into the application system at the time that it is designed.
This attribute cannot be added to the system as an afterthought. It does not constitute
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added functionality, but is necessary for proper system operation in a dynamic
environment. If this element were missing from the original system design, its absence
would be a design shortfall. Kanoun, Kafullche and Laprie (1997), Wood (1996), Voas
(1998) and others noted the importance of integrating scalability into the system.
System design may not focus on the technical performance of a given software
module, but scalable design may require just such a focus. Serial resources, such as a
module to issue transaction ID's, have the potential to become a bottleneck, but such
bottlenecks can be avoided. Database partitioning for maximum performance, reliability
and security will also require careful oversight.
Rudin (1997) commented on the need for developing performance criteria. These
criteria must be developed through user consultation, and must be stated so that system
testing can determine if the criteria are met. Determining performance criteria is part of
the normal design process, but it is also a part of developing scalable systems. The
system testing to determine performance characteristics implies the existence of
equipment that can be allocated to the testing, and automated test procedures to drive the
testing process. It is obvious that a system that must process 100 transactions per second
cannot be performance tested by manual procedures. The development of scalable
procedures is well defmed (Rudin, 1997), with specific approaches to some of the
software scalability problems.
A number of authors reviewed the hardware and operating system choices that are
available for the target client/server system, including UNIX, Windows NT, Tandem
Non-Stop and RS6000. This range of operating system selections can become important
if the performance demands anticipate a significant change.
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The IS Environment
Legacy mainframe software systems require ongoing changes and updating, and
these may fall into one of two major areas, maintenance and reengineering. Maintenance
involves installing the necessary changes, but doing relatively little to adapt the system to
the current business environment. Reengineering requires taking a fresh look at the
system requirements, observing the capabilities that are now available, reviewing the
organizational structure, selecting the most appropriate goal, and then adapting the
software application to achieve the goal. The term "software renovation" was used by van
Deursen (1999) to apply to the improvement oflegacy software systems.
All software components on the source legacy system must be identified at the
beginning ofthe reengineering study. A similar identification was required for the
components ofthe target client/server system. For some legacy systems that have
minimal or missing documentation, the development of this documentation could become
a significant task in itself Even if there was a decision to wrapper the source legacy
system, the need for documentation of the legacy functions still exists. (Voas (1998)
described the creation of a software 00 "wrapper" to enclose a software component or
program, enabling continued use of that object in an environment significantly different
from its original environment.)
In addition to the identification of existing modules, there must be a review of enduser requirements, including both information handling and performance data. Without
such identification and review, any conversion effort may prove to be inadequate, with an
increased likelihood that the conversion will fail to be completed satisfactorily. Musa
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(1996) said that the testing of the system, before installation, should include testing for
features, load, and performance.
A separate effort is required for the migration of data, although this requirement
would not apply immediately if a wrapper is used. Sometime, the initial data migration
programs can also be used for the operational updating of the client/server system.
Whether or not migration programs can be used in a dual role, it is important to capture
significant control information about the data, in order for the end-user to know the
validity ofthe data transfer.
Several authors have recommended the reengineering approach (Daly, 1996; Sneed,
1995; Harding, 1995). Also, Francett (1996) noted that the system architecture mirrors
the organizational architecture, and that the organizational paradigm is moving from
centralized to distributed systems. One must conclude that the system architecture is also
becoming distributed, and this is, in fact, the case.
Daly (1996), who stated that the migration process should be one of minimum
change, gave a contrasting opinion. To support this viewpoint, Daly described an
evolutionary three-step process. The process was outlined as follows:
1. A GUI front-end is developed for the existing legacy system.

2. Client processes are developed to do all of the processing, but to retrieve all
data from the existing legacy system.
3. The incorporation of a full client-to-client system, with all processes being on
the network and all processes sending and receiving data to other processes.
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This process that Daly described differs from the normal client/server system in
several ways, but the database or data warehouse is located on one or more servers, as in
other client/server systems. First, Daly did not address the need for back-office
processing, although it would be reasonable to anticipate the location of these processes
on one or more servers. Second, Daly did not anticipate difficulties in the migration
process, in the manner that Brodie and Stonebraker (1995) did. This omission makes
Daly's view optimistic, because there was no anticipation of any kind of difficulty in the
migration process. Third, Daly made no reference to the quality ofthe data in the legacy
system. Bohn (1997) identified a significant problem with the data in many legacy
systems, the problem being that the legacy data were not cleansed or validated either
upon initial data load, or at any later time, with the result that much legacy data were
either missing or wrong. This potentially hazardous situation was not considered in
Daly's statement.
In Daly's defense, the migration plan is worthwhile for smaller systems, with the
provision that the target system need not be scalable, and that there are no rigid
constraints on the completion time of either of the later steps. Daly's view is correct, that
the development presents a seamless view of change to the end-user, and this can be a
strong system advantage.
Most applications undergo modification during their life cycle, sometimes only
critical changes, and sometimes changes to bring the application in line with other
installation requirements. Sneed (1995) cautioned that there should be no functional
adaptation or developments to the system in the reengineering process, and that the
reengineering process should exclusively contain either functional or technical
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components, but should never contain both. The reason for the separation of the
processes is to permit the use of test components that were developed for the original
testing of the system to prove the validity of the reengineered system. This provability
may be missing in forward engineering approaches to system modification, when
functional modification is applied to a system that is unproved. Sneed also emphasized
the importance for technical reengineering to precede functional reengineering, and the
need for a stable technical base before proceeding to modify the functional capabilities.
This concept, introducing either functional or technical components, but not both, might
be called into question with the use of object technology, because object technology is a
technical advance, but simultaneously presents an opportunity for (at least) modest
functional advances. Sneed's caution presented a problem when the reengineered system
employs a legacy wrapper, because the wrapper is itself a technical advance, and may
require the introduction of functional changes simply in order to function. Viewed as a
reliability issue, if the existing legacy application is considered by the end-users to be
comparatively unreliable, then the end-users may welcome some functional changes in
order to have a more reliable system.
The migration of an application from legacy to client/server should be a technical
change, with no functional changes other than those required by the migration itself In
this way, Sneed's admonition to make only technical or functional changes can be
observed. The use of a legacy wrapper is an example of a functional change that is
required by the migration itself The introduction of a TP monitor into the client/server
application is another example of a functional change that is triggered by the partitioning
of the original application into tiers. This latter change, the introduction ofa TP monitor,
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creates a situation that requires careful analysis of the use of the TP monitor, and making
a determination of the features of the TP monitor that constitute a technical change, and
those that are functional. If there is no analogous technical capability in the legacy
system, the use of that feature in the TP monitor could be considered primarily technical.
Once a decision has been made to reengineer, the determination must then be made
as to the best reengineering path to follow, and the selection of those elements that are
needed to fulflll the needs of the organization. For some organizations, the use of a
relational database (RDB) and client/server technology may be an adequate target system,
although such two-tier systems are probably not the norm. Linthicum (1997a) noted that
n-tier or multi-tier systems are more common than two-tier systems. For other
organizations, the migration of systems may require the use ofa transaction-monitor,
message-oriented middleware, or other capabilities.
A related problem for the reengineering process is whether or not there is technical
capability within the organization that can support client/server, client/server/web, or
RDB. If this experience or technical capability exists, the reengineering path should
recognize such capability, and perhaps utilize it. If it does not exist, it must be acquired in
one way or another, by adding full-time in-house personnel, or by some other means.
Successful system migration requires the development of procedures that emphasize
the orderly process of analysis of the existing legacy system, the development and testing
of the comparable client/server system, and the conversion to this new system. Ifthis
system is also mission critical, additional care must be taken to ensure the success of each
step. The business environment is also subject to significant and rapid changes in
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demands on the system, and this variability imposes the need for improved system
reliability and scalability.
The migration effort includes the creation of new programs for the client/server
side, and the migration ofthe data from the mainframe source. The new programs require
the development of test suites and test processes to ensure correct functioning. Also
required are programs to migrate the existing data, and this task is not straightforward,
because the data to be migrated may be absent, contain incorrect or inconsistent values,
or incorrect relationships to other related data. Because migrations may require
completion in a narrow window oftime, the programs to perform the data migration and
the data scrubbing must be developed and subjected to test procedures as rigorous as
those for the executable programs. Also, because of the time pressures of a narrow
conversion window, it is important to automate migration management and reporting
functions. This functional area of preparing data for the system may also provide an
opportunity for the use of object technology to permit reuse of migration modules. This is
applicable to the areas that use common data validation procedures.
Testing is an area of the IS environment that must receive serious attention. In some
legacy installations, perhaps due to a "familiarity breeds contempt" attitude, testing of
system changes may have evolved into a casual procedure. In the target client/server
installation, particularly for the migration, testing must be organized, and testing goals
defined.
The migration programs must first be unit tested, then system tested, with a number
of goals for the testing. The tests may be to establish system reliability, the capability of
meeting performance goals, regression tests, or other criteria. The methodology of
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performing the required tests is not complex, but it is important for the successful
completion of the migration project. Hill (1997) remarked on the difficulty and effort
involved in creating some database test suites. Hudepohl, Aud, Khoshgoftaar, Allen and
Mayrand (1996) provided considerable detail on the construction of Emerald, a testing
metric used with telecommunications programs.

Relevance
This dissertation is relevant because of the high percentage of failed migration
projects, and the references to legacy systems that remain on a legacy platform because
of an inability to migrate the application, perhaps a mission-critical application, to any
other platform. Bollig and Xiao (1998) referred to this situation in their paper
documenting the migration of a legacy system to a multi-tier client/server/web based
system. In this particular case, the migration was successfully completed after 25 failed
attempts.
The migration environment is subject to failure at any of many hundreds or
thousands of points, and the subject project may be mission critical. An industry history
documents two to five times as many failures as successes. Therefore, any attempt to
codify methods and procedures could provide guidance to any new effort to perform
system migration. This dissertation addressed the migration environment, and
documented the necessary procedures to complete legacy system migrations to
client/server in a fail-safe manner.
The migration itself consists of two parts, the creation ofthe program system on the
client/server side that performs work equivalent to the mainframe side, and the
conversion of the data from legacy to client/server. In this dissertation the researcher was
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not restricted to just this process, but also included elements to make the application more
scalable, because of the need to ensure system usability. If this last element were to be
omitted from the system design, the results could be both expensive and inadequate. AOL
MIA (1997) documented a case that demonstrated the lack of scalability. This case
occurred when AOL announced in late 1996 that their customers could have unlimited
access to AOL services for a fixed $20 monthly fee.
The data migration effort is frequently the point that most organizations consider
being the actual migration. It is a very visible point in the migration, making it politically
sensitive. Sometimes, this data migration is constrained to a comparatively narrow timewindow, increasing the comparative importance of a timely and ordered completion. This
migration can be automated to a great degree, and Mascelli (1998) suggested this be
done. Mascelli also noted that a high degree of system automation eliminates the
possibility of a person making an incorrect decision under the pressures of time. The
automation of the migration, including defmed corrections to the data, and the reporting
on the migration status and progress permits the use of additional personnel without the
need for extensive training on the migration process.
A system constraint occurs if the data are being transferred from a hardware system
that addresses the information, internally, in an out-of-order sequence. One term for this
out-of-order storage is "little endian", and the corresponding in-order addressing is
referred to as "big endian". This difference must also be considered during the process of
data migration. If the target and source systems have the same endian addressing, this is
not a problem, but if the two systems have different endian-addressing types, this
becomes another item for the data transformation procedure to resolve.
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Barriers and Issues
The barriers involved in completing this dissertation were the volume of published
material to be researched and constraining the scope of this dissertation. A recent Internet
search for the three keywords "computer", "system", and "migration" in conjunction
yielded over 45 million web pages. The recent and now past Y2K problem may have
added somewhat to the volume of material, although little attention is now given to it.
The issues involved with this dissertation were:

1. System reliability. There are anecdotal references to the unreliability ofthis
system or that, and the recent Y2K conversion issues illustrate one aspect of a
lack of system reliability.
2. Scalability from the desktop to enterprise or corporate solutions. Low-end
solutions are readily available and are widely advertised in the popular trade
publications. Agerwala et al. (1995) described a flexible offering from IBM that
provided a wide range of capability, from mid-to-high range capability. The
scalability issue arises from the fact that software that runs at one point in the
scalability range does not necessarily run on platforms at some other point in the
scalability range, whether of higher or lower performance. The scalability issue
is much more prominent in the PC range, although it is present in the mainframe
range between the IBM SP2 and the 390 series.
3. Object-orientation is another issue in this dissertation. Many of the software
products are object-oriented, and database products reference their objectorientation or affiliation. Srinivasan and Chang (1997, p. 66-67) stated that
"Object-oriented models have rapidly become the model of choice for
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programming most new computer applications", described the popularity of 00
development, and the application of 00 techniques to existing and less objectoriented storage management. Object-orientation is an issue because the
adoption of 00 methods requires that the relevant legacy procedures be adapted
to object technology. This adaptation can be done in two quite different ways.
The fIrst way is to rewrite the programs as objects, and this approach will
require the full suite of development checks to ensure that the new program is
functionally equivalent to the original program. The second way is to create a
wrapper for the original program, and use this wrapper in the resulting object
development cycle. van Deursen (1999) referenced this second approach, and
BOMA (1995) dwelt on the advantages of using object technology, both for
new development and for system migration and maintenance. An additional
comment on 00 reliability: Hatton (1997) stated that there is tentative evidence
that 00 functions may be more reliable than conventional, but only when the
size of the 00 function is very small.
4. A core issue to the migration of systems was the data or fIle conversion of data
from the legacy system to the target client/server system. In the data conversion
phase of earlier systems, the data copy programs were sometimes inadequately
tested, relatively poor error handling was implemented because of the perceived
single-use nature ofthe copy program, and that copy control information for the
data was either missing or inadequate. The BOMA paper (1995) provides a
bypass solution to this data conversion problem, and notes that the solution is
via wrapped fIles.
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Kanoun, Kaamche and Laprie (1997) addressed the issue of system reliability, by
analyzing carefully collected descriptive analyses, trend analyses, and reliability models
to control testing activities, evaluate software reliability, and plan maintenance. This
approach was interesting because it was very thorough and complete. It was also
distinctly different from the operational outlook of many corporate system development
departments.
Wood (1996) provided a model of how to inject reliability in a system under
development or reengineering, by creating a simple exponential statistical model ofthe
system. Failure data were applied to the model, and the model results enabled the
statistical determination of when the software could be released.
Musa (1996) recommended that testing be broadly based, that it include feature,
load, performance, regression, certification, and acceptance testing phases. This
recommendation was comprehensive, and its adoption required the separation of
development and testing. A separate testing staff is essential for this approach to work.
An important by-product of having a separate testing staff is the requirement for them to

create their own test suites, thus ensuring that possible inadequacies ofthe development
test suites are avoided.
Voas (1998) completed the reliability suite with the admonition that systems being
placed in production should first undergo comprehensive testing by an independent
authority. A reliability and validation team or department that reported to separate
management channels could provide the independent authority, in many organizations.
For software that is to be leased or sold, a completely independent authority would
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provide a valuable check on operational and functional capability. Some software
laboratories provide this service.
Within the data migration effort, data verification and validation must be performed
if the resulting database, data mart, or data warehouse is to contain usable and dependable
data. When legacy databases were implemented, there were times when data validation
was inadequate, and these inadequacies allowed the capture and preservation of
erroneous data. Sometimes the data were missing, sometimes the values were wrong and
sometimes inconsistent. The correct functioning of a RDBMS may depend upon column
values being present, consistent and correct.

Resources
The resources that were used in preparing this dissertation are:

1. Researcher time and effort. It is obvious that a study such as this will require
both time and effort, to select and identify the relevant factors, research the
material, and write and edit the dissertation.
2. Library facilities at Nova Southeastern. A comprehensive library is an important
facility in gathering relevant material for this project. The library must have
access to a variety of other academic sources, in addition to extensive in-house
material.
3. Library facilities at the University of Missouri (Columbia, MO). Some of the
published resources for this dissertation are periodicals that are available on
campus, locally. These resources are conveniently available, and constitute
another resource.
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4. IEEE Digital Library. This researcher is a member of the IEEE Computer
Society, and has made use of the IEEE Digital Library for various research
functions.
5. Various information resources on the Internet and CD-ROM. The Internet
contains a vast amount of information on many topics, and has either provided
material, or has served as a conduit for fmding and retrieving such material. A
number of IT related publications have on-line archives, and the Internet
functions as a delivery mechanism for those cases. In addition, some publishers
have issued CD-ROMs containing archived periodicals, permitting searches that
are faster and quicker than manual research in a library.
6. Personal computer and software. Writing any work requires the use of a word
processor and printer, and the related directories and files. In addition, Internet
documents are retained on the computer hard disk. Floppy or ZIP disks are used
for backup of the work-in-progress.
7. Various journal and magazine sources, both personal and professional.
Professional journals, such as those from the IEEE and ACM, contain valuable
information related to the subject of this dissertation. Other periodicals, such as
the weekly publication eWeek, the monthly PC Magazine, Smart Business,
Business 2.0 and similar titles, have important information about trends in
computer hardware, operating system, and application software. The platform
ranges addressed by these publications range from the desktop PC through
mainframes, occasionally reaching into the super-computer arena.
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Definition of Terms
Client: "The client is a desktop computer with its own operating system, capable of
executing desktop software and custom application software. It provides user interface
and presentation functions for the application and requests services from a server
computer." Goglia (1993, p. 308).
Client/server model: "A model for computing that splits the processing between
'clients' and 'servers' on a network, assigning functions to the machine most able to
perform the function." Laudon and Laudon (1996, p. G2).
CORBA: "A middleware standard that enables objects to communicate with each other
in a computer network, even if the network connects physically dissimilar computers and
if the objects are written in varying programming languages." Pfaffenberg (1999, p. 111).
DBMS: "Database Management System. DBMS software that organizes, maintains, and
provides access to a database." Goglia (1993, p. 308).
DCOM: "Acronym for Distributed Component Object Model. A middleware standard
developed by Microsoft that extends the company's OLE-based Component Object
Model to the network level." Pfaffenberg (1999, p. 144).
Electronic Data Interchange (EDI): "Direct computer-to-computer exchange between
two organizations of standard business transaction documents." Laudon and Laudon
(1996, p. G5).
GUI: "Graphical User Interface. A user interface in which graphics and characters are
used on screens to communicate with the user." Goglia (1993, p. 309).
HTML: "Acronym for HyperText Markup Language. A markup language for identifying
the portions ofa document (caned elements) so that, when accessed by a program called
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a Web browser, each portion appears with a distinctive format." Pfaffenberg (1999, pp.
252-253).
Java: "A cross-platform programming language ... that enables programmers to write a
program that will execute on any computer capable of running a Java interpreter."
Pfaffenberg (1999, p. 285).
JavaScript: "A scripting language for Web publishing ... that enables Web authors to
embed simple Java-like programming instructions within the HTML text of their Web
pages." Pfaffenberg (1999, pp. 286-287).
Local Area Network (LAN): "Telecommunications network that requires its own
dedicated channels an that encompasses a limited distance, usually one building or
several buildings in close proximity." Laudon and Laudon (1996, p. G8)
Mainframe: " ... characterized by centralized process-oriented management. The data
were stored locally, the architecture (hardware, operating system, and applications) was
closed (proprietary), and the applications were based on accessing files." Khanna (1995,
p.l03).
Middleware: "A set of drivers, APls, or other software that improves the connectivity
between a client application and a server." Stallings and Van Slyke (1994, p. 500).
MTBF: Mean time between failures. "The statistical average operating time between the
start of a component's life and the time of its fIrst electronic or mechanical failure."
Pfaffenberg (1999, p. 325).
Object-oriented software development: "Approach to software development that deemphasizes procedures and shifts the focus from modeling business processes and data to
combining data and procedures to create objects." Laudon and Laudon (1996, p. G9).
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Object-oriented: "Conforming to the philosophy of object-oriented programming
(OOP), in which programs are made up of interacting objects, which are self-contained,
reusable program modules that support a specific function." Pfaffenberg (1999, p. 372).
Object-oriented programming language: "A nonprocedural programming language in
which program elements are conceptualized as objects that can pass messages to each
other by following established rules." Pfaffenberg (1999, p. 372).
OLAP: "Online Analytical Processing. In decision support systems, a method of
providing rich, up-to-the-minute data from transaction databases." Pfaffenberg (1999, p.
375).
OLE: "Acronym for object linking and embedding. A set of standards, developed by
Microsoft Corporation and incorporated into Microsoft Windows and Apple's MacOS,
that enables users to create dynamic, automatically updated links between documents and
also to embed a document created by one application into a document created by
another." Pfaffenberg (1999, p. 375).
OL TP: "Online Transaction Processing. In the Internet, the capturing and recording of
electronic transaction information (including names, addresses, and credit-card numbers)
in a database, so that all transactions occurring online can be audited and the resulting
data summarized for management purposes." Pfaffenberg (1999, p. 377).
Operating System: "Software that supervises and controls the operation ofa computer."
Goglia (1993, p. 311).
Parallel processing: "Type of processing in which more than one instruction can be
processed at a time by breaking down a problem into smaller parts and processing them
simultaneously with multiple processors." Laudon and Laudon (1996, p. GI0).
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RAD: "Acronym for rapid application development. In object-oriented programming, a
method of program development where a programmer works with a library of pre-built
objects, allowing him to build programs much more quickly." Pfaffenberg (1999, p. 444).
RAID: "Acronym for Redundant Array ofInexpensive Disks or Redundant Array of
Independent Disks. A group of hard disks under the control of array management
software that work together to improve performance and decrease the odds of losing data .
... Pfaffenberg (1999, p. 444).
RDBMS: "Relational Database Management System" Goglia (1993, p. 311).
Regression testing: "Tests used to verify a previously tested system whenever that
system is modified. It verifies the modification and its impact on the existing functions."
Goglia (1993, p. 312).
Scalability: "The capability of hardware or software to accommodate increasing numbers
of users. . .. A scalable system includes an upgrade path that enables administrators to
add extra capacity as needed so that overall system performance is not degraded in the
slightest." Pfaffenberg (1999, p. 469).
Schema: "The logical description of an entire database, listing all the data elements in the
database and the relationships among them." Laudon and Laudon (1996, p. GI2).
Server: "The server is a computer on a local area network (LAN) that provides services
to other computers." Goglia (1993, p. 312).
Structured Query Language (SQL): "The ... standard data manipulation language for
relational database management systems." Laudon and Laudon (1996, p. G13).

32
System(s) testing: "The functional testing of an application system to verify that it
performs the business functions specified in the System Requirements document within
the required performance limits." Goglia (1993, p. 313).
Test driver: "A program that directs the operation of another program." Goglia (1993, p.
313).
TP monitor: "Transaction Processing (TP) monitors provide a robust middleware layer
to insulate the database engine from [problems associated with two-tier organization.]"
Brobst and Robertson, (1997, p. 67).
Transaction Processing System (TPS): "Computerized systems that perform and record
the daily routine transactions necessary to the conduct of the business; they serve the
operational level of the organization." Laudon and Laudon (1996, p. GI4).
Unit testing: "Testing performed on individual programs to verify that the program
performs its required functions as specified in the program specifications and executes
the code correctly." Goglia (1993, p. 314).
UNIX: "Generic term for a family of ... operating systems used on a wide variety of
computers." Pfaffenberg (1999, pp. 542-543).
UML: Unified Modeling Language. "The Unified Modeling Language ... is a language
that unifies the industry'S best engineering practices for modeling systems." Alhir (1998,
p.3).
Wide Area Network (WAN): "Telecommunications network that spans a large
geographical distance. May consist of a variety of cable, satellite, and microwave
technologies." Laudon and Laudon (1996, p. G 15).
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Summary
Various authors addressed parts of the migration of a legacy application to
client/server or client/server/web. Some authors have documented the entire process for a
legacy to legacy migration, but none of the referenced authors have looked at the entire
problem of legacy to client/server migration. In addition, although commonly
acknowledged as necessary and important, system reliability and system scalability are
not regularly included as system design concepts.
A secondary but related concept is that of data validity and verification. Due to
inconsistencies in the handling of data in earlier mainframe programs, the data in the
mainframe database may be missing, incorrect, or inconsistent. Because data validity is at
the core of using SQL-compliant databases, there must be a consistent effort to verify and
validate data at the time of data migration. (SQL is a standard data access language for
use with relational databases.)
In this dissertation, the author designed a model of the process for migrating
applications from legacy mainframe to client/server or client/server/web. The model
included both system reliability and system scalability, and was based on published
design concepts. The unified modeling language (UML) models have been used to
document design concepts.
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Chapter 2
Review of the Literature
Overview
In this chapter, the researcher reviews the literature related to the migration of
mainframe legacy systems to client/server or client/server/web. Many articles have been
written about portions ofthe migration process, but in this dissertation all of the elements
necessary for a successful migration will be integrated into one cohesive model.
King (1997), Sneed (1995) and Yourdon (1996) defmed the need for system
reengineering, and Figure 3 shows all of the packages involved in the system
reengineering of an application system. Reengineering begins with the gathering of user
requirements, proceeding to the software design, scalability design, and application
partitioning, to application development and fmally to system acceptance testing. Each of
these packages is dependent on the successful completion ofthe preceding package.
Figure 3 is an UML Activity diagram, with the primary purpose of showing the
ordering of activities that must be performed. The construction ofthis model involves the
use of conventional development processes and the inclusion of additional steps that are
not a part ofthe historical development process. Although activity diagrams clearly show
the functions that are involved, these diagrams do not identify the persons or functional
positions who will be performing these functions. A quick glance at Figure 3 also shows
the use of decision points, where specific decisions must be made, based on criteria that
are generally objective. The result of the decision results in different activities being
performed. UML Activity diagrams do not show concurrent operations, but other UML
diagrams, such as Sequence diagrams do.
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Gather User Requirements

Identify and Extract Business Rules

Identify Performance and System Design Requirements

Organize User Requirements into Development Units

Begin DesignfDevelopment
with minimal User
Requirements

Iterative DesignJDevelopment Process

Add Development Unit on each
Iteration

Have all Development Units
been added?
Yes

System Acceptance Testing

Figure 3: Activity Diagram of System Reengineering
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This UML diagram (Figure 3) provides a first definition of the overall process of
system reengineering. It identifies the functions involved, shows the procedural
relationships of the components, and shows the iterative nature ofthe incremental
migration using development units. This diagram shows the design of the migration
model described in this dissertation.
As Figure 3 shows, the documentation of user requirements is sine qua non,
because any application development without the focus of user requirements will be
useful only by accident, not by design. Building on the user requirements is the next step,
the iterative combination of software design, scalability design and application
partitioning. Each portion of this block affects the other two portions, and the system
designer must balance the requirements and effect of each portion against the other two.
The next step, that of identifYing and extracting the business rules, may require
appreciable attention on the part ofthe analysts. This step is important because when the
business rules are extracted and placed at a single location in the system, any subsequent
changes to those rules will require much less time and effort than the customary legacy
mainframe approach of building them into the program where ever required. Bollig and
Xiao (1998) stated that this specific process was helpful to their migration.
When the business rules have been identified and extracted, the next process to be
considered is that of identifying and documenting the performance requirements and the
system design requirements. The system design requirements will be needed for program
development, and the performance requirements for establishing scalability.
The collection of the system design requirements must be organized into
development units, for iterative development, as described by Rudin (1997) and Bohn

37
(1997). It is obvious that iterative development requires that the work load be divided
into meaningful development units for program development and installation.
When this combination of requirements is completed, application development can
then proceed. In this case, also, application development cannot proceed until the
necessary predecessors have been completed. The application development block
includes unit testing and module testing, but not system testing. The application
development block includes those items that may be considered as developer-related, but
a team is usually required for system testing. Application development and system testing
are shown separately because of this organizational difference.

In Figure 3, the "system acceptance testing" block incorporates testing for program
acceptability and compatibility at the system level, system level correctness testing, and
scalability testing. Scalability design and correctness testing of the involved modules
have been performed earlier in the procedure, but this invocation of system testing is the
initial effort at demonstrating the scalability of the system as a whole. Because no earlier
step has been able to determine if the relevant modules performed according to the stated
scalability design criteria, the development schedule for scalability testing must reflect
the possibility that significant investigative work and module re-development may result,
with the inevitable negative impact on scheduling.
Figure 4 shows the sequencing of the entire reengineering process, beginning with
the gathering of end-user requirements, and allocating end-user requirements to a number
of development units. These steps are followed by system design, and, for development
units after the first unit, any required system redesign. As stated by Rudin (1997), the
system design or redesign phase includes partitioning, usually of the program
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components. Brobst and Robertson (1997) clearly stated that data partitioning should
have been completed prior to program design, but program development may reveal
inconsistencies in the schema design. Any such inconsistencies must be resolved at this

:Project :System
:System
Manager Architect Developer
-

1

InitiateslPhase to Glther End-User Reauirements

D!

Designs T rget Database Schema

Divides !End-User ~equirements into Development Units
r--

IOversees Program Development
Perf~

any necessary System (Re)Design

I

Develops Programs Required for this Unit

!Tests for Program Functionality
Tests for System Scalability Performance
L--

{Until All Units have been Developed}
Oversees System Installation

Figure 4: Sequence Diagram Showing Reengineering of the Project
Figure 4 also shows collaboration between the Project Manager and the System
Architect, and between the System Architect and the System Developer. The text
descriptions of the process may not show this collaboration, but it is important to the
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design of the system and its implementation. If there is collaboration between these
persons, the design integrity of the system and the database(s) can be maintained. There
are also cases where small changes in system design can permit easier development, and
this collaboration can contribute in those cases.
The UML function of this diagram is to demonstrate, via a defined language, the
complexity of the reengineering process, the relationships of the key persons involved in
the process, and the sequence of functional interactions. Prior to the development of the
UML, this type of interaction was particularly difficult to express. This process is at the
heart of the model for this dissertation.
Rudin (1997) stated that systems must be designed for incremental implementation,
and this diagram illustrates this principle of incremental implementation, coupled with
the consistent and repetitive testing for system scalability. This repetitive testing
reinforces the need for the adoption of a formalized test harness or test bed early in the
system development process, because it clearly show the need for performing,
repetitively, program unit tests and system scalability tests. It is evident that it would be
impractical to schedule repeated performance tests with humans, especially when the
performance test may involve several thousand end-users.
Regression testing is also important to this testing process. As program operations
are added to the program system, it is important to verify that each modification process
has not reintroduced any previously repaired errors, as well as verifYing that the programs
are function correctly for the present development unit.
Bohn (1997) noted that there are occasions when program failures on a given
iteration of program development are not repaired in the subsequent development
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iterat1.on. This is essentially a project management function, and it is important to know
that all errors have been corrected within either the current development iteration or the
current plus one iteration. When program development proceeds according to the
classical waterfall plan, it may be easy to defer the correction of a given failure to a later
time, but this iterative program development cycle provides for prompt correction of
errors. This reduces the amount of work that must be done at program implementation,
and thus improves the quality of the system.
This figure also shows the persons involved in the process, and their functional
relationships. The figure makes it obvious that the Project Manager initiates the gathering
of the end-user requirements, and that the Project Manager and System Architect together
organize the end-user requirements into development units. This operation is a direct
consequence of Rudin's (1997) requirement for the development to be incremental. This
approach has another advantage, that of enabling management to know, early in the
system reengineering process, that the performance goals are attainable. Similarly, ifthe
performance goals were not attainable, that also would be known early on, before
incurring all of the developmental expense.
The clearly cyclical nature ofthis process is a further indication of the importance
and need for providing an automated test procedure. The adoption of an automated test
bed or test harness facilitates both regression testing, scalability testing, and future system
maintenance.
Figure 5 shows the components and functional relationships ofthe iterative
development process. This iterative process begins with the design, or, in the case of
subsequent iterations, the redesign, of the system. This may be nothing more than the
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straightforward development of one or more program modules, but in the case of a
system with severe performance requirements, the redesign may include hardware,
software, network, and middleware. This approach to application development sets it
apart from the more familiar "waterfall" approach, because the waterfall approach does
not have a cyclic development approach, and does not impose performance testing until
late in the development cycle.

System (Re)Design

Develop Programs in this Development Unit

Unit Test

Scalability Test

No
Does
performance
meet User
Requirements?

Figure 5: Activity Diagram of the Iterative Development Process
Figure 5 expresses, in the UML, the principle of iterative development of the system.
This principle applies during system reengineering, when the system was first redesigned,
and also when maintenance must be applied to the system. With this UML expression,
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the future automated development process, involving UML and functional program
development, can adapt to successive modifications to the system.
This dissertation will not address application development, because that subject has
been extensively addressed in many articles and reports. However, it is important to
recognize the fundamental importance of application development and its place in the
system-reengineering project.
Figure 6 shows two relationships ofthe original legacy data with the target
client/server database. The first relationship is that of the direct migration ofthe original
legacy data to client/server, and the second relationship is the object wrapping of the
original data for use by the client/server system. Both of these relationships depend on
the legacy data, and both provide data to the target client/server system. The use of an
object wrapper postpones the need for an immediate migration of the legacy data until a
later time. Figure 6 also shows the relationship of data cleansing and validation with the
direct migration ofthe data from legacy to client/server, and the separate relationship that
exists when an object-wrapper is used. In the first case, the data cleansing and validation
occur during the migration of the data, but in the second case, when the object-wrapper is
involved, the data migration is deferred, and may be an optional step, if the organization
decides to maintain the use of the object-wrapper indefinitely. The dashed line
connecting the object-wrapper block and the data validation and cleansing block
represents this optional step. This relationship explicitly shows the subsequent migration,
if elected, as using the object-wrapper as the data source for the migration. Obviously, it
is possible for the organization to perform a completely independent migration, and if this
is the choice, data cleansing and validation must be performed independently.

43

IOog;"al *acy Data I
Migrate
Object-Wrap or
Migrate

Object-Wrap Legacy Data

I

Data Migration

Ir;n;t:ClienU8e rver Database

~

_I

I

Figure 6: Activity Diagram of Data Migration / Object-Wrapping of Legacy Data
The expression of this concept in UML provides a clear mechanism for addressing
the data requirements of the reengineered system. Each target data source must be
created, either by creating an 00 wrapper for the original source data, or by migrating
the data, perhaps in a data amalgamation, directly to the target system. The point made by
this UML diagram is obvious, but even though it is obvious, it must be stated.
The process of data migration, in this dissertation, is relatively straightforward, and
can follow either oftwo paths. In some cases, the original legacy data will be migrated
directly to the client/server database by the data migration procedures. In other cases, the
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migration may be less direct, and may involve the creation of object wrappers for one or
many ofthe data sources in the legacy system, enabling the target client/server system to
obtain its data directly from the original legacy source. In this case, the creation of an
object wrapper enables the migration ofthat particular set of data to be deferred until
some later time. Although it is conceivable that that data could remain on the legacy
source system for an indeterminate time, in most cases the migration from legacy source
system to the target client/server system will proceed on a pre-determined schedule.
The following diagram of the Overall System Migration, Figure 7, shows the
completion of the program migration phase before the initiation of the data migration.
The reason for this is straightforward: if the data migration is completed first, there will
be no executable program for maintaining the data, so the data will either rapidly become
obsolete or the data migration must be performed again. The program migration block
represents all of the application system functions that perform data retrieval or data
updating functions.
In Figure 7, the program migration block represents all of the program development
steps, including design and partitioning, development, and system testing. These elements
were identified and related in Figure 3, but in this figure, they were conceptually
combined. As Figure 7 shows, program migration must, in general, be completed before
the data migration is performed.
This figure also shows the general steps of the data migration process, as defmed by
Bohn (1997). As shown, the first step in the process of data migration is the movement of
the data from the source system to the staging area, in preparation for the additional steps.

45

Complete Program Development and Migration

Migration
Source Data to Staging Area

Staging Area to Data Warehouse

Figure 7: Activity Diagram of the Overall System Migration
This step is necessary to separate completely the migrating data from the source data.
When this step has been completed, the source data can be restored to operational use.
The third element of Figure 7 is to identifY and extract the business rules. Bischoff
and Yevich (1996), Francett (1996), Hurwitz (1997), Kimball (1996a), King (1997),
Linthicum (1997a) and Moriarty (1997) all stated the desirability of extracting business
rules from the legacy application and placing them in the client/server systems as
business rules, implemented either as program functions or as database declaratives. The
advantages, though few in number, are important. By extracting these business rules, they
can be readily inspected, and can be as easily revised when the need arises. No searching
is required because all of the business rules are together.
The fourth and final element of Figure 7 is to identifY performance and system
design requirements. User performance specifications were identified in element two,
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gathering end-user requirements, and consequently that portion of this element will have
been completed. Other performance specifications may exist aside from the end-user
specifications, and these specifications may require searching to discover. For example,
system backup and restore requirement may have only a limited time window in which to
execute. Gill (1996), Guderian, Leer and Molini (1998), and Jernigan (1998) discussed
maintenance of functional backups, but Jernigan also discussed the backup and restore
functions as related to system design requirements. Operational considerations may enter
into the design requirements through the specification of timing windows for daily or
other periodic functions. Service for widely distributed users, particularly in multiple
time zones, may expand the service time window and simultaneously reduce the
backup/restore or back-office time window. The introduction of additional hardware,
network, or operating system types may contribute other restrictions.
Figure 7 provides for the chronological ordering of requirements gathering. All of
these elements need to be completed before the next steps can begin. It is important to
recall that the entire process of gathering information and designing and developing the
system cannot be fixed in time, but must be viewed as a dynamic system, always
evolving and always developing. This is the result of working with a scalable system, and
the adoption of incremental implementation. This UML diagram shows the timing
relationship between program development and data migration. It is clear that if data
migration precedes the completion of program development, there will be no operational
programs or procedures that can be used to perform the necessary data updating. As a
consequence, the data will become obsolete quite rapidly. Also, as shown in Figure 7, the
migrated data must be placed on the target system, prior to the insertion ofthe actual data
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into the target database. It is while the data reside on the target system but before
integration ofthis data into the target database the data must undergo any required
transformation before being entered into the target database.
Operational scenarios do exist for which the program migration and the data
migration overlap in time, although the dependency shown in Figure 7 still exists in those
cases as well. This situation occurs when the legacy data will be delivered to the target
client/server system via object-wrappers. In such a case, the wrappers may be developed
concurrently with the programs, and so, for the data that are delivered by this mechanism,
no data migration will be needed. Both Daly (1996) and Brodie and Stonebraker (1995)
discussed scenarios employing a gradual migration of data from source to target. Brodie
and Stonebraker viewed the creation of an object-wrapper as more of an expedient
approach, but Daly endorsed it as a preferred procedure with broad applicability.
Daly considered a two-path approach, with the first path being a transaction server,
the other being traditional client/server. Daly's stated reasons for adopting this
evolutionary procedure were to provide maximum usability to the end-user and to
minimize the number of changes that the end-user would experience, and these are
certainly valid objectives.
In comparing the two scenarios, Daly addressed only interactive systems, while
Brodie and Stonebraker considered all systems, interactive, real-time, and batch. Also,
Brodie and Stonebraker recognized that system failures happen, and described a general
approach for handling them, although their approach was quite simplistic.

48

Reengineering Approach
When an application computer system is migrated from a legacy mainframe to a
RDBMS on a client/server or client/server/web platform, it is clear that there is no single
best way of performing the migration. Three authors (King, 1997; Sneed, 1995; Yourdon,
1996) have agreed that it is better to reengineer the system requirements and redevelop
the application programs than to attempt piecemeal modifications and patches. Each of
these three emphasized a different aspect ofreengineering. These differences, however,
are not contradictory, but each represents a different view of the overall process of
reengineering the application system.
Sneed, in particular, emphasized the importance of maintaining functional
equivalence between the source and target systems, and noted that if the functional
equivalence is not maintained, then it will be impossible to prove the equivalence ofthe
two systems. The proof of equivalence is through the use of the pre-migration test data
for acceptance testing of the migrated target system. King, in turn, looked at
reengineering as an opportunity to partition the legacy application into more functional
parts, and utilize the advantages of the target client/server system to produce a
reengineered application that would perform better and would also have dramatically
improved business-rule management. Yourdon, in the third view, provided a less formal
but realistic approach to business reengineering, and recognized that unexpected
incidents do occur. Yourdon also stated that the reengineering effort involves three
components: people, technology, and processes.
The amalgamation ofthe primary concepts of these three authors suggests the
creation of the following list of factors:
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1. People. Hire good people, and train them well.
2. Technology. Employ a technology that is applicable to the business problems
that you must solve.
3. Process. Part of the process is application partitioning. Another part ofthe
process is maintaining provable functional equivalence with the original system.
There are other parts of the process item, such as software design and scalability
design, and all of these items will be discussed separately, below.
One set of authors, Bollig and Xiao (1998), documented a successful system
migration after 25 failed attempts, and attributed the successful migration to, among other
issues, the reengineering of the system without attempting to perform any reverse
engineering. They treated the source legacy system as a black box, requiring specific
inputs, and producing specified outputs. This approach is generally in agreement with
Sneed's admonition to change platform or change function, but not to change both in the
same process. The Bollig and Xiao reengineering approach relied upon the use of a
model that reflected all application elements, and utilized a CORBA-like interface
defmition language. (CORBA is a middleware standard that enables objects to
communicate with each other in a computer network, even if the network connects
physically dissimilar computers and if the objects are written in a variety of programming
languages). They stated that the use of this model permitted engineers to improve the
system throughout development and deployment.
Another author, Daly (1996) provided direction applicable to reengineering,
although not specifically directed to reengineering. Daly advocated a rapid response to
user needs and requirements, via a three-step process. These steps were:
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1. Providing the user with a new and improved interface on the terminal or client
machine, but receiving the data from a legacy system by the use of objectwrappers.
2. Retaining the user interface from step 1, but receiving the data from
conventional client/server processes. This data would be raw data from the
server, and would not be summarized.
3. With the same user interface, modifying the acquisition of data from the server
to receive aggregate or other modified data instead of the raw data of step 2.
This kind of system adaptation supports the people component that Yourdon
mentioned, because it minimizes the changes that the users would need to undergo. This
approach also minimizes user training, but does not imply that the user community
should remain unaware of system changes.
Daly (1996) considered that the evolutionary approach is preferable to
reengineering, and provided some good reasons. The primary reason was one of cost
savings, and the second was to provide the end-user with more timely results to requested
system changes. The basic approach was a three-step procedure that first, incorporated
user interface changes while leaving data storage on the legacy system, second, a
transition to raw-data client/server, and finally, a change to full, data-aggregated
client/server.
In the fIrst step, as advocated by Daly (1996), the data continue to reside on the
legacy system, and object wrappers are employed to make the data available to the user.
Daly estimated that this procedure might cost only 10 percent of the redevelopment or
reengineering cost of the system. This is also the step that provides the user with the
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newly implemented user interface on the client syste~ including any newly required
fields and processing capabilities.
The creation of an object wrapper for legacy data is an effective mechanism for
making that data available to the client/server system without its migration. For the
client/server receiver, the data arrives, and can be used immediately. Within the operation
of creating the wrapped data, there can be problems. The mainframe legacy system must
have available CPU capacity to create the object wrapper. If some part of the reason for
the system migration is to relieve the system load on the legacy syste~ the necessary
capacity may not be present, especially if the legacy system is supporting an online
system.
The second step (Daly, 1996) requires the data to be migrated to client/server, but
does not utilize the client/server platform for anything other than as a data container. The
data are supplied in raw form to the client machine, and any aggregation or selection is to
be provided by the processing on the client machine. There is a potential problem with

this step, and it is the same problem that advanced the system model for database systems
from file server to client/server. That problem is the network load that is imposed by
performing file serving on a network, rapidly loading the network to capacity while
providing data for a comparatively small number of terminals. The severity of network
loading in a file server environment contributed to the rapid conversion of file server
applications to client/server, in order to decrease the network load. This facet, network
loading, is a serious handicap to the use of this procedure for other than very small
applications.
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The third step (Daly, 1996) involves the system revisions necessary to utilize the
full capabilities of the server, with the server performing appropriate selection and
aggregation procedures. At this point, all data would have been transferred to the
client/server system, and the legacy system would no longer be in use. Daly gave no
indication as to how to ensure the complete and correct transfer of the entire legacy
database, or that it was necessary to have such controls. However, if one were using this
procedure, it would not be difficult to apply the data cleansing and user-reporting
procedures that have been described elsewhere in this dissertation.
The author provided cost estimates only for the first step, and compared the costs of
that first step with the costs of reengineering, but did not have any information about
costs ofthe second or third steps. Also, there was no information available from Daly on
the total cost of designing and implementing evolutionary changes.
A signillcant difference between this approach and the reengineering approach is
the handling of major changes to the processing requirements and to the user interface.
The reengineering approach began with the gathering of user requirements, and Daly
proposed an immediate start on the project to meet the user needs. An immediate start
might give emotional satisfaction to the user that the user's needs were being addressed,
but it bypasses the organized collection of requirement that provides the requirements of
all users, not just the user initiating the request. Requirements gathering must also include
system administration users, and others who might be unaware ofthe initiating request. It
also includes items that the requesting user may have overlooked, such as various system
performance measures and scalability issues. Because ofthese potentially serious
shortcomings for a major system change, the evolutionary approach is less general in
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approach and may not discover potentially serious shortcomings before the changes are
implemented. If it is adopted for system changes, additional supporting procedures can be
used to make the implementation more robust.
It could be argued that, following the reengineering approach, and remembering the

admonition of Sneed (1995) to change only either functional capabilities or technological
features, any change is an evolutionary change, and so, therefore, the evolutionary
approach advised by Daly would be the preferred approach. This logic is inadequate to
address the large system case, the situation that occurs when it is no longer cost feasible
to make changes to an existing system. It also does not address the maintenance of the
system that now has grown, in an evolutionary way, and that may consist of a mixture of
logic, languages, and modules. Bischoff and Yevich (1996) recognized the severe
program maintenance problem that is created by a continuously evolving system, one that
is never redesigned. Additional maintenance difficulties appear when some languages
become obsolete, and persons added to the staff do not have that language as a technical
competency. When the system is partitioned, functional components may be separated,
and this separation can then permit the replacement of an aging and non-maintainable
component with a functionally similar component written in a different and maintainable
language.
Of the authors addressing reengineering, Sneed (1995) stated four basic objectives
for reengineering:
1. Improved maintainability.
2. Migration to a new hardware or software platform.
3. Reliability.
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4. Preparation for functional enhancement.
In this overall approach, Sneed provided a reason for insisting that technical
changes be divorced from functional changes. In order to prove functional equivalence,
Sneed advocated the use of the same test data for the pre-reengineered system and the
post-reengineered, and careful comparison ofthe outputs from the two systems, thus
proving their equivalence. Sneed incorporated another concept that was unique, yet
practical. Sneed said that there should be a cost justification of the migration project. The
reasons for the cost justification are to permit management oversight, and to provide a
resource constraint. Without a resource constraint, it is easier to ignore the magnitude of
resource demands, which sometimes leads to major cost overruns without producing a
working system. Other authors did not have this same combination of theoretical and
practical direction.
For these reasons, above, the direction for system migration should be via a
reengineering of the system, with its related gathering of user input, redesign, test,
installation and data migration. This entire migration process, for the program system and
the data, must follow a carefully designed plan, unique to each system, with cost
justifications, system verification procedures, and data validation. The end-user must be
involved throughout the process, from providing requirements through oversight of the
intermediate program development and data migration to a final approval of the
completed system. The source legacy system will occupy a less central position, but this
does not mean that one should ignore the use of creating object wrappers as solutions to
interim problems, or even in a full reengineering, because they offer a utility and
efficiency that should be utilized when appropriate.
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User Requirements
User requirements are the system requirements, and it is essential that these
requirements be gathered from all of the users ofa system. Bollig and Xiao (1998)
provided a context for gathering user requirements: user requirements, followed in turn
by design, development, testing, and user acceptance. This sequence identifies the
gathering of user requirements as being the initial step in the system development
process. Within the subject of user requirements, Yourdon (1996) raised the topic of
relating the relative importance of each, and stated that the user should prioritize their
requirements as follows:
1. Essential requirements. The system would not be usable if this requirement
were omitted.
2. Important features. The system would be difficult to use if these features were
omitted.
3. Optional elements. The system would be easier to use ifthese elements were
included.
User requirements include the basic display and functional elements, as well as
speed, timing, loading, and administrative requirements. These latter elements may
sometimes be omitted from consideration, yet they contribute to the usability and
ultimate success of the system. If the delivery of information is not timely, the
preparation takes too much time, or there must be frequent modifications to system level
parameters, the end-users ofthe system will be handicapped in their use of it. As a
consequence, it is important to seek out all requirements that affect the ultimate use ofthe
system. This researcher recognizes that each ofthese topics is broad and complex, and
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that a full treatment of each is beyond the scope of this dissertation.
Fryer (1998) observed that one of the requirements for a data warehouse is for the
administration to be automated to the degree that the operating system and the DBMS, in
conjunction, can automatically solve most operational problems encountered by the
system. Thus, automated support for operational problems becomes a user requirement.
In this same area of user requirements, Linthicum (1997c) observed that performance is
just as much a user requirement as data display or the ordering and placement of data in a
report. The automated administration that Fryer described is a response for another type
of user, the system administrator, but that the response times or intricate knowledge
requirements for this special type of user are so demanding that only automated
procedures can perform them satisfactorily.
Any data migration, from legacy mainframe to target client/server or
client/server/web, may be subject to severe constraints. There may be time constraints for
the actual migration, or there may daily operational constraints for the movement of data
from the legacy system to the client/server/web. These time constraints are a requirement
for the system's successful performance, and must be treated as such.
Partitioning
Several authors have discussed partitioning, and the discussion is frequently
without reference to the domain that is subject to the partitioning. Therefore, it is
important to specify the type of partitioning involved, whether application and program
oriented, or data oriented. An additional concern for the system architect is whether the
partitioning should be static or dynamic.
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Several authors provided related but differing definitions of partitioning. For
example, Ritter (1998) stated that application partitioning is about dividing the workload
between the client and one or more specialized servers, and Linthicum (1997a, p. 24) said
"The process of splitting an application into parts is the essence of effective client/server
design."
Whether the partitioning is of the application and programs or of data, it can
sometimes result in greatly improved efficiencies and reduced user response times.
Jernigan (1998) recognized that if a system is at capacity, partitioning can provide relief.
Two other authors (Rudin, 1997; Martinez-Campos, 1997) endorsed partitioning as a
scalability component. King (1997) cited the advantages of improved use of resources,
improved scalability, improved maintenance, and a degree of hardware/software
independence for the use of partitioning. Jernigan also stated that partitioning a packaged
application can sometimes cause difficulties, but did not provide either cases or definitive
examples of this.
King (1997) stated that creating an object wrapper for a legacy system is a form of
partitioning, and recognized that partitioning for client/server, a two-tier system, is
simpler than partitioning for an Internet or Intranet system. The system architect
performing the partitioning must be thoroughly aware of the planned and potential uses
of the database, because the partitioning differs, depending on the use of the database.
The system demands of online transaction processing (OLTP) and online analytical
processing (OLAP) applications differ significantly, as do background operations. The
system demands of an OLTP application consist primarily of capturing and recording
data from an electronic transaction, while the system demands of an OLAP application
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are for data retrieval and related analytical processing. Ritter (1998) also commented on
this, but neither King nor Ritter referred to the differences between static and dynamic
partitioning. Although this difference is analogous to the difference between static and
dynamic calls in legacy programs, the scope of the partitioning encompasses a larger
number of components, and affects a larger number of interfaces.
Linthicum (1997a) recommended that the partitioning be tested by a pilot testing
process. During the verification of system scalability, partitioning may be reassessed
several times. As more components are added to the system and as the number of tiers
increases, the difficulty of partitioning increases, because the number of possibilities
increases combinatorily. Although Ritter (1998) recognized that partitioning, particularly
in a web environment, allows components to be moved to the architectural level where
they perform best, Ritter made no reference to the greatly increased complexity that could
result. That complexity is of little consequence when all systems are running properly,
but can make problem solving more difficult when either software or hardware faults
occur.
Linthicum (1997a) noted that it is difficult to partition an application, and King
(1997) stated that different hardware and different operating system requirements could
add difficulty to the process. Neither ofthese authors commented on the partitioning
difficulty introduced by the multiple components involved in the partitioning, although
King identified the need for standards, such as DCOM or CORBA, to be used during the
partitioning process. (DCOM and CORBA are middleware standards that enable objects
to communicate with each other in a computer network, even if the network connects
physically dissimilar computers and ifthe objects are written in varying programming
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languages.) It is clear that there must be a common interface standard for an application,
and this requirement then fosters an installation standard. If there were no standard, it
would be possible to create and install the application, but its maintenance would be
difficult. In addition, there would be severe training requirements for all personnel who
would work on the project, to ensure that everyone was knowledgeable about the
conventions used in the partitioning. Certainly, it is far more efficient for the installation
to adopt a standard that is already widely used within the IT community, because training
requirements are minimized, and replacement staff personnel will be easier to fmd.
There are several reasons for partitioning an application, and system performance is
one of the most important. By partitioning an application program, the executable
program is placed where it can be readily accessed by other components of the
application. Whether this placement is on a server native to the application, or on a web
server, the partitioned component will be readily accessible by all program modules in
the application.
Additional reasons for partitioning an application include maintainability, data
integrity, and security. Partitioning the program enhances maintainability, in part because
partitioning prevents the collection of functional modules into a monolithic executable.
The primary function of each component may be clarified by this separation, because the
component will now have a primary purpose that may have been obscured by peripheral
concerns with the base program. The use of 00 components may be the ultimate step
toward program modularization. Improved data integrity comes with greater program
modularization, because database references are localized, and with the localization of
data references, there is reduced chance of spurious references.
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Linthicum (1997a) also observed that partitioning an application can make failover
processing easier to implement. The separation of components, particularly a physical
separation to a different disk drive or a different server, reduces the chance of one failure
affecting many components, and when the failure does occur, diminishes the effort
needed to restart the failed component. If the failover process is fully automated, the
physical separation only reduces the possibility that the failed equipment would have
supported any specified component. If the failover process is less than fully automated,
the physical separation might also reduce the effort required to restart.
Brobst and Robertson (1997, p. 64) define the importance of data partitioning with
the statement "The only way to effectively manage billions of rows in a single table is
through some form of partitioning within the database." Although it could be argued that
the physical partitioning of a database table effectively reduces either the number of rows
or the number of columns in the database, this statement is a clear indication of the
importance of data partitioning. As organizations expand their scope of operations,
whether through organizational combination, expanded business arena, or improved
business climate, the datum rows in a database will increase. That increased data content
will drive the need to manage effectively, and increase the importance of partitioning.
Gill (1996) explained why data partitioning was important. Data partitioning
facilitates all database operations, including both operational and backup/restore
operations. It is simplistic to state that the smaller the data quantity addressed by any
particular operation, the more quickly that operation will run, but this concept may
sometimes be overlooked in the physical management ofthe database and indices, and
the need to maintain data integrity and security. Backup operations are a regular concern
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for database or data warehouse operations, and the granularity of the backup procedure
directly affects the ease of perfonning the backup operation. The resource requirements
for perfonning the backup can be closely estimated, and the execution can be scheduled.
The scheduling of a restore operation cannot be planned, as some type of failure, either
hardware or software, is frequently the cause. When a restore operation is required,
however, it is a benefit to database operations and end-users for it to be completed
promptly and to require limited resources.
Ifthe system design specifies that an object-wrapper be used to enclose legacy data,
some part to the partitioning defmition depends upon the use of the data, because the
partitioning or replication decision may be based on whether the data are read-only,
updateable, or some combination of these. Ifthe data are read-only, a good solution may
be to create a read-only copy of the data in the target database, but if it is updateable,
some other solution may be necessary. Black (1997) described this situation, and noted
some approaches.
There should be documented reasons for the use of an object wrapper, citing the
reasons for use ofthe wrapper, and also for the ultimate migration of the data. In some
cases, the wrapper may continue as a permanent part of the system, and the reasons for
making this decision should be documented. As system requirements change and as
personnel changes occur, the original reasoning behind a decision may be unavailable,
and documenting the decision will improve the maintainability ofthe system. Although
the transfer of the data to the ultimate database may change, the establishment of a plan
provides closure for the data migration plan.
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All ofthese concepts, in combination, lead to a conclusion that partitioning is
important, that data partitioning is a very important requirement for large databases, and
that the partitioning, in general, reduces the impact of component failure. With
partitioned data, when the failure does occur, the restoration of the partitioned data can be
completed more quickly. For partitioned programs, each component can be placed where
it most naturally fits, even though the complexity of the program components is
increased. These individual concepts are different attributes of partitioning, individually
interesting and collectively compelling.
Customized Design
The design of some legacy systems has been sub-optimal, and others have been
well done. Almost without exception, they have been expensive, comparatively
monolithic, and relatively expensive to maintain. Some have functioned quite well, others
have had repeated operational and functional problems. When these legacy systems were
created, there were few alternatives to this way of producing software. Much ofthe
initiative was left to the individual developer, although systematization ofthe process
was underway.
At this time, there are a growing number of alternatives, and these alternatives are
software components. Software components are available for many standardized
functions, such as accounting, inventory, accounts payable, payroll, and human relations.
These components are customizable, and both appearance and functionality can be
altered without compromising processing integrity. Hurwitz (1998) identified a number
of complete processing applications, including manufacturing, hospital, and banking.
Before any packaged application is considered, it is important to have a list of desired
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features, already prioritized. If such a list is not available, there is no way to be sure that
any package that is selected will provide the necessary functionality.
Customized design, then, identifies the process that is used to select the packaged
component, identify those component features that are required, or those that are
optional, or and those that are merely nice-to-have. Also, the design process must
recognize features that are required but may not be present in the package as purchased.
Daly (1996) used the 80/20 rule to determine whether the component package is a viable
contender: If the package has at least 80 percent of the required features, then it is merits
further consideration. If the package has less than 80 percent of the required features, it
should not be considered further because it will be too expensive to customize the
package for the features that are necessary but are not included.
Hurwitz (1998) identified the need for the requirements list to be carefully
reviewed, and described a case in which the client, upon reviewing the capabilities of a
selected package, determined that there was a defmite need for the addition of a large
number of features. The required work for the additional features was found to be in
excess of$I,OOO,OOO. Upon further review, the client found that many of the features
considered essential were useful, but not essential. The list of additional required features
was revised sharply downward, and the client found that the system performed
satisfactorily.
The organization must also make a decision about the component interface
standard, with DCOM and CORBA being two prominent candidates. King (1997),
Linthicum (1997b) and Reed (1998) all mentioned these two standards, but Linthicum
elaborated on the importance of middleware, and the related importance of DC OM and
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CORBA. The selection of the interface standard becomes more important as more
applications use component software, and that component software must be integrated
with the organization's applications.
Two-tier application structures frrst appeared with classical client/server networks,
but when the first n-tier components appeared, such as TP monitors, the importance of
defining an interface emerged more clearly. With the defmition, it became possible for
the architecture to become less monolithic and also possible for each component to be
placed where it could best provide service to other network components. Linthicum
(l997b) noted that TP monitors, themselves middleware, used other middleware
components to communicate with other components. All indications are that software
will be more and more dispersed, not unlike increased entropy in the universe. Linthicum
confrrmed the view that software will be more widely dispersed. As the modules are
distributed throughout the network and the complexity of the system increases, the effort
required to recover from a fault, either software or hardware, increases. There is an
increased need for accurate and up-to-date documentation, and for the development or
purchase of software to assist with failover processing and recovery.
User interface issues are an important element of customized design, and they must
be recognized. Effective user interfaces guide the use the system with greater accuracy,
greater efficiency and less training. This is also a topic that is broad, deep, and beyond
the scope ofthis dissertation.
The use of rapid application development (RAD) technology must be recognized in
the custom design area, and was identified by Baum (1996) and Linthicum (1997d) as
tools that simplify and speed program development. This capability enables the developer
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to create a completely custom interface, including validation logic, in a short time. Other
RAJ) tools address reporting and email services, as well as other areas of system design.

Several RAD tools provide data input and reporting in a SQL environment.
RAD tools support the creation and modification of systems in a minimum of time,
without the much longer time requirements of conventional systems development. They
do not permit the elimination of important phases of the development process, such as the
gathering of user requirements or unit or scalability testing. Their use can enable the
timely support and implementation of user changes, an important feature when change
requirements develop more quickly.
Many of the RAD tools support a "point and click" or "drag and drop" primary
interface for the design ofthe end product. By its nature, this eliminates a number of
potential errors in the development area. This facet, combined with the use of
supplementary "wizard" or "helper" software, enables the construction of working
modules in a short time.
The user interface design can exercise a variety of approaches, from screen and
keyboard orientation to the use of files prepared by some other system. Voice input,
wearable systems, systems embedded in machinery, either plant or mobile, can all be data
sources by preparing a file for acceptance by an input function. Screen and keyboard
input functions provide great flexibility in the layout of the screen, colors available for
both data fields and captions, order offield focus, validation editing of the entered data,
font size and style, and audible alerts. Much of the effort has been devoted to the entry of
textual data, and there may be more support for text data than for other types, such as
geographic, meteorological, graphic, pictorial, or other specialized data.
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On the output side, the functional capabilities are broad. Customary textual reports
can be prepared easily, with structured control levels, and a variety of presentation styles.
Color is available for the output report, too, with the broad availability of color laser and
color ink: jet printers. With color comes the opportunity to emphasize sections of a report
and also include photos, maps, and other types of pictorial and graphic designs.
Some reports are designed to be more environmentally friendly, with the report
designed first for on-screen viewing, with an option to print portions of the report to meet
user needs. Report design is flexible and preparation of reports in various styles and
media presentations is readily done. Data selection for reports is a common requirement,
and RAD report writers can perform selections easily. In some cases, the selection
process is internal to the report writer, and in others the selection is made through the
used of tailored SQL statements.
RAD tools could be valuable in preparing a customized design to meet end-user
specifications. The rapid prototyping provided by RAD tools can demonstrate to an enduser the concepts that the system designer proposes to meet their requirements without a
large investment in the software. These tools can also modifY existing designs, at the
same, highly efficient level.
Scalability Design
Scalability was less obviously important in the legacy environment than it is in the
client/server or client/server/web environment. In the legacy batch/on-line environment,
the terminals attached to the legacy system provided the workload, and because there was
a fixed number of terminals, the workload had a defmite maximum number of
transactions. When that environment is changed so that the source of the workload is the
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web, the number ofterminals essentially becomes unlimited. Since the organization is
moving the application to the web environment in order to execute more transactions, and
because there is no maximum to the workload, scalability becomes an important issue in
design.
A number of writers (Jernigan, 1998; Rudin, 1997; Fryer, 1998) have identified the
need to design scalability into the software at design time, whether the software is a
DBMS driving a data warehouse, an OLTP application, or an analyst using OLAP
functions. Scalability has two components: hardware and software. The continuous
advances in hardware design, leading to greater and greater computer throughput, are a
partial solution to the scalability problem, but one that is outside the subject for this
dissertation.
In a data warehouse, lack of software scalability can be a result of any of several
elements or combinations of elements (Fryer, 1998): data volume, environmental
complexity, user concurrency, and support. Although defined for the data warehouse, the
scope of these limitations is much more general, and will be discussed in that broader
context. In this setting, scalability and parallelism are important features to be considered
during the selection of an RDBMS.
Data volume scalability can be addressed by introducing parallelism, and this is an
approach that simple and workable. Parallelism allows for multiple overlapped processes,
whether addressing a database, driving user terminals, or an analytical function. In
addition to parallelism, data partitioning can provide a physical assist to parallelism, by
dividing data or indices into units that can be readily processed in parallel. Although
Fryer did not identify partitioning, Rudin (1997) did, and also named two other relevant
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concepts, replication and chunking. Replication requires that multiple instances of the
resource be invoked, thus providing multiple resources where earlier there were fewer. If
only processing is required, then replication can provide a very satisfactory solution, but
ifaccess to a unique data source is required, replication may be an ineffective solution. In
this case, the design may require a procedure to process a group of items while requiring
only a single access to the restricting serial resource. This is the basic defmition of
chunking. When considering replication or chunking as a potential solution to a
scalability problem, resource locking may become an issue and needs to be addressed
separately.
A key consideration in the design of a scalable system is that a scalable system
cannot be purchased, it must be built for the operational environment. Rudin (1997) made
this point clearly, and although other writers have identified the use of scalable hardware,
operating systems, and software, they did not recognize this important concept. A
scalable system may use all ofthese scalable components, and yet not be scalable, still
requiring additional modifications to become scalable. For a system to be scalable, all of
the components used by the primary functional workload will be scalable. If any ofthese
components is not scalable, then the system itself will not be scalable.

Reliability
Reliability is a serious topic in the construction of a scalable system. It can be
viewed from three perspectives, hardware reliability, operating system reliability, and
application software reliability. Hardware reliability has improved steadily, as shown by
the mean time between failures (MTBF) for many hardware devices and components.
operating system reliability, also, has improved steadily, and the evidence of this is in

69
various references to computer installation s stating that this or that system has been
running for several months without re-initialization, restarting, or operating system
failure.
Program reliability, on the other hand, is erratic, sometimes quite poor, sometimes
mediocre, and occasionally quite good. Beizer (1997, p. 15) noted that most testing
focused on high probability paths, and that "most serious and potentially dangerous bugs
occur on the low probability, error condition paths". Black (1997) observed that
mainframe reliability has been achieved, and Francett (1996) said that users of
client/server systems are beginning to demand the reliability of mainframe systems. Also,
Gill (1996), in referring to very large databases, recognized that users of such systems
may have a business need for near-fault-tolerant systems. Addressing PC systems,
Halfhill (1998) stated that PC systems have never achieved reliability because the users
have been failure tolerant, and Horowitz (1998), although specifically referring to
client/server/web applications, said that reliability would be a major problem. Finally,
Aud, Khoshgoftaar, Allen and Mayrand (1996) said that industry has begun to place a
premium on software reliability.
A summary of these disparate concepts is that hardware and operating systems have
achieved quite good reliability, that PC software has poor reliability, that PC users
recognize that reliability as attainable, and that steps need to be taken to improve the
reliability of PC software. The path to achieve improved reliability is through component
organization and testing. Linthicum (1997a) addressed component organization, via
partitioning, and Musa (1996) provided additional direction for testing.
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The development of PC software occurs without regard to how reliable the final
product will be, and this statement is supported by the emphasis given to "testing for
reliability" and a lack of statements about program design for reliability. Testing for
reliability has not been a popular methodology, but there have been recent papers on the
need for and approach to program reliability.
A part ofthe lack of enthusiasm for reliability testing may have evolved from
dismay when software products were released for use, whether in house deployment or
purchase, while still containing severe errors. Musa (1996, p. 61) said "Software testing
often results in delays to market and high cost without assuring product reliability."
Dismay on the part of software management could result, quickly, if a major software
product is released and very shortly reveals a significant number of serious errors.
Investing additional developer time into defect removal may be the only solution, and
expensive as well, coming after product release. One solution was to use an organized
testing methodology in the planning for and execution of testing, as advocated by
Kanoun, Kaaniche and Laprie (1997).
Hatton (1997) stated that reducing the component size was an effective way to
reduce fault density in software. This is somewhat analogous to Brodie and Stonebraker
reducing the opportunity for failure by reducing the granularity ofthe migration step. The
negative side ofthis statement is that Hatton also found that a software component that
was too small had higher fault densities. The granularity that had the lowest fault density,
which is the same as the highest reliability, were software components of a medium size,
200 to 400 lines of code.
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Hatton also observed software fault densities without reference to the size of the
software component, and found typical fault densities of about six faults per thousand
lines of code (KLOC). With reworking and reengineering, the fault density could be
lowered to the range of 0.5 to 1.0 faults per KLOC, a very significant improvement. The
mechanism to achieve this improvement was to improve, by redeveloping or
reengineering, the modules that were classified as faulty. As a result, Hatton felt that the
improvement was due to an improvement in consistency of code quality, not an
improvement in the process of producing code. Although the improvement that Hatton
reported was real, there would be an advantage for software developers in general if it
would be possible to improve the process itself, and not have to rely on repairing detected
program faults to improve software reliability. Hatton's study was retrospective, and
inspected existing programs but made no effort to determine how to improve the process
of testing or improving program reliability.
Another view came from Kanoun, Ka3n:iche and Laprie (1997). They suggested that
the preparation for reliability in programs be included in the preparation of a life-cycle
plan for the software. Where Hatton's study was retrospective, this was prospective,
looking at the process of creating and testing the program module, and making definite
additions to the process of software development before and during that process. They
changes to the program development cycle that gathered information about the
product under development, the type and location of the failure, and conditions
failure. Project leaders would then have statistics to enable them to project test
estimate a project completion date, and estimate the lifetime number of failures
the product would experience. This type of data collection and the subsequent
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. provides a stronger argument to use this methodology than does that of Hatton,
or of Beizer, following. Both the customer/user of the software product and the
supplier/developer of the product gain useful information about it. The user acquires
information related to its reliability, perhaps including the MTBF and the developer or
development team learns about the effectiveness of the testing, and perhaps including the
general maintenance requirements of the component over its useful lifetime.
From a different perspective, and with a different goal, Beizer (1997) took an
approach that looked at the testing process itself, and decided that several things about
the testing process needed improvement. Although the treatment was much lighter than
that from Kanoun, Kaaniche and Laprie, the conclusions were to provide training for the
developers, and automation tools or test harnesses for the development work. These tools
enable a consistent test bed and environment for the module being developed, and
automation to initiate test sequences and gather test results. Beizer's approach was not
substantiated with any studies or statistics, and so carries less authority.
Sneed (1995) recognized that, in the reengineering process, with the program
restructuring that must happen both from the introduction of software components or by
redeveloping the functions, latent bugs might be discovered and removed. Although
Sneed said nothing about the potential introduction of new system defects, the potential is
present for this to happen.

System Testing

Unit testing may be oriented to verification of program behavior for the most
current changes. In this developmental environment, it is sometimes easy to overlook
previous program behavior, and note that previous errors may have been reintroduced to
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the system. Because of the potential recurrence of previously fixed program failures,
regression testing should be used, particularly at the unit test level. The use of a test
harness provides a resource to facilitate the execution of regression tests, as well as the
comparison of test output files.
For this dissertation, it is assumed that the system has successfully completed unit
and system testing, but that scalability testing must yet be performed. Although this
dissertation does not focus heavily on system testing, there must be a formal system test
plan and approach, and equally formal procedures to log each test, the results of the test,
and any discrepancies found between test results and anticipated test results. One author,
Musa (1996) reported the employment of user requirements as part oftesting criteria for
developer and system testing. Any departure from user requirements was viewed as a
system failure.
System testing has been analyzed repeatedly as an independent human process, in
much the same way that the gathering of user requirements, program construction and
project management have been analyzed. The objectives of such analyses frequently have
been to make the process more dependable, to hasten the process, make it more
comprehensive, or some other "effectiveness" goal. System testing has been performed
after all ofthe developmental testing was completed, and was a final phase of the
development project, utilized just before system implementation.
In many cases, the approach has been to perform the analysis and design in isolation
from the other system processes. Musa (1996) departed from the "analysis in isolation"
approach, and advocated the integration of quantitative reliability objectives and
operational profiles of system use to develop an engineered approach to reliable system
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The goal of this approach was to develop procedures for testing that would result

much more robust software products. Reliability is necessary before a system can be
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to larger capacities, because if a system fails repeatedly, attempts to scale the

system will encounter only more failures.
This approach recognized two distinct types of system testing, developmental
testing for fault removal, and certification testing to determine operational readiness. In a
related article, Guderian, Leer, and Molini (1998) analyzed operational reliability
performance and compared it with the testing methodology. The short conclusion from
the Guderian article is to plan for testing, integrating it into developmental phase, and
retaining the test bed material for testing later modification levels. A more detailed
conclusion is to allocate sufficient resources for testing, to use these resources to perform
designed tests on the system, and to maintain these test suites in parallel with the systems
that they validate. These facilities are to be dedicated to the testing function, thus
requiring organizational dedication to this approach. Mascelli (1998) echoed these
thoughts on the careful structure of test facilities, with emphasis on the need for
integrated test design.
The follow-on topic is provided by Kanoun, Kaaniche, and Laprie (1997), who built
on the earlier structure of planned testing, and advocated a careful, analytical preparation
for testing including a statistical projection of the necessary test effort and anticipated
results. They described two additional measures, the first is a projection of the mean time
to failure, for the customer, and the second is an expectation of the total number of
failures over the product life. The frrst of these is to enable the customer or user to
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anticipate the functional robustness of the software, and the second is to establish a basis
for planning system maintenance.
Taken all together, these factors of system testing show a need to design the test
suite at the same time as program design, to plan for it to be repeated as frequently as
system modifications are required, to maintain it throughout the life of the software, and
use good management practices when allocating resources to test functions. They show
an outlook on testing that is at variance with many common practices, as documented by
these writers. If one draws a single conclusion about integrated system testing, it would

be that with planning, system testing could be a strong developmental and maintenance
tool. If no effort is made to integrate it, no results will accrue, and system failures will
detract from effective system development.
System testing involves the development or purchase of a software component to
capture the workstation, system and application input and output, and the use of those
testing components to provide consistent input to the system, and capture the output of
the system. The term "test harness" has been applied to the testing components that must
recognize and operate a very complex and rapidly changing environment. Because of
these complexities, the preparation for testing is non-trivial, but the results are invaluable,
providing clear proof of inputs were provided to the system, and the resulting outputs,
with timing information. System testing built around a test harness provides a foundation
for regression testing, so that there is documented proof of performance that previous
errors have been solved and remain solved, along with proofthat the current goals have
been achieved. Further, the target system processing can be verified as correct, to a large
extent, with the use of test data for the migrated system that is identical to the test data
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used on the legacy source system. This verification will be expanded as needed to
accommodate additional test output due to the scalability testing ofthe program system.

Incremental Implementation
Incremental implementation or incremental change is advocated by a number of
writers, and although the specific facet of it may change from writer to writer, the core
concepts are broadly accepted and could provide a number of benefits. Some writers
merely acknowledged that incremental changes and implementations are a fact of life for
the 00 community, as did Fichman and Kemerer (1997), who recognized that the
adoption of 00 technology has led to incremental system changes. Others (Yourdon,
1996; Bollig and Xiao, 1998; Hurwitz, 1997) realized the potential that 00 technology
provided for quick and responsive system changes and system maintenance, and actively
promoted the concept of quick, incremental changes.
Two other authors, Rudin (1997) and Brodie and Stonebraker (1995) took the
concept of incremental implementation a step farther, and used it as a system approach,
one that had specific advantages over other developmental approaches. These two authors
used the same principle in two different systems environments, because Brodie and
Stonebraker addressed the system migration, from one platform to another, while Rudin
considered the operational system and its necessary modifications and changes.
The system migration has a number of special characteristics, as listed below:
1. It is usually performed only once in several years.

2. It is usually time constrained, with an important need to complete both the
program and data migration as quickly as possible.
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3. The operating system or hardware platform for the programs and the data may
be changing.

4. The format of the data is frequently undergoing a major change. The content of
the data may also be changing.
5. The data in the source system may not be sufficiently correct to pass data
validation tests for the target database.
6. The effect of a failure during the migration, whether of data movement or
program execution, may have serious consequences for the organization.
These factors were important to Brodie and Stonebraker, and they developed their
migration procedure to address and solve these difficulties. The result is described in
detail, and consists of reducing each procedural step to the smallest possible, and by
making this reduction in step size, achieving an atomicity that is certainly failure
resistant, and might be failure proof in some cases. Reduction in step size is not the only
technique that they advocated, because they also stated that the use of object wrappers for
legacy database functions would be an important step to completing the migration.
Certainly, the reduction in step size has a consequent result: the creation of an
incremental migration.
In an outlook at contrast with that ofthe above authors, Black (1997) proposed that
all migrations should be incremental migrations, with little emphasis on reengineering.

Black claimed that this approach would reduce migration costs to as little as 10 percent of
the cost of developing a complete migration. The negative aspects of this proposal are
that the introduction and use of new or revised technology may be difficult and delayed,
especially if the technology can best be incorporated into the project only at project or
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system inception. While other approaches to system migration documented the
development process from inception to deployment, this description did not provide
substantive information about comprehensive testing, scalability management, or system
level issues.
Rudin (1997) considered the problem of system maintenance, and recognized that
the use of 00 tools provided an advantage to the system designer, that of being able to
create, test, and implement system changes in a much shorter period oftime. Other
system changes needed to be made, in order to make this approach viable, and one of
those changes was the basic concept that a program is designed, written, tested, installed,
and is then done. Rudin developed an outlook that a scalable application was never
completed, and was always in a state of change, although the change process may
sometimes be quiescent. System and application maintenance is to be performed quickly,
perhaps using RAD or 00 tools, and test procedures are to be modified at the same time
that the maintenance is performed. By taking this kind of approach, user requested
changes are implemented quickly, test procedures are always available (from prior tests),
and system changes will be reflected in changes to the test procedures, permitting
thorough testing of the next system change.

Data Migration
Data migration is a late phase in the migration of an application from legacy
mainframe to client/server/web, and, in terms of classical migrations, probably the fmal
phase. Data migration has been described as the most difficult portion of a migration
(Bollig and Xiao, 1998), and with good reason. When dealing with users, user interfaces,
regulatory requirements, and other issues related to the requirements of an information
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processing application, much of the information is either obvious, or generally available.
Although the quantity of information sometimes may be daunting, the information is
available.
This is in contrast to the knowledge about the data content of a database, a data
repository, or the sometimes-voluminous files of some mission critical legacy
applications. Knowledgeable applications personnel may have in-depth information about
much of the data and many of the data relationships contained in a database, but may not
have complete and thorough information about even one field.
Inconsistent or incorrect data content in the legacy database is a significant
problem. Bohn (1997) and Rudin (1997) both referred to the importance of this problem,
and Kimball (1996a) discussed the cost of incorrect data. Instances ofthe problem are
missing data, unknown data, data values that are present but invalid, data values that are
present and valid but are incorrect. When the data are moved from the legacy system to
the client/server/web system, the constrained data requirements on the RDBMS can
disrupt the migration, more particularly when the data are part of a primary key, a foreign
key, or an index. Many RDBMS do not have robust recovery capabilities when bad data
are encountered in a key or index column, so the data transfer process may fail, and then
personal intervention may be required. The preferred solution to this potential problem is
to have correct data in the source database before beginning the data migration. If this is
not possible, then data cleansing, before attempting the data load, may be the best answer.
Bohn (1997) made this point.
Before any part of the migration can begin, the target database/data warehouse must
be defined. All keys and indices must be identified. Some partitioning of the database can
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performed at this time, but final partitioning may need to be deferred until there is
information about the data contained in the tables. When the database design is
eOInpl:ete~(l

conversion specifications must be prepared, mapping the data source to the

These specifications are the source document(s) for the creation of the data
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programs. This procedure summarizes the principles stated by Bohn (1997) and
(1997a).

Data validation must be performed, and should be performed before the data are
written into the database, so that erroneous data never reaches the database. After
erroneous data are written into a database, they are much more difficult to correct, and
there is also the possibility that this erroneous data may be used for legitimate reporting
functions. If the source data are cleansed, the data errors will not be replicated, and the
error will be permanently eliminated. If the source data are not corrected, the error will be
present in any extraction of the erroneous data. One rationale for the cleansing of the
source data is that by correcting the source data, the correction effort must be made only
one time, but if the source is not corrected, either the correction must be made to the
extracted data, or the extracted data might be incorrect.
The validation can be performed before, during, or after the migration from source
to intermediate load stage. In any case, the validation must be designed as carefully as the
programs that will use the data. Field or column types and the data contained in them
must be validated, and the results of the validation reported to the user department. If
feasible, the data can be corrected. In some cases, additional data codes can be provided,
indicating whether the original datum was missing, unknown, or otherwise malformed.
The rows that are in error must be removed from the migration data, perhaps to be re-
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or perhaps to be placed in suspense, ready for some type of corrective
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Because any interruption in the flow of data might cause a disruption and

slowdown of the data migration, these corrective and reporting functions

be automated as completely as possible. The corrective functions themselves may
significant work in order to define the output results. These changes and
:)fft~ct1~:ms

must be reported to the user department. Williams (1997) commented on a

of these points.
The performance of the actual data migration, with the associated data validation
reporting processing, must also be automated. This automation, with the validation
reporting procedures, is needed because any other solution would require large
!lm(>unts of personnel time, and that manual intervention would be a source of additional,
unintentional, error, and would constitute a stalling point in the migration. The
iStallml~

would be caused by the need for manual intervention. The RDBMS that is
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for the data warehouse or database must contain enough and sufficiently capable

automatea data management capabilities to function without manual intervention,
.f:)ec:am;e humans would be unable to respond quickly enough and precisely enough to
the application to continue to function normally_ Similar reasoning applied to the
data migration programs then specifies that the migration programs must possess similar

The data cleansing programs, described above, may be created within the
organization, or they may be purchased. Hurwitz (1998), for example, noted that
purchased software might be more capable than software written within the organization
for the following reasons:
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1. The purchased software may be written to a higher standard of performance or
robustness.
2. It might incorporate best practices that are more up-to-date or advanced than the
in-house programming staff.
3. It might cost less than the in-house software.
4. It might be more flexible.
One writer, Kimball (1996a), described a data-cleansing tool that was guaranteed by
its manufacturer as 99 percent accurate in data migration projects. Without casting any
prejudice, one might observe that if this tool is used with a file containing one million
entries, then 10,000 ofthe output results might be in error without violating the
manufacturer's guarantee.
Another writer, Williams (1997), analyzed the requirements for data validation,
cleansing and user reporting. These included reporting on the data transformations, the
fields that failed data cleansing, fields that did or would require manual intervention, and
the automated discovery of data validation rules by program analysis ofthe conversion
specifications. Williams felt that any program performing the migration should
implement these requirements, whether the program was developed in-house or
purchased.
The point has been noted, and without elaboration, that any data cleansing must
provide reports of all transformations, errors, and normal processing. This principle
applies as much to purchased data cleansing tools as to those that are developed in house.
Without comprehensive reporting to the end-user, the end-user may have a poor grasp of
the scope ofthe work done for the migration, and the volume of data exceptions that have
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been encountered. Because data "belongs to the end-user", the end-user is also the entity
that will have the capability to revise data entry procedures and data correction
procedures to improve the overall data quality.

TP Monitors
TP monitors are a type of middleware, providing insulation for the application from
the handicaps of a two-tier application structure. Linthicum (1997d) noted a number of
characteristics that TP monitors provide. Low-volume applications may not require a TP
monitor, but many, if not most, high-volume OLTP applications will employ a TP
monitor to provide the following features:
1. Directing transaction requests to available system resources.
2. Ensuring an even distribution ofthe workload.
3. Guaranteeing transaction integrity and rolling back transactions in the event of
system failure.
4. Managing expensive system resources.
Because each application has unique requirements, the benefits that each
application will receive from the use of a TP monitor will vary. In some cases, the use of
a TP monitor will provide system scalability, enabling the processing load to increase
greatly. Gill (1996) reported a case that installed a TP monitor and was able to double the
number of users in a system by using the TP monitor for a common connection to a
communications link. In other cases, the installation of a TP monitor reduced operational
costs by reducing the number of concurrent database connections that were needed for
the application. Because most RDBMS lease charges are related to the maximum number
of connections that can be made, the cost reduction in the RDBMS contributed
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to the cost of the TP monitor. More recently, the pricing structure of the

has been changed to reflect any use of a TP monitor, and so reducing the
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benefit from adding the TP monitor.

The addition of a TP monitor to a client/server application adds another tier, making
a two-tier application into a three-tier application. The number of tiers is important
because the maximum number of concurrent communications within the application
increases as the number of tiers increases. As the maximum number of concurrent
communications increases, there is a decreased likelihood that a communications
bottleneck will form.
Another positive benefit from using a TP monitor is from the database integrity that
results from each transaction being either successfully completed or rolled back, with no
permanent change to the database resulting. Earlier in this dissertation, the statement was
made that one of the advantages of purchasing component software is that best practices
are more likely to be used in the creation of component software than in organizational
software development. In an operational database environment, the successful completion
of each transaction is very important, whether the completion is from writing the database
changes onto the disk, or the rollback of all parts of the transaction. The TP monitor
oversees the entire transaction, making sure that the transaction processing continues to
progress and aborting the transaction if certain predefined events occur.
As the TP monitor receives each new transaction request, it assigns the transaction
to a system resource that can complete the request. Because it has this capability, the TP
monitor then becomes a performance-monitoring tool, ensuring CPU resource balancing.
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tum, this capability improves the system throughput, and improves overall system

Because each class ofOLTP user has different system and resource requirements,
TP monitor also has the task of balancing other system resources, and, in some cases,
perceived response time. One of the criteria that the end-user uses to evaluate system
'oel101l1Illmc:e is the consistency of the system response. "The more consistent the response
the better the system performance."

This chapter includes the two major components of migration, program migration
and data migration. It identifies the approach to program migration by reengineering the
application, defming the database or data warehouse, partitioning the application into a
multitiered structure, and testing the application comprehensively. It recognizes that
during the design or the partitioning phase, middleware components may be introduced,
such as a TP monitor. The reengineering phase includes gathering system requirements
from the end-user, determining scalability factors, and performing the system design. The
system design includes a definition of component requirements, a determination of
whether to develop or purchase each component, followed by the development or
purchase of the component. A project justification should be included, and is a practical
consideration, and provides the end-user and the developer with specific costlbenefit
targets. One of the design criteria, in addition to the procedural and presentation
requirements, is a specification from the end-user of the scalable performance that the
system must provide.
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When the individual components have been developed and unit tested, they may
be system tested, to verify their correct functioning in the more comprehensive
environment. The system testing procedure includes the use of automated
""tt'~""'-t-':

tools to provide consistent test execution and also to permit the simulation of

user loads for realistic scalability testing. One of the facets of system testing is the
",_",,,,.·,,,,r.n of test outputs from the migrated target system with corresponding outputs

the same test data applied to the source legacy system. This comparison provides
r!lWlatlLOn that the target system is functioning the same as the source system.
The program testing is to satisfy a number of criteria:
1. The programs must execute properly by themselves (unit test), with related

programs (integrated test), and within the system (system test).
2. The programs must be scalable i.e. they must perform satisfactorily within the
prescribed response time, even under projected heavy loads.
3. The programs must have a defmed set of test data with which to work. This data
must be prepared specifically to test correct program functioning, must be
updated to correspond to system changes, and may be used in regression tests of
future program changes.
4. Program validation can be verified if the test data that are used are the same test
data that were used on the legacy mainframe system. If the test data are
different, certainty of program functioning cannot be assured.
One of the goals of the system design is to plan, proactively, for the next
-~.u-'..,«~~vu

of the system, through planned incremental changes and improvements.

goal is important for several reasons. First, the initial system design is to produce a
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functional system in a short elapsed time, even though it may lack some important
features. These features will be added in future incremental changes or implementations,
but the user ofthe system will receive definite and timely benefits without extended

In some cases, it is preferable to create an object-wrapper for some part ofthe
legacy data, and then reference this object in the client/server/web target system. The use
of object wrappers in the target client/server/web system has been called, appropriately,
incremental migration. As stated by one authority, Black (1997), this approach to system
migration offers, overall, the least risk of any migration procedure and at a comparatively
low cost. In contrast to Black's approach, Brodie and Stonebraker (1995), described a nofail approach based on reducing the granularity of migration elements until failure was
impossible.
Preparation for the data migration begins with the defmition of the database or data
warehouse. The succeeding steps require the careful defmition ofthe conversion
requirements, followed by data validation, data correction, when necessary, reporting of
the results of the migration, and finally the automation of the entire series of steps
involved in the data migration.
End-user involvement is necessary from the beginning of the reengineering effort
all the way through system testing and validation and data migration. The system
specifications must have been obtained from the end-user, and all processing and data
transformation must be done with end-user involvement and approval. A costjustilication
should have been prepared before the project started, and management controls should be

in place and functional during project development. Thus, through out the reengineering
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the end-user should be thoroughly involved, and so avoid the unpleasant
that sometimes occur.

Literature and publication on the subjects related to the migration of legacy
mainframe application to client/server have been reviewed. Drawing together the
~~r,<>nT"

ofthese authors leads to a conclusion that it is possible to design a fail-safe

methodology for the migration of mainframe legacy systems to client/server or
client/server/web.

89

Chapter 3
Methodology
The goal ofthe researcher in this dissertation was to design a model for the
migration of a legacy computer system to a client/server system. In this model, the
migration process specified was controlled and dependable, and the completed system
was developed to meet the processing requirements ofthe end-user with demonstrable
correctness and performance. These processing requirements included providing the
expected day-to-day needs of conventional data processing, for a possibly new hardware
and operating system platform, and in an abbreviated development window. An
additional requirement that was met was to provide scalability to the target process, so
that significant changes in transaction volume can be accommodated with a minimum of
additional effort and expense.

Methodology
The methodology employed for this dissertation was to construct a composite
process model from documented migration efforts, retaining elements from successful
efforts and eliminating causative elements from failed efforts. Relevant source material
emphasized more current publications, but without ignoring older publications. The
objective, when selecting case material, was to select those cases that most clearly
showed the pertinent principle(s).

Approach
The approach to developing this model was to review the current literature for
system migrations, select those works that reported successful implementations, and
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gather a set of "successful practices" from those works. These successful practices were
then organized into a chronological flow and integrated to form this model. Process subcomponents were then organized in chronological order.

Procedures
1. Define the sequence of events for the development of a model.
The events in the development of a model, particularly a model as complex and
encompassing as this, must be carefully ordered for two reasons. First, it is important to
ensure that no steps are omitted. Second, it is equally important to be sure that every step
is performed in the proper sequence. If steps are performed out of sequence, then at best,
time and effort may be wasted, but at worst, the project could fail because of incorrect
data or rework time exceeding the allocated development time-window.
The existence ofthis item, the definition of the sequence of events for the
development of a model, questions whether a model could be constructed in some other
order. Other orders are possible, and could function satisfactorily. It is the intent of this
dissertation to create a migration model that will address the broad range of migrations
from a mainframe original system to a target client/server or client/server/web
architecture.
The development of a model for the migration of programs from legacy to
client/server, and the sequencing of events within it, is not an intuitively obvious
procedure, as demonstrated by both the anecdotal stories and documented cases of failed
projects. Ault (1996), Bollig and Xiao (1998), Beizer (1997), and Weyuker (1998) all
commented on failed projects. Some failed projects have been subjected to close scrutiny
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due to adverse publicity that accompanied the failure, such as the case of the Ariane 5
rocket described by Weyuker.
There is a second reason for the careful sequencing of the steps, and that reason is
to retain clarity of focus while reducing the granularity of the migration steps, as
discussed by Brodie and Stonebraker (1995). Their approach to developing a fail-safe
approach to conversions and migrations is through the use of ever smaller conversion
steps, until the step is so small that either it cannot fail, or the corrective action for a
failure is obvious and straightforward. If the sequencing of the model steps is not
observed, steps may be omitted, resulting in a less than optimal conversion. Their
procedures were directed to the conversion ofthe data files involved in the migration
effort, and did not address the reengineering of the system using the files, but the same
logic applies to the reengineering.
Careful planning is important for a software-reengineering project; Sneed (1995)
discussed this, and also stated the importance of making the reengineering a one-to-one
transformation of business processes. Sneed stated that the platform, the databases and
the languages might change, but that the business functions must remain unchanged in
order to permit validation of the migration process. This researcher feels that Sneed's
view is understandable, and may be practical for some applications that have an
extremely high cost of failure. Nevertheless, this admonition is appropriate, because of
the emphasis it places on maintaining correct application functioning.
In general, all of the authors cited expressed a need for careful and thorough
planning throughout the reengineering process. It is apparent from this coherence that a
system reengineering process must be conducted with thorough, careful planning. It is
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also clear that a system migration must not be considered as an ad hoc project, although
this careful approach does not rule out unexpected situations.
2. Describe the rationale for the reengineering study.

The reengineering study must stand on its own merit, as a project, and not as just
another system modification, even an extensive system modification. Two authors
(Sneed, 1995; Daly, 1996) documented the need for reengineering the system in
preparation for migration or extensive system modification. Their articles clearly defme
the need, in the case of a system migration from legacy mainframe to client/server, to be
considered as a project in system reengineering, and not simply a system modification.
Therefore, the scope of the project will be an analysis of end-user requirements, hardware
reengineering, software reengineering, test design, and data migration. Test design
includes both system validation and performance assurance. This latter issue,
performance assurance, is to ensure the acceptability of performance at the time of initial
loads and also to ensure the scalability ofthe application.
The application must be totally reengineered, beginning with tier design, in order to
establish a firm conceptual foundation for the project. This concept was documented by
Furlong (1997), who stated that if the application is not totally reengineered, the
migration has a questionable foundation. Tier design, whether two-tier or n-tier, is, in
general, a part of software reengineering, although some parts oftier design might be
reflected in hardware. An additional reason for reengineering was provided by Jernigan
(1998), who stated that if business problems were well defmed, system scalability would
follow naturally. This researcher questioned whether scalability will naturally occur as
readily as Jernigan stated.
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The requirements for a successful system-reengineering project were more stringent
than the requirements for other system modification projects. The system must be
successfully migrated from the mainframe, and an additional design criterion, scalability,
integrated into the system. There is a third element, the migration ofthe existing legacy
data to the client/server environment.
The reengineering study is composed of two primary parts, the first being the
reengineering study itself, for an operating application. The second part of the
reengineering study will be the analysis of the conversion or migration of the data.
Data migration is an important topic by itself, and requires the development of a
separate set of procedures. These procedures are a result of the study of the published
material, and a determination, based on those publications, of those elements that would
contribute to the construction of this migration model. Those publications present varied
facets of the complex subject of data migration.
Bohn (1997) and Williams (1997) discussed the actual data migration, Bohn from
the procedural side and Williams from the tools and features side. Bollig and Xiao (1997)
described the data validation process that was used in a relatively specialized data
migration. Because of the specialized nature ofthat migration, only general concepts can

be gathered from their paper. However, Bohn (1997) also outlined and defmed this
process, and stated the functional relationships and procedural concerns very clearly.
Some of these procedures address the defmition and allocation of the data, its validation,
correction when necessary, movement, and the reporting of all changes, successes, and
failures in the migration. Organizational requirements may specify a narrow time-
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window for the data migration, and this requirement imposes a need to automate the
actual migration programs and the reporting on their execution.
In an interesting case history, Bollig and Xiao (1998) discussed reengineering vs.
reverse engineering, in a specific migration that had already failed 25 times. They found
that, in the earlier attempts, the approach had been to reverse engineer the legacy system.
The attempt that they described was successful on the 26th attempt, and they felt that part
of the reason for their success was that they viewed the legacy system as a black box, and
they did not attempt to learn everything that was inside it. Their focus, instead, was to
study the system inputs and outputs, determine the business rules that were operational,
and reengineer the system completely. By taking this approach, they acknowledged that
they had to perform a complete requirements-gathering operation, but they felt that they
avoided the task of attempting to find all of the information, documented and
undocumented, that was contained in the legacy programs. The success of this effort by
Bollig and Xiao shows the value of reengineering the application, rather than an approach
that would modifY, perhaps extensively, the application for the target system.
This view by Bollig and Xiao differed from that proposed by Moriarty (1998).
Moriarty believed that reengineering could be done only after reverse engineering the
application, in order to obtain all information that was available. Moriarty then advocated
the resolution of disparities in process dependencies, data flow, data defmitions and
external display representation.
Although Moriarty's approach should, theoretically, extract all known information
from the legacy system, there are some difficulties in attempting to transfer this
information forward in reengineering. The first difficulty is in assuming that the software
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engineer extracting the information does, in fuct, recognize and record all instance of
information. A second difficulty is that the information extracted relates to a
technological combination of equipment, program, and data that are dated at an earlier
time, frequently a full computer-generation earlier. Current technology can provide
solutions that may be much lower in cost than those ofthe legacy generation. An example
is the use ofRAD software technology to design screens and reports that are fully as
functional as those of the legacy system, but produced at much lower cost and providing
for much easier maintenance.
The net effect of utilizing the concepts proposed by Moriarty is that the reverse
engineering approach will produce exhaustively documented systems, but the utilization
of that data to produce a functioning client/server system may cost far more than the
reengineering approach described by Bollig and Xiao. This level of documentation might

be necessary if it were necessary to provide full information about a system, as in a legal
case. Further, the preparation of the complete documentation contributes both to the time
required to complete the system, and to the cost of the migration ..
Fryer (1998) observed that the scalability of a data warehouse is related to design
decisions. Gill (1996) stated that scalability must be designed into both the hardware
platform and the software application system. These two authors identified the need for
scalability to be incorporated into system design. Although Sneed (1995) stated that the
functional processes of a system must not be modified during a reengineering process, the
scalability of a system must be maintained. Without scalability, the newly-developed
system might not provide adequate performance. Also, scalability can be seen as an
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unstated function of the system. Other facets of scalability wiil be covered in other
sections of this chapter.

3. Document the information to be gathered for end-user-processing requirements.
The end-user-processing requirements contribute to the database specifications, the
processing to be applied to the database, application processing, transaction volumes and
elapsed time expectations. In some cases, these requirements contributed to the selection
criteria for component software. In other cases, processing volumes could have forced a
design change. For example, Brobst and Robertson (1997) observed that n-tier
architecture might become a requirement if processing volumes are high, because twotier architecture is not scalable to high volumes.
There may be several types of users. One type of user might be primarily data entry,
another might perform analysis and data mining, while a third might be performing
system administration. End-user requirements must be gathered for each type of user,
because the processing requirements and system resources for each of these types may be
significantly different. A composite of the processing requirements for these end-users
could reveal additional hardware requirements, including disk storage capacities, channel
or bus speeds and network bandwidth. These end-user requirements will also identify
appropriate response times for each user type.
The end-user requirements form the definition of how the final system must
perform This includes not only the specific procedures that must execute, but also the
time frame for acceptable processing. In addition, there should be information regarding
anticipated transaction volumes in the future, possible new process requirements, and
possible business directions. All ofthese provide important information for the system
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designer, and may be reflected in any part of the completed system, from hardware to
operating system to application design to finished program. Ault (1996) defines the level
of documentation that a system should have before initiation of project work.
For some existing legacy systems, there is little information available about the enduser requirements that existed at the time the legacy system was implemented. In other
cases, there is little documentation about the existing system, and sometimes, there are no
program listings. Other systems might have documentation, but the documentation may

be obsolete.
Gathering end-user requirements will provide information about the data needed for
the end-user, the relationships of various data components, and the about the required
system performance for each type of user. This is an important component of the design
specifications, because there is no way for the completed application to be acceptable to
the end-user ifthere is no clearly defined specifications of user requirements. Also, in
some existing legacy applications, the business rules are embedded in the programs of the
application, and are poorly documented. The procedure of gathering end-user
requirements permits the identification and specification ofthe current business rules, and
provides an opportunity to place these business rules in a separate module, where they
can be easily inspected and changed. This latter step can ease future system maintenance.
4. Identify business rules within the application.
The identification of business rules is to enable their extraction into a separate
module in the target system. This action, collecting the business rules for the
organization, was not a system engineering function before the advent of client/server,
but has since been recognized as a valuable repository of business information.
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In many legacy systems, the business rules for the application were spread
throughout all of the source programs. When it was necessary to make a change to the
business rules incorporated in the application, it was then necessary to search through all
of the source programs for an implementation of the particular rule in question. In cases
when the business rules were gathered into a central repository, this review was
shortened, and if the rules are expressed as dynamic functions, then a program change to
the appropriate function will be immediately reflected in program execution. If the rules
are expressed in static functions, an additional step may be required to include the revised
function.

In the creation of an object-oriented system, the business rules by which the
organization functions need to be separated from the existing legacy source system and
relocated into a separate module within the target system. Whether the rules are extracted
from existing legacy documentation and programs (Daly, 1996) or created afresh (Bollig
and Xiao, 1998), their separation from program logic is a significant step in making
programs more maintainable, and is supportive of incremental implementation. Francett
(1996) was particularly supportive of this concept.
5. Identify scalability system design requirements.
Rudin (J 997) said that scalability must be built into a system, that one requirement
for a scalable system was to have a scalable database manager, and then provided a fourstep implementation procedure. Rudin also addressed the avoidance of system
bottlenecks, first by identifying them, then taking action to avoid them. Jernigan (1998)
said that scalability must be incorporated into all parts of a system from its first
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implementation onward, and Fryer (1998) identified four dimensions that need to be
considered.
Linthicum (1997d) recommended the use ofa TP monitor to assist with making an
n-tier application scalable. Linthicum noted that TP monitors have been used very
successfully in mainframe and client/server systems, and that their next major use might

be in client/server/web systems.
In an interesting diversion from monotonically increasing scalability, Brobst and
Robertson (1997) observed that there are limits to scalability with the execution of a
single instance of the DBMS. They reported on limits to the number of CPU's that could

be utilized due to contention for a single block-free-list in Oracle. The solution adopted
by Oracle was to implement multiple block-free-lists. This is an example of replication,
recommended by Rudin (1997).
Madsen (1998) stated that scalability has two aspects: the ability to grow in size and
the ability to maintain consistent performance as the system grows. Also, Quinn and
Sitaram (1996) provided test design admonitions for the creation of system tests for
system scalability.

In a different approach to the implementation of scalable systems, Rudin (1997)
stated that the development of scalable systems is fundamentally different from the
development of other systems, because an inherent requirement for scalable systems is
that they must undergo repeated incremental implementations. With the development of
conventional systems, one of the initial steps is the freezing of design specifications, with
development proceeding from that point. Rudin furnishes a procedure for the
development of scalable systems, as follows.
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I. Gather and document business requirements information.
2. Defmition of the functional road map.
3. Definition of performance assurance metrics.
4. Construction ofthe performance assurance test environment.

S. Selection of hardware and software vendors.
6. Design and test a physical database.
7. Design of the remaining application-layer components.
Rudin stated that first the reengineering study must be performed, and the business
requirements gathered. This is an obvious step, but important to specify. If it is bypassed,
the resulting system may be unusable, or unsatisfactory in one or more dimensions. The
functional road map, as identified by Rudin, helps define the future requirements for the
system In successive incremental implementations, this defmition can provide a starting
point for the development of future design criteria.
Rudin also addressed scalability from an architectural point of view, and stated that
client/server systems are in a position to make effective use of multi-processor systems, if
the software is designed to take advantage of that capability. In many uni-processor
legacy systems, the software system was optimized for execution by the single processor,
but client/server systems offer the opportunity for taking advantage ofthe multiple
processors that may be available. When Jernigan (1998) referred to architecture, the focus
was more toward the avoidance of bottlenecks. Rudin addressed bottlenecks, and the
appropriate system techniques to avoid them, where Jernigan advocated acquiring more
information about the DBMS and using its features to avoid bottlenecks. Jernigan noted
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bottleneck triggers that Rudin omitted, such as table locks, concurrent inserts, and
inappropriate table isolation levels for read vs. modifY situations.
One ofthe points that Rudin made was that performance assurance metrics must be
developed and precisely stated, for without such information, the development of a
performance assurance test suite will have no particular objective or completion-point.
Likewise, the development of the metrics is of no value if a test suite is not developed to
test for and assure those metrics. Particularly referring to performance assurance metrics,
Hill (1997) enumerated several of those metrics, identifYing raw data size, average query
complexity, desired query response time, the number of concurrent queries, and several
other items relating purely to DBMS storage overhead and DBMS execution overhead.
Thus, both Rudin and Hill confirm the need for identifYing specific performance
assurance metrics, determining appropriate values for each, and then developing the
necessary test procedures to demonstrate the achievement of each component.

In the development of a database, Rudin (1997) specified a two-part process. The
first part was the creation of a high-level database, one that must remain high-level. Once
this high-level database was created, the follow on step was the creation of an operational
low-level database. The high-level database was needed to provide an organized
approach to the design ofthe low-level database, preventing the data warehouse
equivalent of urban sprawl. When the system was operational, and database
modifications must be made, the high-level database provided a facility for identifYing
both the location of the change(s) and the type of change. The presence of this facility
thus reduces the cost of maintaining the system, in terms of the time required to make the
change and the expense of the work hours.
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6. Perform the hardware and software architectural redesign.
Hardware and software redesigns are closely related. One cannot be redesigned in
the absence ofthe other, and Rudin (1997) addressed this close relationship, particularly
with respect to managing the scalability aspects. In a system migration from legacy to
client/server, this redesign item includes the partitioning of the application, the design of
the two-tier or n-tier components, and the design of the server components, including
remote procedure call (RPC) functions and modules.
A component of hardware redesign was the determination of the extent of hardware
scalability, and making this determination required making a decision between hardware
designed to be scalable, and PC based systems that have scalability options. The
operating system of the selected hardware may also be a factor in the decision. Some
operating systems are quite scalable, such as UNIX and some UNIX derivatives like
AIX. Other operating systems are less scalable, such as Microsoft NT.
For example, the IBM SP2 parallel systems are designed to be scalable over a broad
range of capabilities. Agerwala, Martin, Mirza, Sadler, Dias and Snir (1995) described
the architecture of the SP2, based on the IBM Systeml6000, and noted the range of
capabilities that the SP2 systems possess. They stated that the SP2 systems range from 2
to 128 processor models.
An alternative cho ice for hardware redesign showed that there were several PC-

based systems that offered support for multiple CPU s and some ofthese systems also
offered enhanced bus speeds and memory architectures as well. A review of four PCmanufacturer web sites found 13 models available in multiple CPU configurations, and
some of these configurations included large memory models and high-speed buses.
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This was only a cursory consideration of hardware, partly because hardware is not a
focus ofthis dissertation, and partly because hardware evolves very quickly. Any study
that considered specific hardware features would be obsolete when the study is released.
Software reengineering encompassed a range of options, including components-offthe-shelf (COTS), tailored applications, and in-house developed software to meet user
requirements. Tailored applications, such as those marketed by SAP, Baan, and
PeopleSoft, have become widespread. The in-house developed software could be
developed in one of the classic languages, such as C or C++ or Java, or it could be in one
of the rapid-application-development languages, such as Powerbuilder or Access.
The decision to use or not to use a TP monitor is a component of this design
concept, and it does also affect scalability, system cost, and reliability, although it is may

be viewed as being an entirely separate decision. This outlook may be due to the fact that
a TP monitor can be added to an existing system, with comparatively minor
redevelopment time.
The direct migration of a system from one platform/operating system to another
should be viewed as a reengineering process, and Rudin (1997), in particular, stated that
the design of a scalable system requires both hardware and software redesign. Rudin
noted that the legacy uni-processor use was optimized by the operating system and
programming languages used for those systems. The distribution of CPUs throughout a
client/server system, the availability of multiple CPUs in client/server systems and ofthe
component software that can be used on these systems enables a different type of system
design that will optimize the use of both hardware and software.
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In conjunction with Rudin' s statement about partitioning, Brobst and Robertson
(1997) provided additional detail information on the actual partitioning process, and
identified three partitioning schemes as possibilities that should be considered. Rudin
approached the partitioning problem from a more universal point of view, and Brobst and
Robertson addressed it with personal experience coming from work with very large
databases, those with several billion rows. In another facet of partitioning, Francett
(1998) described the improved performance of an in-place legacy system that was
partitioned, with the improved performance directly attributed to the partitioning of the
system. Francett continued to say that partitioning, by enabling the introduction of
middleware, could improve performance in other systems.
The creation of the running application itself is a concept that is separate from
partitioning, although there may be some iteration between partitioning and application
development, because the exploration of application development may cause the
reexamination of partitioning. The partitioning decisions may require creating an objectwrapper for some of the legacy functions, or require the use of software components,
tailored applications, or in-house developed software. As was noted earlier, in-house
developed software may be in one ofthe conventional languages or a rapid application
development language. The decisions about each module in the target system are also
dependent on several outside factors, the timing of the migration programs, the timing of
the data migration, the skill set of the in-house staff, and the availability of temporary or
permanent additions to the staff for the specific purpose of assisting with the migration.
Jernigan (1998) reviewed some of the scalability problems involved with the use of
packaged or component software, with particular emphasis on processing bottlenecks.
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That article made clear additional relationships in the hardware/software mix, and
demonstrated the interrelationships involved in solving processing bottlenecks. If the
system design is to be scalable, the process must be organized.
Separate from the decisions about hardware and software are the decisions about
training users on the newly reengineered system. Ault (1996) defines the training
materials that are required, but provides little guidance on determining the scope and
timing of the training effort. Rudin (1996) identified the need for training, and
recommended the use of a standard GUI interface approach, in order to minimize the
need of end-user training. In this area of training, Linthicum (1997b) urged a realistic
approach, and Hurley (1998) reported management decisions to minimize training.
Again, training is not the focus of this dissertation, but training carmot be ignored as
though it was not a part ofthe migration.
7. Describe test bed construction, including scalability factors.
Formal approaches to testing, whether unit testing or system testing, are sometimes
neglected, as documented by Furlong (1997). Furlong gave several anecdotal examples of
improper testing, due at least in part to a lack of formalized testing procedure. Guderian,
Leer and Molini (1998) defined testing, and provided definitions of appropriate
procedures.
Unit and system testing must be performed dependably, and the most appropriate
way of providing consistent testing is through the use of an automated test harness. By
using a test harness, the same tests of functions, combinations of features, and timings
can be reproduced as many times as are necessary, without the concern oftiring a human
tester or of a human tester committing errors during the process. In spite of the use of a
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test harness and automated testing, Guderian, Leer, and Molini (1998) reported the
discovery of significant errors during in-operation use, demonstrating that these tools do
not provide an infallible solution to system testing. Their report contained no information
about the reasons why the programs reached operational use with the errors still present.
Mascelli (1998) also outlined an organized testing plan, but provided a focus on
regression testing that Guderian and others did not. Musa (1996) placed regression testing
in the field of module development testing, along with feature and load testing. Although
Musa did not state how or if feature testing could be incorporated into automated testing,
its inclusion must be dependent on the test suite, the test harness, and the general
mechanism for implementing the change requiring the testing. Performance testing will

be discussed in section on scalability testing.
Gathering input from these authors, regression testing must be included as a part of
organized test planning. A consequence of requiring regression testing will be the
decision to design or purchase a testing harness, a set of procedures that can run a
repetitive set of tests with little developer input, and report on the results of the test series.
Weyuker (1998), in a fuller development of testing itself, advocated the creation of a test
suite for each program/system. Weyuker included regression testing as a portion of each
test suite.
Testing must also include scalability, because the proof that a system is scalable can

be observed in only two situations. The first of these is the heavy in-operation loading
that demonstrates in-use performance, and the second is that of testing for scalability by
executing a planned, structured test. This test mechanism for a large on-line system such
as airline ticket sales and reservations must include the simulation of several thousand
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terminals or workstations. The test methodology must include a realistic combination of
the various numbers and types of transactions that will be encountered in execution.
One aspect of testing, sometimes overlooked, is that of providing and maintaining
sufficient storage capacity for the perhaps extensive test environment. Quinn and Sitaram
(1996) identified an aspect of testing that is sometimes overlooked, that of having
sufficient storage capacity to support system testing. They observed that one of the
requirements for adequate testing is to have enough storage capacity to contain
significant volumes of test data, although they did recognize that installation management
might wish to restrict this storage for financial reasons. They also noted that storage costs
have decreased with the use of RAID storage. A related issue for scalability testing is to
have sufficient system capacity to support full scalability testing, but this particular issue
demands more than just storage capacity. It requires CPU capacity for conducting a full
system test, a comprehensive test harness to support a full complement of terminals, and
adequate supporting functions for simulation of day to day processes that will be handled
concurrently. Other systems will have other unique requirements, and these requirements
must be conscientiously tested, either to establish performance metrics, or to assure the
maintenance of them.
Testing is a part of the development of computer applications, but may not be
addressed as an important component. The authors above have recognized the importance
of testing, and have provided their opinions about testing. These opinions range from the
selection of testing tools to the use of a testing harness or test bed to the results of testing.
Gill (1996) had a focus of testing that was related to parallelism in database execution.
Hudepohl and others (1996) took a very close look at testing in one particular
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environment, but extrapolated testing rules that were broadly applicable. In a different
view, Linthicum (1996) described a testing scenario that failed due to other factors.
In short, testing cannot be overlooked in a system migration. The programs are new,
the data will have just been migrated, and, unfortunate but true, a lack of testing can
easily cause an application to fail. Linthicum (l997c) provided a complete view of how
to organize for testing, and stated that many client/server failures are due to components
that are incapable of keeping pace with other components, which is the definition of a
basic bottleneck problem in scalability.
Other authors have remarked on the results of the lack of testing, and they generally
referred to the failure of the migration or conversion project. Occasionally, the references
to testing are humorous, although the incident may present a serious problem to the
project manager.
8. Describe a model for the general migration of a program system from legacy to
client/server.
This model was the primary focus of this dissertation. The model itself began with
the determination of end-user needs and requirements, although some migration concepts
will precede this determination. These migration concepts included the recognition that
the migration itself must change as little as possible, yet still accomplish the migration.
Sneed (1995) clearly stated the need to change only the technology and change no system
functions. Although Sneed addressed systems where the primary focus was the integrity
of the processing, the admonition was broadly applicable. It is almost intuitively obvious
that the fewer the changes in a system, the easier it will be to migrate.
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Rossak, Kirova, Jololian, Lawson and Zemel (1997) studied the general case, that
of many system-development models, and analyzed these models to identifY the common
factors and features. Although Sneed reviewed the more specific class of migration
models, the work by Rossak and others described the system development process more
generally, and showed the elements of this general case: process, architecture,
information, and methods and tools. This work is relevant to the process of creating a
model for system migration because it specifies a system for the creation of the model.
The model for the migration will be complex, and in some parts of it, time
dependencies may exist. A straightforward example: in most cases, it is not feasible to
perform the data migration before completing the programs on the target system. If data
are migrated first, there will be no programs to maintain the data. In many cases, the data
migration is seen as an element with a much shorter timeline to completion than the
development of the program system. A second example: if user training is completed
before the program system is operational, the resulting system may not match the training
given the users. Also, depending on the elapsed time between user training and system
implementation, the users may forget much of the detail information provided in the
training.
The model will not be a complete and final detail roadmap to a successful
migration, but it will be a general guide. There are innumerable potential pitfalls in the
migration process, and only some of these are technical. Other potential problems, not
addressed by this dissertation, may involve the management and staff overseeing the
migration, training and familiarity with the application and the technology selected, the
organizational structure, and other completely outside considerations, such as Y2K.

III

The model brings together all of the other components and concepts in this
dissertation, from the gathering of user requirements to the migration of the data. This
integration of all of the reporting elements is the end product of this dissertation, and
presents an organized summary ofthe opinions of a number of authors. Many of these
authors are well respected in their particular specialization, although less well known to
the general IT community. Of the remaining authors, a number ofthem are employed as
specialists in their elected fields, and have provided insight into the area as well as
principles that led to their conclusions.
9. Describe tbe incremental implementation, repeated tbrougbout tbe life oftbe
application.
The primary focus of this dissertation is the migration of the system, both the
programs and the data. On-going system maintenance is also a consideration of the
migrated system, and the ease and cost of this maintenance is a factor in long-term
system cost. System approaches that can reduce this long-term cost must be carefully
reviewed.
Authors Hurwitz (1997) and Rudin (1997) both stated the desirability of
considering applications to be dynamic systems, systems that can be modified and
updated as required. Hurwitz recommended the use of Hyper-Tier, an n-tier approach to
incremental system updating and change. Rudin advocated the use of incremental system
changes throughout the life of the system. These two authors proposed relatively similar
system development approaches, and both approaches stated the need for having a core
process that provides functional business services and building on that core process with
incremental changes as necessitated by changing business requirements. A key feature of

112
continuous and incremental system change is that the system is never static, never
completed. In some cases, this can result in more timely system modifications, and
should increase the benefit of using the system.
Hurwitz said that the adoption of an incremental implementation approach supports
the constructive development of an existing system, and eliminates the failure-prone
approach of beginning with a clean slate. Rudin preferred the incremental implementation
because systems can be adapted to changing business requirements as the requirements
occur.
All changes are made to the system with the understanding that there will be more
changes in the future. The incremental implementation design is important because
changes can be easily made, and the system is continuously adapted to changing business
requirements.
Bollig and Xiao (1998) reported on the use of an interface defmition language that
permitted rapid reengineering and continuous incremental updating of a system.
Although it was primarily an interface definition language, rather than an implementation
language, these authors also supported a system philosophy of relatively continuous
development and change.
The object of this dissertation is to describe how to migrate systems from a legacy
mainframe to client/server architecture, with the target client/server system being
scalable. Part of building a scalable system is to create a system that can be readily
modified to meet changing user or other requirements, while other parts of that same
system address system performance under widely varying load conditions.
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As Rudin (1997) pointed out, developing a scalable system is more than installing
scalable hardware and software. It also means designing the system so that it can be
readily adapted to rapidly changing system and end-user requirements and also to be able
to take advantage of rapidly changing hardware platforms. This approach is generally
supportive of Hurwitz' (1997) statement that systems should be designed to be adapted or
modified, building on what already works, without necessitating the redevelopment of a
system from the beginning.
From the tenor of both articles, it is clear that the views of these two writers differ
from the viewpoint of most system designers. Although the arguments presented by both
writers are logical and readily applicable, the adoption of an incremental implementation
approach introduces an additional component into system design, a component that may
apply to any portion of system design. Rudin said that the incremental implementation
approach may require additional training for the development staff, and may impose
additional issues for project management.

10. Define the procedures for migrating data from the legacy system to the
client/server system.
The creation of these procedures is the second of two primary objectives of this
dissertation. A system or application migration must have both programs and data on the
target system before it can be executed. If wrapped files from the source system are used,
the wrapping process is considered to be migrated data.
Various writers (Bohn, 1997; Bollig and Xiao, 1998; Daly, 1996; Kimball, 1996b;
Sneed, 1995; King, 1997; Rudin, 1997; Moriarty and Hellwege, 1998) defined one or the
other of two general approaches to the problem of data migration. One of these is a
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programmed migration of the legacy data to a client/server platform. The other approach
is a gradual migration of the data, following the installation of the programs on the target
client/server system. In this second approach, the original legacy data and legacy data
extraction procedures may be enclosed in an object-oriented wrapper, and referenced by
the client/server program. Over time, the legacy data are then migrated to the target
client/server system, and as each incremental data transfer occurs, another step in the
migration is completed. King (1997) provided a strategic overview of the process,
combined with the use of component architecture. Brodie and Stonebraker (1995)
suggested an incremental approach, with data accessed through an object-oriented
wrapper, but their approach differed in that they addressed the situation when the
incremental step failed. The solution that they usually proposed was to divide the failing
step into smaller parts, until the step granularity was so fine that failure was impossible.
This solution is effective in many cases, but there are situations that it does not address.

An example is that of the migration of a legacy database containing valid but inconsistent
information, migrating to a client/server RDBMS. The inconsistencies in the data coming
from the legacy source system cannot be corrected by reducing the granularity of the
migration step. Instead, the data must be cleansed before importing into the RDBMS, as
described by Bohn (1997).
Although data migration is a part of this dissertation, it constitutes a separate issue.

It begins with the original legacy database or data structure, and has as a destination the
database or data warehouse constructed in the system migration. It has issues separate
from those of the system migration.
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The data migration usually must be performed in a limited time period, and the
source data for the migration may be complete and accurate, erroneous, or missing. Rudin
(1997) and Moriarty and Hellwege (1998) all provided ideas for data migration. Although
their approaches differed, they provided a common directive, that of automating the data
migration procedure. Included in the automation, according to Rudin, is the need to
provide similarly automatic reporting on the results of any data transformations and also
summary information on the source data and the resultant target data. In addition to the
reporting to migration-project management, the results ofthe data migration must also be
reported to end-user management.
The incorrect or missing data in the legacy system has several causes. The programs
driving the legacy database may have lacked the necessary program validation
procedures, or the constraints on data integrity may have been omitted from the legacy
programs. There may have been changes, over time, in the valid values for certain legacy
database fields, due to changing operational conditions. There are a wide variety of
reasons that could have caused the original values to be unacceptable at the time of the
data migration, and this dissertation will not address that multiplicity of reasons.
The designer of the data migration procedures needs to develop procedures that can
identifY the incorrect values or combinations of values, and devise procedures to
automatically correct them wherever possible. The difficulty of automatic correction
increases sharply when the values in the fields themselves are correct, but the
combination of field values is incorrect. With the restrictions on data volume that existed
for many of the legacy databases, the online information may be inadequate for a
program to determine the correct field combinations. When this is the case, the only
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solution may be to produce an error report for review by installation personnel, who may
then be required to use manual procedures to determine the correct values, and re-enter
them.
The data migration procedure needs to be automated for a number of reasons, some
related to timing of the migration process itself, some related to the requirements of the
relational database system, and some to undetected or uncorrected data errors in the
original legacy system. Williams (1997) referred to the importance of using automation
for the migration process, and Bohn (1997) identified several related items:
I. Development of procedures to extract and load data.
2. Validation of the migrated data.
3. Reporting of the data following the load.
4. Comparison of data volumes and differences between source and target.
5. Data correction procedures that are at least semi-automated.
6. A program mechanism to control the execution of all of these components.
Each set of executable actions should be made as comprehensive as possible to
minimize human intervention, and made as simple as possible to minimize the chance for
a programmatic failure. There may be many other factors influencing the sizing of the
execution step, such as the time required for data extraction, data validation, correction,
loading, and the need to overlap the run times for these processes. A necessary
component to the migration is the involvement of the end-users.

11. Construct a migration model using UML notation.
This is one of the objectives in this dissertation. UML was selected to portray the
model because it is broadly accepted within the information technology community as a
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coJIlIIlunications medium. UML also has the necessary scope to support this complex
documentation. A further reason for the creation of a UML model is the clarification that
it brings to the migration model itself, presenting an alternative view of the concepts that
are the basis for the model. Muller (1998) identified the system level communications
concepts in UML that are necessary to the defmition of a system-level migration. Earlier
versions ofUML did not have the capability of modeling the communications and system
interactions that are required.
Parts of the UML are not used in this modeling effort because those parts describe
lower-level concepts that are appropriate to the definition of subroutines and programs.
The scope ofUML permits a full expression of the migration model, as described in this
dissertation.
The UML is a widely used tool for modeling both the hardware and software
components of computer systems, and for showing interactions within the software
system. UML has evolved, and has the capability of modeling the system actions and
interactions, presenting the concepts in a graphic and object-oriented format. It is a
language for expressing object-oriented concepts, and it is particularly appropriate for
expressing concepts that relate to 0 bject -orientation. Because much of the development
effort in current IT projects is object-oriented, the process of designing and implementing
a system migration is easier to analyze and use if the defmition of the migration process
is expressed in object-oriented terms. As Reed (1998) pointed out, UML is a notation
system, and it is not a language, not a model, and not a procedure. It is a system for
communicating concepts.
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Summary

In this chapter, the researcher defmed the events in the procedure for migration of a
legacy application to client/server or client/server/web. These events constitute the
framework of a procedure that can be amplified with specific details for each application
to which it is applied. The significant features of this procedure were that the migration
can be successfully completed, and the resulting application will meet defined user
requirements for processing and meeting workload deadlines. These two statements were
quite significant, because, as has been stated earlier, a high percentage of attempted
migrations failed, and of those that were at least conditionally successful, essential
operational features were frequently omitted or performance was severely constrained.
This dissertation addressed these issues, and defined the necessary characteristics for a
successful migration that was operationally and functionally complete and also scalable.
In addition, two other important issues were addressed, one being the migration of the
data from the mainframe system to the client/server or client/server/web target system,
the second being the modeling of the process.
The initial phase of the migration was the gathering of user requirements, including
the customary display and processing requirements, and the specification of processing
rates under specified loading conditions. This user requirements phase was fo llowed by
the partitioning and redesign of the system, with the intent to utilize component software
wherever possible. Testing followed, at both unit and system levels, with specific
emphasis on scalability testing. For mission critical applications, the final step would be
execution of the verification data, and comparison ofthe pre-migration results with the
post-migration results, as defmed by Sneed (1995).
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The data migration portion of the migration was studied carefully. The legacy
mainframe data must have been mapped to the client/server database(s), and the
required client/server schema must have been created to contain the new data
requirements. The migration is more than just the transference of data from a source to a
target, because the target (assumed to be SQL) database(s) have requirements that were
usually not present when the original legacy source database was constructed. Because of
these requirements, a direct transfer of data could encounter many errors, ranging from
the creation of duplicate rows to invalid data content in date/time, numeric or monetary
columns. Consequently, the data migration must have included data cleansing procedures
to prevent such errors, particularly since it was usually easier to correct the data before
entry into the database than to correct them afterward.
The data migration phase provided an opportunity to automate the reporting of
migration progress to end-user management and the migration itself. Typically, a data
migration would be scheduled, but as migration exceptions were encountered, the
migration would be temporarily suspended while knowledgeable personnel would
intervene to resolve the exceptions. For a migration to proceed as rapidly as possible, the
migration, data cleansing, and reporting must have been designed to function with
minimal personal intervention.
The procedure recognized the occasional need to wrapper one or more ofthe legacy
mainframe data sources as a programmatic object. This approach forewent the need to
migrate those data, because they would be directly usable by the target system. This
approach did not prohibit a subsequent migration of these data and their subsequent use
as native data sources on the client/server system.

120

Chapter 4
Results
There are two main results in this dissertation. The first of these is a textual version
ofthe procedure to accomplish the mainframe legacy system migration to client/server or
client/server/web, and the second is the same procedure displayed in UML. The focus of
this dissertation is on a model for the migration of mainframe systems in general to
client/server or client/server/web architectures.
This dissertation was written to develop a model of the performance of a system
migration from a legacy mainframe architecture to client/server architecture. Such a
migration is difficult to perform, as attested by the literature. In addition, migrations
many times are sub-optimally completed, in that important user functions are omitted or
perform inadequately, or system performance is inadequate. A complete analysis of the
overall procedure was performed to develop the solutions in this dissertation. The next
section, Guidelines for the Migration Project Manager, summarizes the essential
conditions for a successful migration.

Guidelines for the Migration Project Manager

1. Diminish the size of the migration unit to improve the probability of a
successful migration.
This principle is derived from Brodie and Stonebraker (1995). They stated that
as the granularity of the migration unit diminishes, the probability of success
increases. Thus, an important first step in the development of the model is to
reduce the granularity of the migration unit. The implementation of this
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guideline is the function ofthe system architect, who is ultimately responsible
for the overall system design.

2. Make only those technical changes to the program that are needed for the
migration.
This guideline originates with Sneed (1997) and Baum (1996). Both of these
authors stated that the actual program changes for the migration should be
limited to the technical, and Sneed stated that if additional, functional changes
are made, it would be quite difficult to perform a system validation. The system
validation is an important requirement for mission-critical applications. The
implementation of this guideline falls to all persons who are involved in the
migration, including the system architect, designer, and program developer.

3. Determine if the hardware, the operating system, and the RDBMS are each
scalable. All of these elements must be scalable.
Fryer (1998) and Rudin (1997) both provided information related to this
guideline, specifying the RDBMS. Further, Rudin specified the need for
scalable hardware and a scalable operating system. This guideline is important
because of the well-documented high cost of non-scalable systems, and also
because adoption of scalable design will reduce the later cost of making scalable
modifications. The implementation of this guideline is dependent upon the
system architect.

4. Plan to reengineer the system.
This guideline is derived from statements made by Furlong (1997), Bollig and
Xiao (1998), and Daly (1996). Bollig and Xiao performed system reengineering
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by treating the source system as a black box, but Furlong and Daly both
specified the reengineering to follow the gathering of user requirements and
specifications. The system architect must implement this guideline.
5. Gather user requirements and specifications.
As was mentioned above, this guideline is derived from statements made by
Furlong (1997) and Daly (1996). Daly's approach to system reengineering was
limited, specifYing an incremental approach, but without addressing data
migration. Because scalability is an important part of this model, the user
specifications must also include performance criteria. A consequence ofthis is
an expanded definition of user, including operational personnel, such as those
system operators and coordinators who must perform system backup and
restoration. The implementation of this guideline falls to the user interface staff,
but the responsibility is that of the project manager or the system architect. In
some organizations, this step may be performed by user interface specialists.
6. Identify and extract business rules.
Barnhart (1999) made this specification, as did Daly (1996) and Bollig and Xiao
(1998). This guideline principle results in easier system maintenance, and is a
form of making the system more modular and object-oriented. The system
designers and the program developers are the persons primarily responsible for
the implementation of this guideline.
7. Develop a system architecture, both hardware and software.
a. Decide whether specific datasets or tables are to be " wrapped" or
migrated.
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King (1997) discussed the creation of object classes or wrappers to contain
the existing source database, and considerations involved. The decision as to
whether specific datasets or tables are to remain on the existing platform has
far-reaching consequences, and is the responsibility of the system architect.
The two sub-topics of this item are related to the data contained in the
source database, but some of the criteria involved in making this decision
depends upon a number offactors, including but not limited to the expected
life of the existing platform, its capacity, the forecast usage of the system,
system reliability, and overall scalability.
i.

If the data are to be enclosed in an object wrapper, determine

how the existing data are to be validated and verified in the
existing legacy database.
Bohn (1997) discussed the need for validating data that is to be
provided to the target system through the use of an object wrapper.
This guideline item is easily overlooked, because the source data has
been driving the source system, perhaps very satisfactorily. Bohn
noted that data in existing systems may have been recorded without
the more extensive data validation that is important for client/server
systems. The person responsible for this function may be the system
designer or program developer. As Bohn noted, a thorough review of
the source system data must be completed before developing a data
migration scheme.
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11.

If the data are to be migrated, define the pre-migration data

validation and verification procedures.
Again, Bohn (1997) addressed the data validation requirement for
data that are to be migrated to the target system. Bohn specified the
validation itself, the automated correction of data that failed to pass
the validation, and the reporting of data status to the user, reporting
the status of the data as well as any data changes that were made due
to data validation failure. The responsible party for this function is
the system designer or the program developer. As was noted in the
preceding paragraph, the data contained in the source database must
be analyzed. However, because these data will be migrated into a

RDBMS, with presumably more severe data validity requirements,
data validation must be carefully performed. As Bohn stated, any
incorrect data should be corrected in the source database, although if
this is not possible, the validation may occur. It must be noted that
RDBMS data must meet precise data validity constraints,
particularly if they are to be used as primary or foreign keys, as
system indices, or partitioning constraints.

b. Identify and select middleware components.
Linthicum (1997b) noted the relevance of middleware selection, such as TP
monitors. The identification of these software components is largely based
on functional suitability, and is relatively independent of other issues such
as the determination of tiering. The number of middle ware components is
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related to tiering, but the placement of these components occurs in a the
system partitioning function. This function is to be performed by the system
architect or system designer, and is to be completed before the creation of
the development units.

8. Design a series of developmental units, organized to produce a
progressively developed system. Each of the following points are to be
completed for each developmental unit.
a. System design and partitioning.
King (1997) and Linthicum (1997a) addressed system design and system
partitioning. These two functional elements are closely related, and a change
to either could have a significant effect on the other. System scalability is an
important consideration for this step.
Although these functions will be performed for each developmental unit, the
overall system structure should be well-known before the initiation of this
function. This function is to be performed by the system architect, or the
system designer.

b. Program design.
Program design is included in this list of Guidelines because it is an
important and necessary part of the creation of the development unit, but is
not a significant part of this dissertation because it has been widely
addressed in many publications. It is important for it to be designed to be
scalable, be subject to incremental implementation, and be tested via a test
harness. Program design is the primary locus of the test hamess
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implementation. This function may be performed by system architects,
system designers, or program developers, and must precede the test harness
design, development and integration. This function is to be performed by the
system designer or the program developer.

c. Test harness design, development and integration.
Quinn and Sitaram (1996) described the use and development of the test
harness, and related functions, including development and integration. This
function may be unimplemented in system development activities, but has
significant importance in this model, because the test harness
implementation is vital to scalability testing. This function is the
responsibility of the system designer, but may be implemented by the
program developer.

d. Specification oftesting criteria.
Daly (1996) defined the need to gather user requirements for reengineering
the system. Testing criteria represent a distillation of those user
requirements, addressing the accuracy and completeness of important
processing functions. The system designer and program developer are the
persons responsible for meeting these criteria.

e. Specification of performance criteria.
When Daly (1996) specified the need to gather user requirements, the
common interpretation was the need associated with the accuracy and
completeness of processing, but user requirements, in the creation of a
scalable system, also includes the processing rate that a system must meet.
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The system architect is ultimately responsible for meeting these criteria, but
the system designer and program developer are also intimately involved.

9. Design the data migration procedures.
Bohn (1997) provided a defmitive specification of the data migration process,
identifying the specific functions that are required. In addition to the
functionality, data status reports must be provided to the user. The system
designer and the program developer are the persons responsible for the correct
data validation.

a. Validate the source data.
Bohn said that validating and correcting the source data is the preferred
solution to ensuring the correctness of migrated data. When the source data
is correct, the migration procedures perform at maximum efficiency, and
with minimum data loss. In addition, correct source data eliminates the
possibility of errors in the target database.

b. Correct any errors.
Error correction, as with the migration procedure itself, should be
automated, in order to eliminate the possibility of varied human errors,
especially under time constraints of a migration process. The results of any
error correction must be reported to the user, via reporting channels
established for the migration.

c. Transfer the data to client/server staging areas.
The extracted and corrected data must be transferred to the client/server
staging areas, ready for any additional work on the consolidated data, and
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followed by loading into the target database. This step is necessary to
provide data that is readily accessible for access at hardware speeds, and to
provide optimally-sized batches. Batch sizing is subject to constraints to
minimize possible rerun time and optimize loading times.

d. Load data onto the target database or data mart.
This step is the first occasion when the migrated data is addressed by the
RDBMS. Primary and foreign key construction may occur in this step, or
may be deferred to the following step for the building of indices. This
loading process must be constructed to ensure that foreign key reference
items exist prior to specification in the database. Partitioning criteria will be
honored, with the data being placed according to those criteria. Any
necessary "in database" error correction must be performed at this time,
before building indices or performing required aggregation.

e. Build necessary indices.
This step provides for the construction of additional indices, such as may be
required for adequate system performance. If aggregations have been
specified, the necessary aggregations would be performed at this time.
£

Produce "proof of migration validity" reports.
The [mal step in data migration is user reporting, showing proof of
migration validity. These proof reports would contain information on
records or rows migrated, records dropped, automated changes made, and
such specific balances or totals as would be pertinent for the application.
This step makes an important statement to the user that the migration is
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complete and correct. This step is equivalent to, but different from, the
program proof runs that verifY the accuracy of the migrated processes.
Supporting Analysis and Rationale.
This analysis begins with the need to migrate a mainframe legacy system to some
other hardware/software platform. In this dissertation, that target system is client/server
or client/server/web. This migration process has failed frequently, and has been reported
by a variety of authors. Yourdon (1998) reported that 25 percent of large, complex
projects are canceled before completion, and Ault (1998) reported on survey results,
wherein 80 percent ofthe survey respondents reported retrenchment on a client/server
project.
The foundation concept of a successful system migration was described by Brodie
and Stonebraker (1995). This principle, reflected in guideline 1, was that migrations
could be performed with markedly improved success rates if the size of the unit being
migrated is reduced to the point where a failure cannot occur. In conjunction with
reducing the size of the migrated unit, other principles also contribute to making the
migration more robust. For example, Sneed (1995) stated that when performing system
changes, one might make functional changes to the system, or might make technical
improvements to the application, but that the two types of changes should never co-exist.
Baum (1996) observed this same principle in a description of a mainframe to UNIX
migration, involving 15,000 COBOL programs. Baum also reported that one of the
criteria for the migration was to move programs without modification. These two
principles are reflected in guideline 2, above.
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The starting point for the migration is with the legacy mainframe system, probably
executing a combination of batch and on-line applications. Many of these batch systems
have inadequate system documentation or user documentation, and this has been
documented by Furlong (1997). Furlong noted that system documentation is sometimes
missing, may be inaccurate, and is frequently out of date due to installation of program
changes without the corresponding change to system documentation.
There are two documented approaches to performing a mainframe migration that
has inadequate system documentation. One approach was described by Bollig and Xiao
(1998), and invo lved treating the existing mainframe system as a large black box, and
redeveloping the application to produce the same results as the existing system. Another
approach is to reengineer the system, beginning with gathering user specifications (Daly,
1996), designing and partitioning the system (King, 1997; Linthicum, I 997a), and finally,
selection and installation of middleware (Linthicum, 1997b). Any approach to the
migration requires comprehensive system testing (Au It, 1996), and, for a system to be
scalable and function satisfactorily under widely varying load conditions, scalability
testing must be included. Rudin (1997) addressed the scalability issue, and Quinn and
Sitaram (1996) provided information on the subject of testing, automated testing, and the
use of test harnesses. The final issue in the migration of a system from mainframe legacy
to client/server or client/server/web is that of the actual data migration itself. Bohn
(1997), Bollig and Xiao (1998), Kimball (I 996a), Moriarty and Hellwege (1998) and
Williams (1997) all discussed this data migration. Voas (1997) addressed a related issue,
that of providing a data wrapper for those situations that require the continued use of the
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original legacy data, or for some cases in the orderly migration of mainframe data to
client/server.
The preceding paragraph provided a listing of the concepts of the system migration
model, and the authorities who provided important information related to the model.
These principles resulted in Guidelines 4 through 8, and this development is described in
more detail.
Brodie and Stonebraker (1995) framed the idea that the frequent failures in system
migrations could be reduced by reducing the size of the migration unit to smaller and
smaller sizes, until the migration unit was sufficiently small that it would not be possible
for the failure to occur. They expanded this idea, and showed its applicability in a number
of migration and system conversion scenarios, ranging from classical batch system
conversion to interactive online systems. In addition to reaching smaller system migration
units, they also included the use of object wrappers to function as data repositories
without the need to migrate the data source to a new platform at that time. In order to
apply this concept throughout the migration, every step of the reengineering process must

be taken with the thought that there must be either a failure-impossible design, or a
smaller simpler design than the present.
The next step in the migration process is that of whether to reengineer the system,
or merely transfer the system to the new platform. Bollig and Xiao (1998) described a
complex system that had 25 failed attempts to convert the system, using a variety of
techniques. The 26 th attempt was successful, and Bollig and Xiao attributed their success
to treating the existing system as a black box, and reengineering a new system to replace
it. Their approach and subsequent success is the origin of guideline 4, but is not limited
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to it. guideline 5, specifying the gathering of user requirements and specifications, was
one of the components of Bollig and Xiao, but also of Daly (1996).
Daly suggested a different approach, one that incorporated a stepwise procedure to
accomplish the system updating. In this procedure, the first step required the
development of a GUI front-end for the existing legacy system. The second step
incorporated the creation of client processes, on the client computer, to retrieve the data
from the legacy mainframe, perform any required processing on the client computer, and
display the results on the client computer. The third step involved the development of a
full client-to-client system, with clients sending and receiving data to and from other
clients. Daly's proposal thus sidestepped the use of a server.
This approach has advantages. One of these advantages is the seamless appearance
of the system during system development, because end-user training is simplified and the
users are not subjected to interfaces that change from time to time. A second advantage is
the comparatively quick introduction of the changed user interface; this aspect can be
valuable if the development staff is pressured by management to show results quickly.
Daly's approach also has disadvantages. Back-office processing was not addressed,
so one must conclude either that the back-office processing was migrated to the client
computers, or was eliminated in the migration process. Also, Daly did not recognize the
possibility offailure in any of the processing. In effect, it appears that Daly may have
been proposing the delivery of an incompletely tested system to the end-user. Finally,
Daly did not address the issues of data validation or of scalable processing, and a failure
in either of these areas could cause a system migration failure . Bohn (1997) observed that
legacy data might have been created and recorded with few of the data validation
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mechanisms that are cOJllillonplace in client/server systems. If these data are then
migrated, without validation, to a RDBMS, the result may be the creation of widespread
errors, with the possibility of system failure. A careful look at the system design process
would then require the validation and verification of the data in the existing legacy
database. Further, the migration of the existing legacy database to client/server may
require more effort than Daly anticipated. Bohn described the careful migration of data
from legacy system to client/server, and recognized inherent constraints in time, volume,
validation and database loading.
System scalability becomes an important system design component by default,
although it has not been deemed so important in the past. Fryer (1998) reported that data
warehouse volumes grow sixfold every 18 months, and this rate of growth forces the
issue of system scalability to be recognized and acknowledged. Fryer identified other
dimensions of scalability, including environmental complexity, user concurrency, and
RDBMS scalability. Rudin (1997) gave three dimensions of scalability, namely
functionality, data, and users. These three dimensions correspond directly to Fryer's
environmental complexity, data volume, and concurrent users. These two authorities, in
discussing scalability, provided the source material for guideline 3. Rudin addressed
operating system scalability, and its intimately related element, the hardware.
Fryer's environmental complexity dimension, corresponding to Rudin's
functionality dimension, identified the processing that needs scalability. In some cases,
the end-users were unaware that their system requirements changed as a result of the need
for scalability. The demands for accessing data that meet increasingly complex
constraints are part of everyday life, but the change may not be documented unless there
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is a formal review of user requirements. Without the documentation, system
administrators may be unaware of the change, even though the change has a direct effect
on system performance.
A brief review of the factors that directly influence the scalability ofa system is
sufficient to determine the importance of scalability. Recognizing the importance of
scalability is an important first step, and, according to both Fryer (1998) and Rudin
(1997), scalability cannot simply be purchased, as can, for example, additional disk
capacity. Scalability must be designed into the system, and then the scalability ofthe
resulting system must be verified by testing for performance under load. Because the load
must be reproducible, and must be controllable, perhaps to very high levels of
performance, the testing process itself must be automated. Present technology for
automating the testing procedure requires the use of a testing harness, carefully adapted
to the requirements of the application.
Rudin (1997) stated that the hardware, the operating system, the RDBMS, the
middleware and the application must all be scalable, and observed that, although all of
the components except the application can be purchased, the application development
must be done by the organization itself. That development must also be scalable, or the
system will not be scalable. The success of this effort can be verified only by testing for
scalability, with varying loads. Scalability testing has to be performed late in the
development cycle, because the majority of the system functions must be correctly
operative, for execution under the testing harness. Because the nature of testing is to
discover whether the system will perform satisfactorily under load, the load must be
widely variable, and the results of each test recorded. When test failures are encountered,
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the underlying cause must be identified and the system revised to eliminate the offending
restriction. In most system development work, rework and error elimination are relatively
straightforward, but this is not the case with scalability testing. Rudin noted that the
resolution of scalability test failures is not always straightforward, and sometimes
requires system redesign and redevelopment. A consequence of this redevelopment effort
is that the resolution may require disproportional amounts of time or effort.
Guideline 9 specified the detailed design of procedures for the migration of data
from the legacy system to the target client/server system. This guideline is not applicable
to the case when all of the data in the legacy system is to wrapped, and presented to the
target system without conversion. This situation exists, though it is not commonly
encountered.
The defined procedures in guideline 9 include all of the elements necessary for a
successful data migration. The literature provided insights into failures that can occur
during the data migration, and one of the authors, in particular Bohn (1997), provided
information about many of the concepts outlined in guideline 9. This dissertation
presents this information because a successful data migration is as important as a
successful program migration.
In this model for data migration, the first step is that of validating the source data.
Much data was recorded in legacy databases without strong data validation, and if this
data is to be migrated to a SQL RDBMS, it may be critical for data in key columns to be
correct before beginning the data migration. As Bohn (1997) noted, it is much easier to
Correct any erroneous data before the migration begins.
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Because some errors may not be detected until the migration begins, it will be
necessary for the migration procedures to correct erroneous data, and to report on these
corrections in the normal migration reporting procedures. The correction must be
automated to reduce the opportunity for the introduction of human error, to speed the
actual migration, and to have consistency in the changes that are made. Without
consistency in the error correction, it may be more difficult to detect and correct any of
these errors at a later date.
Following the correction of errors, the migrating data is to be transferred to the
client/server staging area. This placement allows for later treatment, such as data
consolidation, to be performed at hardware speeds that are usually significantly greater
than network speeds.
When this staging operation is complete, the data may then be loaded into the target
database or data mart. At this time, the RDBMS may construct primary and foreign keys,
or build data indices. Also, if physical partitioning of data is required, that operation is
performed at this time. As will all of the earlier steps, there must be comprehensive and
accurate end-user reports prepared, recognizing record or row counts, and preparing key
or field totals.
The last item specified by guideline 9 is the "proof of migration validity" reports,
that are a verification for the end user that all of the data was taken as input, that the
necessary data transformations were performed, and that the data are now operational in
the target database. These reports are the final step in the data migration process, and the
content is unique to each migration. The reports contain summaries of all of the
transformations made during the migration process.
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Events in the Migration Model
1. Sequence of events in developing the model
This model will defme a reliable approach to the migration of a legacy
mainframe system to client/server or client/server/web. Numerous articles and
reports attest to the complexity of the migration process, and to the all too
frequent failure of migration projects. One of the elements in the
implementation of a system migration, particularly the data migration, may be a
time window for the successful performance of the migration, and in some cases
it is critically important for the data migration to be completed within that time
window.
The sequences of some of the items in the model are obvious. However,
the number offailed migrations (Beizer, 1997; Weyuker, 1998; Bollig and Xiao,
1998; Ault, 1996) attest to the fact that this process is not straightforward.
Therefore, this model will be developed with the fundamental presumption that
there must be a full and accurate statement of just what is to be done to have a
successful migration, and that includes a careful sequencing of the migration
events.

2. The Reengineering Study
Sneed (1995) gave a concise description of the reengineering study, and
stated the need for the reengineering study to include financial justifications in
addition to the functional specification. Sneed (1995) supplied a four-point
statement on the advantages of software reengineering, listing maintainability,
migration, reliability, and preparation for functional enhancement. For the
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reengineering process itself, Yourdon (1996) stated that the process of defming
the business events and documenting the analysis requirements will probably set
the tone for the remainder of the phase. This statement emphasizes the
importance of performing the reengineering study in a careful, methodical
manner.
The reengineering study must identify the factors that are important to the
end-user. The required processing and the ease-of-use issues will not be
addressed in this dissertation, but other items, particularly those related to
system performance and scalability will be. For example, Linthicum (1997c)
states that many client/server projects fail because of poor system performance,
and that database architects all too frequently fail to consider performance until
the system is completed.
This researcher recognizes the historical requirements for a successful
migration as well as the present day requirements for successful system
performance. Because present day system requirements may require systems to
perform under wide ranges of workloads, and because the actual system loading
may change dramatically with the migration to the new system design, system
scalability has become an important factor in the satisfactory performance.
Rudin (1997) discussed scalable solutions, and noted that scalable solutions
must be designed to be scalable, and must be built, that they cannot be
purchased. Rudin (1997) also remarked on the differences between the
development of a traditional system, and the development of a scalable system.,
noting that the traditional system development approach is to fix the system
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specification and then develop the system to meet that specification. For a
scalable system, the specification may be under somewhat continuous
modification and development, and after the system is developed, it too may be
under continuous modification and upgrading.
In Figure 8, an activity diagram illustrates the Reengineering process. This
diagram shows lead-in processes of gathering the end-user requirements, the
identification and extraction of the business rules, followed by the identification
of the performance and system design requirements. These processes are
establishing the base requirements that the finished system must meet, and
usually would be performed only once for a system migration.
The next function to be performed is the creation of Development Units,
consisting of the business and system functions that must be developed together.
All of the Development Units, together, constitute the reengineering of the
entire system. A single Development Unit is a combination of the business and
system functions that can be concurrently developed and tested, and represents a
group effort. All of the Development Units, combined, fulfill the user
requirements. A single Development Unit is one step in the incremental
development described by Rudin (1997).
Each Development Unit represents a distinct set of functions that the
resulting client/server system must incorporate. They have been organized into
units so that the usability of the fmal system can be assured throughout the
development of the system. This system assurance rests upon two assumptions:
the first assumption is that the design of the system, through all Development
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Units up to and including the most current one, represents a true subset of the
target system; the second assumption is that if the subsystem, through the most
current one, does not meet scalability performance requirements, then the target
system will not meet scalability performance requirements.
Figure 8 shows the concept that is central to the model defmed in this
dissertation. That concept, stated by Brodie and Stonebraker (1995), is to reduce
the granularity of the conversion unit to the point that failure is not possible.
Each of the Developmental Units is one of the granules in the program
migration process, and therefore, the system designer and system architect must
have a clear understanding of the need to create Development Units sufficiently
small enough that the development cannot fail.
As Figure 8 shows, the process of implementing Development Units is
executed repeatedly, until all of the Development Units have been processed.
One must remember that each Development Unit includes program
development, unit testing, and scalability testing. By including scalability
testing from the beginning of development, it is possible to know, with
assurance, that performance specifications can be met throughout the
development process.
The classical waterfall development process has left scalability testing as
the last item to be measured, with the consequent result that when scalability
performance criteria are not met, the necessary system redesign and rework may
be either prohibitively expensive or the development window may not permit

the time to redevelop to meet those performance criteria. The result in these
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cases would be either a failed or seriously flawed migration. The model defmed
in this dissertation avoids this pitfall.
When the final Development Unit has been completed, the process is
essentially complete. There is a remaining step, that of performing the system
acceptance test. This system acceptance test must meet the criteria specified by
the user requirements, whether explicitly specified by the user, or implicitly
defmed as a result of other criteria. When system architect and system designer
have determined that the Development Units, as a whole, will meet user
requirements, and when the Development Units have been completed, the
system acceptance test becomes almost a formality. Everyone, architects,
designers, developers, and users, will all know in advance that the processing
will be performed, and that processing requirements will be met.
The purpose of the UML function of Figure 8 is to identifY the activities
that are included in system reengineering, beginning with the gathering of user
requirements, and extending through system acceptance. The iterative nature of
developing a system through incremental modifications may raise the question
about the extent and scope of the incremental work. This diagram shows the
presence and the limits of incremental implementation.

3. End-user processing requirements must include scalability factors.
Jernigan (1998) stated that system scalability needs to be defined from the
very beginning, because it cannot be an afterthought and added to the system
later. Other authors offered similar opinions. Thus, one ofthe end user
requirements is a clear statement of system scalability and performance
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Figure 8: Activity Diagram of System Reengineering
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expectations. The specification needs to be explicit and precise, such as the
number of concurrent users performing Task A with a specified response time, the
number of concurrent users performing Task B, again with a specified response
time. Linthicum (1997a) observed that each type of system user imposes a
different system load, and that all types need to be considered. If a computer
model is used to predict the system load, the introduction of this factor makes it
more difficult to perform the modeling, but the answer must be as realistic and
precise as possible. Background processing is just as much a requirement as
foreground processing and the performance requirements for background
processing also need to be defined.

It is important to look forward to near-term system requirements. Keeping
in mind Fryer's (1998) statement about the rapid growth of database systems, it
is reasonable to expect that the users of a newly upgraded system will fmd
additional tasks for it to support. Although any effort to quantny such additional
uses would be very imprecise, the potential should at least be recognized.
This section addressed the gathering of end-user requirements. End-user
requirements include all end-users, not just the immediate end-users, and may
include legal departments, to ensure that the organization operates within the
law, computer operations, to be confident that sufficient capacity is available
when needed. Each organization will have its own diverse group of end-users.
Because the gathering of end-user requirements has been described in broad
terms, this dissertation recognized the importance of those requirements, but
will not address them directly.
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4. Identification of business rules
Bischoffand Yevich (1996) noted that business rules in earlier systems
were embedded in the computer programs constituting that application, but that
current practice is to extract the business rules into a relational depository of the
rules. This has the dual advantages of defming the rule only once, and thereby
having confidence that all invocations of it are identical, and ofbeing able to
reference it or change it easily. The collection of the business rules into a single
location also helps with making incremental improvements to the system.
If the business rule is recorded as a function on the server or as an object
within the target system, the same advantages still apply, because there is still
only one source program function to maintain. Francett (1996) supported the
extraction of the business rules from the legacy source program, and their
location in a central repository.

5. Scalability system design requirements
Scalability concepts must be built into the system during the reengineering
phase of the migration. The proof of success in this effort will be found during
the scalability testing of the system.
Rudin (1997) identified scalability design issues: the selection of a
scalable RDBMS, and the elimination of bottlenecks. According to Rudin
(1997), software bottlenecks can be avoided by the use of three system and
programming techniques: replication, partitioning, and chunking.
Replication requires multiple invocations of the target software, whether it
is a program on either the server or the client, or a middleware component. This
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replication must permit execution by a CPU separate from the other invocations.
Because the function or object can be executed separately from other
invocations, the real or potential bottleneck is avoided. Rudin noted that this
approach works because it increases the bandwidth that is available to the
function.
Partitioning an application is usually involves separating portions of the
database so that these portions can be accessed separately, either onto different
volumes, or so that RDBMS access is via a different electronic path, avoiding
the bottleneck path. Although not mentioned by Rudin, this step of partitioning
effectively increases the tiering ofthe application by the number of additional
partitions. The approach, too, works because it effectively increases the
bandwidth that the function demands.
Partitioning is also the mechanism used when a TP monitor is introduced
into a system, as noted by Linthicum (1997d). As Linthicum stated, part of the
effectiveness of the TP monitor comes from the partitioning that is involved in
using it. An additional benefit of the partitioning function for a TP monitor may
result from a cost reduction due to using the RDBMS with markedly fewer
connections.
The third mechanism recommended by Rudin was chunking, and is most
effective when the bottleneck is associated with the use of a serial resource,
such as a database table that is recording a distinct control number for each
transaction. Chunking involves redesigning the bottleneck function so that
intermediate or temporary values are stored in memory, rather than being
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written to the serial resource database immediately. As Rudin noted, this
approach is effective because it reduces the amount of bandwidth that the
function requires.
Brobst and Robertson (1997) found that there were lirrrits to the scalability
of a single instance of an RDBMS, and that, in some cases, the only way to
achieve greater scalability was through the invocation of additional instances of
the RDBMS. The scalability testing of a system will identify critical
components.
Figure 9 shows the independent relationships of the scalability
requirements. Typically, real-time or on-line requirements are viewed as the
most demanding, with off-line requirements usually deemed less demanding.
Archive, system backup and other storage requirements had the least demands
on a scheduled basis, but may quickly become the most demanding when
restoration or recovery is necessary.
The UML diagram in Figure 9 presents the demands of various systems as
a Class diagram, specifically as applied to establishing system scalability. The
system demands in the diagram represent differing system requirements,
varying from the most stringent requirements, on-line and real-time systems, to
the least stringent. This diagram illustrates those demands and graphically
separates the requirements.
For the on-line criteria, the requirements are usually stated in terms of a
specified number of concurrent users, with those users producing a carefully
defined set of transactions in a defmed time frame. The transactions
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Figure 9: Class Diagram of Scalability Requirements
themselves are a realistic combination of each of the transactions that the
system will produce when in operation. The archival requirement may be almost
casual, with a specification expressed as restoration of a specified portion of the
data of a specified age or backup timestamp within a defmed window.
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6. Hardware and software architectural design
The architecture of the hardware and the software are closely related.
Design features of both affect the performance of the system. Rudin (1997)
describes system design and development, and continuously refers alternately to
hardware, than to software.
During the design process, the system architect must keep in mind the
need to do system level performance and scalability testing on the completed
product. Fryer (1998) noted that the selection of datamart-centric design versus
data warehouse-centric designs are major design decisions, and stated that
success of the project depends primarily on how well the database design
reflects the business use that will be made of the system.

In certain cases, system design begins with the selection of the hardware,
then moves to the network, and finally to the application software. With the
need to design a scalable system, this order may be revised. Rudin (1997) noted
that all of the components in the system must be scalable, and this single point
may change the focus of the selection process. Some operating systems may be
more scalable than others, perhaps through the support of multiple processors or
system clustering, and some hardware selections may allow more advanced
scalability, permitting hundreds or thousands of processors instead of tens of
processors. At the conventional next step, the selection or creation of the
application program, the choices suddenly balloon. The application modules
must all be scalable. Middleware selected for the application must be scalable.
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The selection of an n-tier design multiplies the number of combinations of
options, but does not affect the requirement that each component of the system
must be scalable. Each of the software components must be scalable, or the
resulting system will not be scalable. If a TP monitor is part of the design, the
tiering level is increased by that decision, and the TP monitor must itself also be
scalable.
Hardware, software, operating system, middleware and application system
considerations may require multiple iterations thorough the design process.
Multiple iterations are more likely to result when the target system is scalable,
such as this dissertation addresses. Rudin (1997) stated that critical portions of
the system must be designed and performance tested before developing
additional program functions.
The process of design is more complicated for legacy systems because
those systems were, in general, monolithic, with all of the software components
contained in a single executable module. King (1998) observed that the
monolithic executable predated the pervasive need to share data with a broad
range of others. Rudin (1997) stated that the system design for uniprocessor
systems was limited by the fact that the system was a uniprocessor system, and
that the present systems that have processors distributed throughout offer many
more options in the design ofthe system.
Partitioning of the application system is a part of system design.
Linthicum (I 997a) stated that database servers will become saturated at between
100 and 500 users, if the application is not partitioned. Brobst and Robertson
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(1997) stated that the two-tier model will not support more than 100 concurrent
active users. For the completed design to be effective, then, the system must be
partitioned. Middleware, made effective by partitioning, can be more easily
integrated into a system as a separate module, and module maintenance can be
performed more easily if the module is a middleware component.
There are two types of partitioning: program partitioning and data
partitioning. Gill (1996) refers to operational efficiency of partitioning data,
because the backup and restore functions are performed more quickly. Gill also
commented that some organizations prefer to not perform data backups because
those data are already in the functional system. Also, when data are partitioned,
more queries can access the data due to an effective increase in bandwidth.
Program partitioning occurs when functional processes are isolated from the
original monolithic design, and also when middleware, such as a TP monitor, is
added to a system. Both of these functions add tiers to a system.
The UML diagram in Figure 10 identifies the components of the design stage of
each of the development units, emphasizes the active nature of each, and shows
the requirement that the results be coordinated. It also shows the iterative nature
of the process, leading to coordinated approval of all of the designers involved.
Figure 10 shows the interactive effect of hardware, software, and
scalability design. A change to anyone of these items can have a significant
impact on each of the others, and a consequent effect on system performance.
Because of this interaction, this operation is performed by the system architect
and the program developer(s) in collaboration. This design function
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Figure 10: Activity Diagram of Hardware/Software/Scalability Design
must be repeated until all agree that the design is acceptable, but the
acceptability of the design does not determine the performance of the resulting
system. The proof of the scalability design is in the scalability testing, executed
as part of each development unit. If the scalability test requirements are not met,
the reasons for the failure must be identified. If the failure was due to program
design, that can sometimes be remedied with added program redevelopment, but
if the failure was due to a systemic flaw, this redesign step must be repeated
until all concerned are satisfied that the design failure has been eliminated.

7. Test bed construction
System testing must be performed carefully and consistently, recording all
results for later study. Testing should be formalized, according to Furlong
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(1997), and the results may be inconsistent if they are not formalized. System
testing, it must be noted, differs from program testing in that it is testing to
determine if system modules are compatible, or perform satisfactorily. System
testing begins after program or unit testing has been satisfactorily completed. As
Furlong points out, the lack of formalized test procedures may permit
exceptional cases to be released to operational status. Guderian, Leer and
Molini (1998) provided a definition of adequate testing procedures.

In order make the testing process more systematic, and to provide a sound
basis for performing scalability testing, an automated software testing monitor,
usually referred to as a test harness, should be used. The use of a test harness
provides a foundation for consistent testing that cannot be over-rated, for a
number of reasons. First, regression tests can be run as new program releases
are available, ensuring that old and previously fixed errors are not reintroduced.
Musa (1997) stated that regression testing should be considered as a unit test
function, but this view has obvious omissions. For example, a system
modification may require changes to multiple modules, all of which function
satisfactorily as program units, and satisfactorily pass regression test criteria for
each unit, but fail to function properly with each other. Second, when used for
scalability testing, the test harness can simulate a system load of hundreds or
thousands of concurrent users, a feat that would be difficult to organize with
human operators. Also, the timing of test operator input can be controlled
precisely, which would be impossible with human operators. Unfortunately, the
use of a test harness to organize and systematize testing does not ensure that the
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program modules that are installed for production execution are error free.
Guderian, Leer and Molini (1997) noted that significant program errors were
released into production, in spite of a carefully organized test procedure, but the
authors provided no additional information about the cause of this type of event.
Quinn and Sitaram (1996) identified a hardware component of testing that
may sometimes be overlooked, the required on-line storage to hold the data for
a series of test runs. The test data for mainframe legacy systems were
sometimes minimal, with only enough test cases to validate developer-identified
program logic. For comprehensive system testing in a client/server
environment, and particularly for the scalability testing of such an application,
the storage requirements are much more significant, because a few tens of
records are now quite inadequate. If scalability testing involves the simulation
of thousands of terminals, and each terminal must provide tens or hundreds of
transactions, the total requirement is easily in the range of hundreds of
thousands ofrows or records. Quinn and Sitaram (1996) also identified another
hardware limitation that might be quite important in a scalability test, and that
limitation is the CPU capacity ofthe computer driving the test harness.
Scalability testing a client/server system may require much more disk storage
than was needed for the legacy mainframe systems, and will defmitely require
much more CPU capability.
The result of considering these testing factors is to identify those elements
that must be included in the construction of the test plan and test bed. These
elements are unit and module testing, system testing, and scalability testing, in
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that order. Also, additional hardware requirements must be considered:
additional disk storage for scalability test input and output, and faster CPU
processing for driving the test harness and collecting the data from it.
Regression testing may be distributed between unit and module testing
(Musa, 1996) and system testing (Weyuker, 1998). It is clear that system
scalability testing cannot be attempted until the program(s) are functioning
acceptably under system testing, because the accumulation of accurate data
from scalability testing depends upon the program( s) functioning correctly
under differing test parameters. This phase of system testing represents the
development phase described by Rudin (1997), and follows the initial
development of the critical portions of the system to ensure that system
performance criteria are met.
8. The migration model
The elements of the migration model are listed in chronological order
below, with additional comments about each element following the list.
a. Definition ofthe reengineering study
b. Gathering of end-user requirements, including performance and
scalability requirements
c. Identify and isolate the business rules within the application

d. Identify performance and system design requirements
e. Perform the hardware and software architectural design, developing
critical portions ofthe system first for performance evaluation
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f.

Design the test bed/test harness, specifically including performance
and scalability testing

g. Develop programs for the largely automated migration of data from
the legacy system to client/server
Sneed (1995) defmed the importance ofthe reengineering study. Because
the reengineering study is the source of the justification of the project, which
justification is usually fmancial the reengineering study provides the basic and
fundamental reason for performing the migration from legacy mainframe to
client/server or client/server/web. Sneed also stated the need to change only the
platform-related issues, and to not change program functionality, or it would not
be possible to prove the validity of the migrated system.
Within the reengineering study, user requirements are gathered.
Commonly, the user information includes specifications about data elements
that are to be entered and manipulated. This dissertation does not address those
factors, but it is clear that the user must also provide performance requirements,
particularly requirements that specifY the required concurrent user load and
sensitive time-window requirements. Rudin (1997) indicated the need for
performance metrics to be precisely stated. Rudin also said that once the
performance metrics are provided, the test bed must incorporate tests for those
items, or else they are of no value.

9. Data migration procedures
The program migration by itself is generally insufficient, although in the
case where all of the data are obtained and updated through the use of object
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wrappers, the migration is not an immediate necessity. Excluding this particular
case, when all data are accessed through object wrappers, the data migration
itself is an important component of the migration.
The data migration provides several challenges in the automation of
procedures to access the original mainframe data. The procedures must validate
that data, correct any errors, where possible, transfer the data to client/server
staging areas, load the data onto the target database, data mart, or data
warehouse, build all necessary indices, and report migration results to the enduser. Bohn (1997) addressed this situation, and stated that it is much better to
correct the data at the data source than to attempt correction once the erroneous
data has been transferred into the target repository. This means that there must
be preliminary data cleansing procedures developed to access the source data,
determine whether or not they are valid, create entries to correct data where
possible, and report on those cases which cannot be corrected automatically.
All of these migration procedures must be considered for automation, with
attention to the realization that human intervention during such a migration is to
be avoided for at least two reasons. First, the sheer volume of data to be
migrated may prevent any effective human intervention. Any attempt to
manually resolve any exceptions to data validation might prove be ineffective.
Secondly, under the pressure oftime, human decisions to correct validation
errors may prove to be less than optimal. Bohn (1997) addressed these factors,
and also noted that a reconciliation must be performed at each step in the
migration process. This reconciliation may include record counts, totals of
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various numeric values, and other data identified by the end-user as a subject for
reconciliation.

10. Incremental implementation ofthe model
Rudin (1997) discusses the incremental implementation approach, and
how it differs from the traditional approach. In summary, these reasons reduce
to the following:
a. Scalable systems do not undergo a fixing of the target system design,
but instead permit continuous system development.
b. Develop critical portions of the system early, making sure that
performance metrics are met.
c. Develop remaining program functions, with testing to ensure that
performance metrics are still met.
Hurwitz (1997) also discussed the advantages of incremental change, but
considered it as a component of system design before migration rather than a
system philosophy during and after the migration. This outlook is valuable,
however, for determining which program functions care to be retained and which
functions should be discarded.

11. The migration model expressed as UML
All of the following UML models will be shown in project activity order,
rather than the objective focus employed earlier. This project activity order will
provide an "order of execution" to the diagrams. This portion of the migration
model, Figure II, shows the steps that are concerned with gathering
information, the identification and extraction of specific elements of that data,
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Define Scope of the Reengineering Study

Gather End-User Requirements

Identi1\l and Extract Business Rules

Identi1\l Performance and System Design Requirements

Figure 11- Activity Diagram of Study and Design Steps
and the collection and organization of that information into a repository of
system design information. Although these steps are preparatory. their results
affect all of the remaining steps in the model.
The defmition of the reengineering study is straightforward. Sneed (1995) provides
a four-step procedure that establishes a firm base for the reengineering study. These steps
are:
1. Project justification. This item establishes a business value for the project, and
creates a quantitative basis for comparing any project with any other project.
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2. Portfolio analysis. This item ranks the potential projects according to business
value and technical quality.
3. Cost estimation. The estimated cost is calculated by identifying and weighing all
of the software components to be reengineered.
4. Cost-benefit analysis. The costs ofreengineering are compared with the expected
maintenance cost savings and value increases.
The reengineering study is the first phase of the system migration process, and
provides the basis for making the decision to select one project instead of another.
Sneed's background was in industry, and this objective process of project selection
reflects the importance of having a firm foundation for decision making.
Gathering end-user system requirements is essential to the reengineering of the
system. This dissertation does not address gathering the data manipulation, the processing
information, user/system interactions, and other issues commonly considered to be enduser requirements. This dissertation does address the issues of system scalability, and the
need for the system to be functional in a comparatively short elapsed time. Rudin (1997)
stated that the information dimensions that are required concern data, users, and
functionality. That is, there will be more data, requiring more disk storage space, and the
hardware and operating system must provide for accessing that increased storage space.
There will be more concurrent users, requiring the hardware and operating system to be
able to expand to permit the addition of these users, and providing the CPU capacity for
supporting their requirements. Functionality of the system will grow, because the users
will discover new information-services needs to support the newly developed system.
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There are specific questions that address the future of each system, and these
questions can provide information for the system architect. These questions are about
both the present and future needs, including questioning how needs may change over
time, what future functionality might be needed that could be provided now, and a
projection of the user load in the future. Black (1997) provided performance related
questions for this portion of the model. For example, what performance criteria must the
system provide for the user? Must the information be provided in seconds, or in hours?
How much may the data grow in the foreseeable future? What time window is available
for projected background or batch processing requirements? What concurrent user load
is projected for the future, in terms of numbers of each user-type ? Rudin (1997) stated
that once these criteria are defined, they must be inserted into the test requirements and
the test harness, to ensure that they become a part of the functional system requirements.
Figure 12 shows the relationships of the development, test, data migration and migration
proof steps. The first and second elements may be performed several times, before the
test bed/test harness step is satisfactorily performed. This inter-relationship of the system
design and development and the test harness design and execution is a feature of this
dissertation that is non-existent in other design processes. Rudin (1997) noted that the
basic elements of the design are tested at once for scalability, before all of the supporting
program features are developed. If the scalability test processes are successfully
performed, additional requirements are added, and the testing cycle is again repeated.
This iterative procedure of development, test, and re-development is unique to the
development of scalable systems, and supports the development of processes that must be
scalable.
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Design Test 8edfTest Harness

Perform Iterative Development Unit Design Steps

Perfornn Iterative Development Unit work

Develop Programs for the Data Migration

Perform Accuracy Proof of Migration

Figure 12. Activity Diagram of Overall System Development
Other development processes may cycle through a repetition of development and
test, but scalable development involves not only unit and component development but
also system design. Thus, the design ofthe finished system will have been proven to be
effective and functional before subsequent development steps are undertaken.
The fourth element in Figure 12 is the development of programs for the migration
of data from the mainframe legacy system to client/server. Bohn and others stated that it
is important to correct errors at the source, and that the step of data cleansing should be
performed only when it is not possible to make this source correction. Bohn (1997)
provides an outline of the automated process, and is shown in Figure 13, following.
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1. Extract the data from the source system to intermediate schemas in a staging
area
2. Overall data cleansing and data transformation in the staging area
a. Perform record matching, eliminate duplicates
b. Perform primary and foreign key administration
3. Aggregate the load data as necessary
4. Migrate the load data from the staging area to the target database or data
warehouse
5. Load and index the data into the target database or data warehouse
6. Validate the data in the target database or data warehouse
In Figure 13, the first element is the extraction of the data from the data source, and
moving this extracted data to the intermediate schema. The intermediate schema contains
data structures specifically designed to facilitate this migration, and may in fact contain
elements both of the source data and of the target schema. The extraction is designed to
be just that, an extraction. Therefore, no data validation or data cleansing should be
performed in this step. This functional isolation is to make the data validation and
cleansing process a complete and standalone function.
The second element is the conversion ofthe intermediate schema data into the load
data. This process consists of two components, data cleansing and duplicate record
elimination. The data cleansing function is invoked only when necessary. If the
preliminary examination of the source data shows that the data are correct, data cleansing
is not needed. Thus, some elements of data may bypass data cleansing while others may
not. The process begins with data examination, and may involve several fields or
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columns of data for the determination of the correctness of a given field. If a field is
found to be correct, then there is no need to perform further work on it. If it is incorrect,
the remainder of the cleansing procedure is invoked. The second step in the cleansing
function is that of determining if the field or column is partly correct, and then studying
more closely the part that is in error. The third step is the actual correction ofthe error. In
the case of atomic data elements, this can be quite straightforward, but if the data element
contains an address, for example, the incorrect portion of the address must be isolated,
the correct value determined, and the data field reassembled.
Following any data correction, a record matching operation should be performed.
This step is, theoretically, not essential, but from a practical, operational viewpoint, is
quite necessary. A variety of operational situations result in the submission of multiple
copies of input data, and this step is necessary to identifY those cases, and eliminate the
multiple instances before introduction into the target database.
With the load data now corrected, Figure 13 shows that data aggregation can now
be performed. Data aggregation carmot be performed until the data are correct, or else the
aggregation would be incorrect and would necessitate dual correction steps, that of
correcting the original data and ofthe aggregation. This step is not necessary if the data
are to be loaded into a detail-level data warehouse, but is necessary if the data are to be
summarized for loading into a data mart.
The next element in Figure 13 is the migration of the load data into a staging area
for loading into the target database. In installations involving only a single server, this
step reduces to a simple copy operation, copying the load data to the server. In
installations with multiple servers, this operation includes the partitioning of the data
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Source Data to staging area

Data Cleansing and Transformation in Staging Area

Match Records, Remove Duplicates

Foreign/Primary Key Administration

Aggregate the Data

Move Data from Staging Area to Data Warehouse

Load and Index Data in Data Warehouse

Validate the Data in the Data Warehouse

Figure 13: Activity Diagram

or Data Migration

according to the partitioning requirements of the application, and the movement of the
partitioned data to the appropriate server. This copying step is necessary to eliminate,
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during actual data loading, the network or other relatively slow mechanism for moving
data to the server.
Bulk loading of the data is the next functional element of Figure 13. This step is to
be executed in a minimum of time, because during load time the database will be
unavailable for use, unless functional data partitioning permits unindexed data loading.
The data were loaded, earlier, onto the server so that this step could be executed without
the speed limitation oftransferring data over a network.
Following bulk loading of the data into the destination database, the new data must
be indexed for use in the database. When indexing is complete, the indices must be made
functional. Depending on the RDBMS in use and the requirements of the application, this
step may require that database to be stopped, and restarted, a relatively crude approach to
updating the operative indices. Alternatively, the RDBMS may perform a replacement of
in-memory indices, and continue running with no interruption to service. This step is
conceptually straightforward, but operationally complex for operations high-availability
applications.
The last step in Figure 13 is the validation of the data, the final step in the migration
process. Data validation is an important part ofthe migration, and provides assurance to
the user that the data are being migrated faithfully from the source to the destination. In
actuality, each time the data undergo a transformation, there must be a validation of the
data, reporting on input, output, exceptions, and the status and disposition of those
exceptions. The validation must be reported to the user at each step, and may require the
creation of a small subsystem to contain data exceptions, permit their existence to be
recognized and track them through the system. This element in Figure 13 appears only
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once, at the end of the migration process, but the validation operation is to be performed
at each data transformation. Because the data are usually viewed as belonging to the enduser, that user should be the one to receive the migration progress reports.
This migration process must be automated as fully as possible. Data migrations are,
many times, the final and highly visible step in the system migration process. As was
noted above, this process is one that is subject to a wide variety of errors, some trivial and
some severe. Some of the errors have root causes in hardware, some in software, and
others in the actual data content. Careful and effective management of this entire function
encourages the full automation of each step, because it is important that no steps be
bypassed, and that no human decisions be demanded on short notice and with a tight
operational schedule. Kimball (I 996b) and Williams (1997) suggested automation to
ensure that the end-user is kept informed about project status and to reduce human effort
during time-critical operations.
Figure 14 shows all of the processes in this model in relation to the other processes.
In this diagram, most of the individual activities are well known to system designers and
architects, with the possible exception of the process that organizes the requirements into
developmental units. Because most of these processes are so well known, this dissertation
will no t address them.
The process of organizing the user requirements into developmental units is an
important step in preparing for the remainder of the system development process, for
several reasons: These reasons are not necessarily derived from the literature. They may
be derived from the analysis of function usage, creating the foundation program functions
before the later procedures that use those functions.
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The developmental units, all together, are to satisfY the user requirements. The
design specifications that constitute each unit are the bedrock of the system, and must
vary according to the resources that are available, the time schedule that must be met,
and, perhaps most important, the ordering of the development process. It is quite apparent
that elemental functions must be developed before the processes that use those functions,
and this same principle applies to the development of program capabilities.
Another organizing principle for this process is that of redesign: If this unit fails to
meet the scalability requirements, how much redesign work will be required before
development and testing can be re-addressed? Because scalability performance is
required throughout the development cycle, if scalability performance requirements are
not met, solutions must be found in program redevelopment or in system redesign, or
both. In general, system redesign changes will require more recovery effort than program
development changes. It is important to remember that discovering scalability
performance problems at this stage is much better than discovering the same problems
when all of the development work has been completed, and the re-design and reprogramming effort would be much greater.
Parallel development is difficult for the project developed in this way. It is difficult
because the design work to achieve scalability for one unit may cause significant rework
in a development process already underway with a different team. There is no good
solution to this problem if the scope of the development units overlap. However, if the
scopes of the development units do not overlap, parallel development can proceed,
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Figure 14: Activity Diagram ofthe entire System Development Process
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and can be quite effective. This effectiveness, due to scope isolation, may depend on
partitioned databases, perhaps executing on separate systems. In such cases, the creation
of effective parallel development units may depend on the extent to which the designer
can isolate requirement issues.
Summary
This chapter presented the model for the successful migration of a mainframe
legacy computer system to client/server or client/server/web architecture. The model was
presented in two forms, textual and graphic. The textual version itself was summarized
into nine guidelines for the Migration Project Manager, and are listed below:

1. Diminish the size of the migration unit to improve the probability of a
successful migration.
2. Make only those technical changes to the program that are needed for the
migration.
3. Determine if the hardware, the operating system, and the RDBMS are each
scalable. If any ofthese elements is not scalable, that element must be made
scalable.
4. Plan to reengineer the system.
5. Gather user requirements and specifications
6. Identify and extract business rules.
7. Develop a system architecture, both hardware and software.
a. Decide whether specific datasets or tables are to be wrapped or migrated.
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I) If the data are to be enclosed in an object wrapper, determine how the
existing data are to be validated and verified in the existing legacy
database.
2) If the data are to be migrated, define the pre-migration data validation
and verification procedures.
b. IdentifY and select middleware components.
8. Design a series of developmental units, organized to produce a progressively
developed system. Each of the following points is to be completed for each
developmental unit.
a. System design and partitioning.
b. Program design.
c. Test harness design, development and integration.
d. Specification of testing criteria.
e. Specification of performance criteria.
9. Design the data migration procedures.
a. Validate the source data.
b. Correct any errors.
c. Transfer the data to client/server staging area.
d. Load data onto the target database or data mart.
e. Build necessary indices.
f.

Produce "proof of migration validity" reports.
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Chapter 5
Conclusions, Implications, Recommendations and Summary
This chapter develops the logical results from developing the migration model. The
items in this chapter are apart from the model, but are the distillation and crystallization
of those concepts. These items are the conclusive results from the analysis and research
for this dissertation.
Conclusions
These conclusions are based in the research material. Some of these conclusions
may be derived by straight-forward logic, but others depend upon the extraction of
factual data from a variety of sources, and weighing and considering the data and the data
enviromnent. These following conclusions are the direct result of the research.
1. It is concluded that it is possible to model a system migration from legacy
mainframe architecture to client/server architecture, with the migration being
performed dependably, and the target system meeting the processing
requirements and rates of the user. This conclusion is based on the assembly of
information from a diverse body of reasons and publications. The reasoning
begins with the approach of Brodie and Stonebraker (1995), who stated that
dependable migrations were possible, provided that the granularity of migration
effort was reduced to the point that failure could not occur. The face value of
this statement was simplistic, but the development ofthis concept was
comprehensive, and addressed the range of systems from the smallest to the
largest.

171

Chapter 5
Conclusions, Implications, Recommendations and Summary
This chapter develops the logical results from developing the migration model. The
items in this chapter are apart from the model, but are the distillation and crystallization
ofthose concepts. These items are the conclusive results from the analysis and research
for this dissertation.

Conclusions
These conclusions are based in the research material. Some of these conclusions
may be derived by straight-forward logic, but others depend upon the extraction of
factual data from a variety of sources, and weighing and considering the data and the data
environment. These following conclusions are the direct result of the research.
1. It is concluded that it is possible to model a system migration from legacy
mainframe architecture to client/server architecture, with the migration being
performed dependably, and the target system meeting the processing
requirements and rates of the user. This conclusion is based on the assembly of
information from a diverse body of reasons and publications. The reasoning
begins with the approach of Brodie and Stonebraker (1995), who stated that
dependable migrations were possible, provided that the granularity of migration
effort was reduced to the point that failure could not occur. The face value of
this statement was simplistic, but the development of this concept was
comprehensive, and addressed the range of systems from the smallest to the
largest.

172
2. It is concluded that the migration approach should be by reengineering,
enhanced by the use ofRAD tools and middleware, supported by automated
data validation and migration, with additional emphasis on system scalability
and reliability. This approach was recommended by Sneed (1995), Furlong
(1997), Gill (1996) and Harding (1995). Daly (1996) differed, and believed hat
a migration could be accomplished by an evolutionary process.

Within the reengineering study, end-user requirements must be gathered. These
requirements include identification ofthe data elements, definition of the actual
processing requirements, and determination of the processing rates that the
target system must support. Rudin (1997) directly addressed system scalability,
and stated that scalability must be built into a system from the beginnings of
design.

Daly (1996) favored an alternate approach, and defined a three-phase
implementation. In this case, the first phase invo lved the replacement ofthe
end-user interface with the final product, but retaining the legacy data source.
The second phase involved the conversion of the data source to the client/server
database but without using any of the SQL features to minimize network data
traffic or make the processing more efficient. The third phase implemented the
full client/server system, with the more efficient reduced network loading and
the server-side RPC functions and data summarization.
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Daly did not discuss possible failures in the first phase data migration, and also
made no mention ofthe relatively high network loading that this approach
would entail. Particularly because of the high network loading, but also because
of the omission of any discussion of data migration failure, this writer concludes
that Daly's approach is feasible for only a fraction of the applications that must
be migrated, and is definitely not feasible for any network application that has
more than a few tens of end-user terminals.
3. It is concluded that the user-requirements must include specifications not only
of the data manipulation to be performed but also the processing rate
requirements. Fryer (1998), Linthicum (1996, 1997a, 1997c), Rudin (1997) and
Hill (1997) stated this need. Although a body of formal studies have addressed
the user interface, and the human factors and data manipulation that must occur,
less emphasis has been placed on the processing rates that must be achieved,
perhaps because processing rates are very site dependent, and so were not
general system attributes. These processing rates are one measure of system
performance, and therefore are a factor of system scalability.
4. It is concluded that, following the gathering of end-user requirements, the
system design process must begin with application partitioning, repeated as
necessary to achieve scalability performance. King (1997, p. 63) defined
application partitioning as "breaking an application into components to improve
performance and effectiveness." Linthicum (l997a) said that effective
application partitioning depended on the system architect's awareness of the
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system processing demands for each type of user, noting that OLTP and OLAP
users impose different system loads, in turn affecting system scalability.
5. It is concluded that component software must be specified and used whenever
possible. King (1997) called for the specification of software components in
order to minimize the number of procedures to be developed. Linthicum
(I 997a) identified the advantages of using components to separate business

rules from application logic and thereby making the application more
maintainable. Bohn (1997) said that component software may be more scalable
and more reliable than software developed in-house because the component
developers may be more highly trained and more experienced than in-house
developers, and may be equipped with higher-quality software tools.

Component software can be added easily to a tiered system, such as the original
model of client/server architecture, which was a two-tiered system. A TP
monitor is one example of component software, and Brobst and Robertson
(1997) commented on the additional advantages that the use of a TP monitor
brings to a system. They cited improved performance, iso lation ofthe
application for the database for improved reliability, greater modularization,
much greater flexibility, and more efficient use of hardware, particularly of
network facilities. The more efficient use of hardware also provides for greater
system scalability.
6. It is concluded that program, component, and system testing must use designed
test data and testing harnesses, and that it is not possible to generalize either test
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data or the construction of test harnesses. Quinn and Sitaram (1996) discussed
test design, and identified test features that must be included when performing
scalability testing. They also provided background information on the factors
that lead to the use of test harnesses and automated testing in general. Yamaura
(1998) named specific approaches for the creation of effective test data.
Yamaura also recognized the importance of minimizing the quantity of test data
for conventional, non-scalability testing.
7. It is concluded that the system design and development process must include
scalability testing features and procedures. Rudin (1997) stated the need for
performing scalability testing early in the development cycle. One of the key
concepts contained in this model is that of building a functional nucleus for the
program, testing it for satisfactory performance, and cycling through this
develop/test procedure, adding features on each cycle, until the entire program
has been developed, tested and proven to meet scalability requirements. This
concept was put forward by Rudin, and ensures that the fmal system will be
both operative and meet performance criteria. This concept is, in the long run,
more economical in the use of human resources than the conventional system
that develop intensively and test for scalability only after all development work
has been completed. The conventional approach may require extensive rework
if the product does not meet performance criteria at the initial evaluation, which
could adversely affect both project cost and completion dates.
8. It is concluded that the source legacy data must be reviewed for correctness
prior to the beginning of the data migration. Bohn (1997) addressed the quality
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of data in the legacy database, and stated that, if at all possible, the source
legacy data should be reviewed for accuracy and then corrected if errors exist. If
it is not possible to perform this correction of the source data, then data
cleansing tools should be employed to correct the data.

Bohn noted that it is much easier to correct data in the legacy system prior to the
data migration than attempting to find erroneous data after it has been loaded
into an RDBMS database. This is the reason for the admonition to cleanse the
legacy source data. For the exception cases, those that cannot be corrected prior
to data migration, there are two solutions available. One of these solutions is to
build data cleansing programs, and the other is to purchase commercial
solutions. Bohn provided a number of criteria for commercial data cleansing
programs.
9. It is concluded that the data migration must be done through the use of highly
automated procedures and programs, with similarly automated data correction
capabilities and end-user reporting. Bohn (1997) and Rudin (1997) both stated
the need for automating the migration process as fully as possible.

The actual data migration process must be integrated with reporting data
migration status to the end-user at each step in the migration process. Various
processes have been used to automate portions of data migrations and
transformations, but system and data migrations present an opportunity for
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applying automation techniques to what has required, historically, a significant
amount of human intervention.

This concept of continuous and incremental change is significantly different
from the conventional "frozen specification" approach to system development.
In the conventional approach, the specifications are captured at a fixed point in
time, and system development proceeds using those specifications, with few or
no specification modifications until the system is completed. With continuous
and incremental development, there is never a time when the system is "put on
the shelf' and allowed to suffer business atrophy. With the existence of
continuous change, the test data and the test harness must undergo
corresponding changes in order to remain current.
10. It is concluded that the system architecture must remain open, and that system
maintenance must be by continuous incremental modification. This approach,
defined by Rudin (1997) and endorsed by Hurwitz (1997), is in accord with the
approach used for the development of the revised system, and is a continuation
of those system development concepts. The adoption of an incremental
implementation as a system maintenance concept will extend the usable life of
the system and will permit system maintenance that will more easily meet the
day-to-day processing requirements of the users.

An additional advantage of incremental implementation is the opportunity to
perform system maintenance with smaller increments ofprograrnmer time,
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without the need to schedule the larger blocks of time that would otherwise be
required.

Implications
These implications, derived from the research data, are the results of the research,
but less direct than the earlier-stated conclusions. They could be viewed as indirect byproducts. Nonetheless, they are an important part of this dissertation. Some of these
implications have a potentially large scope, others less so, but their application could
affect software system development as well as system migration.
It is implied that the conventional system development approach of fixing the

design specification, and then developing the system is inadequate to the general task of
developing systems. Rudin (1997) made this statement in non-specific terms. When
systems took years to develop, it was important to have a fixed goal, and not have to
adjust to a moving target. When systems can be developed in a much shorter time, by
using RAD tools and components to assemble functional system, it is less important to
have a fIXed goal, because necessary system changes can be accommodated more easily.
Because the system is tested under full load for satisfactory performance, and this
testing takes place throughout the system development cycle, when system development
is complete, there is no question about the adequacy of the system to meet performance
goals of speed, accuracy, or reliability. Previous system development efforts would focus
on program development and test, with no evaluation of program speed. When such a
system performed poorly, the only solution was to redesign the system for increased
speed, and redevelop the program(s); this approach was expensive, compared to the
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continuous cycle of test under load, development of additional functions, and repetition
ofthe cycle.
1. It is implied that systems be developed by incremental implementation. Again,
this concept originated with Rudin (1997), and was supported by Hurwitz
(1997). This approach to system development assumes that the system is never
fInished, that the next requirement for change is a part of the normal process of
incremental implementation. Hurwitz applied the concept of incremental change
to the process of data cleansing. That approach was to make a beginning at
cleansing the data, and proceed through the database incrementally, avoiding
any attempt to correct all of the erroneous data. By taking an incremental
approach, the quality of data in the database is improved without large resource
investment.
2. It is implied, by the development of this model for the migration of a legacy
system to client/server system, that follow-on procedures be developed for the
migration of a legacy system to an 00 system. The breadth and scope ofUML
should facilitate the automated generation of the 00 system, and, eventually,
the 00 migration tools. Fichman and Kemerer (1997) analyzed several cases
relating to the adoption of 00 technology, and found that the technology was
capable, but that there were signifIcant barriers, particularly economic and
training, to the adoption of 00 technology. Yourdon (1996) affirms the steady
migration from conventional system and program development to the use of 00
technology.
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Recommendations
These recommendations have a primary focus on some of the processes involved in
system migration, in particular those processes that require extensive experience,
thoughtful consideration of the particular system design parameters, and a measure of
trial and error. From an analytical point of view, these functions that are primarily
subjective, provide an opportunity for the development of procedures that will reduce the
subjectivity and lead to straightforward development of the applicable modules or subsystems.
1. Successful partitioning, both data partitioning and application program
partitioning, are, at present, highly intuitive functions. This research for this
dissertation revealed opportunities for improvements in the system development
process. Successful partitioning for either of these domains results in an
application that executes more quickly and efficiently, sometimes by an order of
magnitude or more.

Although data partitioning was discussed by Brobst and Robertson (1997), Gill
(1996), Jernigan (1998), Kanoun, Kaaniche and Laprie (1997) and Rudin (1997)
and program partitioning by King (1997), Linthicum (1997a) and Ritter (1998),
both of these endeavors require understanding and intuition on the part of the
system architect. Especially because of the magnitude of the effect of
successful or unsuccessful partitioning, there is a need for a disciplined
approach to partitioning both data and programs. The evolution of a discipline
into a programmatic entity would be desirable.
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The development of a discipline for partitioning may depend on better ways of
recording and conveying system knowledge. UML provides an important
capability that may be useful in this capacity.
2. It is recommended that an automated procedure be developed for the
implementation of test harnesses, because test beds/test harnesses are timeconsuming to implement. The more comprehensive the test requirements, the
longer the time that is required for the test harness to be developed. Quinn and
Sitaram (1996) described the use of test data and test harnesses, and made it
clear that there are non-trivial human efforts required to implement such
facilities. They repeatedly noted that more benefit is realized if more effort is
invested in the design and construction of the test fucility.

Maintenance to a program that is tested via a test harness may also require
maintenance to the test harness, again involving more developer or architect
time. Quinn and Sitaram (1996) remarked on this requirement when comparing
shrink-wrapped test data with custom-designed test data. In related material,
Yamaura (1998) discussed the requirements for creating effective test data, and
those requirements may be an effective starting point for the automated creation
of test data.
3. It is recommended that an automated procedure be developed for the inspection
and checking of test harness logs and test session output, partly from a need for
greater speed and partly from a need for greater precision. This
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recommendation also results from statements made by Quinn and Sitaram
(1996). This researcher believes that the use ofUML may enable a positive
outcome ofthis recommendation. The successful development of such
automated procedures may very likely depend on the existence of automated
inference mechanism that draw extended inferences.
4. It is recommended that data validation tools should be developed or purchased
for the legacy source platform, to improve the data quality of the source data.
Bohn (1997) stated that the source database(s) should be cleansed prior to data
migration, and that legacy data were more likely to be erroneous because data
validation procedures were less rigorous for those database(s).
5. It is recommended that additional research be devoted to the automated
development of software tools for several areas: data validation, data cleansing,
and data migration. For data validation, such tools would analyze the data that
are contained in a specified database, and determine the (probable) correctness
ofthe fields or columns in the database. Bohn (1997) emphasized the need for
valid data before beginning any data migration, and, historically, the data
validation and data cleansing have been time consuming.
6. It is recommended that there be additional investigation ofthe automated
analysis of end-user requirements, leading to the automated design of scalability
design and testing. In this area as well as some noted earlier, extended
automated inferences are required before scalability design can be addressed.
This researcher sees this recommendation as a natural follow-on of the
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development of recording end-user requirements, and a precursor to automated
system design.
7. It is recommended that there be additional study of system development
procedures in order to develop systems that have defmitely more accurate data.
This improvement in data accuracy could be evident through improvement in
any or all of the ways that data errors may occur, namely missing, invalid, or
erroneous. The ideal situation would be for all data to be correct, but this goal
does not appear to be either realistic or attainable.
Summary
This dissertation shows that system migrations, particularly from a legacy
mainframe platform to client/server or client/server/web architecture, can be performed
with an increased opportunity for success, and that the resultant system can be designed
and developed in a comparatively short time frame, meeting processing requirements and
rates. The resulting system can be reliably forecast to be accurate and reliable, to meet
forward-looking performance criteria, and to be more readily modified than earlier
systems. Brodie and Stonebraker (1995) initiated this concept by showing a way to
migrate systems and eliminate the possibility of system failure in the migration.
The design and development of an effective system migration is dependent upon
several orderly system development processes. In order, these processes are the
performance of an end-user requirements assessment, the iterative design of a system for
client/server architecture and testing of that system for scalability acceptance. As each
iteration of system performance is completed, additional processing features are added

184
before repeating the testing cycle. This concept of iterative development was described
by Rudin (1997), and is fundamental to this dissertation.
Following the design and development of the new system, the data migration subsystem must be designed and developed. This data migration sub-system must
incorporate data cleansing, ifthe data are not sufficiently accurate, and automated
procedures for the actual data migration and end-user reporting of the migration results
and status. Bohn (1997) and Rudin (1997) discussed these concepts in considerable
depth. In the cases where the source data are retained on the original system, and
accessed in the target system via an object wrapper, at least two variations must be
considered. The fIrst is that the use of the original data within the client/server system
may impose unexpected data requirements on the source system, for data validity and for
performance. The second is that the use of an object wrapper for the data may be an
interim, albeit long-term, solution, and that data may need to be migrated because it
cannot be permanently maintained on the source system.
Bohn (1997) referred to the need for automated procedures for the migration of the
data from the source system to the target system. Several reasons were given for this
requirement, including 1) the need for speed in the cases where the migration window in
time-limited, 2) the need to eliminate human intervention due to the potentially large
numbers of interventions that might be required, and 3) the need to reduce the possibility
of human error under time pressure. Included in these automated migration procedures
are the correction of all erroneous data that are to be used as either keys or indices, the
correction of other data that may be missing or in error, the control balancing of all initial
input and fmal outputs to the migration process, and the reporting to the end-user of the

185
number and control values of data introduced to the migration, and similar reporting of
similar information on the data released to the target data repository. Obviously, if any
data are removed from the system for any reason, an appropriate notation and reporting
entry must be made, to maintain the accuracy of the end-user control reporting.
For this migration process, Bohn (1997) enumerated the locations of the data during
the migration process, but did not discuss the system design problems that might be
encountered in the process. An initial problem is the selection or creation of an overall
system control mechanism that has access to the source data and the target data. In some
installations, there is only rudimentary communication between the systems. In others,
although message communication may exist, there is no communication of control or
executable procedures or programs. Thus, in the general case, it may be difficult to install
an overall automated procedure for the migration of data. A second difficulty may appear
as the absence of a satisfactory control language or mechanism to use A third problem
area may be the creation of a satisfactory balancing mechanism. A fourth relates to the
reintroduction of data that were deleted from the migration.
Certain components of this process are outside the scope of this dissertation. These
components include the detail concerns and procedures for the development of the enduser interface, the selection of the programming language(s) to be used for system- or
installation-specific procedures, and the training of end-user and system administration
personnel in the operation of the system.
The use of this methodology for the development of a system establishes a base
system that is to be repeatedly modified to meet the continuing needs of day-to-day
business data processing. Some systems experience stagnation, due to the relative

186
difficulty of making system changes. A system that is designed in accordance with the
principles defmed in this dissertation will be less expensive to maintain than systems of
earlier generations, and will have a much longer effective and working life.
In this chapter, the results of this research have been presented. The conclusions
show that it is possible to construct a migration model that will, in fact, provide the
direction for a system migration from legacy mainframe to client/server or
client/server/web, and for this system migration to be performed successfully.
This successful migration is defmed as performing the required processing at
specified processing rates and providing system scalability. All of these factors are
defined in advance, and measured throughout the migration process. This approach
avoids the unpleasant surprise of a migrated system that performs the required
processing, but cannot do it quickly enough, nor can it be easily modified to provide the
required performance. It provides the opportunity for the system developers and their
management to know, throughout the migration process, that the migration is proceeding
according to plan. For the instances in which problems are encountered, the nature ofthe
problem is apparent to all, and is visible in a comparatively short time. This higher
visibility permits a more timely and less expensive correction.
It is possible to model a successful system migration, where success is measured by

correct functioning, timely processing, and an architecture that permits the rapid
development of additional system modifications. This dissertation has presented that
model.
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