The development of circuit devices can involve both physical and computer simulation experiments. Here, we discuss statistical solutions for both design of the physical experiment and optimization for the calibration of the computer model. In both cases, we can view the problem as one of optimization, and we rely upon treed Gaussian processes to model the data and guide our design choices.
Introduction
This chapter describes work in the development of a new circuit device, and is part of a collaboration with scientists at Sandia National Laboratories. Circuit devices need to be tested for various capabilities during the development phase, in order to eventually create a device that will be effective in a range of operational environments. Both physical and computer simulation experiments are used. Our work here focuses on two parts of this process: creation of the design for the physical experiment, and optimization during the calibration of the computer model. Our key statistical tool is the treed Gaussian process.
The goal of our collaborators was to both "calibrate" and "validate" computer models of the electrical circuit devices. These models can then be used for the next stage of the design process. In this context, calibration uses data from physical experiments to inform upon uncertain input parameters of a computer simulation model (Kennedy and O'Hagan, 2001, for example). Model parameters are tuned so that the code calculations in the simulator most closely match the observed behavior of the experimental data. Accurate calibration both improves predictive capabilities and minimizes the information lost by using a numerical model instead of the actual system.
In contrast, the validation process is applied in order to quantify the degree to which a computational model is an accurate representation of the real world phenomena it seeks to represent (Oberkampf et al., 2003) . Validation is critical to ensure some level of predictive capability of the simulation codes so that these codes can be subsequently used to study or predict situations for which experimental data are unavailable due to environmental or economic limitations. Model validation is a major effort regularly undertaken by numerous government agencies and private companies. Our role as statisticians focused on the calibration aspects, and did not deal directly with validation.
Circuit Experiments
The circuit devices under study are bipolar junction transistors (bjt), which are used to amplify electrical current. They exist in both PNP and NPN constructions (Sedra and Smith, 1997) . Twenty different such devices were studied; in this chapter we present results only for a few of them. For example, we will consider the bft92a, which is a PNP, and the bfs17a which is an NPN. The primary interest is in understanding current output as a function of the intensity of a pulse of gamma radiation applied to the devices, where the current output is characterized by the peak amplitude reached during the experiment.
Because of the physical setup of the experiment, a particular testing facility is capable of only a rather limited range of possible radiation doses, so experiments were run at three different facilities to span a broader range of possible dose rates. Although in principle the relationship between dose rate and peak amplitude should not depend on the facility, some of the results do appear to show a facility effect. Experimental runs were done at three different temperature settings. The scientists do allow for the results to depend on temperature, and they have separate computer simulation models for each temperature. Further details on the physical experiment are available in Gray et al. (2007) .
The physical experiment is accompanied by a collection of computer simulation models. These radiation-aware models are built on a Xyce implementation of the Tor Fjeldy photocurrent model for the bjt. Xyce is an electrical circuit simulator developed at Sandia National Laboratories (Keiter, 2004) , and the Tor Fjeldy photocurrent model is described in detail in Fjeldy et al. (1997) . The model input is a radiation pulse expressed as a dose rate over time. The corresponding output is a curve of current value over time which reflects the response of the electrical device. This curve is summarized by its maximum value. The model also involves 38 user-defined tuning parameters. It is these parameters that need to be calibrated using the physical data so that the simulator output is as close as possible to the results from the physical experiments. All bjts share a basic underlying model and the same computer simulator can be used to approximate their behavior, with only changes to the parameters required.
Treed Gaussian Processes
Treed Gaussian processes are a highly flexible and computationally efficient model for spatially correlated data, as well as for more general functions. They combine standard Gaussian processes with treed partition models, producing an effective semi-parametric non-stationary model. In this section, we start with a brief review of Gaussian processes, cover the basics of treed Gaussian processes, then discuss their use for adaptive sampling in computer experiments and for optimization. Additional details are available in the appendix.
Gaussian processes are the standard model for creating a statistical emulator of the output of a computer simulator (Sacks et al., 1989; Kennedy and O'Hagan, 2001; Santner et al., 2003) . A Gaussian process (GP) specifies that the set of responses z(x 1 , . . . , x m ) at any finite collection of locations x (which could be spatial locations or multivariate inputs to a computer model) has a multivariate Gaussian distribution. In general, we can write z(x) = µ(x) + w(x) where µ is a mean function and w(x) is a zero mean random process with covariance C(x j , x k ). Typically we will assume stationarity for the correlation structure, and thus we have C(x j , x k ) = σ 2 K(x j , x k ) where K is a correlation matrix whose entries depend only on the difference vectors x j − x k . Sometimes a further assumption of isotropy is made, and then the correlations depend only on the distance between x j and x k , typically specified with a simple parametric form (Abrahamsen, 1997) . We take the mean function to be linear in the inputs, µ(x) = β ′ x. We also use a small nugget to allow for noisy data, for smoothing, or for numerical stability. For more details on GPs, we refer the reader to Cressie (1993) or Stein (1999) . Herein we use the separable power family for the correlation structure, with a separate range parameter d i in each dimension (i = 1, . . . , m X ), and power p 0 = 2 to give smooth realizations:
Standard GPs have three drawbacks that affect us here. First, they are computationally intensive to fit, with effort growing with the cube of the sample size due to the need to invert the covariance matrix. Second, GP models usually assume stationarity, in that the same covariance structure is used throughout the entire input space, which may be too strong of a modeling assumption, or else they are fully nonstationary and too computationally expensive to be used for more than a relatively small number of datapoints. Third, the estimated predictive error of a stationary model does not directly depend on the locally observed response values. Rather, the predictive error at a point depends only on the locations of the nearby observations and on a global measure of error that uses all of the discrepancies between observations and predictions without regard for their distance from the point of interest (because of the stationarity assumption). Thus there is no ready local measure of lack-of-fit or uncertainty, which will be needed for sequential experimental design (adaptive sampling).
All of these issues can be addressed by combining the stationary GP model with treed partitioning, resulting in what we call a treed Gaussian process (TGP). The input space is partitioned into disjoint regions, with an independent stationary GP fit in each region.
This approach provides a computationally efficient way of creating a nonstationary model.
It reduces the overall computational demands by fitting separate GP models to smaller data sets (the individual partitions). The partitioning approach is based on that of Chipman et al. (1998 Chipman et al. ( , 2002 , who used it to develop the Bayesian Classification and Regression Trees.
Reversible jump Markov chain Monte Carlo (Green, 1995) with tree proposal operations (prune, grow, swap, change, and rotate) allows simultaneous fitting of the tree and the parameters of the individual GP models. In this way, all parts of the model can be learned automatically from the data, and Bayesian model averaging through reversible jump allows for explicit estimation of predictive uncertainty. It also provides a smooth mean fit when appropriate (as the partition locations are also averaged over, so the mean function does not exhibit discontinuities unless the data call for such a fit). We provide more details in the appendix, and also point the reader to Gramacy and Lee (2008a) . Software is available in the tgp library for the statistical package R at http://www.cran.r-project.org/web/ packages/tgp/index.html (Gramacy and Taddy, 2008; Gramacy, 2007) .
Adaptive Sampling
When each datapoint is difficult or expensive to collect, either because a physical experiment is involved or because the computer simulator takes a long time to run, it is important to choose the sample points with great care. One needs to select the set of design points that will provide maximum information about the problem. Traditional methods for experimental design involve starting with a specific model then creating a design of all of the planned runs. If a simple enough model is chosen, or enough assumptions about parameter values are made, then optimal designs can be found in closed form. For more complex cases, optimal designs are found numerically. Various optimality criteria lead to designs such as A−optimal, D−optimal, maximin, maximum entropy, and Latin hypercube designs. A good review of the Bayesian literature on optimal designs is provided by Chaloner and Verdinelli (1995) .
However, such an approach is not readily amenable to learning about the process as the data are collected. The concept of sequential experimental design is less well-developed, but work has progressed in some areas, such as computer experiments (Sacks et al., 1989; Santner et al., 2003) . By updating the design after learning from each new observation (or each new batch), one can better deal with lack of knowledge about model parameters, or even about the model itself. Here we are concerned about learning both the tree structure and the GP parameters during the experiment, and so direct application of optimality criteria is not feasible. Some additional background on experimental design is in the appendix.
In selecting design points sequentially, we want those which will provide the most additional information, conditional on the data we have already collected. Because we are fitting a fully Bayesian model, we can consider the predictive variance as a measure of our uncertainty. Thus one way to define the amount of information we expect to learn from a new datapoint is to look at the expected reduction in squared error averaged over the input space. This approach was developed in the active learning literature in computer science by Cohn (1996) . This expected reduction in global error for a proposed new samplex under a GP model can be expressed as:
where y represents the input space, σ 2 is the overall variance,σ 2 x (y) is the estimated (posterior) predictive variance at y whenx is added into the design, and
with f ′ (x) = (1, x ′ ), and k(x) a n−vector with k ν,j (x) = K(x, x j ), for all x j ∈ X. Refer to Appendix 4 for definitions of the other quantities, e.g., W and K. For a treed GP, this expression is evaluated within partitions each MCMC iteration and the result averaged across the whole MCMC run. For points in separate partitions, there is no change in predictive variance. More details on this derivation are given by Gramacy and Lee (2009) . In practice the integral is evaluated as a sum over a grid of locations.
Searching for the optimal design point over a multi-dimensional continuous space is quite difficult and computationally expensive, so we restrict our attention to a smaller set of candidate points that are well-spaced out relative to each other, and then choose the best point from our candidate set. To obtain a well-spaced set, we return to standard optimal designs, such as maximum entropy designs, maximin designs, and/or Latin hypercubes.
This approach is then easily extensible to choosing more than one point, either because a physical experiment is being done in batches or because an asynchronous parallel computing environment is being used for a computer experiment. Since the points are spread apart, a simple approach to choosing n b design points for the next batch is to just select the n b points in the candidate set with the highest ∆σ 2 (x) as per Equation (2). A better approach, if computational resources allow, is to choose the first design point as the one with the highest ∆σ 2 (x), then to add a pseudo-datapoint at this chosen location with value equal to its predictive mean value and to recompute Equation (2), choosing the second point as the one that maximizes this among the remaining points in the candidate set. This approximation has the effect of reducing uncertainty in the local region of the first point, so that the second point will typically be selected from a different part of the input space. This process is iterated until n b design points are obtained.
Sensitivity Analysis
Global sensitivity analysis (SA; not to be confused with local derivative based analysis) is a resolving of the sources of output variability by apportioning elements of this variation to different sets of input variables (Saltelli et al., 2000) . In large engineering problems there can be a huge number of input variables over which the objective is to be optimized, but only a small subset will be influential within the confines of their uncertainty distribution.
Thus global SA is an important (but often overlooked) aspect of efficient optimization and it may be performed, at relatively little additional cost, on the basis of a statistical model fit to the initial sample. Variance-based SA methods decompose the variance of the objective function, with respect to an uncertainty distribution placed on the inputs, into variances of conditional expectations. These provide a natural measure of the output association with specific sets of variables and provide a basis upon which the importance of individual inputs may be judged.
We will concentrate on two influential sensitivity indices: the first order for the jth
, and the total sensitivity for input j,
Here, f denotes the objective function, x −j is the input vector excluding the jth input, and all expectations and variances are taken with respect to the uncertainty distribution placed on x. The uncertainty distribution may be any probability function defined over the input space, but we will assume that it consists of independent uniform distributions over each (bounded) dimension of the input space. The first order indices measure the portion of variability that is due to variation in the main effects for each input variable, while the total effect indices measure the portion of variability that is due to total variation in each input. Thus, the difference between T j and S j provides a measure of the variability in the objective function due to interaction between input j and the other input variables. A large difference may lead the investigator to consider other sensitivity indices to determine where this interaction is most influential, and this is often a key aspect of the dimension-reduction that SA provides for optimization problems. Refer to Sobol' (1993) and Homma and Saltelli (1996) for a complete discussion of the properties and derivation of variance-based SA indices.
The influential paper by Oakley and O'Hagan (2004) describes an empirical Bayes estimation procedure for the sensitivity indices; however, some variability in the indices is lost due to plug-in estimation of GP model parameters and, more worryingly, the variance ratios are only possible in the form of a ratio of expected values. Likelihood based approaches are proposed by Welch et al. (1992) and in Morris et al. (2008) . The technique proposed here is, in contrast, fully Bayesian and provides a complete accounting of the uncertainty involved.
Briefly, at each iteration of an MCMC sampler that is taking draws from the TGP posterior, output is predicted over a large (carefully chosen) set of input locations. Conditional on this predicted output, the sensitivity indices can be calculated via Monte Carlo integration.
In particular, Saltelli (2002) describes an efficient LHS based scheme for estimation of both first order and total effect indices in such situations, and we follow this technique exactly.
That is, the locations chosen for TGP prediction are precisely those prescribed in Saltelli's approach. At each MCMC iteration, after calculating Monte Carlo estimates of the integrals involved conditional on the TGP predicted response, we obtain a posterior realization of the variance indices. The resultant full posterior sample then incorporates variability from both the integral estimation and uncertainty about the function output.
Apart from the variance-related quantities, another common component of global SA is an accounting of the main effects for each input variable, E[f (x)|x j ] as a function of x j .
These can easily be obtained as a byproduct of the above variance analysis procedure, again through Monte Carlo integration conditional upon the TGP predicted response.
Optimization
In Section 1.2.1, TGP prediction was used to guide the intelligent collection of data, with the goal being to minimize the predictive variance. An alternative goal would be one of optimization -it is not the entire response surface which is of interest, but rather only the minimum (or maximum) response point on this surface. In this case, although TGP prediction still forms the backbone of our inference, we need a different objective function and a different sampling approach.
Statistical methods are useful in optimization problems, particularly where the function being optimized is best treated as an expensive black-box, i.e., each function evaluation is relatively costly to obtain (physically or in computing time), and no additional information about the function (such as parametric form or gradient evaluations) is available. Creation of a statistical surrogate model, or emulator, of the black-box then allows optimization on the cheaper statistical model, reducing the need for expensive full evaluations (Booker et al., 1999) . The most direct application of this approach would have statistical prediction fully determine the search for an optimum input configuration, and the most prominent example of this strategy is the Expected Global Optimizer (EGO) algorithm of Jones et al. (1998) .
The method is designed to search the input space and converge towards the global minimum.
At each iteration, a GP is fit to the current set of function evaluations and a new location for data collection is chosen based upon the GP posterior expectation for the improvement statistics:
where f best is response corresponding to the current best point in the search. The location with maximum expected improvement is chosen for evaluation, and following evaluation the GP is then fit anew to the data set augmented by these results. Schonlau et al. (1998) provide an extensive discussion of improvement statistics. The key to success for this algorithm is that, in the expectation, candidate locations are rewarded both for a near-optimal mean predicted response as well as for high response uncertainty (indicating a poorly explored region of the input space). Hence, the posterior expectation for improvement provides an ideal statistic to inform intelligent optimization.
For this particular project, our collaborators were interested in not simple global point optimization, but rather robust local optimization. Cost and time constraints often make it infeasible to execute a search of the magnitude required to guarantee global convergence (such as EGO). On the other hand, purely local optimization algorithms will fail on highly multi-modal problems where one can easily get stuck in poor local optima. Furthermore, in engineering applications (such as that discussed herein) it is essential to avoid local solutions on a knife's edge portion of the response surface, where small changes in the input lead to large changes in the response.
Thus, the problem at hand may be characterized as robust local optimization -we need to find a solution with a response that is close to the global optimum, while using many fewer iterations than a truly global search would require. The proposed solution is to combine existing local optimization methods, for quick convergence, with TGP statistical prediction, to give the algorithm a global scope. Briefly, a local optimization search pattern is periodically augmented with locations chosen to maximize the TGP predicted expected improvement.
The TGP generated search pattern consists of m locations that maximize (over a discrete candidate set chosen through some space-filling design) the expected multi-location improvement, E [I(x 1 , . . . , x m )], where . Taking This simplifies what would have itself been a complex optimization problem, and has the added benefit of defining an order to the list of m search locations.
Finally, although our general hybrid optimization approach will work with any local pat-tern search algorithm, the local optimization scheme used here is the asynchronous parallel pattern search (APPS) (Kolda, 2005; Gray and Kolda, 2006) developed at Sandia National Laboratories. APPS is a derivative-free optimization method that works by evaluating points in a search pattern of decreasing radius around the present best point. Software is publicly available at http://software.sandia.gov/appspack/. The primary stopping criterion is based on step length, and APPS is locally convergent under mild conditions. In addition, APPS is an efficient method for finding a local optimum when already in the neighborhood of this optimum. By combining it with a TGP emulator, we can more quickly find the correct neighborhood. Thus we use more points chosen by TGP early in the optimization process, 
Experimental Design
Calibration of the circuit devices under study consists of a minimization of a loss function for the distance between simulated current amplitude curves and experimental data. Before turning to the optimization problem in the following section, it is necessary to physically test the devices. The goal of this calibration is to obtain a single simulator parameterization for each device that will provide accurate current amplitude curve predictions under a variety of different physical situations. In particular, simulation will be required at different temperatures, for different radiation dosages, and at different DC voltage bias levels for the relevant complex system composed of the circuit devices. Thus the experiment design should provide as full a picture as possible of the device performance over the space defined by these three physical variables. Although device performance is completely characterized as a current amplitude curve, the peak amplitude provided a univariate output which the experimentalists felt would be representative of the device behavior at different input variable values.
For each of 20 circuit devices, historical testing had yielded a bank (approximately 50 observations per device) of existing data for device current amplitude behavior at various levels of temperature, radiation dosage, and bias. The experimentalists requested a list of 150 additional variable location vectors for testing. Although, in each case, the underlying input variables are continuous (and unbounded over the region of interest), the limitations of physical experimentation reduced the possible input values to three temperature levels, six dosage levels, and five bias levels. Hence, the space of potential experiment input locations consisted of a 3 × 6 × 5 = 90 point grid. These factor levels correspond only to the setup configuration; actual temperature, dosage, and bias amounts for each experiment are measurable and will be in the neighborhood of the specified input configuration, but will not be exactly the same as designed.
The experiments are performed in batches, with five circuit devices grouped together on each of four different boards. Due to the difficulties inherent in finding a design that is optimal for each batch of five circuits, one device was chosen to be representative of each board and the experiment was designed around this single device. There is random noise in the results, and the data already include replication at individual input vectors. The list for additional testing locations should include replication where necessary to reduce the overall variance of output (peak amplitude) predictions. Results for two of the devices, bft92a and bfs17a, are shown in Figure 1 . The predictions shown in the left hand figure expose a discontinuity in the log peak amplitude surface which occurs for log dosages between 20 and 21. Although the exhibited results are conditional on a temperature of 75 Celsius and a bias of zero, similar behavior was discovered at other parameter configurations. The posterior mean for error reduction, ∆σ 2 (x) as defined in (2), from additional testing at a single new point x, is plotted in the right hand panel. We see that ∆σ 2 (x) is substantially reduced following the additional testing, with significant room for variance reduction only for x in the zone of discontinuity and at the boundaries. Finally, we note that the complex surfaces shown in the left hand figure mean that significant modeling gains are available by using treed Gaussian processes instead of more traditional stationary models.
Calibrating the Computer Model
The second part of this project focused on calibration and validation of a computer simulation model for the circuits. Numerical simulation is increasingly used because of advances in computing capabilities and the rising costs associated with physical experiments. In this context the computer models are often treated as an objective function to be optimized, and this is how they were treated by our collaborators. The challenges inherent in implementing this optimization are characterized by an inability to calculate derivatives and by the expense of obtaining a realization from the objective function. Fast convergence of the optimizer is needed because of the cost of simulation, and a search of the magnitude required to guarantee global convergence is not feasible. However, it is important to be aware that these large engineering problems typically have multi-modal objective functions, so we want to avoid converging to low quality solutions. Thus we combine the local optimization method APPS for quick convergence with TGP to help provide a more robust solution, as described in Section 1.2.3.
The goal here is to find tuning parameter values for the Xyce simulator that lead to predicted current output that is as close as possible to the results obtained in the physical experiments. Here "close" is defined through a squared-error objective function:
where N is the number of physical experimental runs (each corresponding to a unique radiation pulse), T i is the total number of time observations for experiment i, E i (t) is the amount of electrical current observed during experiment i at time t, and S i (t; x) is the amount of electrical current at time t as computed by the simulator with tuning parameters x and radiation pulse corresponding to experiment i. Since each physical experiment may result in a different number of usable time observations, the weights of the errors are standardized so that each experimental run is counted equivalently. We note that the traditional statistical approach would also include a term for model discrepancy. However, our collaborators did not want such a term, as the mathematical modelers want to know what the best fit is for their model, and then they intend to address any remaining discrepancies by updating the physics in their model.
Because of the need to do both calibration and validation, only six experimental runs were used for each calibration, with the remaining datapoints saved for the validation stage.
For each circuit device and each temperature setting, the six points were chosen to be representative of the whole set of data collected, and were selected by fitting a six component mixture model. The selection details are not needed herein, we just treat the six points as the available data, but if the reader is interested, the details are given by Lee et al. (2009) .
The simulator involves 38 user-defined tuning parameters for modeling current output as a function of radiation pulse input. Through discussion with experimentalists and researchers familiar with the simulator, 30 of the tuning parameters were fixed in advance to values either well known in the semiconductor industry or determined through analysis of the device construction. The semiconductor engineers also provided informative bounds for the remaining eight parameters. It is these eight parameters which are the inputs for our objective function (5). These parameters include those that are believed to have both a large overall effect on the output of the model and a high level of uncertainty with respect to their ideal values. Figure 2 shows the results of an MCMC sensitivity analysis, as described in Section 1.2.2, based on a TGP model fit to an initial Latin Hypercube Sample (LHS) of 160 input locations and with respect to a uniform uncertainty distribution over the bounded parameter space. All of the eight parameters appear to have significant effect on the objective function variability, although the main effect and first-order plots indicate that some variables are only effective in interaction with the other inputs. These higher-order interactions create challenges for optimization. In addition, the posterior mean main effect plots alerted the researchers to the possibility of optimal solutions on the boundaries of the input space (especially for x 2 and x 7 ) and will provide valuable guidance for checking the validity of the calibrated simulator.
The objective function (5) was optimized using both APPS by itself and the hybrid algorithm TGP-APPS. In the case of the hybrid algorithm, a LHS of 160 points was used to provide and initial fit for the TGP. The wall clock time and the number of objective function evaluations corresponding to each device and each optimization algorithm are shown in Table 1 . Figure 3 shows simulated current response curves corresponding to each solution and to the initial guess for tuning parameter values, as well as the data, for a single radiation pulse input to each device. Results for the other radiation pulse input values exhibit similar properties.
In the case of bft92a, the solutions produced by the two optimization algorithms are practically indistinguishable (they appear on top of each other in the figure) . However, the APPS solution required over seven times as may functional evaluations, leading to much additional computational expense and elapsed time. The gain of the hybrid algorithm here is in its ability to move the search pattern quickly into better areas of the input space. We note that even if we started with the hybrid algorithm without an initial LHS (and starting from the same initial parameter vector as for APPS), it only takes about two more hours (a total of 15.8 hours) to obtain an equivalent solution through TGP-APPS -still a huge gain over APPS alone.
For the bfs17a device, the difference in the resulting response curves is striking and illustrates the desirable robustness of our hybrid algorithm. The response curve created using the parameter values obtained by APPS alone differs significantly from the data in overall shape. In contrast, the curve resulting from the parameters found by TGP-APPS is a reasonable match to the experimental data. These results suggest that the APPS algorithm was unable to overcome a weak local minimum while the inclusion of TGP allowed for a more comprehensive search of the design space. Note that the time results support this, as they show that the APPS algorithm converged relatively quickly. The extra computational cost of TGP-APPS is well justified by the improvement in fit. Of course, it is still clear that the simulator is not completely matching the data, and at this point we suspect that there is an inherent bias in the simulator. A complete statistical calibration would thus require the modeling of a bias term, as in the work of Kennedy and O'Hagan (2001) . However, for our purposes in this project on optimum control, both our collaborating modelers and Table 1 : For each bjt device and each optimization algorithm, the number of objective function evaluations and total wall clock time required to find a solution.
experimentalists were quite happy with the robust solution with respect to minimization of the provided objective function that TGP-APPS was able to find.
Further Discussion
We have illustrated how the treed Gaussian Process (TGP) model can be useful for spatial data and semiparametric regression in the context of a computer experiment for designing a circuit device. We have seen how the model can be used towards sequential design of (computer) experiments (via Bayesian adaptive sampling), sequential robust local optimization (with the help of APPS), validation, calibration, and sensitivity analysis all by simply sampling from the posterior distribution. In both optimization and experiment design, full posterior sampling combined with recursive iteration allowed us to use univariate prediction to optimize multivariate criteria.
Some of the models and methods described herein have also been used to design a computational fluid dynamics computer experiment for a rocket booster at NASA (Gramacy and Lee, 2009) , and have been validated as competitive regression and spatial models on numerous synthetic and real data sets (Gramacy and Lee, 2008a,b; Gramacy, 2007) . TGP is indeed a flexible model with many potential applications. However, one limitation is that the current methodology only supports real-valued inputs and responses. An adaptation of these methods to support categorical inputs and outputs promises to be a fruitful future direction of research.
Allowing categorical inputs will widen the scope of regression and design applications that can be addressed by the model. While the GP part of the model can easily handle binary-encoded categorical inputs on its own, it represents a sort of overkill. For example, a separable correlation function with width parameter d i will tend to infinity if the output does not vary with binary input x i , and will tend to zero if it does. Clearly, this functionality is more parsimoniously served by partitioning, e.g., using a tree. However, in a TGP implementation the tree will never partition on the binary inputs because doing so would cause the resulting design matrices at the leaves to be rank deficient. So without special care, any benefits of a divide-and-conquer approach (e.g., speed) to a non-parametric (TGP) regression with categorical inputs are lost. Once a careful implementation has been realized, one can imagine many further extensions. For example, including latent variable categorical inputs could enable the model to be used for clustering.
Extending the methodology to handle categorical responses will allow TGP to be applied to problems in classification. Separately, treed models and GP models have enjoyed great success in classification problems. Adapting treed models for classification (e.g., CART) is straightforward, whereas adapting GP models is a bit more complicated, requiring the introduction of O(nk) latent variables where k is the number of classes. A combined modeling approach via TGP has the potential to be as fruitful for classification as it is for regression.
It will be exciting to see how this extension develops, as well as accompanying methods for adaptive sampling, optimization, validation, calibration, and sensitivity that can be developed along side.
Appendices
A. Broader Context and Background
A1. Treed Gaussian Processes
Here we provide more background on treed Gaussian processes, with further details available in Gramacy and Lee (2008a) . First, the structure of the tree. We partition the input space using a tree, along the lines of models such as CART Breiman et al. (1984) . Such a tree is constructed with a series of binary recursive partitions. variable, any arbitrary axis-aligned partitioning structure can be achieved. The restriction of axis-alignment allows us to build models in a computationally efficient manner, without losing too much modeling flexibility. Arbitrary partitions would require significantly more computing resources. We denote the whole tree structure by T and the leaf nodes by η ∈ T , each of which represents a region of the input space. A prior for the tree is defined through a growth process. We start with a null tree (no partitions, all of the data is together in a single leaf node). Each leaf node η splits with probability a(1 + q η ) −b , where q η is the depth of η ∈ T and a and b are parameters chosen to give an appropriate size and spread to the distribution of trees. Further details are available in Chipman et al. (1998 Chipman et al. ( , 2002 . Here we use the default values of a = 0.5 and b = 2 from the R package (Gramacy and Taddy, 2008) .
The tree recursively partitions the input space into into R non-overlapping regions {r ν } R ν=1 .
Each region r ν contains data D ν = {x ν , Z ν }, consisting of n ν observations. Let m ≡ m X +1 be number of covariates in the design (input) matrix X plus an intercept.
For each region r ν , the hierarchical generative GP model is
with F ν = (1, X ν ), and W is an m × m matrix. The N , IG, and W are the (Multivariate) Normal, Inverse-Gamma, and Wishart distributions, respectively. Hyperparameters µ, B, V, ρ, α σ , q σ , α τ , q τ are treated as known, and we use the default values in the R package. This model specifies a multivariate normal likelihood with linear trend coefficients β ν , which are also modeled hierarchically. Each region is fit independently (conditional on the hierarchical structure), which gives this approach some similarity to change-point models.
The GP correlation structure within each region is given by
, where K * ν is the separable power family given in Equation (1) and g is the nugget term. Our choice of priors encodes a preference for a model with a nonstationary global covariance structure, giving roughly equal mass to small d representing a population of GP parameterizations for wavy surfaces, and a separate population for those which are quite smooth or approximately linear:
[Ga(d|α = 1, β = 20) + Ga(d|α = 10, β = 10)].
We take the prior for g to be exponential with rate λ.
In some cases, a full GP may not be needed within a partition; instead a simple linear and we use the R package default values of (γ, θ 1 , θ 2 ) = (10, 0.2, 0.95). More details are available in Gramacy and Lee (2008b) .
A2. Experimental Design
The basic ideas for experimental design in computer experiments follow those of standard experimental design, i.e., one wants a relatively small set of points that are expected to provide maximal information about parameters for a particular choice of model. For a GP, as with most models, one generally wants to spread out the points, as each observation gives a fair amount of local information because of the smoothness properties of the GP model.
Approaches include maximin distance, Latin hypercube, D-optimal, maximum entropy, and orthogonal array designs (McKay et al., 1979; Santner et al., 2003) . In general, no replications are planned when the computer simulator is deterministic.
With computer experiments, it is natural to move on to sequential collection of data, i.e.,
Sequential Design of Experiments (DOE) or Sequential Design and Analysis of Computer
Experiments (SDACE) (Sacks et al., 1989; Currin et al., 1991; Welch et al., 1992) . Depending on whether the goal of the experiment is inference or prediction, the choice of utility function will lead to different algorithms for obtaining optimal designs (Shewry and Wynn, 1987; Santner et al., 2003) .
In the machine learning literature, sequential design of experiments is often referred to as Active Learning. Two approaches applied to Gaussian processes are that of Cohn (1996) described in the main text (maximizing the expected reduction in average squared error) and that of MacKay (1992) , which chooses the new point as that with the largest standard deviation in predicted output. While the Mackay approach is simpler, it is also more localized, and less useful in the presence of heteroskedasticity.
B. Computations
We fit these models using the tgp package in R (Gramacy and Taddy, 2008) . A tutorial is provided by Gramacy (2007) . The core of the package is based on C++ code that employs reversible jump Markov chain Monte Carlo to fit both the tree structure and the GPs in each of the partitions. By averaging across the Markov chain realizations, estimates of the posterior mean and of predictive intervals are obtained. This averaging includes the tree structures, and as a result, we typically obtain smooth posterior mean fits because of mixing over the location of partitions.
Conditional on a tree structure, most parameters can be updated via Gibbs sampling.
The linear regression parameters β ν and their prior mean β 0 all have multivariate normal full conditionals. The data variance parameter σ 2 and the linear variance parameter τ 2 are both conditionally inverse-gamma, and the linear model covariance matrix W is conditionally inverse-Wishart. Correlation parameters d and g require Metropolis-Hastings updates. The tree structure itself is updated with reversible jump steps: grow, prune, change, swap, and rotate. The first two require care in accounting for the change of dimension, while the latter three are straightforward Metropolis-Hastings steps. More details on estimation and prediction are available in Gramacy and Lee (2008a) . It can be helpful to standardize the data before running the R code, so that the default parameter values are reasonable.
