Abstract. Gödel's System T is the simply typed lambda calculus extended with numbers and an iterator. The higher-order nature of the language gives it enormous expressive power-the language can represent all the primitive recursive functions and beyond, for instance Ackermann's function. In this paper we use System T as a minimalistic functional language. We give an interpretation using a data-flow model that incorporates ideas from the geometry of interaction and game semantics. The contribution is a reversible model of higher-order computation which can also serve as a novel compilation technique.
Introduction
We present a data-flow model of functional computation, where a single token (the run-time system) travels around a fixed network (the program). Computation begins with an empty token at the root of the network, and it ends when the token returns back to the root with the result. The token is deterministic (at any choice point in the network the token has enough information to proceed in a unique way) and reversible (the token can turn back on itself, to re-trace its steps exactly to undo the computation done).
Gödel's System T (see e.g., [6] ) is an applied typed λ-calculus. It is a functional programming language supporting higher-order functions, pairs and projections, numbers and an iterator. It can express all the primitive recursive functions, and up to the so-called 0 functions. Ackermann's function is included in this set, so its expressive power is sufficiently large to make it interesting. We present a simpler version of System T, called Linear System T [2] with the same expressive power but with a syntax more suited to our needs.
The data-flow interpretation uses ideas developed for linear logic [4] . Specifically, the geometry of interaction (GOI), which models the dynamics of the logic using paths in networks. The GOI machine [9] was a concrete realisation of this idea, originally given for PCF, where an ad-hoc solution was given for base types. To make the data-flow idea work for System T, we need to provide a general reversible interpretation of base types (numbers), which are the data constructors, and also iterators. The need to provide a solution to these points distinguishes the work from others that are related to this, for example [1] gives a general theory of reversible computation through reversible combinators but does not deal with base types in this way. Our approach is also quite different from other reversible functional (which are often first-order), or higher-order, languages, for instance the reversible SECD machine [8] . To summarise, the main contributions are:
-A (reversible) GOI-style model of computation for Gödel's System T.
-An implementation of the model that is a direct compilation into current hardware (essentially directly to assembly language). -An interesting side effect of this work is an implementation technique that uses an exceptionally small (in terms of space) run-time system in some cases, thus can open up applications to embedded systems, for instance.
Overview. In the next section we give some background material on System T and the geometry of interaction. Section 3 gives the definitions of the token and network structure needed to model System T and a compilation into these networks. In Section 4 we briefly look at some properties, and in Section 5 we discuss some implementation aspects. Finally, we conclude in Section 6.
Background
We use a specific version of System T, which is equivalent to the standard presentation (see e.g., [6] ), but has a linear syntax. We assume familiarity with the λ-calculus, and refer the reader to [3, 7] for standard notations and concepts. In [2] it was shown that System T can be presented using the linear λ-calculus without losing any computational power. This linear System T was called System L. Essentially, that work illustrates that it is possible to duplicate and erase in System T either using the λ-calculus or the iterator. We simplify the presentation with a variant of System L, that includes numbers as primitives, and gives a simple reversible model. The set of terms is given by the following grammar:
where n ranges over natural numbers, and x ranges over a finite set of variables.
The let construct is a way of splitting the pair so that we have access to both components. Numbers are included, so that we can write n for S n 0. The typing rules (Figure 1) show the valid terms; note that the type system captures the linearity constraints, for example x must occur in t in the abstraction rule. We can now write simple functions, for example: add = λmn.iter m (λx.Sx) n, mult = λmn.iter m (add n) 0, two = λf x.iter 2 f x and finally Ackermann's function: ack = λmn.(iter m (λgu.iter (Su) g 1) (λx.Sx))n.
For reference, we define the reduction rules, thus giving an operational semantics to the language. This is also useful for a correctness result of the token interpretation that we give later.
Definition 1 (Reduction). Reduction can take place in any context:
For simplicity, we assume substitution t[v/x] is a meta-operation corresponding to the explicit substitution defined in [2] . We only consider evaluation of programs, that is closed terms of base type. In this way, all programs give a number as a result. The following main properties that we need for this paper (see [2] for the proofs) are:
Data-flow and the geometry of interaction. The starting point for the dataflow model comes from the geometry of interaction, which was first set up as a semantics for linear logic [5] . In [9] this is used as an implementation techniqueessentially mapping the model to assembly language. This idea was extended to cover the language PCF. Here we use some similar ideas, but our focus is on building a simple data-flow model based on the linear calculus.
We build networks out of nodes and edges. Each node is labelled and has a fixed arity that specifies how many edges can be connected to it. The point of connection between the edge and the node is called a port. The ports of a node are ordered, and we use the label • to give the position of the first port to make clear the orientation. Edges connect two ports together (potentially on the same node) with the constraint that only one edge can be connected to each port. Edges may also connect to one port only in which case we say that it is a free edge. The networks that we build for our programs always have one unique free edge that we call the root of the network.
A token travelling on this network moves from port-to-port along the edges, and is transformed and directed by the nodes: the nodes are routing devices. Consider the following example network that uses two occurrences of a node m of arity three, connected as shown. In this example, t 0 is the starting token, and it is moving to the right. The node m will transform the token to t 1 and direct it towards the second node. The second m node will transform the token to t 2 and direct it along the edge as shown:
Depending on the port of arrival, the token will be inspected by the node, then modified and re-directed. In this example, t 0 is directed along the edge as shown, and it will be modified to remember where it came from: the righthand edge of the m node. Token t 1 can now change direction and because it has information about where it came from, it can return to t 0 and forget the information it had. Equally, t 1 could continue moving to the right, and this time the second m node will do exactly the same transformation and use the information to direct it to t 2 . A simple stack of left (l) and right (r) labels can be stored in the token to achieve this: when arriving from the left or right, push l or r on the stack. When there is a choice, go in the direction indicated by the top of the stack, and pop the stack. In the example above, if t 0 is the empty stack, t 1 will hold r and the token t 2 is again the empty stack. This travel is deterministic, and reversible.
In the next section we define the structure of the token, and define the different nodes that we need to encode System T. Each node is defined by giving the transformation and re-directions of the token.
Encoding
Here we define the nodes for the network together with the token interpretation. We also give a compilation of terms into networks, and computation is then a flow over the network with a token that stores the current state.
Definition 2 (Token). A token (m, i, s, d) is defined by the following components:
-m is a stack that contains the elements l and r. This stack is used to navigate the lambda, application and pairs. -i is a stack which keeps information about the iterator. It can contain elements that are either numbers or pairs of numbers. -s is an array of stacks which keeps temporary information about the different iterators. The size of the array is known at compile time, as it depends on the number of iterators. -d is the data stack that contains numbers and an additional element * .
We write for the empty stack/array, and use the notation n : s for an element n pushed onto the stack s.
Each node has a flow associated with it, and operations that change the token. We will make this explicit when we define the nodes. The token contains information that is used to redirect it though the nodes of the graph in a deterministic way. Information stored in the token is the only information that is used for this. The data stack stores numbers, but also * which can be thought of as a place-holder for a number that will be found later. When the data stack has a * at the top of the stack, then this is a question: the token is looking for an answer to this question. When the token has a number at the top, then the token has an answer for the last un-answered question. When the initial question is answered, computation is complete. Some nodes will use the question/answer information to direct the node.
For a program, starting with the token ( , , , * : ), every run will end with ( , , , n : ), where n is the result. Any part of the computation can be reversed, and in particular, the whole computation can be reversed: a computation starting with ( , , , n : ), will end with ( , , , * : ).
Definition 3 (Network).
A network is a (not necessarily connected) graph built from a set of nodes and edges. A node has a name, a fixed number of ports, and in some cases also a value. The collection of nodes is fixed and defined below.
We next define the nodes and the transformations for our networks. For each node α of arity n we label the ports l 1 , . . . , l n :
We then describe the transformation by the convention that arriving from l i and leaving froml j (i.e., the port that is connected to the other end of l j ). For each operation f , we have the reverse operation f * . We write these two functions as f t = t f * , which is just an abbreviation of f t = t and f * t = t.
Value nodes. A number n is represented as the following network:
The data-flow for this node is from l tol. There are two cases: if the token is a question it collects the value n, otherwise, the token is an answer, and it drops off the value n. We define operations n and n * which are defined as n(m, i, s, * : d) = (m, i, s, n : d)n * to do these transformations.
Unary functions. The successor node is represented as the net:
There are two data-flows for this node, and two cases for each depending on whether the token is a question or an answer. We explain two flows, and the other two are the reverses. If the token is a question and arrives at l 2 , then we ask another question to find the argument of the function, thus we push * onto the data stack and the token travels along the edge tol 1 . We define an operation s 1 to do this transformation. If the token is an answer and arrives at l 1 , then we need to continue tol 2 , and apply the successor function. The operation s 2 does this transformation. These two operations, and inverses, are defined as:
Multiplexing. We use a multiplexing node for abstraction, application, the pair and the let constructs.
There are four different data-flows for m, and all the operations only alter the m component of the token. Arriving at l 1 , we need to decide which way to go. If the top of the stack m stack is l, we apply the l * transformation and travel along the edge tol 2 . Otherwise, the top of the stack is r, so we apply the r * transformation and travel along the edge tol 3 . Arriving at l 2 or l 3 , the token travels along the edge tol 1 , and we need to remember which side we came from. The operations l and r do this transformation, respectively. These functions are Iterator. We next need the nodes that will allow for the encoding of the iterator. The first one will find the number of times we need to iterate.
There are four different data-flows for this node, and the operations alter the d and i components of the token. Arriving at l 1 , there are two cases. If the token is an answer, then the token travels along the edge tol 3 and we apply an operation called i 2 . Otherwise, the token is a question, and it travels along the edge tol 2 and we apply the i * 1 operation. Arriving at l 2 , the token travels along the edge tol 1 , and we apply the i 1 operation. Finally, arriving at l 3 , the token travels along the edge tol 1 , and we apply the i * 2 operation. These functions are defined as
Counter. To model the iteration process in a reversible way, we need something similar to the multiplexing node, but having the ability to count. There are four different data-flows for this node, and the operations only alter the i component of the token. Arriving at l 1 , if the top of the i stack is 0, we apply the z * transformation and travel along the edge tol 2 . Otherwise, the top of the stack is non-zero, so we apply the s * transformation and travel along the edge tol 3 . Arriving at l 2 or l 3 the token travels along the edge tol 1 , and we apply the operation z or s, respectively. Counters will always come in pairs: we call them c and c , and the prime operations are essentially the same, but operate on the other component of the pair. These functions are defined as:
The final node that we need captures the scope of an iterator.
There are two data-flows possible for this kind of node. Arriving at l 1 , the token travels towardsl 2 , and we apply the operation t * . Arriving at l 2 , the token travels along the edge tol 1 , and we apply the operation t. This completes the definition of the nodes that we need for our networks.
Compilation. The compilation T (·) of terms into networks is given using the nodes introduced above. A term t with fv(t) = {x 1 , . . . , x n } will be translated as a network T (t) with the root edge at the top, and n free edges corresponding to the free variables of the term.
The labelling of free edges is just for convenience, and is not part of the system. We proceed by induction over the structure of the term being translated.
Numbers, Functions and Variables. When t is a number, say n, then T (n) is given by the first network below. When t is the unary function S t , then T (t) is given by the middle diagram, where we use node S. Finally, when t is a variable, say x, then T (t) is translated into a wire, as shown right-most below. If t is an abstraction, say λx.t , then T (t) is translated into the network on the left below. We connect the (necessarily unique) occurrence of the variable x to the binding λ (m node). We have assumed, without loss of generality that x is the leftmost free variable of the term t . If t is uv, then T (t) is given by the second diagram below. If t is u, v , then T (t) is given by the third network below. Because of the linearity constraints, there are no common free variables in u and v. Finally, if t is let x, y = u in v, then T (t) is given by the network on the right-we have assumed that x and y are the right-most two free variables in v. The other free variables of v are represented as a line struck through.
Recursor. If t is iter u v w, then T (t) is given by the following network.
The compilation of the iterator uses several different nodes. The two counter nodes work together to maintain the iterations. The I node is responsible for navigating the token to the number, then passing that value to the counters. The t i nodes are used to record the state of the iterators if the token leaves the scope of the iterator, where a new index i is associated to each iterator. There are a number of ways that a network can be simplified at compile time, but we leave the details for another occasion.
Examples. We show several examples to illustrate how this style of computation works. The first one is the program (λx.Sx)3, thus the successor function applied to 3. The network generated through the compilation of this term is given below, where we have labelled the edges for reference. The initial token (which is the same for any program of base type) is ( , , , * : ), and the program counter starts in the network at the root (labelled with a). The token then travels along the sequence b, c, d, etc. We show the edge together with the token at that place. The token arrives back to the root with the answer 4. At any point during the computation we can use the information in the token to turn back and re-trace the computation-deterministically-to the start. The next example is iter 2 (λx.S x) 3, which computes the addition of 2 and 3. (This results in a simplified version of add 2 3, without the need for abstraction and application; it is the same term when the (linear) β-reductions have been done). The resulting network is shown below. Looking at the structure of the execution trace reveals a symmetry, reflecting that the computation is reversible. The final example, shown in Figure 2 , gives the compilation of Ackermann's function applied to two arguments: ack 2 3. We have applied several optimisations to this example which remove some of the nodes that are not needed, and we have also performed a linear β-reduction. We will not attempt a trace of this example, as the number of operations is quite large (see next section). The example is just to show what a more elaborate program looks like in this setting. 
Properties
Here we show some important results about this method of computing. Full details will be included in a longer version of this paper.
Lemma 1 (Determinism). For a closed term t : N, computation is bidirectional and deterministic.
This result holds because each transformation has this property, and we are able to show that the token will always have enough information to progress. Computation is therefore reversible: at any point we can turn back and undo the computation. For instance, the second example in the last section can be started with the token ( , , , 4 : ), and the computation will be performed in a deterministic way to give the final result ( , , , * : ) as required. To show that this notion of computation is correct, then we need a way of relating the token flow with an operational semantics.
Theorem 1 (Correctness). Let t : N be a closed term. t → * n iff there is a run in the network T (t): ( , , , * : ) → * ( , , , n : ).
Using this result we can give the main result about reduction:
Theorem 2. For each reduction rule t → u, the initial and final states of the token are the same.
Discussion: implementation
We give a few implementation details for our data-flow model on traditional hardware by giving a compilation for System T directly to assembly language. The data stack d can be separated out as a number stack and a question stack.
The question stack can then be implemented using a register, using 0 for question and 1 for answer. To push and pop values on this stack, we can then use simple register shifts. Knowing if the current operation is a question or an answer is then just a bit test. We can also reduce the size of the question stack in some cases. For instance, when we ask for the result of a successor applied to an argument, then we can use the same question for the argument as the result. The other stacks can be mapped onto memory in standard ways. Depending on the number of iterators (known at compile time), we can map some of the structure to registers or blocks of memory. The compilation procedure is to build a network, then compile this network to instructions. This is done by compiling each node as a block of code. We show the example below for the case of the m nodes, which are the simplest case (we refer the reader to the diagram of the m nodes with the labels to help understand the labels, and we use a register R0 to hold the m stack). Edges are then just linking information, instructing how to get to the next block of code.
Thus for each node we need to generate instructions that will implement the appropriate collection of functions associated to it. In some cases, this will mean interrogating the question stack, and then doing an operation depending on that value. All these functions however map quite directly to assembly level.
There are many improvements and optimisations that can be made to the compilation. For example, if the number of times a function is being iterated is known, then we do not need to push the value on the stack if we leave through a t node when compiling the base value, as we know that this value will always be the same-a single stack location is all that is needed. This can be identified statically. There are other little improvements that can be made also, but it is not yet clear if any of these have a significant impact on performance.
We have implemented all the ideas in this paper, and it is worth mentioning that the execution times are long, but the run-time memory usage can be surprisingly small. We give a couple of illustrative examples in the table below. We show the example program (using the terms given in Section 2) together with the result, the maximum height of the iterator stacks, and the maximum height of the data stack. Since two integers are needed for each element of the iterator stack, and each data element just one, this means that 2i + d is the total number of memory space used. The table also shows the (approximate) number of jumps (units are millions) in the network. Computation can take a long time, but little memory is used.
Conclusion
We have given a geometry of interaction style data-flow implementation of a simple language built from the linear λ-calculus extended with a recursor operator. Depending on how we constrain the use of the recursor, this language is rich enough to capture all primitive recursive functions or more generally Gödel's System T. Current work in this area includes developing the ideas to richer languages (in particular to include other data-structures), and developing new compilation techniques. Various program transformations can be applied to change the kind of runs in interesting ways, and computations can be significantly shortened by jumping in the network. The work has been implemented, and benchmark tests show that significant computations can be performed using very little run-time memory, thus there is potential for application in embedded systems in addition to giving a reversible implementation of a seemingly non-reversible language.
