Abstract. In this paper, we prove the existence of an extremal for the Dunkltype Sobolev inequality in case of p = 2. Also we prove the existence of an extremal of the Stein-Weiss inequality for the D-Riesz potential in case of r = 2.
Introduction
The classical Sobolev inequality states that for all f ∈ C
where 1 ≤ p < d, q = dp d−p and the constant C > 0 only depends on d. This inequality plays an important role in analysis and and as such it has been studied by many for e.g. see ( [10, 15, 11] ). The problem of finding sharp constant to inequality (1.1) was answered in [17] .
One can consider inequality (1.1) in the context of Dunkl setting by replacing the Euclidean gradient ∇f by Dunkl gradient ∇ k f . Sobolev inequality (1.1) associated with Dunkl gradient was derived for 1 < p < d k in [1, 8] .
In the Eucledean space R d , the negative powers of the Laplacian can be defined as an integral representation in terms of the Riesz potential or fractional integral operator as follows: ). Then
S. Thangavelu and Y. Xu in [19] defined the D-Riesz potential operator on Schwartz spaces as follows: . In [7] , D. V. Gorbachev et all proved the following Stein-Weiss inequality for the D-Riesz potential.
). Then
In this paper, first we consider the Sobolev inequality (1.1) for the case p = 2 associated with Dunkl gradient and are interested to find its extremals. Towards this, for u ∈Ḣ 1 (R d , w k ), we consider the function
where q =
The aim of this paper is to show that infimum is attained for the function F when the infimum is taken over all nonvanishing functions u ∈Ḣ 1 (R d , w k ). Recently, similar problem has been considered in [20] by A. Velicu, wherein he shows that the function F defined in (1.4) attains an infimum and have found the best constant on a Weyl chamber. Velicu uses Nash's inequality to prove the existence of a minimizer whereas we use Dunkl-type refined Sobolev inequality to prove the existence of a minimizer. Towards this we have made explicit use of Plancherel formula of the Dunkl transform so our proof is different. This type of refined Sobolev inequality on R d is proved in more general setting in [9] . Our approach to this problem is mainly based on [5] .
Finally, we consider the problem of finding the existence of an extremals for the inequality (1.3) in case of r = 2. By definition the best constant W k in (1.3) is given by 5) where the supremum is taken over all non-vanishing functions f ∈ L 2 (R d , w k ). We first have obtained weighted boundedness for the Dunkl-type heat semi group operator and an improved version of Stein-weiss inequality (1.3) in the Dunkl setting. Then we have proved a compact embeddinġ
is the homogenous Sobolev space in the Dunkl setting , which is a Banach space with the norm
Using the compact embedding, we prove that W k defined in (1.5) has a maximizer. Our approach to this problem is based on [12] . We organize the paper as follows. In section 2, we provide a brief introduction to Dunkl theory and some known results. In section 3, we prove a Dunkl-type refined Sobolev inequality. In section 4, we prove the existence of an extremals for the Sobolev inequality associated with Dunkl gradient in case of p = 2. In section 5, we prove an weighted estimate for the operator e t∆ k . In section 6, we prove an improved version of Stein-Weiss inequality for D-Riesz potential. In section 7, we prove the existence of an extremals of Stein-Weiss inequality for the D-Riesz potential in case of r = 2.
Preliminaries
In this section, we shall briefly introduce the theory of Dunkl operators. For more details on Dunkl theory, we refer to [3, 4, 18] .
For ν ∈ R d \ {0} let σ ν denote the reflection of R d in the hyperplane ν ⊥ given by the following formula:
A finite subset R of R d \ {0} is said to be a root system if R ∩ R ν = {ν, −ν} and σ ν (R) = R, ∀ ν ∈ R. The set of reflections {σ ν : ν ∈ R} generates the subgroup G := G(R) of the orthogonal group O(d, R), which is known as the reflection group associated with R. From now onwards let R be a fixed root system in R d and G be the associated reflection group . For simplicity, we assume R to be normalized in the sense that ν, ν = 2, ∀ ν ∈ R.
A function k : R → C is called a multiplicity function on the root system R if it is invariant under the natural action of
The set of all multiplicity functions forms a C-vector space and it is denoted by K. Definition 2.1. Associated with G and k, the Dunkl operator
where ∂ ξ denotes the directional derivative in the direction of ξ and R + is a fixed positive subsystem of R.
For ξ = e i , we shall write T i for T e i . We denote Dunkl gradient by
. Throughout the paper we assume that k ≥ 0. Let w k denote the weight function defined by
which is a G-invariant homogeneous function of degree 2γ k with γ k = ν∈R + k(ν).
2 w k (x)dx and
Then c k and a k are related by the following formula
There exists a unique linear isomorphism V k on polynomials, which intertwines the associated commutative algebra of Dunkl operators and the algebra of usual partial differential operators. Using the function V k , one can define the Dunkl kernel E k as follows:
For k = 0, the Dunkl kernel E k reduces to the usual expotential function e ix.y . Alternatively, it is the solution of a joint eigen value problem for the associated Dunkl operators. We collect few properties of the Dunkl kernel E k .
Re gx,y .
In particular,
Using the Dunkl kernel one can define Dunkl transform , which is the generalization of classical Fourier transform. Dunkl transform enjoins similar properties to that of classical Fourier transform.
, the Dunkl transform associated with G and k ≥ 0, denoted by F k f , is defined as
When k = 0, the Dunkl transform reduces to the classical Fourier transform. The Dunkl transform can be extended to an isometric isomorphism between
3)
The usual translation operator f −→ f (. − y) leaves the Lebesgue measure on R d invariant. However the measure w k (x)dx is no longer invariant under the usual translation and the Leibniz's formula
So one can introduce the notion of a generalized translation operator defined on the Dunkl transform by the formula
In case when k = 0, τ k y f reduces to the usual translation τ 0 y f (x) = f (x + y). In general, the explicit expression for τ k y f is unknown. It is known only when either f is a radial function or
The convolution operator satisfies the following basic properties:
Using the convolution operator, the heat semi-group operator e t∆ k is defined as follows:
In [13] , it has been shown that the function q k t (x) satisfies the Dunkl-type heat equation
A short calculation using the properties of Dunkl transform shows that
and
. We recall few results which will be useful in this paper. For any non-negative integer m and for any multi-indices α, β, there exists constant C m,α,β > 0 such that for any t > 0 and for any x, y ∈ R d , the following estimate holds:
9)
where
We observe the following properties of the weight function w k . Properties of w k :
(1) For c > 0,
Proof. By substituting √ cx = y and using (2.1) we get
Proof. The proof follows from the definition of the weight function w k defined in (2.1).
(3)
Proof. By substituting x = √ 2y in the integral involved in c k and then using (2.2) as well as property (2), we obtain property (3).
Proof. Using property (2),
since the integrability condition at 0 is c < d k , thus proving property (4).
Dunkl-type refined Sobolev inequality
The goal of this section is to prove Dunkl-type refined Sobolev inequality (3.1). In order to prove this we first prove the following Pseudo-Poincare inequality in the Dunkl setting for p = 2.
Proof. In order to prove the above Lemma, we shall make use of the following inequality.
(
Now, using the Plancherel formula(2.3) and (2.6), we get
Proof. Consider the function
Applying Holder's inequality to the function e t∆ k u with p =
, we get
Now, using (2.8),
By substituting the value of q k t from (2.5) in the last integral and using property (1) as well as property (3), we obtain
. This implies that
Thus by homogeneity, we can assume that I[u] ≤ 1 , that is, 4) and hence in order to prove (3.1), it is enough to show that
Now we will be using some basic measure theory results in the proof. Recall that
From this one can easily write that
where |{|u| > τ }| is the measure given by |{|u| > τ }| = R d χ {|u(x)|>τ } w k (x)dx. If we write u = (u − e t∆ k u) + e t∆ k u for some t > 0 chosen later, then
Let us now choose t = t τ satisfying τ /2 = t
4 , then from (3.4), |{|e tτ ∆ k u| > τ /2}| = 0. Hence by (3.6) we have
For a fixed constant b ≥ 1/16 and for any τ > 0, we define a function u τ on R d as follows:
Note that u τ is inḢ(R d , w k ) and
By using Chebyshev inequality with Lemma 3.1, we get the bound for the first term of the right hand side of (3.8)
which implies that
Now we need to obtain the bound for the second and third term of the right hand side of (3.8) . Towards this, first we observe that
which leads to again by Chebyshev inequality
Using the properties of Dunkl heat kernel and (3.10),
Now we assume the c k ≤ 1. Then
Then using (3.11), we have the estimate
Now from (3.6), using (3.9) and the above estimate we obtain for sufficiently large b, 
Now proceeding as before we get,
Also, in this case
Then proceeding exactly as before, for sufficiently large b, we have
thus proving (3.5) . This completes the proof of Theorem 3.1.
Existence of extremals for Dunkl-type Sobolev inequality
The aim of this section is to prove the existence of a minimizer for the function F defined in (1.4). Now we prove the following corollary.
Then either one of the following statements holds.
converges weekly inḢ
Proof. Assume that (i) does not hold. Then there exists ǫ > 0 and a subsequence (u j,m ) of (u j ) such that u j,m q,w k ≥ ǫ. We shall denote u j,m by u j itself. Since u j is bounded inḢ
Now applying the Dunkl-type Sobolev inequality (3.1) for the function u j , we get
Then there exists t j > 0, x j ∈ R d such that
and v j (y) = t
using property (2) of section 2. Then using (4.1)
Moreover,
Existence of an extremal of Sobolev inequality associated with Dunkl gradient and of Stein-Weiss inequality for D-Riesz potential 13 Indeed, by inserting the value of v j in Definition 2.2, we get
Now by replacing y by
and proceeding as before, we obtain
using Proposition 2.1(ii) and the definition of Dunkl transform, thus proving (4.3).
Therefore, using (4.3)
Consequently, using (2.4) and Proposition 2.1 (iv), we get
By Banach-Alaoglu theorem, v j has a weekly convergent subsequence inḢ 1 (R d , w k ) and let it converge to w.
It follows from (4.2) that G(v j ) = 0, ∀ j and therefore, G(w) = 0, which in turn imply that w ≡ 0. This completes the proof of the corollary. 
is attained.
Proof. Let (u j ) be a minimizing sequence, which we assume to be normalized in
, from Corollary 4.1, we can say that after a generalized translation and a dilation , (u j ) converges weekly to a non-zero function u a.e. inḢ 1 (R d , w k ). This implies that
From Lemma 2.1, we have
As a consequence, as
, which implies that
, from which it follows that u is a minimizer.
5.
A weighted estimate for the heat semi group e t∆ k
In this section, we prove the following Proposition involving a weighted estimate for the operator e t∆ k , using which we show that e t∆ k is a compact operator.
Proof. Consider
Substituting the value of τ k y q k t (x) from (2.7) and then using Proposition 2.1,
By property (4) of section 2, the above integral is finite if β < d k r ′ and equals to
and hence
by taking p = r ′ in (3.3) , where
. Finally from (5.1) using the estimates of I 1 , I 2 and the fact that (a + b)
. Thus we have proved that
thus proving (i).
In particular, when r = 2, then from (6.3), we get
Now we shall prove (ii). since w > 0, using (5.5) we observe that, for |x| ≤ 1,
So we assume that |x| > 1. Consider
since |x| > 1 and β ≥ w, it implies that |x| (w−β)r ′ ≤ 1. Then
Over the first integral
. Consequently, from (5.2) we arrive at the bound τ
16t . Then
For β < d k r ′ , the above integral finite and equals to
−→ 0 as |x| −→ ∞, it follows that
Now we consider the integral I 2 . As |y| > |x| 2 , |x| |y|
Consequently, combining (5.7) and (5.9), we get a constant D d,r,β,t,k > 0 such that
thus proving (ii).
Next we shall prove (iii). Consider
by taking m = 0, α = e i , β = 0 in (2.9). Now using (i), there exists constant E d,r,β,t,k > 0 such that
thus proving (iii).
Using Proposition 5.1, we prove the following theorem.
βr w k ) be a bounded sequence so that |x| β u j r,w k ≤ C 0 for all j ∈ N. We will prove that the sequence (e t∆ k u j ) j∈N has convergent subsequence in L ∞ (R d ) and that will imply the theorem. Let v j = e t∆ k u j . Since (u j ) j∈N is a bounded sequence, using Proposition 2.1 (i), we have
Our aim is to find a bound for u. To achieve this we will look for the bounds for L k f and H k f separately. Using the definition of Besov norm in (6.1), we have
. Now we will find the bound for H k f . Let
It can be easily verified that
Since for a given u > 0, there exists a constant C > 0 such that for any non-zero real x, e −|x| ≤ C |x| u holds, we can write by taking
Since Dunkl translation is linear and positivity-preserving for radial functions we can write τ
.
By substituting the value of T, we arrive at the point wise bound
If we assume that α
, s ′ = sθ, then it is easy to see by the hypothesis of the theorem and the choice of ǫ that
Hence by using Theorem 1.2, we get
Now from (6.4) and (6.5), we get the desired inequality 
, following [12] and the fact that
Now in order to obtain (6.3) , one has to prove 
where the spaceḢ
We define v =s s andγ = . Then (7.3) can be rewritten as
We replace γ and s in Theorem 1.2 byγ ands respectively. Since v > 1, r ≤ s implies that r ≤ sv =s and β ≥ γ implies β ≥γ. Alsoγ > − 
Applying Holder's inequality with components v and v ′ and using the fact that
v ′ , by property (4) of section 2. Then using (7.4),
, proving that the embedding (7.2) is continuous.
Let us define the kernel of the D-Riesz potential as
and for t > 0, the truncated kernel as
Then using (1.3), we have the following Lemma. 
Then for any f ∈ L r (R d , |x| βr ) and for any t > 0,
Now we shall show that the embedding (7.2) is compact. Let {u m } be a bounded sequence inḢ Similarly,
Choose ǫ > 0. For very small t > 0, each of the above estimates can be made less that ǫ 3
for all m. We are left to get bound for (u t m − u t )|x| γ L s (K,w k ) . For radial functions f (x) = f 0 (|x|) ∈ S(R d ) (see [14] ), one has
where dµ k x (η) is a probability Borel measure on R d , whose support is contained in co(G.x), the convex hull of the G-orbit of x in R d . Applying (7.5) , for the function K 
