Abstract
We show how an extended Prolog can be exploited to implement different electronic CAD tools. Starting with a computer hardware description language (CHDL) several problems like digital circuit analysis, simulation, test generation and code generation for programmable microprocessors are discussed. For that purpose the MIMOLA (machine independent microprogramming language) system MSS (MIMOLA hardware design system) is presented. Several advantages obtained by applying techniques of logic programming to solve problems in the area of integrated circuit design are shown. Especially maintenance, small source code, backtracking and the extension of standard Prolog by a coroutining mechanism to express Boolean constraints are pointed out.
Introduction
Due to the increasing complexity of digital circuits, the design process is supported by a lot of design tools covering a wide range of problems like synthesis, simulation, verification, test generation, microcode generation, placement, routing etc 1 . A lot of these problems are of high complexity, e.g. test generation is even NP-complete. Therefore electronic CAD systems, commonly written in imperative languages, consist of a very large amount of source code. Maintenance, portability and adaptability become a problem. We describe significant software engineering advantages by using Prolog for these problems.
1. For readers not familiar with VLSI design we will explain all design subtasks concerning this paper in the following sections.
MIMOLA [BMSJ91] is a computer language with Pascal-like constructs. It supports design, test, simulation and programming of digital computers and is integrated into the CAD system MSS [Marw84, Marw90] . MIMOLA, influenced by other hardware description languages like VHDL [IEEE92] , allows structural and behavioral descriptions of circuits. Originally the complete system has been written in Pascal but onwards from MIMOLA 4.0 we started to redesign several tools using Prolog. Using the extended Prolog system ECLIPSE [ECRC92] new concepts to solve problems in the area of digital circuit design have been found. Coroutining, which allows the user to express a condition under which a call to a specified goal will be delayed, is a very useful mechanism to avoid unnecessary backtracking during simulation, test and code generation. Several approaches to digital circuit design using logic programming have been presented [SvAa83, Hors83, Gull85, Cloc87, SiDi88, Simo89, DSVH90], most of them concentrating on the gate level or even lower levels of abstraction. Only a few contributions consider higher levels of abstraction in the context of logic programming [Neil89, Rein91, LWG91] . In this paper we describe the use of Prolog for a very high level of abstraction. A very elegant simulator, based on a hardware description language and an adequate Prolog circuit representation based on trees is presented. The simulator is able to simulate a processor together with a given microprogram. We also present a concept to generate microcode for a given hardware structure which finally can be used to test the processor. The part of the MSS system concer-ning this paper is shown in figure 1. Starting with a circuit given as a MIMOLA hardware description a tree based Prolog circuit representation is generated from a frontend compiler. Afterwards, a circuit analyser creates a circuit info file that can be used as input for the codegenerator. Finally the generated program can be simulated together with the circuit description, an initialization file for registers and memories and a stimuli file for primary input patterns. In what follows we first introduce a small but illustrating processor used as an example for the whole paper. We continue with the simulator concept based on three levels of abstraction, followed by a section describing the circuit ana- lyser. In the last section we generate a load instruction for a storage as a typical example for microcode generation. Figure 2 shows SIMPLECPU, a small programmable microprocessor consisting of 8 modules. The SIMPLECPU controller (shaded area) consists of a program counter, an instruction memory, an incrementer and a multiplexer. Furthermore a 16 x 4 register file, a 4 bit ALU, a second multiplexer and a clock are part of the structure. Register file and program counter are connected to the clock (not shown) and control signals are denoted by c followed by an index range. MIMOLA hardware descriptions contain register transfer modules, their behavior and their interconnections. For instance, the 4 bit ALU is specified in MIMOLA as follows:
SIMPLECPU: A small example processor
CONBEGIN and CONEND denote a concurrent block, containing two case expressions as assignments to the outputs. In MIMOLA, the default data type is the bit vector. Its index range is denoted as (high-bit : low-bit), i.e. the ALU has two 4 bit data inputs a and b, a 4 bit output result, a 1 bit output condition and a 2 bit control input ctr selecting the ALU function. Using MIMOLA as input language, we generate a tree based Prolog intermediate format in Incrementer two steps. First MIMOLA is transformed into TREEMOLA [BSPJ91, BIEK92] , an intermediate language of the MSS. The second step is done by a converter written in Prolog, which leads to a circuit representation as a list of module descriptions. Every module consists of a list of connections, a list of storing cells and a behavior tree as shown in figure 3 for a part of the ALU described above. Such a tree is easily represented by a Prolog structure. The list of connections contains information about inputs and outputs of the module and interconnections to other modules. Every signal is represented by a logic variable and this variable also occurs in the behavior tree when the signal is referenced. If signals are instantiated elsewhere, this leads to an immediate signal propagation to all modules using this signal. 
Simulation of a CHDL
The implemented simulator is based on three levels of abstraction: the built in operators, an interpreter for the behavior of a single component and an event driven simulator for a circuit together with a microcode. Especially for the implementation of the operators, we made extensive use of the coroutining concept of the Eclipse language.
Implementation of Operators
For the interpretation of a Hardware Description Language an implementation of its built-in operators is necessary, which range from logic primitives to complex arithmetic operators. These are represented as Prolog predicates, which mainly have to meet the following criteria: a) The operators must work bidirectionally, so that they can also be used for backward simulation of a circuit. b) They should work deterministically, i.e. subsequent backtracking steps must not produce the same solution. This is especially important for the backward simulation, as the mapping of an operator is not necessarily definitely reversible. Certain backtracking alternatives have to be pruned to avoid duplicate solutions. c) The computation must be -at least at operator level -data driven, i.e. the application of an operator to unbound variables is propagated symbolically as a delayed goal, until the instantiation of the variables is absolutely unavoidable. By this, the number of backtracking steps is reduced. The third point is achieved by using the coroutining mechanism of the Eclipse language, which allows the programmer to specify conditions, under which the execution of a goal shall be delayed, depending on the bindings of its parameters. Whenever a variable occuring in one of these is bound, either to a value or another variable, the goal will be woken, and the delay conditions are checked again. Nevertheless, at the end of a simulation the set of all delayed constraints must be consistent, i.e. there should be a constraint solver 1 which finds contradictions and -if possible -solutions for variable bindings. Since such a constraint solver is rather complex, there should only be a few types of constraints. It would be sufficient to consider a minimal complete set of operators, but for efficiency reasons we used a set containing AND, OR, XOR and NOT. The Prolog code for those operators is now divided into delay clauses and program clauses, e.g. the logical AND is implemented as and/3, with X and Y as input parameters and Z as output parameter. :
The delay clauses cover the case, when the two inputs parameters are distinct unbound variables, and the output parameter is either unbound or zero. In these cases it is impossible to draw any conclusion, so the call to the predicate is delayed. The program clauses use the commutativity of the logical AND: the first two of them deal with the case, when one of the inputs is bound, and call and1 with this one in the first place. For the third clause there aredue to the delay clauses -only two possibilities left: either the output is 1, which forces the inputs to take the same value, or the two inputs are identical variables, to which the output will be bound, too. The auxiliary predicate and1 expect its first input to be instantiated. If it is bound to a 0, the result must be 0 either, if it is 1, the output is identical to the second input. The more complex operators are now based on these four logical primitives, e.g. a full adder is defined as follows:
Of course the set of operators is not restricted to single bit operations, but for each of them there is also a version for bit strings, which are represented as lists. On top of these there are built arithmetic operators like addition and multiplication and string manipulation operators like shifting and concatenating.
Interpretation of a Behavior Tree
For the interpretation of the behavior tree of a module it is necessary to model the context, i.e. the contents of memory cells and input signals at a given time. A signal is now represented as a sorted binary tree, with a time and a value mark at each node. Readers familiar with logic programming recognize this as a common dictionary. Updates on a signal are realized by the following predicate:
Lookups are realized in a similar way, except that if there is no entry for the specified time, the least recent entry must be found out, because the signals are assumed to be holding. Input ports of a module and memory cells are now represented by port descriptions, which are nothing more than lists of such signals. The contents of memory cells of a circuit are held in a dictionary, which is a binary tree similar to the signal tree, except that the search key is now an atom, namely the name of a register, or a pair consisting of a memory name and an address, and the values are port descriptions. The comparison predicates in the clauses of the concerned lookup-predicate must then be replaced by the standard term order comparators. The interpreter itself has only three parameters: the behavior tree, a time frame and the dictionary with all global values in it, and is implemented inductively on the structure of the behavior tree. Such a tree normally consists of some concurrent statements, which may contain nested expressions. For the interpretation of statements, e.g. the statement for loading the program counter when the clock goes up, the behavior tree and the corresponding representation as a Prolog term are shown in figure 4.
Calling the interpreter with this statement tree will invoke one of the following clauses:
If the calls to interpret_exp are successful, the interpreter calls itself with the load statement as argument. This call will relate to the following clause, which adds the specified delay factor to the current time and enters the value of the input expression into the port description of the program counter, which is taken from the dictionary:
Note that the delay structure in the behavior tree is distinct from the coroutining built-in with the same name. Other constructs like conditional or case statements, writing to an output port, concurrent nodes etc. are implemented similarly. The interpreter for expressions has one more argument for returning the value of an expression. Except for this, its structure is the same, e.g. consider the behavior of the program counter incrementer in our example (fig. 5 ).
The interpreter clause for the output tree, which is very similar to that for the load statement, will call interpret_exp with the incr subexpression, invoking the following clause:
The method is, first to evaluate the arguments of an operator and then to apply it to the results. The dictionary is needed here only for the read expression, which is evaluated as the value of a storage. More complex expressions like the conditional or case construct are implemented in the same way, but available space does not permit to explain them here.
An Event Driven Simulator
The task of the simulator is to simulate the behavior of a circuit, given the initial states of the storages and the values of the primary inputs for the considered time interval. The circuit consists of a set of modules with a specified behavior which are interconnected by some signals. In an event driven simulator an event is a pair consisting of a time and a module behavior. All events yet to be simulated are held in a queue, which is initialized at the start of the simulation by all events which are involved by the change of a primary input, the toggle of a clock or the initialization of a register or memory. A new event for a module is generated iff at least one of its input signals or one of its storing cells has changed due to simulation of a After initializing a variable x with 1, a loop adds x to the value of the primary input, until x is zero. The microcode shown in table 1 consists of 5 instructions. IM 0 denotes the memory content of the instruction memory with address 0. With the primary input constantly set to [0,1,0,1], the simulation of this program passed 149 events, which took 0.83 seconds of cputime on a SPARC 10 workstation. Note that every event means simulation of a complete behavior tree.
Circuit Analysis

Simulator Priorities
When simulating a circuit it is necessary to give priorities to different modules concerning the order in which to simulate two events at the same time. The reason for this are causal dependencies between components which are connected without delay. This priority can be compared to the ∆-delay of VHDL. The intention is that an event may be simulated only when all events its inputs depend on have been considered before, i.e. the priority of a module is the maximum of the priorities of all its predecessors incremented by one. Assume that we have already computed a priority list of triples (Mod,Prio,Preds), where Pred is a list of pairs (Mod',Prio'), so that every occurence of a module in the whole structure have its Prio component bound to the same variable. Now, In standard Prolog this would lead to difficulties because we could not compare unbound variables. This is easily resolved by delaying the max predicate. If there are no critical races in the circuit, i.e. there are no cyclic dependencies, there must be at least one module whose predecessor list is empty, so it will get priority 1. This will wake up at least one other max goal, and so on, so that all priorities will be computed correctly. If there is a cycle, then a conflict occurs and an error must be raised. Such a conflict can easily be detected by checking for delayed goals by a system call. Note that the plus/3 predicate must also be delayed, which is done automatically by Eclipse.
Microcode Preparation
To prepare code generation, several tasks are done by the circuit analyser. The main task is to generate a lot of facts describing special characteristics of a given circuit to reduce complexity of code generation. Application of some facts is shown in the following section. Table 2 gives an overview of some generated facts but due to the lack of space not all generated facts can be considered in detail. In the following we want to describe these facts and provide methods to generate them. One of these facts is transparent/3, denoting an identity mapping from one input to at least one output, so that the module becomes 'transparent'. That means that with a special control code, the considered module is able to pass one input to one output. Most of these facts might be found at multiplexer modules. On the other hand the transparent/3 example of table 2 shows a possibility to switch input a of the SIMPLECPU alu to the output result, i. Using the interpreter and the operators defined in section 4, this task is easy to solve. Basic idea is to unify one module input with one module output and to perform an interpretation step for this module. The interpretation step has to lead to an instantiation of some inputs for the following reasons: a) Choosing a control code to select an operation that is able to perform an identity mapping (e.g. c(6:5) = [1,0] to select ALU addition). b) If necessary, choosing a neutral element for the selected operation (some operations do not need a neutral element, e.g. a multiplexer or the ALU operation selected by the control code c(6:5) = [0,0] to switch input a to the output result). A successive selection of all operations performed by a module is done by backtracking. Afterwards, the selected operation has to be executed symbolically, holding the input port to be switched as list of variables. Execution of the selected operation (Op) is done by the clause findTransparent/4. The lists library predicate checklist/2 succeeds if var/1 succeeds for every element of SwitchPort, ensuring that the selected input is switched to the selected output for all possible values of SwitchPort. Finally, we assert the generated fact. The fact considered next is path/3, describing a path from a source module to a destination module, possibly through certain other modules which are able to perform an identity mapping. A fact path/3 is a triple with parameters source, destination and Path. Path is a list of triples (module name, list of inputs, list of outputs). The first element of the list is the source module whereas the last element is the destination module. All modules between source and destination are able to switch an input to an output by the use of transparent/3. A path/3 fact contains all control codes, i.e signals which have to be 0 or 1 to switch the Path. As source and destination only sequential modules, i.e. modules that are able to store a value, are considered. Additionally, modules able to yield a constant, e.g. a decoder, can serve as a source. The example given in table 2 shows a Path from the instruction memory im through the multiplexer mux and the alu to the register file reg. nates the search of a path if Destin is a direct successor of Source. In the second clause we try to find a path through a module Next, which has to be a successor of the current Source and must be switched into a transparent mode. Afterwards, a recursive search with Next as source is started. A lot of implementation details are omitted, e.g. the check to prevent entering a cycle and the complete circuit representation. A frequent subtask of microcode generation is to increment the program counter. Therefore we generate a symbolic increment instruction where the address is unbound. The real address will be instantiated at the end of code generation. For that reason we generate a delayed goal, so that the code generator is able to bind these addresses to real values with respect to certain constraints. As a consequence of that, an increment instruction incrementPC/2 is a pair, containing a delayed goal which performs the increment operation and a Path from the output of the program counter to the input of the program counter. In the generated Path two occurences of the program counter are avoided by omitting the program counter as source. Path is a list of triples as described above. The given example of The facts incrementPC/2 and jump/1 are mainly generated by the use of path/3 and transparent/3. Using failure driven loops (see e.g. findTransparent/4), all possible solutions of the described facts are generated and asserted. We conclude this section by enumerating some additional facts not considered here: a) constant/3: denotes a module that is able to yield a constant as output (e.g. a decoder). b) conditionalJump/2: denotes a conditional jump version, i.e. a conditional path to the program counter. c) noload/3: denotes a micro instruction, indicating that the contents of a register or memory must not change to prevent side effects. We have tested the circuit analyser with several examples. One of them is PRIPS, a coprocessor with a RISC-like instruction set, which provides data types and instructions supporting the execution of Prolog programs. The structure consists of 50 register transfer modules. A complete circuit analysis took 77 seconds leading to 1/2 MB of facts.
Code Generation
A microcode generator is a tool for mapping algorithms to predefined hardware structures, by generating the required binary code. Since such a compiler is target independent, i. Having unified the input ports of the register file with these values, we have to perform a backward simulation to search for modules which are able to yield the constants. This module is usually the programmable instruction memory or a decoder. Backward simulation in general is non-deterministic and therefore backtracking and bidirectionality of Prolog is advantageous. In our example, the control code c(4:4) and the address = c(3:0) are direct predecessors of the instruction memory. More difficult is to have the data loaded, because we have to pass the value [0,0,0,1] through certain modules. However, with the use of the path/3 facts generated before, the problem is easy to solve. The path/3 fact shown in table 2 gives all information to generate a solution for the required data transfer. Table 3 shows the resulting binary code. If this instruction is part of a complete microprogram, additional tasks could be done concurrently. The address for the next instruction has to be determined which could be done by incrementing the program counter by c(8:7) = [0,0]. Alternativly a jump or a conditional jump could be performed, leading to values for the 6-bit jump address c(14:9). Therefore the facts jump/1 and conditionalJump/2 are used, whereas incrementPC/2 is used to increment the program counter. At the end of code generation the microprogram has to be bound to real addresses of the instruction memory. This is done by unifying the symbolic address of the first instruction with the start address e.g. 0. Now all delayed goals like incr/2 are woken and this leads to a successive binding of concerned addresses. Such microinstructions or even complete microprograms can be simulated by the simulator described above.
Experimental Results
The tools mentioned above have been applied to several target structures. Table 4 gives informations about some example circuits: simplecpu, as shown in section 3, demo [BMSJ91] , prips [ABMNS93] and mano [Mano93] . The number of RTL components and the width of the microinstruction controller are given. The results shown here indicate that the tools can be applied even to realistic structures. All times are measured on a SPARC 10 workstation.
The times shown in table 5 are achieved by simulating a simple loop, such as the program mentioned in section 4. Note that every event We can see that for larger circuits a lot of facts are generated by the circuit analyser. Most of the extracted facts can be seen as microoperations, i.e operations which can be performed by the circuit.
Conclusion
We have presented how logic programming and coroutining are exploited for some tools of the MIMOLA hardware design system. A simulator for structural hardware models, described in a hardware description language, has been presented. The simulator consists of 2700 lines of code whereas the original Pascal simulator has about four times more lines of code. Most of the new simulator can be used bidirectionally and symbolically which is very important for code and test generation. Using coroutining to express certain constraints, a lot of backtracking steps can be avoided. The circuit analyser consists of 1200 lines of code. Final aim of this work is to get a retargetable self-test microcode generator. Moreover, the original simulator is very difficult to maintain. Time to develop VLSI tools using logic programming is much shorter than for imperative languages. On the other hand, software written in standard Prolog is slower, but with the new concept of constraint logic programming this disadvantage becomes smaller, because this technique leads to a significant reduction of unnecessary backtracking steps. Additionally, a tool to generate schematics for structural hardware models has been implemented in Prolog. 
