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HERMITIAN CHARACTERISTICS
OF NILPOTENT ELEMENTS
E. TEVELEV
University of Texas in Austin
tevelev@math.utexas.edu
Abstract. We define and study several equivariant stratifications of the isotropy
and coisotropy representations of a parabolic subgroup in a complex reductive group.
§0. Introduction
Let G be a connected complex reductive algebraic group, P ⊂ G a proper par-
abolic subgroup, L ⊂ P a Levi subgroup, Z ⊂ L the connected component of the
center of L, P− the opposite parabolic subgroup, so P ∩ P− = L. Let g, p, l, z,
and p− denote the corresponding Lie algebras. Then g is Ẑ-graded, where Ẑ is the
character group of Z written additively, g = ⊕
χ∈Ẑ gχ, g0 = l. P is maximal if and
only if Ẑ-grading reduces to Z-grading of the form
k
⊕
i=−k
gi. Let n ⊂ p be the unipo-
tent radical of p. The group Ẑ admits a total ordering such that p = ⊕χ≥0 gχ,
n = ⊕χ>0 gχ. We shall also use the identification g/p
− = ⊕χ>0 gχ, which is an
isomorphism of L-modules. Any element e ∈ n (resp. e ∈ g/p−) has the weight
decomposition e =
∑
χ>0 eχ, where eχ ∈ gχ. Each eχ is a homogeneous nilpotent
element of g, and therefore can be embedded (not uniquely) in a homogeneous sl2-
triple 〈eχ, hχ, fχ〉, where fχ ∈ g−χ, hχ ∈ l. Here by an sl2-triple 〈e, f, h〉 we mean
a collection of possibly zero vectors such that [e, f ] = h, [h, e] = 2e, [h, f ] = −2f .
The collection of elements {hχ} is called a multiple characteristic of e (or of the
collection {eχ}). A compact real form of the Lie algebra of a reductive subgroup in
G is, by definition, the Lie algebra of a compact real form of this complex algebraic
subgroup. We fix a compact real form k ⊂ l. The multiple characteristic {hχ} is
called Hermitian if any hχ ∈ ik.
In this paper we consider the following question: is it true that any e ∈ n
(resp. e ∈ g/p−) admits a Hermitian multiple characteristic up to P -conjugacy
(resp. up to P−-conjugacy)? Clearly, we may (and shall) suppose that G is simple.
We can identify parabolic subgroups with coloured Dynkin diagrams. Black vertices
correspond to simple roots such that the corresponding root subspaces belong to
the Levi part of the parabolic subgroup. The following theorem is the main result
of this paper.
Theorem 1. Suppose that G is simple and not E7 or E8, or G is equal to E7 or
E8, but P is not of type 38–59 (see the Table at the end of this paper). Then for
any e ∈ n (resp. e ∈ g/p−) there exists p ∈ P (resp. p ∈ P−) such that Ad(p)e
admits a Hermitian multiple characteristic.
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The remaining cases 38–59 will be studied in the sequel of this paper. We remark
here that the adjoint case e ∈ g/p− and the coadjoint case e ∈ n are indeed being
considered separately.
Theorem 1 has the following corollary valid over arbitrary algebraically closed
field k of characterictic 0. For any collection of elements v1, . . . , vn of an algebraic
Lie algebra h we denote by 〈v1, . . . , vn〉alg the minimal algebraic Lie subalgebra of
h containing v1, . . . , vn.
Theorem 2. For the pairs (G,P ) satisfying Theorem 1 over C, the following is
true over k. For any e ∈ n (resp. e ∈ g/p−) there exists p ∈ P (resp. p ∈ P−) such
that Ad(p)e admits a multiple characteristic {hχ} with reductive 〈hχ〉alg.
The following Theorem 3 (conjectured in [Te2]) was already proved in [Te1]
for all parabolic subgroups that satisfy Theorem 2. Let RG denote the set of
irreducible representations of G. For any V ∈ RG, there exists a unique maximal
proper P -submodule MV ⊂ V . Therefore, we have a linear map ΨV : g/p →
Hom(MV , V/MV ), ΨV (x)v = x · v mod MV .
Theorem 3. For the pairs (G,P ) satisfying Theorem 2, there exists an algebraic
P -invariant stratification g/p = ⊔Ni=1Xi such that for any V ∈ RG, the function
rkΨV is costant along each Xi. In other words, the linear span of functions rkΨV
in the algebra of constructible functions on g/p is finite-dimensional.
If the stratification is known explicitly it allows to solve the following classical
geometric problem effectively. For any irreducible equivariant spanned vector bun-
dle L on G/P , to check whether its generic global section has zeros. This class
of geometric problems includes, for example, the exact estimates on the maximal
possible dimension of a projective subspace in a generic projective hypersurface of
given degree, or of an isotropic subspace of a generic skew-symmetric form of given
degree. The corresponding algorithm and examples were given in [Te2].
The stratification from Theorem 3 provides an alternative to the orbit decom-
position for the action of P− on g/p−. It is known that this action has an open
orbit, see [LW], however the number of orbits is usually infinite, see [PR], [BHR].
All necessary facts about complex and real Lie groups, Lie algebras, and algebraic
groups used in this paper without specific references can be found in [VO]. In
particular, we numerate simple roots of simple Lie algebras as in [loc. cit.]. If
g is a simple group of rank r then α1, . . . , αr denote its simple roots, ϕ1, . . . , ϕr
denote its fundamental weights. For any dominant weight λ we denote by R(λ) the
irreducible representation of highest weight λ.
This paper was written during my stay at the Erwin Shro¨dinger Institute in
Vienna and at the University of Glasgow. I would like to thank my hosts for the
warm hospitality.
§1. Hermitian Characteristics in Classical Groups
In this section we give some background information, prove Theorem 1 for clas-
sical groups, and prove Theorem 2. Let us consider the case g = gl(V ) first. We
recall the notion of the Moore–Penrose inverse of linear maps. Let V1 and V2 be
vector spaces with Hermitian scalar products. For any linear map F : V1 → V2 its
Moore-Penrose inverse is a linear map F+ : V2 → V1 defined as follows. Consider
KerF ⊂ V1 and ImF ⊂ V2. Let Ker
⊥F ⊂ V1 and Im
⊥F ⊂ V2 be their orthogonal
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complements with respect to the Hermitian scalar products. Then F defines via
restriction a bijective linear map F˜ : Ker⊥F → ImF . Then F+ : V2 → V1 is a
unique linear map such that F+|Im⊥F = 0 and F
+|ImF = F˜
−1. It is easy to see
that F+ is the unique solution of the following system of Penrose equations:
F+FF+ = F+, FF+F = F, FF+ and F+F are Hermitian. (∗)
For example, if F is invertible then F+ = F−1.
Suppose now that g = gl(V ) and take any decomposition V = V1 ⊕ . . . ⊕ Vk.
Then we have a block decomposition gl(V ) = ⊕ki,j=1Hom(Vi, Vj). The parabolic
subalgebra p = ⊕i≤j Hom(Vi, Vj) has the unipotent radical n = ⊕i<j Hom(Vi, Vj)
and any parabolic subalgebra in gl(V ) has this form. Consider the corresponding
Ẑ-grading. Then l = gl(V )0 = ⊕
k
i=1 End(Vi) and all other rectangular blocks
Hom(Vi, Vj) get different grades.
We claim that for any collection {eij}, eij ∈ Hom(Vi, Vj), i < j, there exists
a unique Hermitian multiple characteristic with respect to any compact real form
of l. Indeed, we fix Hermitian scalar products in V1, . . . , Vk and set k = ⊕
k
i=1 u(Vi),
where u(Vi) is the Lie algebra of skew-Hermitian operators. Any compact real form
of l has this presentation. Now let us take Moore–Penrose inverses fji = e
+
ij ∈
Hom(Vj , Vi) of elements eij . The equations (∗) are equivalent to the statement
that 〈eij , hij = [eij , fji], fji〉 is an sl2-triple containing eij with a Hermitian char-
acteristic hij . Therefore, {hij}i<j is a unique Hermitian multiple characteristic of
{eij}. In particular, Theorem 1 is proved for gl(V ). The same argument applies
for sl(V ).
Definitions.
• An Ad(L)-orbit O ⊂ gχ is called an ample orbit if for any eχ ∈ O there exists a
homogeneous sl2-triple 〈eχ, hχ, fχ〉 with Hermitian characteristic hχ ∈ ik.
• An element x ∈ gχ is called ample if its L-orbit is ample.
• The Ẑ-grading of g is called ample in degree χ, if all Ad(L)-orbits in gχ are
ample.
• For some parabolic subgroups the element p in Theorem 1 can be chosen within
the Levi subgroup L. These parabolic subgroups are called weakly ample.
A non-zero weight χ ∈ Ẑ is called reduced if g2χ = 0.
Basic Lemma (see [Te1]). If χ ∈ Ẑ is reduced then the grading is ample in de-
gree χ.
Basic Lemma shows that almost all components of the grading are automatically
ample. Now we can prove Theorem 1 for orthogonal and symplectic groups.
Theorem 4. Any parabolic subgroup in SOn(C) or Spn(C) is weakly ample.
Suppose that V = Cn is a complex vector space endowed with a non-degenerate
bilinear form ω, which is either symmetric or skew-symmetric. We denote by
G(ω) ⊂ SL(V ) the corresponding special orthogonal or symplectic group of auto-
morphisms of V preserving ω. Let g ⊂ sl(V ) be its Lie algebra of skew-symmetric
operators with respect to ω. The subspace U ⊂ V is called isotropic if ω vanishes
on U . Let 0 = F0 ⊂ F1 ⊂ . . . ⊂ Fk ⊂ V be a flag of isotropic subspaces. Then the
stabilizer P of this flag in G(ω) is a parabolic subgroup and any parabolic subgroup
has this form.
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In order to fix the Levi subgroup of P , we choose subspaces U+k ⊂ Fk complement
to Fk−1 and we choose an isotropic subspace Gk transversal to Fk such that the
restriction of ω on Fk ⊕ Gk is non-degenerate. Then the subgroup L of G(ω)
preserving both U+1 , . . . , U
+
k and Gk is a Levi subgroup of P . Fk and Gk are
naturally dual to each other with respect to the bilinear form: any v ∈ Gk defines
a linear functional ω(v, ·) on Fk. Let Gk = U
−
1 ⊕ . . . ⊕ U
−
k be the decomposition
dual to the decomposition Fk = U
+
1 ⊕ . . . ⊕ U
+
k . Let W = (Fk ⊕ Gk)
⊥. Then L
automatically preserves U−1 , . . . , U
−
k andW . The semisimple part of l is isomorphic
to sl(U−1 )⊕ . . .⊕ sl(U
−
k )⊕ g(W ), where g(W ) is the Lie algebra of skew-symmetric
operators of W . Each sl(U−i ) acts naturally in U
−
i , dually on U
+
i , and trivially on
W and on U+j , U
−
j for j 6= i. g(W ) acts naturally on W and trivially on Fk ⊕Gk.
The center z of l acts on U+k by scalar transformations λkE, on U
−
k by −λkE, and
trivially on W . Here λ1, . . . , λk is a basis of z
∗.
The choice of a compact form in l is equivalent to the choice of a compact form
in each sl(U−i ) (i.e. the choice of a Hermitian scalar product in U
−
i ) and a compact
form k(W ) of g(W ). We shall vary Hermitian scalar products in U−i later, but the
compact real form of g(W ) is to be fixed forever now. We fix a basis b1, . . . , bm
of W such that the matrix of ω in this basis is equal to I, where I = Id in the
symmetric case and I =
(
0 Id
−Id 0
)
in the skew-symmetric case. We fix a standard
Hermitian form in W by formula {u, v} = ω(u, Itv). Then the subalgebra k(W ) of
skew-Hermitian operators in g(W ) is its compact real form.
Non-trivial Ẑ-graded components of g can be described as follows.
• Any linear operator Aij : U
+
i → U
+
j , i 6= j gives by duality the linear oper-
ator A′ij : U
−
j → U
−
i . We define the skew-symmetric operator A˜ij by setting
A˜ij |U+
i
= Aij , A˜ij |U−
j
= −A′ij , the restriction of A˜ij on other components
of the decomposition V = ⊕
k
U+k ⊕ ⊕
k
U−k ⊕W is trivial. These operators form
gλj−λi , which belongs to n if i > j.
• Any linear operator A′i : W → U
+
i (resp. A
′
i : W → U
−
i ) determines by duality
the linear operator Ai : U
−
i → W (resp. Ai : U
+
i → W ), where we identify W
and W ∗, w 7→ ω(w, ·). We define the skew-symmetric operator A˜i by setting
A˜i|W = A
′
i, A˜i|U∓
i
= −Ai, the restriction of A˜i on other components of the
decomposition V = ⊕
k
U+k ⊕ ⊕
k
U−k ⊕W is trivial. These operators form gλi ⊂ n
(resp. g−λi).
• Any linear operator Bij : U
−
i → U
+
j (resp. Bij : U
+
i → U
−
j ), i 6= j determines
by duality the linear operator B′ij : U
−
j → U
+
i (resp. B
′
ij : U
+
j → U
−
i ). We de-
fine the skew-symmetric operator B˜ij with respect to ω by setting B˜ij |U∓
i
= Bij ,
B˜ij |U±
j
= −B′ij , the restriction of B˜ij on other components of the decompo-
sition V = ⊕
k
U+k ⊕ ⊕
k
U−k ⊕ W is trivial. These operators form gλi+λj ⊂ n
(resp. g−λi−λj ).
• Finally, any skew-symmetric linear operator Bi : U
−
i → U
+
i (resp. Bi : U
+
i →
U−i ) defines the skew-symmetric operator B˜i with respect to ω: B˜i|U∓
i
= Bi, the
restriction of B˜i on other components of the decomposition V = ⊕
k
U+k ⊕⊕
k
U−k ⊕
W is trivial. These operators form g2λi ⊂ n (resp. g−2λi). This component is
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trivial if dimU+i = 1.
By Basic Lemma, if g2χ = 0 then for any e ∈ gχ and for any compact form
k ⊂ l there exists a homogeneous sl2 triple 〈e, h, f〉 with a Hermitian characteristic
h ∈ ik. Therefore, in our case it remains to prove that for any set of elements
ei ∈ gλi , i = 1 . . . k there exists a compact form k ⊂ l and a Hermitian multiple
characteristic hi ∈ ik, i = 1, . . . , k.
Any ei is defined by a linear map Ai : U
−
i →W , fi ∈ g−λi is defined by a linear
map Bi : W → U
−
i . Using the description of weighted components of g given
above, it is easy to see that ei and fi can be embedded in a homogeneous sl2-triple
if and only if Ai and Bi satisfy the following system of matrix equations
2Ai = 2AiBiAi − (AiBi)
#Ai, 2Bi = 2BiAiBi −Bi(AiBi)
#,
where for any A ∈ Hom(W,W ) we denote by A# its adjoint operator with respect
to ω. Moreover, the characteristic of this sl2-triple will be Hermitian if and only if
BiAi, AiBi − (AiBi)
# are Hermitian operators.
Therefore, it remains to prove the following lemma.
Lemma. Suppose that U = Cn, W = Ck are complex vector spaces. Let ω
be a non-degenerate symmetric (resp. skew-symmetric) form on W with matrix
I = Id, resp. I =
(
0 Id
−Id 0
)
. We fix a standard Hermitian form in W . Let
A ∈ Hom(U,W ). Then there exists a Hermitian form on U and an operator
B ∈ Hom(W,U) such that
2A = 2ABA− (AB)#A, 2B = 2BAB −B(AB)#, (∗)
BA, AB − (AB)# are Hermitian operators, (∗∗)
where for any A ∈ Hom(W,W ) we denote by A# its adjoint operator with respect
to ω.
Proof. Let W0 = Kerω|ImA, let W1 be the orthogonal complement to W0 in ImA
w.r.t. the Hermitian form. Let U2 = KerA. Choose a subspace U˜ ⊂ U complement
to U2. Then A defines a bijective linear map A˜ : U˜ → ImA. Let U0 = A˜
−1(W0),
U1 = A˜
−1(W1). We fix a Hermitian form on U such that U0, U1, and U2 are
pairwise orthogonal and claim that the system of equations (∗, ∗∗) has a solution.
Let W2 = IW0, where bar denotes the complex conjugation. Then W0 ∩W2 =
{0}, the restriction of ω on W0⊕W2 is non-degenerate, and W0⊕W2 is orthogonal
to W1 both w.r.t. ω and w.r.t. the Hermitian form. Let W3 be the orthogonal
complement to W0 ⊕W1 ⊕W2 w.r.t. the Hermitian form.
We define the operator B as follows:
B|W0 = A˜
−1, B|W1 = 2A˜
−1, B|W2 = B|W3 = 0.
Then we have
AB|W0 = Id, AB|W1 = 2 · Id, AB|W2 = AB|W3 = 0,
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therefore
(AB)#|W0 = 0, (AB)
#|W1 = 2 · Id, (AB)
#|W2 = Id, (AB)
#|W3 = 0.
Since W0, W1, W2, and W3 are pairwise orthogonal w.r.t. the Hermitian form, it
follows that AB−(AB)# is a Hermitian operator. It is easy to check that (∗) holds.
Now, we have
BA|U0 = Id, BA|U1 = 2 · Id, BA|U2 = 0.
Since U0, U1, and U2 are pairwise orthogonal w.r.t. the Hermitian form, it follows
that BA is also a Hermitian operator. 
Now we prove Theorem 2. Until the end of this section “an algebraic subvariety”
means “a union of locally closed subvarieties”. To avoid repetition, we consider the
coadjoint case only, the adjoint case is absolutely similar.
Let e ∈ n. We need to prove that there exists p ∈ P such that Ad(p)e admits
a multiple characteristic {hχ} with reductive 〈hχ〉alg . At this point, without loss
of generality, we may assume that k is embedded into C. By Theorem 1, there
exists p′ ∈ P (C) such that Ad(p′)e admits a Hermitian multiple characteristic {h′χ}
(defined over C). It easily follows (see [Te1]) that 〈h′χ〉alg is reductive. Let W ⊂ n
be a subset of all points that admit a multiple characteristic {hχ} with reductive
〈hχ〉alg. We are going to show that W is a subvariety defined over k. Then the
argument above implies that Ad(P )e ∩W is non-empty over C hence non-empty
over k hence the Theorem.
Let n be the number of positive weights. Consider the variety of sl2-triples
S ⊂ ⊕
χ<0
gχ ⊕ g
n
0 ⊕ ⊕
χ>0
gχ,
S =
{
fχ ∈ g−χ, hχ ∈ g0, eχ ∈ gχ
∣∣ [eχ, fχ] = hχ, [hχ, eχ] = 2eχ, [hχ, fχ] = −2fχ}.
Let pi1 denote the projection of S on g
n
0 , pi2 denote the projection of S on n.
These projections are defined over k. Let R denote the set of n-tuples of points
(x1, . . . , xn) ∈ g
n
0 such that 〈x1, . . . , xn〉alg is reductive. Then, clearly, W =
pi2(pi
−1
1 (R)). Therefore, it suffices to show that R is a subvariety of g
n
0 . By a
theorem of Richardson [Ri], 〈x1, . . . , xn〉alg is reductive if and only if the orbit of
(x1, . . . , xn) ∈ g
n
0 is closed w.r.t. the diagonal action of L = G0. It remains to
notice that if a reductive group L acts on the affine variety X then the set of closed
orbits Y ⊂ X is a subvariety. Indeed, one can argue using induction on dimX and
two following observations. If the action of G on X is not stable (i.e. a generic
G-orbit in X is not closed) then there exists a proper closed subvariety X0 ⊂ X
that contains all closed orbits, [Vi]. If the action of G on X is stable, then we can
choose an open G-invariant subset U ∈ X such that all orbits in U are closed in X.
Then we may pass from X to X \ U .
§3. Exceptional Groups
§3.0. Comparison Lemma. It follows from Basic Lemma that if all positive
weights χ ∈ Ẑ are reduced except at most one, then the corresponding parabolic
subgroup is weakly ample. Therefore, we need to prove Theorem 1 only for parabolic
subgroups such that there exist two or more not reduced Ẑ-weights. Moreover, some
not reduced weights may also correspond to ample components of the grading. The
following lemma provides a lot of examples.
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Comparison Lemma. Let G′ and G′′ be reductive algebraic groups with Lie alge-
bras g′ and g′′, parabolic subgroups P ′ ⊂ G′ and P ′′ ⊂ G′′, Levi subgroups L′ ⊂ P ′
and L′′ ⊂ P ′′. Let Z ′ and Z ′′ be the centers of L′ and L′′. Consider positive weights
χ′ ∈ Ẑ ′ and χ′′ ∈ Ẑ ′′. Suppose that [L′, L′] = [L′′, L′′] = H and H-modules g′χ′
and g′′χ′′ coincide. Suppose that H is either simple or isomorphic to SLn× SLm, in
which case g′χ′ ≃ g
′′
χ′′ ≃ C
n ⊗ Cm as an H-module. Then, the Ẑ ′-grading of g′ is
ample in degree χ′ iff the Ẑ ′′-grading of g′′ is ample in degree χ′′.
Proof. We may assume without loss of generality that P ′ and P ′′ are maximal
parabolic subgroups. Let h be the Lie algebra of H. Consider two local Lie algebras
g′−χ′ ⊕ g
′
0 ⊕ g
′
χ′ and g
′′
−χ′′ ⊕ g
′′
0 ⊕ g
′′
χ′′ . We choose c
′ ∈ z′ and c′′ ∈ z′′ such that
ad(c′)|g′
±χ′
= ±Id and ad(c′′)|g′′
±χ′′
= ±Id. Then g′0 = Cc
′⊕h and g′′0 = Cc
′′⊕h. We
fix compact real forms k′ ⊂ g′0 and k
′′ ⊂ g′′0 . Then k
′ = iRc′⊕m and k′′ = iRc′′⊕m,
where m is a compact real form in h. Suppose that e′ ∈ g′χ′ and the Ẑ
′-grading of
g′ is ample in degree χ′. Then there exists f ′ ∈ g′−χ′ such that 〈e
′, h′ = [e′, f ′], f ′〉
is an sl2-triple and h
′ ∈ ik′. Let h′ = h′1 + h
′
2, where h
′
1 ∈ iRc
′ and h′2 ∈ im. Let
h = ⊕hp be the direct sum of simple Lie algebras. Then we have the corresponding
decomposition m = ⊕mp and h
′
2 =
∑
(h′2)p. We can identify g
′
0 and g
′′
0 as Lie
algebras by assigning c′′ to c′. Then we can identify g′χ′ with g
′′
χ′′ and g
′
−χ′ with
g′′χ′′ as their modules. Let e
′′ ∈ g′′χ′′ corresponds to e
′ and f ′′ ∈ g′′−χ′′ corresponds
to f ′. Let h′′ = [e′′, f ′′] = h′′1 + h
′′
2 , where h
′′
1 ∈ Cc
′′ and h′′2 ∈ h, h
′′
2 =
∑
(h′′2 )p. We
claim that h′′ ∈ ik′′ and its real multiple is a characterictic of e′′. It would follow
that the Ẑ ′′-grading of g′′ is ample in degree χ′′.
Let h˜′ = h˜′1 + h˜
′
2 be the corresponding element of g
′
0, where h˜
′
1 ∈ Cc
′ and
h˜′2 ∈ h, h˜
′
2 =
∑
(h˜′2)p. It is sufficient to prove that h˜
′
1 = αh
′
1 and (h˜
′
2)p = βp(h
′
2)p,
where α and β are positive real numbers (here we use our restrictions on H). The
commutator maps
Φ′ : g′−χ′ ⊗ g
′
χ′ → g
′
0 and Φ
′′ : g′′−χ′′ ⊗ g
′′
χ′′ → g
′′
0
can be decomposed as Φ′ = Ω′ ◦ Ψ′, Φ′′ = Ω′′ ◦Ψ′′, where Ψ′ and Ψ′′ are moment
maps and Ω′ : (g′0)
∗ → g′0, Ω
′′ : (g′′0 )
∗ → g′′0 are pairings given K
′ and K ′′, where
K ′, K ′′ are restrictions of the Killing forms in g′ and g′′ on g′0 and g
′′
0 . Under the
identifications above we have Ψ′ = Ψ′′. It remains to notice that Cc′ is orthogonal
to h under K ′, Cc′′ is orthogonal to h under K ′′, restrictions of K ′ and K ′′ on
(h)p coincide with the Killing form of (h)p multiplied by a positive real number,
K ′(c′, c′) and K ′′(c′′, c′′) are both real and positive. 
We can use this lemma and examples of ample maximal parabolic subgroups in
classical groups obtained in [Te1] to verify that all parabolic subgroups not listed in
the table at the end of the paper are weakly ample (this is simple combinatorics).
In particular, we see that all parabolic subgroups in G2, F4 and E6 are weakly
ample. Theorem 1 for the entries 1–37 from the table will be checked in the next
sections. Entries 38–59 will be verified in the sequel of this paper.
3.1. Non-degenerate Deformations. A projective variety X ⊂ P(V ) is called a
2-variety if it is cut out by quadrics, i.e. its homogeneous ideal I ∈ C[V ] is generated
by I2. For example, if G is a semi-simple Lie group and V is an irreducibleG-module
then the projectivization of the cone of highest weight vectors in V is a 2-variety
by [Li]. Suppose that X ⊂ P(V ) is a 2-variety. A linear map A : C2 → V is called
degenerate if dim ImA = 2 and P(ImA) ∩X is a point.
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Proposition 1.
(A) If A : C2 → V is degenerate, B ∈ Hom(C2,Cp) is non trivial, then there exists
C ∈ Hom(Cp, V ) such that A+CB is non-degenerate.
(B) If A,B : C2 → V are degenerate, then there exists E ∈ Hom(C2,C2) such that
A+BE is non-degenerate.
(C) Suppose A : C2 → V is degenerate, v ∈ V does not belong to the cone over X.
Then there exists f ∈ (C2)∗ such that A+ v · f is non-degenerate.
Proof. (A) Clearly, we can choose C such that dim Im(A+ CB) < 2.
(B) If (ImA)∩ (ImB) 6= 0 then there exists E ∈ Hom(C2,C2) such that we have
inequality dim Im(A + BE) < 2 and we are done. Otherwise, let V0 = (ImA) +
(ImB), X0 = X ∩ P(V0). Clearly, dimV0 = 4 and X0 is a 2-variety in P(V0). We
take skew lines l0 = P(ImA) and l1 = P(ImB). Each of them intersects X0 at a
point. For any E ∈ Hom(C2,C2), dim Im(A + BE) = 2. A line l ⊂ P(V0) is equal
to P(Im(A+BE)) for some E ∈ Hom(C2,C2) if and only if l ∩ l1 = ∅.
Clearly, dimX0 < 3. If dimX0 < 2 then there exists a line l ⊂ P(V0) such
that l ∩ l1 = l ∩ X0 = ∅ and we are done. Otherwise, since l1 6⊂ X0, there exist
hyperplanes H1,H2 ⊂ P(V ) and points p1 ∈ H1, p2 ∈ H2 such that l1 = H1 ∩H2,
p1, p2 6∈ l1, p1, p2 ∈ X0. Then the line l connecting p1 and p2 does not intersect l1
and either intersects X0 in two points or belongs to X0.
(C) Indeed, if v ∈ ImA, then we can find f such that dim Im(A + v · f) < 2.
Suppose that v 6∈ ImA. Then any 2-dimensional subspace in U = 〈v〉 + ImA not
containing v can be realised as Im(A+ v · f) for some f . Let Y = PU ∩X, b ∈ PU
be the point corresponding to v. Then b 6∈ Y . We need to find a line l in PU such
that b 6∈ l and l ∩ Y is not a point. If dimY = 0, then we can find a line that
does not intersect b and Y at all. If dimY = 1 and Y has a line as an irreducible
component, then we can take this component as a line we are looking for. Finally,
in remaining cases a generic line in PU intersects Y in more then one (actually,
two) points. 
3.2. Kac Theorem. Consider the Ẑ-graded reductive Lie algebra g = ⊕
χ∈Ẑgχ,
χ 6= 0. Let O denote the open L-orbit in gχ, e ∈ O. Kac has proved in [Ka] that
there exists an sl2-triple 〈e, h, f〉 with h ∈ z if and only if the complement of O has
codimension 1. In particular, we have the following proposition
Proposition 2. If O is open and its complement has codimension 1, then O is
ample.
The list of representations of [L,L] on gχ with the above property can be found in
[loc. cit.].
3.3. Witt Theorem. The following proposition is well known as Witt Theorem.
Proposition 3. Consider a vector space W endowed with a non-degenerate qua-
dratic form Q. Orbits of GL(V )×O(W ) on Hom(V,W ) are parametrized by pairs
of integers (i, j) such that
0 ≤ i ≤ min(dimV,dimW ), 0 ≤ j ≤ min(i,dimW − i).
Here A ∈ Hom(V,W ) corresponds to the pair (dimA,dimKerQ|dimA).
With respect to the action of GL(V ) × SO(W ), some of these orbits may split
into two orbits. This action appears as the action of a Levi subgroup of a maximal
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parabolic subgroup in G = SOn on g1. It was shown in [Te1] that ample orbits
correspond to pairs (k, 0) and (k, k). More precisely, a linear map A : Ck → Cn
(or the corresponding tensor A˜ ∈ (Ck)∗ ⊗ Cn), where Cn is endowed with a non-
degenerate scalar product, is called ample if the restriction of the scalar product in
C
n on ImA is either non-degenerate or trivial.
Proposition 4. Let V = Cn be endowed with a non-degenerate scalar product.
(A) Let k ≤ 3 or k = n = 4. Suppose that a linear map A : Ck → V is not ample,
and a linear map B : Ck → Cp is not trivial. Then A + CB is ample for some
C ∈ Hom(Cp, V ).
(B) Let n ≤ 4. Suppose that the linear map A : Ck → V is not ample, v ∈ V is not
trivial. Then there exists a linear function f : (Ck)∗ such that A+ v · f is ample.
Proof. Simple calculation. 
The tensor A˜ ∈ Ck ⊗ C2 ⊗ C2 may be considered as a linear map A0 : (C
k)∗ →
(C2 ⊗ C2). The space C2 ⊗ C2 has a canonical quadratic form det. A˜ is called not
ample if restriction of det on ImA0 is degenerate but not trivial. A˜ may also be
viewed as a linear map A : (C2)∗ → (C2 ⊗Ck). Then A˜ is not ample if and only if
ImA is 2-dimensional and (ImA)∩R is a line, where R ⊂ C2 ⊗Ck is the variety of
rank 1 matrices.
Proposition 5.
(A) Suppose that linear maps A : C2 → (C2 ⊗ C3) and B : C2 → (C2 ⊗ Λ2C3) are
not ample. Then there exists E ∈ End(C2)⊗C3 such that B+E ◦A is ample, here
we embed C3 in Hom(C3,Λ2C3) in the obvious way.
(B) Suppose that the linear map A : Λ2C3 → (C2 ⊗ C2) is not ample, B ∈
Hom(C3,C2) is not trivial. Then there exists a linear map C ∈ Hom(C3,C2) such
that A+B ∧ C is ample.
(C) Let v ∈ C3, v 6= 0, B ∈ (Λ2C3)⊗C2. Then there exists A ∈ C3 ⊗C2 such that
B + v ∧A ∈ (Λ2C3)⊗C2 has rank 2.
Proof. (A) Direct calculation shows that there exists E0 ∈ End(C
2) ⊗ C3 such
that E0 ◦ A belongs to the open orbit in Hom(C
2,C2 ⊗ Λ2C3) w.r.t. the group
G = GL2×GL2×GL3. This complement of this orbit has codimension 1, therefore
there exists λ ∈ C such that B + λE0 ◦ A belongs to this open orbit. Now we can
take E = λE0 by Proposition 2.
(B) Suppose first that dim ImB = 2. We take a basis {e1, e2, e3} of C
3 such that
B(e3) = 0. If we take C such that C(e3) = 0, then B∧C(e1∧e3) = B∧C(e2∧e3) = 0
and B ∧ C(e1 ∧ e2) can be made arbitrary. Thus we are done by Proposition 4.A.
Suppose now that dim ImB = 1. Then the linear space of all possible maps of the
form B ∧C consists of all linear maps X : Λ2C3 → (C2⊗C2) such that KerX ⊃ R
and ImX ⊂ L, where R ⊂ C3 is a fixed 1-dimensional subspace and L ⊂ C2⊗C2 is
a fixed 2-dimensional subspace isotropic w.r.t. det. We need to consider two cases:
dim ImA = 2 and dim ImA = 3.
Let dim ImA = 2. We fix a basis {e1, e2, e3} of Λ
2
C
3 such that A(e1) = 0 and
v = A(e2) spans the kernel of restriction of det on 〈v, u〉, where u = A(e3). Clearly,
we may assume that R is spanned by e1, e2, or e3. If R = Ce1 and L ∩ 〈v, u〉 = 0
then we can choose X such that Im(A+X) is an arbitrary 2-dimensional subspace
not intersecting L and the claim obviously follows. If R = Ce1 and L ∩ 〈v, u〉 6= 0
then we can choose X such that dim(A+X) < 2 and we are done. If R = Ce2 and
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v 6∈ L then we can find w ∈ L such that v and w are not orthogonal. Then we take
the map X such that X(e1) = w, X(e3) = 0. Im(A+X) is 3-dimensional and non-
degenerate w.r.t. det. If R = Ce2 and v ∈ L then we take X such that X(e1) = 0
and u + X(e3) is isotropic w.r.t. det. This is possible, because the orthogonal
complement to L is L itself, but u 6∈ L. Then Im(A + X) is 2-dimensional and
isotropic w.r.t. det. If R = Ce3 and v 6∈ L then we can find w ∈ L such that v and
w are not orthogonal. Then we take the map X such that X(e1) = w, X(e2) = 0.
Im(A+X) is 3-dimensional and non-degenerate w.r.t. det. If R = Ce3 and v ∈ L
then we take X such that X(e2) = −v and X(e1) is not orthogonal to u w.r.t. det.
This is possible, because the orthogonal complement to L is L itself, but u 6∈ L.
Then Im(A+X) is 2-dimensional and non-degenerate w.r.t. det.
Now let dim ImA = 3. We fix a basis {e1, e2, e3} of Λ
2
C
3 such that v = A(e1)
spans the kernel of restriction of det on ImA, u = A(e2) and w = A(e3) are isotropic.
We may assume that R either belongs to 〈e2, e3〉 or coincides with Ce1.
Let R ⊂ 〈e2, e3〉. If v 6∈ L, then we take x ∈ L such that v is not orthogonal to
x. We take an operator X such that X(e2) = X(e3) = 0, X(e1) = λx, λ ∈ C. Then
Im(A+X) is 3-dimensional and non-degenerate w.r.t. det for generic λ. If v ∈ L,
then we take X such that X(e1) = −v, X(e2) = X(e3) = 0. Then Im(A + X) is
2-dimensional and non-degenerate w.r.t. det.
Let R = Ce1. If v 6∈ L, then we take x ∈ L such that v is not orthogonal to x.
We take an operator X such that X(e1) = 0, X(e2) = X(e3) = x. Then Im(A+X)
is 3-dimensional and non-degenerate w.r.t. det. If v ∈ L then either L = 〈v, u〉 or
L = 〈v,w〉. It is sufficient to consider only the first case. We take X such that
X(e1) = 0, X(e2) = −u, X(e3) = 0. Then Im(A + X) = 〈v,w〉 is 2-dimensional
and isotropic.
(C) We fix a basis {e1, e2, e3} of C
3 such that v = e1 and a basis {f1, f2} of C
2.
We take A = e2 ⊗ f1 + e3 ⊗ f2. Then v ∧ A = (e1 ∧ e2) ⊗ f1 + (e1 ∧ e3) ⊗ f2 has
rank 2. Therefore, B + v ∧ λA has rank 2 for some λ ∈ C. 
A tensor A˜ ∈ Ck ⊗ Λ2C4 is called ample, if restriction of the quadratic form Pf
on ImA is trivial or non-degenerate, where A : (Ck)∗ → Λ2C4 is the corresponding
map.
Proposition 6.
(A) Suppose that linear maps A : C2 → Λ2C4 and B : C2 ⊗ C2 → Λ3C4 are not
ample. Then there exists a map C : C2 → C4 such that B +A ∧ C is ample.
(B) Suppose that linear maps A : Λ2C4 → C2 and B : C4 → (C2 ⊗ C2) are not
ample. Then there exists a map C : C4 → (C2)∗⊗C such that A+B∧C is ample.
(C) Suppose that a linear map A : C2 → Λ2C4 is not ample, w ∈ C4 is not trivial.
Then there exists a map B : C2 → C4 such that A+ w ∧B is ample.
(D) Suppose that A ∈ C4 ⊗ Λ2C4 is not ample. If B ∈ Λ2C4 ⊗ Λ3C4 is not ample,
then there exists C ∈ C4 ⊗ C4 such that B +A ∧ C is ample.
(E) Suppose that A ∈ C4 ⊗ Λ2C4 is not ample. If u ∈ C4, u 6= 0, then there exists
C =
∑
vi ⊗ wi ∈ C
4 ⊗ C4 such that A+
∑
vi ⊗ (wi ∧ u) is ample.
Proof. (A) It suffices to find C such that A∧C belongs to the open orbit, because
it is ample. We fix bases {e1, e2, e3, e4} of C
4, {f1, f2} of the first C
2, {g1, g2} of
the second C2. We may assume that A(f1) = e1 ∧ e2 + e3 ∧ e4, A(f2) = e1 ∧ e3.
Consider C such that C(g1) = e4, C(g2) = e2. Then A ∧C is an isomorphism.
(B) If dimB = 3, then there exists a map C : C4 → (C2)∗⊗C such that A+B∧C
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belongs to the open orbit, hence it is ample. Let dimB = 2. Simple calculations
show that we need to prove the following claim.
Let {e1, e2, e3, e4} (resp. {f1, f2}) be a basis of C
4 (resp. of C2). Suppose that
the map A : C2 → Λ2C4 is not ample. Then we claim that there exist vectors
v, u ∈ C4 such that the map B is ample, where B(f1) = A(f1) + e1 ∧ u, B(f2) =
A(f2)+ e2 ∧u+ e1∧ v. Indeed, dim ImA = 2 and we may assume that either A(f1)
or A(f2) spans the kernel of restriction of Pf on ImA. Consider the first case. If
A(f1) = e1 ∧ w, then we take v = 0, u = −w. If A(f1) is not of the form e1 ∧ w,
then there exists v such that A(f1) ∧ e1 ∧ v 6= 0. If we take u = 0, then B is
ample. Consider the second case. Since A(f1)∧A(f1) 6= 0, we can find w such that
A(f1) ∧ e1 ∧w 6= 0. If v = λw and u = 0, then B is ample for generic λ ∈ C.
(C) We fix a basis {e1, e2, e3, e4} of C
4 such that w = e1 and a basis {f1, f2}
such that A(f1) spans the kernel of restriction of Pf on ImA. We need to prove
that there exist u, v ∈ C4 such that the linear map C : C2 → Λ2C4 is ample, where
C(f1) = A(f1)+e1∧u, C(f2) = A(f2)+e1 ∧v. If A(f1) = e1∧x, then it suffices to
take u = −x. Otherwise, we take u = 0 and we choose v such that A(f1)∧e1∧v 6= 0.
Then dim ImC = 2 and restriction of Pf on ImC is non-degenerate.
(D) and (E). Let A˜ : (C4)∗ → Λ2C4 be the corresponding map. Since restriction
of Pf on ImA˜ is degenerate but not-trivial, in the suitable bases A has one of the
following forms:
A1 = e1 ⊗ (f1 ∧ f2 + f3 ∧ f4) + e2 ⊗ (f1 ∧ f3),
A2 = e1 ⊗ (f1 ∧ f2 + f3 ∧ f4) + e2 ⊗ (f1 ∧ f3) + e3 ⊗ (f1 ∧ f4),
A3 = e1 ⊗ (f1 ∧ f2 + f3 ∧ f4) + e2 ⊗ (f1 ∧ f3) + e3 ⊗ (f3 ∧ f4),
A4 = e1 ⊗ (f1 ∧ f2 + f3 ∧ f4) + e2 ⊗ (f1 ∧ f3) + e3 ⊗ (f1 ∧ f4) + e4 ⊗ (f1 ∧ f2),
A5 = e1 ⊗ (f1 ∧ f2 + f3 ∧ f4) + e2 ⊗ (f1 ∧ f3) + e3 ⊗ (f1 ∧ f4) + e4 ⊗ (f2 ∧ f4).
(D) We take C = e3 ⊗ f2 + e4 ⊗ f4. Then
A ∧ C = (e1 ∧ e3)⊗ (f2 ∧ f3 ∧ f4)− (e2 ∧ e3)⊗ (f1 ∧ f2 ∧ f3)+
+(e1 ∧ e4)⊗ (f1 ∧ f2 ∧ f4) + (e2 ∧ e4)⊗ (f1 ∧ f3 ∧ f4).
Restriction of Pf on the 4-dimensional image of the corresponding map is non-
degenerate, so A ∧ C belongs to the open orbit, which is ample by the results of
§3.2. Therefore, B +A ∧ (λC) is also ample for some λ ∈ C.
(E) Let A = A1. If u ∈ 〈f1, f3〉, then we take C = e2 ⊗ u
′ such that u′ ∧ u =
−f1 ∧ f3. If u 6∈ 〈f1, f3〉, then there exists u
′ such that f1 ∧ f3 ∧ u
′ ∧ u 6= 0 and we
take C = e1 ⊗ u
′.
Let A = A2 or A4. If u 6∈ 〈f1, f3〉, then there exists u
′ such that f1∧f3∧u
′∧u 6= 0
and we take C = e3⊗u
′. If u 6∈ 〈f1, f4〉, then there exists u
′ such that f1∧f4∧u
′∧u 6=
0 and we take C = e2⊗u
′. Finally, if u = λf1, then we take C = (e2⊗f3+e3⊗f4)/λ.
Let A = A3. If u ∈ 〈f1, f3〉, then we take C = e2⊗u
′ such that u′∧u = −f1∧f3.
If u 6∈ 〈f1, f3〉, then there exists u
′ such that f1 ∧ f3 ∧ u
′ ∧ u 6= 0 and we take
C = e3 ⊗ u
′.
Let A = A5. If u ∈ 〈f1, f4〉, then we take C = e3⊗u
′ such that u′∧u = −f1∧f4.
If u 6∈ 〈f1, f4〉, then there exists u
′ such that f1 ∧ f4 ∧ u
′ ∧ u 6= 0 and we take
C = e1 ⊗ u
′. 
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3.4. Spinors.
We recall the definition of half-spinor representations. Let V = C2m be an even-
dimensional vector space with a non-degenerate symmetric scalar product (·, ·). Let
Cl(V ) be the Clifford algebra of V . Recall that Cl(V ) is in fact a superalgebra,
Cl(V ) = Cl0(V )⊕Cl1(V ), where Cl0(V ) (resp. Cl1(V )) is a linear span of elements
of the form v1 · . . . · vr, vi ∈ V , r is even (resp. r is odd). Then we have
Spin(V ) = {a ∈ Cl0(V ) | a = v1 · . . . · vr, vi ∈ V, Q(vi, vi) = 1}.
Spin(V ) is a connected simply-connected algebraic group.
Given a ∈ Cl(V ), a = v1 · . . . · vr, vi ∈ V , let a = (−1)
rvr · . . . · v1. This is a
well-defined involution of Cl(V ). Using it, we may define an action R of Spin(V )
on V by formula R(a)v = a · v · a. Then R is a double covering Spin(V )→ SO(V ).
Let U ⊂ V be a maximal isotropic subspace, hence dimU = m. Take also any
maximal isotropic subspace U ′ such that U ⊕ U ′ = V . For any v ∈ U we define an
operator ρ(v) ∈ End(Λ∗U) by the formula
ρ(v) · u1 ∧ . . . ∧ ur = v ∧ u1 ∧ . . . ur.
For any v ∈ U ′ we define an operator ρ(v) ∈ End(Λ∗U) by the formula
ρ(v) · u1 ∧ . . . ∧ ur =
r∑
i=1
(−1)i−1(v, ui) ∧ u1 ∧ . . . ui−1 ∧ ui+1 ∧ . . . ∧ ur.
These operators are well-defined and therefore by linearity we have a linear map
ρ : V → End(Λ∗U). It is easy to check that for any v ∈ V we have ρ(v)2 = (v, v)Id.
Therefore we have a homomorphism of associative algebras Cl(V ) → End(Λ∗U),
i.e., Λ∗U is a Cl(V )-module, easily seen to be irreducible. Therefore, Λ∗U is also
a Spin(V )-module (spinor representation), now reducible. However, the even part
ΛevU is an irreducible Spin(V )-module, called the half-spinor module S+. Another
irreducible half-spinor module S− is defined as ΛodU .
The map ρ defines a morphism of Spin(V ) modules V ⊗ S± → S∓. If m is odd,
then S+ is dual to S−. If m is even, then the spinor representation Λ∗U admits
an interesting non-degenerate bilinear form (·, ·) defined as follows. Let det ∈ ΛmU
be a fixed non-trivial element. Then (u, v) is equal to the coefficient at det of the
element (−1)[
deg u
2 ]u∧v. Obviously, S+ is orthogonal to S− and restriction of (u, v)
on S± is orthogonal if m = 4k and symplectic if m = 4k+2. In particular, S+ and
S− are self-dual if m is even.
If m = 4, then V , S+ and S− are twisted forms of each other w.r.t. outer
isomorphisms of Spin8 (triality principle). Let V = C
8 be a vector space equipped
with a non-degenerate scalar product. We denote by S+, S− the corresponding
half-spinor modules. If R denotes V , S+, or S−, then a tensor A ∈ Ck⊗R is called
ample if restriction of the scalar product of R on ImA˜ is trivial or non-degenerate,
where A˜ : (Ck)∗ → R is the corresponding map.
Proposition 7.
(A) Let k = 2, 3. If A =
∑
ai ⊗ si ∈ C
k ⊗ S+ and B ∈ Ck ⊗ S− are not ample,
then there exists v ∈ V such that C = B +
∑
ai ⊗ ρ(v)si is ample.
(B) If A =
∑
ai ⊗ si ∈ C
3 ⊗ S+ and B ∈ Λ2C3 ⊗ S− are not ample, then there
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exists x =
∑
vi ⊗ si ∈ C
3 ⊗ V such that C = B +
∑
i,j(ai ∧ vj)⊗ ρ(xj)si is ample.
(C) If A ∈ C3 ⊗ S− is not ample and s ∈ S+ is not trivial, then there exists
B =
∑
ai ⊗ wi ∈ C
3 ⊗ V such that C = A+
∑
ai ⊗ ρ(wi)s is ample.
Proof. (A) Let k = 2. We choose a basis f1, f2 of C
2 and e1, e2, e3, e4 of U (maximal
isotropic subspace of V ) such that
A = f1 ⊗ 1 + f2 ⊗ (e1 ∧ e2 + e3 ∧ e4), B = f1 ⊗ x1 + f2 ⊗ x2.
If x1 ∈ U ⊂ Λ
odU then we take v = −x1. Otherwise, there exists v
′ ∈ U ′ such that
ρ(v′)(e1 ∧ e2 + e3 ∧ e4) is not orthogonal to x1. Then we take v = λv
′: for generic
λ restriction of (·, ·) on ImC˜ is non-degenerate, hence C is ample.
Let k = 3. We choose a basis {f1, f2, f3} of C
3 and {e1, e2, e3, e4} of U (maximal
isotropic subspace of V ) such that A has one of the following forms:
A1 = f1 ⊗ (e1 ∧ e2 + e3 ∧ e4) + f2 ⊗ 1,
A2 = f1 ⊗ 1 + f2 ⊗ (e1 ∧ e2) + f3 ⊗ (e3 ∧ e4),
A3 = f1 ⊗ (1 + e1 ∧ e2 ∧ e3 ∧ e4) + f2 ⊗ e1 ∧ e2 + f3 ⊗ e1 ∧ e3.
Let
B = f1 ⊗ x1 + f2 ⊗ x2 + f3 ⊗ x3.
Let A = A1. We need to show, that there exist u, v ∈ U such that the following
element if ample:
C = f1 ⊗
(
x1 + u+ v ∧ (e1 ∧ e2 + e3 ∧ e4)
)
+ f2 ⊗ (x2 + v) + f3 ⊗ x3.
If x3 6∈ U , then there exists v
′ ∈ U such that (v, x3) 6= 0 and u
′ ∈ U such that
(e1 ∧ e2 + e3 ∧ e4) ∧ u′ ∧ v′ 6= 0. We take v = λv′, u = λu′. Then for generic λ the
image of C˜ is 3-dimensional and non-degenerate, hence C is ample.
Suppose now that x3 ∈ U . If x3 = 0, then we finish the proof as in the case
k = 2.
Let x3 6= 0. If x2 6∈ U , then there exist v
′ ∈ U such that (x3, v
′ ∧ (e1 ∧ e2 + e3 ∧
e4)) 6= 0, x2 ∧ v
′ 6= 0. We take u = 0, v = λv′. Then for generic λ the image of C˜
is 3-dimensional and non-degenerate, hence C is ample.
Suppose now that x2 ∈ U . Then we choose u and v such that u+ v ∧ (e1 ∧ e2 +
e3 ∧ e4) = −x1. Then the image of C˜ is isotropic.
Let A = A2. We need to show, that there exist v ∈ U , u ∈ 〈e1, e2〉, w ∈ 〈e3, e4〉
such that the following element if ample:
C = f1 ⊗ (x1 + v) + f2 ⊗ (x2 + v ∧ (e1 ∧ e2) + u) + f3 ⊗ (x3 + v ∧ (e3 ∧ e4) + w).
If x1 6∈ U , then there exists v
′ ∈ U such that (v, x1) 6= 0 and u ∈ 〈e1, e2〉 (or
w ∈ 〈e3, e4〉) such that u∧ v ∧ e3 ∧ e4 6= 0 (or w ∧ v ∧ e1 ∧ e2 6= 0) We take v = λv
′,
u = λu′, w = 0 (or w = λw′, u = 0). Then for generic λ the image of C˜ is
3-dimensional and non-degenerate, hence C is ample.
Suppose now that x1 ∈ U . Then we may suppose that x1 = 0 after taking
v = −x1. Now we are going to find u and w.
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If x3 is not perpendicular to 〈e1, e2〉 (resp. x2 is not perpendicular to 〈e3, e4〉),
then we take u′ such that (u′, x3) 6= 0, w
′ = 0 (resp. take w′ such that (w′, x2) 6= 0,
u′ = 0) and set u = λu′, w = λw′. Then ImC˜ is 2-dimensional and non-degenerate,
hence ample, for generic λ.
Let x3 ⊥ 〈e1, e2〉, x2 ⊥ 〈e3, e4〉.
If (x3, x3) = 0, then (x2, x3) = 0, otherwise B is ample. Then (x2, x2) 6= 0,
otherwise B is ample. Hence x2 is not perpendicular to 〈e1, e2〉 and we take w = 0
and v such that (x2, x2) + 2(x2, u) = 0
Suppose, therefore, that (x3, x3) 6= 0, and, similarly, that (x2, x2) 6= 0. It follows
that x2 is not perpendicular to 〈e1, e2〉, x3 is not perpendicular to 〈e3, e4〉. We take
u′, w′ such that (x2, u) 6= 0, (x3, w
′) 6= 0 We set u = λu′, w = λw′. Then ImC˜ is
2-dimensional and non-degenerate for generic λ, hence C is ample for these values
of λ.
Let A = A3. There exists x ∈ V such that ρ(x)(1 + e1 ∧ e2 ∧ e3 ∧ e4) = −x1.
Therefore, without loss of generality we may assume that x1 = 0. IfB is ample, then
there is nothing to prove. Otherwise, the restriction of a scalar form R on 〈x2, x3〉
has one-dimensional kernel. After a suitable change of bases we may assume that
this kernel is spanned by x2. There exists x
′ ∈ V such that ρ(x′)(1+e1∧e2∧e3∧e4)
is not orthogonal to x2. We take x = λx
′. Then for generic λ the image of C˜ is
three-dimensional and non-degenerate w.r.t. R.
(B) We choose a basis {f1, f2, f3} of C
2 and {e1, e2, e3, e4} of U (maximal
isotropic subspace of V ) such that A has one of the following forms:
A1 = f1 ⊗ (e1 ∧ e2 + e3 ∧ e4) + f2 ⊗ 1,
A2 = f1 ⊗ 1 + f2 ⊗ (e1 ∧ e2) + f3 ⊗ (e3 ∧ e4),
A3 = f1 ⊗ (1 + e1 ∧ e2 ∧ e3 ∧ e4) + f2 ⊗ e1 ∧ e2 + f3 ⊗ e1 ∧ e3.
Let
B = (f2 ∧ f3)⊗ x1 + (f1 ∧ f3)⊗ x2 + (f1 ∧ f2)⊗ x3.
We take an isotropic subspace U ′ ⊂ V complement to U and choose a basis
{e∗1, e
∗
2, e
∗
3, e
∗
4} of U
′ such that (ei, e
∗
j ) = δij .
Let A = A3. We take
x = λ(f3 ⊗ e1 + f1 ⊗ e4 + f2 ⊗ e
∗
1 + f3 ⊗ e
∗
3).
Then the image of D˜ is 3-dimensional and non-degenerate, where D =
∑
i,j(ai ∧
vj) ⊗ ρ(xj)si. Therefore, for generic λ, the image of C˜ is 3-dimensional and non-
degenerate, hence C is ample.
Let A = A2. The same proof as above, but for
x = λ(f3 ⊗ e
∗
1 + f2 ⊗ e
∗
3 + f1 ⊗ (e1 + e2 + e3 + e
∗
1)).
Let A = A1. The same proof as above, but for
x = λ(f3 ⊗ e1 + f3 ⊗ e
∗
1 + f2 ⊗ e2).
(C) If (s, s) 6= 0, then ρ(V )s = S−, otherwise, ρ(V )s = U0, where U0 ⊂ S
− is a
maximal isotropic subspace. It is clear now that we can find B such that ImC˜ is
isotropic. 
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§4. E7 and E8 : The Zoo
We associate to each parabolic subgroup its coloured Dynkin diagram. To each
graded component gχ, χ > 0 we associate the coloured Dynkin diagram of the
corresponding parabolic subgroup with vertices indexed as follows. The lattice Ẑ is
isomorphic to a sublattice in the root lattice spanned by simple roots marked white
on the coloured Dynkin diagram. We write the corresponding coefficient of χ near
each white vertex. The representation of [l, l] on gχ is irreducible and the Dynkin
diagram of [l, l] is equal to the black subdiagram of the coloured Dynkin diagram.
We write the numerical labels of χ near each black vertice (omitting zeroes). We
shall pick several positive weights and call them twisting weights. All reduced
positive weights of the form χ+
∑
±µi, where χ > 0 is not reduced and all µi > 0
are twisting, are called rubbish weights. We shall draw a diagram with the set of
vertices given by not reduced and rubbish weights and arrows indexed by twisting
weights: an arrow µ has a tail χ1 and a head χ2 if and only if [gχ1 , gµ] = gχ2 . For
any e ∈ n (resp. e ∈ g/p−) we shall try to find an element u ∈ U (resp. u ∈ U−)
such that all not reduced graded components of the element Ad(u)e belong to
ample orbits, except at most one. Here U ⊂ P is the subgroup with a Lie algebra
generated by all twisting weights components, U− ⊂ P− is the subgroup with a
Lie algebra generated by all graded components gχ, where −χ is twisting. The
standard strategy will be to decrease the number of non-reduced components by
applying elements of the form exp p, where p belongs to the graded component
of some twisting weight. These ‘elementary transformations’ will be made in the
special order, because they may change some other components as well. We shall
use big Latin letters for not reduced weights, small Latin letters for rubbish weights,
and numbers for twisting weights. To save space, we shall use abbreviations of the
form
L
n
=⇒
X.Y
M.
This means that if xL ⊂ gL is not ample (or not trivial if L is a reduced weight),
then we can apply the element exp(pn), where pn ∈ gn, to make xM ∈ gM ample,
and reason for this is given in Proposition X.Y. Parabolic subgroups from the table
will be joined in several groups, in each group the proof is similar.
Case 1A. This case includes parabolic subgroups 1 and 2. We shall consider the
1st.
Not reduced weights:
A •−
0
◦−
1
•−
1
◦−
1
◦−
1
•
|
•1
B
1
•−
1
◦−•−
1
◦−
1
◦−
1
•
|
•1
C
1
•−
1
◦−
1
•−
2
◦−
1
◦−
1
•
|
•
Twisting weights:
1
1
•−
1
◦−
1
•−
0
◦−
0
◦−•
|
•
2
1
•−
1
◦−•−
1
◦−
0
◦−•
|
•1
3 •−
0
◦−
1
•−
1
◦−
0
◦−•
|
•1
Rubbish weights:
a •−
0
◦−•−
2
◦−
1
◦−
1
•
|
•
b •−
2
◦−•−
2
◦−
1
◦−
1
•
|
•
Diagram:
A
1
→ B
↓3 ց2 ↓3 ց2
a
1
→ C
1
→ b
Consider the coadjoint case, x ∈ n. Then A
1
=⇒
1.B
B, A
2
=⇒
1.B
C. If xA is ample, then
B
3
=⇒
1.B
C.
Adjoint case, x ∈ g/p−. b
−2
=⇒
1.A
B, b
−1
=⇒
1.A
C. Let xb = 0. Then C
−3
=⇒
1.B
B, C
−2
=⇒
1.B
A.
If xC is ample, then B
−1
=⇒
1.B
A.
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Case 1B. This case includes parabolic subgroups 3, 4, 5, 6, 7, 8, 9. The proof is
similar to the previous case (using Proposition 1.A and 1.B) but combinatorics is
more involved. To save space, we omit this proof and refer the reader to the even
more complicated Case 5.
Case 2A. Parabolic subgroup number 19.
A •−
0
◦−•−
1
•−
1
◦−
1
•
|
•
B
1
•−
1
◦−
1
•−•−
1
◦−
1
•
|
•
1
1
•−
1
◦−•−•−
0
◦−•
|
•1
a •−
2
◦−•−•−
1
◦−
1
•
|
• A
1
→B
1
→ a
Adjoint and coadjoint cases follow from Propositions 6.A, 6.B and 1.A.
Case 2B. This case includes parabolic subgroups with numbers 20 and 21. We
shall consider 20.
A
1
•−•−•−
1
◦−
1
◦−
1
•
|
•1
B •−
1
•−•−
2
◦−
1
◦−
1
•
|
•
1
1
•−•−•−
1
◦−
0
◦−•
|
•1 A
1
→B
Both adjoint and coadjoint cases follow from Proposition 6.A and Proposition 6.B.
Case 2C. This case includes parabolic subgroups 22, 23, 24, 25, 26, 27. We shall
consider the 26.
A
1
•−•−•−
1
◦−
1
•−
1
◦−
1
•
|
◦1
B •−
1
•−•−
2
◦−•−
1
◦−
1
•
|
◦1
C •−
1
•−•−
2
◦−
1
•−
2
◦−•
|
◦1
1
1
•−•−•−
1
◦−
1
•−
0
◦−•
|
◦0
2
1
•−•−•−
1
◦−•−
1
◦−
1
•
|
◦0
3 •−•−•−
0
◦−
1
•−
1
◦−
1
•
|
◦0
a
1
•−•−•−
1
◦−•−
2
◦−•
|
◦1
b •−•−
1
•−
3
◦−•−
2
◦−•
|
◦1
A
1
→ B
↓3 ց2 ↓3 ց2
a
1
→ C
1
→ b
Coadjoint case, x ∈ n. Then A
1
=⇒
6.B
B, A
2
=⇒
6.B
C. If xA is ample, then B
3
=⇒
1.B
C.
Adjoint case, x ∈ g/p−. Then b
−2
=⇒
6.C
B and b
−1
=⇒
6.C
C. Let xb = 0. Then C
−3
=⇒
1.B
B
and C
−2
=⇒
6.A
A. Let xC be ample. Then B
−1
=⇒
6.A
A.
Case 2D. This case includes parabolic subgroups 27, 28, 29. We shall consider
29.
A •−
0
◦−•−
1
•−•−
1
◦−
1
•
|
◦1
B
1
•−
1
◦−
1
•−•−•−
1
◦−
1
•
|
◦1
C
1
•−
1
◦−•−
1
•−•−
2
◦−•
|
◦1
1
1
•−
1
◦−•−•−
1
•−
0
◦−•
|
◦0
2
1
•−
1
◦−•−•−•−
1
◦−
1
•
|
◦0
3 •−
0
◦−
1
•−•−•−
1
◦−
1
•
|
◦0
a •−
0
◦−•−•−
1
•−
2
◦−•
|
◦1
b •−
2
◦−•−•−•−
1
◦−
1
•
|
◦1
c •−
2
◦−
1
•−•−•−
2
◦−•
|
◦1
A
1
→ B
1
→ b
↓3 ց2 ↓3 ց2 ↓3
a
1
→ C
1
→ c
Coadjoint case, x ∈ n. Then A
1
=⇒
6.A
B, A
2
=⇒
1.B
C. If xA is ample, then B
3
=⇒
6.B
C.
Adjoint case, x ∈ g/p−. Then c
−1
=⇒
6.C
C and c
−2
=⇒
4.A
B. Let xc = 0. Then C
−3
=⇒
6.A
B
and C
−2
=⇒
1.B
A. Let xC be ample. If xb = 0, then B
−1
=⇒
6.B
A. If xb 6= 0 then b
−1
=⇒
1.A
B.
Case 2E. This case includes parabolic subgroups 30, 31. We shall consider 31.
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A •−
0
◦−
1
•−
1
◦−•−
1
•−•
|
◦1
B
1
•−
1
◦−•−
1
◦−•−
1
•−•
|
◦1
C
1
•−
1
◦−
1
•−
2
◦−
1
•−•−•
|
◦1
1
1
•−
1
◦−
1
•−
0
◦−•−•−•
|
◦0
2
1
•−
1
◦−•−
1
◦−•−•−
1
•
|
◦0
3 •−
0
◦−
1
•−
1
◦−•−•−
1
•
|
◦0
a •−
0
◦−•−
2
◦−
1
•−•−•
|
◦1
b •−
2
◦−•−
2
◦−
1
•−•−•
|
◦1
c •−
2
◦−
1
•−
3
◦−•−•−•
|
◦1
d
1
•−
1
◦−•−
3
◦−•−•−•
|
◦1
A
1
→ B
↓3 ց2 ↓3 ց2
a
1
→ C
1
→ b
ց2 ↓3 ց2 ↓3
d
1
→ c
Coadjoint case, x ∈ n. Then A
1
=⇒
1.B
B and A
2
=⇒
6.A
C. If xA is ample, then B
3
=⇒
6.A
C.
Adjoint case, x ∈ g/p−. If xc 6= 0 or xb 6= 0, then we first apply exp(p−3) to
make xb 6= 0 if necessary. Then b
−2
=⇒
6.C
B and b
−1
=⇒
4.A
C. If xc, xb = 0 then d
−3
=⇒
1.A
C and
B
−1
=⇒
1.B
A. If xc, xb, xd = 0 then C
−3
=⇒
6.B
B and C
−2
=⇒
6.B
A. If xC is ample, then B
−1
=⇒
1.B
A.
Case 3. This case includes parabolic subgroups 32, 33. We shall consider 33.
A
1
•−•−•−
1
◦−•−
1
•−•
|
◦1
B •−
1
•−•−
2
◦−
1
•−•−•
|
◦1
1
1
•−•−•−
1
◦−•−•−
1
•
|
◦0
a •−•−
1
•−
3
◦−•−•−•
|
◦1 A
1
→B
1
→ a
Adjoint and coadjoint cases follow from Proposition 6.D and Proposition 6.E.
Case 4A. In this case we study the parabolic subgroup number 34.
A
1
•−
1
◦−
1
•−•−•−
0
◦
|
•
B
1
•−
1
◦−•−•−•−
1
◦
|
•1
1 •−
0
◦−•−•−
1
•−
1
◦
|
• A
1
→B
Both adjoint and coadjoint cases follow from Proposition 7.A.
Case 4B. This case includes parabolic subgroups 35, 36. We shall consider 36.
A
1
•−
1
◦−
1
◦−
1
•−•−•−
0
◦
|
•
B
1
•−
1
◦−
1
◦−•−•−•−
1
◦
|
•1
C
1
•−
1
◦−
2
◦−•−•−
1
•−
1
◦
|
•
1 •−
0
◦−
0
◦−•−•−
1
•−
1
◦
|
•
2 •−
0
◦−
1
◦−•−•−•−
1
◦
|
•1
3 •−
0
◦−
1
◦−
1
•−•−•−
0
◦
|
•
a
1
•−
1
◦−
2
◦−•−•−•−
0
◦
|
•
b
1
•−
1
◦−
2
◦−•−•−•−
2
◦
|
•
A
1
→ B
↓3 ց2 ↓3 ց2
a
1
→ C
1
→ b
Easy digram-walking shows that everything follows from Propositions 7.A and 1.A.
Case 4C. This case includes the parabolic subgroup 37.
A
1
•−•−
1
◦−
1
•−•−•−
0
◦
|
•
B
1
•−•−
1
◦−•−•−•−
1
◦
|
•1
C •−
1
•−
2
◦−•−•−
1
•−
1
◦
|
•
1 •−•−
0
◦−•−•−
1
•−
1
◦
|
•
2
1
•−•−
1
◦−•−•−•−
1
◦
|
•1
3
1
•−•−
1
◦−
1
•−•−•−
0
◦
|
•
a •−
1
•−
2
◦−•−•−•−
0
◦
|
•
b •−
1
•−
2
◦−•−•−•−
2
◦
|
•
c •−•−
3
◦−
1
•−•−•−
2
◦
|
•
d •−•−
3
◦−•−•−•−
1
◦
|
•1
e
1
•−•−
4
◦−•−•−•−
2
◦
|
•
A
1
→ B
↓3 ց2 ↓3 ց2
a
1
→ C
1
→ b
ց2 ↓3 ց2 ↓3
d
1
→ c
ց2 ↓3
e
The coadjoint case follows from Proposition 7.A and Proposition 7.B. The adjoint
case easily follows from Proposition 7.A, Proposition 7.B, Proposition 4.A, and
Proposition 7.C.
Case 5A. This case contains parabolic subgroup 10.
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A •−
0
◦−
1
•−
1
◦−•−
1
•
|
•1
B
1
•−
1
◦−•−
1
◦−•−
1
•
|
•1
C
1
•−
1
◦−
1
•−
2
◦−
1
•−•
|
•
1
1
•−
1
◦−
1
•−
0
◦−•−•
|
•
2
1
•−
1
◦−•−
1
◦−•−
1
•
|
•1
3 •−
0
◦−
1
•−
1
◦−•−
1
•
|
•1
a •−
0
◦−•−
2
◦−
1
•−•
|
•
b •−
2
◦−•−
2
◦−
1
•−•
|
•
c •−
2
◦−
1
•−
3
◦−•−•
|
•1
d
1
•−
1
◦−•−
3
◦−•−•
|
•1
e •−
2
◦−•−
4
◦−•−
1
•
|
•
A
1
→ B
↓3 ց2 ↓3 ց2
a
1
→ C
1
→ b
ց2 ↓3 ց2 ↓3
d
1
→ c
ց2 ↓3
e
Consider the coadjoint case, let x ∈ n. Then A
1
=⇒
1.B
B, A
2
=⇒
5.A
C. If xA is ample,
then B
3
=⇒
5.A
C.
Adjoint case, x ∈ g/p−. Suppose first that either xb, xc, or xe is not trivial.
Applying exp(p−3) if necessary, we may assume that xb 6= 0. Then b
−2
=⇒
4.A
B, b
−1
=⇒
4.A
C.
Let xb = xc = xe = 0. Then d
−3
=⇒
1.A
C, B
−1
=⇒
1.B
A. Let xd = 0. Then C
−3
=⇒
5.A
B, C
−2
=⇒
1.B
A.
Let xC be ample, then B
−1
=⇒
1.B
A.
Case 5B. This case includes parabolic subgroups 11, 12, 13. We shall consider
the 11.
A
0
◦−•−
0
◦−
1
•−
1
◦−•−
1
•
|
•1
B
0
◦−
1
•−
1
◦−•−
1
◦−•−
1
•
|
•1
C
0
◦−
1
•−
1
◦−
1
•−
2
◦−
1
•−•
|
•
D
1
◦−
1
•−
2
◦−
1
•−
3
◦−•−•
|
•1
1
0
◦−
1
•−
1
◦−
1
•−
0
◦−•−•
|
•
2
0
◦−
1
•−
1
◦−•−
1
◦−•−
1
•
|
•1
3
0
◦−•−
0
◦−
1
•−
1
◦−•−
1
•
|
•1
4
1
◦−
1
•−
2
◦−•−
2
◦−
1
•−•
|
•
5
1
◦−•−
1
◦−
1
•−
2
◦−
1
•−•
|
•
6
1
◦−•−
1
◦−•−
1
◦−•−
1
•
|
•1
7
0
◦−•−
2
◦−•−
2
◦−
1
•−•
|
•
8
0
◦−
1
•−
1
◦−
1
•−
2
◦−
1
•−•
|
•
9
1
◦−•−
3
◦−•−
3
◦−•−•
|
•1
10
1
◦−
1
•−
2
◦−
1
•−
3
◦−•−•
|
•1
11
0
◦−•−
0
◦−•−
2
◦−
1
•−•
|
•
12
1
◦−•−
1
◦−•−
3
◦−•−•
|
•1
13
0
◦−•−
2
◦−
1
•−
3
◦−•−•
|
•1
14
0
◦−
1
•−
1
◦−•−
3
◦−•−•
|
•1
15
1
◦−•−
3
◦−
1
•−
4
◦−•−
1
•
|
•
16
1
◦−
1
•−
2
◦−•−
4
◦−•−
1
•
|
•
17
1
◦−•−
3
◦−•−
5
◦−
1
•−•
|
•1
a
0
◦−•−
0
◦−•−
2
◦−
1
•−•
|
•
b
1
◦−•−
1
◦−•−
3
◦−•−•
|
•1
c
1
◦−•−
1
◦−
1
•−
2
◦−
1
•−•
|
•
d
0
◦−•−
2
◦−•−
2
◦−
1
•−•
|
•
e
1
◦−•−
3
◦−•−
3
◦−•−•
|
•1
f
1
◦−
1
•−
2
◦−•−
2
◦−
1
•−•
|
•
g
0
◦−•−
2
◦−
1
•−
3
◦−•−•
|
•1
h
0
◦−
1
•−
1
◦−•−
3
◦−•−•
|
•1
i
1
◦−•−
3
◦−
1
•−
4
◦−•−
1
•
|
•
j
1
◦−
1
•−
2
◦−•−
4
◦−•−
1
•
|
•
k
0
◦−•−
2
◦−•−
4
◦−•−
1
•
|
•
l
1
◦−•−
3
◦−•−
5
◦−
1
•−•
|
•1
m
2
◦−•−
4
◦−•−
6
◦−•−•
|
•
n
1
◦−
1
•−
4
◦−•−
6
◦−•−•
|
•
o
1
◦−•−
3
◦−
1
•−
6
◦−•−•
|
•
A
1
→B a
1
→C
1
→ d b
1
→D
1
→ e c
1
→ f h
1
→ g j
1
→ i o
1
→n
A
2
→C
2
→ g B
2
→ d c
2
→D
2
→ i a
2
→h
2
→ k b
2
→ j
2
→ l
2
→n f
2
→ e
A
3
→ a B
3
→C
3
→h f
3
→D
3
→ j c
3
→ b d
3
→ g
3
→ k e
3
→ i
3
→ l
3
→ o
A
4
→D B
4
→ e C
4
→ i a
4
→ j
4
→m h
4
→ l k
4
→n
A
5
→ b B
5
→D C
5
→ j d
5
→ i
5
→m g
5
→ l k
5
→ o
A
6
→ c B
6
→ f C
6
→D a
6
→ b d
6
→ e g
6
→ i h
6
→ j k
6
→ l
6
→m
A
7
→ g a
7
→ k b
7
→ l c
7
→ i j
7
→n
A
8
→h B
8
→ g C
8
→ k D
8
→ l c
8
→ j
8
→ o f
8
→ i
8
→n
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A
9
→ i a
9
→ l b
9
→m h
9
→n
A
10
→ j B
10
→ i C
10
→ l D
10
→m g
10
→n h
10
→ o
B
11
→h d
11
→ k e
11
→ l f
11
→ j i
11
→ o B
12
→ j d
12
→ l e
12
→m g
12
→ o
A
13
→ k D
13
→n b
13
→ o c
13
→ l B
14
→ k D
14
→ o e
14
→n f
14
→ l
A
15
→ l C
15
→n a
15
→ o
c
15
→m B
16
→ l C
16
→ o d
16
→n f
16
→m A
17
→ o B
17
→n
Consider the coadjoint case, x ∈ n. Then A
1
=⇒
1.B
B, A
2
=⇒
5.A
C, A
4
=⇒
4.B
D. Suppose
that xA is ample, then B
3
=⇒
5.A
C, B
5
=⇒
4.B
D. Let xB be ample, then C
6
=⇒
4.B
D.
Adjoint case, x ∈ g/p−. Then n
−13
=⇒
1.A
D, n
−15
=⇒
1.A
C, n
−17
=⇒
1.A
B. Let xn = 0, then
o
−14
=⇒
1.A
D, o
−16
=⇒
1.A
C, o
−17
=⇒
1.A
A. Let xo = 0, xl 6= 0 or xm 6= 0 (in the latter case we
apply exp(p−6 if necessary to make xl 6= 0). Then l
−10
=⇒
4.A
C, l
−15
=⇒
5.C
A, l
−16
=⇒
5.C
B. Let
xl = xm = 0, then i
−2
=⇒
1.A
D, i
−4
=⇒
5.C
C, i
−10
=⇒
4.A
B. Let xi = 0, then j
−3
=⇒
1.A
D, j
−5
=⇒
5.C
C,
j
−10
=⇒
4.A
A. Let xj = 0, then k
−8
=⇒
4.A
C, k
−13
=⇒
4.A
A, k
−14
=⇒
4.A
B. Let xk = 0, then g
−2
=⇒
1.A
C,
g
−8
=⇒
1.A
B, g
−7
=⇒
4.B
A. Let xg = 0, then h
−3
=⇒
1.A
C, h
−8
=⇒
1.A
A, h
−11
=⇒
4.B
B. Let xh = 0, xe 6= 0.
Applying exp(p−6) if necessary, we also make xd = 0. Then e
−1
=⇒
4.A
D, e
−4
=⇒
1.A
B,
C
−2
=⇒
5.A
A, Let xe = 0, then D
−6
=⇒
4.B
C, D
−5
=⇒
4.B
B, D
−4
=⇒
4.B
A. Let xD be ample, then
d
−1
=⇒
4.A
C, d
−2
=⇒
4.A
B. Let xd = 0, then C
−2
=⇒
5.A
A, C
−3
=⇒
5.A
B. Let xC be ample. Then
B
−1
=⇒
1.B
A.
Case 5C. This case includes parabolic subgroups 14, 15. We shall consider number
14.
A •−
0
◦−
1
•−•−
1
◦−
1
◦−
1
•
|
•1
B
1
•−
1
◦−•−•−
1
◦−
1
◦−
1
•
|
•1
C
1
•−
1
◦−
1
•−•−
2
◦−
1
◦−
1
•
|
•
D
1
•−
1
◦−•−
1
•−
3
◦−
2
◦−•
|
•1
1
1
•−
1
◦−•−
1
•−
0
◦−
0
◦−•
|
•
2
1
•−
1
◦−•−•−
1
◦−
0
◦−•
|
•1
3 •−
0
◦−
1
•−•−
1
◦−
0
◦−•
|
•1
4
1
•−
1
◦−
1
•−•−
2
◦−
1
◦−
1
•
|
•
5 •−
0
◦−•−
1
•−
2
◦−
1
◦−
1
•
|
•
6 •−
0
◦−
1
•−•−
1
◦−
1
◦−
1
•
|
•1
7 •−
2
◦−•−•−
2
◦−
1
◦−
1
•
|
•
8
1
•−
1
◦−•−•−
1
◦−
1
◦−
1
•
|
•1
9 •−
2
◦−•−
1
•−
4
◦−
2
◦−•
|
•
10
1
•−
1
◦−•−•−
4
◦−
2
◦−•
|
•
11
1
•−
1
◦−•−
1
•−
3
◦−
2
◦−•
|
•1
12 •−
2
◦−
1
•−•−
3
◦−
2
◦−•
|
•1
13 •−
0
◦−•−•−
3
◦−
2
◦−•
|
•1
14 •−
2
◦−•−•−
5
◦−
3
◦−
1
•
|
•1
15 •−
0
◦−•−
1
•−
2
◦−
2
◦−•
|
•
16
1
•−
1
◦−
1
•−•−
2
◦−
2
◦−•
|
•
17
1
•−
1
◦−•−•−
4
◦−
3
◦−
1
•
|
•
18 •−
2
◦−•−
1
•−
4
◦−
3
◦−
1
•
|
•
20 •−
2
◦−•−•−
2
◦−
2
◦−•
|
•
a •−
0
◦−•−
1
•−
2
◦−
1
◦−
1
•
|
•
b •−
0
◦−•−•−
3
◦−
2
◦−•
|
•1
c •−
0
◦−•−
1
•−
2
◦−
2
◦−•
|
•
d •−
2
◦−•−•−
2
◦−
1
◦−
1
•
|
•
e •−
2
◦−
1
•−•−
3
◦−
2
◦−•
|
•1
f
1
•−
1
◦−
1
•−•−
2
◦−
2
◦−•
|
•
g •−
2
◦−•−
1
•−
4
◦−
2
◦−•
|
•
h
1
•−
1
◦−•−•−
4
◦−
2
◦−•
|
•
i •−
2
◦−•−•−
5
◦−
3
◦−
1
•
|
•1
j
1
•−
1
◦−•−•−
4
◦−
3
◦−
1
•
|
•
k •−
2
◦−•−
1
•−
4
◦−
3
◦−
1
•
|
•
l •−
2
◦−•−•−
2
◦−
2
◦−•
|
•
m •−
2
◦−
1
•−•−
6
◦−
4
◦−•
|
•
n
1
•−
3
◦−•−•−
6
◦−
4
◦−•
|
•
o •−
2
◦−•−•−
5
◦−
4
◦−•
|
•1
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A
1
→B a
1
→C
1
→ d b
1
→D
1
→ e c
1
→ f f
1
→ l h
1
→ g j
1
→ k m
1
→n
A
2
→C B
2
→ d b
2
→h c
2
→D
2
→ g f
2
→ e j
2
→ i o
2
→n
A
3
→ a B
3
→C c
3
→ b f
3
→D
3
→h k
3
→ i l
3
→ e
3
→ g o
3
→m
A
4
→D
4
→ i B
4
→ e C
4
→ g a
4
→h c
4
→ j
4
→m f
4
→ k
4
→n
A
5
→ b B
5
→D C
5
→h d
5
→ g e
5
→ i f
5
→ j l
5
→ k
5
→m
A
6
→ c B
6
→ f C
6
→D
6
→ j a
6
→ b d
6
→ e
6
→ k
6
→ o g
6
→ i i
6
→m
A
7
→ e a
7
→ g b
7
→ i c
7
→ k j
7
→n
A
8
→ f B
8
→ l C
8
→ e a
8
→D
8
→ k b
8
→ j
8
→ o h
8
→ i
8
→n
A
9
→ i c
9
→m f
9
→n B
10
→ i f
10
→m l
10
→n
A
11
→ j B
11
→ k C
11
→ i D
11
→m e
11
→n f
11
→ o
A
12
→ k D
12
→n a
12
→ i b
12
→m c
12
→ o B
13
→ j d
13
→ i e
13
→m l
13
→ o
A
14
→m B
14
→n C
15
→ j d
15
→ k e
15
→ o g
15
→m
C
16
→ k D
16
→ o a
16
→ j g
16
→n h
16
→m B
17
→ o C
17
→m d
17
→n
A
18
→ o C
18
→n a
18
→m a
20
→ k b
20
→ o h
20
→n
Consider the coadjoint case, let x ∈ n. Then A
1
=⇒
4.B
B, A
2
=⇒
1.B
C, A
4
=⇒
5.A
D. Let
xA be ample, then B
3
=⇒
4.B
C, B
5
=⇒
4.B
D. Let xB be ample, then C
6
=⇒
5.A
D.
Adjoint case, x ∈ g/p−. Then n
−12
=⇒
1.A
D, n
−14
=⇒
1.A
B, n
−18
=⇒
1.A
C. Let xn = 0, then
m
−11
=⇒
4.A
D, m
−14
=⇒
4.A
A, m
−17
=⇒
4.A
C. Let xm = 0, then o
−16
=⇒
1.A
D, o
−17
=⇒
1.A
B, o
−18
=⇒
1.A
A. Let
xo = 0, then i
−4
=⇒
1.A
D, i
−11
=⇒
1.A
C, i
−9
=⇒
4.B
A. Let xi = 0, then k
−8
=⇒
4.A
D, k
−11
=⇒
1.A
B, k
−12
=⇒
5.C
A.
Let xk = 0, then j
−6
=⇒
1.A
D, j
−11
=⇒
1.A
A, j
−15
=⇒
4.B
C. Let xj = 0. If xg 6= 0, then by
Proposition 5.E, we can apply exp(p−3) to force xe to have rank 2. Afterwards,
e
−1
=⇒
5.C
D, e
−4
=⇒
1.A
B, e
−7
=⇒
1.C
A. Let xg = 0, then e
−1
=⇒
5.C
D, e
−8
=⇒
4.A
C, e
−4
=⇒
1.A
B. Let xe = 0,
then h
−3
=⇒
1.A
D, h
−5
=⇒
1.A
C; if xd 6= 0 then d
−2
=⇒
1.A
B, if xd = 0 then B
−1
=⇒
4.B
A. Let xh = 0,
then D
−6
=⇒
5.A
C, D
−5
=⇒
4.B
B, D
−4
=⇒
5.A
A. Let xD be ample, then d
−1
=⇒
1.A
C, d
−2
=⇒
1.A
B. Let
xd = 0, then C
−3
=⇒
4.B
B, C
−2
=⇒
1.B
A. Let xC be ample, then B
−1
=⇒
4.B
A.
Case 5D. In this case we study parabolic subgroup 16.
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A •−
0
◦−
1
•−
1
◦−
1
•−
1
◦−
1
•
|
•
B
1
•−
1
◦−•−
1
◦−
1
•−
1
◦−
1
•
|
•
C
1
•−
1
◦−
1
•−
2
◦−•−
1
◦−
1
•
|
•
D
1
•−
1
◦−
1
•−
2
◦−•−
2
◦−•
|
•1
1
1
•−
1
◦−
1
•−
0
◦−•−
0
◦−•
|
•
2
1
•−
1
◦−•−
1
◦−•−
0
◦−•
|
•1
3 •−
0
◦−
1
•−
1
◦−•−
0
◦−•
|
•1
4
1
•−
1
◦−•−
1
◦−
1
•−
1
◦−
1
•
|
•
5 •−
0
◦−
1
•−
1
◦−
1
•−
1
◦−
1
•
|
•
6 •−
0
◦−•−
0
◦−•−
1
◦−
1
•
|
•1
7 •−
2
◦−•−
2
◦−•−
1
◦−
1
•
|
•
8
1
•−
1
◦−
1
•−
2
◦−•−
1
◦−
1
•
|
•
9 •−
0
◦−•−
2
◦−•−
1
◦−
1
•
|
•
10 •−
2
◦−•−
2
◦−•−
2
◦−•
|
•1
11
1
•−
1
◦−
1
•−
2
◦−•−
2
◦−•
|
•1
12
1
•−
1
◦−•−
1
◦−•−
2
◦−•
|
•
13 •−
2
◦−
1
•−
3
◦−
1
•−
2
◦−•
|
•
14
1
•−
1
◦−•−
3
◦−
1
•−
2
◦−•
|
•
15 •−
0
◦−•−
2
◦−•−
2
◦−•
|
•1
16 •−
0
◦−
1
•−
1
◦−•−
2
◦−•
|
•
17 •−
2
◦−
1
•−
3
◦−•−
3
◦−
1
•
|
•
18
1
•−
1
◦−•−
3
◦−•−
3
◦−
1
•
|
•
19 •−
2
◦−•−
4
◦−•−
3
◦−
1
•
|
•1
21 •−
2
◦−•−
4
◦−•−
2
◦−•
|
•
a •−
0
◦−•−
2
◦−•−
1
◦−
1
•
|
•
b •−
0
◦−•−
2
◦−•−
2
◦−•
|
•1
c •−
0
◦−
1
•−
1
◦−•−
2
◦−•
|
•
d •−
2
◦−•−
2
◦−•−
1
◦−
1
•
|
•
e •−
2
◦−•−
2
◦−•−
2
◦−•
|
•1
f
1
•−
1
◦−•−
1
◦−•−
2
◦−•
|
•
g •−
2
◦−
1
•−
3
◦−
1
•−
2
◦−•
|
•
h
1
•−
1
◦−•−
3
◦−
1
•−
2
◦−•
|
•
i •−
2
◦−
1
•−
3
◦−•−
3
◦−
1
•
|
•
j
1
•−
1
◦−•−
3
◦−•−
3
◦−
1
•
|
•
k •−
2
◦−•−
4
◦−•−
2
◦−•
|
•
l •−
2
◦−•−
4
◦−•−
3
◦−
1
•
|
•1
m •−
2
◦−•−
4
◦−
1
•−
4
◦−•
|
•
n
1
•−
3
◦−•−
5
◦−•−
4
◦−•
|
•
o •−
2
◦−
1
•−
5
◦−•−
4
◦−•
|
•
A
1
→B a
1
→C
1
→ d b
1
→D
1
→ e c
1
→ f h
1
→ g j
1
→ i o
1
→n
A
2
→C B
2
→ d b
2
→h
2
→ k c
2
→D
2
→ g f
2
→ e j
2
→ l m
2
→n
A
3
→ a B
3
→C c
3
→ b e
3
→ g
3
→ k f
3
→D
3
→h i
3
→ l m
3
→ o
A
4
→D
4
→ i B
4
→ e C
4
→ g a
4
→h
4
→ l
4
→n b
4
→ j
4
→m
A
5
→ b B
5
→D
5
→ j C
5
→h d
5
→ g
5
→ l
5
→ o e
5
→ i
5
→m
A
6
→ c B
6
→ f C
6
→D a
6
→ b d
6
→ e g
6
→ i h
6
→ j k
6
→ l
6
→m
A
7
→ g a
7
→ k b
7
→ l c
7
→ i j
7
→n
A
8
→h B
8
→ g C
8
→ k D
8
→ l c
8
→ j
8
→ o f
8
→ i
8
→n
B
9
→h d
9
→ k e
9
→ l f
9
→ j i
9
→ o
A
10
→ i a
10
→ l b
10
→m h
10
→n
A
11
→ j B
11
→ i C
11
→ l D
11
→m g
11
→n h
11
→ o
C
12
→ i a
12
→ j h
12
→m k
12
→n A
13
→ l D
13
→n b
13
→ o c
13
→m
B
14
→ l D
14
→ o e
14
→n f
14
→m B
15
→ j d
15
→ l e
15
→m g
15
→ o
C
16
→ j d
16
→ i g
16
→m k
16
→ o A
17
→m C
17
→n a
17
→ o
B
18
→m C
18
→ o d
18
→n A
19
→ o B
19
→n c
21
→ o f
21
→n
Coadjoint case, x ∈ n. Then A
1
=⇒
1.B
B, A
2
=⇒
4.B
C, A
4
=⇒
5.A
D. Let xA be ample.
Then B
3
=⇒
4.B
C, B
5
=⇒
5.A
D. Let xB be ample. Then C
6
=⇒
4.B
D.
Adjoint case, x ∈ g/p− Then n
−13
=⇒
1.A
D, n
−17
=⇒
1.A
C, n
−19
=⇒
1.A
B. Let xn = 0. Then
o
−14
=⇒
1.A
D, o
−18
=⇒
1.A
C, o
−19
=⇒
1.A
A. Let xo = 0. Then m
−11
=⇒
4.A
D, m
−17
=⇒
4.A
A, m
−18
=⇒
4.A
B. Let
xm = 0. Then l
−8
=⇒
4.A
D, l
−11
=⇒
1.A
C, l
−13
=⇒
5.C
A. Let xl = 0. Then i
−4
=⇒
1.A
D, i
−11
=⇒
1.A
B, i
−10
=⇒
4.B
A.
Let xi = 0. Then j
−5
=⇒
1.A
D, j
−11
=⇒
1.A
A, j
−15
=⇒
4.B
B. Let xj = 0, xk 6= 0. We can apply
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exp(p−3) to force xg to have rank 2, then g
−2
=⇒
5.C
D, g
−4
=⇒
1.A
C, g
−7
=⇒
1.C
A. Let xk = 0,
then g
−2
=⇒
5.C
D, g
−4
=⇒
1.A
C, g
−8
=⇒
4.A
B. Let xg = 0, then h
−3
=⇒
5.C
D, h
−5
=⇒
1.A
C, h
−8
=⇒
4.A
A. Let
xh = 0, xe 6= 0. Applying exp(p−6) if necessary, we make xd = 0, then e
−1
=⇒
4.A
D,
e
−4
=⇒
4.A
B, C
−2
=⇒
4.B
A. Let xe = 0. Then D
−6
=⇒
4.B
C, D
−5
=⇒
5.A
B, D
−4
=⇒
5.A
A. Suppose xD is
ample. Then d
−1
=⇒
1.A
C, d
−2
=⇒
1.A
B. Let xd = 0. Then C
−3
=⇒
4.B
B, C
−2
=⇒
4.B
A. Let xC be
ample, then B
−1
=⇒
1.B
A.
Case 5E. This case consists of parabolic subgroups 17 and 18. We shall consider
number 17.
A •−•−
0
◦−
1
•−
1
◦−
1
◦−
1
•
|
•1
B
1
•−•−
1
◦−•−
1
◦−
1
◦−
1
•
|
•1
C
1
•−•−
1
◦−
1
•−
2
◦−
1
◦−
1
•
|
•
D •−
1
•−
2
◦−
1
•−
3
◦−
2
◦−•
|
•1
1
1
•−•−
1
◦−
1
•−
0
◦−
0
◦−•
|
•
2
1
•−•−
1
◦−•−
1
◦−
0
◦−•
|
•1
3 •−•−
0
◦−
1
•−
1
◦−
0
◦−•
|
•1
4 •−
1
•−
2
◦−•−
2
◦−
1
◦−
1
•
|
•
5
1
•−•−
1
◦−
1
•−
2
◦−
1
◦−
1
•
|
•
6
1
•−•−
1
◦−•−
1
◦−
1
◦−
1
•
|
•1
7 •−•−
3
◦−
1
•−
4
◦−
2
◦−•
|
•
8 •−•−
3
◦−•−
3
◦−
2
◦−•
|
•1
9 •−
1
•−
2
◦−•−
4
◦−
2
◦−•
|
•
10 •−
1
•−
2
◦−
1
•−
3
◦−
2
◦−•
|
•1
11 •−
1
•−
2
◦−•−
2
◦−
2
◦−•
|
•
12 •−•−
3
◦−•−
5
◦−
3
◦−
1
•
|
•1
13 •−•−
3
◦−
1
•−
4
◦−
3
◦−
1
•
|
•
a •−•−
0
◦−•−
2
◦−
1
◦−
1
•
|
•
b
1
•−•−
1
◦−•−
3
◦−
2
◦−•
|
•1
c
1
•−•−
1
◦−
1
•−
2
◦−
2
◦−•
|
•
d •−
1
•−
2
◦−•−
2
◦−
1
◦−
1
•
|
•
e •−•−
3
◦−•−
3
◦−
2
◦−•
|
•1
f •−
1
•−
2
◦−•−
2
◦−
2
◦−•
|
•
g •−•−
3
◦−
1
•−
4
◦−
2
◦−•
|
•
h •−
1
•−
2
◦−•−
4
◦−
2
◦−•
|
•
i •−•−
3
◦−•−
5
◦−
3
◦−
1
•
|
•1
j •−•−
3
◦−
1
•−
4
◦−
3
◦−
1
•
|
•
k •−
1
•−
2
◦−•−
4
◦−
3
◦−
1
•
|
•
l
1
•−•−
4
◦−•−
6
◦−
4
◦−•
|
•
m •−•−
3
◦−
1
•−
6
◦−
4
◦−•
|
•
n •−•−
3
◦−•−
5
◦−
4
◦−•
|
•1
A
1
→B a
1
→C
1
→ d b
1
→D
1
→ e c
1
→ f h
1
→ g k
1
→ j m
1
→ l
A
2
→C B
2
→ d b
2
→h c
2
→D
2
→ g f
2
→ e k
2
→ i n
2
→ l
A
3
→ a B
3
→C c
3
→ b e
3
→ g f
3
→D
3
→ h j
3
→ i n
3
→m
A
4
→D B
4
→ e C
4
→ g a
4
→ h b
4
→ i c
4
→ j k
4
→ l
A
5
→ b B
5
→D
5
→ i C
5
→h c
5
→ k
5
→m d
5
→ g f
5
→ j
5
→ l
A
6
→ c B
6
→ f C
6
→D
6
→ j a
6
→ b
6
→ k
6
→n d
6
→ e h
6
→ i
6
→ l
A
7
→ i c
7
→ l A
8
→ j a
8
→ i b
8
→ l
B
9
→ i c
9
→m f
9
→ l A
10
→ k B
10
→ j C
10
→ i D
10
→ l b
10
→m c
10
→n
C
11
→ j a
11
→ k b
11
→n h
11
→ l A
12
→m B
12
→ l
A
13
→n C
13
→ l a
13
→m
Consider the coadjoint case, let x ∈ n. Then A
1
=⇒
4.B
B, A
2
=⇒
4.B
C, A
4
=⇒
4.B
D. Let xA
be ample. Then B
3
=⇒
1.B
C, B
5
=⇒
5.A
D. Suppose that xB is also ample. Then C
6
=⇒
5.A
D.
Adjoint case, let x ∈ g/p− Then l
−10
=⇒
4.A
D, l
−12
=⇒
4.A
B, l
−13
=⇒
4.A
C. Let xl = 0. Then
i
−5
=⇒
1.A
D, i
−10
=⇒
1.A
C, i
−9
=⇒
4.B
B. Let xi = 0. Then j
−6
=⇒
1.A
D, j
−10
=⇒
1.A
B, j
−11
=⇒
4.B
C.. Let xj = 0,
xg 6= 0. Then we first apply exp(p−3) and exp(p−5) to make xe = xd = 0, then
g
−2
=⇒
1.A
D, g
−4
=⇒
1.A
C, B
−1
=⇒
4.B
A. Let xg = 0, xe 6= 0. First, we apply exp(p−6) to make
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xd = 0, then e
−1
=⇒
1.A
D, e
−4
=⇒
1.A
B, C
−2
=⇒
4.B
A. Let xe = 0. Then d
−1
=⇒
5.C
C, d
−2
=⇒
5.C
B,
D
−4
=⇒
4.B
A. Let xd = 0. Then h
−3
=⇒
4.A
D, h
−5
=⇒
4.A
C, B
−1
=⇒
4.B
A. Let xh = 0. Then D
−6
=⇒
5.A
C,
D
−5
=⇒
5.A
B, D
−4
=⇒
4.B
A. Let xD be ample. Then C
−3
=⇒
1.B
B, C
−2
=⇒
4.B
A. Let xC be ample,
then B
−1
=⇒
4.B
A.
§5. Table
1 •−◦−•−◦−•−◦
|
•
2 •−◦−•−◦−◦−•
|
•
3 ◦−•−◦−•−◦−◦−•
|
•
4 ◦−•−◦−•−◦−•−◦
|
•
5 •−◦−◦−•−◦−◦−•
|
•
6 •−◦−◦−•−◦−•−◦
|
•
7 •−◦−•−◦−◦−◦−•
|
•
8 •−◦−•−◦−◦−•−◦
|
•
9 •−◦−•−◦−•−◦−•
|
◦
10 •−◦−•−•−•−◦
|
•
11 ◦−•−◦−•−◦−•−•
|
•
12 •−◦−◦−•−◦−•−•
|
•
13 •−◦−•−◦−◦−•−•
|
•
14 •−◦−•−•−◦−◦−•
|
•
15 •−◦−•−•−◦−•−◦
|
•
16 •−◦−•−◦−•−◦−•
|
•
17 •−•−◦−•−◦−◦−•
|
•
18 •−•−◦−•−◦−•−◦
|
•
19 •−◦−•−◦−•−•
|
•
20 •−•−•−◦−◦−•
|
•
21 •−◦−•−•−◦−•
|
•
22 ◦−•−•−•−◦−◦−•
|
•
23 ◦−•−•−•−◦−•−◦
|
•
24 •−•−•−◦−◦−◦−•
|
•
25 •−•−•−◦−◦−•−◦
|
•
26 •−•−•−◦−•−◦−•
|
◦
27 ◦−•−◦−•−•−◦−•
|
•
28 •−◦−◦−•−•−◦−•
|
•
29 •−◦−•−•−•−◦−•
|
◦
30 •−◦−•−◦−•−•−◦
|
•
31 •−◦−•−◦−•−•−•
|
◦
32 •−•−•−◦−•−•−◦
|
•
33 •−•−•−◦−•−•−•
|
◦
34 •−•−•−◦−•−◦
|
•
35 ◦−•−◦−•−•−•−◦
|
•
36 •−◦−◦−•−•−•−◦
|
•
37 •−•−◦−•−•−•−◦
|
•
38 •−◦−•−•−◦−•−•
|
•
39 •−•−◦−•−◦−•−•
|
•
40 •−•−•−◦−•−•
|
•
41 •−•−◦−•−•−◦−•
|
•
42 •−•−•−◦−•−◦−•
|
•
43 ◦−•−•−•−◦−•−•
|
•
44 •−•−•−◦−◦−•−•
|
•
45 ◦−•−◦−•−•−•−•
|
•
46 •−◦−◦−•−•−•−•
|
•
47 ◦−•−•−•−•−◦−•
|
•
48 •−•−•−•−•−◦−•
|
◦
49 ◦−•−•−•−•−•−◦
|
•
50 •−◦−•−◦−•−•−•
|
•
51 •−◦−•−•−•−◦−•
|
•
52 •−◦−•−•−•−•−◦
|
•
53 •−◦−•−•−•−•−•
|
◦
54 •−•−◦−•−•−•−•
|
•
55 •−•−•−◦−•−•−•
|
•
56 •−•−•−•−◦−◦−•
|
•
57 •−•−•−•−◦−•−◦
|
•
58 •−•−•−•−◦−•−•
|
•
59 •−•−•−•−•−◦−•
|
•
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