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Abstract-PSDL is a language for describing prototypes of real-time 
software systems. It is most useful for requirements analysis, feasibil- 
ity studies, and the design of large embedded systems. PSDL has fa- 
cilities for recording and enforcing timing constraints, and for mod- 
eling the control aspects of real-time systems using nonprocedural 
control constraints, operator abstractions, and data abstractions. The 
language has been designed for use with an associated prototyping 
methodology. PSDL prototypes are executable if supported by a soft- 
ware base containing reusable software components in an underlying 
programming language (e.g., Ada). 
Index Terms-Abstractions, Ada, embedded systems, prototyping, 
real-time systems, reusable components, specification language. 
I. INTRODUCTION 
T HE rapidly growing demand for software has shifted towards larger systems and higher quality software, 
to a point beyond the reach of current software develop- 
ment methods. A jump in software technology is needed 
to improve programming productivity and the reliability 
of the software product. Rapid prototyping is one of the 
most promising methods proposed to reach this goal. This 
paper presents a prototype system description language 
(PSDL) which supports rapid prototyping based on ab- 
stractions and reusable software components. PSDL is es- 
pecially well suited for large real-time systems, and should 
be useful for prototyping typical Ada applications. 
PSDL is well suited for use with Ada. Libraries of reus- 
able Ada components are being assembled for practical 
use, and should continue to grow because Ada is required 
by many large contracts and is used in an increasing num- 
ber of software systems. The use of the same program- 
ming language in the software base and in the final im- 
plementation encourages the transfer of reusable 
components from the prototype to the production software 
in cases where further details and improvements are not 
needed. Ada is convenient for implementing PSDL be- 
cause the mechanisms of Ada support the features of 
PSDL and because it is easier to interface to reusable 
components if they are in the same language as the PSDL 
execution support system. 
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A. Conceptual Framework 
A prototype is an executable model or a pilot version 
of the intended system. A prototype is usually a partial 
representation of the intended system, used as an aid in 
analysis and design rather than as production software. 
The rapid construction activity leading to such a prototype 
is called rapid prototyping. Rapid prototyping has been 
found to be an effective technique for clarifying require- 
ments and eliminating the large amount of wasted effort 
currently spent on developing software to meet incorrect 
or inappropriate requirements [29] in traditional software 
life cycles. Lack of agreement on the requirements as 
specified by the customer and as analyzed by the designer 
causes inconsistencies between the delivered system and 
customer expectations, leading to expensive rebuilding. 
This problem is especially acute for large systems and 
systems with real time constraints because the require- 
ments for such systems are complicated and difficult to 
understand. 
The requirements are firmed up iteratively in a rapid 
prototyping approach through the examination of execut- 
able prototypes as well as by negotiations between cus- 
tomer and designer. The designer constructs a prototype 
based on the requirements, and examines the execution of 
the prototype together with the customer. The require- 
ments are adjusted based on feedback from the customer, 
and the prototype is modified accordingly until both the 
customer and the designer agree on the requirements. This 
process is illustrated below. 
requirements adjustment 
A prototype can also be used to specify a well modu- 
larized skeleton design for the intended system and to val- 
idate the important attributes of the intended system, e.g., 
timing constraints, input and output formats, or interfaces 
between modules. Rapid prototyping is a useful tool in 
feasibility studies. Prototypes of critical subsystems or dif- 
ficult parts of a complicated system can significantly in- 
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crease the confidence that the system can be built before 
large amounts of effort and expense are committed to the 
project. Rapid prototyping helps in estimating costs, since 
the cost of the intended system is usually proportional to 
the cost of the prototype. The experiences gained in ap- 
plying rapid prototyping to special applications, e.g., da- 
tabase design, metaprogramming method and others, have 
substantiated the expected cost relationships between the 
prototype and the completed system [9], [ 181. 
Software tools are needed to make rapid prototyping 
practical. An initial description of a framework for a rapid 
prototyping environment based on reusability can be found 
in [30]. Since automatic program generation is not yet 
practical, reusing existing system components appears to 
be the most economic approach for constructing proto- 
types. Our  approach depends on the prototype description 
language PSDL and a SOFTWARE BASE [27] containing a 
large set of reusable software components. The software 
base management system is responsible for organizing, 
retrieving, and instantiating reusable software compo- 
nents from the software base, while the design database 
is responsible for managing the versions and alternatives 
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We assume that a software base management system sup- 
ports the retrieval of the set of software components whose 
specifications match a given template. The reusable com- 
ponents in the software base are used to realize subsys- 
tems of the prototype, and the available reusable compo- 
nents are used to guide the decomposition process by 
which the behavior of the prototype is refined. PSDL is 
used to describe the connections between the components 
of a prototype, and to specify the behavior of the reusable 
components in the prototype as well as those in the soft- 
ware base. A powerful, easy to use, and portable proto- 
type description language is a critical part of an automated 
rapid prototyping environment. Such a language is needed 
before the tools in the environment can be built. 
B. Requirements for a Prototype Description Language 
A language for supporting rapid prototyping of large 
real time systems has different requirements from a gen- 
era1 purpose programming language or a specification lan- 
guage. In addition to being executable, the language must 
support the specification of requirements for the system 
and the functional description of the component modules. 
The module specification serves as the basis for organiz- 
ing and retrieving the reusable components in a software 
base. Since rapid prototyping involves many design mod- 
ifications, the language must make it easy for the system 
designer to create a prototype with a high degree of mod- 
ule independence [28], and to preserve its good modular- 
ity properties across many modifications. The prototype 
system description language has to be sufficiently easy to 
read to serve as design documentation, and also has to be 
formal enough for mechanical processing in the rapid pro- 
totyping environment. 
The design of PSDL was motivated by the reasons men- 
tioned above and by the requirements listed below: 
1) PSDL should be based on a simple computational 
model that limits and exposes the interaction between sys- 
tem modules to encourage good modularizations of PSDL 
prototypes. An associated prototyping method for rapidly 
creating, modifying, and enhancing prototypes of large 
systems, which should be consistent with the language 
and to make the most efficient use of the language, should 
be designed based on the same computational model to- 
gether with PSDL. 
2) PSDL prototypes should be executable, so that the 
customer can observe the operation of the prototype. 
3) PSDL should be simple and easy to use. 
4) PSDL should support hierarchically structured pro- 
totypes, to simplify prototyping of large and complex sys- 
tems. The PSDL descriptions at all levels of the designed 
prototype should be uniform. 
5) PSDL should apply at both the specification and de- 
sign levels to allow the designer to concentrate on design- 
ing the prototype without the distraction of transforming 
one notation into another. 
6) PSDL should be suitable for specifying the retrieval 
of reusable modules from a software base, to avoid mul- 
tiple specifications for each module. 
7) PSDL should support both formal and informal 
module specification methods, to allow the designer to 
work in the style most appropriate to the problem. 
8) PSDL should harmoniously support the basic con- 
cepts of data abstraction, function abstraction, and con- 
trol abstraction to aid the construction of large prototypes. 
9) PSDL should contain a set of abstractions suitable 
for constructing real-time systems. 
After looking for an executable language to design pro- 
totypes based on a requirements set, we realized that our 
choices are mostly limited to programming languages. We 
are convinced that high level abstractions and brief and 
powerful language structures are definitely needed to sim- 
plify the design at a conceptual level. Many requirements 
specification and conceptual modeling languages are suit- 
able at a high level, but unfortunately most of them are 
not executable. Some of the existing programming lan- 
guages are too inflexible and too difficult to use. Many 
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kinds of coupl ing problems between modules of a  system 
are not preventable in a  programming language because 
conventional programming languages are required to ex- 
ecute very efficiently on  conventional machines. Strong 
coupl ing can make a  rapid prototyping effort fail because 
modifications get progressively more difficult and  error 
prone, so  conventional programming languages cannot  be  
adequate  for prototyping. Consequent ly  the design of a  
special purpose language for rapid prototyping has  to be  
considered. 
W e  developed PSDL [23] because we could find no  ex- 
isting languages that met all of the above  requirements. 
C. Previous Work  
Our  work has  been  inf luenced by  earlier work in four 
main areas: rapid prototyping, design languages,  model-  
ing of real-time systems, and  reusable software. 
Prototyping has  become increasingly popular  in system 
development.  There is a  popular  branch of rapid proto- 
typing work aimed at database applications [9]. The  work 
is useful for prototyping business information systems, 
but it does  not address real-time constraints or systems 
dominated by  computat ion rather than data management .  
Several approaches are based on  programming languages 
[15], [ 161.  These systems do  not link very well to cus- 
tomer requirements, and  do  not address real time con- 
straints. SREM [2] is a  pioneering piece of work on  the 
use of prototypes for validating requirements. This work 
addresses real time constraints, machine assisted genera-  
tion of simulations, and  tracing aspects of a  simulation to 
customer requirements. However,  SREM does  not sup-  
port abstractions very well and  does  not have  a  clearly 
def ined computat ional model  that limits interactions be-  
tween modules.  PAISLey [32] addresses the operational 
specification of real time systems. Operat ional specifica- 
t ions can be  used for prototyping based on  manual ly pro- 
duced code.  This work uses applicative functions to de-  
scribe the state transition functions of cyclic processes.  
The  hierarchical structure of a  design cannot  be  captured 
in this approach because a  cyclic process cannot  be  de-  
composed into more primitive cyclic processes.  Control 
abstractions are not supported, and  schedul ing constraints 
are implicitly encoded in the way exchange functions are 
nested. Data abstractions are not suppor ted either, making 
the approach cumbersome for prototyping large systems. 
Our  work combines a  clear interface-oriented computa-  
tional model  with data abstractions, operator abstractions, 
and  control abstractions. 
A prototyping language must have  the characteristics of 
a  good  design language,  because the structure of a  pro- 
totype must be  understandable and  easy to modify. Early 
design languages [28], [ 191  were not executable, al though 
more recent work has  promise in this direction [8]. These 
languages do  not support  real time constraints or require- 
ments tracing. Some design languages address the design 
and  specification levels, but are not executable [4]. Other 
work on  executable specifications [20] has  taken the au-  
tomatic transformation of specifications into running sys- 
terns as  a  distant long term goal, and  has  concentrated on  
generat ing run-time checks from the specifications in the 
short run. These approaches are not sufficiently well de-  
veloped to produce results applicable to rapid prototyping 
in the near  future. 
Some of the work on  model ing real time systems has  
focused on  the schedul ing problems associated with real 
time constraints [25], [26]. These results are important 
for execut ion of PSDL prototypes. Languages  for speci- 
fying real time systems have also been  investigated [ 131,  
[191, 1111. 
Methods for enhancing the reusability of software [ 171,  
[31] are important for managing the software base [30], 
[27], which is one  of the building blocks used in our  work. 
A promising approach to making software components  
more flexible by  the automated combinat ion of different 
versions of their parts is reported in [7]. 
II. PSDL CONCEPTS AND CONSTRUCTS 
PSDL supports the prototyping of large systems by  pro- 
viding a  simple computat ional model  that is close to the 
designer’s view of real time systems. The  model  is de-  
scr ibed in more detail below. PSDL supports operator,  
data, and  control abstractions, and  encourages hierarchi- 
cal decomposit ions based on  both data flow and  control 
flow. 
A. Computat ional Model  
To  provide a  small and  portable set of PSDL constructs 
with a  clear semantics it is necessary to explore the math- 
ematical model  behind the language constructs. PSDL is 
based on  a  computat ional model  containing OPERATORS 
that communicate via DATA STREAMS. Each data stream 
carries values of a  fixed abstract data type [ 121.  Each data 
stream can also contain values of the built-in type EXCEP- 
TION, as explained in Section 11-A-4. The  operators may 
be  either data driven or periodic. Periodic operators have  
traditionally been  the basis for most real time system de-  
sign, while the importance of data driven operators for 
real-time systems is beginning to be  recognized [24]. 
Formally the computat ional model  is an  augmented 
graph 
G  = (I’, E, T(u), C(u)) 
where V is the set of vertices, E is the set of edges,  T(U) 
is the maximum execut ion time for each  vertex U, and  
C(v) is the set of control constraints for each  vertex U. 
Each vertex is an  operator and  each edge  is a  data stream. 
The first three components  of the graph are called the EN- 
HANCEDDATAFLOWDIAGRAM. 
1) Operators:  An operator is either a  FUNCTION or a  
STATE MACHINE. W h e n  an  operator fires, it reads one  data 
object from each of its input streams, and  writes at most 
one  data object on  each of its output streams. The  output 
objects produced when a  function fires depend  only on  the 
current set of input values. The  output values produced 
when a  state machine fires depend  only on  the current set 
of input values and  the current values of a  finite number  
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of internal STATE VARIABLES. We have found that opera- 
tors of these two types are useful for prototyping real-time 
systems. 
Operators are either ATOMIC or COMPOSITE. Atomic op- 
erators cannot be decomposed in terms of the PSDL com- 
putational model. Composite operators have realizations 
as data and control flow networks of lower level opera- 
tors. If the output of an operator A is an input to another 
operator B, then there is an implicit precedence relation- 
ship between the two, which says that A must be sched- 
uled to fire before B. A composite operator whose net- 
work contains cycles is a state machine. In such a case, 
one of the data streams in each cycle is designated as the 
state variable controlling the feedback loop, and an initial 
value is specified for each state variable. The state vari- 
ables serve to break the circular precedence relationships 
among the operators which would otherwise be implied 
by the data flow relationships. In the example shown be- 
low, there is a cycle consisting of the streams S and Y. 
The stream X is the only input to the composite operator 
realized by the network, and Z is its only output. 
In PSDL S would be designated as the state variable of 
this cycle by including a description of the form 
states S initially S-O 
in the specification part of the composite operator. S-O 
represents an expression giving the initial value for S. 
2) Data Streams: A data stream is a communication 
link connecting exactly two operators, the producer and 
the consumer. In Fig. 1, Y is a data stream from producer 
op-1 to consumer op-2. Communication links with more 
than two ends are realized using copy and merge opera- 
tors. Each stream carries a sequence of data values. 
Streams have the pipeline property: if a and b are two data 
values in data stream Y and the data value a is generated 
by op-1 before the data value b is generated then it is 
impossible for a to be delivered to op-2 after b is deliv- 
ered. 
There are two types of data streams--DATA FLOW 
STREAMS and SAMPLEDSTREAMS. Adataflow streamguar- 
antees that none of the data values is lost or replicated, 
while a sampled stream does not make such a guarantee. 
A data flow stream can be thought of as a fifo queue, while 
a sampled stream can be thought of as a cell capable of 
containing just one value, which is updated whenever the 
producer generates a new value. Since real-time systems 
must often operate within a (small) bounded memory, the 
finite queue length imposes a restriction on the relative 
execution rates of two operators communicating via a data 
flow stream. A sampled stream imposes no such con- 
straint, since it can deliver a value more than once if the 
consumer demands more values before the producer has 
provided a new value, and it can discard the previous 
value if the producer provides a new value before the con- 
sumer has used the previous one. 




I I I I--->+ s 
’ op-1 I---> Y --->I op-2 I 
x ---->i I I----> z 
Fig. 1. A simple state machine. 
sequence of data values dl , d2, . * * , dn- 1, dn in data 
stream Y. A queued sequence for Y is shown below. 
dn dn-1 * . * d2 dl 
If Y is a data flow stream then op-2 consumes all of the 
data values in data stream Y in the order dl, d2, . * * , 
dn-1, dn. If op-1 produces data values in data stream Y 
faster than op-2 consumes them, the length of the queued 
sequence increases until an overflow occurs. If op-2 con- 
sumes data values faster than op-1 produces them, op-2 
has to wait until the queued sequence becomes nonempty. 
This implies that with a data flow stream op-2 may not 
meet its real time constraints unless its data rate closely 
matches that of op- 1. 
Suppose Y is a sampled stream instead, op-1 produces 
one data value in data stream Y every 2 ms, op-2 con- 
sumes one data value every 3 ms, and a size one buffer is 
used for containing the data values. In this case, op-1 pro- 
duces data values at the following times as shown in Fig. 
2, and op-2 consumes data values at different times as 
shown in Fig. 3. 
Since the buffer contains only one data value at a given 
time, the sequences of data values in sampled stream Y 
consumed by op-2 starting at different initial times can be 
different. Op-2 consumes the values d2, d3, d5, d6, * * * 
with an initial time 0 and dl, d2, d4, d5, * * * with initial 
time 1, as shown in Fig. 3. If op-2 consumes one data 
value in the sampled stream every 1 ms, the consumed 
sequences of data values have repeated values, e.g., dl , 
dl, d2, d2, d3, d3, . . * ordl, d2, d2, d3, d3, * * * . 
Data flow streams must be used in cases where each 
data value represents a unique transaction or request that 
must be acted on exactly once. For example, the trans- 
actions in a system for electronic funds transfer would be 
transmitted along a data flow stream. Sampled data 
streams are often used for simulating continuous streams 
of information, where only the most recent information is 
meaningful. For example, an operator that periodically 
updates a software estimate of the system state based on 
sensor readings would use a sampled stream. 
In PSDL the stream type is determined from the acti- 
vation conditions for the consumer operator, rather than 
being explicitly declared. The rules for determining 
stream types are explained in the Section 11-C-2. 
3) Exceptions: PSDL exceptions are values of a built 
in abstract data type called EXCEPTION. This type has op- 
erations for creating an exception with a given name, for 
detecting whether a value is an exception with a given 
name, and for detecting whether a value is normal (i.e., 
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dn dn-1 .., d2 d6 d4 d2 d2 dl 
Timo(m#) <-------------.----------------------------------- _____ 
. 1 . . . . . 
Fig. 2. Producer timing chart. 
dn dn-I d6 d5 d4 d2 d2 dl 
Tims(m.1 <--------------~~-:--------:----~---:--------:-------‘: 
I I 
12 6 6 2 0 
10 7 4 1 
Fig. 3. Consumer timing chart. 
belongs to some data type other than EXCEPTION). PSDL 
provides a shorthand syntax for the latter two operations, 
as illustrated in the following example of a PSDL predi- 
cate 
x: overhow AND y: NORMAL 
which is true if the input value x is the exception value 
with the name “overflow” and the input value y is nor- 
mal, as indicated by the PSDL keyword “NORMAL.” 
Predicates like this can be used to control the conditional 
execution of an operator or the conditional transmission 
of an output value. 
Values of type EXCEPTION can be transmitted along data 
streams just like values of the normal type associated with 
the stream. Exceptions are encoded as data values in 
PSDL to decouple the transmission of an exceptional re- 
sult from the scheduling of the actions for handling the 
exception, and to provide a programming language inde- 
pendent interface between atomic operators. This makes 
it possible to use atomic operators realized in several dif- 
ferent programming languages in the same PSDL proto- 
type. 
B. Abstractions 
Abstractions are an important means for controlling 
complexity [6], which is especially important in rapid 
prototyping because a system must appear to be simple to 
be built or analyzed quickly. PSDL supports three kinds 
of abstractions: data abstractions, operator abstractions, 
and control abstractions. 
Data abstractions decouple the behavior of a data type 
from its representation. This is especially important in 
prototyping because the behavior of the intended system 
is only partially realized, capturing only those aspects im- 
portant for the purposes of the prototype. The behavior of 
the prototype data is also a partial simulation of the data 
in the intended system, so that the data representations in 
the prototype and the intended system are likely to be quite 
different. Data abstraction allows the data interfaces to be 
described independently of the representation of the data, 
so that the interfaces for the operations on the data can be 
the same in the prototype and in the intended system. As- 
pects of the data not included in the prototype will be re- 
flected in extra operations on the type, which appear in 
the intended system but not in the prototype. It is impor- 
tant to have common interfaces between the prototype and 
the intended system because it makes comparisons easier 
during the validation of the intended system, and because 
it enables the structure of the prototype design to be reused 
in the intended system where appropriate. 
Control abstraction are important for simplifying the 
design of real-time systems, because much of the com- 
plexity of such systems lies in their control and schedul- 
ing aspects. 
1) Operator Abstractions: An operator abstraction is 
either a functional abstraction or a state machine abstrac- 
tion. Both functional and state machine abstractions are 
supported by the PSDL constructs for operator abstrac- 
tions. PSDL operators have two major parts: the SPECI- 
FICATION and the IMPLEMENTATION. The specification part 
contains attributes describing the form of the interface, 
the timing characteristics, and both formal and informal 
descriptions of the observable behavior of the operator. 
The attributes both specify the operator and form the basis 
for retrievals from a reusable component library or soft- 
ware base. The size and the content of the set of attributes 
may vary depending on the specific usage, underlying lan- 
guage, or the type of the modules specified. In our appli- 
cation, it consists of GENERIC PARAMETERS, INPUT, our- 
PUT, STATES, EXCEPTIONS, and TIMING INFORMATION. 
A PSDL operator corresponds to a state machine ab- 
straction if its specification part contains a STATES decla- 
ration, and otherwise it corresponds to a functional ab- 
straction. The STATES declaration gives the types of the 
state variables and their initial values. The state variables 
of a PSDL state machine are LOCAL, in the sense that they 
can be updated only from the inside of the machine. This 
restriction prevents coupling by means of shared state 
variables, and is one of the features of PSDL that leads 
to good modularizations. It is also important for making 
the correctness of distributed implementations indepen- 
dent of the number of processors. 
The implementation part determines whether the oper- 
ator is atomic or composite. Atomic operators have a key- 
word specifying the underlying programming language 
(Ada in our application), followed by the name of the im- 
plementation module implementing the operator. This 
name is filled in as the result of a successful retrieval from 
the software base, or is supplied by the designer in case 
the module cannot be constructed from reusable compo- 
nents and must be coded manually in a underlying pro- 
gramming language. Composite operators have the attri- 
butes COMMUNICATIONGRAPH, INTERNALDATA, CONTROL 
CONSTRAINTS, and INFORMALDESCRIPTION. 
2) Data Abstractions: All of the PSDL data types are 
immutable, so that there can be no implicit communica- 
tion by means of side effects. Both mutable data types and 
global variables have been excluded from PSDL to help 
prevent coupling problems in large prototype systems. If 
IEEE TRANSACTIONS ON SOFTWARE ENGINEERING. VOL. 14. NO. IO. OCTOBER 1988 
many modules communicate implicitly via a shared data 
structure or global variable, then it is easy to inadver- 
tently interfere with a module by making an apparently 
unrelated change to another module. Repairing such faults 
is too time consuming to be tolerable in a rapid prototyp- 
ing effort. 
The PSDL data types include the immutable subset of 
the built-in types of Ada [ 11, user defined abstract types 
[ 121, the special types TIME and EXCEPTION, and the types 
that can be built using the immutable type constructors of 
PSDL. The PSDL type constructors (see Table I) were 
chosen to provide powerful data modeling facilities with 
a small set of semantically independent structures (cf. 
]51). 
Finite sets, sequences, and mappings correspond to the 
usual mathematical concepts. Tuples are finite Cartesian 
products, with operations for constructing tuples and for 
extracting components. One-ofs are tagged disjoint 
unions of a finite number of other types, with operations 
for constructing one-of values with a given tag (injec- 
tions), for testing whether a one-of value has a given tag 
(domain predicates), and for extracting the data compo- 
nent of a one of (projections). Relations are n-ary math- 
ematical relations, with operations that are commonly 
used in relational databases (select, project, join, union, 
set difference, etc.). 
Values of the special type TIME behave like integers, 
except that units may be specified (microseconds, milli- 
seconds, seconds, minutes, or hours). Time values are as- 
sumed to be in milliseconds if the units are not given ex- 
plicitly . 
The basic construct of abstract data type in PSDL con- 
tains two parts: SPECIFICATION and IMPLEMENTATION. An 
example of a user defined abstract type in PSDL with de- 
tails is given in Section III. 
3) Control Abstractions: The control abstractions of 
PSDL are represented as enhanced data flow diagrams 
augmented by a set of control constraints. As a major 
property of real time systems, periodic execution is sup- 
ported explicitly. Order of execution is only partially 
specified, and is determined from the data flow relations 
given in the enhanced data flow diagrams, based on the 
rule that an operator consuming a data value must not start 
until after the operator producing the data value has com- 
pleted. This constraint applies only if the operators have 
the same period or if neither is periodic. If the order of 
execution for two operators is not determined by this rule, 
then both can run concurrently if sufficiently many pro- 
cessors are available. Conditional execution is supported 
by PSDL triggering conditions and conditional outputs 
(see Section 11-C-4). 
C. Control Constraints 
The control aspect of a PSDL operator is specified im- 
plicitly, via control constraints, rather than giving an ex- 
plicit control algorithm. There are several aspects to be 
specified: whether the operator is PERIODIC or SPO- 
RADIC, the triggering condition, and output guards. The 
TABLE1 
PSDL TYPE CONSTRUCTORS 
stream types for the data streams in the enhanced data 
flow diagram are determined implicitly, based on the trig- 
gering conditions. 
I) Periodic and Sporadic Operators: PSDL supports 
both periodic and sporadic operators. Periodic operators 
are triggered by the scheduler at approximately regular 
time intervals. The scheduler has some leeway: a periodic 
operator must be scheduled to complete sometime be- 
tween the beginning of each period and a deadline, which 
defaults to the end of the period. Sporadic operators are 
triggered by the arrival of new data values, possibly at 
irregular time intervals. 
A PSDL operator is periodic if a period has been spec- 
ified for it, and otherwise it is sporadic. A period can be 
specified explicitly, or it can be inherited from a higher 
level of decomposition in a hierarchical prototype (see 
Section II-E). 
2) Data Triggers: Any PSDL operator can have a data 
trigger. There are two types of data triggers in PSDL, as 
illustrated by the following examples. 
OPERATOR p TRIGGERED BY ALL x, y, z  
OPERATOR q TRIGGERED BY SOME a, b 
In the first example the operator p is ready to fire when- 
ever new data values have arrived on all three of the input 
arcs X, y, and Z. This rule is a slightly generalized form 
of the natural data flow firing rule [lo], since in PSDL a 
proper subset of the input arcs can determine the trigger- 
ing condition for an operator, without requiring new data 
on all of the input arcs. This kind of data trigger can be 
used to ensure that the output of the operator is always 
based on fresh data for all of the inputs in the list, and 
can be used to synchronize the processing of correspond- 
ing input values from a number of input streams. 
In the second example, the operator q fires when any 
one of the inputs a and b gets a new value. This kind of 
activation condition guarantees that the output of operator 
q is based on the most recent values of the critical inputs 
a and b mentioned in the activation condition for q. If 4 
has some other input c, the output of q can be based on 
old values of c, since q will not be triggered on a new 
value of c  until after a new value for a or b arrives. This 
kind of trigger can be used to keep software estimates of 
sensor data up to date. 
Every operator must have a period or a data trigger, or 
both. If a periodic operator has a data trigger, the operator 
is conditionally executed with the data trigger serving as 
an input guard. Conditionally executed operators are fur- 
ther discussed in the next subsection. 
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3) Timers: A timer is a special kind of abstract state 
machine whose behavior is similar to a stopwatch. Timers 
are used to record the length of time between events, or 
the length of time the system spends in a given state. This 
facility is needed to express relatively sophisticated as- 
pects of real-time systems, such as timeouts and minimum 
refresh rates. 
The state of a timer can be modeled as a time value and 
a boolean RUN switch. The value of the timer increases 
at a fixed rate reflecting the passage of real time when the 
RUN switch is on, and remains constant when the RUN 
switch is off. 
There are four primitive operations for interacting with 
timers: READ, START, STOP, and RESET. The READ 
operation returns the current value of the timer without 
affecting the RUN switch. The START operation turns 
the RUN switch on without affecting the value of the 
timer. The STOP operation turns the RUN switch off 
without affecting the value of the timer. The RESET op- 
eration turns the RUN switch off and sets the value of the 
timer to zero. 
Timers are treated specially in PSDL because they pro- 
vide a nonlocal means of control. The PSDL declaration 
TIMER t 1’ 
creates an instance of the generic state machine described 
above, with the fixed name t. The name of a timer can be 
used like a PSDL input variable, whose value is the result 
of the READ operation of the timer. The value of a timer 
can be affected by PSDL control constraints of the forms 
START TIMER t, 
STOP TIMER t, and 
RESET TIMER t. 
These control constraints can appear anywhere the name 
f is visible, with the effect of invoking the START, STOP, 
and RESET operations of the’abstract timer t. The name 
of a timer is subject to the following visibility rules: 
1) A timer is visible in the module in which it is de- 
clared. 
2) If a timer is visible in a composite module, it is also 
visible in the components of the composite. 
These visibility rules allow only the module declaring 
a timer and its components at all levels to control the 
timer. The value of a timer can be used by modules out- 
side the scope of the timer’s name by being transmitted 
along a data stream. The timer itself cannot escape from 
the scope of its name by being transmitted along a data 
stream because it is a state machine rather than a data 
value. 
4) Conditionals: PSDL supports two kinds of condi- 
tionals: conditional execution of an operator, and condi- 
tional transmission of an output. These constructs handle 
the controlled input and output of a PSDL operator. 
a) Conditional Execution: PSDL operators can have 
a TRIGGERING CONDITION in addition to or instead 
of a data trigger. Two examples of operators with trig- 
gering conditions are shown below. 
OPERATOR r TRIGGERED BY SOME x, y  
IF x: NORMAL AND y: critical 
OPERATOR s TRIGGERED IF x: critical 
The first example shows the control constraints of an op- 
erator with both a data trigger and a triggering condition. 
The operator r fires only when one or both of the inputs 
x  and y have fresh values, x  is a normal data value, and y 
is an exceptional data value with the exception name 
CRITICAL. 
The second example shows the control constraints of an 
operator s  with a triggering condition but no data trigger. 
In this example s must be a periodic operator with an input 
x  since sporadic operators must have data triggers, and 
triggering conditions can only depend on timers and lo- 
cally available data. In this case the value of x  is tested 
periodically to see if it is a CRITICAL exception, and the 
operator s  is fired if that is the case. Both of these exam- 
ples illustrate ways of using PSDL operators to serve as 
exception handlers. 
In general, the triggering condition acts as a guard for 
the operator. If the predicate is satisfied, the operator fires 
and reads its inputs. If the predicate is not satisfied, the 
input values are read from the input data streams without 
firing the operator. If a periodic operator has a data trigger 
or a triggering condition, then the guard predicate is tested 
periodically, and the operator is fired on those periods 
where the guard is found to be true. The guard predicate 
of an operator can depend only on the input values to the 
operator and on the values of timers. The predicate can 
make use of the operators of the abstract data types car- 
ried by the input streams, allowing a structure similar to 
a guarded command, where different operators handle an 
input depending on some computable properties of the in- 
put value. 
b) Conditional Output: An example of a control 
constraint specifying a conditional output is shown be- 
low. 
OPERATOR t OUTPUT z IF 1 < z AND z < max 
The example shows an operator with an output guard, 
which depends on the input value MAX and the output 
value z. 
In general an output guard acts as if the corresponding 
unconditional output had been passed through a condi- 
tionally executed filtering operator with the same predi- 
cate as a triggering condition. The filtering operator passes 
the input value to the output stream unchanged, provided 
that the predicate evaluates to TRUE. If the predicate eval- 
uates to FALSE, the filter removes the value from its input 
stream without affecting its output stream. An output 
predicate can depend only on the input values to the op- 
erator, the output values of the operator, and values of 
timers. 
Output guards are convenient but they do not strictly 
increase the expressive power of the language, since they 
can be simulated by adding an explicit filter operator, at 
the cost of some additional output streams to the original 
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operator (since the output guard can depend on the INPUTS 
of an operator as well as on its outputs). 
5) Producing and Handling Exceptions: Exceptions 
can be produced in both PSDL and the underlying pro- 
gramming language. If a reusable component causes an 
exception that is not handled within the component, the 
PSDL execution support system must catch the exception 
and convert it to a PSDL exception. The resulting excep- 
tion value is transmitted on all of the output streams of 
the component, subject to any output guards the compo- 
nent may have. Exceptions can also be produced by PSDL 
control constraints. For example, the control constraint 
OPERATORf EXCEPTION e IF x  > 100 
transmits the exception value named e on all of the output 
streams off instead of the values actually computed by f 
whenever the input value x is greater than 100. 
Exceptions can be handled in the underlying program- 
ming language, or they can be suppressed using PSDL. If 
a reusable component receives a PSDL exception value 
on one of its input streams then the PSDL execution sup- 
port system must raise the corresponding exception of the 
underlying programming language. In such a. case the 
module must handle the exception using the exception 
handling mechanism of the underlying programming lan- 
guage. 
Suppose the operator op- 1 produces a data stream Y and 
the operator op-2 consumes it. Exceptions can be sup- 
pressed either by a PSDL output guard of the form 
OPERATOR op-1 OUTPUT Y IF Y: normal 
or a PSDL input guard of the form 
OPERATOR op-2 TRIGGERED IF Y: normal. 
In both cases op-2 will not receive any exceptional input 
values. 
6) Derivation of Stream Types: The data trigger of an 
operator determines the stream types of its input streams 
by the following rules. 
1) If a stream is listed in an ALL data trigger, then it 
is a data flow stream. 
2) All streams not constrained by the first rule are sam- 
pled streams. 
These rules are motivated by the fact that an operator 
must be executable whenever its triggering conditions are 
satisfied. In particular, values of streams that are not men- 
tioned at all, or are mentioned in SOME DATA triggers 
can be demanded at arbitrary times, which is inconsistent 
with the fact that data flow streams cannot allow the con- 
sumer to read more values than the producer has written. 
Consequently rule 1 captures the most general situation 
where data flow streams make sense. 
For example, suppose operator op has the input streams 
x, y, z, and the output stream w. 
x- 
input streams y ---, 
a 
OP -..j w  output stream 
z--+ 
Under the following control constraint 
OPERATOR op TRIGGERED BY ALL x, y  
x, y  are data flow streams while z  is a sampled stream. 
Under a different control constraint 
OPERATOR op TRIGGERED BY SOME x, y  
x, y, z  are all sampled streams. In either case, the stream 
type of w  is not affected by the control constraint associ- 
ated with its producer operator op. 
These rules interact with the inheritance of properties 
for hierarchically defined operators, as described in Sec- 
tion II-E. 
D. Timing Constraints 
Timing constraints are an essential part of specifying 
real time systems. The most basic timing constraints are 
given in the specification part of a PSDL module, and 
consist of the MAXIMUM EXECUTION TIME, the MAXIMUM 
RESPONSE TIME, and the MINIMUM CALLING PERIOD. The 
maximum execution time is an upper bound on the length 
of time between the instant when a module begins exe- 
cution and the instant when it completes. The maximum 
execution time is a constraint on the implementation of a 
single module, and does not depend on the context in 
which the module is used. This constraint may apply to 
all PSDL operators. 
The last two constraints are important for sporadic op- 
erators. The maximum response time for a sporadic op- 
erator is an upper bound on the time between the arrival 
of a new data value (or set of data values for operators 
with the natural data flow firing rule) and the time when 
the last value is put into the output streams of the operator 
in response to the arrival of the new data value. The max- 
imum response time for a periodic operator is an upper 
bound on the time between the beginning of a period and 
the time when the last value is put into the output streams 
of that operator during that period. The maximum re- 
sponse time includes potential scheduling delays, while 
the maximum execution time does not. 
The minimum calling period is a constraint on the en- 
vironment of a sporadic operator, consisting of a lower 
bound on the delay between the arrival of one set of inputs 
and the arrival of the next set. In a PSDL specification 
every sporadic operator with a maximum response time 
constraint must have a corresponding minimum calling 
period constraint. 
More complicated timing constraints can be given in 
the implementation part, using event controlled timers, 
triggering conditions, and output conditions. The use of 
event controlled timers is illustrated by the example in 
Section III-C. 
E. Hierarchical Constraints 
PSDL operators are defined in a hierarchical structure. 
There are a number of constraints associated with the hi- 
erarchical structure. The most fundamental constraints 
concern locality of data streams. If a composite operator 
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is realized as a network of component operators, then an 
input stream of a component operator must be one of the 
input streams of the composite operator if the stream is 
produced by an operator outside the composite operator. 
Similarly every output stream of a component operator 
must also be an output stream of the composite operator 
if it is consumed by an operator outside the composite 
operator. Furthermore, each input of a composite operator 
must be an input of at least one of its components, and 
each output of the composite operator must be an output 
of at least one of its components. 
As explained above, stream types are derived from the 
triggering conditions of the consumer operator. If the con- 
sumer is a composite operator, then at least one of its 
components is another consumer for the same stream. 
Both the composite consumer and its component con- 
sumer induce constraints on the stream type. 
PSDL timing constraints also impose some consistency 
requirements between the various levels of a hierarchical 
design. The maximum execution time and the maximum 
response time of a subnetwork must be no larger than 
those of the composite operators realized by the subnet- 
work. 
Other constraints associated with the hierarchy are best 
described in terms of inheritance rules. The components 
of a composite operator inherit the following properties 
from the composite: 
1) The period. 
2) The minimum calling period. 
3) The stream types of the streams crossing the bound- 
ary of the composite. 
should check all of the above constraints and produce er- 
ror messages if they are not satisfied. 
III. AN EXAMPLE OF PROTOTYPING USING PSDL 
A composite operator inherits the exceptions it pro- 
duces from the component operators producing the output 
streams of the composite. This bottom-up inheritance rule 
requires a second pass over a design developed by a top- 
down methodology, to check that all of the exceptions 
have been either handled or included at the higher levels 
of abstraction. The PSDL execution support system 
real time applications. Large applications differ from the 
example only in degree, containing more details, and also 
more independent systems that must be controlled simul- 
taneously. The presence of many simultaneous processes 
makes the scheduling problem more complicated, but does 
not qualitatively alter the way in which PSDL is used by 
the designer. 
The prototype in the example discussed below has three 
levels, each of which is presented in a separate subsec- 
tion. The lowest level components have specifications in 
PSDL (given in Section III-D) and implementations in 
Ada (given in Section III-E). 
A. Requirements for the Hyperthermia System 
A set of requirements for our example are shown be- 
low. PSDL assumes that the requirements are structured 
as a set of named items. The PSDL facility for recording 
the correspondence between the requirements and the parts 
of the prototype works best if each item in the require- 
ments represents a single constraint and different items 
represent independent constraints. The requirements can 
be given in English as in the example below, or a more 
formal notation can be used (cf. [14]). 
1) Shutdown: Microwave power must drop to zero 
within 300 ms of turning off the treatment switch. 
2) Temperature Tolerance: After the system stabi- 
lizes, the temperature must be kept between 42.4 and 42.6 
degrees C. 
3) Maximum Temperature: The temperature must 
never exceed 42.6 degrees C. 
4) Startup Time: The system must stabilize within 5 
minutes of turning on the treatment switch. 
5) Treatment Time: The system must shut down auto- 
matically when the temperature has been above 42.4 de- 
grees C for 45 minutes. 
B. First Level 
This section illustrates the usage of PSDL by means of 
an example, which is a simple system for treating brain 
tumors using hyperthetmia. The treatment consists of in- 
serting an antenna into the patient’s brain, and using mi- 
crowaves to heat the tumor to 42.5 degree C, killing the 
tumor cells but not the healthy cells. The purpose of the 
software system is to control the microwave power to 
maintain the temperature at the required levels, without 
endangering the patient by allowing the temperature to go 
too high or by taking too long to achieve the hyperthermia 
temperature. 
description for the highest level of the brain tumor treat- 
ment system is shown below. 
The construction of a prototype proceeds top down, 
with a number of levels of refinement. The refinements 
are based on functional decomposit ions given by the as- 
sociated methodology for rapid prototyping [22],. A PSDL 
The system uses feedback from temperature sensors in 
the antenna to monitor its progress. The use of sensors 
and a digital control to maintain some operating condition 
in an external system makes this example typical of many 
OPERATOR brain-tumor-treatment-system 
SPECIFICATION 
INPUT patient-chart: medical-history, 
treatment-switch: boolean 
OUTPUT treatment-finished: boolean 
STATES temperature: real 
INITIALLY 37.0 
DESCRIPTION 
{ The brain tumor treatment system kills tumor cells 








t simulated-patient + 
1 
loo 
temperature l - treatment-power 
patient-chart 3 hyperthermia-system 
treatment-witch _3 & treatment-finished 
DATA STREAM treatment-power: real 
CONTROL CONSTRAINTS 
OPERATOR hyperthermia-system 




DESCRIPTION { paraphraser output } 
END 
The brain tumor treatment system is described as a pe- 
riodically executing feedback loop, which implements a 
state machine. The period is chosen to meet the emer- 
gency shutdown requirement, which requires the system 
to set the power to zero within 300 ms of the time the 
treatment switch is turned off. This requirement will be 
met if the sum of the period and the maximum execution 
time of the hyperthetmia system do not exceed 300 ms. 
Since the treatment switch can change at an unpredictable 
moment, it can be almost a full period before the system 
samples the value of the switch. It can take up to 100 ms 
more for the hyperthermia system to be executed and re- 
spond to the changed input signal. A tighter bound cannot 
be established without looking inside the hyperthermia 
system, which we want to avoid to preserve the hierar- 
chical structure of the prototype. The timing estimates 
given above are approximations to the actual times. The 
accuracy of these values can be improved by measuring 
the running time of the prototype or by using a static tim- 
ing analysis tool, which calculates worst case time bounds 
for loop free code using instruction times based on a par- 
ticular compiler and machine. 
The period must also allow the system to make adjust- 
ments to the power level fast enough to guarantee that the 
temperature remains in the allowable range. The corre- 
spondence between temperature tolerances and required 
response times is difficult to determine a priori, and would 
be determined in practice by means of experiments using 
the prototype. These experiments are likely to spark 
changes to the timing requirements as well as to the con- 
trol algorithms. An important reason for building proto- 
types is to help determine the exact timing requirements 
that will suffice to guarantee functional properties of the 
system such as the temperature tolerance requirement. 
A software simulation of the patient (together with the 
microwave generator, antenna, and temperature sensors) 
is included to allow the prototype to be tested. This is 
typical of many real-time applications, where the actual 
environment of the intended system is too dangerous or 
too expensive to risk while testing a prototype with un- 
known and possibly faulty properties. We believe that 
simulations of the environment of the software system are 
an essential part of rapid prototyping, and that any lan- 
guage for prototyping real time systems must support the 
construction of such simulations. 
The brain tumor treatment system is specified in terms 
of the medical-history, an abstract data type which is used 
as one of the external inputs to the system. A partial PSDL 
description for this data type is given below. The com- 
plete data type has many other operations, but only those 





INPUTS patient-chart: medical-history, 
tumor-location: string 
OUTPUTS diameter: real 
EXCEPTIONS no-tumor 
MAXIMUM EXECUTION TIME 5 ms 
DESCRIPTION 
{ Returns the diameter of the tumor at a given 
location, produces an exception if no tumor 
at that location. 
> 
END 
. . . 
KEYWORDS patient-charts, medical-records, 
treatment-records, lab-records 
DESCRIPTION 
{ The medical history contains all of the disease and 
treatment information for one patient. The opera- 
tions for adding and retrieving information not 
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IF not(map.has (tumor-location, td)) 
END 
. . . 
END 
The data types TUPLE and MAP are built into PSDL. A 
tuple is the Cartesian product of a number of component 
types, with symbolic names for the components. A map 
is a function from a finite subset of one data type to an- 
other data type, and is similar to a lookup table. The fetch 
and get-tumor-description functions are primitive oper- 
ations of the map and tuple types, so that they need not 
be refined any further. Note that tuple is a parameterized 
family of types with a get-X operation for each compo- 
nent name X. Note the use of the exception control con- 
straint to turn an exception of the built-in map type into a 
different exception meaningful for the medical-history 
type. 
C. Second Level 
The PSDL description for the hyperthermia system is 
shown below. The PSDL description for the simulated pa- 
tient is not shown, since the thermal properties of the hu- 
man brain are not essential for this paper. 
OPERATOR hyperthermia system 
SPECIFICATION 
INPUT temperature: real, 
patient-chart: medical-history, 
treatment-switch: boolean 
OUTPUT treatment-power: real, 
treatment-finished: boolean 
MAXIMUM EXECUTION TIME 100 ms 
BY REQUIREMENTS temperature-tolerance 
MAXIMUM RESPONSE TIME 300 ms 
BY REQUIREMENTS shutdown 
KEYWORDS medical-equipment, tempera- 
ture-control, hyperthermia, brain-tumors 
DESCRIPTION 
{ After the doctor turns on the treatment switch,, the 
hyperthermia system reads the patient’s medical 
record, and turns on the microwave generator to 
heat the tumor in the patient’s brain. The system 
controls the power level to maintain the hyper- 
thermia temperature (42.5 degrees C.) for 45 min- 
utes to kill the tumor cells. When the treatment is 











safety-control I+ treatment-power 
I i 




TRIGGERED IF temperature < 42.4 
BY REQUIREMENTS maximum-tem- 
perature 
STOP TIMER treatment time 
RESET TIMER treatment-time 
IF temperature < = 37.0 
OPERATOR maintain 
TRIGGERED IF temperature > = 42.4 
BY REQUIREMENTS maximum-tem- 
perature 
START TIMER treatment-time 
BY REQUIREMENTS treatment-time, 
temperature-tolerance 
OUTPUT treatment-finished 
IF treatment-time > = 45 min 
BY REQUIREMENTS treatment-time 
END 
This example illustrates the use of an event controlled 
timer, a conditional output, and conditionally activated 
operators. The treatment-time timer is reset (to zero) 
whenever the temperature drops below body temperature 
(i.e., at the end of a treatment session). The timer is 
(re)started if the temperature is in the range for effective 
hyperthermia, and it is stopped if the temperature goes out 
of the range. The treatment-time timer is used to record 
the treatment time, and to control the transmission of the 
output treatment-finished from the MAINTAIN operator. 
The MAINTAIN operator always produces the value 
TRUE for the treatment-finished switch, while the 
START-UP operator always produces the value FALSE 
for the treatment-finished switch. Since the output of 
MAINTAIN is conditional, the TRUE value is transmit- 
ted only when the predicate giving the output condition is 
true. The initial FALSE value persists until the 
conditional output is transmitted because the treat- 
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ment-finished is a sampled data stream (as are all of the 
other data streams in this example). Both START-UP and 
MAINTAIN are triggered conditionally. The guard pred- 
icates of these two operators are mutually exclusive, so 
that only one of the two is executed in any given period. 
The treatment-finished signal is a output from the sys- 
tem, which informs the doctor that the treatment is over 
by means of an indicator light on the display panel. 
The treatment-finished signal is also used by the 
SAFETY-CONTROL to determine when the microwave 
power should be shut off. 
D. Third Level 
The specifications for START-UP, MAINTAIN, and 
SAFETY-CONTROL are given below. All three of these 
functions are leaf nodes in the decomposition tree, and 
are implemented as Ada modules. 
OPERATOR start-up 
SPECIFICATION 
INPUT patient-chart: medical-history, 
temperature: real 
OUTPUT estimated-power: real, 
treatment-finished: boolean 
BY REQUIREMENTS startup-time 
MAXIMUM EXECUTION TIME 90 ms 
BY REQUIREMENTS temperature-tolerance 
DESCRIPTION 
{ Extracts the tumor diameter from the medical his- 
tory and uses it to calculate the maximum safe 
treatment power. Estimated power is zero if no tu- 
mor is present. Treatment finished is true only if 
no tumor is present. 
1 
END 




INPUT temperature: real 
OUTPUT estimated-power: real, 
treatment-finished: boolean 
MAXIMUM EXECUTION TIME 90ms 
BY REQUIREMENTS temperature-tolerance 
DESCRIPTION 
{ The power is controlled to keep the power be- 
tween 42.4 and 42.6 degrees C. 
> 
END 




INPUT treatment-switch, treatment-finished: bool- 
ean, estimated-power: real 
OUTPUT treatment-power: real 
BY REQUIREMENTS shutdown 
MAXIMUM EXECUTION TIME 10 ms 
BY REQUIREMENTS temperature-tolerance 
DESCRIPTION 
{ The treatment power is equal to the estimated 
power if the treatment switch is true and treatment 
finished is false, and otherwise the treatment 
power is zero. 
> 
END 
IMPLEMENTATION Ada start-up 
END 
E. Ada Modules 
Ada implementations of the modules specified in the 




patient-chart: IN medical-history; 
temperature: IN real; 
estimated-power: OUT real; 
treatment-finished: OUT boolean ) IS 
diameter: real; 
k: constant real := 0.5; 
BEGIN 
diameter : = get-tumor-diameter( 
patient-chart, “brain-tumor”); 
estimated-power : = k  * diameter ** 2; 
treatment-finished : = false; 
EXCEPTION 
WHEN no-tumor = > 
estimated-power : = 0.0; 
treatment-finished : = true; 
END start-up; 
Note the PSDL exception that may result from the 
get-tumor-diameter operation has been treated as an Ada 
exception. It is the responsibility of the PSDL execution 
support system to map PSDL exceptions into the excep- 
tions of the underlying programming language and back 
again whenever an exception crosses the boundary be- 
tween a PSDL module and a module from the software 
base. 
PROCEDURE maintain(temperature: IN real; 
estimated-power: OUT real; 
treatment-finished: OUT boolean ) IS 
c: CONSTANT real : = 10.0; 
BEGIN 
IF temperature > 42.5 
THEN estimated-power : = 0.0; 
ELSE estimated-power : = c  * (42.5 - temperature); 
END IF; 
treatment finished : = true; 
END maintain; 
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PROCEDURE safety-control( 
estimated-power: IN real; 
treatment-finished: IN boolean; 
treatment-switch: IN boolean; 
treatment-power: OUT real) IS 
BEGIN 
IF treatment-switch and not treatment-finished 
THEN treatment-power : = estimated-power; 
ELSE treatment-power : = 0.0; 
END IF; 
END safety-control; 
All of the above modules are too small for further de- 
composition to be useful, and would be hand coded in the 
underlying programming language if they cannot be re- 
trieved from the software base. 
IV. CONCLUSION 
The rapid construction of a prototype in PSDL is made 
possible by the associated methodology and support en- 
vironment. The methodology relies on an improved mod- 
ularization technique and reusable software components. 
The support environment reduces the efforts of the de- 
signer by automating some of the tasks involved in pro- 
totype construction. The most important aspects of the 
support environment are the prototype execution facili- 
ties, the software base, and the design entry facilities. Our  
approach is made possible by the Prototype System De- 
scription Language, which was designed to serve both as 
a conceptual tool for modeling real-time systems and as 
the link to the reusable components in the software base. 
A. Prototyping Methodology 
The main goals of the methodology associated with 
PSDL are to construct a prototype with a high degree of 
module independence [28] and to do so rapidly. The first 
goal is addressed by an improved modularization tech- 
nique and a hierarchical approach as described below. The 
second goal is addressed by the support environment dis- 
cussed in the next section. The PSDL prototyping meth- 
odology is discussed in more detail in [22], [23]. Module 
indpendence has a particular importance in our method- 
ology because of the need for multiple modifications to 
the prototype. Since module independence is desirable for 
production software as well as for the prototype, we ex- 
pect the modularization (but not necessarily the code) of 
the prototype to be used in the production system, al- 
though it may have to be refined in places. The code of 
the prototype usually cannot be used in the production 
system because the prototype is not a complete represen- 
tation of the final system. 
B. Support Environment 
PSDL was designed to support an automated environ- 
ment for rapid prototyping. The most important parts of 
the environment are a static scheduler, a translator, a dy- 
namic scheduler, a software base management system, a 
syntax directed editor, and a paraphraser. The static 
scheduler, translator, and dynamic scheduler are dis- 
cussed in [21]. Our  strategy for implementing PSDL is to 
map the PSDL constructs into an underlying program- 
ming language. Most programming languages can be used 
for this purpose. Ada [l] is a particularly good candidate 
because of its features for large scale programming, no- 
tably packages and generic modules. 
Reusable software is an important part of our method- 
ology. PSDL serves as the link between the designer and 
the software base, which contains reusable components. 
We assume that each of the components in the software 
base contains a PSDL module specification as well as an 
implementation in the underlying programming language. 
When the designer gives a decomposition for a composite 
module, the behavior of each part of the composite mod- 
ule is given in the form of a PSDL module specification. 
The module specification is used as template for retrieval 
from the software base. Further decomposition of a mod- 
ule is attempted only if the retrieval from the software 
base fails. The software base management system does 
these retrievals based on approximate matching of the 
template and the specification parts of the reusable com- 
ponents in the software base. One kind of inexact match 
we expect to be important is the instantiation of a generic 
module in the software base, with actual generic param- 
eters automatically bound in a way that provides an exact 
match to the template. This process is similar to a limited 
kind of unification. Analogs to resolution (cf. Prolog) may 
be useful in a more powerful facility for satisfying a re- 
trieval request by a composite of several modules occur- 
ring in the software base. Effectively implementing re- 
trievals based on approximate matching is a hard problem 
partially because it depends on the exact attributes chosen 
for the reusable modules in the underlying programming 
language, the organization of reusable modules in the 
software base, and the detailed architecture of software 
base management system [27]. PSDL has been designed 
to support a variety of retrieval schemes by providing a 
multidimensional form for specifications, consisting of a 
number of different attributes. 
A syntax directed editor for PSDL can provide a user- 
friendly interface and significantly reduce the amount of 
effort required of the designer. A graphical interface with 
a high resolution display and a pointer device such as a 
mouse is convenient for manipulating the enhanced data 
flow diagram in the PSDL implementation of a composite 
module. The enhanced data flow diagram with control 
constraints can be translated into the GIST specification 
language [3]. A comparison of the output of the GIST 
paraphraser and the PSDL specification of the composite 
module can help to attain a correct implementation. In 
other words, the formal and informal descriptions for the 
functionality of the module in the SPECIFICATION part 
of a PSDL component and the output of the paraphraser 
in the IMPLEMENTATION part of PSDL component 
provide a useful redundancy for component description of 
a rapid prototype. 
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C. Prototype Execution 
PSDL prototypes are executable if all required infor- 
mation is supplied, and the software base contains imple- 
mentations for all atomic operators and types. To simplify 
the description of the PSDL translator we will assume here 
that Ada [l] is used for implementing both the reusable 
components in the software base and the PSDL execution 
support environment. The PSDL execution support sys-  
tem contains a static scheduler, a translator, and a dy- 
namic scheduler. The static scheduler attempts to find a 
static schedule for the operators with real time con- 
straints. The translator augments the implementations of 
the atomic operators and types with code realizing the data 
streams and activation conditions, resulting in a program 
in the underlying programming language that can be com- 
piled and executed. Execution is under the control of a 
dynamic scheduler, which schedules the operators with- 
out real-time constraints and provides facilities for debug- 
ging and gathering statistics. More details can be found 
in [23]. 
D. PSDL 
The PSDL language supports rapid prototyping of large 
real-time systems. The prototyping process is speeded up 
by automation and by reducing the conceptual burden of 
the analyst and prototype designer. PSDL was designed 
to interface to an automated support environment with a 
software base containing reusable software components. 
The language is small and simple, reducing the number 
of errors made by the designer and speeding up the pro- 
totyping process. It also helps the designer to organize 
and understand a complex prototype by eliminating some 
forms of tight coupling and by supporting abstractions and 
hierarchical decompositions. The constructs and abstrac- 
tions supported by the language are useful for modeling 
real time systems and controlling the complexity of large 
systems. PSDL has constructs for recording timing con- 
straints, for defining operator and data abstractions, and 
for specifying nonprocedural control constraints. The 
control constraints are a form of control abstraction that 
can be used to simplify the description of a real-time sys- 
tem at all levels of the abstraction hierarchy. 
PSDL has been designed in parallel with a prototyping 
methodology, to make the two compatible. The method- 
ology supports the best known modularization tech- 
niques, unifying the data flow and control flow decom- 
position criteria. A systematic methodology is essential 
for creating a prototype of a large system and keeping it 
under control. The facilities for tracing components of the 
prototype to particular requirements help in adjusting the 
prototype to fit modified requirements. The explicit and 
loosely coupled interfaces of PSDL help to localize the 
effects ,of prototype modifications. PSDL is useful for 
analyzing the potential benefit of multiple processors in 
real time systems because the description of the proto- 
type’s behavior is insensitive to the number of processors 
available. 
The most important aspects of real time systems design 
are maximum response time and data synchronization. 
PSDL handles both of these aspects well. The PSDL ex- 
ecution support system should partially check the feasi- 
bility of a set of real time constraints, and additional con- 
fidence can be gained by metering the execution of the 
prototype. The data flow streams of PSDL provide a sim- 
ple and abstract way of specifying and realizing data syn- 
chronization requirements. The sampled streams and spo- 
radic operators of PSDL provide a convenient means for 
modeling interactions with external hardware compo- 
nents, which is another common problem in real-time sys- 
tems design. 
Promising directions for future research relevant to 
PSDL include better techniques for retrieving reusable 
software components from a software base, and computer 
aided techniques for partitioning computations with tight 
real-time constraints to run on distributed processors. 
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