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ABSTRACT
We apply the Jeans Anisotropic MGE (JAM) dynamical modelling method to
SAGES Legacy Unifying Globulars and GalaxieS (SLUGGS) survey data of early-
type galaxies in the stellar mass range 1010 < M∗/M < 1011.6 that cover a large
radial range of 0.1− 4.0 effective radii. We combine SLUGGS and ATLAS3D datasets
to model the total-mass profiles of a sample of 21 fast-rotator galaxies, utilising a
hyperparameter method to combine the two independent datasets. The total-mass
density profile slope values derived for these galaxies are consistent with those mea-
sured in the inner regions of galaxies by other studies. Furthermore, the total-mass
density slopes (γtot) appear to be universal over this broad stellar mass range, with an
average value of γtot =−2.12 ± 0.05 , i.e. slightly steeper than isothermal. We com-
pare our results to model galaxies from the Magneticum and EAGLE cosmological
hydrodynamic simulations, in order to probe the mechanisms that are responsible for
varying total-mass density profile slopes. The simulated-galaxy slopes are shallower
than the observed values by ∼ 0.1−0.3, indicating that the physical processes shaping
the mass distributions of galaxies in cosmological simulations are still incomplete. For
galaxies with M∗ > 1010.7M in the Magneticum simulations, we identify a significant
anticorrelation between total-mass density profile slopes and the fraction of stellar
mass formed ex situ (i.e. accreted), whereas this anticorrelation is weaker for lower
stellar masses, implying that the measured total mass density slopes for low-mass
galaxies are less likely to be determined by merger activity.
Key words: galaxies: elliptical and lenticular, cD – galaxies: evolution – galaxies:
kinematics and dynamics
1 INTRODUCTION
The goal of developing a complete understanding of galaxy
formation has been driving studies of galaxies for decades.
? Email: sbellstedt@swin.edu.au
Despite the significant advances that have been made, there
are still many unknowns pertaining to the formation of
early-type galaxies (ETGs; elliptical and lenticular), for
which multiple different scenarios have been proposed. A
property of galaxies that has been of longstanding interest
c© 2018 The Authors
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in better understanding these galaxies is the distribution of
mass (both baryonic and dark) within the galaxy itself.
The presentation of a mathematical description of the
distribution of mass within ETGs has been an ongoing pro-
cess. Early analytic work involved the use of dynamical for-
malisms such as those of the Jeans equations (Jeans 1922),
later implemented by Gunn (1977) and Binney (1982), and
analysing the effects of violent relaxation (Lynden-Bell 1967;
Shu 1978). Assumptions of spherical symmetry and isotropy
resulted in radial density distributions of the form ρ(r) ∝
rγtot , with γtot = −2, described as being ‘isothermal’ for the
combined distribution of stars and dark matter in a galaxy.
Dark matter and stellar mass distributions have been
found to interact with each other through processes such as
dissipational collapse, in which the infall of baryonic matter
compresses the dark matter halo (Blumenthal et al. 1986).
This study concluded that as a result of such interactions, it
was unlikely that galaxies displayed purely isothermal pro-
files, as was suggested by earlier analytic studies.
More recently, cosmological hydrodynamic simulations
of galaxy formation have found that variations exist be-
tween the total mass density slopes (γtot) values of galax-
ies and their individual formation histories. Remus et al.
(2013) utilised zoom-in cosmological simulations to find
that more massive galaxies have a tendency toward shal-
lower total-mass density slopes (over the stellar mass range
1011 < M∗/M < 1012), with the flattening of the slope be-
ing driven by the number of dry merger events. Additionally,
total-mass density slopes also correlated with the fraction of
stars formed within the galaxy, with a shallower slope cor-
responding to a lower in-situ fraction. Remus et al. (2017)
found a tight correlation between γtot and central dark mat-
ter fractions, with the significance of the correlation depend-
ing strongly on the implementation of AGN (Active Galactic
Nuclei) feedback. These results show that a galaxy’s mass
distribution is expected to be imprinted by the events of its
assembly history.
The total mass density profiles for EAGLE galaxies
were analysed by Schaller et al. (2015a), who did not fit
a total mass density slope to their profiles. It was instead
noted that the galaxies are dark matter-dominated at all
radii, and that the total mass density slopes are generally
well-described by a Navarro et al. (1996b) profile, which does
not have a constant γtot with radius.
An increasing number of techniques have been devel-
oped that allow the total mass distribution to be inferred
from observational data, enabling theoretical predictions of
how mass assembles in ETGs to be better tested. Early ob-
servational results analysing total-mass density profiles of
galaxies utilised strong gravitational lensing, in which the
mass distribution of the central region could be probed for
the most massive galaxies in the Universe (Auger et al. 2010;
Barnabe` et al. 2011; Sonnenfeld et al. 2013). These studies
measured a small scatter in the total-mass density slopes
of their galaxy samples, with on average a slightly ‘super-
isothermal’ total-mass density profile (i.e. steeper than −2).
Furthermore, a subtle trend was recovered indicating that
the most massive galaxies have shallower profiles, a trend
also identified in a recent lensing study by Shu et al. (2015).
Different techniques are required to probe total-mass den-
sity slopes for galaxies with lower masses as they do not
have enough mass to produce strong lenses. These include
dynamical modelling, either from central velocity dispersion
values (as done for a large sample of galaxies by Tortora
et al. 2014), or in greater detail with central 2D kinemat-
ics (for example Poci et al. 2017). These studies all con-
sistently measure slopes that have on average γtot < −2.
Recently, Lyskova et al. (2018) combined both lensing and
galaxy kinematics to provide additional constraints on the
mass distributions of galaxies, and yielded total mass slopes
that are also consistent with the aforementioned studies.
Additionally, a semi-empirical approach by Shankar et al.
(2017) predicted slopes of γtot ∼ −2.2, becoming shallower
at masses of M∗ > 1011.5M.
While the total mass density slope is a feature of galax-
ies that is of key interest, dynamical modelling of observed
galaxies have focused on many aspects of galaxy structure
and formation. These include an analysis of the stellar mass-
to-light ratio and the initial mass function of galaxies (e.g.
Thomas et al. 2011; Posacki et al. 2015; Tortora et al. 2016;
Li et al. 2017; Oldham & Auger 2018), the orbital anisotropy
within galaxies (e.g. Magorrian & Ballantyne 2001), intrinsic
shapes of galaxies (e.g. van den Bosch et al. 2008), decom-
positions of baryonic and dark matter mass within galax-
ies (e.g. Thomas et al. 2011; Tortora et al. 2012; Zhu et al.
2016), and the nature of dark matter itself (e.g. Salinas et al.
2012; Chae & Gong 2015; Samurovic´ 2016). While we do
not directly address such goals within this work, their ac-
knowledgement is key in building a complete picture of the
successes of galaxy dynamical modelling.
The local dark-matter fraction of a galaxy varies with
radius. Within the central region, stellar mass dominates.
At a few effective radii the contributions of stellar mass and
dark matter mass become comparable, and at larger radii
the dark matter dominates (for example Remus et al. 2013;
Laporte & White 2015; Dutton et al. 2016). The aforemen-
tioned observational studies therefore all probe mass dis-
tributions in regions dominated by stellar mass (as shown
through dynamical modelling of the ATLAS3D survey by
Cappellari et al. 2013). To gain an understanding of the
structure of the dark matter halo, it is important to analyse
the dynamics over greater radial ranges in galaxies. This was
done by Cappellari et al. (2015), combining central-IFU (In-
tegral Field Unit) ATLAS3D data and multi-slit data for 13
of the most massive galaxies in the SLUGGS survey (Brodie
et al. 2014), whose data extend to radii of ∼ 4 − 6Re. For
this sample of M∗ > 1011M galaxies, the average total-
mass density slope was measured to be γtot = −2.19± 0.03,
consistent with the results for the central regions of galax-
ies, indicating that the total-mass density slopes of massive
ETGs remain roughly constant out to radii of ∼ 4Re.
At low stellar masses (M∗ < 1011M), ETGs look quite
different from their older, more massive siblings. While mas-
sive ETGs are predominantly ‘slow rotator’ ellipticals, the
fraction of lenticular (S0) and centrally ‘fast rotating’ el-
liptical galaxies is much larger at lower stellar masses (for
example Kormendy & Illingworth 1982; Davies et al. 1983;
Nieto & Bender 1989; Kormendy et al. 2009; Emsellem et al.
2011, amongst many others). While massive elliptical galax-
ies are generally described as being the result of multiple
mergers in the ‘two-phase formation’ scenario (Oser et al.
2010; Johansson et al. 2012), there are several formation
mechanisms which have been proposed to describe the for-
mation of lenticulars. Simulations have shown that mergers
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are able to produce S0-like galaxies (e.g. Bekki 1998; Bois
et al. 2011; Tapia et al. 2014; Querejeta et al. 2015), while
the presence of ‘pseudobulges’ (versus the classical bulges
seen in elliptical galaxies) has been interpreted as an indi-
cation that S0 galaxies have undergone a more secular his-
tory (Kormendy & Kennicutt 2004; Laurikainen et al. 2006).
Such ‘secular’ processes result in the quenching of disc-like
galaxies through mechanisms such as galactic winds (Faber
& Gallagher 1976). Additionally, environmental processes
have been proposed to produce quenched S0s, such as ram
pressure stripping (Gunn & Gott 1972), strangulation (Lar-
son et al. 1980), thermal evaporation (Cowie & Songaila
1977) and galaxy harrassment (Moore et al. 1996, 1999).
The SLUGGS1 Survey (Brodie et al. 2014) has utilised
the Keck telescope to collect spectral data of stellar and
globular cluster light from 25 early-type galaxies out to ra-
dial distances of up to 10 Re. In addition to the large radial
extent of the data, another advantage of the SLUGGS survey
(over other surveys with larger samples, such as ATLAS3D
Emsellem et al. 2011, SAMI Bryant et al. 2015 or CAL-
IFA Sa´nchez et al. 2012) is the higher σ resolution of ∼ 24
km s−1. As a result, this survey has been able to measure
kinematics and metallicities out to larger radii than previ-
ous spectroscopic studies. This also allows for the extended
structure of dark-matter haloes to be derived with mass-
modelling techniques (e.g. Alabi et al. 2017).
In this paper, we use updated SLUGGS and post-
SLUGGS data combined with ATLAS3D (Emsellem et al.
2011) data to extend the Cappellari et al. (2015) sample to
lower stellar masses, in order to better understand whether
the total mass distributions vary at larger radii, and to help
discriminate between the many potential formation and evo-
lution mechanisms that mould early type galaxies at lower
stellar masses.
In order for total-mass density slopes to be used to
identify different formation histories, it is useful to extract
predictions from cosmological simulations, which are able
to connect present-day total-mass density slopes of galaxies
to their histories. For this, we present predictions from the
Magneticum Pathfinder simulations (Dolag et al. in prep.).
As an additional comparison, we also include total-mass
density slope measurements made over a broad stellar mass
range for galaxies in the EAGLE simulations (Schaye et al.
2015).
The structure of this paper is as follows. Section 2 de-
scribes the observed and simulated data used in this pa-
per, Section 3 details the modelling techniques we utilise,
where we describe the techniques used to calculate γtot val-
ues for individual galaxies. The results from our dynamical
modelling are presented in Section 4.1, and we discuss the
modelling results themselves in Section 4.2. The manner in
which we extract γtot values from simulated data is outlined
in Section 5. The scientific results are discussed in Section
6, future work is described in Section 7, and we present our
conclusions in Section 8.
1 SAGES Legacy Unifying Globulars and GalaxieS, http://
sluggs.swin.edu.au
Table 1. Observations for NGC 1052, NGC 2699, NGC 4551
and NGC 5866. See table 2 of Bellstedt et al. (2017a) for the
observational summary for the remaining galaxies.
Mask Name Obs. Date Exp. Time Seeing
(sec) (arcsec)
(1) (2) (3) (4)
Existing data:
1N5866B 2013-04-11 3600 0.7
New data:
1N1052 2016-11-25 7200 1.0
2N1052 2016-11-25 7200 1.3
3N1052 2017-01-28 6762 0.7
4N1052 2017-01-29 6720 0.6
1N4551 2016-03-11 7200 0.8
2N5866 2017-04-28 5400 0.6
3N5866 2017-04-29 11400 1.0
1N2699 2016-11-25 12600 1.5
2N2699 2016-11-26 7200 1.5
2N4551 2017-01-28 7200 0.7
3N4551 2017-01-29 7200 0.6
2 DATA
2.1 Observations
We utilise data from the SLUGGS Survey (Brodie et al.
2014) taken with the DEIMOS instrument on the Keck tele-
scope. The galaxies focused on in this work are NGC 1052,
NGC 2549, NGC 2699, NGC 4459, NGC 4474, NGC 4551,
NGC 5866 and NGC 74572. Three of the galaxies analysed
in this study, NGC 1052, NGC 2549 and NGC 2699, do not
fall within the original SLUGGS sample (as summarised by
Brodie et al. 2014). For these galaxies, the data were col-
lected in broadly the same manner as for the main SLUGGS
survey, using central slits to collect stellar light out to 2-3
effective radii (Re), and additional slits in the galaxy out-
skirts to collect spectra for globular clusters (a catalogue of
SLUGGS globular clusters was published by Forbes et al.
2017a). To maximise the central slits focussing on stellar
light, we utilise the SuperSKiMS method outlined by Pa-
storello et al. (2016). We do not use the globular cluster
spectra in this paper, as an adaptation of the JAM method
to discrete tracers is beyond the scope of this work. We also
present an updated dataset for NGC 5866, for which two
extra DEIMOS masks are included, in addition to the pre-
viously published dataset (consisting of one DEIMOS mask)
by Foster et al. (2016). All galaxies except NGC 1052 are
part of the ATLAS3D sample (Cappellari et al. 2011).
Table 1 summarises the observations contributing to
our datasets. Kinematic maps for galaxies NGC 2549, NGC
4459, NGC 4474, and NGC 7457 were presented by Bellst-
edt et al. (2017a), whereas for NGC 1052, NGC 2699, NGC
4551 and NGC 5866 the kinematic maps are presented here
in Fig. 1. These maps are generated through application
of the Kriging interpolation technique, as outlined by Pas-
torello et al. (2014).
In the past, NGC 1052 has been suspected to be an
example of a prolate galaxy, in which the galaxy rotates
2 Although NGC 7457 was analysed by Cappellari et al. (2015),
we include this galaxy in our central sample because additional
observations of this galaxy have since been made. These new data
were presented by Bellstedt et al. (2017a).
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Figure 1. 2D kinematic maps for NGC 1052, NGC 2699, NGC 4551 and NGC 5866. The slit positions are indicated as small circles,
and the iso-velocity contours are presented as black lines. The interpolation of each kinematic field is produced through the Kriging
technique. An indication of the spatial extent of each map is given by the 1 and 2 Re dashed white ellipses. The colour bar for each map
shows the mean velocities/velocity dispersions, from lowest values (blue) to highest values (red). Previous maps for NGC 5866 have been
published by Foster et al. (2016). This dataset includes observations from two additional DEIMOS masks. For each of the kinematic
maps, the orientation is north up, and east to the left.
along the minor axis, instead of the major (Schechter &
Gunn 1979). Our 2D kinematic maps in Fig. 1 show that
NGC 1052 is in fact an oblate galaxy, rotating along its
major axis. The left panel of part a) Fig. 1 displays clear
rotation along the major axis of the galaxy, with a rotational
velocity of ∼ 120 km s−1, and central velocity dispersion of
∼ 200 km s−1.
Part b) of Fig. 1 presents the 2D kinematic maps for
NGC 2699. It also displays clear rotation along the major
axis, with a central peak in velocity dispersion of ∼ 150
km s−1. We note that the sampling of observational points
(as indicated by the small circles on the kinematic maps) is
sparser for this galaxy than for the other three as a result
of the small angular size of the galaxy.
Our data, and the kinematic maps, for NGC 4551 are
shown in part c) of Fig. 1. As for NGC 1052 and NGC 2699,
the velocity map shows a regular rotation along the major
axis of the galaxy, albeit with a significantly lower rotational
velocity of ∼ 45 km s−1. NGC 4551 also has a large central
σ peak of ∼ 90 km s−1.
Kinematic maps for NGC 5866 are shown in part d)
Fig. 1. While this galaxy displays rotation along the major
axis just like the other galaxies of this study, this rotation
declines at larger radii. This hints at the presence of an
embedded disc within the galaxy. Our data for this galaxy
extend to ∼ 3Re, as indicated by the dashed white ellipses
in both panels of Fig. 1 part d).
A set of basic properties for these galaxies is outlined
in Table 2.
2.2 Simulations
2.2.1 Magneticum
We compare our results with those of simulated ETGs
from the Magneticum Pathfinder3 (Dolag et al. in prep.)
cosmological hydrodynamic simulation. These simulations
were performed with an updated version of the TREE-SPH
code gadget3, as described in detail in Hirschmann et al.
3 www.magneticum.org
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Table 2. Galaxy Properties
Galaxy R.A. Dec. MK log(M∗) Dist σkpc Re Morph. P.A.  Vsys
(NGC) (h m s) (d m s) (mag) (log(M)) (Mpc) (km s−1) (arcsec) (deg) (km s−1)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
1052 02 41 04.8 −08 15 21 −22.58 11.02 18.8 197 21.9 E3-4/S0 120.0† 0.31† 1510†
2549 08 18 58.3 +57 48 11 −22.43 10.28 12.3 141/ 14.7 S0 179.5? 0.69? 1051‡
2699 08 55 48.8 −03 07 39 −22.72‡ 10.40 26.2 131/ 11.5‡ E 46.8? 0.14? 1868‡
4459 12 29 00.0 +13 58 42 −23.89 10.98 16.0 170 48.3 S0 105.3 0.21 1192
4474 12 29 53.5 +14 04 07 −22.27 10.23 15.5 88 17.0 S0 79.4 0.42 1611
4551 12 35 37.9 +12 15 50 −22.18 10.24 16.1 97/ 13.8 E 75.0? 0.25? 1191‡
5866 15 06 29.5 +55 45 48 −24.00 10.83 14.9 163 23.4 S0 125.0 0.58 755
7457 23 00 59.9 +30 08 42 −22.38 10.13 12.9 74 34.1 S0 124.8 0.47 844
Notes: (1) Galaxy NGC number. (2) Right ascension and (3) Declination (taken from the NASA/IPAC Extragalactic Database). (4)
K-band magnitude. (5) Total stellar mass calculated from 3.6µm magnitude. (6) Distance. (7) Central velocity dispersion within 1 kpc.
(8) Effective radius. (9) Morphology. (10) Photometric position angle. (11) Ellipticity. (12) Systemic velocity. Columns (5) and (8) are
taken from Forbes et al. (2017b), except for NGC 2699 which was taken from Cappellari et al. (2011) (stellar mass calculated from
the K-band magnitude, assuming (M/L)∗ = 1). Values from columns (7), (9)–(12) are taken from Brodie et al. (2014), except for the
following entries: [‡] Cappellari et al. (2011); [/] Cappellari et al. (2013); [?] Krajnovic´ et al. (2011); [†] NED.
(2014) and Teklu et al. (2015), most importantly includ-
ing feedback from AGN (Springel et al. 2005; Fabjan et al.
2010; Hirschmann et al. 2014), as well as stellar feedback
(Springel et al. 2005) and metal enrichment from SN Ia, SN
II and AGB mass loss (Tornatore et al. 2004, 2007). We
selected ETGs from a box with a volume of (48h−1 Mpc)3
and a particle resolution of mDM = 3.6 × 107h−1 M and
mgas = 7.3 × 106h−1 M, with every gas particle spawn-
ing up to 4 stellar particles, resulting in a stellar particle
resolution of mstar ≈ 2×106h−1 M. The gravitational soft-
ening at z = 0 for the stellar particles is ∗ = 0.7h−1 kpc.
A WMAP7 (Komatsu et al. 2011) ΛCDM cosmology was
adopted with h = 0.704, ΩΛ = 0.728, Ωbar = 0.0451 and
σ8 = 0.809. The initial power spectrum has a slope of
ns = 0.963.
The ETGs were classified using the same criterion as
Remus et al. (2017), i.e. based on their specific angular
momentum. In particular, for each star inside 0.1Rvir of a
galaxy, the circularity circ ≡ jz/jcirc was calculated, with
jz the specific angular momentum of each particle with re-
spect to the principal axis of inertia of the galaxy and jcirc
the specific angular momentum of the particle if it were on
a circular orbit at the same radius. If more than 40% of
the star particles within a galaxy have circularities within
−0.3 6 circ 6 0.3, and the galaxy itself has a cold gas frac-
tion within the stellar half-mass radius of mgas/m∗ < 3%,
we consider it to be an ETG. For more details on the choice
of these values see Teklu et al. (2015). Differently to the
work presented in Remus et al. (2017), here we consider all
galaxies (187) with masses above M∗ > 1010M at z = 0
for which in-situ fractions could be obtained, in order to
include lower mass ETGs for comparison with our observa-
tional data. The lower mass limit is a good match to that
of the SLUGGS survey galaxies, and is chosen such that the
galaxies have enough particles for the equal-particle bins.
This ensures that the spatial resolution is sufficient to allow
stellar equal-particle bins with a size of 80 particles or more
per bin per galaxy to be used. All fits and calculations of
the parameters taken from the simulation were determined
with the same method as presented in Remus et al. (2017).
2.2.2 EAGLE
As an additional point of comparison to simulations, we
also measure the density profiles and their slopes from
ETGs in the EAGLE cosmological hydrodynamic simula-
tions (Schaye et al. 2015). The simulations were run with a
private variation of gadget3, which included a modified
SPH scheme (see Schaller et al. 2015b). ΛCDM parame-
ters based on Planck Collaboration et al. (2014) were as-
sumed (h = 0.6777, ΩΛ = 0.693, Ωbar = 0.048, σ8 = 0.8288
ns = 0.9611). Formation of star particles (whereby single gas
particles are converted into single star particles) was based
on local gas pressure (Schaye 2004; Schaye & Dalla Vecchia
2008), where the stellar evolution of each particle was fol-
lowed as a single stellar population (Chabrier 2003; Wiersma
et al. 2009), resulting in stochastic thermal stellar feedback
(Dalla Vecchia & Schaye 2012). Seeded black holes (Springel
et al. 2005) accreted nearby gas particles, driving stochas-
tic thermal AGN feedback (detailed in Schaye et al. 2015).
The simulations were calibrated at z = 0.1 to match the
observed galaxy stellar mass function and stellar size–mass
relation (see Crain et al. 2015). Haloes and subhaloes were
identified with subfind (Springel et al. 2001; Dolag et al.
2009). Both the halo and particle data for these simulations
are publicly available4 (McAlpine et al. 2016).
We include results from the main EAGLE run con-
taining 15043 initial particles of dark matter and gas each,
with respective masses mDM = 6.57 × 106h−1 M and
mgas = 1.22 × 106h−1 M, in a periodic box of volume
(67.77h−1 Mpc)3, with a softening length of 474.4h−1 pc at
z < 2.8. We additionally address results from the high-
resolution, recalibrated simulation (eight-times smaller par-
ticles masses, half the softening length, one quarter the
box length). Because the sub-grid models in EAGLE are
resolution-dependent, to meet the same observational con-
straints for the high-resolution run, the density dependence
of stellar feedback was altered and the temperature boost
to gas from AGN feedback was increased (see Schaye et al.
2015).
We extract ETGs from EAGLE with total stellar mass
4 http://icc.dur.ac.uk/Eagle/database.php
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above 1010 M at z = 0, using the same gas fraction and cir-
cularity cuts as used for Magneticum. We exclude all satellite
galaxies, and only include centrals that are dynamically re-
laxed: specifically those where the centres of potential and
mass are separated by less than 0.07R200c
5 (see Maccio` et al.
2007; Schaller et al. 2015a). This results in a final sample of
288 galaxies.
3 DYNAMICAL MODELLING
Since we can only directly measure properties of the lumi-
nous component of each galaxy, we require dynamical mod-
elling to gain an understanding of the total mass distribu-
tion. Jeans Anisotropic MGE (JAM) modelling (Cappellari
2008) is a computationally efficient, openly available mass-
modelling technique that utilises the Jeans equations (Jeans
1922) and a simple, 2D parametrisation of galaxy light to
obtain dynamical models of individual galaxies. The JAM
technique and our implementation thereof are outlined in
the following section.
For readers not interested in a detailed description of
the JAM modelling method and discussion, we suggest skip-
ping directly to Section 6.
3.1 Jeans Anisotropic MGE Modelling
JAM modelling solves the axisymmetric Jeans equations
(Jeans 1922) for the kinematics of a galaxy based on a
parametrisation of the galaxy mass distribution. Given a
model, Markov Chain Monte Carlo (MCMC) can be used
to determine the parameters which give the best fit to the
observed kinematics. This method allows the dynamical pa-
rameters, such as dynamical mass, total-mass density pro-
files, anisotropy, and inclination, to be estimated for galaxies
that are axisymmetric.
The observed kinematics are fed into the JAM model
in the form of the root-mean-square velocity: Vrms =√
V 2 + σ2. This form is selected as it uses information from
both the velocity and velocity dispersion fields of the galaxy
in a single kinematic map. The stellar light distribution is
implemented as a set of fitted Gaussians as an input into
JAM. These Gaussian components are derived utilising a
Multi-Gaussian Expansion (MGE, Cappellari 2002), which
fits the 2D distribution of stellar light.
When applying JAM modelling to galaxies of the Il-
lustris simulations, Li et al. (2016) determined that JAM
produced total mass profiles of the simulated galaxies with
a mean error of 26 percent, indicating that although the out-
puts from JAM are not perfect, the parameters do recover
the underlying mass distribution.
3.1.1 Input Mass Models
In this study, we implement two models separately with
the aim of determining which better describes the galaxies.
Because of its simplicity, we implement a double power
5 R200c: the radius within which the average density is 200 times
the critical density of the Universe.
law model (as has been done by many dynamical mod-
elling and strong gravitational studies), and an additional
model in which the stellar and dark matter mass are
parametrised separately. The first model tests how well
the power law mass distribution can recover the galaxy
kinematics, while the second challenges the power law
assumption by testing whether an increase in the mass
distribution flexibility will improve the quality of the
model kinematics. We outline each of these in the following.
3.1.1.1 Model 1 The distribution of total mass here is
assumed to be in the form of a generalised Navarro et al.
(1996b) (NFW) profile, given by:
ρ(r) = ρ(rs)
(
r
rs
)γ (
1
2
+
r
2rs
)−γ−3
, (1)
(as presented in Hernquist 1990; Navarro et al. 1996b; Mer-
ritt et al. 2006) in which the power law slope within the
scale radius rs is given by the free parameter γ, and the
outer slope is fixed at −3.
The density at the scale radius ρ(rs) has the function
of scaling the amount of mass present in the profile. More
mass can be added to a profile by not only increasing ρ(rs)
however, but also by decreasing γ to steepen the profile. As
a result, ρ(rs) and γ are not unique parameters, and can
be seen to covary. Hence, MCMC displays difficulty in ade-
quately constraining these parameters. In order to improve
the constraint, we rearrange equation 1 such that the scaling
density is defined at a radial point x at which we have ob-
servational data, rather than at the scale radius, as done by
Mitzkus et al. (2017). This rearranged form of the density
profile is given as:
ρ(r) = ρ(x)
( r
x
)γ ( rs + r
rs + x
)−γ−3
, (2)
where we select x to be 1 kpc. The value of x is arbitrary
and can be defined at any radius, although we note that a
larger separation of x from rs provides a better constraint.
Throughout this work, we fix the scale radius to 20 kpc. We
discuss in Appendix B why letting the scale radius be a free
parameter does not improve our method, and that fixing it
is valid.
The free parameters in this model are the inclination
i, the anisotropy β, the total-mass density at 1 kpc ρ(1),
and the inner total-mass density slope γ. The parameter β
describes the anisotropy of the velocity distribution, given
by β = 1− v2θ/v2r (eq. 4-53b of Binney & Tremaine 1987). A
positive β is an indicator of radial anisotropy, while a nega-
tive value is an indicator of tangential anisotropy. Isotropic
systems have β = 0. The prior parameter ranges are as fol-
lows: imin < i 6 90◦, −0.5 < β < 0.5, −2.5 < γ < −1.5
, and −1 < log(ρ(1)) < 3 (where ρ(1) is measured in
Mpc−3). The minimum inclination imin is calculated as-
suming that the intrinsic axial ratio of the galaxy is 0, such
that imin = cos
−1(q), where q is the axial ratio of the most
flattened Gaussian component fitted to the stellar light of
the galaxy (Cappellari 2008).
The inner total mass density slope γ presented in Eqn.
1 is not identical to the fitted total mass density slope used
to describe the global potential of a galaxy, denoted by γtot.
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In our implementation, γtot is not directly a free parame-
ter, and is instead fitted to the retrieved total mass density
profile of each galaxy. The total mass density slope γtot is
calculated by fitting a power-law slope to the 0.1−4Re6 ra-
dial range of the profile. This value is slightly steeper than
the free parameter γ.
3.1.1.2 Model 2 In this model, we describe the total
mass distribution as the sum of a stellar mass distribution
and a spherical DM halo in the form of a generalised NFW
distribution, as given by equation 2 (except that rather than
using the symbol γ, we use the symbol α to represent the
inner slope of the dark matter component). We select this
parametrisation over a simple NFW profile as it conveys the
effects of baryonic interactions (for example Navarro et al.
1996a; Governato et al. 2012; Ogiya & Mori 2014; Peirani
et al. 2017, 2018). The distribution of stellar mass is taken
from the input parametrisation of the observed luminosity.
In this parametrisation of the galaxy mass, not only do
we recover the parameters of the generalised NFW distri-
bution describing the dark matter, we also recover the stel-
lar mass component by scaling the stellar light by a stellar
mass-to-light ratio. This accounts for stellar population vari-
ations between galaxies. Note, we assume that this (M/L)∗
is constant with radius (see Poci et al. 2017; Mitzkus et al.
2017 for examples in which radial variations in (M/L)∗ are
considered). The effect of having a constant (M/L)∗ with
radius is that any variation in stellar mass that would be
due to a varying (M/L)∗ is instead attributed to the dark
matter halo. This means that the exact decomposition be-
tween baryonic and dark matter mass may suffer from the
bias caused by this assumption. The derived total mass den-
sity slope, however, should not be notably affected by this
assumption. The free parameters in this model are the incli-
nation i, the anisotropy β, the dark matter density at 1 kpc
ρ(1), the dark matter inner density slope α, and the mass-to-
light ratio (M/L)∗. As with model 1, we fix the scale radius
of the dark matter profile to 20 kpc.
In order to make a measurement of the total mass den-
sity slope, we fit a slope to the combined stellar and dark
matter mass. The 1D radial profiles (whether stellar, dark
matter or total) input into JAM are line-of-sight projected
quantities. Therefore, before we can fit a slope to the pro-
files, they must first be deprojected into 1D intrinsic profiles.
This is achieved by applying the equation from footnote 11
of Cappellari et al. (2015) to the projected MGE:
ρ(r) =
M∑
j=1
Mj exp [−r2/(2σ2j )]erf[r
√
1− q′ 2j /(q′jσj
√
2)]
4piσ2j r
√
1− q′ 2j
.
(3)
Here, j indicates the individual Gaussians that make up
the MGE describing the projected 2D distribution, Mj is
the total mass of each MGE (given by Mj = 2piq
′
jΣjσ
2
j ),
and σj the dispersion. We also note that q
′
j is the intrinsic
axial ratio of each Gaussian (still assuming axisymmetry),
6 For some of the smaller galaxies in our sample, SLUGGS data
do not extend to the full 4Re. For these galaxies, we fit the profiles
to the maximum radial extent of our data. This is discussed in
more detail in Section 4.2.3.
as opposed to the projected axial ratio qj . This is given by
q′j =
√
q2j − cos2 i/ sin i.
The value for γtot in this implementation is established
by fitting a power law to the 1D stellar + dark matter mass
profiles over a specified radial range. We discuss in Section
6.1 the effect of selecting different radial ranges for this fit.
For both models, we include a black hole mass (MBH)
within the mass model for JAM modelling. For galaxies
that do not have published black hole masses, we utilise
the MBH − σ scaling relation as published by Graham &
Scott (2013) (log(MBH) = 8.20 + 6.08 log(σ/200 km s
−1)) to
estimate MBH. As discussed in Section 3.2, the accuracy of
the black hole masses do not affect our results, and there-
fore we can use such approximations. The black hole masses
used are indicated in Table 3, as are the literature sources
of MGEs used within JAM for each galaxy to describe the
distribution of stellar light.
3.1.2 MCMC Implementation
To determine the value of the parameters that best describe
the galaxy kinematics, we wrap JAM within an MCMC pro-
cess, to explore the full parameter space for each model. We
use emcee (Foreman-Mackey et al. 2013) to run MCMC for
our work. The MCMC code used within this paper has been
set up with 200 walkers each doing 4000 steps, after rejecting
an additional 1000 burn steps.
For MCMC to determine the best-fitting parameters,
we model the likelihood function as a Gaussian, where we
use our dynamical model to predict V ′rms, which is compared
to the observed Vrms. Usually this is done as a single calcula-
tion for a single dataset. Both the SLUGGS and ATLAS3D
datasets were used to run the JAM models for each galaxy
for which ATLAS3D data are available. Since the distri-
bution of points and typical uncertainties are different for
the two datasets, we have instead chosen to run JAM on
each dataset separately. We thereby determine a separate
likelihood for each dataset, and implement hyperparame-
ters as additional free parameters to effectively “weight” the
datasets, as outlined by Hobson et al. (2002). We then com-
bine the log likelihood of each dataset as given by:
lnLtotal = lnLSLUGGS + lnLATLAS3D, (4)
where the individual likelihoods are calculated as:
lnL = −1
2
n∑
i=0
[
ln
(
(2pi)∆V 2rms,i
ω
)
+ ω
(
Vrms,i − V ′rms,i
∆Vrms,i
)2]
,
(5)
for the n datapoints in each dataset. Here, Vrms represents
the input kinematic values, V ′rms represents the correspond-
ing model kinematic values, and ∆Vrms represents the un-
certainties in the input kinematics. The hyperparameter for
the dataset is indicated by ω, which we include as a free
parameter in each galaxy for which we have both SLUGGS
and ATLAS3D datasets. A higher hyperparameter value ω
increases the weight of the associated dataset, while a lower
ω weakens the influence of the dataset by increasing the asso-
ciated uncertainty. We note that the use of the hyperparam-
eter method is applicable in this case because the SLUGGS
and ATLAS3D datasets are independent. This technique is
described in more detail by Hobson et al. (2002).
MNRAS 000, 1–?? (2018)
8 Bellstedt et al.
Table 3. Black hole masses and MGEs used for JAM modelling.
Galaxy MBH MBH Source MGE Source
(×107M)
(1) (2) (3) (4)
NGC 1052 9.4 Beifiori et al. (2009) This work
NGC 2549 1.4 McConnell & Ma (2013) Scott et al. (2013)
NGC 2699 1.2 MBH − σ Scaling Relation Scott et al. (2013)
NGC 4459 7.0 Woo et al. (2013) Scott et al. (2013)
NGC 4474 0.4 Gallo et al. (2010) Scott et al. (2013)
NGC 4551 0.63 Gallo et al. (2010) Scott et al. (2013)
NGC 5866 8.26 Saikia et al. (2015) Scott et al. (2013)
NGC 7457 4.1 Hartmann et al. (2014) Cappellari et al. (2006)
The SLUGGS and ATLAS3D datasets had previously
been combined by Cappellari et al. (2015), who did so by
manually increasing the ATLAS3D uncertainties such that
the central dataset did not dominate the overall likelihood
calculation. We highlight that our hyperparameter imple-
mentation is an improvement over this method, as it is more
statistically rigorous, and does not alter the original uncer-
tainties.
The final value for each parameter is selected as the
value from the MCMC iteration that maximises the likeli-
hood, where asymmetric uncertainties are given as a 68.3%
(1σ) credible interval around the maximum likelihood, such
that the upper and lower bounds have equal posterior prob-
ability density values. We use the ChainConsumer python
package (Hinton 2016) to generate these values from the
emcee outputs.
3.2 Preparation of data
As a result of the large spatial extent of the kinematic data,
variation in sampling density, variations in signal-to-noise
ratio and uncertainties, the input kinematic data need to
be cleaned to ensure the best dynamic modelling by JAM.
After the initial spectrum quality-check by eye, additional
cleaning measures are implemented. To account for the rel-
atively sparse sampling of data points in the SLUGGS data,
we initially bi-symmetrise the data by duplicating the points
across both the x- and y-axes (as done in Cappellari et al.
2015). We then apply a signal-to-noise threshhold of 20 to
the data, and eliminate any remaining points with a > 100%
uncertainty in Vrms.
7 We also account for the observed ve-
locity dispersion offset between the two datasets by increas-
ing the velocity dispersion of SLUGGS data by the offset
amount (see next section for details). For the purpose of
JAM modelling, we are interested in the global kinematic
trends, and not any kinematic substructures that may be
present. To best highlight these global kinematic trends, we
apply the LOESS8 smoothing algorithm of Cleveland & De-
vlin (1988) to the data as done in Cappellari et al. (2015),
which extracts the underlying kinematic trends and elimi-
nates smaller scale features resulting from either minor sub-
structure or noise.
We analyse the effect that each of these procedures has
on the final γtot measurements, by running JAM with and
7 ∆Vrms is determined by adding the uncertainties of v and σ in
quadrature.
8 LOcally weighted regrESSion
without them, for both input models. Not accounting for the
offset in velocity dispersion values between the two datasets
(see Section 3.2.1) results in a mean scatter of 0.057 for
model 1 (0.053 for model 2), not smoothing the Vrms data
results in a mean scatter of 0.040 (0.077), and when not
smoothing or symmetrising the input data, the resulting
mean scatter is 0.056 (0.074). We do not see any system-
atic effects, and none of these values are significant enough
to affect our results. We also assess the scatter in γtot caused
by not including a black hole mass, which is 0.012 (0.029).
The fact that this scatter is so low (compared to the un-
certainties) indicates that our results are not sensitive to
inaccurate black hole mass measurements.
3.2.1 Impact of velocity dispersion offset
It has been determined by a number of studies (Foster et al.
2016; Pastorello et al. 2016; Bellstedt et al. 2017a) that there
is an offset between the velocity dispersion measurements of
ATLAS3D and SLUGGS data of ∼ 20 km s−1. As indicated
in the previous section, we have adopted a similar mecha-
nism as employed by Cappellari et al. (2015) to compensate
for this offset, namely to increase the SLUGGS σ values by
the offset amount. We here briefly discuss the implications
of this.
A suggested cause of the σ offset is the binning in the
edges of the ATLAS3D data (Pastorello et al. 2016; van de
Sande et al. 2017), resulting in augmented velocity disper-
sion values. If this is the case, then the offset would be great-
est in the outer regions of the ATLAS3D data, coincident
with the radial range over which the offset is measured. In
this case, increasing the SLUGGS σ values may have been
unnecessary. Another way in which the offset could be ac-
counted for is to reduce the σ values of the ATLAS3D data
to match the inner SLUGGS values. It is then possible, how-
ever, that σ becomes underestimated in the central region if
the offset was caused by binning.
We run JAM on input data in which the σ offset has
been implemented both ways: (i) increasing the SLUGGS
velocity dispersion values by the offset amount, and (ii) de-
creasing the ATLAS3D velocity dispersion values by the off-
set amount. We find that this does not have a systematic
effect on the γtot retrieved. As indicated in the final para-
graph of Section 3.2, the effect of accounting for this offset
or not on final γtot values is negligible.
While the final γtot value is insensitive to the treat-
ment of the velocity dispersion offset, it has a large impact
on the retrieved dark matter fractions (when using model
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2). The dark matter fractions are systematically larger (in
some cases unphysically so, with dark matter fractions in
the inner 1 Re approaching 100 per cent) when increasing
the SLUGGS σ values to match those of the ATLAS3D pro-
files. This is an indication that the outer velocity dispersion
values are unphysically high when accounting for the σ off-
set in this manner. Since we are not focusing on dark matter
fractions in this paper, we do not address the treatment of
this offset to retrieve true measurements. This will need to
be addressed in future studies utilising these two datasets
to accurately measure dark matter fractions at larger radii
using dynamical models.
3.2.2 NGC 1052 MGE
In this work, we use Spitzer imaging presented by Forbes
et al. (2017b) to derive a stellar MGE for the galaxy NGC
1052, as this galaxy was not part of the ATLAS3D survey
and therefore does not have a literature MGE. The MGE has
therefore been derived in a different band (the Spitzer 3.6µm
band as opposed to the i band), and may not be directly
comparable with those of the rest of the galaxy sample. This
is an important caveat that should be kept in mind when
interpreting all results for NGC 1052. We note, however,
that the distribution of mass is expected to be similar in the
two bands. We are interested in this distribution and not
the absolute scaling of the light. We present the MGE for
NGC 1052 in Appendix A.
3.3 Comparison of method with Cappellari et al.
(2015)
Much of the methodology applied in this work is similar to
that employed by Cappellari et al. (2015) to make measure-
ments of γtot utilising JAM modelling on both the ATLAS
3D
and SLUGGS datasets for massive SLUGGS galaxies. There
are, however, a few aspects which have been altered for this
work, which we clarify here.
The exact mechanism of dealing with the velocity dis-
persion offset between the two datasets is slightly differ-
ent. While we directly adjust SLUGGS σ values, Cappel-
lari et al. (2015) scaled the Vrms values to match those of
the ATLAS3D dataset in overlapping regions. As a result,
the velocity dispersion values will be greater in the galaxy
outskirts in our models.
As described in Section 3.1.2, we combine the two
datasets using a hyperparameter method. This contrasts to
the Cappellari et al. (2015) method, where the two datasets
were combined into one kinematic input. To avoid having the
spatially dense low-uncertainty ATLAS3D values overpower-
ing the outer SLUGGS kinematics in the χ2 calculation, the
ATLAS3D uncertainties were manually increased. The ad-
vantage of our method over this is that the true ATLAS3D
uncertainties contribute to the final likelihood calculation.
We also implement an additional mass model to that of
Cappellari et al. (2015). The Cappellari et al. results were
derived only using a stellar plus dark matter model (equiv-
alent to our model 2). By employing model 1 and model 2,
we are able to assess the impact of assuming an inner power
law total mass distribution (see Section 6.1), an assumption
employed in gravitational lensing, and in some dynamical
modelling studies.
4 MODELLING
4.1 Modelling Results
We present the final parameters of each of the low stellar
mass galaxies (in addition to the other galaxies previously
studied by Cappellari et al. 2015) in Table 4 for model 1,
and Table 5 for model 2.
The input (observed) and model Vrms maps for each
of the galaxies are shown in Fig. 2. In this figure, for each
galaxy, the top panel shows the input kinematics, the middle
panel shows the model 1 kinematic output, and the lower
panel shown the model 2 kinematic output. The agreement
between these Vrms maps varies, and is discussed in Section
4.2.1. The mass profiles generated by both models for each
of the galaxies are plotted in Fig. 3.
We also apply our modelling techniques to the re-
maining SLUGGS galaxies, for which measurements using
SLUGGS plus ATLAS3D data have previously been pub-
lished by Cappellari et al. (2015). We present the JAM
models for these galaxies in Appendix C. While the general
agreement between our JAM model kinematics and those
of Cappellari et al. (2015) are good, there are differences
present resulting from our implementation as outlined in
the previous section. These result not only from the changes
in JAM modelling, but also from the manner in which the
input Vrms field is generated (see Sections 3.2 and 3.2.1).
The input Vrms maps of NGC 821, NGC 3377, NGC 4111,
NGC 4494 and NGC 4649 all display small differences be-
tween our study and that of Cappellari et al. (2015). As a
consequence, the resulting JAM modelling is also different,
highlighting the need for the full sample to be modelled in
an entirely consistent manner.
4.2 Modelling Discusion
4.2.1 Kinematic fits
The model kinematics produced by JAM are able to re-
cover the kinematic behaviour across the radial extent of the
SLUGGS data, in the same manner as was first presented
with SLUGGS data by Cappellari et al. (2015). NGC 2549
and NGC 7457 both have Vrms lobes that increase in magni-
tude beyond the radial extent of the data (indicative of the
rotational dominance of the galaxy), which is reproduced
relatively well by the model Vrms maps, although we note
that the magnitude of the peak in model 2 for NGC 2549 is
higher than for model 1. Conversely, the other galaxies have
lobes that peak, and then decline with radius (indicative of
the dispersion dominance of the galaxy). The positions of
the lobe peaks are generally well recovered in model 2, al-
though the extents are often not an exact match (as is the
case for NGC 1052, NGC 4474 and NGC 5866). For NGC
2699 and NGC 4551, the galaxies are so dispersion domi-
nated that only one central Vrms peak is observed, rather
than two separate lobes.
Both models tend to produce a good kinematic fit to
the data for most galaxies9, but in some cases only model 2
9 Out of the 21 galaxies analysed in this work, model 2 produces
a better kinematic fit for 7 galaxies (in terms of lower residuals),
and only produces a worse fit for 3 galaxies. For the remaining
galaxies, the fit for the two models is equivalent.
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Figure 2. JAM models of NGC 1052, NGC 2549, NGC 2699, NGC 4459, NGC 4474, NGC 4551, NGC 5866 and NGC 7457. The top
panel for each galaxy presents an interpolated map of the input Vrms field, and the other two panels show the output modelled Vrms
fields. The middle panel shows the modelled Vrms field according to model 1 (total mass given by a generalised NFW profile), whereas
the bottom panel shows the modelled field for model 2 (stellar and dark matter mass parametrised separately). Black contours highlight
the shape of the galaxy surface brightness in 1 mag intervals, as given by the relevant MGE parametrisation. The colours show the
magnitude of the Vrms values in km s−1, ranging from black as the lowest values, to white as the highest values. The magenta outline
in each plot indicates the spatial extent of the ATLAS3D data used. Small black points indicate the SLUGGS data locations. Note that
no ATLAS3D data were available for NGC 1052.
produces a good kinematic fit. This is visually the most ap-
parent for NGC 1052, NGC 4551 and NGC 5866. For NGC
1052, the Vrms lobes produced by model 1 extend too far into
the outer regions of the galaxy. For NGC 4551, model 1 com-
pletely fails to produce a good kinematic fit. The predicted
Vrms value in the outer regions is much too high, whereas
the predicted kinematics are a lot better matched for model
2. An explanation for this behaviour can be identified by
comparing the resulting total mass density profiles for the
two models in Fig. 3. The total mass profile for model 2 is
dominated by stellar mass, even in the outer regions, mean-
ing that there is a sharp drop in the density as the stel-
lar mass density declines. This drop in density cannot be
replicated by the generalised NFW profile parametrisation
of model 1, and hence there is significantly more mass in the
outer regions in model 1. This translates directly to greater
Vrms in the outer regions for model 1. The third galaxy for
which model 1 fails is NGC 5866. In this case, strong dust
structures in the inner region of the galaxy affect both the
distribution of stellar light, and the kinematics of the central
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Table 4. Best-fitting parameters using MCMC and JAM for Model 1.
Galaxy i β log(ρtot) γ γtot ωSLUGGS ωATLAS3D
(◦) (1 kpc, Mpc−3) (0.1 − 4Re)
(1) (2) (3) (4) (5) (6) (7) (8)
Galaxies in new sample:
NGC 1052 89.81+0.14−3.87 0.10
+0.02
−0.02 0.092
+0.004
−0.004 −1.77+0.01−0.01 −1.88+0.01−0.01 - -
NGC 2549 87.48+2.50−1.17 0.16
+0.02
−0.02 −0.08+0.05−0.06 −1.97+0.01−0.01 −2.03+0.01−0.01 0.50+0.08−0.08 0.26+0.02−0.02
NGC 2699 58.69+27.61−1.86 −0.11+0.03−0.03 −0.29+0.05−0.04 −2.24+0.03−0.02 −2.31+0.03−0.02 0.88+0.29−0.21 0.29+0.02−0.02
NGC 4459 54.38+2.29−1.99 0.18
+0.03
−0.03 0.04
+0.06
−0.07 −2.07+0.01−0.01 −2.23+0.01−0.01 9.97+0.00−0.37 0.04+0.01−0.01
NGC 4474 89.98+0.00−1.15 0.09
+0.02
−0.02 −0.41+0.07−0.05 −1.98+0.02−0.01 −2.06+0.02−0.01 1.76+0.29−0.30 1.96+0.13−0.14
NGC 4551 89.91+0.00−5.96 0.17
+0.02
−0.02 −0.32+0.06−0.06 −1.94+0.02−0.02 −2.01+0.01−0.02 0.77+0.14−0.14 1.93+0.18−0.17
NGC 5866 89.96+0.00−0.69 0.29
+0.02
−0.02 0.15
+0.07
−0.07 −1.71+0.01−0.02 −1.85+0.01−0.02 0.23+0.10−0.08 0.36+0.03−0.04
NGC 7457 72.0+3.38−2.26 0.20
+0.05
−0.05 −0.47+0.07−0.07 −1.65+0.02−0.02 −1.80+0.02−0.02 6.96+1.18−1.17 0.27+0.03−0.03
Other SLUGGS galaxies:
NGC 821 86.23+3.69−6.14 0.35
+0.03
−0.03 0.13
+0.07
−0.07 −1.94+0.02−0.02 −2.14+0.02−0.02 7.05+1.31−1.04 0.02+0.01−0.01
NGC 1023 79.95+0.31−0.28 0.23
+0.02
−0.03 0.15
+0.07
−0.07 −2.11+0.01−0.01 −2.24+0.01−0.01 1.27+0.11−0.10 0.003+0.011−0.000
NGC 2768 89.96+0.00−1.31 0.33
+0.02
−0.01 0.29
+0.05
−0.05 −1.91+0.01−0.01 −2.21+0.01−0.01 8.07+0.61−0.61 0.06+0.01−0.01
NGC 2974 64.34+3.08−2.00 −0.01+0.09−0.10 0.27+0.13−0.12 −2.11+0.02−0.02 −2.25+0.02−0.01 0.99+0.20−0.17 0.02+0.01−0.01
NGC 3115 89.99+0.00−0.37 −0.07+0.01−0.01 0.225+0.004−0.003 −2.09+0.01−0.01 −2.15+0.01−0.01 - -
NGC 3377 89.75+0.20−2.04 0.24
+0.03
−0.03 −0.33+0.06−0.06 −2.07+0.02−0.02 −2.19+0.01−0.01 0.97+0.13−0.12 0.05+0.01−0.01
NGC 4111 89.98+0.00−0.61 0.15
+0.02
−0.02 −0.04+0.05−0.05 −2.1+0.01−0.01 −2.14+0.01−0.01 0.38+0.05−0.05 0.13+0.04−0.03
NGC 4278 35.5+4.90−3.04 0.22
+0.06
−0.08 0.40
+0.08
−0.10 −2.01+0.02−0.02 −2.14+0.02−0.02 9.97+0.00−0.62 0.03+0.02−0.02
NGC 4473 89.94+0.00−5.86 0.28
+0.03
−0.03 0.23
+0.07
−0.06 −1.88+0.01−0.01 −2.03+0.01−0.01 4.24+0.58−0.53 0.02+0.02−0.02
NGC 4494 89.02+0.83−6.95 0.06
+0.02
−0.01 0.03
+0.08
−0.07 −1.87+0.01−0.02 −2.11+0.01−0.01 3.47+0.36−0.34 0.46+0.02−0.02
NGC 4526 81.44+0.65−0.55 0.19
+0.02
−0.02 0.37
+0.04
−0.08 −1.91+0.02−0.01 −2.08+0.01−0.01 0.47+0.07−0.06 0.06+0.01−0.01
NGC 4649 89.87+0.00−3.62 0.04
+0.02
−0.03 0.52
+0.08
−0.08 −1.98+0.02−0.01 −2.26+0.01−0.01 5.98+0.70−0.74 0.08+0.02−0.02
NGC 4697 89.93+0.00−1.35 0.23
+0.02
−0.02 0.10
+0.10
−0.10 −1.97+0.01−0.01 −2.21+0.01−0.01 9.97+0.00−0.24 0.39+0.03−0.03
Columns: (1) Galaxy name. (2) Inclination in degrees. (3) Anisotropy. (4) Total mass density at 1 kpc (Mpc−3).
(5) Inner total mass density slope (free parameter). (6) Fitted total mass density slope in 0.1 − 4Re radial range. (7)
SLUGGS hyperparameter. (8) ATLAS3D hyperparameter.
ATLAS3D data. The rigid parametrisation of the generalised
NFW profile implemented in model 1 is unable to produce
a good kinematic fit to the data.
When looking at the kinematic fits for galaxies in the
rest of the SLUGGS sample (Fig. C1), it can be seen that
another galaxy with a relatively poor fit is NGC 3377. For
this galaxy, the outer region has been better fitted by model
2, whereas the inner region is better fitted by model 1, with
neither model able to fit both the inner and outer regions
simultaneously. NGC 3377 has an embedded disc, displaying
strong downturns in stellar spin and ellipticity in the outer
regions (as is clearly shown by its spin–ellipticity “trail” pre-
sented in Bellstedt et al. 2017b), which is likely responsible
for JAM’s inability to return a good kinematic match for
the inner and outer regions simultaneously.
It can be seen that the model kinematics produced by
model 2 (separating the stellar and dark matter mass) gen-
erally match the observed kinematics better than those of
model 1 (in which the total mass distribution is parametrised
by a generalised NFW profile). This is particularly clear for
galaxies such as NGC 4551 and NGC 5866.
We highlight that in the radial range of interest, the
difference between the total and stellar profiles presented
in the model 2 profiles n Fig 3 is only very subtle, as has
previously been observed by Romanowsky et al. (2003).
4.2.2 Consistency of the models
If the recovered mass distributions for each of the models
are “correct”, then we would expect them to be at least
consistent with each other. We therefore assess whether the
two mass models implemented in this work recover the same
underlying distribution of mass. We do this by comparing
the parameters in common between the two models. These
parameters are the inclination i, the anisotropy β, and the
total-mass density slope γtot.
The comparison between parameters of models 1 and 2
is shown in Fig. 4, where the x-axes represent model 1 values,
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Table 5. Best-fitting parameters using MCMC and JAM for Model 2.
Galaxy i β log(ρDM) α γtot γtot (M/L)∗ ωSLUGGS ωATLAS3D
(◦) (Mpc−3) (0.1 − 4Re) (0.0 − 4Re)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Galaxies in new sample:
NGC 1052 89.95+0.00−5.34 0.00
+0.02
−0.02 −0.44+0.03−0.08 −1.50+0.00−0.03 −2.21+0.06−0.06 −1.69+0.57−0.57 1.00+0.02−0.00 - -
NGC 2549 80.19+1.14−0.87 0.21
+0.02
−0.03 −0.59+0.08−0.09 −0.80+0.13−0.13 −2.08+0.05−0.05 −1.92+0.11−0.11 4.99+0.00−0.09 0.33+0.06−0.05 0.29+0.02−0.02
NGC 2699 37.00+3.06−2.17 0.03
+0.12
−0.10 −1.56+0.68−0.70 −2.39+1.63−0.00 −2.66+0.32−0.32 −2.11+0.87−0.87 3.82+0.15−0.16 0.97+0.24−0.17 0.30+0.02−0.02
NGC 4459 50.06+1.38−1.29 0.18
+0.03
−0.03 −0.58+0.18−0.14 −1.55+0.17−0.22 −2.22+0.22−0.22 −1.96+0.47−0.47 3.63+0.24−0.41 9.97+0.00−0.20 0.04+0.00−0.00
NGC 4474 89.99+0.00−1.04 0.03
+0.01
−0.01 −0.88+0.04−0.04 −1.52+0.09−0.08 −2.16+0.02−0.02 −1.83+0.31−0.31 2.70+0.10−0.11 1.93+0.33−0.29 2.70+0.16−0.15
NGC 4551 86.21+3.71−6.23 0.12
+0.01
−0.01 −2.99+0.49−0.00 −2.34+0.62−0.06 −2.35+0.44−0.44 −1.85+0.94−0.94 4.72+0.05−0.07 2.53+0.40−0.37 2.42+0.17−0.17
NGC 5866 89.96+0.00−0.98 0.21
+0.01
−0.01 −1.29+0.10−0.10 −0.65+0.15−0.15 −1.94+0.42−0.42 −1.01+1.36−1.36 4.96+0.03−0.06 0.96+0.08−0.07 1.05+0.04−0.04
NGC 7457 73.33+4.77−2.47 0.12
+0.04
−0.05 −0.67+0.03−0.03 −1.44+0.04−0.04 −1.72+0.10−0.10 −1.74+0.08−0.08 1.01+0.07−0.0 7.84+1.58−1.47 0.26+0.03−0.03
Other SLUGGS galaxies:
NGC 821 61.34+1.22−0.96 0.50
+0.00
−0.03 −0.75+0.11−0.09 −0.68+0.09−0.11 −1.76+0.04−0.04 −1.73+0.01−0.01 4.99+0.0−0.1 2.87+0.28−0.27 0.11+0.01−0.01
NGC 1023 79.44+0.23−0.26 0.18
+0.02
−0.02 −0.14+0.06−0.06 −1.92+0.04−0.04 −2.31+0.08−0.08 −2.04+0.34−0.34 2.32+0.13−0.13 1.57+0.11−0.1 0.0+0.01−0.0
NGC 2768 89.95+0.0−1.39 0.26
+0.02
−0.02 −1.50+0.08−0.07 −0.08+0.03−0.09 −2.03+0.04−0.04 −1.9+0.17−0.17 4.62+0.07−0.06 9.97+0.0−0.15 0.06+0.02−0.01
NGC 2974 62.45+2.13−1.66 0.03
+0.08
−0.10 0.06
+0.09
−0.07 −2.10+0.04−0.04 −2.30+0.10−0.10 −2.12+0.29−0.29 4.26+0.73−1.11 0.79+0.16−0.14 0.01+0.03−0.00
NGC 3115 89.99+0.01−2.75 −0.08+0.02−0.02 0.15+0.04−4.12 −2.05+0.03−0.03 −2.16+0.07−0.07 −2.08+0.14−0.14 1.01+3.42−0.00 - -
NGC 3377 89.95+0.00−2.01 0.25
+0.01
−0.01 −1.28+0.05−0.03 −0.08+0.03−0.08 −1.76+0.31−0.31 −1.97+0.51−0.51 2.40+0.04−0.04 9.97+0.00−0.53 0.04+0.01−0.01
NGC 4111 89.98+0.0−1.31 0.26
+0.02
−0.02 −0.3+0.06−0.07 −2.02+0.04−0.05 −1.99+0.42−0.42 −1.90+0.51−0.51 2.45+0.21−0.21 0.47+0.05−0.06 0.15+0.03−0.02
NGC 4278 38.79+5.71−3.22 0.15
+0.05
−0.06 0.35
+0.00
−0.09 −1.99+0.03−0.03 −2.11+0.09−0.09 −2.02+0.17−0.17 1.01+0.25−0.00 9.97+0.00−0.83 0.03+0.01−0.01
NGC 4473 89.94+0.00−6.94 0.26
+0.02
−0.02 0.13
+0.00
−0.04 −1.74+0.05−0.04 −2.01+0.05−0.05 −1.83+0.23−0.23 1.01+0.06−0.00 3.84+0.45−0.45 0.02+0.01−0.01
NGC 4494 89.87+0.13−47.58 0.04
+0.01
−0.01 −0.39+0.06−0.23 −1.65+0.26−0.06 −2.16+0.20−0.02 −1.69+0.67−0.67 2.56+0.68−0.04 4.99+0.45−0.42 0.51+0.02−0.02
NGC 4526 80.11+0.61−0.53 0.17
+0.03
−0.02 0.21
+0.06
−0.08 −1.85+0.04−0.05 −2.08+0.15−0.15 −1.89+0.34−0.34 2.00+0.64−0.59 0.52+0.10−0.09 0.06+0.03−0.04
NGC 4649 51.08+3.59−2.22 0.11
+0.03
−0.03 0.03
+0.06
−0.05 −1.77+0.05−0.06 −2.32+0.12−0.12 −1.78+0.66−0.66 4.99+0.00−0.05 2.4+0.18−0.19 0.18+0.02−0.03
NGC 4697 89.94+0.00−1.74 0.17
+0.02
−0.02 −1.11+0.06−0.07 −0.75+0.06−0.06 −2.13+0.08−0.08 −1.82+0.39−0.39 4.39+0.06−0.05 9.97+0.00−0.48 0.41+0.03−0.03
Columns: (1) Galaxy name. (2) Inclination. (3) Anisotropy. (4) Dark matter density at 1 kpc. (5) Inner dark matter slope. (6) Fitted
slope of the total density profile, measured at 0.1 − 4Re. (7) Fitted slope of the total density profile, measured at 0.0 − 4Re. (8) Stellar
mass-to-light ratio (in the i band for all galaxies, except NGC 1052 for which the value is in the Spitzer 3.6µm band). (9) SLUGGS
hyperparameter. (10) ATLAS3D hyperparameter.
and the y-axes display model 2 values. In galaxies for which
one model produces a bad kinematic fit (NGC 1052, NGC
3377, NGC 4551 and NGC 5866), we no longer expect both
models to produce the same parameters. We therefore plot
these galaxies as open circles in Fig. 4. Interestingly, these
galaxies are not consistently those with the greatest param-
eter mismatch. In the top panel, a comparison of inclination
values shows that model 1 tends to ascribe an edge-on (90◦)
inclination to a larger number of galaxies. While there is a
general agreement between anisotropy values, it is not ex-
actly one-to-one. Anisotropy is often treated as a ‘nuisance’
parameter (e.g. Cappellari et al. 2015), so this lack of agree-
ment is perhaps unsurprising. The rms scatter recovered for
β is 0.10.
We plot the fitted γtot values for each model in the bot-
tom panel of Fig. 4 in which γtot has been fitted in the radial
range 0.1−4Re. For this parameter, the scatter between the
two models is 0.19, with γtot values agreeing generally well
between models 1 and 2. The fact that the values from the
two models generally cluster about the one-to-one line in-
dicates that the same underlying mass distribution is, in
fact, recovered by both models, although the uncertainties
resulting from the chosen parametrisation are large.
4.2.3 Selection of final γtot values
For the remaining scientific discussion within this paper, we
will be referring to the γtot values fitted in the range 0.1Re−
Rmax
10 for total mass profiles derived from model 2. This is
the same radial range as applied by Cappellari et al. (2015),
10 For galaxies that have Rmax > 4Re, we fit in the range 0.1−
4Re. While the mean Rmax value for all galaxies is 4.3Re, the
range is 2.1− 11.3Re.
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Figure 3. Mass density profiles generated with the separate models. Dashed grey lines show the total-mass density slopes generated by
model 1 for each individual galaxy. Since model 2 separates the total mass into stellar and dark components, we plot three lines for model
2. The orange solid line shows the stellar component, while the blue solid line shows the dark matter component. The dashed black line
represents the total-mass density slope for model 2. Note how the power law behaviour from model 1 generally follows the behaviour of
the total-mass density slope for model 2. The vertical dashed green line shows the assumed break radius (fixed to be 20 kpc) for each
galaxy, whereas the vertical solid cyan line indicates the effective radius (Re) for each galaxy. The shaded grey region indicates the radial
extent of the observational data used for each galaxy. Note that for galaxies such as NGC 2699 and NGC 4551 that display sudden drops
in the model 2 total density profile, these drops occur beyond the radial range for which we have data.
and does not fit the profile to the innermost region that
likely suffers from resolution effects. The minimum fitting
radius selected is also the same as the one used by Poci
et al. (2017), albeit with a larger maximum radius (given
the greater radial extent of our data).
5 MEASURING TOTAL MASS DENSITY
SLOPES FROM SIMULATIONS
For each galaxy in the EAGLE samples, we build total mass
density profiles in a similar manner to that done for gas pro-
files in Stevens et al. (2017). That is, we bin particles in up
to 100 spherical shells, where each bin has approximately the
same number of particles, with the added conditions that:
(i) the bin width cannot be less than twice the softening
scale of the simulation; and (ii) at least 50 particles are in
each bin (we have confirmed our results are not sensitive
to the precise values used for these conditions). The radial
position of each bin is taken as the mass-weighted mean of
the particles in that bin. Following Schaller et al. (2015a),
we exclude the inner parts of profiles that are deemed un-
reliable, typically of order a few kpc. A similar process has
been applied to calculate the mass density profiles for the
Magneticum galaxies, in which the galaxy has been divided
into 100 equal-particle bins, in which there are 80 stellar
particles per bin. Additionally, the inner-most part of each
galaxy is excluded, out to a radius of 2× rsoftening.
To be consistent with the fitting technique we apply in
the observations, we resample the density profiles for the
simulated galaxies uniformly in log space. The slopes for
these resampled density profiles were measured the same
way as for the observed galaxies, where the effective radius
was taken to be the 2D projected stellar half-mass radius.
As is apparent in Fig. 5, the inner radius of each of the
simulated profiles varies as a result of the fixed resolution
of the simulations (less massive galaxies have profiles that
do not extend as far into the galaxy centre as for the more
massive galaxies if normalised to Re). As a result, we can-
not fit the profiles in the 0.1− 4Re radial range for the full
sample of simulated galaxies, as was done for the observed
galaxies. To make sure that the measurement is consistent
across the whole sample, we instead fit the profiles in the
radial range 0.4 − 4Re, which covers the fittable range for
all galaxies in the sample (even the small ones), while avoid-
ing artificial contamination from ‘cores’ resulting from the
unresolved central areas of the simulations.
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Figure 4. Comparison of common parameters between models 1
and 2. The top panel is a comparison of the inclination measure-
ments, the middle panel shows the anisotropy measurements, and
the bottom panel shows the total-mass density profile measure-
ments. Within the bottom panel, γtot values derived from model
2 have been fitted in the radial range 0.1Re − 4Re. Open circles
indicate galaxies for which model 1 provides a visually bad fit to
the data.
6 SCIENTIFIC CONTEXT OF RESULTS
6.1 Assumption of a power law slope
It is frequently assumed in studies of mass modelling that
the total mass distribution of a galaxy takes on the form
of a single power law. In dynamical modelling studies, this
assumption is generally relaxed slightly to allow for a double
(or ‘broken’) power law (as in our model 1), although this
still requires that certain regions of the radial total mass
profile are power-law-like.
We discuss here briefly the validity of the assumption
that a total mass profile takes the form of a power law. While
the input mass distribution in model 2 does not assume a
power law total mass distribution, this assumption is still
implicit in the presentation of a γtot value. This discussion
is therefore relevant for the results of both models.
Cappellari et al. (2015) measured their γtot over the
range 0.1− 4.0Re, stating that this is the radial range over
which the total-mass density profiles are in the form of a
power law. This is also apparent by looking at the model
2 profiles in Fig. 5, in which the outer region is generally
power law-like, although this behaviour is different in the
inner region for some galaxies.
To compare our chosen mass parametrisations with
“true” total mass density profiles, we compare our profiles
with those from simulated galaxies. We plot the profiles re-
sulting from the two models for SLUGGS galaxies, in addi-
tion to the profiles from the Magneticum and EAGLE sim-
ulations in Fig. 5.
The Magneticum profiles are seen to be essentially
isothermal (where the dashed black line for each set of pro-
files shows the isothermal, γtot = −2 power law slope for
reference), with power law-like slopes for almost the full ra-
dial range of the profile. The exception to this is the very
central region of each profile, in which a slight shallowing of
the slope can be identified. The range of slopes is similar to
those of our model 2, albeit slightly shallower.
The profiles from the main EAGLE run are slightly shal-
lower than isothermal. Except for some of the lowest-mass
galaxies in this run (indicated by the colour of the profiles),
which seem to become shallower in the inner regions, most
galaxies have slopes that are generally power-law-like. As
with the Magneticum galaxies, the range in slopes is simi-
lar to those of our model 2, albeit even shallower than the
Magneticum slopes.
6.2 Total-mass density slopes versus stellar mass
Fig. 6 presents the total-mass density slopes for the
SLUGGS galaxies plotted against their stellar mass as or-
ange squares. From the 21 galaxies plotted, there is a large
scatter with no clear trend to be identified. The mean γtot
value we recover for SLUGGS galaxies is −2.12 ± 0.05, con-
sistent with the results from Cappellari et al. (2015) and
Serra et al. (2016), who similarly utilised data that extend
to large radii. In their analysis of extended 2D kinematics
for a sample of 16 compact elliptical galaxies with a stellar
mass range of 9.68 < log(M∗)/ log(M) < 11.58, Yıldırım
et al. (2017) measured a total-mass density slope in the ra-
dial range 0.1 − 4Re of γtot = −2.25. This is steeper than
the measurement we have made for the SLUGGS galaxies,
in the same radial range. This is interesting, given that these
compact ellipticals are regarded as ‘relic’ galaxies, and hence
there is an expectation that a lack of recent merger activ-
ity would result in steeper total mass density slopes. We
compare the results for our galaxies to those from other ob-
servational measurements from the literature in Fig. 6 in
order to expand our understanding of this parameter space.
Additionally, we compare these observational measurements
to those from simulations in Fig. 7.
6.2.1 Comparison to other observations
Fig. 6 features a comparison between our measurements of
γtot and those of other observational studies (Auger et al.
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Figure 5. Spherically-averaged mass profiles determined for the
SLUGGS galaxies using models 1 and 2, the Magneticum galaxies
and the two EAGLE runs (main, and high-resolution). All profiles
have been normalised to the value at 1Re, and vertically offset
for the sake of comparison. For each galaxy, the profiles have
been plotted in the range 0.1 − 4Re, unless the inner region has
been excluded due to resolution effects. We note that the radial
range over which we fit γtot for the simulated profiles is 0.4 −
4Re. These profiles clearly show that the observational slopes
are steeper than those retrieved by the simulations. Additionally,
the non-power-law-like nature of the high resolution EAGLE runs
can be discerned. We plot an isothermal power law (γtot = −2)
as a dashed black line for each set of profiles for reference.
2010; Sonnenfeld et al. 2013; Tortora et al. 2014; Serra et al.
2016; Poci et al. 2017), versus stellar masses. The values we
derive are consistent with the results from different studies
whose methods for calculating γtot vary, and also the radial
extents of the data vary. Below we give a brief description of
the techniques implemented by each of these studies, and the
differences between them. Broadly, total-mass density slope
values are determined through use of either galaxy kinemat-
ics or strong gravitational lensing to make mass models.
Slopes from gravitational lensing studies for massive
galaxies are shown in Fig. 6 as blue stars (Auger et al. 2010)
and green triangles (Sonnenfeld et al. 2013). The two stud-
ies targeted similar galaxies, albeit at different redshifts. The
galaxies studied by Auger et al. (2010) represent ‘present-
day’ galaxies up to z ∼ 0.4, whereas Sonnenfeld et al.
(2013) targeted higher-redshift galaxies, spanning the range
0.1 < z < 0.8. While we include the Sonnenfeld et al. (2013)
results for comparison, we do so with the caveat that they
are not directly comparable with the other galaxies plotted
because of their difference in redshift. The published Auger
et al. (2010) stellar masses were derived using a Chabrier
(2003) IMF, whereas the Sonnenfeld et al. (2013) stellar
masses were derived using a Salpeter (1955) IMF. To ensure
that the plotted stellar masses are consistent, we convert the
Sonnenfeld et al. (2013) stellar masses to Chabrier masses
using the conversion factor of Madau & Dickinson (2014):
M∗,Chab = 0.61M∗,Salp. The mass distributions within lens-
ing studies are modelled to be spherical, generally probing
only the inner Re of the galaxies. Auger et al. (2010) noted
that accounting for a mild radial anisotropy would lead to
measurements of shallower density slopes. We remind the
reader that our JAM results return anisotropy values indica-
tive of mild radial anisotropy, but this is not well constrained
by our data.
Later studies measuring total-mass density slopes have
focused more on dynamics: Tortora et al. (2014) measured
the total-mass density slope for galaxies in the SPIDER11
(La Barbera et al. 2010) and ATLAS3D surveys, utilising
dynamical models produced with the spherical Jeans equa-
tions. The modelling was based on a single central velocity
dispersion measurement for each galaxy, measured within
Re/2. These results are shown in their binned form as red
diamonds in Fig. 6, and results for individual galaxies plot-
ted as small red dots. As for the Sonnenfeld et al. (2013)
galaxies, we convert the Tortora et al. (2014) stellar mass
measurements from Salpeter to Chabrier.
Improving upon dynamical mass models, generated us-
ing only a single central kinematic measurement Serra et al.
(2016) utilised circular velocity (vcirc) measurements from
H i gas for ATLAS3D galaxies in the outer regions in addi-
tion to inner vcirc measurements from JAM (Cappellari et al.
2013) (measured within 1 Re) to calculate γtot. We present
these measurements as cyan circles in Fig. 6. Total mass den-
sity slopes were derived by probing the circular velocity at
two separate radii, since the average total-mass density slope
can be determined using the relation vcirc ∝ r1+γtot/2. The
H i measurement was made at varying radii from 4− 16Re,
with a median value of 6Re, hence the radial extent to which
11 Spheroids Panchromatic Investigation in Different Environ-
mental Regions
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Figure 6. Variation of total-mass density slopes with stellar mass of the SLUGGS galaxies, compared with observations from the
literature. The values measured for the SLUGGS galaxies in this work are plotted as orange squares. Observational measurements from
Auger et al. (2010), Sonnenfeld et al. (2013), Tortora et al. (2014), Serra et al. (2016), and Poci et al. (2017) are included. We note that
these studies did not use homogeneous mass models nor radial ranges in calculating total mass density slopes. For the Tortora et al.
(2014) values, we plot the binned values as large red diamonds, in addition to the full sample, which we plot as the small red points.
Sonnenfeld et al. (2013) and Tortora et al. (2014) stellar mass values have been converted from the original Salpeter values to Chabrier,
for consistency. The moving median of all observations is shown by the dashed line, with the 16th–84th percentile range shaded in grey.
the potential has been probed by this method is greater than
with the SLUGGS data.
Poci et al. (2017) applied JAM modelling of central 2D
kinematics to make γtot measurements for galaxies from the
ATLAS3D survey, which we represent with black triangles.
This study therefore used much more detailed kinematic
datasets by which to constrain the dynamical mass mod-
els. We present their model III results, equivalent to our
model 2, in which their slopes are fitted over the radial range
0.1Re−1Re. For galaxies whose data do not extend to 1Re,
the slopes are fitted to a maximum radius of Rmax. We dis-
play the variation between the values from different models
as the uncertainty range for each of the Poci et al. galax-
ies. Since JAM is most effective for galaxies that are viewed
edge-on, we choose to plot only those galaxies studied by
Poci et al. with an ellipticity  > 0.3 (utilising ellipticity
measurements from Emsellem et al. 2011) as a rough proxy
for more highly inclined galaxies. We also exclude any galax-
ies for which the data quality was noted to be sub-standard
by Cappellari et al. (2013), due to the presence of a strong
bar, dust, or kinematic twists.
We show the underlying trends of γtot from all studies
with stellar mass in Fig. 6 as the median line (black dashed),
and the 16th–84th percentiles in the shaded grey region. For
the Tortora et al. (2014) sample, we use the binned values,
rather than the individual galaxies (since this would skew
the median line due to the large sample size). We discuss
the overall trend with stellar mass in Section 6.2.3.
6.2.2 Comparison to simulations
There are multiple steps that go into deriving a γtot value
for both observations and simulations. The total mass pro-
file must first be determined, and only then can γtot be mea-
sured from the profile. While mass profiles can be derived
directly for simulated galaxy, mass profiles for observational
galaxies must be inferred via modelling techniques, as we
have shown at length in this paper. The next step of mea-
suring γtot from these derived mass profiles can be done in
multiple ways. This is a step which can be implemented in
the identical way for both observed and simulated mass pro-
files. Xu et al. (2017) presented mean γtot values for galaxies
in the Illustris simulations, and found the method by which
γtot was calculated significantly affects agreement with ob-
servations, and that the best agreement was found when
fitting a power-law slope to the profiles. We therefore take
care to measure the simulated γtot values from mass profiles
in the same manner as our observational values, as we have
described in Section 5. Because the γtot for the simulations
was required to be fitted in the radial range 0.4 − 4Re, we
also now fit the observational γtot values in the same range.
This is in addition to the γtot values fitted in the radial range
0.1 − 4Re presented in the previous section. We therefore
do not expect that the method with which we measure γtot
for the simulated galaxies would cause systematic offsets be-
tween simulated and observed galaxies.
We compare the galaxies from the Magneticum and
EAGLE galaxies with our observational measurements in
Fig. 7 for the first time in the literature. These simulated
galaxies cover a stellar mass range equivalent to our obser-
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Figure 7. Variation of total-mass density slopes with stellar mass of the SLUGGS galaxies, compared to the simulated values of the
Magneticum and the EAGLE simulations. Due to inner resolution effects within the simulations, we fit γtot only over the radial range
0.4Re − 4Re. We therefore plot the observations from our work fitted in the corresponding radial interval. The main EAGLE and
Magneticum moving medians have been shown as dashed cyan and black lines, with their 16th–84th percentile regions shaded in cyan
and grey respectively. We note that at M∗ > 1011 M, the main EAGLE galaxies display an upturn in γtot values, whereas this is not
the case for the Magneticum galaxies. We include as blue squares the γtot values for galaxies from the EAGLE high-res run. See Section
6.3 for a discussion of these galaxies.
vational data. The Magneticum values have been plotted as
black circles. For the EAGLE simulations, we plot the val-
ues for the main run and the recalibrated high-resolution
run separately. We separately show the median and per-
centiles for the Magneticum (grey shaded region) and main
EAGLE (cyan shaded region) simulated galaxies. The values
for the main run are plotted as cyan triangles, and the high-
res results are plotted as blue squares. Stellar masses for
the Magneticum galaxies are measured as the stellar mass
within 0.1Rvir, whilst stellar masses for the EAGLE simu-
lations are measured as the stellar mass within R200c.
The observed γtot values tend to be ∼ 0.1 steeper when
measured in the 0.4 − 4Re radial range, as opposed to the
0.1− 4Re radial range implemented for values in Fig. 6. The
exceptions to this are NGC 2699, NGC 4111, NGC 4551 and
NGC 5866, whose values become significantly steeper in Fig.
7 (by ∼ 0.5). In the case of NGC 4111 and NGC 5866, this
is due to the presence of a stellar core. For NGC 2699 and
NGC 4551, this steepening is caused by a greater weighting
toward the outer region of the profile, in which the stellar
profile becomes steeper, and the dark matter profile does not
yet compensate for this steepening (likely due to the lower
radial extent of our data for these galaxies, see Fig. 3).
The average γtot for observed galaxies is significantly
steeper than that of any of the simulations (keeping in mind
that the scatter in the observational measurements is larger
when measured at the more extended radial range). The
offset between the observations and the Magneticum values
is ∼ 0.1 (a difference of 1.5σ), and the offset between the
observations and the main EAGLE run is even greater, at
∼ 0.3 (a difference of 3.4σ).
Given that the slopes have been measured from mass
profiles in the same manner, the differences between these
samples cannot be explained simply by the region of the
galaxy in which we measure γtot. Instead, the differences
likely originate from one of two other sources: (i) The JAM
code does not model galaxies in a manner that reflects the
true mass profiles of galaxies. (ii) The simulations do not
produce galaxies that have mass profiles comparable to real
galaxies. To identify which of these sources is causing the
differences (or even if it is a combination of both) would
require applying JAM modelling to mock observations of
simulated galaxies, however such an analysis is beyond the
scope of this work12
Xu et al. (2017) note a similar discrepancy between
observations and simulations when comparing the γtot val-
ues derived from gravitational lensing to those measured
for the Illustris simulation. When measured in the radial
range 0.5 − 2Re, they found the average γtot for the Illus-
tris galaxies to be γtot = −2.07 ± 0.26 (compared with the
gravitational lensing value of γtot = −2.078 ± 0.027, Auger
et al. 2010). This is similar to the values we recover for the
Magneticum simulations (however we highlight that differ-
ent radial ranges have been used).
12 We note that such a study has previously been done by Li
et al. (2016), however, they did not report a comparison of the
total mass density slopes. Remus et al. (2017) analysed mock
observations of simulated galaxies to compare observational and
simulated γtot values determined via gravitational lensing tech-
niques.
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6.2.3 Trends with stellar mass
In this section we compare the underlying trends that are
displayed by the observations in Fig. 6, and the simulations
in Fig. 7.
The median lines of the simulations display different
trends with stellar mass. The Magneticum galaxies have
roughly constant γtot values for varying stellar mass, while
the main EAGLE galaxies have constant γtot values only at
M∗ < 1011.1 M. Above this, total-mass slopes become shal-
lower with increasing stellar mass. The relatively flat trend
of the Magneticum simulations matches relatively well the
general flatness of the observational results.
When assessing the overall trends of the observational
measurement, it is important to highlight the caveats that
the radial ranges implemented in the fits for γtot are different
in each of the studies, and that the samples are a mix of
fast- and slow-rotator ETGs. Additionally, multiple studies
make use of the ATLAS3D dataset (including Tortora et al.
2014, Serra et al. 2016, Poci et al. 2017 and of course this
study), meaning that ATLAS3D galaxies are over-weighted
in the combined results. The median line for the observations
suggests only slightly shallower total mass density slopes
at the massive end, similar to the trend displayed by the
Magneticum galaxies. At the low-mass end, however, the γtot
values also become shallower, with slightly larger scatter. We
note that this trend is largely driven by the Poci et al. (2017)
sample (potentially due to the more relaxed assumptions in
the dynamical models applied), since the Serra et al. (2016)
and Tortora et al. (2014) samples individually do not convey
this trend.
In summary, total-mass density slopes for the observed
galaxies tend to be steeper than isothermal on average, ex-
cept for the most massive galaxies above 1011.2M, and
a scattering of points at the lowest stellar masses below
1010.3M that have slopes shallower than isothermal. We
remind the reader that the shallowing at lower masses is
driven by the Poci et al. (2017) galaxies. The scatter in re-
sults is significantly smaller at 1011M than at either the
high- or low-M∗ ends. The simulated galaxies display gener-
ally flat trends with stellar mass, except the EAGLE galax-
ies, which become shallower above 1011M, noting that the
simulated galaxies have total-mass density slopes offset from
those measured by observations.
6.3 EAGLE high-resolution simulations
In Figs. 5 and 7 we have included the profiles and total
mass density slopes of the high-resolution run of the EAGLE
simulations, without yet having discussed the results. We
do not regard the profiles from the high-resolution galaxies
to be comparable with observed galaxies, for the following
reasons.
The profiles for the high-resolution EAGLE run shown
in Fig. 5 are quite different to those of the main run. The
non-power-law nature of these profiles is quite clear when
comparing them with the isothermal reference profile, in
particular within 1Re, where the profiles become much shal-
lower. The slopes beyond 1Re also show curvature, an indi-
cator that these profiles continue to be non-power-law-like
to much greater radii than those of the main run.
There is a significant offset between the mean γtot values
of the two EAGLE runs in Fig. 7, with the high-resolution
run producing shallower slopes by ∼ 0.3. It is worth noting
that in recalibrating the high-resolution run of EAGLE to
reproduce the stellar mass function and size–mass relation,
the stellar and AGN feedback strength were both increased.
While one would expect a change in feedback strength to
affect the distribution of matter in the centres of galaxies, we
have found that both the recalibrated and non-recalibrated
high-resolution runs of EAGLE produce consistent central
γtot values. We therefore conclude that feedback parameter
values are not the source of this difference.
The star formation law is identical in all runs of EA-
GLE, despite resolution variations, and has no free param-
eters. Rather, a fixed value is used for the star formation
threshold. In essence, star formation prescription is a de-
tailed re-description of the Kennicutt–Schmidt law, where
star particles are effectively born from gas with hydrogen
number densities above ∼ 0.1 cm−3, modulo a metallicity
dependence. In the real Universe, star formation happens at
orders of magnitude higher densities than this, in molecular
clouds. Cosmological simulations do not resolve molecular
clouds at all though; use of lower density thresholds com-
pensates for this. In principle, higher-resolution simulations
should be able to use higher density thresholds for star for-
mation, but this was not done for EAGLE. To impose a
higher density threshold in a simulation would lead to more
centrally concentrated star formation, and hence more cen-
trally concentrated feedback. This affects the shape of the
central potential and thus impacts density profiles. Schaller
et al. (2015a) have discussed the lack of dark-matter cores in
EAGLE galaxies, citing the importance of the star formation
density threshold for this, but noting that other simulations
that reproduce cores have not been able to produce the ar-
ray of observed integrated galaxy properties that EAGLE
has. As a point of comparison, the NIHAO simulations im-
pose a density threshold of ∼ 10 cm−3 and recover density
cores more in line with observations (Tollet et al. 2016).
6.4 Merger imprint on total mass density slopes
One of the mechanisms one might expect to have a signifi-
cant influence on the total mass distribution of a galaxy is its
merger history. This has previously been investigated by Re-
mus et al. (2013), who used massive galaxies from the Oser
et al. (2010) simulations to determine that there is a link
between the γtot of galaxies and their in-situ stellar fraction
(the portion of stars formed within the the main progenitor
of a galaxy, as opposed to those formed in merged galax-
ies), finding that total mass profiles are shallower for more
massive galaxies.
The Oser et al. (2010) simulation that was originally
analysed to establish the link between γtot and the stellar
in-situ fraction did not include the effects of AGN feedback.
We investigate whether the link between the stellar in-situ
fraction and the total-mass density slope still exists in a
cosmological hydrodynamic simulation when this feedback
is included. When measuring the in-situ fraction for the full
sample of Magneticum galaxies in Fig. 7, this trend is much
weaker with the presence of AGN feedback, as shown in Fig.
8. This is unsurprising, given that the range in γtot values
displayed by the Magneticum galaxies is smaller than the
range for the Oser et al. (2010) galaxies. The scatter in this
MNRAS 000, 1–?? (2018)
SLUGGS: dynamical modelling to ∼4 effective radii 19
20 30 40 50 60 70 80 90
Fin−situ [%]
2.4
2.3
2.2
2.1
2.0
1.9
1.8
1.7
γ
to
t
log(M ∗)>10.7
log(M ∗) 10.7
10.5
11.0
11.5
lo
g(
M
∗)
Figure 8. Total mass density profile slopes of Magneticum galax-
ies, plotted against their in-situ fraction. Each point is coloured
according to its stellar mass. We split the sample into two stellar
mass bins, and fit slopes to these bins. These show that the rela-
tion between in-situ fraction of stars and density slope is strongest
for the most massive galaxies. The Pearson correlation coefficients
for the two stellar mass bins (from most to least massive, respec-
tively), are −0.44, and −0.29.
trend is large; for any given value of γtot, typical in-situ
fractions range between 20 – 80 percent. This indicates that
a measurement of γtot cannot be used as a direct predic-
tor of the in-situ fraction (or conversely, the stellar accreted
fraction) of individual galaxies. Fig. 8 suggests that the pri-
mary indication of the in-situ fraction is the stellar mass of a
galaxy, in that more massive galaxies need many more merg-
ers to grow up to these high masses. Furthermore, as these
galaxies usually live in dense environments, their accretion
at late times is mostly gas-poor.
The fact that each stellar mass bin for the simulated
galaxies displays a trend between in-situ fraction and the
total mass density profile slope indicates that the influence
of mergers on total-mass distributions is qualitatively ubiq-
uitous. The extent of the merger history, however, is different
for galaxies of different masses, with lower-mass galaxies ex-
periencing less dry merger activity than higher-mass galax-
ies. The increased anticorrelation in the γtot – Fin−situ trend
highlights that changes in either merger timing, or the ratio
of wet/dry mergers affects the mass distributions of galaxies.
Again, it is interesting to note here that the ‘relic’ galaxies
analysed by Yıldırım et al. (2017), which are not expected to
have experienced recent mergers, display total mass density
slopes that are steeper than those that we measure. This
would imply that merger activity does have some impact on
the measured total mass density slopes. Analysing this in
detail is beyond the scope of this work.
6.5 Baryonic–dark matter interplay
Fig. 6 shows a universality in the γtot values measured
observationally across a wide stellar mass range (1010 <
M∗/M < 1012). Such a universality is not expected when
analysing galaxies simulated without AGN feedback, which
find that total mass density slopes are shallowest for the
most massive galaxies, as is evident from the Oser et al.
(2010) galaxies presented in Remus et al. (2017). Similarly,
simply combining stellar and dark matter density profiles
without including mutual interplay would not lead to a γtot
independent of stellar mass, since stars and dark matter fol-
low different scaling relations.
Through use of analytical models, Del Popolo (2010)
showed that when taking baryonic physics into account, dark
matter profile slopes were no longer constant with varying
stellar mass of a galaxy, with more massive galaxies display-
ing steeper dark matter profiles. Without including baryonic
physics, these slopes were universal. Given that we observe
the total mass density profiles to be roughly universal, this
indicates that the baryonic and dark matter mass profiles
are ‘conspiring’ to maintain a universal γtot.
AGN feedback causes the baryonic material within a
galaxy to expand and prevents overcooling, resulting in a
shallower total mass profile (Remus et al. 2017). There are
different physical processes that lead to either expanded or
contracted dark matter haloes - as is discussed further by
Dutton et al. (2015). Those authors determined that for sim-
ulations of massive galaxies, halo expansion was caused by
minor merging and stellar mass loss, while halo contraction
was caused by dissipational gas accretion (see also Remus
et al. 2013 for the effect of gas physics on γtot, and Sonnen-
feld et al. 2014). While expansion was caused in simulated
galaxies by merger activity, it was noticed that the net effect
was still a contraction in the mass distribution, as dissipa-
tional activity outweighed the expanding effects of mergers.
The results discussed in this paper highlight that even
at opposing ends of the mass scale, in which different shaping
mechanisms are expected to dominate, total mass density
slopes are roughly constant. This provides an important con-
straint for simulations, and highlights the need to consider
lower-mass galaxies, in addition to massive early-type galax-
ies when developing models further. Given that we identify
differing offsets between mean γtot values of simulations as
opposed to observations, the manner in which the baryonic–
dark matter interplay is implemented in the simulations has
not yet been perfected.
7 FUTURE WORK
There are a number of elements in our implementation of
JAM that need to be refined in future work, so that con-
straints on the total mass distribution of galaxies can be im-
proved. Owing to the artificial way in which we have dealt
with the measured offset in velocity dispersion values be-
tween the SLUGGS and ATLAS3D datasets, we have not
been able to produce accurate dark matter fractions or dark
matter density slopes, as the outer velocity dispersion values
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are too high. The origin of such offsets needs to be deter-
mined such that they can be correctly accounted for, and
to make accurate measurements of the dark matter frac-
tions at different radii. Additionally, we have assumed that
mass-to-light ratios are constant with radius. In work by
Poci et al. (2017), stellar population modelling was done
to derive M/L∗ profiles for the inner regions of the galaxies,
which was used as an input to JAM. Such an approach would
improve constraints on the dark matter fractions of galaxies
by reducing the degeneracy between the stellar mass-to-light
ratio and the dark matter fraction.
There are some galaxies analysed in this work, particu-
larly those with embedded dics such as NGC 3377, for which
our JAM models are unable to reproduce the kinematics in
both the inner and the outer regions simultaneously. This is
possibly because we have assumed constant anisotropy with
radius. To improve such models, it would be advantageous
to implement a variable anisotropy, particularly for galaxies
that display differing kinematic structure in their inner and
outer regions.
It is important to understand whether gravitational
lensing and dynamical modelling techniques are probing
mass distributions in the same manner. One way in which
this can be done is to use techniques such as JAM mod-
elling on massive galaxies for which lensing studies have
provided mass distributions. Comparing values derived from
each method will yield important insight into the reliability
and repeatability of these measurements.
An analysis by Janz et al. (2016) used the total mass
density profiles for the 14 galaxies studied by Cappellari
et al. (2015) to determine that the near-isothermal density
profiles were found to be broadly consistent with MOND.
With this greater sample of total mass profiles that cover a
greater stellar mass range, new tests of MOND and the gen-
eral mass-discrepancy–acceleration relations can be made.
In order to make useful comparisons between simu-
lations and observations, it is necessary that exactly the
same measurements are made for each. Currently, there is
great difficulty in achieving this, since observational mea-
surements are best constrained in the inner regions of galax-
ies, while the resolution limitations of cosmological simula-
tions mean that measurements for simulated galaxies are
best constrained at radii greater than ∼ 0.5Re. This means
that while care can be taken to make measurements in the
same way, the underlying data are fundamentally different.
8 SUMMARY AND CONCLUSIONS
We measure total mass density slopes for 21 fast rotator
ETGs of the SLUGGS survey (Brodie et al. 2014), including
a greater number of galaxies in the low-mass range than the
previous study by Cappellari et al. (2015). These measure-
ments are made by conducting dynamical mass modelling on
2D kinematics that extend to large radii. We apply the JAM
mass modelling technique (Cappellari 2008), using two dif-
ferent parametrisations of mass distribution to recover the
total mass density profiles for individual galaxies. We de-
termine that the best fits of the model kinematics to the
input kinematics of each galaxy are produced by the model
in which the total mass is separated into its stellar and dark
matter components, where the dark matter distribution is
parametrised as a double power law (as given by Equation
2). We find that the measured total mass density slope values
are robust to slight variations within the applied modelling,
whereas the separation of stellar and dark matter is much
more degenerate, and susceptible to such variations in the
modelling. In order to be consistent with Cappellari et al.
(2015), we measure γtot values for each galaxy by fitting a
power law slope to the stellar plus dark matter profile in
the radial range 0.1 − 4Re, and find an average total-mass
density slope of γtot =−2.12 ± 0.05 for our sample of 21
galaxies, identifying no discernable trend with stellar mass.
We collate measurements of total mass density slopes
from multiple observational studies, for a comprehensive
overview of the γtot behaviour across a broad range of stel-
lar masses, utilising an array of datatypes and measurement
techniques. Overwhelmingly, the studies all tend to pro-
duce consistent results when including the central regions,
as shown in Fig. 6. This is despite the fact that the data
utilised have varying radial extents for individual galaxies -
an indication that these slopes do not display much variation
with radius. We find that there tends to be very little trend
with stellar mass, and that the slight shallowing of total-
mass density slopes we see at lower stellar masses may not
be real. All studies generally find total-mass density slopes
steeper than isothermal (γtot < −2). If the central 0.4Re
are excluded when measuring the total-mass density slopes,
we identify that the measured slopes become steeper, a hint
that the inclusion of the central total-mass profile is causing
the stability of the observational results.
What is very clear from our comparison of observa-
tional γtot measurements to those of galaxies from the Mag-
neticum and EAGLE simulations is that not only do the
simulated γtot values display offsets from the observational
values to shallower slopes, but the simulations systemati-
cally differ between themselves. This is interesting, given
that the observational results are consistent despite differ-
ences in datatypes, measurement techniques, and radial ex-
tents probed, and an indication that the processes that affect
mass distributions have not yet been captured adequately
in cosmological hydrodynamic simulations. The total mass
density slopes within the Magneticum simulations show no
significant variation with stellar mass, but in the main EA-
GLE run, galaxies with stellar masses above ∼ 1011M have
slopes that become shallower with increasing stellar mass.
We explore the stellar in-situ fractions of the Mag-
neticum galaxies to assess the effect of satellite galaxy ac-
cretion on the total mass profiles for galaxies. For the more
massive galaxies (M∗ > 1010.7M), an anticorrelation exists
between γtot and Fin−situ, indicating that galaxies with stel-
lar accreted fractions have shallower slopes. For less massive
galaxies, this anticorrelation is also present, albeit weaker.
The baryonic–dark matter interplay is strongly affected
by feedback within galaxies. It is this interplay that results
in γtot values being roughly universal across a wide stellar
mass range. The ability to match simulated γtot values to
observational ones for the whole mass range (including the
low-mass) is important to constrain the amount of feedback
present in galaxies.
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APPENDIX A: NGC 1052 MGE
We present the MGE for NGC 1052 used within this work
in Table A1.
The surface brightness is converted from counts/pixel−2
into magnitude/arcsec2 by the following photometric equa-
tion:
µ3.6µm = −2.5 log(C0) + Zp + 5 log(PixelScale), (A1)
where C0 is the surface brightness in counts/pixel
−2, ZP is
the zero point magnitude (which we take as 17.26), and the
pixel scale is 1.′′223 per pixel. The conversion from surface
brightness into L pc−2 is then done by:
I =
(
64800
pi
)2
100.4(M,3.6µm−µ3.6µm) (A2)
APPENDIX B: IMPLEMENTING A FREE
SCALE RADIUS
Throughout this work, our implementation of the mass
parametrisations has fixed the scale radius rs to 20 kpc in
order to reduce the number of free parameters in both mod-
els 1 and 2.
We find that when enabling rs as a free parameter, there
are galaxies for which MCMC is unable to constrain this
parameter. Either the value pushes to either end of the prior
range, or there is no peak in the posterior distribution at
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Table A1. MGE photometry for NGC 1052 derived from Spitzer
imaging (Forbes et al. 2017b). Each row describes the parameters
for the individual Gaussians making up the MGE. Columns: (1)
Central peak. (2) Dispersion. (3) Axial ratio.
Surface brightness σ q
(L pc−2) (arcsec)
(1) (2) (3)
59315.848 1.1089 0.6070
14312.650 3.0044 0.7934
3431.7084 6.6863 0.8304
1434.6350 11.8426 0.6047
953.33742 22.0070 0.7055
55.337784 50.9866 0.4157
105.66361 53.3888 0.9791
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Figure B1. The γtot retrieved when fixing the scale radius, or
letting it vary. Each point is coloured according to the rs value
recovered when letting the scale radius be a free parameter. As
is expected, the deviation in total mass density slope is greater
for smaller rs values, although the γtot values are still generally
consistent within the uncertainties.
all. For a significant portion of the galaxies, the recovered rs
value when allowing it to be a free parameter is much smaller
than 20 kpc. The retrieved γtot values for each galaxy are
consistent with the values retrieved when the scale radius is
fixed to 20 kpc, as is indicated by a comparison of the values
in Fig. B1.
Despite the fact that the kinematic data used within our
study extend to much greater radii than previous studies,
the radial extent is not sufficiently large to make accurate
constraints on the scale radii.
APPENDIX C: DYNAMICAL MODELS OF
OTHER SLUGGS GALAXIES
We include in Fig. C1 the JAM kinematic inputs and models
for the SLUGGS galaxies previously presented by Cappellari
et al. (2015), and that were not presented in Fig. 2.
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Figure C1. JAM models of galaxies previously studied by Cappellari et al. (2015). The top panel for each galaxy presents an interpolated
map of the input Vrms field, and the other two panels show the output modelled Vrms fields. The middle panel shows the modelled Vrms
field according to model 1, whereas the bottom panel shows the modelled field for model 2. Black contours highlight the shape of the
galaxy surface brightness, as given by the relevant MGE parametrisation. The colours show the magnitude of the Vrms values in km s−1,
ranging from black as the lowest values, and white as the highest values. The magenta line in each plot indicates the spatial extent of
the ATLAS3D data used. Small black points indicate the SLUGGS data locations. Note that no ATLAS3D data were available for NGC
3115.
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