In recent years a number of theorists have proposed that perceptual information can be represented in terms of propositi6nal (or relational) data structures (e.g., Baylor, 1971; Palmer, 1975 : Winston, 1973 ). This development has provoked considerable controversy among psychologists and computer scientists over the type of representation most suitable for perceptual information, especially in the case of perceptual imagery (e.g., Bower, 1972; Kosslyn & Pommerantz, in preparation; Pylyshyn, 1973 (See Bobrow (1975) for some other issues to be resolved.)
I have chosen to discuss the problems I see as being most central to the current analog/propositional controversy. For each topic I make a few theoretical, empirical, and methodological observations that seem to merit consideration. The conclusion I reach on many issues is that some kind of synthesis or compromise is required.
Throughout the discussion I present my current approach to perceptual representation (see also Palmer, 1975) which illustrates how synthesis and compromise can be achieved within a single formal system.
Structural and Parametric Information
Before turning to the issues, I want to make a distinction between two fundamentally different types of information: structural (or organizational) and parametric (or dimensional) information. Structural information refers to the organization of perceptual elements into groups. Clearly, the parameters of a stimulus affect its perceived structure. This fact is manifest in the work of Gestalt psychologists and codified in their laws of organization.
Context and world knowledge can also affect the assignment of structural organization --e.g., the figure ~ will be structured as a single unit in the context of~O~l and as two units in the context of 13y7.
It is also true that perceived structure can affect the representation of parameters. Someone perceiving the "parallelogram" organization of the form in Figure I Cooper, 1975; Cooper & Shepard, 1973 : Shepard & Metzler, 1971 ) are cited as evidence that perceptual representations and processes are "analog" and continuous in all respects.
When the process of rotation is considered in light of the structural/parametric distinction, it is seen that it deals only with changes in parameters --namely, the orientation of the figure in space.
The structure of the figure presumably remains constant, and thus does not contribute to the measured reaction times. (Palmer, 1974; Reed, 1974) have demonstrated that people can find a "good" or "natural" part within a figure  ( i.e., a subset of the figure corresponding to a single structural unit such as triangle ABE) much more quickly and accurately than a "bad" or "unnatural" part(i.e., a subset which crosses structural boundaries, such as segments AB, BE, and DE).
I find it difficult to explain such results without positing some representation of component structure.
The Gestalt maxim "the whole is more than the sum of its parts," however, cannot easily be denied. Placing a series of points in the configuration of a line, for examPle , adds new dimensions to the figure --the "emergent" properties of length and orientation which are undefined for the individual points that comprise it. Similarly, arranging three lines to form a triangle produces properties like closedness, area, and symmetry which are not proprties of the lines alone.
The thrust of this argument is that if emergent properties are to be given explicit representation, there must be a mechanism for encoding both parts and wholes.
A simple formalism for doing this is the hierarchical network (c.f. Baylor,1971; Palmer, 1975; Winston, 1973) .
At each level a node representing the global unit dominates its local parts.
An example is given in Figure  3 . For example, Figure 4 shows a possible representation for a rectangle of a given size and color.
The node representing the whole object has parametric information associated with it --color and size. Each scene, object, or part has many possible levels at which it can be examined.
The appropriate level of analysis will vary with the stimulus itself (e.g., its size on the retina), the task at hand, and the contextual information available. 
