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Abstract: In the paper, we provide some examples of Blackadar and Kirchberg’s MF algebras
by considering minimal and maximal tensor products of MF algebras and crossed products
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algebras, whose BDF extension semigroups are not groups. These examples include, for example,
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1. Introduction
The notion of MF algebra was introduced by Blackadar and Kirchberg in [3]. A separable
C∗-algebra is an MF algebra if and only if it can be embedded into
∏
kMnk(C)/
∑
kMnk(C) for
a sequence of positive integers nk, k = 1, 2, . . .. It follows from the definition that a separable
quasidiagonal C∗-algebra is an MF algebra.
The class of MF algebras is closely connected to Brown, Douglas and Fillmore’s extension
theory (see [7]). In [14], Haagerup and Thorbjørnsen solved a long standing open problem by
showing that Ext(C∗r (Fn)) is not a group for n ≥ 2, where C∗r (Fn) is the reduced C∗-algebra
of the free group Fn and Ext(C
∗
r (Fn)) is the BDF’s extension semigroup. Their result follows
from a combination of Voiculescu’s argument in [25] and their remarkable work on proving that
C∗r (Fn) is an MF algebra. Basing on Haagerup and Thorbjørnsen’s approach to BDF’s extension
semigroup, one would be interested in finding other natural examples (besides the ones in [1],
[14] and [27]) of C∗-algebras whose BDF extension semigroups are not groups. This is one of the
motivations of our investigation on MF algebras. In [18], we considered the full free products
of MF algebras and showed that Ext(C∗r (Fn) ∗C A) is not a group when A is an MF algebra
and n ≥ 2 is a positive integer. In this paper, we consider tensor products of MF algebras and
crossed products of MF algebras by finite groups or an integer group. In fact, we are able to
show that, for example, both Ext(C∗r (Fn)⊗max C∗(Fn)) and Ext(C∗r (Fn)⊗min C∗(Fn)) are not
groups (see Corollary 3.2, Corollary 3.3, Corollary 4.1 and Example 3.1).
Blackadar and Kirchberg’s MF algebra is also closely connected to Voiculescu’s topological
free entropy dimension. In [26], for a family of self-adjoint elements x1, . . . , xn in a unital C
∗-
algebra A, Voiculescu introduced the notion of topological free entropy dimension of x1, . . . , xn.
1The author is partially supported by an NSF grant.
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2In the definition of topological free entropy dimension, it requires that Voiculescu’s norm mi-
crostate space of x1, . . . , xn is “eventually” nonempty, which is equivalent to say that the C
∗-
subalgebra generated by x1, . . . , xn in A should be an MF algebra. Thus it is important to
determine which C∗-algebra belongs to the class of MF algebra, where Voiculescu’s topological
free entropy dimension is well defined (More discussion on topological free entropy dimension
can be found in [16], [17], [18]).
More connections between MF algebra and the classification of C∗-algebras can also be found
in [3], [4], [5].
Now we outline the main results obtained in the paper. First, we study the minimal and
maximal tensor products of MF algebras and obtain the following results:
Theorem 3.1: Suppose C∗(Fn) is the full C
∗-algebra of the free group Fn (n ≥ 2) and B is a
unital separable MF algebra. Then C∗(Fn)⊗max B is an MF algebra.
Proposition 3.1 & 3.2: Suppose A and B are separable MF algebras. If A is either exact or
quasidiagonal, then A⊗min B is an MF algebra.
We also consider the crossed product of an MF algebra by finite groups or an integer group
and obtain an analogue of Pimsner and Voiculescu’s result [21] in the context of MF algebra.
Theorem 4.2: Suppose that A is a finitely generated unital MF algebra and α is a homomor-
phism from Z into Aut(A) such that there is a sequence of integers 0 ≤ n1 < n2 < · · · satisfying
limj→∞ ‖α(nj)a− a‖ = 0 for any a ∈ A. Then A⋊α Z is an MF algebra.
Combining with Haagerup and Thorbjørnsen’s result that C∗r (Fn) is an MF algebra, we
obtain more examples of C∗-algebras whose BDF extension semigroups are not groups.
Corollary 3.2: Suppose n,m ≥ 2 are positive integers and B is a unital separable MF algebra.
Then (C∗r (Fn) ∗C B)⊗max C∗(Fm) is an MF algebra and Ext((C∗r (Fn) ∗C B)⊗max C∗(Fm)) is not
a group.
Corollary 3.3: Suppose that B is a unital separable MF algebras. Then Ext(C∗r (Fn)⊗min B)
is not a group for n ≥ 2.
Corollary 4.2: Assume n,m are positive integers and G is a finite group with |G| ≥ 2, where
|G| is the order of group G. Then Ext(Cr(Fn ∗ (G× Fm))) is not a group.
Corollary 4.3: Assume that n ≥ 2 is a positive integer and H1, . . . , Hn is a family of finite
groups. Let
H = H1 ∗H2 ∗ · · · ∗Hn.
Moreover, if there are 1 ≤ i 6= j ≤ n such that
|Hi| ≥ 2 and |Hj| ≥ 3,
where |H| denotes the order of the group H , then Ext(C∗r (H)) is not a group.
Corollary 4.4: Let SL2(Z) to be the spacial linear group of 2×2 matrices with integer entries.
Then C∗r (SL2(Z)) is an MF algebra and Ext(C
∗
r (SL2(Z))) is not a group.
3Corollary 4.5: Let C∗r (F2) be the reduced C
∗-algebra of the free group F2. Let u1, u2 be
canonical unitary generators of C∗r (F2) and 0 < θ < 1 be a positive number. Let α be a
homomorphism from Z into Aut(C∗r (F2)) induced by the following mapping: ∀ n ∈ Z,
α(n)(u1) = e
2nπθ·iu1 and α(n)(u2) = e
2nπθ·iu2.
Then C∗r (F2)⋊α Z is an MF algebra and Ext(C
∗
r (F2)⋊α Z) is not a group.
We hope our investigation on MF algebra will be helpful in the study of Blackadar and
Kirchberg’s MF algebras, BDF’s extension semigroup and Voiculescu’s topological free entropy
theory.
The organization of the paper is as follows. In section 2, we introduce some notation and
preliminaries. In section 3, we study tensor products of MF algebras. In section 4, we consider
crossed product of an MF algebra by an action of a finite group or an integer group.
2. Notation and Preliminaries
Suppose H is a separable complex Hilbert space and B(H) is the set of all bounded linear
operators on H. Suppose {x, xk}∞k=1 is a family of elements in B(H). We say xk → x in ∗-SOT
(∗-strong operator topology) if and only if xk → x in SOT and x∗k → x∗ in SOT.
For a sequence of C∗ algebras Ak ⊆ B(Hk), k = 1, 2, . . . , we introduce the direct product of
Ak as follows. ∏
k
Ak =
{
〈xk〉∞k=1 | sup
k
‖xk‖ <∞, where xk ∈ Ak
}
,
where the norm of any element 〈xk〉∞k=1 in
∏
kAk is defined by
‖〈xk〉∞k=1‖ = sup
k
‖xk‖.
Let ∑
k
Ak =
{
〈xk〉∞k=1 ∈
∏
k
Ak | lim sup
k→∞
‖xk‖ = 0, where xk ∈ Ak
}
.
It is easy to see that
∑
kAk is a closed two-sided idea of the C∗-algebra
∏
kAk. Thus
∏
kAk/
∑
kAk
is also a C∗-algebra. Denote by π the canonical quotient mapping from
∏
kAk onto
∏
kAk/
∑
kAk,
and denote π(〈xk〉∞k=1) by [〈xk〉∞k=1] for every element 〈xk〉∞k=1 in
∏
kAk.
Suppose A is a C∗-algebra on a Hilbert space H. Let H∞ = ⊕NH, and for every x ∈ A, let
x∞ be the element 〈x, x, x, . . .〉 = ⊕Nx in
∏
kA(k) ⊆ B(H∞), where A(k) is the k-th copy of A.
Let A∞ = {x∞ ∈ ∏kA(k) | x ∈ A} be a C∗-subalgebra of ∏kA(k).
For each positive integer n, denote the n × n matrix algebra over the complex numbers by
Mn(C) and the group of unitary matrices in Mn(C) by Un(C).
Recall the definition of residually finite dimensional C∗-algebras as follows.
Definition 2.1. A separable C∗-algebra A is residually finite dimensional if there is an embed-
ding from A into ∏kMnk(C) for some positive integers {nk}∞k=1.
Recall the definition of quasidiagonal C∗-algebras as follows.
4Definition 2.2. A set of elements {a1, . . . , an} ⊆ B(H) is quasidiagonal if there is an increasing
sequence of finite-rank projections {pi}∞i=1 on H tending strongly to the identity such that ‖ajpi−
piaj‖ → 0 as i → ∞ for any 1 ≤ j ≤ n. A separable C∗-algebra A ⊆ B(H) is quasidiagonal if
there is an increasing sequence of finite-rank projections {pi}∞i=1 on H tending strongly to the
identity such that ‖xpi−pix‖ → 0 as i→∞ for any x ∈ A. An abstract separable C∗-algebra A
is quasidiagonal if there is a faithful ∗-representation π : A → B(H) on a Hilbert space H such
that π(A) ⊆ B(H) is quasidiagonal.
Let C〈X1, . . . , Xn〉 be the set of all noncommutative polynomials in the indeterminates
X1, . . ., Xn, X
∗
1 , . . . , X
∗
n. The following lemma is well known.
Lemma 2.1. Suppose A ⊆ B(H) is a unital separable quasidiagonal C∗-algebra and x1, . . . , xn
are elements in A. For any ǫ > 0, a finite subset {P1, . . . , Pr} of C〈X1, . . . , Xn〉, and a finite
subset {ξ1 . . . , ξs} of H, there is a finite rank projection p in B(H) such that:
(i) ‖Pi(p x1p, . . . , p xnp)ξj − Pi(x1, . . . , xn)ξj‖ < ǫ; for all 1 ≤ i ≤ r and 1 ≤ j ≤ s.
(ii) |‖Pi(p x1p, . . . , p xnp)‖B(pH) − ‖Pi(x1, . . . , xn)‖A| < ǫ, for all 1 ≤ i ≤ r.
The following well known result of Voiculescu plays a crucial role in the study of quasidiagonal
C∗-algebras.
Lemma 2.2. Suppose A is a separable quasidiagonl C∗-algebra and π is an essentially faithful
∗-representation of A on a separable Hilbert space H, i.e. π(A)∩K = {0} where K is the set of
compact operators on A. Then π(A) ⊆ B(H) is quasidiagonal.
The notion of MF algebra was introduced by Blackadar and Kirchberg in [3].
Definition 2.3. A separable C∗-algebra A is an MF algebra if there is an embedding from A
into
∏
kMnk(C)/
∑
kMnk(C) for some positive integers {nk}∞k=1.
Remark 2.1. The following implication is obvious from the definitions: If a C∗-algebra A is
residually finite dimensional then it is a quasidiagonal C∗-algebra. If A is a quasidiagonal C∗-
algebra, then it is an MF algebra.
The following lemma gives equivalent definitions of an MF algebra.
Lemma 2.3. Suppose that A is a unital C∗-algebra generated by a family of elements x1, . . . , xn
in A. Then the following are equivalent:
(1) A is an MF algebra;
(2) For any ǫ > 0 and any finite family {P1, . . . , Pr} in C〈X1, . . . , Xn〉, there are a positive
integers k and family of matrices {A1, . . . , An} in Mk(C), such that
max
1≤j≤r
∣∣∣‖Pj(A(k)1 , . . . , A(k)n )‖ − ‖Pj(x1, . . . , xn)‖∣∣∣ < ǫ.
(3) Suppose π : A → B(H) is a faithful ∗-representation of A on an infinite dimen-
sional separable complex Hilbert space H. Then there are a sequence of positive integers
{mk}∞k=1, families of self-adjoint matrices {A(k)1 , . . . , A(k)n } in Mmk(C) for k = 1, 2, . . .,
and unitary operators Uk : H → (Cmk)∞ for k = 1, 2, . . ., such that
5(a) limk→∞ ‖P (A(k)1 , . . . , A(k)n )‖ = ‖P (x1, . . . , xn)‖, ∀ P ∈ C〈X1, . . . , Xn〉;
(b) U∗k (A
(k)
i )
∞ Uk → π(xi) in ∗ −SOT as k →∞, for 1 ≤ i ≤ n,
where (A
(k)
i )
∞ = A
(k)
i ⊕ A(k)i ⊕A(k)i · · · ∈ B((Cn)∞).
(4) Suppose π : A → B(H) is a faithful ∗-representation of A on an infinite dimensional
separable complex Hilbert spaceH. Then there is a family of elements {a(k)1 , . . . , a(k)n }∞k=1 ⊆
B(H) such that
(a) For each k ≥ 1, {a(k)1 , . . . , a(k)n } ⊆ B(H) is quasidiagonal;
(b) limk→∞ ‖P (a(k)1 , . . . , a(k)n )‖ = ‖P (x1, . . . , xn)‖, ∀ P ∈ C〈X1, . . . , Xn〉;
(c) ∀ 1 ≤ i ≤ n, a(k)i → π(xi), in ∗ −SOT as k →∞.
Proof. (1)⇔ (2)⇔ (3) was proved in [18]. (3)⇒ (4) is immediate. We only need to show
(4) ⇒ (2). For any ǫ > 0 and {P1, . . . , Pr} in C〈X1, . . . , Xn〉, by condition (b), there is some
m ≥ 1 such that
max
1≤j≤r
∣∣∣‖Pj(a(m)1 , . . . , a(m)n )‖ − ‖Pj(x1, . . . , xn)‖∣∣∣ < ǫ/2;
and a
(m)
1 , . . . , a
(m)
n ⊆ B(H) is quasidiagonal. Thus from Lemma 2.1 it follows that there is a
finite rank projection p such that
max
1≤j≤r
∣∣∣‖Pj(pa(m)1 p, . . . , pa(m)n p)‖B(pH) − ‖Pj(a(m)1 , . . . , a(m)n )‖∣∣∣ < ǫ/2.
Hence
max
1≤j≤r
∣∣∣‖Pj(pa(m)1 p, . . . , pa(m)n p)‖B(pH) − ‖Pj(x1, . . . , xn)‖∣∣∣ < ǫ.
Let k = dim(B(pH)). Note that B(pH) ≃ Mk(C). Let Ai = pa(m)i p for 1 ≤ i ≤ n. Then we
have the desired result. 
The following result can be found in [8] (See also [24],[14]) which connects MF algebras to
BDF’s extension semigroups.
Lemma 2.4. If A is a unital separable MF algebra and Ext(A) is a group, then A is quasidi-
agonal.
Proof. For the purpose of completeness, we sketch its proof here. By Voiculescu’s charac-
terization of quasidiagonality, to show that A is quasidiagonal, it suffices to show that for any
a1, . . . , an in A and any ǫ > 0, there is a unital completely positive map ψ : A → Mk(C) for
some positive integer k such that (1) ‖ψ(ai)‖ ≥ ‖a‖ − ǫ; and (2) ‖ψ(aiaj)− ψ(ai)ψ(aj)‖ ≤ ǫ.
Note thatA is an MF algebra. There is a unital embedding ρ : A →∏kMnk(C)/∑kMnk(C)
for some positive integers {nk}∞k=1. Let H = Cn1 ⊕ Cn2 ⊕ · · · be a Hilbert space and pk the
projection from H onto the subspace 0 ⊕ · · · ⊕ 0 ⊕ Cnk ⊕ 0 ⊕ · · · . Let K(H) be the set of all
compact operators on H and π the quotient map from B(H) onto B(H)/K(H). Then
ρ : A →
∏
k
Mnk(C)/
∑
k
Mnk(C) →֒ B(H)/K(H).
6Let [〈A(k)i 〉∞k=1] = ρ(ai) ∈
∏
kMnk(C)/
∑
kMnk(C), and xi = 〈A(k)i 〉∞k=1 ∈
∏
kMnk(C) →֒ B(H)
for 1 ≤ i ≤ n. Thus (i) pkxi = pkxipk. By Proposition 3.3.5 in [3], we can assume that (ii)
‖ai‖ = limk ‖pkxipk‖ = limk ‖A(k)i ‖; and (iii) ‖aiaj‖ = limk ‖pkxipkxjpk‖ = limk ‖A(k)i A(k)j ‖ for
1 ≤ i, j ≤ n.
Since Ext(A) is a group, by [2], there is a unital completely positive map φ : A → B(H)
such that ρ = π ◦ φ. It follows that π(φ(ai)) = π(xi) and π(φ(aiaj)) = π(xixj) for 1 ≤ i, j ≤ n.
Then φ(ai)− xi and φ(aiaj)− xixj are in K(H), whence (iv) limk ‖pkxipk − pkφ(ai)pk‖ = 0 and
(v) limk ‖pkxixjpk − pkφ(aiaj)pk‖ = 0
Define
ψk : A → B(pkH) ≃Mnk(C) by ψk(a) = pkφ(a)pk, ∀ a ∈ A.
Then each ψk is a unital completely positive map from A to Mnk(C). When k is large enough,
by (ii) and (iv), we know that ψk satisfies (1). By (i), (iv) and (v), ψk satisfies (2). Hence A is
quasidiagonal. 
We also need the following result by Rosenberg [22].
Lemma 2.5. Suppose that G is a countable discrete group. If C∗r (G) is quasidiagonal, then G
is an amenable group.
3. Tensor products of MF Algebras
Suppose that A and B are two C∗-algebras. Denote the minimal tensor product of A and B
by A⊗min B and the maximal tensor product of A and B by A⊗max B.
Suppose that Fn is the free group on n many generators with n ∈ N. Let C∗r (Fn) be the
reduced C∗-algebra associated with Fn and C
∗(Fn) be the full C
∗-algebra of the group Fn.
3.1. Maximal Tensor Product. In this subsection, we consider the question whether the
maximal tensor product of C∗(Fn) and an MF algebra is again an MF algebra. Before we present
our main result, we will introduce a few lemmas first.
Lemma 3.1. For any δ > 0, there is a polynomial P ∈ C〈X〉 with P (0) = 0 such that,
sup
0≤t≤1
‖√t− P (t)‖ ≤ δ.
Proof. It is an easy exercise. 
Lemma 3.2. Suppose that H is a Hilbert space. For any δ > 0, there is a function
fδ : (0,∞)→ (0,∞)
such that the following hold:
(1) limt→0 fδ(t) ≤ δ;
7(2) Suppose p and q are mutually orthogonal, equivalent, finite rank, projections in B(H)
with a partial isometry w ∈ B(H) satisfying w∗w = p, ww∗ = q. Suppose u1, . . . , un,
v1, . . . vm are unitary elements in B(H) such that, for some t > 0,
uivj = viuj, and ‖pvj − vjp‖ ≤ t, ∀ 1 ≤ i ≤ n, 1 ≤ j ≤ m.
Let
Ui = puip+
√
p− puipu∗i p w∗ + w
√
p− pu∗i puip− wpu∗ipw∗, ∀ 1 ≤ i ≤ n
Vj = pvjp+ wvjw
∗, ∀ 1 ≤ j ≤ m.
Then
(a) U1, . . . , Un are uniatry elements in B((p+ q)H);
(b) ∀ 1 ≤ i ≤ n, 1 ≤ j ≤ m,
‖UiVj − VjUi‖ ≤ fδ(t).
Proof. It is trivial to verify that U1, . . . , Un are unitary elements in B((p+ q)H).
Note uivj = vjui and ‖pvj − vjp‖ ≤ t. We know that
‖pvjp · pu∗i puip− pu∗ipuip · pvjp‖ ≤ 3t. (3.1)
Similarly,
‖pvjp · puipu∗i p− puipu∗i p · pvjp‖ ≤ 3t (3.2)
For such δ > 0, by Lemma 3.1, there is a polynomial P ∈ C〈X〉 such that
max
0≤θ≤1
|
√
θ − P (θ)| ≤ δ/4.
This implies
‖√p− pu∗i puip− P (p− pu∗i puip)‖ ≤ δ/4, ‖√p− puipu∗i p− P (p− pu∗i puip)‖ ≤ δ/4.
For such polynomial P , by (3.1) and (3.2), there is some positive number Dδ > 0 (only depending
on P , not on t) so that
‖pvjpP (p− pu∗i puip)− P (p− pu∗i puip)pvjp‖ ≤ Dδ · t,
and
‖pvjpP (p− puipu∗i p)− P (p− puipu∗i p)pvjp‖ ≤ Dδ · t.
Then
‖pvjp
√
p− pu∗i puip−
√
p− pu∗i puip pvjp‖ ≤ Dδ · t + δ/2, (3.3)
and
‖pvjp
√
p− puipu∗i p−
√
p− puipu∗i p pvjp‖ ≤ Dδ · t + δ/2. (3.4)
Since
Vj = pvjp+ wvjw
∗, ∀ 1 ≤ j ≤ m,
8from (3.3) and (3.4) we have
‖UiVj − VjUi‖ = ‖puipvjp+
√
p− puipu∗i p vj w∗ + w
√
p− pu∗i puip pvjp− wpu∗ipvjw∗
− (pvjpuip + pvjp
√
p− puipu∗i p w∗ + wvj
√
p− pu∗ipuip− wvjpu∗i pw∗)‖
≤ 4t+ 2tDδ + δ. (3.5)
Let fδ(t) = 4t + 2tDδ + δ. By the construction of fδ, we know that fδ only depends on δ, not
on ui, vj, p, q and t. Thus we have desired result. 
Lemma 3.3. Suppose that A is a unital MF algebra generated by a family of unitary ele-
ments x1, . . . , xn, and B is a unital C∗ algebra generated by y1, . . . , ym. For any ǫ > 0, any
{P1, . . . , Pr} ⊆ C〈X1, . . . , Xn, Y1, . . . , Yn〉 and {Q1, . . . , Qt} ⊆ C〈X1, . . . , Xn〉, there is a qua-
sidiagonal C∗-algebra A1 with a family of unitary generators {z1, . . . , zn} so that the following
hold:
(1) For any 1 ≤ j ≤ r,
‖Pj(x1 ⊗ 1, . . . ,xn ⊗ 1, 1⊗ y1, . . . , 1⊗ ym)‖A⊗maxB
≤ ‖Pj(z1 ⊗ 1, . . . , zn ⊗ 1, 1⊗ y1, . . . , 1⊗ ym)‖A1⊗maxB.
(2) For any 1 ≤ j ≤ t,
|‖Qj(z1, . . . , zn)‖A1 − ‖Qj(x1, . . . , xn)‖A| ≤ ǫ.
Proof. Note that A is an MF algebra and x1, . . . , xn are unitary elements in A. Thus there
are a sequence of positive integers {tl}∞l=1 and families of unitary matrices {B(l)1 , . . . , B(l)n } in
Mtl(C) for l = 1, 2, . . ., such that
lim
l→∞
‖Q(B(l)1 , . . . , B(l)n )‖ = ‖Q(x1, . . . , xn)‖, ∀ Q ∈ C〈X1, . . . , Xn〉.
For any positive integers N1 and 1 ≤ i ≤ n, we define
D(N1; i) = B
(N1)
i ⊕ B(N1+1)i ⊕ B(N1+2)i ⊕ · · ·
It is not hard to see that, for any Q ∈ C〈X1, . . . , Xn〉,
‖Q(D(N1; 1), . . . , D(N1;n))‖ = sup
k≥N1
‖Q(B(k)1 , . . . , B(k)n )‖ ≥ ‖Q(x1, . . . , xn)‖ (3.6)
lim
N1→∞
‖Q(D(N1; 1), · · · , D(N1;n))‖ = ‖Q(x1, . . . , xn)‖ (3.7)
Therefore, for the chosen set {Q1, . . . Qt}, by (3.7) there exists some N1 such that
|‖Qj(D(N1; 1), . . . , D(N1;n))‖ − ‖Qj(x1, . . . , xn)‖| ≤ ǫ, for 1 ≤ j ≤ t. (3.8)
Let zi = D(N1; i) for 1 ≤ i ≤ n and A1 be the unital C∗-algebra generated by z1, . . . , zn.
Hence, by (3.8)
|‖Qj(z1, . . . , zn)‖ − ‖Qj(x1, . . . , xn)‖| ≤ ǫ, for 1 ≤ j ≤ t. (3.9)
9It is trivial to see that z1, . . . , zn are unitary elements in A1. Moreover by inequality (3.6), there
is a ∗-homomorphism
ρ1 : A1 → A,
such that ρ1(zi) = xi for 1 ≤ i ≤ n. By the property of the maximal tensor product, it induces
a ∗-homomorphism
ρ1 ⊗max id : A1 ⊗max B → A⊗max B.
In follows that, for any 1 ≤ j ≤ r,
‖Pj(x1 ⊗ 1, . . . ,xn ⊗ 1, 1⊗ y1, . . . , 1⊗ ym)‖A⊗maxB
≤ ‖Pj(z1 ⊗ 1, . . . , zn ⊗ 1, 1⊗ y1, . . . , 1⊗ ym)‖A1⊗maxB. (3.10)
Combining with (3.9) and (3.10), we have completed the proof of the Lemma.

Lemma 3.4. Suppose C∗(Fn) is the full C
∗-algebra of the free group Fn and u1, . . . , un are
canonical generators of C∗(Fn). Suppose B is a unital quasidiagonal C∗-algebra generated by
unitary elements z1, . . . , zm. Suppose ρ is a faithful representation of C
∗(Fn) ⊗max B on a
separable Hilbert space H.
For any ǫ > 0, any {P1, . . . , Pr} of C〈X1, . . . , Xn, Y1, . . . , Ym〉, and any {Q1, . . . , Qt} in
C〈X1, . . . , Xn〉, there are a positive integer k1 and k1 × k1 matrices
{U1, . . . , Un} ⊆ Uk1(C) {V1, . . . , Vm} ⊆ Mk1(C)
such that (1)
‖UiVj − VjUi‖ ≤ ǫ, ∀ 1 ≤ i ≤ n, 1 ≤ j ≤ m;
(2), ∀ 1 ≤ j ≤ t,
|‖Qj(V1, . . . , Vm)‖ − ‖Qj(z1, . . . , zm)‖| ≤ ǫ;
and (3), ∀ 1 ≤ i ≤ r,
‖Pi(u1 ⊗ 1, . . . , un ⊗ 1, 1⊗ z1, . . . , 1⊗ zm)‖C∗(Fn)⊗B ≤ ‖Pi(U1, . . . , Un, V1, . . . , Vm)‖+ ǫ.
Proof. Since ρ is a faithful representation of C∗(Fn)⊗max B, without loss of generality we
can further assume that ρ is an essentially faithful representation. Then ρ(1 ⊗ B) ⊆ B(H) is
quasidiagonal. It follows that there is a sequence of finite rank projections pk, k = 1, 2, . . . , on
H such that (i) 1 ≤ j ≤ m,
‖pkρ(1⊗ zj)− ρ(1⊗ zj)pk‖ → 0;
and (ii) ∀ 1 ≤ j ≤ t,
‖Qj(pkρ(1⊗ z1)pk, . . . , pkρ(1⊗ zm)pk)‖ → ‖Qj(ρ(1⊗ z1), . . . , ρ(1⊗ zm))‖. (3.11)
Let
tk = max
1≤j≤m
{‖pkρ(1⊗ zj)− ρ(1 ⊗ zj)pk‖}.
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Then tk tends to 0. Let qk be a projection in B(H) so that pk, qk are mutually orthogonal,
equivalent projections, and let wk be the partial isometry so that w
∗
kwk = pk, wkw
∗
k = qk. Let
U
(k)
i = pkρ(ui ⊗ 1)pk +
√
pk − pkρ(ui ⊗ 1)pkρ(ui ⊗ 1)∗pk w∗k
+ wk
√
pk − pkρ(ui ⊗ 1)∗pkρ(ui ⊗ 1)pk − wkpkρ(ui ⊗ 1)∗pkw∗k, ∀ 1 ≤ i ≤ n (3.12)
V
(k)
j = pkρ(1⊗ zj)pk + wkρ(1⊗ zj)w∗k, ∀ 1 ≤ j ≤ m (3.13)
be elements in B((pk + qk)H). For δ = ǫ4 > 0, let
fδ : (0,∞)→ (0,∞)
be the function as in Lemma 3.2. Then
(a) limt→0 fδ(t) ≤ ǫ/4; and
(b) U
(k)
i is a unitary element in B((pk + qk)H); and
(c) ∀ 1 ≤ i ≤ n, 1 ≤ j ≤ m
‖U (k)i V (k)j − V (k)j U (k)i ‖ ≤ fδ(tk). (3.14)
We observe that U
(k)
i , V
(k)
j , as k goes to infinity, converge in strong operator topology to(
ρ(ui ⊗ 1) 0
0 −ρ(ui ⊗ 1)∗
)
and
(
ρ(1⊗ zj) 0
0 ρ(1⊗ zj)
)
.
It follows that, for any 1 ≤ i ≤ r,
lim inf
k→∞
‖Pi(U (k)1 , . . . , U (k)n , V (k)1 , . . . , V (k)m )‖
≥ ‖Pi(ρ(u1 ⊗ 1), . . . , ρ(un ⊗ 1), ρ(1⊗ z1), . . . , ρ(1⊗ zm))‖
= ‖Pi(u1 ⊗ 1, . . . , un ⊗ 1, 1⊗ z1, . . . , 1⊗ zm)‖C∗(Fn)⊗maxB (3.15)
On the other hand,
lim
k
∣∣∣‖Qj(V (k)1 , . . . , V (k)n )‖ − ‖Qj(z1, . . . , zm)‖B∣∣∣
= lim
k
|‖Qj(pkρ(1⊗ z1)pk, . . . , pkρ(1⊗ zm)pk)‖ − ‖Qj(z1, . . . , zm)‖B|
= |‖Qj(ρ(1⊗ z1), . . . , ρ(1⊗ zm))‖ − ‖Qj(z1, . . . , zm)‖B| (By (3.11))
=
∣∣‖Qj(1⊗ z1, . . . , 1⊗ zm)‖C∗(Fn)⊗maxB − ‖Qj(z1, . . . , zm)‖B∣∣
= 0. (3.16)
By (3.14), (3.15), and (3.16), we know when k is large enough, there are a positive integer
k1 = dim((pk1 + qk1)H) and k1 × k1 matrices
{U1, . . . , Un} ⊆ Uk1(C), {V1, . . . , Vm} ⊆ Mk1(C)
such that (i)
‖UiVj − VjUi‖ ≤ ǫ, ∀ 1 ≤ i ≤ n, 1 ≤ j ≤ m;
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(ii) ∀ 1 ≤ j ≤ t,
|‖Qj(V1, . . . , Vm)‖ − ‖Qj(z1, . . . , zm)‖B| ≤ ǫ;
and (iii), ∀ 1 ≤ i ≤ r,
‖Pi(u1 ⊗ 1, . . . , un ⊗ 1, 1⊗ z1, . . . , 1⊗ zm)‖C∗(Fn)⊗maxB ≤ ‖Pi(U1, . . . , Un, V1, . . . , Vm)‖+ ǫ.

Recall that C∗(Fn) is the full C
∗-algebra of the free group Fn and u1, . . . , un is a family of
canonical generators of C∗(Fn). We assume that B is an MF algebra with a family of unitary
generators v1, . . . , vm. From now on till the end of this subsection, we will assume that {Pr}∞r=1,
or {Qt}∞t=1 respectively, is the collection of all polynomials in C〈X1, . . . , Xn, Y1, . . . , Ym〉, or
C〈Y1, . . . , Ym〉 respectively, with the rational coefficients.
Lemma 3.5. Suppose u1, . . . , un is a family of canonical generators of C
∗(Fn). Suppose B is
an MF algebra with a family of unitary generators v1, . . . , vm. Let {Pr}∞r=1, {Qt}∞t=1 be as above.
For any r0 ≥ 1, there is some r1 ≥ 1 so that the following hold: for any positive integer
k ≥ 1, if
{U1, . . . , Un} ⊆ Uk(C) {V1, . . . , Vm} ∈ Mk(C),
is a family of k × k matrices satisfying,
‖UiVj − VjUi‖ ≤ 1
r1
, ∀ 1 ≤ i ≤ n, 1 ≤ j ≤ m;
and
|‖Qj(V1, . . . , Vm)‖ − ‖Qj(v1, . . . , vm)‖B| ≤ 1
r1
, ∀ 1 ≤ j ≤ r1,
then, ∀ 1 ≤ i ≤ r0
‖Pi(U1, . . . , Un, V1, . . . , Vm)‖ ≤ ‖Pi(u1 ⊗ 1, . . . , un ⊗ 1, 1⊗ v1, . . . ,⊗vm)‖C∗(Fn)⊗maxB +
1
r0
.
Proof. We will prove the lemma by using contradiction. Suppose the result of the lemma
does not hold. There are some positive integer r0 > 0, a sequence of positive integers {kr}∞r=1,
and sequences of matrices
{U (r)1 , . . . , U (r)n } ⊆ Ukr(C) {V (r)1 , . . . , V (r)m } ∈ Mkr(C),
satisfying
(i)
‖U (r)i V (r)j − V (r)j U (r)i ‖ ≤
1
r
, ∀ 1 ≤ i ≤ n, 1 ≤ j ≤ m;
(ii) and ∣∣∣‖Qj(V (r)1 , . . . , V (r)m )‖ − ‖Qj(v1, . . . , vm)‖B∣∣∣ ≤ 1r , ∀ 1 ≤ j ≤ r;
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(iii) but
max
1≤i≤r0
{‖Pi(U (r)1 , . . . , U (r)n , V (r)1 , . . . , V (r)m )‖ − ‖Pi(u1 ⊗ 1, . . . , un ⊗ 1, 1⊗ v1, . . . ,⊗vm)‖C∗(Fn)⊗maxB} >
1
r0
.
(3.17)
Consider the C∗-algebra
∏
rMkr(C)/
∑
rMkr(C). Let
xi = [〈U (r)i 〉∞r=1], ∀ 1 ≤ i ≤ n
yj = [〈V (r)j 〉∞r=1], ∀ 1 ≤ j ≤ m
be the elements in
∏
rMkr(C)/
∑
rMkr(C). It is not hard to check:
(iv) x1, . . . , xn are unitary element;
(v) xiyj = yjxi for all 1 ≤ i ≤ n, 1 ≤ j ≤ m;
(vi) for all j ≥ 1,
‖Qj(y1, . . . , ym)‖QrMkr (C)/PrMkr (C) = ‖Qj(v1, . . . , vm)‖B
By the universal property of the C∗-algebra C∗(Fn)⊗max B, we know there is ∗-homomorphism
ψ : C∗(Fn)⊗max B → C∗(x1, . . . , xn, y1, . . . , ym)
such that
ψ(ui ⊗ 1) = xi, ψ(1⊗ vj) = yj, ∀ 1 ≤ i ≤ n, 1 ≤ j ≤ m,
where C∗(x1, . . . , xn, y1, . . . , ym) is the unital C
∗-algebra generated by x1, . . . , xn, y1, . . . , ym in∏
rMkr(C)/
∑
rMkr(C). Hence, for all i ≥ 1,
lim sup
r
‖Pi(U (r)1 , . . . , U (r)n ,V (r)1 , . . . , V (r)m )‖ = ‖Pi(x1, . . . , xn, y1, . . . , ym)‖
≤ ‖Pi(u1 ⊗ 1, . . . , un ⊗ 1, 1⊗ v1, . . . ,⊗vm)‖C∗(Fn)⊗maxB.
This contradicts with the inequality (3.17). The proof of the lemma is completed. 
Now we are able to show our main result in this section.
Theorem 3.1. Suppose n is a positive integer and B is a finitely generated unital MF algebra.
Then C∗(Fn)⊗max B is an MF algebra.
Proof. Suppose that u1, . . . , un are canonical unitary generators of C
∗(Fn) and v1, . . . , vm
are unitary generators of B. Let r0, t ≥ 1, 0 < ǫ < 1/r0, {Pi}r0i=1 ⊂ C〈X1, . . . , Xn, Y1, . . . , Ym〉
and {Qj}tj=1 ⊂ C〈Y1, . . . , Ym〉. By Lemma 3.3, there is a quasidiagonal C∗-algebra B1 with a
family of unitary generators {z1, . . . , zn} so that the following hold:
(i) For any 1 ≤ i ≤ r0,
‖Pi(u1 ⊗ 1, . . . ,un ⊗ 1, 1⊗ v1, . . . , 1⊗ vm)‖C∗(Fn)⊗maxB
≤ ‖Pi(u1 ⊗ 1, . . . , un ⊗ 1, 1⊗ z1, . . . , 1⊗ zm)‖C∗(Fn)⊗maxB1 .
(ii) For any 1 ≤ j ≤ t,
|‖Qj(v1, . . . , vm)‖B − ‖Qj(z1, . . . , zm)‖B1 | ≤ ǫ/2.
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Let ρ be a faithful ∗-representation ρ : C∗(Fn) ⊗max B1 → B(H) on a separable Hilbert space
H. By lemma 3.4, there are a positive integer k and k × k matrices
{U1, . . . , Un} ⊆ Uk(C) {V1, . . . , Vm} ⊆ Mk(C)
such that
(iii)
‖UiVj − VjUi‖ ≤ ǫ, ∀ 1 ≤ i ≤ n, 1 ≤ j ≤ m; (3.18)
(iv) ∀ 1 ≤ j ≤ t,
|‖Qj(V1, . . . , Vm)‖ − ‖Qj(z1, . . . , zm)‖B1| ≤ ǫ/2;
(v) ∀ 1 ≤ i ≤ r0,
‖Pi(u1 ⊗ 1, . . . , un ⊗ 1, 1⊗ z1, . . . , 1⊗ zm)‖C∗(Fn)⊗maxB1 ≤ ‖Pi(U1, . . . , Un, V1, . . . , Vm)‖+ ǫ/2.
By (ii) and (iv) we know that ∀ 1 ≤ j ≤ t,
|‖Qj(V1, . . . , Vm)‖ − ‖Qj(v1, . . . , vm)‖B| ≤ ǫ; (3.19)
By (i) and (v), we know that ∀ 1 ≤ i ≤ r0,
‖Pi(u1 ⊗ 1, . . . , un ⊗ 1, 1⊗ v1, . . . , 1⊗ vm)‖C∗(Fn)⊗maxB ≤ ‖Pi(U1, . . . , Un, V1, . . . , Vm)‖+ ǫ.
(3.20)
By Lemma 3.5 and inequalities (3.18), (3.19)we know that, when ǫ is small enough and t is
large enough, for 1 ≤ i ≤ r0
‖Pi(u1 ⊗ 1, . . . , un ⊗ 1, 1⊗ v1, . . . , 1⊗ vm)‖C∗(Fn)⊗maxB ≥ ‖Pi(U1, . . . , Un, V1, . . . , Vm)‖ − 1/r0,
(3.21)
Combining with (3.20), we obtain∣∣‖Pi(u1 ⊗ 1, . . . , un ⊗ 1, 1⊗ v1, . . . , 1⊗ vm)‖C∗(Fm)⊗maxB − ‖Pi(U1, . . . , Un, V1, . . . , Vm)‖∣∣ ≤ 1/r0.
(3.22)
By (3.18) and (3.22), we know that, for any r0 ∈ N, there are k and matrices
{U1, . . . , Un} ⊆ Uk(C) {V1, . . . , Vm} ⊆ Mk(C)
satisfying
‖UiVj − VjUi‖ ≤ 1/r0, ∀ 1 ≤ i ≤ n, 1 ≤ j ≤ m;
and ∀ 1 ≤ i ≤ r0,∣∣‖Pj(u1 ⊗ 1, . . . , un ⊗ 1, 1⊗ v1, . . . , 1⊗ vm)‖C∗(Fm)⊗maxB − ‖Pj(U1, . . . , Un, V1, . . . , Vm)‖∣∣ ≤ 1/r0.
By Lemma 2.3, C∗(Fn)⊗max B is an MF algebra. 
Remark 3.1. The argument in the proof of Theorem 3.1 also applies to the case when B is
countably generated. Thus the preceding result can be generalized as follows: Suppose that n be a
positive integer and B is a unital separable MF algebra. Then C∗(Fn)⊗max B is an MF algebra.
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The following result by Brown and Ozawa (see Proposition 7.4.5 of [9]) follows directly from
the preceding theorem.
Corollary 3.1. Suppose n,m ≥ 2 are positive integers. Then C∗(Fn) ⊗max C∗(Fm) is an MF
algebra, i.e. there is an embedding
ρ : C∗(Fn)⊗max C∗(Fm)→
∏
k
Mnk(C)/
∑
k
Mnk(C)
for some positive integers {nk}∞k=1.
Note Haagerup and Thorbjørnsen proved that C∗r (Fn) is an MF algebra. By Lemma 2.4 and
2.5 and Theorem 3.1 and Corollary 5.3 in [18], we have the following result.
Corollary 3.2. Suppose n,m ≥ 2 are positive integers and B is a separable MF algebra. By
Corollary 5.3 in [18], C∗r (Fn) ∗C B is an MF algbebra, where C∗r (Fn) ∗C B is the unital full free
product of C∗r (Fn) and B. Then (C∗r (Fn)∗CB)⊗maxC∗(Fm) is an MF algebra and Ext((C∗r (Fn)∗C
B)⊗max C∗(Fm)) is not a group by Lemma 2.4 and Lemma 2.5.
3.2. Minimal Tensor Product. The following result might have been known to experts.
For the purpose of completeness, we also include it here.
Proposition 3.1. Suppose that A and B are two separable MF algebras. If A is exact, then
A⊗min B is also an MF algebra.
Proof. Since B is an MF algebra, there is an embedding
ρ : B →
∏
k
Mnk(C)/
∑
k
Mnk(C)
for a family of positive integers {nk}∞k=1. This embedding ρ induces another embedding
id⊗min ρ : A⊗min B → A⊗min
(∏
k
Mnk(C)/
∑
k
Mnk(C)
)
.
Note A is an exact C∗-algebra. We have
A⊗min
(∏
k
Mnk(C)/
∑
k
Mnk(C)
)
≃
(
A⊗min
∏
k
Mnk(C)
)
/
(
A⊗min
∑
k
Mnk(C)
)
.
Since A is an MF algebra, by Corollary 3.4.3 in [3], any separable C∗-subalgebra of(
A⊗min
∏
k
Mnk(C)
)
/
(
A⊗min
∑
k
Mnk(C)
)
⊆
∏
k
A⊗min Mnk(C)/
∑
k
A⊗min Mnk(C)
is an MF algebra. Therefore, A⊗min B is also an MF algebra. 
Note Haagerup and Thorbjørnsen proved that C∗r (Fn) is an MF algebra. By Lemma 2.4 and
2.5 and preceding proposition, we have the following result.
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Corollary 3.3. Suppose that B is a unital separable MF algebra. Then C∗r (Fn) ⊗min B is an
MF algebra for any n ≥ 2. Moreover, Ext(C∗r (Fn) ⊗min B) is not a group by Lemma 2.4 and
Lemma 2.5.
When both two C∗ algebras was not exact, we have the following result.
Proposition 3.2. Suppose A is a separable quasidiagonal C∗-algebra and B a separable MF
algebras. Then A⊗min B is an MF algebra.
Proof. We need only to show that if A1, and B1 respectively, is a finite generated C∗-
subalgebra of A, and B respectively, then A1 ⊗min B1 is MF algebra. Suppose that x1, . . . , xn,
and y1, . . . , ym respectively, is a family of generators of A1, and B1 respectively. By Lemma
2.3, to show A1 ⊗min B1 is MF algebra, it suffice to show the following: for any ǫ > 0 and any
finite subset {P1, . . . , Pr} of noncommutative ∗-polynomials C〈X1, . . . , Xn, Y1, . . . , Ym〉, there are
a positive integer k and matrices
{A1, . . . , An, B1, . . . , Bm} ⊆ Mk(C)
such that
max
1≤j≤r
|‖Pj(A1, . . . , An, B1, . . . , Bm)‖ − ‖Pj(x1 ⊗ 1, . . . , xn ⊗ 1, 1⊗ y1, . . . , 1⊗ ym)‖A⊗minB| ≤ ǫ.
Let ρ be a faithful ∗-representation of B on a separable Hilbert space H1. Let π be an
essentially faithful ∗-representation of A on a separable Hilbert space H2. By Lemma 2.2, we
know that π(A) ⊆ B(H2) is quasidiagonal. Then there is a sequence of finite rank projections
qs, s = 1, 2, . . . , in B(H2) such that (i) qs → I in SOT and (ii) ‖qsπ(x)− π(x)qs‖ → 0 for any
x ∈ A. Let H = H2 ⊗H1 be a Hilbert space. By (i), we know that
〈qsπ(x1)qs ⊗ 1, . . . , qsπ(xn)qs ⊗ 1, qs ⊗ ρ(y1), . . . , qs ⊗ ρ(ym)〉 →∗−SOT
〈π(x1)⊗ 1, . . . , π(xn)⊗ 1, 1⊗ ρ(y1), . . . , 1⊗ ρ(ym)〉.
Thus, for 1 ≤ j ≤ r,
‖Pj(π(x1)⊗ 1, . . . , π(xn)⊗ 1, 1⊗ ρ(y1), . . . , 1⊗ ρ(ym))‖
≤ lim inf
s→∞
‖Pj(qsπ(x1)qs ⊗ 1, . . . , qsπ(xn)qs ⊗ 1, qs ⊗ ρ(y1), . . . , qs ⊗ ρ(ym))‖. (3.23)
By (ii), we know that, for 1 ≤ j ≤ r,
lim
s→∞
‖Pj(qsπ(x1)qs ⊗ 1, . . . , qsπ(xn)qs ⊗ 1, qs ⊗ ρ(y1), . . . , qs ⊗ ρ(ym))
−(qs ⊗ 1) (Pj(π(x1)⊗ 1, . . . , π(xn)⊗ 1, 1⊗ ρ(y1), . . . , 1⊗ ρ(ym))) (qs ⊗ 1)‖ = 0. (3.24)
Therefore, by (3.23) and (3.24), there is a positive integer t such that
max
1≤j≤r
|‖Pj(qtπ(x1)qt ⊗ 1, . . . , qtπ(xn)qt ⊗ 1, qt ⊗ ρ(y1), . . . , qt ⊗ ρ(ym))‖
− ‖Pj(π(x1)⊗ 1, . . . , π(xn)⊗ 1, 1⊗ ρ(y1), . . . , 1⊗ ρ(ym))‖| ≤ ǫ/2. (3.25)
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Moreover, we know
{qtπ(x1)qt ⊗ 1, . . . , qtπ(xn)qt ⊗ 1, qt ⊗ ρ(y1), . . . , qt ⊗ ρ(ym)} ⊆ B(qtH2)⊗ ρ(B).
Because B is an MF algebra, B(qtH2)⊗ρ(B) is an MF algebra. Thus there are a positive integer
k and
{A1, . . . , An, B1, . . . , Bm} ⊆ Mk(C)
such that
max
1≤j≤r
|‖Pj(A1, . . . , An, B1, . . . , Bm)‖
− ‖Pj(qtπ(x1)qt ⊗ 1, . . . , qtπ(xn)qt ⊗ 1, qt ⊗ ρ(y1), . . . , qt ⊗ ρ(ym))‖ | ≤ ǫ/2,
Combining with (3.25), we get
max
1≤j≤r
|‖Pj(A1, . . . , An, B1, . . . , Bm)‖ − ‖Pj(x1 ⊗ 1, . . . , xn ⊗ 1, 1⊗ y1, . . . , 1⊗ ym)‖A⊗minB | ≤ ǫ.
This completes the proof of the proposition.

Example 3.1. Note C∗(Fn) is a residually finite dimensional C
∗-algebra, thus a quasidiagonal
C∗-algebra. Therefore we have the following result: Suppose B is a unital separable MF algebra.
By Corollary 5.3 in [18], C∗r (Fn) ∗C B is an MF algbebra, where C∗r (Fn) ∗C B is the unital full
free product of C∗r (Fn) and B. Then by Proposition 3.1, C∗(Fn) ⊗min (C∗r (Fn) ∗C B) is an MF
algebra. Thus, Ext(C∗(Fn)⊗min (C∗r (Fn) ∗C B)) is not a group because of Lemma 2.4.
4. Crossed Products
In this section, we assume that A is an MF algebra and G is a discrete countable amenable
group such that there is a homomorphism α : G→ Aut(A). We will consider the question when
the reduced, or full, crossed product of A by G is an MF algebra. This is not always the case
if we are not going to add extra conditions on the actions of G on A. Note Cuntz algebra is
stably isometric to the crossed product of an AF algebra by Z. Obviously Cuntz algebra is not
an MF algebra but AF algebra is.
Because G is an amenable group, the reduced crossed product of A by G coincides with the
full crossed product of A by G, which we will denote by A⋊α G.
4.1. Finite group action. When G is a finite group, we have the following result.
Theorem 4.1. Suppose A is an MF algebra and G is a finite group such that there is a homo-
morphism α : G→ Aut(A). Then A⋊α G is an MF algebra.
Proof. Since G is a finite group, by Green’s result in [13], we know that
A⋊α G →֒ A ⊗min C(G)⋊α⊗γ G ≃ A⊗min K,
where C(G) is the C∗-algebra consisting all (continuous) functions on G, γ is the action induced
by left translation by G on C(G), and K is the set of compact operators on l2(G). By the fact
the A is an MF algebra and results in [3] or Proposition 3.1, A ⊗ K is an MF algebra. Hence
A⋊α G is an MF algebra. 
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Corollary 4.1. If G is a finite group with |G| ≥ 2, where |G| is the order of group G, then
C∗r (Z ∗G) is an MF algebra and Ext(C∗r (Z ∗G)) is not a group.
Proof. Since a finite group is a subgroup of a finite permutation group, we need only to
prove the result when G is a finite permutation group Sn. If α : Sn → Aut(Fn) is a mapping
defined by
α(σ)(gi) = gσ(i),
where g1, . . . , gn are canonical generators of the free group Fn, then α induces an action Sn on
C∗r (Fn) satisfying
C∗r (Fn)⋊α Sn ≃ C∗r (Fn ⋊α Sn).
Since Haagerup and Thorbjørnsen proved that C∗r (Fn) is an MF algebra, it follows immediately
from last proposition that C∗r (Fn)⋊α Sn is an MF algebra.
Let g = (g1g2 · · · gn)3 be an element in Fn. We observe that g and Sn are free in Fn ⋊α Sn.
To see this, let σ1, . . . , σm ∈ Sn and n1, . . . , nm ∈ N. Then
gn1σ1g
n2σ2 · · · gnmσm
= gn1(σ1g
n2σ−11 )(σ1σ2)g
n3(σ1σ2)
−1 · · · (σ1σ2 · · ·σm−1)gnm(σ1σ2 · · ·σm−1)−1(σ1σ2 · · ·σm−1σm)
= gn1(β1g
n2β−11 ) · · · (βm−1gnmβ−1m−1)βm,
where
βj = σ1 · · ·σj , ∀ 1 ≤ j ≤ m.
Apparently, to check that g and Sn are free in Fn ⋊α Sn, we need only to show that
gn1(β1g
n2β−11 ) · · · (βm−1gnmβ−1m−1) 6= e, ∀n1, . . . , nm ∈ Z\{0}, ∀ e 6= β1 6= β2 6= · · · 6= βm−1 ∈ Sn,
i.e.
gn1(α(β1)(g))
n2 · · · (α(βm−1)(g))nm 6= e, ∀n1, . . . , nm ∈ Z\{0}, ∀ e 6= β1 6= β2 6= · · · 6= βm−1 ∈ Sn
Note g = (g1g2 · · · gn)3. It is not hard to show, using mathematical induction on m, that the
reduced form of the word gn1(α(β1)(g))
n2 · · · (α(βm−1)(g))nm in Fn always ends in the letters of
g
βm−1(1)
g
βm−1(2)
· · · g
βm−1(n)
or g−1
βm−1(n)
· · · g−1
βm−1(2)
g−1
βm−1(1)
,
and it can never be equal to e. Therefore g and Sn are free in Fn ⋊α Sn..
Hence Z ∗ Sn can be viewed as a subgroup of Fn ⋊α Sn and C∗r (Z ∗ Sn) is a C∗-subalgebra
of C∗r (Fn ⋊α Sn). It follows C
∗
r (Z ∗ Sn) is also an MF algebra. Moreover since Z ∗ Sn is not an
amenable group for n ≥ 2, C∗r (Z ∗ Sn) is not a quasidiagonal C∗-algebra for n ≥ 2 by Lemma
2.5, whence Ext(C∗r (Z ∗ Sn)) is not a group by Lemma 2.4. So, for any finite group G with
|G| ≥ 2, C∗r (Z ∗G) is an MF algebra and Ext(C∗r (Z ∗G)) is not a group.

Remark 4.1. Assume n ≥ 1, m ≥ 0 are nonnegative integers and r = n+m. Let Fr be the free
group on r many generators, g1, . . . , gn, gn+1, · · · , gr. Let Sn be the permutation groups on the
integers {1, . . . , n}.
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Let α be a homomorphism from Sn into Aut(Fr) defined the following mapping: ∀ σ ∈ Sn
α(σ)(gi) = gσ(i) for 1 ≤ i ≤ n
α(σ)(gj) = gj for n + 1 ≤ j ≤ r.
Let Fm be the free subgroup generated by gn+1, · · · , gr in Fr⋊αSn. Then Sn and Fm, as subgroups
of Fr ⋊α Sn, commute. Let hi = (g
i
1g
i
2 · · · gir)3, for 1 ≤ i ≤ n, be elements in Fr ⋊α Sn and Fn
be the free subgroup generated by h1, . . . , hn in Fr ⋊α Sn. Then, similar to Corollary 4.1, we
observe Fn and Fm ∪ Sn are free in Fr ⋊α Sn. Now we have the following observation:
Fn ∗ (Sn × Fm) ⊆ Fr ⋊α Sn.
By Theorem 4.1 and the same arguments as in Corollary 4.1, we have the following result.
Corollary 4.2. Assume n ≥ 1, m ≥ 0 are nonnegative integers and G is a nontrivial finite
group. Then Cr(Fn ∗ (G × Fm)) is an MF algebra and Ext(Cr(Fn ∗ (G× Fm))) is not a group
by Lemma 2.4 and Lemma 2.5.
Remark 4.2. Assume that n ≥ 2 is a positive integer and H1, . . . , Hn is a family of finite
groups. Let
H = H1 ∗H2 ∗ · · · ∗Hn
be the free product of the groups H1, . . . , Hn. Then there is a finite group G satisfying
H ⊆ Z ∗G.
Thus C∗r (H) is a C
∗-subalgebra of C∗r (Z ∗ G). It follows from the Corollary 4.1 that C∗r (H) is
an MF algebra. Hence we have the following result.
Corollary 4.3. Assume that n ≥ 2 is a positive integer and H1, . . . , Hn is a family of finite
groups. Let
H = H1 ∗H2 ∗ · · · ∗Hn.
then C∗r (H) is an MF algebra. Moreover, if there are 1 ≤ i 6= j ≤ n such that
|Hi| ≥ 2 and |Hj| ≥ 3,
where |H| denotes the order of the group H, then Ext(C∗r (H)) is not a group.
Proof. By the explanation in the Remark 4.2, we know that C∗r (H) is an MF algebra. if
there are 1 ≤ i 6= j ≤ n such that |Hi| ≥ 2 and |Hj| ≥ 3, then H is not an amenable group. It
follows that C∗r (H) is not a quasidiagonal C
∗-algebra, whence Ext(C∗r (H)) is not a group. 
Example 4.1. For any positive integers p ≥ 2, q ≥ 3, Ext(C∗r (Zp ∗ Zq)) is not a group.
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4.2. Subgroup of finite index. We have the following result.
Proposition 4.1. Assume that G is a discrete countable group and H is a subgroup of G with
a finite index. If C∗r (H) is an MF algebra, then C
∗
r (G) is also an MF algebra.
Proof. Let l2(G) be the Hilbert space with an orthonormal basis {eg}g∈G. Recall the left
regular representation of the group G is the unitary representation λ : G → U(l2(G)) given by
λ(g)(eh) = egh, g ∈ G. Then C∗r (G) is the C∗-algebra generated by {λ(g)}g∈G in B(l2(G)) and
the C∗-subalgebra B generated by {λ(g)}g∈H in C∗r (G) is ∗-isomorphic to C∗r (H).
Note [G : H ] < ∞. There are elements e = g1, g2, . . . , gn in G such that G = ∪igiH and
giH ∩gjH = ∅ if i 6= j. Let l2(H) be the closed subspace spanned by {eh}h∈H in l2(G) and E be
the projection from l2(G) onto l2(H). Then for each 1 ≤ i ≤ n, λ(gi)Eλ(g−1i ) is the projection
from l2(G) onto the closed subspace l2(giH). Moreover
n∑
i=1
λ(gi)Eλ(g
−1
i ) = I.
Note that EBE ≃ C∗r (H) and {λ(gi)Eλ(g−1j )}1≤i,j≤n consists a system of matrix units of
Mn(C). Let A be the C∗-algebra generated by elements {λ(gi)EBEλ(g−1j )}1≤i,j≤n in B(l2(G)).
Then we observe that
A ≃ C∗r (H)⊗Mn(C).
On the other hand, for any g ∈ G, there is a permutation σg on the integers {1, 2, . . . , n}
such that
ggiH = gσg (i)H, ∀ 1 ≤ i ≤ n, i.e. g−1σg (i)ggi ∈ H, ∀ 1 ≤ i ≤ n.
Thus there is some hi ∈ H such that
g−1σg (i)ggi = hi, i.e. λ(g
−1
σg (i)
)λ(g)λ(gi) = λ(hi).
Moreover,
Eλ(g−1j )λ(g)λ(gi)E = 0, if j 6= σg(i).
Therefore
λ(g) =
(
n∑
j=1
λ(gj)Eλ(g
−1
j )
)
λ(g)
(
n∑
i=1
λ(gi)Eλ(g
−1
i )
)
=
n∑
i,j=1
λ(gj)Eλ(g
−1
j )λ(g)λ(gi)Eλ(g
−1
i )
=
n∑
i=1
λ(gσg (i))Eλ(g
−1
σg (i)
)λ(g)λ(gi)Eλ(g
−1
i )
=
n∑
i=1
λ(gσg (i))Eλ(hi)Eλ(g
−1
i ) ∈ A.
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It follows that C∗r (G) ⊆ A. Apparently, A is an MF algebra, because C∗r (H) is an MF algebra.
Hence, being a subalgebra of an MF algebra, C∗r (G) is also an MF algebra. 
Corollary 4.4. Let SL2(Z) to be the spacial linear group of 2× 2 matrices with integer entries.
Then C∗r (SL2(Z)) is an MF algebra and Ext(C
∗
r (SL2(Z))) is not a group.
Proof. Note SL2(Z) has a subgroup, which is isomorphic to F2, with an index 12. The
result of the corollary follows immediately from the preceding proposition and Haagerup and
Thorbjørnsen’s result that C∗r (F2) is an MF algebra. 
4.3. Integer group action. In [21], Pimsner and Voiculescu proved the following result:
Suppose A is a unital sepaprable C∗-algebra and α : Z→ Aut(A) is a homomorphism, such that
there exists a sequence of integers 0 ≤ n1 < n2 < · · · , so that
lim
j→∞
‖α(nj)a− a‖ = 0
for all a ∈ A. Assume that A is quasidiagonal. Then A ⋊α Z is also quasidiagonal. In this
subsection, we will prove an analogue of Pimsner and Voiculescu’s result in the context of MF
algebras.
Let l2(Z) be the Hilbert space with an orthonormal basis {en}n∈Z. Recall the left regu-
lar representation of the group Z is the unitary representation λ : Z → U(l2(Z)) given by
λ(n)(en1) = en+n1 , n1 ∈ Z. Then C∗r (Z) is the C∗-algebra generated by {λ(n)}n∈Z in B(l2(Z)).
Let u = λ(1) be the canonical generator of C∗r (Z), a bilateral shift operator.
Suppose that A is a unital MF algebra generated by a family of self-adjoint elements
x1, . . . , xm ∈ A. (4.1)
Suppose α is a homomorphism from Z to Aut(A) such that there exists a sequence of integers
0 ≤ n1 < n2 < · · · , satisfying
lim
j→∞
‖α(nj)a− a‖ = 0 for all a ∈ A.
Without loss of generality, we assume that
‖α(nj)xi − xi‖ < 1
j
, ∀ j ≥ 1, 1 ≤ i ≤ m. (4.2)
Assume A acts on a Hilbert space H. Define σ : A → B(H⊗ l2(Z)) to be
σ(a)(ξ ⊗ en) = (α(−n)a)ξ ⊗ en, ∀ n ∈ Z.
Then the C∗-algebra generated by {σ(a)}a∈A ∪ {IH ⊗ λ(n)}n∈Z in B(H⊗ l2(Z)) is the reduced
crossed product A⋊α Z.
Following the notation from [21], we let for j = 1, 2, . . .
fk,j = cos
kπ
2nj
· ek + sin kπ
2nj
· ek−nj for 0 ≤ k ≤ nj (4.3)
be a unit vector in l2(Z), and qk,j be the rank one projection from l
2(Z) onto fk,j. Let
qj = q0,j + . . .+ qnj−1,j .
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Then by [21]
qj → Il2(Z) in SOT and lim
j→∞
‖uqj − qju‖B(l2(Z)) = 0. (4.4)
Let yi = α(−1)xi ∈ A, for 1 ≤ i ≤ m. We have the following result.
Lemma 4.1. Let s, t, r, N1, . . . , Nr be positive integers. For any ǫ > 0, {Gi}si=1 in C〈Z〉, {Hi}ti=1
in C〈X1, . . . , Xm, Y1, . . . , Ym〉 and {{P (i)j }Nij=−Ni}ri=1 in C〈X1, . . . , Xm〉, there are a positive inte-
ger k and k × k matrices
A1, . . . , Am, B1, . . . , Bm, U ∈Mk(C)
such that (i)
‖U∗Ai − BiU∗‖ ≤ ǫ, 1 ≤ i ≤ m;
(ii) ∣∣‖Gi(U)‖ − ‖Gi(u)‖C∗r (Z)∣∣ ≤ ǫ, 1 ≤ i ≤ s;
(iii)
|‖Hi(A1, . . . , Am, B1, . . . , Bm)‖ − ‖Hi(x1, . . . , xm, y1, . . . , ym)‖A| ≤ ǫ, 1 ≤ i ≤ t;
and (iv) ∀ 1 ≤ i ≤ r
‖
Ni∑
j=−Ni
P
(i)
j (σ(x1), . . . , σ(xm))(1⊗u)j‖−ǫ ≤ ‖
0∑
j=−Ni
P
(i)
j (A1, . . . , Am)(U
∗)−j+
N1∑
j=1
P
(i)
j (A1, . . . , Am)U
j‖.
Proof. Without loss of generality, we assume that each ‖xi‖ ≤ 1 for 1 ≤ i ≤ m. Let
xk,i = α(−k)xi, yk,i = α(−k)yi for 1 ≤ i ≤ m, k ∈ Z. (4.5)
By (4.2), we have
‖xk+nj ,i − xk,i‖ <
1
j
and ‖yk+nj,i − yk,i‖ <
1
j
for 1 ≤ i ≤ m, and k, j ≥ 1.
For the purpose of simplicity, we will assume that r = 1. The general case when r ≥ 1
follows from the similar argument. Thus we let
P (X1, . . . , Xm, Z) =
0∑
i=−N1
P
(1)
i (X1, . . . , Xm)(Z
∗)−i +
N1∑
i=1
P
(1)
i (X1, . . . , Xm)Z
i (4.6)
be in C〈X1, . . . , Xm, Z〉 and
M =
N1∑
i=−N1
‖P (1)i (x1, . . . , xm)‖A.
For any ǫ > 0, there are a positive integer L ∈ N and a unit vector
η =
L∑
l=−L
ξl ⊗ el (4.7)
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in H⊗ l2(Z), where each vector ξl is in H, such that
‖P (σ(x1), . . . , σ(xm), 1⊗ u)‖B(H⊗l2(Z)) − 2ǫ ≤ ‖P (σ(x1), . . . , σ(xm), 1⊗ u)η‖. (4.8)
For such ǫ and η, by (4.3) and (4.4), there is a positive integer j > 8/ǫ and a finite rank
projection
qj = q0,j + . . .+ qnj−1,j
on l2(Z) such that
| cos (nj − 1)π
2nj
|+
N1∑
i=−N1
L∑
l=−L
(M + 1)‖el+i − cos (l + i)π
2nj
fl+i,j‖ ≤ ǫ
8
; (4.9)
‖(1⊗ qj)η − η‖ ≤ ǫ
16(M + 1)(N1)2
; (4.10)
‖uqj − qju‖B(l2(Z)) ≤ ǫ
16(M + 1)(N1)2
; (4.11)
∣∣‖Gi(qjuqj)‖B(l2(Z)) − ‖Gi(u)‖B(l2(Z))∣∣ ≤ ǫ
8
, 1 ≤ i ≤ s, (4.12)
where M,N1, L are introduced as above.
Since A is an MF algebra with a family of elements {xi, yi, xk,i, yk,i}1≤i≤m,|k|≤nj+1 in A, for
such ǫ, j, by Lemma 2.3 there exists a family of quasidiagonal operators
{ai, bi, ak,i, bk,i}1≤i≤m,|k|≤nj+1 ⊆ B(H)
satisfying, by (4:b) of Lemma 2.3,
max
1≤i≤t,|k|≤nj
|‖Hi(ak,1, . . . , ak,m, bk,1, . . . , bk,m)‖ − ‖Hi(xk,1, . . . , xk,m, yk,1, . . . , yk,m)‖| ≤ ǫ
8
(4.13)
max
1≤i≤m,|k|≤nj
‖ak+1,i − bk,i‖ ≤ ǫ
8
(4.14)
max
1≤i≤m,|k|≤nj
{‖ak+nj,i − ak,i‖, ‖bk+nj ,i − bk,i‖} <
ǫ
8
(4.15)
max
1≤i≤N1,|k|≤nj
|‖P (1)i (x1, . . . , xm)‖ − ‖P (1)i (ak,1, . . . , ak,m)‖| ≤ ǫ/8; (4.16)
and by (4:c) of Lemma 2.3,∑
|k|≤nj+1
∑
−N1≤i≤N1
∑
1≤l≤L
‖P (1)i (ak,1, . . . , ak,m)ξl − P (1)i (xk,1, . . . , xk,m)ξl‖ ≤ ǫ/8. (4.17)
For such ǫ, j, we let
A˜i =
∑
0≤k≤nj−1
ak,j ⊗ qk,j, 1 ≤ i ≤ m
B˜i =
∑
0≤k≤nj−1
bk+1,j ⊗ qk,j, 1 ≤ i ≤ m
U˜ = 1⊗ qjuqj
23
By the choice of η in (4.7) and the fact u = λ(1), we know that
P (σ(x1), . . . , σ(xm), 1⊗ u)η =
(
N1∑
i=−N1
P
(1)
i (σ(x1), . . . , σ(xm))(1⊗ u)i
)(
L∑
l=−L
ξl ⊗ el
)
=
N1∑
i=−N1
L∑
l=−L
(
P
(1)
i (α(−i− l)x1, . . . , α(−i− l)xm)ξl
)
⊗ el+i
=
N1∑
i=−N1
L∑
l=−L
(
P
(1)
i (xi+l,1, . . . , xi+l,m)ξl
)
⊗ el+i (4.18)
Note {qk,j}nj−1k=0 is a family of mutually orthogonal projections. By inequality (4.16), we know
‖P (1)i (A˜1, . . . , A˜m)‖ = sup
0≤k≤nj−1
‖P (1)i (ak,1, . . . , ak,m)‖
≤ sup
0≤k≤nj−1
‖P (1)i (xk,1, . . . , xk,m)‖+ 1 ≤M + 1 (4.19)
for all −N1 ≤ i ≤ N1. By inequality (4.11) and (4.19), we know that
‖P (A˜1, . . . , A˜m, U˜)− P (A˜1, . . . , A˜m, 1⊗ u)(1⊗ qj)‖
= ‖
(
0∑
i=−N1
(P
(1)
i (A˜1, . . . , A˜m)(1⊗ U˜∗)−i +
N1∑
i=1
(P
(1)
i (A˜1, . . . , A˜m)(1⊗ U˜)i
)
−
(
0∑
i=−N1
(P
(1)
i (A˜1, . . . , A˜m)(1⊗ u∗)−i +
N1∑
i=1
(P
(1)
i (A˜1, . . . , A˜m)(1⊗ u)i
)
(1⊗ qj)‖
≤
0∑
i=−N1
‖P (1)i (A˜1, . . . , A˜m)‖‖(1⊗ qju∗qj)−i − (1⊗ u∗)−i(1⊗ qj)‖
+
N1∑
i=1
‖P (1)i (A˜1, . . . , A˜m)‖‖(1⊗ qjuqj)i − (1⊗ u)i(1⊗ qj)‖ ≤
ǫ
8
. (4.20)
And, by (4.10) and (4.19),
‖P (A˜1, . . . , A˜m, 1⊗ u)(1⊗ qj)η − P (A˜1, . . . , A˜m, 1⊗ u)η‖
≤ ‖P (A˜1, . . . , A˜m, 1⊗ u)‖‖(1⊗ qj)η − η‖
≤
N1∑
i=−N1
‖P (1)i (A˜1, . . . , A˜m)‖‖(1⊗ qj)η − η‖
≤ ǫ
8
. (4.21)
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Moreover, by the definitions of A˜1, . . . , A˜m, we have
P (A˜1, . . . , A˜m, 1⊗ u)η =
N1∑
i=−N1
L∑
l=−L
P
(1)
i (A˜1, . . . , A˜m)(1⊗ u)i(ξl ⊗ el)
=
N1∑
i=−N1
L∑
l=−L
P
(1)
i (A˜1, . . . , A˜m)(ξl ⊗ el+i)
=
N1∑
i=−N1
L∑
l=−L
∑
0≤k≤nj−1
(
P
(1)
i (ak,1, . . . , ak,m)ξl ⊗ qk,jel+i
)
=
N1∑
i=−N1
L∑
l=−L
(P
(1)
i (al+i,1, . . . , al+i,m)ξl)⊗ (cos
(l + i)π
2nj
fl+i,j)
=
N1∑
i=−N1
L∑
l=−L
(P
(1)
i (al+i,1, . . . , al+i,m)ξl)⊗ el+i
−
N1∑
i=−N1
L∑
l=−L
(P
(1)
i (al+i,1, . . . , al+i,m)ξl)⊗ (el+i − cos
(l + i)π
2nj
fl+i,j) (4.22)
By inequalities (4.20), (4.21), (4.18), (4.22), (4.17) and (4.9) we know,
‖P (A˜1, . . . ,A˜m, U˜)η − P (σ(x1), . . . , σ(xm), 1⊗ u)η‖
≤‖P (A˜1, . . . , A˜m, U˜)η − P (A˜1, . . . , A˜m, 1⊗ u)(1⊗ qj)η‖
+ ‖P (A˜1, . . . , A˜m, 1⊗ u)(1⊗ qj)η − P (A˜1, . . . , A˜m, 1⊗ u)η‖
+ ‖P (A˜1, . . . , A˜m, 1⊗ u)η − P (σ(x1), . . . , σ(xm), 1⊗ u)η‖
≤ ǫ
8
+
ǫ
8
+
N1∑
i=−N1
L∑
l=−L
‖P (1)i (al+i,1, . . . , al+i,m)ξl − P (1)i (xl+i,1, . . . , xl+i,m)ξl‖
+
N1∑
i=−N1
L∑
l=−L
‖P (1)i (al+i,1, . . . , al+i,m)‖‖el+i − cos
(l + i)π
2nj
fl+i,j‖
≤ ǫ
2
. (4.23)
Note that {ai, bi, ak,i, bk,i}1≤i≤m,|k|≤nj+1 ⊆ B(H) is a family of quasidiagonal operators. There is
a finite rank projection p on H such that, by Lemma 2.1 part (ii),
max
1≤i≤t
|‖Hi(ak,1, . . . , ak,m, bk,1, . . . , bk,m)‖ − ‖Hi(pak,1p, . . . , pamp, pbk,1p, . . . , bk,m)‖| ≤ ǫ
8
; (4.24)
25
and, by Lemma 2.1 part (i),
‖P (A1, . . . , Am, U)η − P (A˜1, . . . , A˜m, U˜)η‖ ≤ ǫ
2
, (4.25)
where
Ai = pA˜ip =
∑
0≤k≤nj−1
pak,jp⊗ qk,j, 1 ≤ i ≤ m
Bi = pB˜ip =
∑
0≤k≤nj−1
pbk+1,jp⊗ qk,j, 1 ≤ i ≤ m
U = pU˜p = p⊗ qjuqj
are the elements in B((p⊗ qj)(H⊗ l2(Z))). By (4.8), (4.23) and (4.25), we have
‖P (A1, . . . , Am, U)‖ ≥ ‖P (σ(x1), . . . , σ(xm), 1⊗ u)‖B(H⊗l2(Z)) − 4ǫ. (4.26)
Since {qk,j}nj−1k=0 is a family of mutually orthogonal projections, we have
‖Hi(A1, . . . , Am, B1, . . . , Bm)‖ = max
1≤k≤nj
{‖Hi(pak,1p, . . . , pak,mp, pbk,1p, . . . , pbk,mp)‖}. (4.27)
Now it follows from (4.13), (4.24) and (4.27) that for 1 ≤ i ≤ t
|‖Hi(A1, . . . , Am, B1, . . . , Bm)‖ − ‖Hi(x1, . . . , xm, y1, . . . , ym)‖A| ≤ ǫ. (4.28)
By (4.12), we know that for 1 ≤ i ≤ s
|‖Gi(U)‖ − ‖Gi(u)‖| ≤ ǫ. (4.29)
Let En be the rank one projection from l
2(Z) onto the vector en. For any unit vector h ∈ H(
ak,i ⊗ Ek + ak−nj ,i ⊗ Ek−nj
)
h⊗ fk,j
=
(
ak,i ⊗Ek + ak−nj ,i ⊗ Ek−nj
)
(h⊗ (cos kπ
2nj
· ek + sin kπ
2nj
· ek−nj))
= (cos
kπ
2nj
· ak,ih)⊗ ek + (sin kπ
2nj
· ak−nj ,i)⊗ ek−nj
= (cos
kπ
2nj
· ak,ih)⊗ ek + (sin kπ
2nj
· ak,i)⊗ ek−nj + (sin
kπ
2nj
· (ak−nj ,i − ak,i))⊗ ek−nj
= (ak,i ⊗ qk,j)(h⊗ fk,j) + (sin kπ
2nj
· (ak−nj ,i − ak,i))⊗ ek−nj ; ∀ 1 ≤ i ≤ m.
By (4.15), we have that∥∥(ak,i ⊗ Ek + ak−nj ,i ⊗Ek−nj) (1⊗ qk,j)− (ak,i ⊗ qk,j)∥∥ ≤ ǫ/8; ∀ 1 ≤ i ≤ m.
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Together with the fact that {qk,j}nj−1k=0 is a family of mutually orthogonal projections, we have∥∥∥∥∥
( ∑
0≤k≤nk−1
(
ak,i ⊗Ek + ak−nj ,i ⊗ Ek−nj
))
(1⊗ qj)−
∑
0≤k≤nk−1
(ak,i ⊗ qk,j)
∥∥∥∥∥
=
∥∥∥∥∥
∑
0≤k≤nk−1
(
ak,i ⊗Ek + ak−nj ,i ⊗ Ek−nj
)
(1⊗ qk,j)−
∑
0≤k≤nk−1
(ak,i ⊗ qk,j)
∥∥∥∥∥
=
∥∥∥∥∥
∑
0≤k≤nk−1
((
ak,i ⊗ Ek + ak−nj ,i ⊗Ek−nj
)
(1⊗ qk,j)− (ak,i ⊗ qk,j)
)∥∥∥∥∥
≤ max
0≤k≤nk−1
∥∥(ak,i ⊗ Ek + ak−nj ,i ⊗Ek−nj) (1⊗ qk,j)− (ak,i ⊗ qk,j)∥∥
≤ ǫ/8; ∀ 1 ≤ i ≤ m. (4.30)
Similarly,∥∥∥∥∥
( ∑
0≤k≤nk−1
(
bk,i ⊗ Ek + bk−nj ,i ⊗ Ek−nj
))
(1⊗ qj)−
∑
0≤k≤nk−1
(bk,i ⊗ qk,j)
∥∥∥∥∥ ≤ ǫ/8. (4.31)
On the other hand, we observe that
(1⊗ u∗)
∑
0≤k≤nj−1
(
ak,i ⊗Ek + ak−nj ,i ⊗ Ek−nj
)
=
∑
0≤k≤nj−1
(
ak,i ⊗Ek−1 + ak−nj,i ⊗ Ek−nj−1
)
(1⊗ u∗)
(4.32)
and by (4.9), for 1 ≤ i ≤ m,
(a−nj ,i ⊗ E−nj−1)(1⊗ qj) = 0; ‖(bnj−1,i ⊗ Enj−1)(1⊗ qj)‖ ≤ | cos
(nj − 1)π
2nj
| ≤ ǫ/8. (4.33)
It follows that for 1 ≤ i ≤ m
Ti = (1⊗ u∗)
∑
0≤k≤nj−1
(
ak,i ⊗ Ek + ak−nj ,i ⊗Ek−nj
)
(1⊗ qj)
−

 ∑
0≤k≤nj−1
(
bk,i ⊗ Ek + bk−nj ,i ⊗Ek−nj
) (1⊗ qj)(1⊗ u∗)
=
∑
0≤k≤nj−1
(
ak,i ⊗Ek−1 + ak−nj ,i ⊗ Ek−1−nj
)
(1⊗ u∗)(1⊗ qj) (By (4.32))
−

 ∑
0≤k≤nj−1
(
bk,i ⊗ Ek + bk−nj ,i ⊗Ek−nj
) (1⊗ qju∗)
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=
∑
0≤k≤nj−1
(
ak,i ⊗Ek−1 + ak−nj ,i ⊗ Ek−1−nj
)
((1⊗ qju∗)− 1⊗ (qju∗ − u∗qj))
−

 ∑
0≤k≤nj−1
(
bk,i ⊗Ek + bk−nj ,i ⊗Ek−nj
) (1⊗ qju∗)
= −

 ∑
0≤k≤nj−1
(
ak,i ⊗Ek−1 + ak−nj ,i ⊗Ek−1−nj
) (1⊗ (qju∗ − u∗qj))
+

 ∑
−nj≤k≤nj−2
(ak+1,i − bk,i)⊗ Ek

 (1⊗ qju∗)
+
(
a−nj ,i ⊗E−nj−1 − bnj−1,i ⊗Enj−1
)
(1⊗ qju∗)
By (4.11), (4.14) and (4.33), we have that
‖Ti‖ ≤ ǫ
2
. (4.34)
Moreover,
U∗Ai = (p⊗ qju∗qj)(
∑
0≤k≤nk−1
pak,jp⊗ qk,j)
= (p⊗ qj)(1⊗ u∗)
( ∑
0≤k≤nk−1
(ak,i ⊗ qk,j)−
∑
0≤k≤nk−1
(
ak,i ⊗ Ek + ak−nj ,i ⊗ Ek−nj
)
+
∑
0≤k≤nk−1
(
ak,i ⊗Ek + ak−nj ,i ⊗ Ek−nj
))
(p⊗ qj)
And
BiU
∗ = (
∑
0≤k≤nk−1
pbk,jp⊗ qk,j)(p⊗ qju∗qj)
= (p⊗ qj)
( ∑
0≤k≤nk−1
(bk,i ⊗ qk,j)−
∑
0≤k≤nk−1
(
bk,i ⊗ Ek + bk−nj ⊗ Ek−nj
)
+
∑
0≤k≤nk−1
(
bk,i ⊗ Ek + bk−nj ⊗ Ek−nj
))
(1⊗ qj)(1× u∗)(p⊗ qj)
By (4.30), (4.31), (4.34), we have
‖U∗Ai −BiU∗‖ ≤ ǫ. (4.35)
Let k = rank(p ⊗ qj). Then B((p ⊗ qj)(H ⊗ l2(Z))) ≃ Mk(C). By (4.35), (4.29), (4.28) and
(4.26), we have completed the proof of the lemma. 
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Recall x1, . . . , xm is a family of generators of a unital MF algebra A; α is an action of Z on A;
u = λ(1) in C∗r (Z) is the bilateral shift; and yi = α(−1)xi for i = 1, . . . , m. From now on, we let
{Hr}∞r=1 (respectively, {Gr}∞r=1) be the collection of all polynomials in C〈X1, . . . , Xn, Y1, . . . , Ym〉
(or C〈Z〉 respectively) with rational coefficients.
Lemma 4.2. For any r0 ∈ N and P1, . . . , Pr0 in C〈X1, . . . , Xn, Z〉, there is some r1 > 0 such
that the following is true: for any k ∈ N and any
A1, . . . , Am, B1, . . . , Bm, U ∈Mk(C)
satisfying (i)
‖U∗Ai −BiU∗‖Mk(C) ≤
1
r1
, 1 ≤ i ≤ m;
and (ii) ∣∣‖Gi(U)‖Mk(C) − ‖Gi(u)‖C∗r (Z)∣∣ ≤ 1r1 , 1 ≤ i ≤ r1;
and (iii)∣∣‖Hi(A1, . . . , Am, B1, . . . , Bm)‖Mk(C) − ‖Hi(x1, . . . , xm, y1, . . . , ym)‖A∣∣ ≤ 1r1 , 1 ≤ i ≤ r1,
we have
‖Pj(A1, . . . , Am, U)‖Mk(C) − ‖Pj(x1, . . . , xm, u)‖A⋊αZ ≤
1
r0
, 1 ≤ j ≤ r0.
Proof. Assume the result of the lemma is not true. Thus there are some r0 > 0, a sequence
of positive integers {kl}∞l=1, and matrices
A
(l)
1 , . . . , A
(l)
m , B
(l)
1 , . . . , B
(l)
m , U
(l) ∈Mkl(C)
satisfying
(a)
‖(U (l))∗A(l)i − B(l)i (U (l))∗‖Mkl(C) ≤
1
l
, 1 ≤ i ≤ m;
(b) ∣∣∣‖Gi(U (l))‖Mkl(C) − ‖Gi(u)‖C∗r (Z)
∣∣∣ ≤ 1
l
, 1 ≤ i ≤ l;
(c)∣∣∣‖Hi(A(l)1 , . . . , A(l)m , B(l)1 , . . . , B(l)m )‖Mkl(C) − ‖Hi(x1, . . . , xm, y1, . . . , ym)‖A
∣∣∣ ≤ 1
l
, 1 ≤ i ≤ l.
(d) but
max
1≤j≤r0
{‖Pj(A1, . . . , Am, U)‖Mkl(C) − ‖Pj(x1, . . . , xm, u)‖A⋊αZ} >
1
r0
.
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Consider the unital C∗-algebra
∏
lMkl(C)/
∑
lMkl(C). Let
ai = [〈A(l)i 〉∞l=1], bi = [〈B(l)i 〉∞l=1], w = [〈U (l)〉∞l=1], 1 ≤ i ≤ m
be the elements in
∏
lMkl(C)/
∑
lMkl(C) and C∗(a1, . . . , am, b1, . . . , bm, w) be the C∗-algebra
generated by a1, . . . , am, b1, . . . , bm, w in
∏
lMkl(C)/
∑
lMkl(C). By (b) and (c), there exist
embedding
ρ1 : A → C∗(a1, . . . , am, b1, . . . , bm, w) and ρ2 : C∗r (Z)→ C∗(a1, . . . , am, b1, . . . , bm, w)
such that
ρ1(xi) = ai, ρ1(yi) = bi, ρ2(u) = w.
By (a), we know that
w∗aiw = bi.
Note that A⋊α Z is also the full crossed product of A by Z. From the universal property of the
full crossed product, it follows that there is a ∗-homomorphism
ρ : A⋊α Z→ C∗(a1, . . . , am, b1, . . . , bm, w)
such that
ρ(xi) = ai, ρ(yi) = bi, ρ(u) = w.
It follows that for all 1 ≤ j ≤ r0
‖Pj(x1, . . . , xm, u)‖A⋊αZ ≥ ‖Pj(a1, . . . , am, w)‖QlMkl (C)/PlMkl(C)
= lim sup
l
‖Pj(A1, . . . , Am, U)‖Mkl(C).
This contradicts with the assumption (d). Thus the proof of the lemma is completed. 
Combining Lemma 4.1 and Lemma 4.2, we have the following conclusion.
Theorem 4.2. Suppose that A is a finitely generated unital MF algebra and α is a homo-
morphism from Z into Aut(A) such that there is a sequence of integers 0 ≤ n1 < n2 < · · ·
satisfying
lim
j→∞
‖α(nj)a− a‖ = 0
for any a ∈ A. Then A⋊α Z is an MF algebra.
Proof. Assume that A is generated by a family of self-adjoint elements x1, . . . , xm and u
is the canonical generator of Cr(Z). Without loss of generality, we assume that x1, . . . , xm, u
generate A⋊α Z. Let yi = α(−1)xi for i = 1, . . . , m. Let r0 be a positive integer.
Assume that ǫ < 1/r0 is a positive number. Assume that s, t, N1, . . . , Nr0 are positive
integers and {Gi}si=1 ⊆ C〈Z〉, {Hi}ti=1 ⊆ C〈X1, . . . , Xm, Y1, . . . , Ym〉 and {{P (i)j }Nij=−Ni}r0i=1 ⊆
C〈X1, . . . , Xm〉.
For 1 ≤ i ≤ r0, we let
Pi(X1, . . . , Xm, Z) =
0∑
j=−N1
P
(i)
j (X1, . . . , Xm)(Z
∗)−j +
N1∑
i=1
P
(i)
j (X1, . . . , Xm)Z
j
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By Lemma 4.1, there are a positive integer k and k × k matrices
A1, . . . , Am, B1, . . . , Bm, U ∈Mk(C)
such that (i)
‖U∗Ai − BiU∗‖ ≤ ǫ ≤ 1/r0, 1 ≤ i ≤ m; (4.36)
(ii) ∣∣‖Gi(U)‖ − ‖Gi(u)‖C∗r (Z)∣∣ ≤ ǫ, 1 ≤ i ≤ s;
(iii)
|‖Hi(A1, . . . , Am, B1, . . . , Bm)‖ − ‖Hi(x1, . . . , xm, y1, . . . , ym)‖A| ≤ ǫ, 1 ≤ i ≤ t;
(iv) ∀ 1 ≤ i ≤ r0
‖Pi(x1, . . . , xm, u)‖A⋊αZ − ǫ ≤ ‖Pi(A1, . . . , Am, U)‖.
By Lemma 4.2, we know when ǫ is small enough and s, t are large enough,
‖Pi(A1, . . . , Am, U)‖ ≤ ‖Pi(x1, . . . , xm, u)‖A⋊αZ + 1/r0, ∀ 1 ≤ i ≤ r0.
Combining with (iv), we have
|‖Pi(A1, . . . , Am, U)‖ − ‖Pi(x1, . . . , xm, u)‖A⋊αZ| ≤ 1/r0, ∀ 1 ≤ i ≤ r0. (4.37)
By (4.36), (4.37) and Lemma 2.3, we know that A⋊α Z is an MF algebra 
The following corollary follows directly from the preceding theorem.
Corollary 4.5. Let C∗r (F2) be the reduced C
∗-algebra of the free group F2. Let u1, u2 be the
canonical unitary generators of C∗r (F2) and 0 < θ < 1 be a positive number. Let α be a homo-
morphism from Z into Aut(C∗r (F2)) induced by the following mapping: ∀ n ∈ Z,
α(n)(u1) = e
2nπθ·iu1 and α(n)(u2) = e
2nπθ·iu2.
Then C∗r (F2)⋊α Z is an MF algebra and Ext(C
∗
r (F2)⋊α Z) is not a group.
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