In this paper, a segmentation method based on pixel classification and evolution strategies is proposed. Before segmentation, the number of classes is determined by the principle of maximum entropy. The proposed approach is validated on some synthetic and real images and, it shows to be very interesting as decision support in quality control.
INTRODUCTION
The segmentation is an essential stage in image processing. There are many consistent methods available today for image segmentation, among these, there is the segmentation based on pixels classification as a function of their grey level values [1] [2] [3] [4] . Every pixel in the image holds an inherent relationship with the pixels in its surrounding. The information at a particular pixel may be in relation with the information over the whole or part of the image. The mean or median value of the gray level of the pixel is selected.
The process of segmentation by pixel classification consists of three stages: [1] [2] [3] [4] .
 Acquisition of data for each pixel in order to form the attribute vector  Estimation of the number of classes with the principle of maximum entropy.
 Pixel classification based on the acquired information


Acquisition stage
For each pixel, two values are calculated, the mean value of the grey levels (MGL), and the difference between the MGL and the maximum value of the grey levels surrounding the particular pixel (DMGL). For this purpose, a square window centred at the particular pixel is used.

Estimate the number of classes
The principle of maximum entropy is used.

Classification stage
Kmeans and evolutionary Kmeans are used for this classification purpose. The two algorithms use the information provided by the parameters MGL and DMGL, associated with each individual pixel in order to classify the pixel with respect to centers that evolve at each iteration In Section 2 image segmentation with Kmeans algorithm is presented. Section 3 gives an introduction to evolution strategies approach and the proposed evolutionary Kmeans algorithm along with the image evolutionary segmentation. The estimation of the number of classes with the principle of maximum entropy is presented in section 4. In section 5, a validation of our approach is given; experimental results are obtained over some synthetic and real images. Finally, a conclusion is given. 
KMEANS CLASSIFICATION
Descriptive elements
V is the attribute vector, R i is the observation associated with O i or the realization of the attribute vector V for this object, R N is the observations space [1] and mat_obs is the observation matrix associated with V. The i th line of mat_obs is the observation R i . R i belongs to a class CL s , s=1, …, C.
Kmeans algorithm
The Kmeans algorithm is one of the most common algorithms used for the classification, maxobs observations (R i ) 1iM which must be associated with C classes (CL s ) 1sC of centers (g s ) 1sC are given. The centers (g s ) 1sC are line vectors of N dimension. The Kmeans is based on the minimization of the optimization criterion given by: [5] 
where . is a distance which is generally supposed to be Euclidean.
The KM algorithm supposes that the number of classes C is known a priori.
Kmeans segmentation
The objects that are processed by the KM algorithm are the pixels of the input image. The observation matrix in this case is formed by two columns which represent the attributes associated with each pixel of the image: the columns are associated with the MGL and the DMGL. The size of the square window used must have an odd length (3 * 3, 5 * 5 ...) [1] [2] [4] .
In this process each pixel is attributed to a specific class. The resulting image is segmented into C different regions where each region corresponds to a class.
EVOLUTION STRATEGIES
Evolutionary strategies (ES) are particular methods for optimizing functions. These techniques are based on the evolution of a population of solutions which under the action of some precise rules optimize a given behaviour, which initially has been formulated by a given specified function called fitness function [7] 
EVOLUTIONARY KMEANS
Proposed coding
The KM algorithm consists of selecting among all of the possible partitions the optimal partition by minimizing a criterion. This yields the optimal centers (g s ) 1sC . Thus, the real coding following is suggested:
The chr chromosome is a real line vector of dimension CN. The genes (g sj ) 1jN are the components of the g s center:
To avoid that the initial solutions be far away from the optimal solution, each chromosome chr of the initial population should satisfy the condition:
In the EKM algorithm, any chromosome with a gene that does not satisfy this constraint is eliminated.. This gene, if any, is replaced by another one which complies with the constraint [8] .
The proposed fitness function
Let chr be a chromosome of the population formed by the centers (g s ) 1sC , for computing the fitness function value associated with chr, fitness function F which expresses the behavior to optimize (criterion J) is defined.:
The chromosome chr is optimal if F is minimal.
The proposed mutation operator
The performances of an algorithm based on evolutionary strategies are evaluated according to the mutation operator used [6] . One of the mutation operator form proposed in the literature [10] [11] is given by:
where chr* is the new chromosome obtained by a Gaussian perturbation of the old chromosome chr. N(0,1) is a Gaussian disturbance of mean value 0 and standard deviation value 1,  is the strategic parameter.  is high when the fitness value of chr is high. When the fitness value of chr is low,  must take very low values in order to be not far away from the global optimum. Of this approach, a new shape of the operator of the mutation is proposed. The fact to propose a new operator of the mutation is motivated by the interest to reach the global solution in a small computational time.
Let chr be a chromosome of the population formed by the centers (g s ) 1sC . Let The mutation operator proposed in this work consists in generating, from the chr, the new chromosome chr* formed by the centers (g* s ) 1sC , as:
where f m is a multiplicative constant factor taken to be randomly chosen between 0.5 and 1. The new strategic parameter proposed ' = f m  ( g°s -g s ) is low when g s gets closer to g°s and is high when g s is far from g°s. The proposed ' has two advantages:
-When chr is far from the global solution, chr is subjected to a strong Gaussian perturbation allowing chr to move more quickly in the research space and in the same time to avoid local solutions.
-' controls the Gaussian perturbation level. Indeed, as the chromosome chr gets closer to the global solution, the Gaussian perturbation level is reduced until becoming null at convergence.
Generating children from parent chromosomes the technique of selection by ordering is adopted. The elitist technique is also used [11] . Figure 2 shows the different steps of the proposed EKM algorithm. [ 
The proposed EKM algorithm
EKmeans Segmentation
The procedure to be carried out here is exactly the same at that taken in (2.3) for the Kmeans segmentation. The difference is in the classification algorithm which now is evolutionary.
DETERMINATION OF THE OPTIMAL NUMBER OFCLASSES
Principle of maximum entropy
Choosing the right number of classes C, in many partition problems, is a difficult task. Several criteria for choosing the optimal number of classes, based on different approaches, have been proposed in the literature [14] . In this paper the principle of maximum entropy is retained such as: An entropy measure of information provided by all classes is defined by: [14] (10) where : (11) i.e: (12) with : (13) S j is the entropy corresponding to class j. The optimal number of classes for which the C opt is the entropy S is maximum [14] . Coefficients P ij (probabilities are the links between points i and their class C j center g j ) are given by: (14) Finally, our criterion is defined as entropy:
Where S j is defined by equation (13) that uses P ij defined in equation (14) . The optimal number of classes will C opt one for which the maximum value is M ENP [14] [15] [16] . M ENP algorithm is executed for several values of C, C[C min , C max ] (2C min et C max <<M). For each value of C, this algorithm gives the convergence f MENP (C). The optimal number of classes is C opt whose value f MENP (C) is maximum.
EXPERIMENTAL RESULTS AND EVALUATIONS
Introduction
In order to evaluate the performances of the proposed method, three grey level images are considered, a synthesised image, and two real images [1] . The segmentation is carried out by KM and EKM algorithms after that C opt has been obtained by maximum entropy principle.
Synthetic image
A synthetic image is constructed that is named SYNTH1 of size 143 * 122 (figure 3). Table 1 shows the classes of SYNTH1 along with the grey level values and the number of pixels in each class. For this test the attributes (MGL, DMGL) are considered in a 3 * 3 window. With the maximum entropy function, the values shown in table2 and figure 4 are gotten: The maximum is achieved for C=3, so C op =3. One notices that the number of classes gotten by the algorithm of the entropy maximum coincides precisely with the real number of the classes. Figure 5 shows the results of segmentation by KM and EKM algorithms (three successive trials). 
Figure 3: Synthesised image SYNTH1
SYNTH1 image segmentation with C=3
Table 3: results of segmentation for Synth1 image
The results show that the EKM clearly detects the all objects of the image, background, big oval part, small oval part and lines. The KM was not able to detect the small oval part and lines.
The two algorithms were run several times and the EKM obtains each time the same result while the KM obtains different results. We can conclude that the EKM is the most stable; it outperforms the KM and obtains good results.
Blister pads image
In this phase of testing, an image of blister pads of size 79 * 81 which contains 10 stamps of longitudinal shape is taken, figure 7 . The objective is to check whether there is any tablet in the pad lacking or damaged. The window that is considered is of size 3 * 3. The maximum is achieved for C=4, so C op =4. 
Pad image segmentation with C=4
The segmentation results in this case are shown in figure 9 for three different running of the KM and EKM algorithms. The result show that EKM clearly detects the damage accruing on one of the tablets for the three running while the KM fails to detect the defect for each. Figure 10 : Fitness value with respect to the generation. Figure 10 shows the convergence of EKM algorithm, convergence is achieved very quickly, in three iterations, 
Small disc image
In this phase of testing, an image of small disk of size 49 * 270 ( figure 11 ) is taken. The objective is to detect the crack on the small disk. The window that is considered is of size 3 * 3.
Figure11: The original image
With the maximum entropy function the values shown in table 6 and figure 12 are gotten: The maximum is achieved for C=5, so C op =5. 
Small disk image segmentation with C=5
The segmentation results in this case are shown in figure 13 for three different running of the KM and EKM algorithms. The result show that EKM clearly detects the crack on the disk for the three running while the KM fails to detect the defect. 
CONCLUSION
Kmeans image segmentation shows some stability difficulties due to the initialisation problem. The evolutionary Kmeans image segmentation is proposed in order to get around this difficulty. The proposed approach has been validated on synthetic and real images.
The experimental results obtained show the rapid convergence and the good performance of this approach. The instability problem has been eliminated.
The principle of maximum entropy is used to correctly estimate the optimal number of classes.
This approach may be used for problems of decision support in quality control. 
