In many microarray studies, a cluster defined on one dataset is sought in an independent dataset. If the cluster is found in the new dataset, the cluster is said to be reproducible and may be biologically significant. Classifying a new datum to a previously defined cluster can be seen as predicting which of the previously defined clusters is most similar to the new datum. If the new data classified to a cluster are similar, molecularly or clinically, to the data already present in the cluster, then the cluster is reproducible and the corresponding prediction accuracy is high.
INTRODUCTION
3 quality measure (e.g., a measure of isolation or a measure of cohesion) and determine how likely given values of that measure are to occur under a null model of no structure. Either graph theory or Monte Carlo simulations can be used to find the null distribution of the cluster quality values.
Interest in cluster validation has been re-ignited by the need for gauging the significance of gene and array clusters in microarray studies. The majority of the literature has centered on determining which clustering procedure to use and on determining how many clusters are present in a microarray dataset (Datta & Datta, 2003; Chen et al., 2002; Kerr & Churchill, 2001; Yeung et al., 2001; Levine & Domany, 2001) .
Although many of these papers used a cluster quality measure based on withincluster and/or between-cluster variance, three papers Tibshirani et al., 2005) used prediction error to evaluate the quality of clusters. When the true classifications of the test dataset were known, as in , the estimate of prediction error was the proportion of correct classifications in the test dataset. When the true classifications are unknown, as in Tibshirani et al. (2005) , cluster quality can be estimated by how well training centroids predict test set co-memberships, i.e., pairs of observations classified to the same cluster. Instead of concentrating on a single measure of prediction accuracy, compared a variety of indices to measure the agreement between the training set partition and the test set partition.
Despite their differences, all three papers argued that the use of a measure of test set clusters defined by a classifier made from the training data is the most ap- . If C = {0, 1}, S m is as defined above, and Euclidean distance is used, then W C (2) = 1 and the in-group proportion is
In the subsequent sections, a more explicit description of the in-group proportion and four other cluster quality measures are presented, after which a cluster validation procedure is proposed. Four different versions of the cluster validation procedure are described. In all versions, the in-group proportions for all the clusters in a new dataset identified by centroids built on a previous dataset are computed and then compared to an appropriate null distribution to obtain p-values.
The null distributions of in-group proportions, however, are generated differently in each version of the cluster validation procedure. Finally, simulations and real datasets are used to compare the in-group proportion with four other cluster quality measures and to compare the four versions of the cluster validation procedure.
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Methods
Before describing the cluster quality measures and validation procedure, some basic definitions must be established. We let A be an m × n matrix of microarray data where m is the number of features (genes) and n is the number of samples (arrays). We assume that a subset of the samples of A have been partitioned into p groups (labeled 1, 2, ..., p) and C is the m × p matrix of the centroids. The uth column of C is made by averaging over the features (rows) of the samples in A classified to group u. If X is an m×q matrix of microarray data independent of A, then all of the samples (columns) of X can be classified to one of the p groups or to a below-cutoff group using C and a cutoff (c) classified to the the group whose centroid with which it most highly correlates. If the maximum correlation for a sample and any of the centroids is less than c the sample receives the class label 0. The below-cutoff group is composed of all the samples i of X for which Class X (i) = 0. A cluster quality measure is subsequently computed for each group to which at least one array of X is classified.
The in-group proportion
We propose a new cluster quality measure based on the idea of prediction accuracy. The in-group proportion (IGP , Figure 1 ) is defined to be the proportion of samples in a group whose nearest neighbors are also in the same group. In other words, the in-group proportion quantifies how often points near each other are predicted to belong to the same group. Define
for each columnn of X, and let u be the class label for all the samples whose
For the jth sample of X, j N is j's nearest neighbor and so IGP (u, X) is the proportion of samples in class u whose nearest neighbor is also in class u.
If a distance function is used instead of Pearson's (centered) correlation coefficient, then the above definitions still hold with min replacing max, argmin replacing argmax, ≤ replacing ≥, and > replacing <.
Other cluster quality measures
The in-group proportion is not the only measure of cluster quality. Chen et al. Figure 1: Using Euclidean distance, the in-group proportion for the circles is 0.8 and the in-group proportion for the triangles is 0.6. geneity score (HS), separation score (SS), silhouette width (SW), and weighted average discrepant pairs (WADP) for entire clusterings as opposed to individual clusters, we slightly modified the scores to apply to an individual cluster. First, the homogeneity score is defined to be the average correlation between a cluster's centroid and the members of the cluster. If Set u = {j | Class X (j) = u} and N u is the number of elements in Set u , then the homogeneity score for cluster u is:
The separation score for cluster u is the weighted average of the correlation between the uth cluster's centroid and every other centroid:
Next, we assume that j ∈ Set u and let a(j) be the average dissimilarity (or distance) between sample j and the other samples in Set u and b(j) be the average 9 dissimilarity (or distance) between sample j and the samples not in Set u . The silhouette width for cluster u is thus defined:
Since Pearson's (centered) correlation coefficient is a measure of similarity, 1− | Pearson's (centered) correlation | was used as the measure of dissimilarity to compute the silhouette widths and every time a measure of distance was required.
Therefore, for each member of a cluster u the discrepancy between the average value of 1− | Pearson's (centered) correlation | between that member and the other members of the cluster and the average 1− | Pearson's (centered) correlation | between the member and the members outside of the cluster is calculated and then divided by the maximum of those two quantities. The silhouette width for cluster u is the average of these quotients over all the members of cluster u.
Finally, the weighted average discrepant pairs (WADP) score measures the consistency of a classifier when the samples are subject to small perturbations.
We generate an m × q matrix of Gaussian random variables: R = [r i,j ] where
R is added to X and the samples of X are reclassified. For each cluster, we calculate the number of sample pairs that were in the same cluster in the original classification, but not in the same cluster after reclassification. That quantity is divided by the total number of sample pairs originally in the cluster. This process is repeated many times and the WADP score for cluster u is the average of these ratios taken over the perturbations of X. The value of σ 2 W ADP is specified by the user and has a large impact on the WADP score. If σ 2 W ADP is too small, the WADP score is always 0; if σ 2 W ADP is too large, the WADP score is close to 1. In this paper σ 2 W ADP was 10 always chosen to be large enough for the WADP scores to vary between groups.
Null distribution generation
To validate the groups found in X, the in-group proportions of those groups are compared to a null distribution of in-group proportions. Four different versions of the same procedure are used in this paper to generate null distributions of ingroup proportions. The basic null distribution generation procedure repeatedly generates an m × p centroid matrix (C * ), computes Class * X in the way described above with C * replacing C, and calculates the in-group proportions for the groups in Class * X . Each version of the null distribution generation procedure generates
Version 1 permutes each row of C to get C * . Version 2 permutes the rows of A, hierarchically clusters the columns (average linkage), automatically cuts the dendogram to make p groups, and averages over the rows of the arrays with the same group labels to get C * . Version 3 transforms C to get C * (transformation described below).
Version 4 transforms A (transformation described below), hierarchically clusters the columns (average linkage), automatically cuts the dendogram to make p groups, and averages over the rows of the arrays with the same group labels to get
The first two versions assume independence of the genes in the centroids or raw data. As many microarray studies have demonstrated, however, genes are not completely independent. Therefore, the third and fourth versions use the following transformation which preserves the dependence structure of the genes by permuting them within the box aligned with the principal components:
3. Permute the columns of W to obtain Z .
Let
The null distribution generation methods were designed to produce centroids that are placed randomly in the data. As a consequence, the groups defined by the centroids most likely are not high-quality clusters. Thus, the null distributions are composed of in-group proportions that come from groups of data that are not highquality clusters. Since a cluster of high-quality will have an in-group proportion close to one, the p-value of a group is the fraction of the null distribution ingroup proportions that are as close or closer to 1 than the group's actual in-group proportion. In other words, the null hypothesis is that a group is not a high-quality cluster and it is rejected if the actual in-group proportion of the group is high enough (i.e., close enough to 1).
A group of data with a significant p-value is a high-quality cluster. In addition, that group of data corresponds to a cluster in an independent dataset (the one in which the original centroids were formed). Therefore, a significant p-value means a high-quality cluster (as opposed to a group of data near each other) correspond-12 ing to the original cluster was found in an independent dataset. Hence, the cluster is reproducible and thus validated.
Since the in-group proportions depend on the size of the group, IGP (u, X) is compared only to the in-group proportions from the null distribution generation procedure that come from groups of the same size. When a cutoff is used, the below-cutoff group is compared to the in-group proportions of all the belowcutoff groups obtained from the null distribution procedure because the sizes of the generated below-cutoff groups so rarely match the size of the actual belowcutoff group.
Nothing about the null distribution generation procedure is specific to the ingroup proportion. Therefore, the overall cluster validation method and its four versions could be used with any of the cluster quality measures described in the Subsection 2.2. In light of the results presented in Subsection 3.1, however, we only compared the null distribution generation versions for the in-group proportion.
Simulations
Results from five simulations are presented: two (Simulation 1 and Simulation 2) were done to compare the five cluster quality measures described in the Subsection 2.2 and two (Simulation 3, Simulation 4, and Simulation 5) were done to compare the different versions of the null distribution generation procedure described in the Subsection 2.3. All the simulations used Pearson's (centered) correlation coeffi-13 cient and datasets of 300 observations. The details and results of the simulations are described in the following two subsections.
Comparison of cluster quality measures
The datasets for Simulation 1 and Simulation 2 were generated the same fashion.
First, a single vector of length five hundred was defined: P = (p 1 , p 2 , ..., p 500 ) such that p i iid ∼ N (0, 50). Then, the S u (u = 1, 2, 3, 4) were defined to be random samples of size 50 drawn without replacement from the set {1, 2, ..., 500}. Using P and the S u 's, a 500 × 4 matrix (Q), which can be thought of as the matrix of true centroids, was defined:
The y i,u were independent identically distributed N (0, σ 2 u ). To produce the data matrix of observations, the variable T j was defined to be a random sample of size one hundred drawn without replacement from the set {1, 2, ..., 500} for j = 1, 2, ..., 300. Thus, the data matrix (R) was defined:
( 3.2)
The z i,j,u were independent identically distributed
R is like a matrix of microarray data where the 500 rows are genes (features) and the 300 columns are arrays (samples). Each column of R was classified to one of four groups: columns 1 -50 were the first group, columns 51 -100 were the second group, columns 101 -200 were the third group, and columns 201-300 were the fourth group. The 500×4 matrix, Q, was found by averaging over the columns of R which were generated from the same column of Q:
where n 1 = n 2 = 1 2 , 51, 101, 201) and 50, 100, 200, 300) .
In Simulation 1, η 2 u = 100 for all u, but σ in Simulation 2, one hundred datasets (R) were generated in the manner described above. For each of the datasets, the in-group proportions, homogeneity scores, separation scores, silhouette widths, and WADP scores (σ W ADP = 10) were computed using two different classifications. One was the true classification: A cluster is said to be isolated if the members of the cluster are very different from the members of other clusters and a cluster is said to be cohesive if the members of the cluster are very similar to each other (Gordon, 1999) . In contrast, a measure of prediction accuracy needs to quantify how likely a point classified to are circles (solid line), diamonds (dashed line), triangles (dotted line), and squares (dashed and dotted line), respectively. one cluster is to have been classified to another cluster because prediction accuracy is the proportion of data whose predicted classifications are identical to the true classifications. If a cluster is both isolated and cohesive, its members are unlikely to be classified to another cluster. Therefore a measure of prediction accuracy will be sensitive to both isolation and cohesion.
In the context of the above simulations, this implies an appropriate cluster quality measure should consistently increase (or decrease) as σ 2 1 increased in Simulation 1 (causing the between-column correlation of Q to decrease) and as η 2 1 increased in Simulation 2 (causing the correlation between the columns of R and their associated columns of Q to decrease). In Figure 2 , the true classification curves of all the cluster quality measures consistently increased or decreased with σ 2 1 : the in-group proportion, homogeneity score, and silhouette width increased while the separation score and WADP score decreased. Although the homogeneity score's true classification curves increased, the scale of the increase over the range of σ 2 1 was so small (0.78 -0.79) that the homogeneity score was basically unchanged. In other words, as the groups become more isolated, the homogeneity score was constant. Therefore, the homogeneity score is not an appropriate measure of isolation.
In Figure 3 , all of the true classification curves for the in-group proportion, homogeneity score, and WADP score decreased with the increase in η 2 1 . In contrast, the true classification curves for the separation score were constant and two of the silhouette width true classification curves changed direction, first decreasing and then increasing. Therefore, the separation score and silhouette width are not appropriate measures of cohesion.
Based upon the true classification curves, only the in-group proportion and WADP score were appropriate cluster quality measures. The WADP score had two major drawbacks as a cluster quality measure, however. First, the estimated WADP scores differed greatly from the true WADP scores in Figure 2 for σ 2 1 < 10. Second, the WADP score required us to choose the value of σ 2 W ADP . The true in-group proportions were different from the estimated in-group proportions for σ 2 1 < 10, but the difference was not as great. In addition, the in-group proportion did not require values for parameters to be chosen before calculating the score.
Thus, these simulations demonstrate that the in-group proportion was a better cluster quality measure than the homogeneity score, separation score, silhouette width, and WADP score.
These simulations also show a cluster's in-group proportion depended upon the cluster's size, average correlation between members, and average correlation between each member and the centroids. In Figure 2 in-group proportion graph, the two groups of fifty observations traced out similar in-group proportion true classification curves (black and green) that differed from those of the two groups of one hundred observations (red and blue). In Figure 3 in-group proportion graph, however, all four groups traced out different in-group proportion true classification curves.
Finally, the in-group proportion of a cluster depended upon the composition of the entire population. When the third and fourth groups were removed from Simulation 1 and Simulation 2, the in-group proportions for the first and second were removed, columns 101-300 were removed from R, the true classifications for the first 50 columns of R were 1, and the true classifications for the second 50 columns of R were 2.) Therefore, the in-group proportion of a cluster that is not very isolated or cohesive will decrease in the presence of other clusters.
Comparison of null distribution generation versions
To apply the null distribution generation method proposed in Subsection 2.3, two independent datasets are required. The first is the one in which the clusters are initially identified and upon which the centroids are formed, and the second is the one whose columns are classified using those centroids. Hence, pairs of independent R matrices were made repeatedly for Simulations 3 -5 which compare the null distribution generations versions. In Simulation 3, both R matrices were made identically to the R matrix in Simulation 1. In Simulation 4, both R matrices were made identically to the R matrix in Simulation 2. In Simulation 5, both R matrices were made like the R matrix in Simulation 1 with one important difference. For u = 2, 4, not all Q[i, u] and Q[l, u] were independent. After the Q matrix was generated and before the R matrix was generated, the following In Simulation 3 -5, the true classifications of both R matrices were the same.
The true classifications were used to make R from one R only by averaging over the rows of columns with the same classifications. These centroids were then applied to the other R matrix that was not used to make the centroids.
Unlike Simulations 1 and 2, only twenty datasets were generated for each standard deviation value (either σ 2 1 or η 2 1 ). Although twenty times is not as many as one would like, it was large enough to see differences between each of the null distribution generation methods and complete the simulations within a realistic time frame.
In all three simulations, all four null distribution methods were applied and p-values were computed as described in Subsection 2.3. Each null distribution of in-group proportions was made by generating five hundred centroid matrices (C * Even though the relationship between the groups' in-group proportion curves is not the same as the relationship between the groups' p-value curves, higher ingroup proportions tend to correspond to lower p-values. Therefore, if the third and fourth groups were absent from Simulations 3 and 4, the p-values of the first group and second groups would probably be lower over the regions where the first and second groups are not very isolated or cohesive. When a group is not very isolated or cohesive, the presence of additional groups will lower the p-value of the group.
In these simulations, both R matrices were identically generated which means the number of columns of both R were the same (300 columns). In real situations, however, the sample sizes of two independent datasets are not always the same.
To determine the effect sample size had upon p-values a final simulation, whose results are not shown, was conducted. Pairs of R matrices were generated where In practice, breast cancer stages currently are based entirely upon clinical parameters. The invention of microarrays, however, created the possibility of identifying subtypes using gene expression profiles instead of tumor characteristics. Previous studies (Sørlie et al., 2003; Sørlie et al., 2001; Perou et al., 2000) have done just that. Sørlie et al. (2003) 
Application to breast cancer data
stanford.edu/MicroArray/). A link to them is provided on the webpage:
http://genome-www.stanford.edu/breast_cancer/.
Each of the five subtypes was characterized by a centroid made by averaging the gene expression values across all the samples belonging to a subtype. These centroids were then used to classify breast cancer microarrays from independent datasets: van't Veer et al. (van't Veer et al., 2002) (shared 461 of the 534 intrinsic genes) and West et al. (West et al., 2001 ) (shared 222 of the 534 intrinsic genes).
The Pearson's (centered) correlation coefficient was computed for each sample and each centroid. The sample was classified to the group whose centroid had the maximum correlation with the sample. In addition, a correlation cutoff of 0.1 was used, so samples which did not have a correlation of at least 0.1 with any of the centroids were not classified to any subtype (labeled below-cutoff ) ( 
Comparison of cluster quality measures
As in Sørlie et al. (2003) , the Norway/Stanford centroids were applied to the van't The WADP score was computed using 500 perturbation matrices whose entries are from a normal distribution (mean was 0 and standard deviation was 1)
For the in-group proportion, homogeneity score, and silhouette width, positive value is directly related to cluster quality. For the WADP score, clusters whose scores are closer to zero are of higher quality. For the separation score, clusters whose scores are closer to -1 are of higher quality. Using this information to rank the subtypes from highest quality to lowest quality, we saw that the silhouette width and WADP score ranked the West et al. groups in the same order. In every other case, however, the subtypes were ranked differently by each of the cluster quality measures. Nevertheless, in four of the five cases, the basal subtype had the best score. For the separation score, the Luminal A centroid is the most isolated, but the basal-like centroid is the second-most isolated. Therefore, while none of the measures was equivalent, the cohesive and isolated basal-like cluster stood out when using any of the five cluster quality measures, especially when the in-group proportion, homogeneity score, silhouette width or WADP score was used.
Comparison of null distribution generation versions
All four versions of the null distribution generation procedure were applied to the van't Veer et al. and West et al. datasets twice, first without a cutoff and then with a cutoff of 0.1. As in Section 2, the group of samples for which Class V (j) = 0 was called the below-cutoff group.
In other words, the Norway/Stanford microarray data was A and the five centroids made from the dataset comprised C. The minimum number of permutations used to generate the null distributions was 2,500; the maximum was 250,000. The number of permutations was chosen so that at least 100 permutations would be used to compose the null distributions Table 3 : Each entry is the number of samples classified to the row subtype and whose nearest neighbors were classified to the column subtype. The right-hand most column is the proportion of samples in the row subtype whose nearest neighbors were also classified to the same subtype.
In every case except for that in which the null distribution was generated by Table 4 : Each entry is the number of samples assigned to the row group and whose nearest neighbors were assigned to the column group. The right-hand most column is the proportion of samples in the row subtype whose nearest neighbors were also classified to the same subtype. sions that did not apply the transformation and just permuted. Third, the p-values obtained from a centroid version were very similar to the p-values obtained from the equivalent version using the raw data.
Discussion
Although the in-group proportion, homogeneity score, separation score, silhouette width, and WADP score all measure cluster quality, they are not equivalent. In 
permute raw data with 0.1 cutoff, (5) transform centroids without cutoff, (6) transform centroids with 0.1 cutoff, (7) transform raw data without cutoff, and (8) transform raw data with 0.1 cutoff. . The size of the null distribution is also given (n).
Simulation 1 (Figure 2 ) the average homogeneity score for the true classifications was unaffected by the change in correlation between the columns of Q. Therefore, the homogeneity score does not capture any information about the isolation of the centroids. On the other hand, the separation score only captured information about the correlation between centroids. In Simulation 2 ( Figure 3 ) the average separation score for the true classifications was unaffected by the change in correlation between members of a groups and their centroids. In addition, in Simulation 2, two of the silhouette width true classification curves increased while two of the silhouette width true classification curves decreased between 50 < η 2 1 < 250. Therefore, the homogeneity score, separation score, and silhouette width are poor choices for a cluster quality measure.
In both Simulation 1 and Simulation 2, the WADP score true classification curves differed greatly from the estimated classification curves for some values of . This in addition to the requirement that we choose a value for σ W ADP prevents the WADP score from being a good cluster quality measure.
Consequently, the in-group proportion is the best choice for a cluster quality measure. First, the true classification curves for all groups increased as σ 2 1 increased and η 2 1 decreased. Second, the true classification curves are close to the estimated classification curves. Third, the in-group proportion did not require us to choose a parameter value.
Nevertheless, when all five cluster quality measures were applied to the breast cancer datasets, the basal subtype was given the best score by four of the five measures (Table 2) . In both datasets, the basal subtype had the highest in-group proportion, homogeneity score, and silhouette width and had the lowest WADP score. The differences between these four scores appeared when a cluster was not very cohesive or isolated. Thus, if all the clusters in the datasets are of high quality, which of the four is used in the validation procedure may not matter.
Since the quality of the clusters may not be known beforehand, the in-group proportion was used to compare the four versions of the null distribution generation procedure. Simulations 3-5 (Figures 5 -7) showed when a null distribution generation version produced p-values, they were lower for more isolated or more cohesive clusters. In all three simulations, Version 2 did not yield any p-values and Version 1 tended to produce more conservative p-values than Versions 3 and 4. Also, the p-values from Version 3 and Version 4 were very similar. In addition, dependence between the rows of two of the columns of the centroid matrix (C) had the most impact when the clusters were not isolated (0 < σ 2 1 < 10). When the rows of C were not completely independent and the clusters were not isolated the average p-value for a cluster was lower than the average p-value for the same cluster when all the rows of C were independent, even for the columns of C that were generated identically in Simulation 3 and Simulations 5. The difference in the p-values between the Simulation 3 and Simulation 5 was most dramatic for the clusters of larger size.
Similar conclusions were seen when the null distribution generation versions were compared using real data. Not only were the p-values produced by Version 3 and Version 4 were very similar for the breast cancer data, so were the p-values produced by Version 1 and Version 2. In other words, a p-value from a raw data version was close to the p-value from the corresponding centroid version. Furthermore, as was seen when Version 1 and Version 3 p-values were compared in the simulations, a p-value from a version that did not use a transformation was more conservative than the p-value from the corresponding transformation version. Moreover, the p-values from the versions using a 0.1 cutoff were more conservative than the versions not using a cutoff (Figure 8 ). Most likely this is due to the in-group proportion of each group without a cutoff being as high or higher than the in-group proportion of the group with the 0.1 cutoff in all but one case (West et al. ERBB2 + ). Based upon these results, a cutoff should not be used because it may reduce the quality of a cluster when quality is measured by the in-group proportion.
Of the cluster quality measures considered, the in-group proportion was the best at quantifying how likely a point was to be assigned to a different cluster. Of the null distribution generation versions, Versions 3 and 4 most reliably generated p-values. Although the two versions generated very similar p-values, Version 3 is superior to Version 4. Version 3 takes less time to implement, does not use raw data which may be unavailable, and does not require the user to make a choice about which hierarchical clustering method to use.
Therefore, using the in-group proportion with the transform centroids version of the null distribution generation procedure without a cutoff (Version 3, c = 0, and α = 0.05), Section 4 shows that only the ERBB2 //cran.r-project.org) in the clusterRepro package.
As this breast cancer application demonstrates, the cluster validation method proposed here has the potential to be very useful. For a cluster found in datasets independent of the one in which it was defined, we believe this method (using the in-group proportion and null distribution generation Version 3 without a cutoff) reliability and efficiently gauges the significance of the cluster's reproducibility.
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ERBB2
+ was validated on the West et al. data set and only two or three samples were classified to this subtype so this result is somewhat suspect.
