" Computing a shortest collision-free path connecting points s and t that vis-I its a given set of obstacles in two dimensions is like the travelling salesman problem and is NP-hard. We consider a restricted version of the above problem called the s-t-monotone visit problem that asks for a monotone path connecting s and t that visits the maximum number of obstacles. We give an O(n ) time algorithm to solve this problem, where n is the size of the obstacle scene.
INTRODUCTION
Planning shortest collision-free paths connecting a start point s and a target point t amidst a collection of obstacles has attracted the interest of many researchers recently [SHS87, SY87, Mi86] . This problem is known as the Find Path Problem ( or FPP) in the literature [SS86] . Polynomial time algorithms for the two dimensional version of this problem have been reported [SS86, Mi86] . The problem is shown to be NP-hard in general in three dimension [CR87J. Several variations and generalizations of FPP have been proposed and investigated (particularly in the two dimensions). One variation of FPP is the watchman route problem introduced in [CN88a] .
The watchman route problem asks for a shortest route that starts from a point s back to itself such that each point on the free space is visible to some point along the route. Finding a watchman route amidst a collection of polygonal obstacles in two dimensions is NP-hard [CN88a] . An O(n 4 loglogn) time algorithm for computing a watchman route inside a simple polygon is given in [CN88b] . If the polygon is restricted to be simple orthogonal then the watchman route problem can be solved in O(nloglogn) time [CN88a] . A generalization of the watchman route problem is the robber route problem. The robber route problem asks for a shortest route from s back to itself such that each point in the given set of goal points Q is visible to some point along the route while the route itself is iiot visible to any of the given set of threat points T. This problem also can be solved in O(n 4 loglogn) time for simple polygons [Nt90].
A problem closely related to the robber route problem is the Shortest Visit Problem (or SVP). The SVP problem asks for a shortest collisionfree path connecting s and t that ,isits a specified set of objects (obstacles).
This problem is similar to the famous traveling salesman problem and can be shown to be NP-hard easily. Some restricted versions of FPP have been In section II, we formally introduce the s-t-monotone visit problem and develop an 0(n 2 ) time algorithm for computing a monotone path connecting given points s and t that visits a given set of obstacles. We conclude in section III by discussing several extensions of the problem.
II. VISITING OBSTACLES BY A MONOTONE PATH Consider a collection of polygonal obstacles and points s and t in two dimensions. A path P connecting s and t is called a s-t-monotone path
if it is monotone along the direction s-t. Without the loss of generality we assume that the x-coordinate of s is less than the x-coordinate of t. We are Q.E.D.
Construction of the Directed Acyclic Graph (or DAG):
In order to facilitate the search for a s-t-monotone path that visits the maximum number of obstacles we construct a DAG from AVAG as follows. We Computation of the Longest path: We can find the longest path (i.e., the path with the maximum number of segments or edges) connecting s and t in the DAG by using the longest path algorithm which is similar to topological sort (AHU741. The time complexity for computing longest path between two nodes in a planar DAG is O(n). However, the longest path between s and t may not correspond to the s-t-monotone path that visits the maximum number of obstacles. The reason is that the path may visit the same obstacle more than once. We can fix this problem by developing a modified longest path algorithm (MLPA) as follows. MPLA starts from s and proceeds to compute the longest path for new nodes one by one.
The length of the longest path to a newly visited node m is incremented only when the obstacle corresponding to m was not visited by the path before.
This rule makes sure that an obstacle is counted only once even though the path visits the same obstacle more than once. A precise description of the 0o algorithm is given in Figure 6 .
The time complexity of the modified longest path algorithm can be readily Theorem 1: The s-t-monotone visit problem can be solved in 0(n 2 ) time.
III. CONCLUDING REMARKS
We presented an 0(n 2 ) time algorithm for computing a s-t-monotone path that visits the maximum number of obstacles. It would be interesting to investigate a faster algorithm. The s-t-monotone path computed by
AlgorithmA is not the shortest such path. One may make it shorter by stretching it tight ( by pulling it apart at s and t) without loosing its contact with the obstacles that were visited by the path before. We call this problem the path stretching problem. We conjecture that this problem can be handled by appropriately converting it to an instance of the zoo-keeper problem [CN87] and we are currently working on it.
We computed the s-t-monotone visit path when s and t are fixed. It would be interesting to compute it when s and t lie anywhere outside the convex hull of the obstacle scene. 
