The next evolutionary step in enhancing video communication fidelity is taken by adding scene depth. 3D video using integral imaging (II) is widely considered as the technique able to take this step. However, an increase in spatial resolution of several orders of magnitude from todays 2D video is required to provide a sufficient depth fidelity, which includes motion parallax. In this paper we propose a pre-processing and compression scheme that aims to enhance the compression efficiency of integral images. We first transform a still integral image into a pseudo video sequence consisting of sub-images, which is then compressed using an H.264 video encoder. The improvement in compression efficiency of using this scheme is evaluated and presented. An average PSNR increase of 5.7 dB or more, compared to JPEG 2000, is observed on a set of reference images.
INTRODUCTION
Three-dimensional (3D) video has for decades been pursued as the future of video communication. Integral imaging (II) is an autostereoscopic 3D technique that places no requirements of special glasses on the viewer at the expense of a large increase in spatial resolution. However, this increase give rise to a large amount of redundancy, which opens up for potentially efficient compression.
Other techniques for providing the sensation of perceived depth have also been presented [1] . Recent years progress in the field of liquid crystal display (LCD) research has transformed II into a promising implementation path for 3D video. A few II-based prototypes have also been presented [2, 3, 4] .
Conceptually, an II-camera differs from a two-dimensional camera in that the smallest display unit is not a single RGB-pixel but a lens coupled with a set of RGB-pixels; thereby increasing the spatial resolution requirement. Together the lenses act as an optical multiplexer, implicitly storing scene depth by redirecting light from different view angles to different pixel subsets. The pixels covered by any given lens captures a low resolution projection of the scene, a so-called elementary image (El) . Combined the Els form the complete II-frame. An II-display inverse this process by a similar lensand pixel array set-up: different views are demultiplexed and distributed into different directions of the viewing space, as illustrated in Fig. 1 . Given that two different views are seen by the left and right eye respectively binocular parallax is achieved, which is required for perceiving scene depth. To achieve a closer approximation to viewing a real 3D scene a larger number of pixels per lens than two is required. This allows the user to see different parts of the captured scene when changing viewing position relative to the display, socalled motion parallax. For a system providing only binocular parallax, the increase in the number of pixels compared to 2D is only twofold. However, Forman et al. [5] have shown that in order for the II's inherently discrete views to be perceived as continuous motion parallax, an increase of more than ten times in both the vertical and horizontal direction is required. Keeping the number of pixels per II-frame constant, a trade-off between depth and spatial resolution can be made.
The increased data requirement of II have been addressed using different approaches in previous works. Forman [6] focused on compressing horizontal parallax only (HPO) II-frames by quantizing and entropy coding the coefficients from a 3D-DCT. Yeom et al. [7] , on the other hand, pre-processed II-frames with a low number of high resolution El by extracting all Els according to a pre-defined order. These were stacked together, forming a motion picture, and encoded using an MPEG-2 video encoder.
In this paper we propose a new scheme that is adapted to full parallax II-frames with a large number of low resolutions Els. The scheme transforms an II-frame into a set of sub-images that when fed to an H.264 (also known as MPEG-4 AVC) video encoder results in a significantly increased compression efficiency compared to other schemes. The structure of the II-frame is described in Section 2. In Section 3 the proposed scheme is then presented. This is followed by the experimental setup used to evaluate the scheme, i.e. chosen II-frame structure, used reference II-frames, selected coding parameters etc., in Section 4. The resulting coding efficiency is presented and concluding remarks are given in in Section 5 and Section 6 respectively.
II-FRAME STRUCTURE
An II-frame with a resolution of M x N pixels is defined as II (m, n),
1-4244-0481-9/06/$20.00 C2006 IEEE [6] . Full parallax II-systems on the other hand can use both circular Els positioned in a hexagonal pattern as well as rectangular Els positioned in a rectangular pattern [2, 8] .
In this paper, we use rectangular Els positioned in a rectangular pattern, i.e. an El at row k and column I is defined as EIk,1 (u, v) = II(k U + u, I V + v), (2) where u = 0,1, ..., U land v = 0,1, ..., V -1 are the horizontal and vertical pixel positions within the El. Thus, each of the K x L Els has a resolution of U x V pixels.
Within the field of depth extraction, II-techniques have been used because they allow for using one single camera instead of several, thereby removing the multiple camera calibration stage [9, 10] . To enhance the depth estimation, the concept of sub-images was introduced, which extracts and combines II-frame pixels sharing the same relative horizontal offset to the El centers. Extending this concept to also include relative vertical offset is straightforward and is in this paper referred to as a complete sub-image (SI) defined as SItlu,(k, 1) = II(k U + u, I V + v), (3) where k = 0,1 K ... Fig. 1 , pixels that are intersected by parallel lines of the same line-style belong to the same SI. In Fig.  2 , a specific SI is illustrated using a specific gray level. Figure 3 presents an example of 11-structure content, corresponding to the scene Twins shown in Fig. 4 (a) . The full 11-frame is shown in Fig. 3 (a) whereas Fig. 3 (b) presents one of the Els, containing a low resolution perspective projection of the scene. Figure 3 depicts an SI that, contrary to an El, contains a high resolution orthographic projection of the scene. I.e. in an SI, an increased object depth does not result in an increased size of the object's projection.
3. PROPOSED SCHEME Utilizing video coding tools was shown to be efficient when applied to a small set of high resolution Els [7] . However, for II-techniques that use a large set of low resolution Els this is not suitable because each compressed image requires meta data to enable a proper decode. For low resolution images this overhead becomes a substantial part of the bit rate, thus penalizing image quality.
In our proposed scheme we apply a pre-processing operation that transforms the II-frame into an SI-based pseudo video sequence (PVS), i.e. the set of SIs is used to create a sequence that is a function of space and angle, not of time. Compared to using an El-based PVS, an improved coding efficiency is achieved since the meta data portion for higher resolution SIs are proportionally lower. Compared to still image coding, a larger part of the II-frame's inherent redundancy between views is exposed. To reduce this redundancy we apply an H.264 video encoder to the PVS, thereby addressing the spatial redundancy of the II-frame using tools aimed at reducing both spatial as well as temporal redundancy. I.e. when applied on a SI-based PVS, the motion compensation stage of H.264 performs in fact a disparity compensation. Due to the orthographic property of the SI, II-frames stemming from scene with long depth transforms into large disparity between consecutive PVS-images.
EXPERIMENTAL SETUP
To evaluate the proposed scheme, four reference scenes were defined with different degrees of detail, depth and fill factor. Twins -high detail, long depth and low fill factor; Apples -low detail, long depth and low fill factor; Car -low detail, short depth and high fill factor; Cuboid -high detail, long depth and high fill factor. From these scenes, four II-frames were synthesized using 24 bits per pixel [ 1] . Perspective projections of these scenes are shown in Fig. 4 .
Three other schemes were used as a basis of comparison: an El-based PVS coded using H.264 and the II-frame (without preprocessing) coded using JPEG and JPEG 2000 [13, 14] . A pinhole lens approximation was used to model the II-camera. Normally distributed noise N( = 0, o( = 1) was added to the red, green and blue component of each 24 bit pixel to emulate thermal noise in the capturing pixel array.
The PVSs was compressed using an H.264-encoder with only one reference I-frame followed by predicted P-frames [12] . The rest of the coding parameters were kept at default values. To achieve a specific compression ratio for the full II-frame, a pseudo bit rate R in bitsls was defined for the PVS encoding as R = M' N' bpp fps, (4) where M' N' is the number of pixels in each PVS-image, fps the PVS pseudo frame rate and bpp the desired bits per pixel of the IIframe. For the SI-based PVS, M' N' = K L.
To evaluate the quality loss introduced by compression, the full color Peak Signal to Noise Ratio (PSNR), in dB, was used: PSNR(II, II) = 20 log0i ( 25)5 where Figure 5 shows the PSNR of the proposed SI-based PVS scheme, together with the reference schemes. The proposed SI-based PVS scheme performs better over the greater part of the tested range of bit rates. For example, when comparing with JPEG 2000 over bit rates [0.1,1.5] bpp, an average PSNR increase of 7.8 dB, 13.7 dB, 11.9 dB and 5.7 dB can be observed for the four reference II-frames in Fig. 5 (a)-(d) , respectively.
For complex scenes with high detail, depth and fill factor, the introduced disparity between neighboring PVS-images is high. This strains the motion compensation such that even if the H.264 quantization parameter is set to its maximum value (QP = 51), there still remains significant DCT-coefficients in the residual images. In Fig. 5 (b) -(d) this appears as incomplete curves for the SI-based PVS scheme, where a lower bit rate is impossible to achieve unless a nonstandard quantization parameter (QP > 51) is used.
Contrary to the SI-based PVS, the incomplete curves of El-based PVS and JPEG coded II-frames are not a result of scene properties but a consequence of the minimum bit rate possible for the two schemes. The two vertical lines in Fig. 5 shows the bit rate achieved when coding a completely black II-frame, which is approximately the bit rate required for the meta data alone. I.e. a lower bit rate is not possible to achieve regardless of II-frame content. This clearly illustrates why the use of El-based PVS and II-frames coded with JPEG is not beneficial for this type of II-structures. The minimum bit rates for SI-based PVS and JPEG 2000 coded 11-frames is located below the range of bit rates shown in the figure.
Cuboid has the least, but yet significant, PSNR improvement of the four scenes when comparing the SI-based PVS with the reference schemes. This is due to that, for this scene, there exists less redundancy between views that can be exposed and reduced. A property caused by the scene's high detail and long depth.
CONCLUSION
In this paper we have presented a pre-processing and compression scheme that aims to enhance the compression efficiency of full color integral images with a large number of low resolution Els. We have shown that the proposed scheme outperforms both still image coding, as well as other previously proposed coding schemes with improvements in average PSNR of more than 5.7 dB, when evaluated on a set of reference II-frames.
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