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ABSTRACT
DIRECT MEASUREMENTS OF TWO PHOTON EXCHANGE ON 
LEPTON-PROTON ELASTIC SCATTERING USING 
SIMULTANEOUS ELECTRON-POSITRON BEAMS IN CLAS
Dasuni Kalhari Adikaram 
Old Dominion University, 2014 
Director: Dr. Lawrence Weinstein
The electric (Ge ) and magnetic (G M) form factors of the proton are fundamen­
ta l observables which characterize its charge and magnetization distributions. There 
are two methods to measure the proton form factors: the Rosenbluth separation 
method and the polarization transfer technique. However, the ratio of the electric 
and magnetic form factors measured by those methods significantly disagree at mo­
mentum transfer Q2 > 1 GeV2. The most likely explanation of this discrepancy is 
the inclusion of two-photon exchange (TPE) am plitude contributions to  the elas­
tic electron-proton cross section which significantly changes the extraction of G e 
from the Rosenbluth separation measurement. The Jefferson Lab CLAS T P E  exper­
iment determined the T P E  contribution by measuring th e  ratio of positron-proton 
to  electron-proton elastic scattering cross sections. The primary electron beam was 
used to create an intense bremsstrahlung photon beam. Some of the photons were 
then converted to a mixed e+/e~ beam which then interacted w ith a  liquid hydro­
gen target. The e+p and e~p events were detected by the CLAS (CEBAF Large 
Acceptance Spectrometer). The elastic cross section ratios ((a(e+p)/(cr(e~p)) were 
measured over a  wide range of virtual photon polarization e and Q 2.
The cross section ratios displayed a strong e dependence a t Q 2 =  1.45 GeV2. 
There is no significant Q2 dependence observed at e =  0.45. The results are consis­
tent with a  recent measurement a t the VEPP-3 lepton storage ring in Novosibirsk 
and with the hadronic calculation by Blunden, M elnitchouk and Tjon. The hadronic 
calculation resolves the disagreement between the Rosenbluth separation and polar­
ization transfer extractions of G e / G m  a t Q 2 up to 2 — 3 GeV2. Applying the CLAS 
T P E  correction to  the Rosenbluth cross section measurements significantly decreases 
the extracted value of G e  and brings it into good agreement w ith the polarization 
transfer measurement a t Q2 ~  1.75 GeV2. Thus, these measurements appear to 
resolve the proton electric form factor discrepancy for Q2 <  2 GeV2.
Copyright, 2014, by Dasuni Kalhari Adikaram, All Rights Reserved.
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1CHAPTER 1
INTRODUCTION
1.1 OVERVIEW
The electric and magnetic form factors characterize the distributions of charge 
and magnetization in the nucleon. Therefore it is very im portant to  have full quan­
titative knowledge of these form factors in the  study of hadronic physics. Because 
of their point like structure, electrons and muons are ideal probes of the structure 
of hadrons via electromagnetic interactions. The Rosenbluth separation m ethod was 
the first and standard method of extracting the proton form factors from elastic 
electron-proton scattering for many years. Then there were new measurements of 
proton form factors obtained from polarization transfer experiments carried out at 
Jefferson Lab. The polarization transfer measurements were notably precise, but 
their results significantly disagree with those obtained from Rosenbluth separations. 
This discrepancy has been known for more than  a  decade. Several theoretical and 
experimental investigations have been conducted to  understand the possible sources 
and resolve the discrepancy. These studies suggest th a t the most likely explanation 
for the discrepancy of the proton form factor measurements is a two photon exchange 
(TPE) correction th a t needs to  be included in measurements as a  part of radiative 
corrections.
There have been several theoretical approaches to calculate the T P E  contribution 
and those calculations indicates th a t the T P E  corrections can resolve most of the 
observed form factor discrepancy. B ut it is always im portant to  have experimental 
verifications of these calculations. The T P E  correction is directly proportional to 
the ratio of positron-proton to electron-proton elastic scattering cross sections. The 
current world data  on this cross section ratio is not precise enough to  make a  strong 
conclusion of the T PE  effect. Three experiments are currently in progress to  fulfill 
this task. The first experiment was carried out at the VEPP-3 electron/positron 
storage ring in Novosibirsk using an internal hydrogen gas target. Some results have 
been published and others will be published soon. The CLAS T P E  experim ent was
2e ( k ) e  ( k ' )
7*  (9)
N i p ) N i p ' )
FIG. 1. Elastic electron-proton scattering in the one-photon exchange (Born) ap­
proximation. Particle momenta are indicated in parentheses.
performed in Jefferson Lab Hall B using a simultaneous external electron-positron 
beam. Finally, the OLYMPUS experiment collected the data at the DORIS lepton 
storage ring a t DESY also using an internal gas target. All three experiments have 
completed data collection and now are in different stages of data analysis. The results 
from these experiments cover a large kinematic range and will test current theoretical 
calculations of the TPE  correction.
In this work we will present an extensive description of the CLAS T P E  exper­
iment. In this chapter we will discuss proton form factor measurements and two 
photon exchange corrections in detail. The T P E  experiment, da ta  analysis and the 
results will be discussed in later chapters.
1.2 ELASTIC LEPTO N -PR O TO N  SC A TTER IN G
The general formalism of elastic electron-proton scattering in the one-photo ex­
change (Born) approximation is discussed in this section.
1.2.1 KINEM ATICS
Figure 1 shows the Feynman diagram for elastic electron-proton (or positron- 
proton) scattering in the one-photon exchange (Born) approximation. Here k  and k1 
are the initial and final four-momenta of the electron, with corresponding energies 
E  and E ’. The initial and final four momenta of the proton are given by p  and p', 
respectively. The four-momentum transfer from the lepton to the nucleon is given
3by
q = k — k' = p' — p  and Q2 =  A E E 1 sin2(0/2) =  —q2(> 0) (1)
The scattering cross section is generally defined in term s of Q2, scattering angle 9 
and the dimensionless quantities, r  and e.
O2
T -  W i  (2>
n \  ~  1
1 +  2(1 +  r )  tan 2 -  J (3)
Where M  is the mass of the proton and e is the  relative flux of longitudinal virtual 
photons.
In the Born approximation, the positron-proton(+)/electron-proton(—) scatter­
ing invariant amplitude can be w ritten as
M y =  ±  (4)
where e is the electron charge. j ltl and J* are the electron and proton currents,
respectively and can be formulated in term s of the lepton (ue) and proton (mat)
spinors as follows.
j'in Me(fc ) T a (5) 
J£ = u N(p')T»(q)uN(p) (6)
The electromagnetic hadron current operator is param etrized by the  Dirac (Fi) 
and Pauli (F^) form factors as
r?(?) = r a w 2) + - j j r  ^ (q2) (7)
The differential cross section of the electron-proton scattering can then  be w ritten in 
terms of proton form factors as follows:
^  = \M ~f\2 (2rr)4S4(k' +  p - k -  v') (8)
dQ 4((k ■ p)2 — m e2M 2) [ + P  ( 27r )32 F ' ( 27r)32 (M  +  uj) { )
Here m e is the mass of the lepton and to = E  — E'  is the energy of the virtual photon. 
|M7|2 in Eq. (8) can be expressed in term s of the  electron and proton currents. Once 
the 5 function integrates, the differential cross section can be expressed in term s of 
Dirac and Pauli form factors as follows:
4“ 2 e ' s ( e - e ' - Q2
dQdE' 4i?2sin (f)  E  \  2M
{{F^ + im^ COs2 ( i )  “  2MJ(Fi +KF^ sia2 ( 5 ) }  <9>
At a given energy E  and angle 6 , the elastic differential cross section is a (5-function 
QL2M'in E'  a t E'  =  E  — |jg . If we integrate Eq. (9) over E'  and divide the num erator
and denominator by cos2 ( | ) ,  the elastic lepton-proton scattering cross section can 
be written as:
d n  ~  amott {  ( F '  +  AM 2 2M 2 (Fl +  kF2) tan2 2 }  (10)
^ m o t t —  A  4 / / 1  / 0 \  zp I - * - - * - /
where the m ott cross section, a mott, is the scattering cross section for an ultra- 
relativistic electron from a point-like particle:
a 2 cos2 (9/2) E '
AE2 sin4 (0/2) ~E
Here a  «  1/137 is the fine structure constant and the term  ^  is due to  the recoil of 
the proton. Although the protons are massive, their recoil effect can not be neglected 
a t high momentum transfer. The Dirac and Pauli form factors can be converted into 
Sachs electric and magnetic form factors as follows.
kO2
G e {Q2) = F1 - j ^ F 2 = F1 - k t F2 (12)
G m (Q2) = F\ +  kF2 (13)
Then, the scattering cross section can be re-written as
^  =  (14)
The reduced Born cross section is given by
* R = eG2E(Q2) + r G 2M(Q2) (15)
In the limit as Q2 —> 0, which corresponds to the exchange of a low virtuality  photon, 
the electric and magnetic form factors become
G e {0) =  1 and GM(0) =  HP (16)
where fip =  1 +  k is the proton magnetic moment.
5The physical meaning of the electric and magnetic form factors, G e  and G m , 
is best understood when the hadronic current is w ritten in the Breit frame. In the 
Breit frame the scattered electron transfers momentum q but no energy (a; =  0) and
only in this frame and in the non-relativistic limit (Q 2 «C M 2), G e  and G m  can be
interpreted as the Fourier transform ations of the  spatial distributions of the charge 
density pc/i(^) and the magnetic moment density pma9( r ) ;
G e (Q2) = J  pek( r ) e ^ f d \  (17)
G m (Q2) =  /<„ J  t ' r a ^ j y  'r‘ 'il3r  (18)
If Ge  and G m are known, these physical interpretations immediately allow a calcu­
lation of the r.m.s radius of the charge and magnetic moment distribution inside the 
proton.
(rch2) =  - 6
dGE(Q2)
dQ2 { r m ag  )
6 dGM(Q2) (19)
Q2=0q2_0 ' "Luy ' /fr dQ2
In the relativistic limit where Q 2 M 2, one needs to take the effect of relativity
into account. The relativistic relationship between Sachs form factors and the proton 
charge and magnetization distributions was examined by Kelly [1] and it accounts 
for the Lorentz contraction of the densities in the Breit frame relative to  the rest 
frame.
1.3 EXPERIM ENTAL M E A SU R EM EN TS OF PR O TO N  FORM  
FACTORS
Measurement of the proton form factors, G e  and G m , are very im portant in 
order to understand the structure of the proton. The following section discusses the 
experimental method used to measure those form factors.
1.3.1 RO SENBLUTH  SEPAR ATIO N M ETH O D
The first technique used to extract the proton form factors was the Rosenbluth 
separation or the longitudinal-transverse (LT) separation method [2]. According to 
Eq. (15), G% and G \{ can be extracted by measuring aR at fixed Q 2 for different 
values of e. This can be done by measuring a R a t different lepton scattering angles 
while varying the incident lepton energy to keep Q2 fixed. See Fig. 2. This method 
gives G2e  as the slope and G2M as the intercept. At larger scattering angles where
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FIG. 2. Reduced cross section an  as a  function of e a t Q 2 = 2.5 GeV2 [3]. D ata is 
taken from the SLAC N E11 experiment [4], The slope of the line equals G% and the 
intercept equals G2M.
e —> 0, the cross section depends only on Gm- A s Q2 increases, r  increases and it 
becomes more difficult to  extract G \  with high accuracy from the measured cross 
sections.
Figure 3 shows G m and Ge  measured by the Rosenbluth separation m ethod as a 
function of Q2 normalized to the dipole form factor:
Gv  =  [1 +  Q2/ M 2d }-2 where M 2 =  0.71 GeV2. (20)
As shown in to Fig. 3, the uncertainties on G m  are «  1 — 2% for Q 2 > 0.1 GeV2. 
The uncertainties on are (1 — 2%) at low Q 2, (5 — 10%) at interm ediate Q2 and 
then grow rapidly as Q2 increases.
1.3.2 POLARIZATION T R A N SF E R  M ETH O D
In the polarization transfer technique, a longitudinally polarized electron beam 
is scattered from an unpolarized proton target. The polarization of the recoil pro­
ton is measured. There are two non-zero components of recoil proton polarization: 
longitudinal (Pi) and transverse (Pt) to  its momentum in the scattering plane (see
10 10 10 
Q2 [GeV2]
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FIG. 3. Normalized G m  (top) and Ge  (bottom ) from direct Rosenbluth separation 
measurements as a  function of Q2 [5]. fip is the proton magnetic moment and G d is 
the dipole form factor.
Fig. 4). The polarization component normal to  the scattering plane (Pn) is zero in 
the Born approximation. In the Born approximation, the two non-zero polarization 
components are related to  the electric and magnetic proton form factors as follows
[6):
(21 )
(22)
where / 0 =  G \  -f- ^G 2M. Equations (21) and (22) together give
8e ’
t P
FIG. 4. Schematic diagram for the proton recoil polarization in the H(e, e'p) reac­
tion [3]. Pl is the proton polarization parallel to  its momentum p', PT is the proton 
polarization transverse to  p' in the reaction plane formed by 7 * and p', and P/v is 
the proton polarization normal to the reaction plane.
The proton form factor ratio, G e / G m , is obtained from a simultaneous measurement 
of the recoil proton polarization components using a  focal plane polarimeter. Sys­
tem atic uncertainties in proton form factor ratios are relatively small and radiative 
effects are typically a few percent [6].
Figure 5 shows the world d a ta  on as determ ined by the Rosenbluth sepa­
ration and polarization transfer techniques. More details and the comparison of the 
da ta  obtained from two methods will be discussed in next section.
1.3.3 D ISC R EPA N C Y  OBSERVED B E T W E E N  THE TW O  M ETH O D S  
OF M EASU REM ENTS
The proton form factor ratio, , obtained from the Rosenbluth separation 
method is almost constant w ith Q 2 while the ratio obtained from the polarization 
transfer measurements decrease with increasing Q 2, especially for Q 2 >  1.0 GeV2. 
The difficulty of extracting G e  a t large Q2 with high precision was initially suggested 
as the main cause of this discrepancy and was the  motivation behind developing the 
recoil polarization technique.
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FIG. 5. The world data  on the ratio of electric to magnetic form factors by 
Rosenbluth separation method (black symbols) and polarization transfer technique 
(colored symbols).
In order to reduce the uncertainties of the Rosenbluth separation m ethod at high 
Q2, a “super Rosenbluth experiment” was carried out in Jefferson Lab Hall A [3]. 
Instead of detecting the scattered electron, they detected the recoil proton. Since 
the momentum of the recoil proton at fixed Q2 is angle independent, the systematic 
uncertainties and several other correction terms were significantly reduced compared 
to the standard Rosenbluth separation method. Figure 6 shows the ratios obtained 
from the Super Rosenbluth technique at Q2 =  2.64, 3.2 and 4.1 GeV2 [7] com­
pared to the ratios obtained from the other two standard techniques. The hpG e / G m 
measurements from the super Rosenbluth separation method are as precise as the 
polarization transfer measurements. They agree with previous Rosenbluth measure­
ments and therefore confirm th a t the discrepancy between the proton form factor 
ratio measurements are not due to  experimental errors.
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FIG. 6. Measurements of hpG e / G m from the super Rosenbluth separation method 
(circles), from previous Rosenbluth separations (red crosses), and from the polariza­
tion transfer technique (blue triangles) [7].
1.3.4 POSSIBLE SOURCES OF D ISC R E P A N C Y
Another possible source of the discrepancy is due to  higher order corrections 
to cross section measurements. Figure 7 shows the difference in the reduced cross 
section, as a function of s, found from two methods a t Q 2 =  2.64 and 4.1 G eV /c2. 
The blue da ta  points show the e dependence of the reduced cross section obtained 
from the Super Rosenbluth method. The red dashed line shows the expected slope 
from the polarization transfer measurements. The polarization transfer measurement 
slopes are arbitrarily normalized to agree with the reduced cross section a t e = 0 
[8]. The difference in the slops implies a  5 — 10% e-dependent correction to the 
cross section at these Q2. This small correction has a large impact (~  50%) on G e 
extraction.
The simple division of the reduced cross section into two term s proportional to 
G 2e  and G'l{ is only correct in the one photon exchange (first Born) approximation. 
The to tal cross section measured in the experiment includes higher order radiative 
processes and therefore should be corrected carefully during data  analysis. Figure 8
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FIG. 7. The reduced cross section measured by Jefferson Lab experiment E01-001 [3] 
(blue) and as predicted from polarization transfer measurements (red dashed line) 
a t Q2 = 2.64 GeV/c2 and Q2 =  4.1 G eV /c2 [8].
Born
F
(0
(c)
(h)
FIG. 8. Feynman diagrams of the processes associated with elastic electron-proton 
scattering, including the Born term, first order radiative corrections ((a) electron 
vertex correction, (b) vacuum polarization, (c, d) electron bremstrahlung, (g) proton 
vertex correction and (h) proton brem strahlung) and (e, f) two photon exchange.
shows the Feynman diagrams of the Born approximation term, first order radiative 
correction terms and higher order (two-photon) terms for elastic electron-proton 
scattering.
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The correction terms th a t involve only electron-photon vertices (a, b, c and d in 
Fig. 8) can be calculated using QED [9] and those corrections were applied to the 
Rosenbluth separation and polarization transfer technique measurements. The terms 
th a t involve the proton vertex (e, f, g and h) m ust be estim ated or measured using 
other techniques. The proton vertex correction was analyzed [10] and found to  be 
small (<  0.5%) for Q2 < 6 G eV /c2. This indicates th a t the next leading order term, 
two photon exchange, could be responsible for the  discrepancy in G e / G m -
The impact of the T P E  correction on the Rosenbluth separation and polarization 
transfer measurements was calculated in Ref. [11]. They found th a t the T P E  correc­
tions to the polarization transfer measurements of G%/ G2M are ~  4 — 5% a t small e at 
Q2 ~  6 GeV /c2 and even smaller a t large e. Therefore the impact of T P E  corrections 
on G e / G m  is negligible. They also found th a t including the TPE  correction reduces 
Ge / G m  extracted by the Rosenbluth separation method significantly. Calculations 
of TPE  corrections and their impact on the measurements will be discussed in detail 
in the next chapter.
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CHAPTER 2
TWO PHOTON EXCHANGE
There have been several approaches used to  calculate the T P E  contribution to 
elastic electron-proton scattering theoretically, as well as a significant effort to mea­
sure these experimentally. This chapter will describe a few of those theoretical ef­
forts in detail. The existing measurements of the T P E  contribution by comparing 
the positron-proton to electron-proton elastic scattering cross section will be also 
discussed.
Figure 9 shows the box and crossed-box diagrams of the two photon exchange 
in elastic electron-proton scattering which involve the exchange of two virtual pho­
tons with an intermediate hadronic sta te  th a t includes the  ground sta te  and all ex­
cited states. The T PE  contribution is difficult to  calculate because the interm ediate 
hadronic state must be integrated over all baryonic resonance and continuum states 
th a t can be excited by the virtual photon. Therefore, T P E  is typically neglected in 
calculating radiative corrections of previous Rosenbluth and the polarization transfer 
measurements. In order to  describe the elastic scattering am plitude in the presence 
of TPE, one can use three form factors: Fi, F2 and F 3. So, the electromagnetic 
hadron current operator D) is can be rew ritten as
=  V'F]. +  %(jiX Qu F2 + 1  K P  F3 (24)7 1 2 M  M 2 K }
where K  =  (k+k1) / 2 and P  =  (p+p')/2.  F i, F2 and F3 are complex functions of v  and 
Q2 where v  =  K  • P.  In the one photon exchange limit, F 12 are the usual Dirac and 
Pauli form factors, while the new form factor F3 exists only at two photon exchange 
level and beyond. Alternatively, the hadron current can be expressed in term s of the 
generalized (complex) Sachs electric and magnetic form factors, G M =  G m  +  &Gm 
and Ge  =  Ge  +  SGe - The methods of evaluating the amplitudes F3, SGe and 8Gm 
originating from the two photon exchange will be discussed in the remaining sections.
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FIG. 9. Box and crossed-box two-photon exchange contributions to  elastic electron- 
nucleon scattering. The total four-momentum transfer to the nucleon is q = k —k' = 
<7i +  <?2-
2.1 PHENOM ENOLOGICAL ESTIM ATES
Guichon and Vanderhaeghen [12] estim ated the size of the T P E  corrections to the 
elastic electron-proton cross section by assuming th a t these corrections completely 
reconciled the proton form factor ratios measured by the Rosenbluth and polarization 
transfer methods. They expressed the elastic scattering T-m atrix in terms of the 
phenomenological form factors as
G2 /  ~ — ~ 'v • K  P^ \
T  =  X “ M  ( G m 7 “ -  F 2 —  +  u ( p )  (25)
where G M, A  and F3 are complex functions of v  and Q 2. In the Born approximation, 
these function become G M =  G m , F2 =  F2 and F3 =  0. By analogy, they defined 
Ge  =  Gm  — (1 +  t )F2. Using standard techniques, they calculated approximate 
expressions for the cross section and polarization transfer as
d° ~ \Gd 2 fT + + 2e ( + JGgi'\ ne (_J^ _
Cb (e ,Q 2) t  \  \Gm \2 V \Gm \J  \ M 2\Gm \
f j a - J - ^ / j g £ L + / r1 - - g g - J g £ L ^ / r-  » >  ( 2 7 )
Pi t (1 + £ ) [ \ G m \ V 1 + £ \Gm \ )  \ M 2\Gm \ 1 '
where Cb (e, Q 2) is a phase space factor. In order to  separate the Born and the T P E  
correction terms, the generalized form factors were split into Gm  =  G m  + 5GM, G e = 
Gb +  8Gm  and F3 = F3. Finally, they expressed the  Rosenbluth and polarization 
transfer measurements of the proton form factor ratio  as
^R osenbluth =  +  2 ( t  +  Y*,. (28)
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FIG. 10. The proton form factor ratio measured by the Rosenbluth method 
(■^ Rosenbluth) and the polarization transfer technique (RpXrization) and their polyno­
mial fits [12].
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Y2j is a dimensionless quantity defined as: Y2l(u ,Q2) = He  In the Born
approximation, (RR0psenbluth)2 =  and R^Lization =  W ^y
Equations 28 and 29 were then solved numerically by fitting the d a ta  with a 
polynomial in Q2 as shown in Fig. 10 and solving for the ratio  Y2y is shown in 
Fig. 11. These ratios are independent of e and very small (on the order of a few 
percent), which is consistent with the expectations for the  size of the effective two 
photon correction. They also compared the proton form factor ratios obtained from 
the Rosenbluth method and polarization transfer technique with the  corrected ratio 
(Rexp =  \Ge \ / \Gm \) and found th a t the ratio extracted from the polarization m ethod 
is only slightly changed by the two-photon correction (see Fig. 12).
A similar analysis was performed by Arrington [13] to  extract SG e ,m and Y2j. 
He combined da ta  from Rosenbluth, polarization transfer, and positron-proton scat­
tering measurements to constrain the two-photon amplitudes.
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FIG. 11. The ratio Y2l as a function of e for different Q2 from the phenomenological 
extraction by Guichon and Vanderhaeghen.
2.2 THEORETICAL CALCULATIONS
2.2.1 H ADRO NIC CALCULATION
Blunden, Melnitchouk and Tjon [11] calculated the T P E  contribution by consid­
ering the two photon exchange box and crossed-box amplitudes w ith an interm ediate 
nucleon (see Fig. 9). According to  their calculation, the total T P E  am plitude
M 77 = M ^ x + M % ox, (30)
with
^box(xbox) _  _ ie4 J  ^ Lb»<*b°>)tf^AF(3l ,A)AFte ,A )  (31)
where L]]°x(xbox') is the box (crossed-box) leptonic tensor and is the electromag­
netic nucleon elastic hadronic tensor.
L ^T = ue(tf)'yliS F(k -  q x . m ^ u U ^ k )  
Txbox =  U e i k ' ^ S p i k  -  q2, m e)~f^ue(k)
(32)
(33)
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FIG. 12. The original proton from factor ratios (hpG e / G m ) measured by Rosenbluth 
method and polarization transfer technique compared w ith the T P E  corrected ratio 
( ^ p i? ^ 27) extracted using phenomenological estim ates [12].
H %  = u N {p')V»SF{p +  qu M ) r vyuN (p) (34)
where the electromagnetic current operator is given in Eq. (7). The lepton and 
photon propagators are given by
(k +  m)
S F(k , m)  = and A F(k, A) = (35)k 2 — m 2 +  i t  ’ r \ 1 ) _  \2  _|_ j e
respectively. Note tha t the above conventions follow Ref. [8]. The relative correction 
to the elastic Born cross section, is given by
2 T Z e (M ;M 77)
S =
I
(36)
Figure 13 shows the difference between the full T P E  correction to  the elastic cross 
section by hadronic calculation (^mn) and the commonly used radiative correction 
from Mo and Tsai (£mt) [9], S =  ^fuii — <$mt- The additional corrections from T P E  
are most significant at low e and vanish a t large e. The corrections are approximately 
linear with e a t low Q2, but become increasingly nonlinear as Q2 increases.
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FIG. 13. The difference between the full two-photon exchange correction to the elastic 
cross section from the hadronic calculation [11] and the commonly used radiative 
correction from Mo and Tsai [9] for Q2 =  1 — 6 GeV2. The numbers labeling the 
curves denote the respective Q2 values in GeV2.
Hadronic calculations were later extended to  include the other heavier nucleon 
resonances such as P33(A), Di3, D33, P n , Sn and S3a as the interm ediate states [14, 
15]. Figure 14 shows the calculated T P E  corrections to the reduced cross section 
with and without including those heavier resonances. In general, each resonance 
two-photon correction is proportional to a sum of squares of the nucleon-photon 
coupling constants of th a t resonance. These coupling constants are not well known. 
At low to  moderate Q2, the T P E  corrections are determined mainly by the nucleon 
and P 33 intermediate states and therefore one does not have to consider the coupling 
constants of the other resonances to get a  good estim ate of the overall two-photon 
exchange effect.
2.2.2 PARTONIC CALCULATION
Chen, Afanasev, Brodsky, Carlson and Vanderhaeghen calculated the T P E  con­
tribution to elastic electron-nucleon scattering a t large momentum transfer through 
the scattering off partons (quarks) in a nucleon [16, 17]. They related the process on 
the nucleon to generalized parton distributions (GPDs) and this approach effectively 
summed all possible excitations of inelastic nucleon intermediate states. In order
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FIG. 14. The reduced cross section, scaled by the dipole form factor (Go),  including 
the effects of adding T P E  corrections to the Born cross section [15]. The Born cross 
section is calculated using Ge / G m  measured by the polarization technique. The 
intermediate sta te  includes a nucleon and the indicated hadron resonances. The 
curves for Q2 =  2.64,4 and 6 GeV2 have been shifted vertically by —0.04, +0.04 
and +0.09, respectively, for clarity. The d a ta  points at the  four Q 2 values are taken 
from [3].
to calculate the T P E  contributions a t large Q 2, they considered the lepton-quark 
scattering process represented by FT in Fig. 15 and also assumed th a t both of the 
virtual photons interact with the same quark in the proton.
In their work, elastic lepton-quark scattering
l(k) +  q{pq) -+ l{k!) +  q{p'q) (37)
is described by two independent kinematic invariants, s =  (k +  pq)2 and Q2 = —t  =  
— (k — k')2. A crossing variable, u  =  (k — p'q) is also introduced. The reduced cross
Bom
- - -  Bom + 2-v [N + P33]
 Bom + 2~, [N + P33 + D13 + D33 + P11 + S11 + S31]
-i______ i_______._______l_______i_______l_______i_______i_______i_____
2 0
FIG. 15. The handbag approximation for electron-nucleon elastic scattering. H  
represents the lepton scatters from the quarks in the nucleon and the lower blob 
represents the G PD ’s of the nucleon.
section, including corrections up to  order e2 can be w ritten as
cfr = G2m  +  — G \  + 2Gm T^g {&Gm  +
+  2 ~ G En e ( 5 G E + ~ h )  + 0 ( e 4) (38)
The T PE  form factors, SGm , SGE and F3, were then expressed in term s of three 
integrals containing GPDs [16]
5Gm  = C  (39)
where
s6e =  “  ( ^ J {A+c) + V  l~ irB ( 4 0 )
p ^ ^ v i } ¥ ) ( A ~ c )  (41)
C  =  [  /f* ,dsgn(z) y ~  e2qH i  (44)
J - i
The integrals depend on the hard scattering kernels (fa, fa) and the generalized
parton distributions H q, E q and H q which describe removing a  quark of a  certain
momentum from a hadron and replacing it w ith a quark of another momentum.
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FIG. 16. The ratio of hpG e / G m  as measured by Rosenbluth separation (hollow 
triangles) [4], as measured by polarization transfer technique (circles) [6, 18] and as 
measured by Rosenbluth and corrected for T P E  effects in the partonic model (solid 
squares) [17].
The GPDs were estim ated using two different models : a  gaussian param etrization 
and a modified Regge param etrization. Figure 16 shows the Rosenbluth da ta  by 
Andivahis et al. [4] w ithout and with T P E  corrections calculated using the partonic 
model compared to the polarization transfer measurements. At Q2 =  2 — 3 GeV2, 
the inclusion of T P E  corrections leads to  a good agreement between Rosenbluth and 
polarization transfer measurements. At higher Q 2, there is only partia l reconciliation 
between two methods.
2.2.3 QCD APPRO ACH
Another method of calculating the T P E  corrections to the elastic electron-proton 
amplitude at large Q2 is by calculating its leading order perturbative QCD (pQCD) 
contribution [19]. According to  Fig. 17, the pQCD contribution to  the T P E  exchange
2 2
FIG. 17. Electron-proton elastic scattering with two hard photon exchange. Other 
possibilities to attach the gluon are indicated by crosses and the th ird  quark is con­
ventionally chosen as the d quark [19].
can be given by a convolution of integrals of proton distribution am plitudes (DAs).
The T-m atrix for elastic ep scattering can be expressed through three independent 
Lorentz structures as
e2 f  ~ ~ - ■y K P 11 \T„Xn,x„ = ^ u ( k ' ,  h ) ^ ( k ,  h) x u(p', XN) ( g mY  - F 2—  + p - j  «(p, A„)
(45)
where h =  ± 1 /2  is the electron helicity and Xn  and X'N are the helicities of the 
incoming and outgoing proton, respectively. G m ,F 2,F 3 are complex functions of v 
and Q2 and their I 7 and 2y contributions can be separated as G m  = G m  +  ^ G m  and 
F% =  F2 + SF2. Kivel and Vanderhaeghen expressed these leading T P E  amplitudes in 
terms of the leading twist proton DAs a t large Q 2. According to their work in [19], 
the leading behavior for SGm  and ^ F 3 goes as 1/Q4. They also found th a t SF2 
decreases as 1/Q6 and is therefore suppressed a t large Q2. In order to  evaluate the 
integrals, Kivel and Vanderhaeghen used two different models for the DAs: COZ and 
BLW. More details of these models can be found in Ref. [19].
The results of the pQCD calculation are shown in Fig. 18. The inclusion of T P E  
noticeably changes the slope of the  Rosenbluth plots and quantitatively the T P E  
correction calculated with the COZ model is nearly twice as large as with the BLW 
model. They also predicted R  =  cr(e+p)/a(e~p)  using pQCD calculations and found 
th a t there will be 25%(BLW) to 5%(COZ) deviation from unity for those ratios. 
Borisyuk and Kobushkin [21] also used the pQCD approach to analyze the T P E  
effect and found comparable results.
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FIG. 18. (/tp(f/;)2 as a  function of £ a t Q2 =  3.25 and 4.0 GeV2. D ata points are from 
Rosenbluth measurements by Andivahis et al. [4]. The blue dashed line represents the 
Born approximation cross section calculated w ith polarization transfer form factors 
from [6, 20, 18]. The solid red and dotted  black curves show the inclusion of the 
TPE  contribution calculated in the pQCD approach with BLW and COZ models for 
the proton distribution amplitudes, respectively. The vertical dotted  line indicates 
the epsilon value above which their description for hard photons is valid [19].
2.2.4 SUM M ARY
The calculation of the T PE  contribution to elastic electron-proton scattering were 
performed in hadronic and partonic frameworks. The hadronic calculations are lim­
ited to relatively low Q2 (~  Q2 < 3 GeV2) and the partonic calculations are valid 
only at high Q2.
Even though these models are valid at different regions and their results for the 
T P E  contribution are quantitatively different, they all predict th a t the T P E  effect 
is small a t larger £ and weakly depends on Q2. Those T P E  calculations resolve only 
a part of the observed form factor discrepancy and therefore indicate the need for 
precise, model-independent T P E  measurements to identify whether T P E  is the cause 
of the proton form factor discrepancy.
2.3 TPE M EASU REM ENTS
The T P E  contribution to the elastic electron-nucleon scattering can be directly 
measured by a precise comparison of positron-proton and electron-proton elastic cross 
sections. The experimental techniques and d a ta  from previous experiments will be
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discussed in this section.
2.3.1 EX PER IM EN T TECH NIQ UE
The total amplitude of the elastic lepton-proton scattering can be w ritten down 
as the summation of the Born term  and first order corrections shown in Fig. 8.
-^ep—>ep QeQp [-^Born 4“ Qe A e vertex +  q p A p .vertex
(46)
where qe and qp are the charges of the lepton and proton. ^B orn, ^ e . vertex, -^ p. vertex, 
4^loop and A 2l represents the amplitudes of one photon exchange, electron vertex, 
proton vertex, loop diagram and two photon exchange, respectively. By squaring the 
amplitudes of Eq. (46) and keeping only the corrections up to order a,  we get
l-^ep—>ep| ~  6 [-^Born 4“ 2 e  ^4Born'^-^(^4l00p+vertex) 4“ ‘2 q eq p ( A f i OTn'R , e ( A 2-f') 4“ ^e .b r^P -b r )]
(47)
Here and g2 are replaced by e2. The interference term  between the Born ampli­
tude and the sum of loop and vertex amplitudes (^B o m ^^y lio o p + v ertex )) appears in 
even powers of e, and is therefore identical for positron-proton and electron-proton 
scattering. The imaginary part of A 2l is negligible compared to  the Born term  and 
typically neglected. The interference between the Born and brem sstrahlung terms 
is zero because they have different final states. The ratio  of the e+p  and e~p cross 
sections can then be written as
  Cr(e p ) ^  1 T  <^ even &2y 4“ 8 e.p.br
cr(e-p) 1 4- ^even 4" 8 2y  8 e.p.br
~  1 — 2 ( 6 2y  4- 5e.p.b r ) / ( l  4" ^even) (48 )
where <5even =  2(j2A BoTnR-e(r4ioop+vertex) /  ^ Bom 1S the to tal charge-even radiative correc­
tion factor, 8 2 l  and £e.P.br are the fractional T P E  and lepton-proton brem sstrahlung 
interference contributions. <5even is typically small and neglected in most previous 
extractions [22] and 5e.P.br is taken into account as a correction. Thus the T P E  
contribution can be isolated as
R  «  1 -  252l (49)
In the next section, we will discuss the  measurements of R  (charge asymm etry cross 
section ratio) obtained from several experiments.
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2.3.2 EXISTING  DATA  
Yount and P ine, 1962
The experiment was carried out a t the Stanford M ark III linear accelerator [23]. 
The primary electron beam passed through a 3.2 radiation length tan talum  radiator 
to produce positrons via pair production. The remainder of the accelerator was used 
to accelerate the low energy positrons up to  300 MeV. Electrons were obtained by 
withdrawing the radiator and leaving the phasing unchanged so th a t electrons were 
accelerated to  600 MeV and then decelerated to 300 MeV. The lepton beams then 
interacted with a liquid hydrogen target and the scattered events were detected by 
two plastic scintillators. The quantity,
R  =  (50)
cr_ +  <r+ K ’
was compared at 200 MeV and 300 MeV for Q 2 =  0.012 — 0.2 GeV2. Here er_ and a+ 
are the differential scattering cross sections for electron-proton and positron-proton 
at identical angles and energies. The results showed no difference in cross sections 
and hence verified the first Born approximation form factor analysis in the range of 
Q2 < 0.2 GeV2. See Figs. 19 and 20.
Brownian et al., 1965
The experimental method of Yount and Pine [23] was repeated at the  Stanford 
Mark III linear accelerator with a maximum energy of 850 MeV [24] and a 30 cm 
liquid hydrogen target. The recoiling protons and leptons in coincidence were counted 
by “open” counters and a Cerenkov counter in the beam line was used for counting 
rate corrections. The data  obtained a t the highest Q2 point in this experiment was 
badly contaminated by unwanted background, so this point was remeasured by a 
counter telescope located at the focal plane of a  magnetic spectrometer.
The ratio, R  = cr+/cr- was measured at four different beam energies (ranging 
from 600 — 850 MeV) with five different scattering angles (ranging from 50 — 100°) 
and therefore covered a wide range of e a t low Q2. The ratio R  measured from the 
experiment is shown in Figs. 19 and 20.
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Anderson et al., 1966
In this experiment, the leptons (positrons or electrons) were produced by pair 
production in a lead radiator in the photon beam of the Cornell 2 GeV syn­
chrotron [25, 26]. The target was 45 cm liquid hydrogen. The paths of the scattered 
leptons and recoil protons were detected by pairs of spark chambers placed symmet­
rically on both sides of the beam line. Elastic scattering events were identified by 
requiring coplanarity and a fit to the scattering kinematics. D ata were collected at 
low beam energies 1.2 GeV and 0.8 GeV.
The ratio R  =  was measured for Q2 between 0.3 and 1 GeV2. The results
showed no dependence on Q2 and showed th a t the two scattering cross sections were 
the same within experimental errors after radiative corrections. See Figs. 19 and 20.
Bartel et al., 1967
Bartel et al. [27] used the 6 GeV electron beam of the synchrotron a t DESY, 
Hamburg to measure the ratio of the elastic scattering cross section for positrons 
and electrons on protons. A 1.5 cm thick Cu radiator was used to produce the lepton 
beams and those beams were then scattered from a 30 cm long hydrogen target. 
The detector system included a hodoscope, scintillation counters and a Cherenkov 
counter.
The ratio of cross-sections, R  =  o +f  o _ , was measured a t two points, one at 
Q2 =  0.45 GeV2 and a scattering angle of 17.5°, and the other a t Q2 — 1.36 GeV2 
and a scattering angle of 35°. Their results are consistent with R  =  1 a t both  Q2 
values within the experimental errors and show no T P E  correction to  the elastic 
electron-proton scattering measurements.
Bouquet et al., 1968
Bouquet et al. [28] measured the positron to electron elastic scattering ratio 
for backward scattered leptons in coincidence with a forward recoil proton in or­
der to  decrease the background. Lepton beams were scattered from a liquid hy­
drogen target and the cross section measurements were taken a t 6 =  180° at 
Q2 = 0.3 and 1.2 GeV2. Due to  the  high background produced by the positron 
beam hitting the spectrometer, the error in the positron cross section was increased. 
The results were R  =  1.036 ±  0.018 a t Q 2 =  0.3 GeV2 and R  =  1.076 ±  0.046 at
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Q2 =  1.2 GeV2. See Figs. 19 and 20.
Mar et al., 1968
The positron and electron beams were produced in this experiment [29] by passing 
a 5.5 GeV electron beam into a water-cooled copper radiator positioned along the 
Stanford Linear Accelerator Center (SLAC) accelerator. The low energy electrons 
or positrons emerging from the radiator were accelerated to form the beams for the 
experiment. The SLAC 8 GeV magnetic spectrom eter was used to  analyze particles 
scattered from a 27 cm diameter vertical cylinder of liquid hydrogen.
The ratio R  was measured at 9 =  12.5 — 35° a t an incident lepton energy of 4 GeV 
and a t 6 = 2.6 — 15.0° a t an incident lepton energy of 10 GeV. This extended the 
world T P E  measurements to higher Q 2 and to smaller scattering angles. The results 
were consistent with R  =  1 for Q2 = 0.2 — 5.0 GeV2 after radiative corrections.
Summary
The existing R  measurements described above were reexamined by Arrington [5]. 
Figure 19 shows those ratios of positron-proton to electron-proton elastic cross sec­
tions as a function of Q2. Ratios at large Q 2 have large uncertainties and there is only 
slight evidence of Q2 dependence. Arrington fitted those data with R  = a-f  bQ2 and 
yielded b =  0.0085 ±0.0063, less th a t 1.5 standard  deviations from zero. The average 
of the ratios is R  = 1.003 ±  0.005. Figure 20 shows R  as a function of e. The slope of 
the linear fit was —(5.7 ±  1.8) with x 2/d -f =  111/22. The low x 2 indicates th a t the 
uncertainties are possibly overestimated and there could be a more significant T P E  
effect than indicated by the fit uncertainty.
There were only four data  points above Q 2 =  2 GeV2 by Mar et al. and therefore 
it is difficult to  make a strong conclusion of T P E  effects in that Q2 region. In addition 
to those early measurements, three experiments were carried out recently to  measure 
the positron-proton to electron-proton scattering cross section ratios a t wide e and 
Q2 range. Those three experiments are described below.
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FIG. 19. The ratio of positron-proton to electron- proton elastic cross section, R  as a 
function of Q2. The experiments are differentiated by color and symbol: black squares 
(Anderson et al., 1968), red crosses (Bouquet et al., 1968), green solid triangles (Mar 
et al., 1968), blue hollow circles (Bartel et al., 1967), yellow diamonds (Anderson et 
al., 1966), cyan filled circles (Browman et al., 1965) and magenta stars (Yount and 
Pine, 1962). The figure is adapted from Ref. [5].
2.3.3 R EC ENT M EA SU R EM EN TS A N D  O N-G O ING  W O RK
Novosibirsk Experim ent
This experiment was carried out a t the V EPP-3 storage ring in Novosibirsk, Rus­
sia with alternating positron and electron beams with energy 1.6 GeV [30]. Elastic 
scattering events were detected simultaneously in three angular ranges w ith non­
magnetic detectors: small (6 ~  10°), middle (9 «  20°) and large (6 ~  65°). At 
small angles, the T P E  contribution is expected to be negligible and those d a ta  were 
used only for luminosity monitoring. The target was hydrogen gas stored in a  open- 
ended cell. For the large angles where e =  0.5 and Q 2 =  1.43 GeV2, the result is 
R  = 1.016 ±  0.011 ±  0.0003 and for the middle angles where e =  0.95 and Q 2 =  0.23 
GeV2, the result is R  =  0.9976 ±0.009 ±0.0003 where the first error is statistical and 
the second is systematic. Figure 21 shows these preliminary results compared with 
existing world da ta  and hadronic calculations. These measurements are more precise
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FIG. 20. The ratio of positron-proton to  electron- proton elastic cross section, R  as 
a function of e for the measurements below Q2 =  2 GeV2. The symbols are identical 
to Fig. 19. The solid line is the linear fit to the da ta  assuming no Q 2 dependence 
and the slope is —(5.7 ±  1.8)%. The figure is adapted from Ref. [5].
than existing data  and are consistent with the hadronic calculations by Blunden et 
al. [11].
OLYM PUS Experim ent
The OLYMPUS experiment measured the elastic cross section ratios at the 
DORIS storage ring at DESY in Hamburg, Germany with alternating 2.3 GeV 
positron and electron beams and a hydrogen internal gas target [31]. The beam was 
switched every morning to  minimize the differences between electron and positron 
runs introduced by environmental factors. D ata collection was completed in January 
2013 and data analysis is in progress. The experiment is promised to measure the 
ratio R  in the range of kinematics, 0.6 GeV2 <  Q 2 <  2.2 GeV2 and 0.3 <  e <  0.9 
with < 1% uncertainty.
CLAS T PE  Experim ent
The CLAS T PE  experiment [22] was carried out at Jefferson Laboratory in Hall B. 
The experiment presented a new technique for producing a  mixed electron-positron
FIG. 21. Comparison of the preliminary results for the Ratio R  from the Novosibirsk 
experiment (black) with previous world data  (red). The solid and dashed curves 
represent the theoretical calculations [11] for the ratio R  due to  the two photon 
exchange correspond to the kinematics of run I and run II, respectively [30].
beam. The primary electron beam from the CEBAF accelerator was used to  produce 
a secondary photon beam via brem sstrahlung and then those photons were converted 
into a tertiary positron/electron beam via pair-production. There was a  test run 
performed in 2006 to dem onstrate the capability of the new technique and the results 
were published. The mixed simultaneous positron/electron beams were scattered 
from a 18 cm liquid hydrogen target and the scattered events were detected by the 
nearly 4n CLAS (CEBAF Large Acceptance Spectrometer) detector system. The 
results of the CLAS T P E  test run was limited to  large e and small Q 2 bu t showed 
better statistical accuracy than previous da ta  a t  similar kinematics. Figure 22 shows 
the CLAS TPE  test run results and the world data.
This thesis describes the full CLAS T P E  experiment th a t was carried out during 
November 2010 - February 2011 with a  30 cm liquid hydrogen target. Experimental 
details, data  analysis techniques and the results of the experiment will be discussed 
in detail in the remaining chapters.
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FIG. 22. A comparison of the CLAS T P E  test run results (black filled squares) at 
Q2 ~  0.206 GeV2 with previous world d a ta  at Q2 < 2 GeV2 (green hollow circles). 
Blue filled circles represent the previous world d a ta  at similar Q2 as this experiments 
and the red dashed curve is the hadronic calculation by Blunden et al. [11] The 
red shaded band and the black shaded band represent the  point-to-point systematic 
uncertainty (lcr) and scale-type system atic uncertainty (due to relative luminosity) 
of the da ta  [22].
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CHAPTER 3
TPE EXPERIM ENT
The objective of the TPE experiment is to measure the electron-proton and 
positron-proton elastic cross sections simultaneously to determine the cross section 
ratio R  =  a(e+p)/a(e~p ) for a wide range of Q 2 and e. In this chapter we will discuss 
the technical details of the T P E  experiment.
The TPE  experiment took place in Hall B of the Thomas Jefferson National Ac­
celerator Facility (TJNAF) using the prim ary electron beam provided by the Con­
tinuous Electron Beam Accelerator Facility (CEBAF). The 5.5 GeV electron beam 
passed through a radiator where it produced brem strahlung photons. The electrons 
were dumped using the tagger magnet. The photons were then passed through a 
converter where some of the photons converted into electron/positron pairs via pair- 
production. In order to separate the leptons from the remaining photons, we passed 
the combined beam through a  dipole magnet. It bent the lepton beams outward 
from the beamline so the photons could be stopped by a piece of tungsten (photon 
blocker) located on the beamline. We used two more dipole m agnets to recombine 
the lepton beams. The recombined lepton beams were passed through several col­
limators, beam monitors and shielding and finally scattered from a liquid hydrogen 
target located a t the center of the CEBAF Large Acceptance Spectrometer (CLAS). 
The scattered leptons and protons were detected in the various detectors of CLAS. 
Fig. 23 shows the layout of the beamline. The technique was tested in 2006 by the 
same collaboration and the details can be found in [22]. A full description of each 
component in the beamline and detector system and other im portant experimental 
details will be provided in this chapter.
3.1 CEBAF ACCELERATOR
The CEBAF accelerator consists of a  polarized electron source, an injector, and 
a pair of superconducting RF linear accelerators (LINACs) connected to  each other 
by two arc sections containing bending magnets. The electrons are em itted from 
the injector and accelerated through the two LINACs. Each LINAC includes 20
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FIG. 23. Beamline sketch for the CLAS T P E  experiment
cryomodules, and each module containing eight superconducting niobium cavities 
maintained at 2 K using liquid Helium. The electron beam  can be circulated around 
the racetrack up to five times, gaining energy up to ~  600 MeV with each pass 
through each LINAC. This produces electron beam with energies up to 6 GeV. On 
each pass, the electron beam can be separated and sent to three different experimental 
halls A, B, or C, for simultaneous experiments.
3.2 BEAM LINE C O M PO N EN TS  
3.2.1 RADIATO R
The radiator is a very thin (9 x H P 3 radiation lengths) gold foil. The incoming 
110 — 140 nA, 5.5 GeV electron beam passes through the radiator, scattering from 
the electric field of the gold nuclei and em itting photons by brem strahlung radiation. 
Gold with its large atomic number and corresponding thin radiation length (6.4 
g/cm 2) reduces the electron energy loss and multiple scattering for a given thickness 
in radiation lengths. During the experiment we optimized the radiator thickness to 
maximize the intensity of the e+/ e _ beam.
3.2.2 TAGGER M AG NET
The recoil electrons and brem strahlung photons then pass through a dipole mag­
net called the “tagger magnet” . The magnetic field of the tagger directs electron
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FIG. 24. A schematic layout of the CEBAF accelerator [32].
which did not radiate to  the underground beam dump. Electrons which did radiate 
bend more and hit the hall floor inside of a large shielding hut. The scintillator coun­
ters in the photon tagger were also removed before the T P E  experiment to  prevent 
exposure to high radiation and were reinstalled after the TPE run was completed.
3.2.3 CO NVERTER
The converter is also a  very thin (9 x 10~2 radiation lengths) foil. It produces 
electrons and positrons from the incoming photon beam through the pair produc­
tion process. During the experiment we optimized the thickness of the converter to 
minimize the background rate to maximize the luminosity.
3.2.4 CH ICANE
The chicane consists of three dipole magnets. The first and th ird  dipole magnets 
are called “Italian dipoles” and the second dipole is called the pair spectrom eter 
magnet. The Italian dipoles are 0.5 m long and the pair spectrometer is 1 m long. For 
the experiment, the Italian dipoles and pair spectrom eter were operated a t magnetic 
fields of B  ~  ±0.49 T  and B  ~  =p0.44 T, respectively. When the combined leptons 
and photons passed through the first Italian dipole, the lepton beams bent outward
. 04-G*V Uamc 
(20 Cryomoduln)
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from the beamline so th a t the photons could be stopped by a 4 cm wide 35 cm long 
tungsten photon blocker located on the beamline. The other two dipole magnets 
were used to recombined the lepton beams.
All three dipoles were left-right symmetric and therefore the lepton beams should 
have been identical. The final beam energy of the leptons was ~  0.5 — 5.4 GeV. The 
lepton momentum acceptance was limited by the  width of the photon blocker (4 cm) 
and aperture of the pair spectrometer magnet (40 cm).
The magnetic fields of the three dipoles were optimized using the beam position 
profiles measured from the sparse fiber monitor (SFM) and more details will be 
discussed in Section 3.3.1. In order to  study the lepton beams individually, we used 
two lead slabs (beam blockers). The beam blockers were inserted a t the entrance of 
the pair spectrometer for such diagnostic measurements.
In order to reduce the background produced by the chicane, we built two large 
shielding structures, one between the first and second magnets and one between 
the second and third magnets. Figure 25 shows the layout of the chicane magnet, 
shielding and photon blocker obtained from GEANT4 simulations. The chicane 
shielding structures include layers of concrete, lead and borated polyethylene. The 
magnetic fields of the chicane magnets were periodically reversed during the T PE  
run to reduce systematic uncertainties.
3.2.5 TARGET
The TPE  target is a 30 cm long, 6 cm diameter, 0.127 mm thick kapton cell filled 
with liquid hydrogen. Due to the beam divergence, the mixed lepton beams were 
relatively large a t the target and therefore a larger diameter target was necessary. 
The target was placed along the beamline near the center of the CLAS. The liquid 
hydrogen was cooled using a cryogenic system. There was a copper heat exchanger 
attached to the target which was cooled by liquid hydrogen while liquifying the 
hydrogen. An engineering drawing and a photograph of the T P E  target is shown in 
Fig. 26.
3.2.6 O THER BEAM  LINE C O M PO N EN TS
In addition to the main beamline components mentioned above, we used three 
collimators to reduce background. The main purpose of these collimators was to  limit 
and define the direction and divergence of the beam. The first collimator, called the
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shielding
FIG. 25. The simulated trajectories of the leptons through the chicane magnetic 
system [33]. The electron and positron trajectories are shown in red and blue, re­
spectively. The beam enters from the top and travels downwards.
FIG. 26. An engineering drawing, w ith dimensions in mm (top) and a photograph 
of the T P E  liquid hydrogen target.
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“photon collimator” , was a 12.7 mm inner diameter, 30 cm long, nickel collimator. It 
was installed between the tagger magnet and the converter. It significantly reduced 
the background rates at the CLAS TO F counters. The second collimator was a 
1.75 cm inner diameter, tungsten collimator located after the th ird  chicane dipole. 
The third collimator was a 4 cm inner diameter lead collimator installed just a  few 
meters upstream of the target. The combination of these three collimators resulted 
in a combined lepton beam of about 6 cm diameter incident on the target.
3.2.7 SHIELDING
The backgrounds caused by the  beamline components were extensively studied 
before and after the T P E  test run in 2006. A GEANT3 simulation toolkit was ini­
tially used. It was later updated to  GEANT4 because of the more precise physics 
and secondary interaction packages. More details of the GEANT4 simulations built 
for the TPE experiment can be found a t [33, 34], The photon collimator and the 
photon blocker were identified as the main sources of low energy photon and neutron 
backgrounds in the TO F, respectively. There was also a  low energy electron back­
ground originating a t the entrance and exit of the chicane dipole m agnets and the 
beam pipe. In order to reduce these backgrounds, numerous shielding were designed 
and simulated.
There were two large shielding structures between the  two Italian dipoles and 
pair spectrometer built with concrete, lead and borated polyethylene. The photon 
collimator was shielded with lead and concrete. There was also a i m  x l m  x 0.1 
m thick lead wall installed immediately after the chicane and a  4 m x 4 m steel wall 
placed approximately 2 m upstream  of the entrance to  CLAS. Additional shielding 
was placed on the floor around the tagger dump area. In order to  reduce radiation, 
the sensitive electronics located along the beamline were shielded with lead walls, 
concrete walls and lead blankets (40 lbs, 18 inch x 22 inch). Figure 27 shows some 
of the shielding used in T P E  experiment.
The size (diameter, thickness, width, length) and material of all beamline compo­
nents were initially optimized by the GEANT4 simulation. During the commissioning 
phase of the experiment the radiator thickness, convertor thickness, photon collima­
tor inner diameter, and second collimator inner diam eter were optimized to  maximize 
luminosity while keeping the drift chamber occupancies below 3%. Im portant pa­
rameters of the beamline components during the T P E  run period are summarized in
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FIG. 27. Photographs of the shielding taken during engineering work, top-left: tag­
ger bunker shield, top-right: Shielding between pair spectrom eter and second Italian 
dipole, bottom-left: photon collimator shield, bottom -right: lead blankets and con­
crete shielding on electronics.
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Table 1.
Prim ary beam 110 < I <  140 nA 
E  =  5.5 GeV
Radiator (gold) 9 x 10“3 RL
Photon collimator 12.7 mm ID 
length =  30 cm
Converter (gold) 9 x 10~2 RL
Italian dipole B  «  0.49 T  
L  ~  0.5 m
Pair spectrom eter B  ss 0.44 T  
L «  1 m
Lepton collimator 1 (tungsten) 1.75 cm ID
Lepton collimator 2 (lead) 4 cm ID
LH2 target diam eter=6 cm 
length =30 cm
CLAS torus current ±1500 A
Mini-torus current 4000 A
TABLE 1. T P E  Run conditions. ID =  Inner Diameter, RL=radiation lengths.
3.3 BEAM  M ONITORS
3.3.1 SPARSE FIBER  M O N ITO R (SFM )
In order to minimize systematic uncertainties, the two lepton beam s should each 
be stable and centered on the beamline. The SFM is located ju st upstream  of the 
target and designed to monitor the position and spread of the lepton beams. It was 
built and tested a t Florida International University. Its 6 x 6 inch aluminum frame 
supports 32 scintillating fibers. The fibers are l x l  mm multiclad Bicron (BCF-12) 
fibers. Two sets of 16 fibers each were positioned vertically and horizontally. Each 
set was glued to  a Hamamatsu multi anode PM T th a t amplifies and transfers the
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signals gathered by the fibers to  readout electronics. The schematic diagram of the 
monitor is shown in Fig. 28. A typical beam distribution measured by the SFM is 
shown in Fig. 29.
o  © © o
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FIG. 28. The T P E  sparse fiber monitor.
During the commissioning of the experiment and after each chicane polarity rever­
sal (flip), the beam center for the individual lepton beams was measured and plotted 
for various chicane (Italian dipole) currents (see Fig. 30). The intersection of the 
center position of lepton beams in Fig. 30 was used to optimize the chicane current. 
The SFM was used continuously during the experiment to  monitor the lepton beam 
position and its stability.
3.3.2 D EN SE FIBER  M O N ITO R  (D FM )
The DFM was used in conjunction w ith the SFM to determine the parallelism of 
the incident electron and positron beams. It consists of two arrays of fibers (64 x 64) 
arranged in horizontal and vertical planes, with 2 mm diameter optical fibers. The 
DFM was mounted on the T P E  calorimeter and therefore was only positioned in the 
beamline during the special low luminosity runs.
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FIG. 29. The x-horizontal (left) and y-vertical (right) beam position distributions 
measured by the sparse fiber monitor.
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FIG. 30. Individual positron and electron beam position centroids as a function of 
Italian Dipole current (top) and magnetic field (bottom) as measured by the sparse 
fiber monitor. The positron beam position was measured with the electron beam 
blocked and vice versa.
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FIG. 31. The hit distribution for the left beam passing through the chicane as 
measured by the dense fiber monitor. The x  and y positions are in fiber number.
Figure 31 shows the EPICS (for beam position monitoring online) plot of DFM 
readout taken during a T P E  calorimeter run. The efficiency varies from channel to 
channel. Hence the DFM was unable to make a reliable measurement of absolute 
position. However, it did show th a t both the electron and the positron beams had 
the same centroid and th a t therefore both  beams were coincident and parallel.
3.3.3 T PE  CALORIM ETER
The T P E  electromagnetic calorimeter (TPECal) was installed in the beamline 
to measure the energy distributions of the individual lepton beams. The TPEC al 
consists of 30 shashlik modules arranged in five rows of six modules (see Fig. 32). 
The shashlik modules used in the T P E  experiment were 3.82 x 3.82 x 45 cm3 and 
consisted of alternating layers of 1 mm lead and 2 mm scintillant. There were 16 
wavelength shifting fibers (1.5 mm diam eter spaced 7.7 mm apart) in each module 
to transm it the light from the individual scintillator layers to the 25 mm diameter 
Hamamatsu R3998-02 photomultiplier tubes (PM Ts). The shashlik modules, PM Ts 
and bases of the calorimeter were provided by the nuclear physics group a t the 
Universidad Tecnica Federico Santa M aria in Valparaiso, Chile and were assembled 
at Old Dominion University (ODU). The box and support structure were designed 
and machined a t ODU. The assembled TpeCal was mounted on the forward carriage 
downstream of the CLAS detector with the ends of the shashlik modules pointed at 
the target (upstream) and the PM Ts pointed away from the target (downstream). 
The dense fiber monitor (DFM) was mounted on the upstream  face of the TPECal.
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FIG. 32. A photograph of a  T P E  calorimeter taken during the assembly process.
The TPECal/D FM  was used only for low luminosity runs before and after each 
chicane flip. It was moved horizontally into and out of the beam. In order to 
calibrate the TPECal, cosmic ray d a ta  was also taken after the completion of the 
experiment with the calorimeter positioned vertically. ADC pedestals and relative 
gains of each calorimeter module were determined by those cosmic data.
3.4 HALL B A N D  CLAS D ETE C TO R
Hall B has the nearly 4n CEBAF Large Acceptance Spectrometer (CLAS) detec­
tor system. CLAS consists of six superconducting coils which produce a  toroidal mag­
netic field around the beam axis and divide the detector into six sectors. Each sector 
has three regions of drift chambers [35] to determine the trajectories of charged par­
ticles, Cherenkov counters [36] for electron identification, scintillation counters [37] 
for measuring time-of-flight (TOF) and electromagnetic calorimeters [38] to  detect 
showering particles (electrons and photons) and neutrons. Figure 33 shows views of 
the CLAS detector. The T P E  experiment did not use the Cherenkov counters. Each 
of those detectors will be discussed in more detail in the remaining sections. We also 
used the mini-torus magnet which was placed close to the target to  prevent the low 
momentum electrons produced by Moller scattering in the  target from reaching the 
drift chambers.
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FIG. 33. A schematic layout of the CLAS detector cut along the  beam line (top) 
and cut perpendicular to beam (bottom ) [32], Typical electron, proton and photon 
tracks from an interaction point are also shown in top figure.
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3.5 DETECTO R SYSTEM
This section describes each component of the CLAS detector used for the T P E  
experiment. These components include drift chambers, TOF counters, the electro­
magnetic calorimeter, torus magnet and the mini-torus magnet.
3.5.1 TO RUS M AG NET
The CLAS torus magnet is composed of six kidney-shaped super conducting coils 
arranged radially around the beamline. The coils were designed, constructed and 
assembled by Oxford Instruments. It can produce a toroidal magnetic field with a 
peak value of 3.5 T  a t an operating current of 3860 A, bu t is typically operating at 
87% (3375 A) of the maximum current or less to  keep internal mechanical stresses 
within conservative limits [32]. Each superconducting coil consists of four layers and 
each layer has 54 turns of aluminum-stabilized N bT i/C u conductor. The coils are 
cooled to a tem perature of 4.5 K using liquid helium through cooling tubes located 
at the edge of the windings. The magnet is approximately 5 m in length and 5 m  in 
diameter. The kidney shape of the magnet was designed to provide a  strong magnetic 
field for the higher-momentum forward-going particles and a lower magnetic field for 
particles em itted a t larger angles. A layout of the superconducting coils and their 
magnetic fields are shown in Fig. 34.
For the T P E  experiment, the torus magnet was operated at 1500 A. The current 
was periodically reversed during the T P E  run. W hen the torus m agnet was operated 
at positive magnetic field, negatively-charged tracks were bent towards the beam- 
line, and positively-charged tracks bent away the from the beamline. At negative 
torus magnetic field the bending reversed. By exchanging the paths of electrons and 
positrons through the CLAS, we could minimize the systematic uncertainty of the 
TPE  measurements.
3.5.2 M INI-TORUS
In addition to the main torus magnet, there is a small normal conducting “mini­
torus” magnet located around the target inside of R1 drift chamber. It is typically 
operated during standard electron-beam operation and its integral magnetic field is 
about 5% of th a t of the main torus magnet. The main purpose of the mini-torus 
is to reduce the background produced by scattered Moller electrons. T P E  test run
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FIG. 34. Contours of constant absolute magnetic field for the CLAS toroid in the 
midplane between two coils [32].
data  and simulations showed th a t w ithout the m ini-torus the low energy charged 
particle tracks passing through the Region 1 drift chamber got reflected by the torus 
magnetic field and traveled back through the Region 1 drift chamber giving multiple 
hits from the same track. In order to reduce this background, the mini-torus magnet 
was used with additional mass shielding. The mass shielding was made of tungsten, 
lead and steel (see Fig. 35). The mini-torus magnet was operated a t 4000 A during 
the T PE  experiment.
3.5.3 D R IFT CH AM BER
The trajectories of the charged particles are measured by the wire chamber system 
of CLAS known as Drift Chambers (DC) [35]. The DC consist of three regions (R l, 
R2, R3) each consisting six identical wedge-shaped sectors (see Fig. 36). Each region 
contains two superlayers. The first superlayer (axial) has the wires approximately 
parallel to  the magnetic field lines and the second superlayer (stereo) has its wires at 
an angle of 6° with them. Each superlayer contains six layers of sense wires except R l 
stereo which has only four layers. Each sense wire is surrounded by six shared field 
wires to form a hexagonal pattern as shown in Fig. 37. To maintain a  homogeneous 
electric field, each superlayer is surrounded by a layer of guard wires. The sense 
wires are 20.1 fj,m gold-plated tungsten and the field wires are 140 /im  gold-plated
47
tungsten:
Length = 8 cm cone +D cm cylinder 
ID = 8 cm
lA A jJ i aJusMsad: mnnoros com
D = 3H cm or 5,5 cm
DC Rl m o to r  vo l
target poafan:
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target poaMon
FIG. 35. GEANT4 simulation of the target area with the DC R l m other volume, 
target and mass shielding [33]. The mini-torus (not shown) is located between the 
target and the Region 1 drift chamber.
aluminum.
The chambers are filled with a gas mixture of 90% Argon and 10% carbon dioxide 
which provides good efficiency, adequate resolution and reasonable collection times. 
The field and sense wires are kept at negative and positive high voltages, respectively 
to create a potential difference between them. Electrons freed by the charged tracks 
ionize the gas molecules as they travel towards the sense wires. These electrons 
are registered as an electric pulse, amplified and recorded by TDCs (time-to-digital 
converters). The R2 drift chambers are mounted on the torus magnet and therefore 
operate in a magnetic field up to  2 T.
The drift chambers cover the polar angle 8° < 9 <  142° and are designed to 
determine the trajectory of charged particles of momentum above 200 M eV /c with 
polar angle resolution of 1 mrad and momentum resolution of 0.5%.
3.5.4 TOF C O UN TER
The TO F counters [37] cover the polar angle between 8° to 142° and the entire
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G as window
Endplate
FIG. 36. Horizontal cut through the CLAS detector at beam line elevation (left) and 
the schematic view of a typical drift-chamber sector (right) [35].
FIG. 37. A portion of the two super layers of R3 [35]. The sense wires are at the 
center of each hexagon and the field wires are a t the vertices.
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range in azimuthal angle </>. The TO F counters provide excellent tim ing resolution 
for particle identification. The TO F counters are also divided into six sectors. They 
are located after the DC, and Cherenkov counters and before the electromagnetic 
calorimeter. Each sector has four panels (see Fig. 38). Panel 1 (forward angle 
counters) includes counters 1 — 23 and corresponds to  scattering angles less than  
45°. The forward angle counters are made of 15 cm wide scintillators and the large 
angle counters are made of 22 cm wide scintillators. The length of scintillators varies 
from 32 — 450 cm. The 5.08 cm thickness of the scintillators gives a large signal for 
minimum ionizing particles compared to the background. All counters are fabricated 
from Bicron BC-408 scintillant and are instrum ented with two PM Ts, coupled to  each 
end via light guides. In order to provide good tim ing resolution, two inch Thorn EMI 
9954A PM Ts were used for forward angle counters and three inch Philips XP432 B /D  
PMTs were used for large angle counters. The tim e resolution of the counters varies 
from about 80 ps for the shorter counters to up to  160 ps for the longer counters.
0Mm--------------- ►
FIG. 38. The four panels of the TO F scintillator counters for one of the sectors. 
Scintillators have different light guides and PM Ts for different scattering angle cov­
erage [37].
As a charged particle passes through a scintillator, it excites a number of molecules
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which release a fraction of their energy as optical photons. This light is transm itted  
to the PMTs through the light guides. The optical signal is converted to  an electric 
signal and amplified by PM Ts and provides a prom pt signal tha t can be used for the 
CLAS Level 1 trigger.
3.5.5 ELECTROM AGNETIC CALO RIM ETER
The main function of the CLAS electromagnetic calorimeter (EC) is to  detect 
electrons, photons and neutrons. More specifically, the EC is capable of detecting 
and triggering electrons with energies above 0.5 GeV, detecting photons with energies 
above 0.2 GeV and detecting neutrons, assuming their separation from photons based 
on timing information.
Scintillator bars
I) - plane ^
V - plane ^
W - plane ^
I .ead sheets
Fiber light Guides 
(front)
Fiber light Guides 
(rear)
PMT's
FIG. 39. One sector of the CLAS electromagnetic calorimeter [38]. The three layers 
of scintillator are placed in three different orientations, each ro ta ted  from the one 
above by 120°
The EC covers the forward region (8° <  9 < 45°) of each sector and is divided 
into six modules. Each module is shaped like an equilateral triangle, and consists of 
39 layers of lead-scintillator sandwich with a to ta l thickness of 16 radiation lengths.
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Each sandwich contains 10 mm thick BC412 scintillator and a  2.2 mm thick lead 
sheet. One scintillator layer is made of 36 10 cm wide scintillators parallel to  one 
side of the triangle. There are three layer orientations, one parallel to  each side of 
the triangle, labeled as U, V and W, each containing 13 layers (see Fig. 39). These 
13 layers of each orientation are grouped into an inner (5 layers) and outer (8 layers) 
stack to  allow improved particle identification by longitudinally sampling the shower. 
Each module requires 36 (scintillators) x 3 (orientations) x 2 (stacks) =  216 PMTs. 
The scintillator light is transm itted to the PM Ts by a fiber optic light read out 
system.
Because of its good energy and timing resolution, EC is used in the CLAS Level
1 trigger system. The average timing resolution of the entire detector is about 200 
ps. More information on the design, construction, and performance of the EC can 
be found in Ref. [38].
3.6 TRIG G ER A N D  DATA ACQ UISITIO N
3.6.1 TRIG G ER
To record the events of interest during the experiment, CLAS uses two-level 
trigger system. The Level 1 trigger processes any or all available prom pt information 
from PM T channels such as locations of hits in the TO F, the signal in the CC and 
energy deposited in the EC to  determine if a  desired event has occurred. Signals 
from subsystems are compared with preloaded signals in memory tables for rapid 
response [32].
The signal from Level 1 and Level 2 triggers are then fed into a custom electronics 
board called “trigger supervisor (TS)” . TS produces all common signals, gates and 
resets required by the detector electronics according to the trigger inputs. TS can 
be either operates as CLASS 1 which requires only Level 1 input or CLASS 2 which 
requires both Level 1 and Level 2 inputs. CLASS 1 trigger generates the  gates upon 
receipt of any Level 1 input, waits for conversion of all crates to  complete, and then 
places the event on a readout queue to initiate readout. In the CLASS2 trigger, again 
the TS generates the gates on Level 1 input, bu t then waits about 3.2 fis for a  Level
2 confirmation. If Level 2 fails, TS sends a fast clear which causes all the electronics 
to  reset and become active again. If Level 2 is satisfied, the front end modules will 
be allowed to convert, and the event will be placed on the readout queue for readout.
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Because the initial lepton energy is unknown in the TPE  experiment, it is nec­
essary to  detect both the scattered lepton and the recoil proton to  reconstruct the 
event. Thus the standard CLAS single-electron trigger was not appropriate for this 
measurement. The usual trigger which is based on CC and EC would cut out a  lot 
of larger angle leptons and therefore lim it the kinematic coverage. Another reason 
not to use the standard trigger is that CC has slightly different efficiencies for out- 
bending and in-bending tracks. Instead, a  new trigger was designed for the T P E  
experiment. The T PE  trigger required a minimum ionizing hit in the EC and the 
forward TO F panel in one sector and a hit in any T O F detector in the opposite 
sector.
3.6.2 DATA ACQUISITION
The data of the various detector components corresponding to  the events th a t 
pass through the experimental trigger are digitized and collected by 24 VME Readout 
Controllers. The digitized values are then translated into tables and each d a ta  value 
in these tables is associated with a unique component of the detector. In the next 
stage, the data arrays are sent to the CLAS online acquisition com puter (CLONIO) 
via fast ethernet lines. Three prim ary processes are performed on CLONIO: Event 
Builder (EB), Event Transport (ET) and Event Recorder (ER). EB assembles incom­
ing fragments into a complete event and labels them  by run number, event number, 
and event type and arranges the da ta  into “banks” . These completed events are 
then passed to shared memory where the Event Transport (ET) allows them  to  be 
accessed by remote systems. Finally, ER  collects those d a ta  and perm anently stores 
them in magnetic media (RAID disks). The d a ta  files are transferred from RAID 
disks to the Jefferson Lab tape silo for offline analysis.
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CH APTER 4
DATA ANALYSIS
This chapter will cover each step in the T P E  d a ta  analysis process including 
detector calibration and da ta  reduction, and other cuts and corrections.
4.1 DATA COLLECTION
The T P E  experiment was carried out during November 2010 - February 2011. The 
electron beam of 5.5 GeV from the CEBAF accelerator was used for all runs except 
the 2.2 GeV straight-through runs. The mixed tertiary  e+/e "  beam  was scattered 
from the 30 cm long liquid hydrogen target and scattered particles were detected 
using the CLAS. The primary trigger required a hit in EC in one sector and any 
TO F in the opposite sector. The nominal current for the torus magnet was 1500 A 
and the nominal current for the mini-torus magnet was 4000 A. The pair spectrom ­
eter and Frascati dipoles were operated a t ~  683 A and ~  327 A, respectively. In 
order to reduce the systematic uncertainties, the torus magnet and chicane magnet 
currents were reversed several times during the run period. There were four possible 
configurations: positive torus-positive chicane, positive torus-negative chicane, neg­
ative tours-positive chicane and negative torus-negative chicane. The final da ta  set 
was grouped into four magnet cycles and each magnet cycle contained d a ta  from all 
four configurations. A summary of the four magnet cycles is given in Table 2.
The data  from the experiment were saved in separate files for each run, containing 
~  20 M events. This raw data  was saved in BOS format. These BOS files were then 
processed by the CLAS reconstruction and analysis package (RECSIS) to  identify 
the particles in the events. This process is called “cooking” and was performed by 
Robert Bennett for the T P E  experiment.
4.2 DETECTO R CALIBRATIO N A N D  DATA R E D U C T IO N
During the data  collecting period, the experimental conditions were continuously 
monitored and all problems were recorded in a run sheet. Runs w ith potential prob­
lems were then carefully excluded from the d a ta  analysis. Problems included da ta
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Cycle S tart Date PS polarity Torus polarity #  of Events (M)
Cycle 1 12/ 8/2010 — — 519.4
12/13/2010 + — 507.7
12/16/2010 + + 949.4
12/ 20/2010 — + 265.1
Cycle 2 1/ 6/2011 — + 824.5
1/ 11/2011 — — 708.3
1/14/2011 + — 775.4
1/19/2011 + + 723.4
Cycle 3 1/23/2011 — + 770.3
1/29/2011 — — 739.3
2/ 2/2011 + — 768.1
2/5/2011 + + 748.5
Cycle 4 2/ 8/2011 — + 797.2
2/ 11/2011 — — 932.7
2/15/2011 + — 391.2
2/19/2011 + + 821.0
2/15/2011 + — 197.6
TABLE 2. Number of triggers collected in each magnet cycle for each configuration.
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acquisition problems, detector problems and beam  quality problems. The informa­
tion in the good runs were then reconstructed and converted into a “cooked” file th a t 
contains physical variables like time, position, energy, momentum, direction, etc. In 
addition to  reconstruction of events, the cooking procedure also involved appropriate 
calibration of reconstructed da ta  from different detector systems.
All detectors used in the experiment need to be properly calibrated to ensure 
th a t experimental quantities such as tim e or energy axe correctly determ ined from 
the raw ADC and TDC information. The calibration might change from run to run. 
For example, the TO F calibration might change due to  changes in the electronics or 
wiring; the DC electron drift velocity varies w ith changes in atmospheric pressure, 
tem perature, humidity and gas mixture. In the T P E  experiment, the da ta  calibra­
tions of the DC, TO F and EC were performed by Dipak Rimal, Puneet Khetarpal 
and Cole Smith respectively.
4.2.1 TIM E-OF-FLIGHT CA LIBR ATIO N
Calibration of the TO F involves several steps. First, the raw TD C times (T)  are 
converted into hit times (in ns) by
t  =  Co +  C \ T  +  C2T 2 +  £waik (51)
where Co, c\ and c2 are the constants to  be determ ined and twaik is a correction 
factor for the instrum ental shift in times created by pulses of varying heights. The 
remaining steps in the TO F calibration are as follows:
•  Left-right delay constants: determine the correction needed to  align the timing 
of left and right PMTs a t each end of the same T O F paddle.
•  Attenuation length: determine attenuation length of each counter.
•  Effective velocity: for each paddle, determine the effective velocity of scintillator 
light, which can vary as the plastic ages and becomes less transparent.
•  Paddle-to-paddle offsets: correct for shifts in the relative tim ing between pad­
dles due to cable lengths or other factors.
•  RF offset: delay time between the RF signal and the averaged event s tart time.
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Figure 40 shows the timing error (the measured ep time difference minus the 
expected ep time difference) for elastic e+p  and e~p events after the paddle-to-paddle 
offset corrections. The barely visible band on the negative side of the A t  distribution 
seen in e+p  events corresponds to events with incorrectly assigned (swapped) positron 
and proton. More information on the design and calibration of the T O F  can be found 
in Ref. [37]. Paddle-to-paddle offset corrections were finalized by the author and more 
details will be discussed in Section 4.3.4.
e*p even tse'p events
S 3.5 '*T> ols 1 1.5 2 2.3 3 3.1
Pp <G*Wc) Pp (GaV/e)
FIG. 40. The offset corrected A t  as a function proton momentum, pp for e p  events 
(left) and e+p events (right).
4.2.2 D R IFT C H A M BER  CALIBR ATIO N A N D  A LIG N M EN T
As described earlier, the drift chamber system consists of six identical sectors. 
Each sector is divided into three regions. Each region has two super layers, axial 
and stereo. The schematic view of the Drift Chambers is shown in Fig. 16. Each 
superlayer contains six layers of sense wires except superlayer 1, which has only four 
layers. Each superlayer is separately calibrated, which yields 36 sets of calibration 
constants.
The main goal of the DC calibration is to optimize position measurements by 
refining the drift time to drift distance conversion process. The constants for the
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drift time to drift distance conversion are calibrated systematically and the stability 
over the run period is monitored. There are two stages of the reconstruction of the 
charged particles in the Drift Chambers. At the first stage, the individual tracks are 
fit to the hit-wire position and it is called hit based tracking (HBT). The resolution 
of the track momenta is comparatively poor (3 — 5%) a t this stage due to  the size 
of the drift cells and the number of wire layers. The second stage is called time 
based tracking (TBT) where the timing information from the TO F and the measured 
drift times for each wire hit are used to calculate precise drift distances. The drift 
velocities, constants used to convert those corrected drift times to  drift distances 
need to be calibrated.
The DC calibration is an iterative process and the initial values for the drift 
velocity parameters are taken from the previous experiment. A portion of the da ta  
was cooked with those param eters and the param eters are reoptimized. The process 
is reiterated until the drift velocity fit param eters converge. The param eters were 
adjusted to minimize the residual distributions for each super layer in each sector. 
The quality of calibration was monitored by plotting the mean and the w idth of the 
residual distributions as a function of run number. Figures 41 and 42 shows the 
means and widths of the residual distributions as a function of run number (time).
Alignment is also an im portant part of the DC calibration. To obtain a better 
resolution in momenta, we need to  know the relative wire to wire positions in each 
drift chamber and the chamber to  chamber positions relative to  each other. Small 
chamber misalignments can have a large effect on the momentum resolution due to 
reconstructing an incorrect radius of curvature of a track. The T P E  runs with torus 
magnetic field off (i.e. with straight particle tracks) were used for the alignment 
process.
More details about DC calibration and alignment can be found in Ref. [35].
4.3 CUTS A N D  CO RRECTIONS
4.3.1 ELASTIC EV EN T SELECTION
Because the T P E  experiment did not have a monochromatic beam  and because 
it could not use standard CLAS particle ID m ethods over the entire range of lepton 
angles, identifying elastic scattering events was challenging. The very first step in 
event selection was to  select events w ith only two particles in the  final state, either
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FIG. 41. Mean of the DC residual distribution vs. run number. The vertical lines 
on the plots show the magnet polarity reversals.
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FIG. 42. W idth (standard deviation) of a double gaussian fit to  the DC residual 
distribution vs. run number. This is approximately equal to the single-layer DC 
resolution.
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positive-negative or positive-positive. In order to correctly identify the proton and 
the positron, we used the TO F timing information and the  procedure is discussed in 
detail in timing corrections. The lepton’s and pro ton’s momenta (pe, pp), scattering 
angles (Be, 6P) and azimuthal angles (4>e, <pp), were used as described in the following 
sections to  eliminate the non-elastic events and background.
Elastic K inem atic Cuts
Four elastic kinematic cuts were applied to  the T P E  data.
1. Azimuthal angle difference (A0 )
The difference between the lepton and proton azimuthal angles, Acfi = <pe ~  4>i-
2. Incident lepton energy difference (AEincident)
Even though the incident lepton energy is not measured in the experiment, it 
could be reconstructed using the  measured scattered lepton and proton mo­
m enta in two different way as shown in Eqs. (52) and (53).
3. Scattered lepton energy difference (A E e)
The energy of the scattered lepton can be directly measured, E e, or it can be 
calculated from the electron scattering angle and incident energy as Eq. (54). 
The incident energy was calculated from the scattering angles, Elncid(,nt.
4. Recoiling proton momentum difference (App)
The momentum of the recoiling proton can be directly measured or it can be 
calculated using other measured quantities as shown in Eq. (55).
Incident
Incident
'Incident Incident Incident
(52)
(53)
calculated M nE lP Incident (54)
EhIncident ( 1  — C O S0e ) +  Mp
A E e — E e — E ecalculated
calculated E e sin 0e (55)P p si ndp
App = pP -  pPcalculated
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FIG. 43. A£^incident vs. A Ee distributions for e “p events and e+p  events.
Figure 43 shows that there is a strong correlation between A E e and AFj^jdent- 
Based on this correlation, a new set of cut variables were introduced as below.
A  E +  =  A  ^ Incident +  A  E e
AJE  =  A  ^ Incident ~~ A  E e
Figure 44, 45, 46 and 47 show the distributions of A<j), App and A E ± for dif­
ferent bins in Q2 and e. Each distribution is cut on the peaks of the other three 
to select elastic scattering events. The distributions are very clean except for low e 
and high Q2. Background subtraction is discussed in Section 4.3.9. The widths of 
the distributions of A 4>, App and A E ± vary noticeably with Q 2 and e. Figures 48 
and 49 show th a t the widths of the Gaussian distributions fitted to  peaks of the A E + 
distribution increase with Q2, but th a t there is no significant difference between the 
distributions for e~p and e+p  events or for the different torus magnet settings. We 
therefore summed the e~p and e+p  events for both torus polarities to  determ ine the 
elastic scattering cut parameters.
Based on the means and widths of the fitted gaussian distributions to the peaks,
Q2 and e dependent, parameterized cuts covering the full Q 2-e range were determ ined
for all four kinematic variables. The Q 2 dependence of the means and the widths of 
Gaussian functions fitted to  the four variables are shown in Figs. 50, 51, 52 and 53.
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FIG. 47. A E  (GeV) distributions for different Q2 and £ bins. The horizontal axis 
ranges from —0.3 GeV to 0.3 GeV.
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Figure 54 shows the distributions of A <f>, App and A E ± before and after applying 
the other three cuts on each. The differences of these parameterized cuts for the four 
different magnet configurations were studied bu t those differences were negligible. 
The four kinematic cuts were applied to  each of the four distributions to  select elastic 
events. The cuts were centered a t the mean of the distribution w ith widths ranging 
from three to four standard deviations to  each side. These cuts varied event-by-event, 
rather than bin-by-bin, because some of the Q2 and e bins were very large. The effects 
of varying the widths of these cuts were carefully studied and are described under 
systematic uncertainties.
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FIG. 48. A E + distributions for different Q2 bins for 0.1< e <0.5 w ith positive torus 
magnet setting, top row for e~p events and bottom  row for e+p events.
4.3.2 M O M ENTU M  CO RRECTIO NS
Drift chamber misalignment and inaccurate magnetic field maps lead to system­
atic deviations in reconstructed momenta in CLAS. This is reflected in shifted and 
broadened missing and invariant mass distributions. Figure 55 shows th a t the cen­
troid of the invariant mass distribution of the H(e, e') elastic peak is shifted from the
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FIG. 49. A E + distributions for different Q2 bins for 0.1< e <0.5 w ith negative torus 
magnet setting, top row for e~p events and bottom  row for e+p  events.
FIG. 50. Q2 dependence of the means (left) and the widths (right) of the Gaussian 
functions fit to  A 0 distributions for different e ranges. The horizontal scales differ.
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proton mass, Mp =  0.938 GeV. The width of the centroid is also significantly broader 
than expected from the intrinsic momentum resolution of CL AS.
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FIG. 55. Invariant mass distribution of the H(e, e') elastic peak for 2.2 GeV incident 
electrons before momentum correction, d a ta  (red) and the gaussian fit (black). The 
vertical line is the proton mass Mp = 0.938 GeV2.
In order to  correct the particle m om enta and angles, we require precise knowledge 
of the incident lepton energy. In addition to  the T P E  production runs which have a 
very broad range of tertiary lepton energies, there were a few special runs w ith 2258 
MeV primary electrons incident on the target. Those special runs were analyzed 
and used to  calculate the required momentum corrections. The momentum and 
angle corrections for T P E  data  analysis were done by Dipak Rimal [39] following the 
method used by the CLAS e6 run group [40].
We compared the measured electron momentum and that calculated from the 
incident energy and scattering angle. Figure 56 shows th a t the difference between 
the measured and calculated electron momentum depends on 0. The correction pro­
cedure assumes th a t both momenta and polar angles are distorted by system atic 
displacements of the drift chambers and by magnetic field deviations from the field
6 8
FIG. 56. Before momentum corrections: relative difference between the measured and 
calculated electron momentum (Ap/p)  vs. azim uthal angle 0 for elastic scattering 
for all six sectors of CL AS.
69
map used in the reconstruction code. The deviations of measured values from ex­
pected, A 6 in the polar scattering angle, and Ap /p  in momentum, are minimized by 
adjusting eight free parameters for each sector which represent the displacements and 
rotations of the R2 and R3 drift chambers and six more param eters correcting the 
effects of inaccurate magnetic field maps. A detailed description of the procedure can 
be found in Ref. [40]. Figure 57 shows the Ap /p  vs. <p distributions after momentum 
and angular corrections. The A p /p  distributions no longer vary with 0.
FIG. 57. After momentum corrections: relative difference between measured and 
calculated electron momentum (Ap/p)  vs. azimuthal angle <fi for 2.2 GeV elastic 
scattering events.
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4.3.3 ENER G Y LOSS CO RRECTIO NS
Charged particles lose energy while propagating through target and detector m a­
terial, mainly by ionizing atoms they pass near. The energy loss is more significant 
for lower momentum and heavier particles. This process is described by the well- 
known Bethe-Bloch formula. Due to  this process, the reconstructed momentum seen 
in the Drift chambers is actually less than  the momentum of the proton at the in­
teraction point. In order to correct the energy loss of each detected charged particle 
in TPE data, the CLAS Energy Loss correction software package (ELoss) was used 
during the da ta  analysis. The geometry of the  T P E  target and target materials 
were inserted into the ELoss package correctly so th a t it considered all the material 
which the charged particles passed through. In general, these energy loss corrections 
are on the order of several MeV, but for low momentum protons these energy loss 
corrections are quite substantial.
4.3.4 TIM ING  OFFSET C O RR ECTIO N S
We need to  correctly identify the positron and the proton for the two positive track 
events. For the one positive-one negative track events, the  lepton (electron) can be 
easily identified from the charge. This section describes how the timing information 
of the two particles was used to differentiate the positron and the proton. The 
difference between the measured time and the calculated time, A t, for each particle 
and for an event can be calculated as follows:
where tToF is the track time measured a t the TO F scintillators, I is the distance 
travelled by the particle from the event vertex to the paddle hit position, (3 =  
and E  and p  are the energy and m omentum of the particle. LroF depends on which 
particle was selected by the reconstruction code as the trigger particle. A t  does not. 
Figure 58 shows the A t  distribution of the elastic electron-proton events as a function 
of proton momentum for the four magnet cycles. The offset horizontal bands indicate 
miscalibrated TO F scintillators. M agnet cycle 1 had a different set of miscalibrated 
scintillators than  the other cycles.
A t Proton
A t  Lepton
•Lepton
P roton
Dro to n
— Atproton ^^Lepton (56)
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FIG. 58. A£ distribution (uncorrected) as a function of proton momentum, pp for 
each magnet cycle.
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SeintlHator Paddle
FIG. 59. Paddle by paddle A t distribution of sector 2 in magnet cycle 2, 3 and 4. 
Four scintillator paddles (26, 44, 45, 49) needed to  be recalibrated.
In order to identify the scintillator paddles with offsets in each sector, the A t  
distribution of each paddle in each sector was studied individually. The A t  distri­
bution, paddle by paddle, for sector 2 is shown in Fig. 59. The A t  distribution for 
each paddle was then fitted with a Gaussian to  extract the offset constant, T0ffset- 
The offset constants were identified for each paddle in each sector and used to cor­
rect At.  Note th a t the Toffset values for magnet cycle 1 were determ ined separately. 
Figure 60 shows the A t  distribution as a function of proton momentum after the 
offset corrections. The band on the negative side of the A t  distribution seen in e+p 
events corresponds to events with incorrectly assigned (swapped) positron and pro­
ton. Timing information was then used to  correctly identify the positron and the 
proton as follows:
•  Assume track 1 is the positron and track 2 is the proton (unswapped orienta­
tion). Apply elastic kinematic cuts and calculate A t.
•  Assume track 1 is the proton and track 2 is the positron (swapped orientation). 
Apply elastic kinematic cuts and calculate At.
•  If the event passes the elastic kinematic cuts in both orientations, then choose 
the orientation th a t has the minimum At.
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FIG. 60. Offset-corrected A t  distribution as a function of proton momentum, pp for 
e~p events (right) and e+p events (left). The faint band on the negative side of the 
A t  distribution seen in e+p events corresponds to  events with incorrectly assigned 
(swapped) positron and proton. These events were corrected later.
4.3.5 VERTEX CUT
In order to remove any contam ination from non-target m aterial such as target 
entrance and exit windows, a cut is made on z-vertex (vz), the location along the beam 
line where the particle originated. Figure 61 shows the z-vertex measured for leptons. 
The T P E  target was located 30 cm upstream  of the CLAS center. Therefore a loose 
cut of —44 cm <  vzi < —16 cm was first applied to  the data. To ensure th a t the 
proton and the lepton came from the same interaction point, the difference between 
the z-vertex measured for each particle is calculated and used to make another vertex 
cut on T P E  data. Figure 62 shows th a t the widths of the difference (vzi — vzp), where 
vzi and vzp are the z-vertex of the lepton and proton, vary slightly w ith e. The second 
vertex cuts were centered at the mean of the vzi — vzp distribution with widths of
3.5 standard deviations to  each side.
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FIG. 61. Lepton vertex distribution (vzi).
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FIG. 62. The difference between the lepton vertex (vzi) and  the proton vertex (vzp).
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FIG. 63. Reconstructed incident energy distributions for elastic scattering events us­
ing scattering angles (F'I1ncident) for positive (left) and negative (right) chicane magnet 
settings for e~p (blue) and e+p  (red) events.
4.3.6 IN C ID EN T BEAM  E N E R G Y  C U T
Figure 63 shows the reconstructed incident energies of elastic e~p and e+p  events 
using their scattering angles for both chicane polarities. The distributions are differ­
ent for the two chicane polarities due to  the asymm etry of the chicane. However, the 
incident energy distribution of e~p events at positive chicane polarity is similar to 
the incident energy distribution of e+p  events a t negative chicane polarity and vice 
versa. When we combined the d a ta  of the two chicane polarities, the incident energy 
distributions obtained for elastic e~p and e+p events are similar (see Fig. 64). We cut 
the incident energy at 0.85 GeV to avoid the region where the beam  energy is chang­
ing very rapidly and where any small asymmetries in the beam energy distribution 
will be greatly magnified in the elastic scattering cross section ratios.
4.3.7 FIDUCIAL CUTS
It is very im portant th a t the detector has similar acceptance for electrons and 
positrons to reduce the systematic uncertainties in the cross section ratio. Therefore 
fiducial cuts were applied to the  reconstructed da ta  to  select the kinematic regions 
where both electrons and positrons were detected by CLAS for both  torus settings 
and to avoid the regions of CLAS where the particle detection efficiency changes 
rapidly.
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FIG. 64. Reconstructed incident beam energy distributions of elastic scattering 
events using scattering angles (£ incident) for erp  (blue) and e+p  (red) events.
The fiducial cut regions were determined by studying the azimuthal angle (0) and 
scattering angle (0) distributions of reconstructed tracks in different momentum bins 
as shown in Fig. 65 and Fig. 66. The distributions were summed over all sectors. 
These cuts were first checked by studying electrons and positive pions for both  posi­
tive and negative torus magnet settings in one-dimensional slices of 9 as a function of
0. Those studies showed that the acceptance for in-bending and out-bending tracks 
are significantly different. We used the functional forms of the fiducial cuts derived 
by the gl3  collaboration, but the fit param eters were adjusted using T P E  data.
Figure 65 shows th a t the angular acceptance of electrons in the positive torus 
magnetic fields have some momentum dependence at small 9 because they are bent 
inwards by the torus magnet fields. Therefore, a momentum dependent 0-shift was 
introduced to the in-bending tracks as 9' = 9 -I- 0-shift where
M rif t  =  o-19U + 6 , ° a ^ V ) " d  (57)
This value of 9' is then used in Eqs.(58) and (59). See Fig. 67. The fiducial cuts used 
for in-bending and out-bending tracks are |0 | <  0max where, for in-bending tracks
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FIG. 65. The number of reconstructed electrons as a function of 0 and 0 for positive 
torus magnet setting (in-bending tracks) for all sectors for different momentum bins. 
Fiducial cuts are drawn in black.
(with 0max in radians),
f 0.38(1 -  e- 6-50,+1°), 0.237 < 0' < 1.7 ra d l
0max =  < > (58)
[ -  O.40'2 +  1.070' -  0.674, O ’  > 1.7 rad J
and for out-bending tracks,
0.39(1 -  e- 6-5*'+0-6), 0.187 < 9' < 1.92 r a d l
> (59)
-  O.440'2 +  1.070' -  0.042384, 0' >  1.92 rad J
Figure 65 and 66 show that the fiducial cuts are within the regions of uniform 
acceptance for both in-bending and out-bending leptons. Both fiducial cuts were 
applied to all leptons.
4.3.8 D EA D  DETECTO R CUTS
Another im portant part of the da ta  analysis is to identify the inefficient detector 
channels which involve dead, broken and /o r inefficient detector components and re­
move the events th a t hit those channels. These channels can have a  large impact on
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FIG. 66. The number of reconstructed electrons as a function of 6 and 4> for negative 
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FIG. 67. 0-shift vs. momentum of reconstructed electrons for positive torus magnet 
setting (in-bending tracks). The fit to  this distribution was used for determining the 
shift of fiducial cuts for in-bending tracks.
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Sector Bad TO F paddles
1 34
2 26
3 16, 23
4 16, 23, 29
5 8 , 12, 23, 30
6 29
TABLE 3. List of bad TO F paddles.
the event selection process and could produce a significant asymm etry in the final 
cross section ratio.
Several bad TO F scintillator paddles were found during the timing correction 
study and those are listed in Table 3. Those bad TO F paddles were either dead or 
noisy and therefore needed to be removed from the T P E  dataset.
The sector 3 drift chamber and EC had many dead regions compared to other 
sectors. In order to  reduce the system atic bias due to these regions, any events with 
either lepton or proton detected in sector 3 with 9 <  45° were discarded.
The T P E  experiment crucially needs similar detector acceptances for both  elec­
trons and positrons. But the inefficient detector removal mentioned above can bias 
the lepton efficiencies. In order to  take those biases into account, a special CLAS 
algorithm called “swimming” was used. This algorithm calculates the trajectory  of 
particles through the CLAS detector system  and determines the h it positions on the 
detector planes. For each event, it generates a conjugate lepton w ith the same mo­
mentum and angles and swims the  conjugate lepton through CLAS. For example, 
if it is an e~p event, the algorithm generates an e+ with the same momentum and 
angles and swims it through the CLAS. If this conjugate particle hits a bad TO F 
paddle or falls outside the fiducial cuts, the  original event is discarded.
4.3.9 BA C K G R O U N D  SU B T R A C T IO N
Figure 68 shows th a t there is a significant background under the elastic event 
peak even after applying elastic kinematic cuts and other required cuts, especially at
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FIG. 68. A<f) distributions for different Q 2 bins for 0.1 <  e < 0.5 after other elastic 
cuts, top row for e~p events and bottom  row for e+p  events.
low e and high Q2. To obtain accurate e±p  cross-section ratios, it is very im portant 
to determine this background correctly and to  subtract it from the signal. Further 
studies showed th a t the background is symmetrical for the A <fi distributions but 
not for App and A E ±. Therefore, A<p distributions were used to  determ ine the 
background.
The data was divided into bins in Q 2 and e. A 0 distributions were made for each 
bin, for e~p and e+p  events separately. The tails of the A (j) distributions were fitted 
with different functions; linear, polynomial and Gaussian. Considering the x 2/d . i  
and overall goodness of all fits, the Gaussian fits best described the backgrounds. 
We also used a sampling method to determine the background a t low e. In the 
sampling method, the events on the tails of the A E~  distributions were sampled and 
scaled to fit the tails of the A<f> distributions. Figure 69 shows the A E~  and A <f> 
distributions for the worst case of background a t low e and high Q2. The sampled 
and fitted backgrounds agree well in this bin. At high e where the background is 
small, the sampling method fails because the A E~  peak becomes too wide. Therefore 
only the fitting method was used as to  subtract background in this analysis.
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FIG. 69. A E~ (left) and A<j> (right) distributions at e =  (0.2,0.5) and Q 2 =  (1.0,4.0). 
A 0 distribution shows both sampling (red histogram) and fitting (blue curve) back­
grounds.
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FIG. 70. A (j) distributions with Gaussian fits to  the backgrounds for e p  (left) and 
e+p  (right) events for da ta  a t e =  (0.2,0.5) and Q2 =  (1.0,4.0). All other cuts and 
corrections were applied except A $ cuts.
8 2
Figure 70 shows the Gaussian functions fitted to the  A<j> background for the 
worst case e = (0.2,0.5) and Q2 =  (1.0,4.0). The backgrounds for e~p and e+p 
are similar. The magnitude of the fit background depends slightly on the fitting 
range. We compared three different fitting ranges: (160° — 172° : 188° — 200°), 
(160° -  170° : 190° -  200°) and (160° -  174° : 186° -  200°). The variation of the 
results with the fitting range is discussed in detail under systematic uncertainties.
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CHAPTER 5
RESULTS
5.1 KINEM ATIC COVERAGE A N D  B IN  SELECTION
The Q 2 vs. e distributions of the elastic scattering e~p and e+p  events for both 
torus magnetic settings are shown in Fig. 71, including elastic kinematic cuts, correc­
tions and other cuts except background subtraction. The wide Q 2-e coverage of T P E  
data  can be clearly seen in all four cases. However, there is a lack of d a ta  around 
e = 0.7 a t low Q2 which is due to  the prim ary trigger used in the experiment. To 
record an event, there should be one particle track th a t hits the forward Electromag­
netic Calorimeters (EC) and TO F and a second particle that hits the TO F in the 
opposite sector. In the positive torus magnet setting, the positive charged particles 
are out-bending and therefore are more likely to  both miss the EC.
The elastic scattering data was binned to study the Q 2 and £ dependence of the 
cross section ratios (see Fig. 72). These bins were selected to have similar statistical 
significance. The bin boundaries were adjusted to  avoid the trigger hole and to obtain 
approximately similar average Q 2 or average e for all bins. Note th a t the edges of the 
distributions were also avoided, since the acceptance for in-bending and out-bending 
particles varies rapidly a t the edges.
Further analysis and the charge asymmetry ratios for the five high Q2 data  bins 
and the five low e data bins will be discussed in next section. The remaining d a ta  is 
the subject of Dipak Rimal’s PhD  thesis [39].
5.2 CHARGE ASYM M ETR Y RATIO
The elastic scattering cross section can be written as
<7 =  c moH ( y ^ ; )  [ g | ( Q 2) +  T- 2)] (60)
and it can be directly measured by
* *  (61)
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FIG. 71. The Q2 vs. e distributions for the e p  and e+p elastic scattering events for 
both torus magnetic settings.
FIG. 72. The bin boundaries for high Q2 d a ta  (left) and low e d a ta  (right).
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where N  is the number of elastic scattering events, A  is the corrected acceptance, 
£  is the luminosity, and / raa is the radiative correction. The acceptance difference 
of e+p  and e~p scattering da ta  was carefully studied and minimized by applying 
the fiducial cuts, the dead detector cuts and the swimming procedure discussed 
in the previous section. The luminosity difference of the e±p  scattering events is 
controlled by reversing the chicane magnetic setting and will be discussed and taken 
into account. The charge-symmetric part of the radiative correction cancels in the 
cross section ratio. Calculation of charge-asymmetric part of the radiative correction 
to the cross section ratio is discussed in Section 5.5. In this analysis, the ratio between 
the number of e+p  and e~p elastic scattering events is calculated in three steps as 
discussed below.
1. Single ratio (R \ )
The single ratios are calculated for each magnet configuration as follows. Here 
± ±  represents the torus magnet polarity and chicane magnet polarity, respec­
tively. The proton acceptance differences of e±p  scattering events will cancel 
out in the single ratio,
For example, R f + is the ratio for positive torus and positive chicane.
2. Double ratio (R 2)
The single ratios for different torus polarities are then combined to  form a 
double ratio for a  given chicane polarity. The ±  sign in R 2 represents the 
chicane magnet polarity. The remaining lepton acceptance will cancel in the 
double ratio,
3. Quadruple ratio (R)
Finally, the double ratios for different chicane magnet polarities are combined 
together to form a quadruple ratio  as shown below. If there is any luminos­
ity difference due to  the beam transport asymmetry, it will cancel out in the 
quadruple ratio,
(62)
(63)
(64)
These three ratios will be calculated for each kinematic bin and the quadruple ratios 
will be radiatively corrected to  form the final charge asymmetry ratios.
8 6
Bin
Q2 (GeV2) £
Range Bin center Range Bin center
1 1.00 - 4.00 1.44 0.22 - 0.54 0.40
2 1.00 - 3.50 1.45 0.54 - 0.68 0.60
3 1.00 - 3.00 1.46 0.68 - 0.80 0.76
4 1.13 - 3.00 1.47 0.80 - 0.86 0.83
5 1.21 - 2.50 1.47 0.86 - 0.95 0.90
TABLE 4. Bin ranges and bin centers for Q 2 and £ for high Q 2 data.
5 .3  R E S U L T S  
5.3.1 H IG H  Q2 D A TA
As seen in Fig. 72, the Q2 > 1 GeV2 d a ta  are binned into five bins to  study the e 
dependence of the cross section ratio. The weighted average Q2 of each bin is ~  1.45 
GeV2. The bin ranges and centers for each bin are summarized in Table 4. The 
elastic scattering e±p  events were carefully selected using all kinematic and other 
cuts. The background e^p  events were also subtracted and the single, double and 
quadruple ratios were calculated for all bins.
Figure 73 shows the double ratios for the two chicane magnet polarities and the 
quadruple ratios for each high Q 2 kinematic bin. The double ratios for positive 
and negative chicane magnet setting are clearly different due to  the e± transport 
asymmetries through the chicane. These asymmetries cancel in the quadruple ratio. 
More details of the beam asymmetry will be discussed under systematic uncertainties. 
The quadruple ratios at Q 2 ~  1.45 GeV2 increase with decreasing e.
5 .3 .2  L O W  e D A TA
The £ <  0.7 data  are binned into four kinematic bins and the weighted average e 
of those bins is ~  0.45 (see Fig. 72 and Table 5). These bins were used to  measure 
the Q2 dependence of the cross section ratio  a t low e. The double ratios for different 
chicane magnet polarities and the quadruple ratios obtained for these kinematic bins
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FIG. 73. Double ratios for positive and negative chicane polarities (top) and the 
quadruple ratio (bottom) as a function e a t Q2 ~  1.45 GeV2. No radiative corrections 
have been applied.
are shown in Fig. 74. The double ratios for different chicane polarities were different 
for all bins except at Q2 =  0.7 GeV2. The quadruple ratios do not vary significantly 
with Q2 a t e ~  0.45. Further details of the quadruple ratios are discussed under 
systematic uncertainties in Section 5.4.
5.4 SYSTEM ATIC U N C ER TA IN TY
The purpose of the T P E  experiment is to  measure the positron-proton to  electron- 
proton elastic scattering cross section ratios precisely. There were several techniques 
used to control the systematic uncertainties. The remaining sources of uncertainty 
are discussed below.
1. Differences in the electron and positron luminosities
8 8
Bin
Q2 (GeV2) £
Range Bin center Range Bin center
1 0.63 - 0.80 0.72 0.35 - 0.55 0.45
2 0.80 - 1.00 0.89 0.30 - 0.60 0.45
3 1.00 - 1.30 1.14 0.22 - 0.65 0.45
4 1.30 - 4.00 1.73 0.22 - 0.65 0.45
TABLE 5. Bin ranges and bin centers for Q 2 and e for low e data.
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FIG. 74. Double ratios for positive and negative chicane polarities (top) and the 
quadruple ratio (bottom) as a function of Q2 a t e ~  0.45. No radiative corrections 
have been applied.
Electron-positron pair production is inherently charge symmetric and therefore
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FIG. 75. The ratio of the incident positron energy density to the incident electron 
energy density as a function of incident energy (measured in channels where channel 
1000 corresponds approximately to  370 MeV) for (left top panel) leptons passing on 
the chicane before the Jan  23 chicane flip, (left middle panel) and after the Jan  23 
chicane flip, (right top panel) the same ratio for leptons passing on the left side of 
the chicane, (right middle panel) and the  right side of the chicane, and (bottom  of 
each panel) the product of the two ratios. The vertical scale is normalized to  unity. 
The bottom  right figure is identical to the bottom  left figure, but with an expanded 
scale.
the electron and positron beam fluxes should be identical. In the experiment, 
the only differences in the two beams could come from differences in beam  trans­
port from the converter to the target. The chicane magnet fields were reversed 
four times during the run period to  minimize the effects of these differences. 
The electron and positron incident energy distributions were measured with 
the T PE  calorimeter.
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The ratios of the beam energy distributions are shown in Fig. 75. The left 
panel shows the ratio of positrons to  electrons for leptons passing through the 
chicane before and after the January 23 chicane flip. The ratios are energy 
dependent and not consistent before and after the chicane flip. This indicates 
an asymmetry in beam transport. The right panel shows the same ratio  for 
leptons passing on the right side of the chicane and on the left side of the 
chicane and demonstrates th a t the distribution of positrons passing through 
one side of the chicane is the same as the electrons passing through the same 
side even if the chicane is not symmetric. The product of the two single ratios 
is shown in the bottom  panels and shows th a t the asymmetries in the beam 
transport cancel out in the double ratios.
The primary uncertainty due to the incident lepton flux comes from the varia­
tion in the chicane as its polarity was repeatedly flipped, as determ ined by the 
variance of the e+p /e "p  ratios for the different chicane cycles.
Figure 76 shows the double ratios obtained for different magnet cycles at pos­
itive and negative chicane magnet settings for bins at e =  0.88. The ratios 
are consistent and indicate th a t the chicane is reproducible a t each flip. The 
ratios for magnet cycle 2 negative chicane are a few percent lower than  the 
other cycles. This was also seen in the T P E  calorimeter measurements from 
the January 14 chicane flip (see Fig. 77). The cycle 2 negative chicane d a ta  are 
therefore discarded from further analysis.
The total uncertainty (atotai) due to  the magnet cycle dependence for each 
chicane setting is calculated as below from the variance of the measurements:
where Ri and ox are the double ratio and its statistical uncertainty for each 
magnet cycle and /^ average is the weighted average of the double ratios calculated 
for four (positive chicane) or three (negative chicane) magnet cycles. Here <rtotai 
includes both systematic and statistical uncertainties to the chicane asymmetry. 
The systematic uncertainty is then calculated as
^ y s t  =  \ ] ° t o t a l  -  < 4 a t  ( 6 6 )
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FIG. 76. The double ratios for different magnet cycles a t e = 0.88 for (top) positive 
and (bottom) negative chicane magnet settings. The consistency among the double 
ratios for the different magnet cycles shows the consistency of the chicane. The cycle 
2 negative chicane double ratios are anomalously low, indicating problems with th a t 
d a ta  set.
If the variance of the individual measurements as calculated using Eq. 65 is less 
than the expected variance due to  the statistical uncertainties, then crsyst =  0. 
Note th a t this technique will overestimate the systematic uncertainty. In the 
unrealistic case where the system atic uncertainty is zero, this technique will 
give a  non-zero crsyst half of the time.
The systematic uncertainties obtained for positive chicane (tfsystt-R^)) and neg­
ative chicane {asyat(R ^))  m agnet settings were then combined to  calculate the
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FIG. 77. The ratio of the incident positron energy density to the incident electron 
energy density versus incident energy (measured in channels where channel 1000 
corresponds approximately to  370 MeV) for (top of each panel) leptons passing on 
the right side of the chicane before and after the Jan 14 chicane flip, (middle of each 
panel) the same ratio for leptons passing on the left side of the chicane, and (bottom  
of each panel) the product of the two ratios. The distributions are normalized to 
unity. The left figure is for the calorimeter at its nominal position (beam centered) 
and the right figure is for the calorimeter offset by approximately 2 cm or 0.5 modules. 
The statistics boxes show the results of one-param eter (constant) fits to  the ratios.
total systematic uncertainties due to  the asymm etry in beam transport.
R
<rsyst (chicane) =  —p .
v  2  \
V systiR py  | ^ y s t (# 2 ) (67)
where and R 2 are the average double ratios for positive and negative chicane 
settings and the R  is the average quadruple ratio. The procedure was applied to
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FIG. 78. The quadruple ratios for different sectors at Q2 =  1.45 GeV2.
each kinematic bin to calculate the uncertainties due to the chicane asymmetry, 
crSySt(chicane). See Tables 6 and 7 for the resulting uncertainties for the bins at 
Q2 =  1.45 GeV2 and a t s =  0.45. Zero uncertainties means th a t the variance 
in ratio measurements for the different chicane cycles is less than  th a t expected 
due to the statistical uncertainties.
2. CLAS detector imperfections
There are six independent sectors in CLAS detector and therefore six inde­
pendent cross section measurements. The effects of bad TO F paddles was 
accounted for using swimming. However, there are also other bad detector 
channels. In order to take these into account, we compared the quadruple 
ratios for the different sectors. Variations in these ratios are due to  detector 
imperfections. We determined the systematic uncertainty due to  the CLAS 
detector imperfections, crsyst(sector) using the variance of the sector ratios fol­
lowing the method of Eq. (65) and (66). See Figs. 78 and 79 and Tables 6 
and 7.
3. Background fitting region
We determined the systematic uncertainty due to background subtraction by 
varying the background fitting regions (this paragraph) and by varying the 
amount of background (next paragraph).
In the T P E  data  analysis these backgrounds are determined by a  Gaussian 
function fitted to the tails of the A 0 distribution of the d a ta  th a t pass the
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FIG. 79. The quadruple ratios for different sectors at e =  0.45.
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FIG. 80. The quadruple ratios a t Q2 =  1.45 GeV2 background subtracted with 
different fitting ranges.
4
other three kinematic cuts, A Pp and A E ±. The nominal fitting range for 
the tails is 160 — 172°(left of the peak) and 188 — 200°(right of the peak). 
We varied the fitting range by —2° (R i =  160 — 170 : 190 — 200) and +2° 
(i?2 =  160— 174 : 186 — 200) and calculated quadruple ratios (Figs. 80 and 81). 
The differences between the quadruple ratios obtained with those fitting ranges 
with the nominal (AF?Nominai+2o, Ai?Nominai-2°) was averaged and assigned as 
systematic uncertainty due to background subtraction. See Tables 6 and 7.
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FIG. 81. The quadruple ratios at e — 0.45 background subtracted with different 
fitting ranges.
4. Elastic event selection
The final results of the ratios are calculated using the events selected with 
±3er kinematic cuts. By increasing the  widths of the  kinematic cuts to  ± 3 .5(7 
and ± 4(7 we can estim ate the system atic uncertainty due to  the  elastic event 
selection. Figures 82 and 84 show the quadruple ratios calculated with 3cr 
and 3.5cr kinematic cuts at Q2 = 1.45 GeV2 and e — 0.45, respectively. (The 
backgrounds were too large a t Q 2 =  1.45 GeV2 to use the ± 4 a  elastic cuts.) 
The ratios are similar in all four configurations and the am ount of background 
approximately doubles when the widths of the kinematic cuts are increased 
from 3(7 to 3.5(7 (see Fig. 83). Therefore the uncertainty due to  the background 
subtraction is also included in these uncertainties. Doubling the background 
a t the lowest e point a t Q2 = 1.45 GeV2 changed the quadruple ratio  by less 
than 1%.
The systematic uncertainty due to the elastic kinematics cuts was assigned to 
be the difference between the quadruple ratio  determined w ith 3er cuts and th a t 
determined with 3.5(7 cuts.
5. Vertex cuts
The 30 cm T P E  target is located 30 cm upstream  of the CLAS center. In order 
to remove any contamination from non-target m aterial such as target entrance 
and exit windows, we applied —44 cm <  vz < —16 cm cuts on both  lepton and 
proton. The vertex cuts on lepton and proton z-vertex were then  tightened by
FIG. 82. The quadruple ratios at Q 2 =  1.45 GeV2 w ith 3a and 3.5<x kinematic 
cuts. Note the consistency in the  quadruple ratio  despite the dram atic change in the 
background shown in Fig. 83.
1 cm from both sides (—43 cm < vz < — 17 cm) to  determine the systematic 
uncertainty due to the vertex cuts. The difference between the quadruple ratios 
obtained with nominal and tighter vertex cuts was assigned as the systematic 
uncertainty.
6. Fiducial cuts
In order to  determine its contribution to the systematics, the fiducial region was 
tightened by one degree with respect to the nominal fiducial cuts. The differ­
ence between the quadruple ratios obtained with nominal and tighter fiducial 
cuts was assigned as a  system atic uncertainty. Figures 85 and 86 show the 
quadruple ratios with nominal and tighter fiducial cuts at Q2 =  1.45 GeV2 
and e = 0.45, respectively. The system atic uncertainty due to  fiducial cuts are 
negligible compared to the other contributions a t e < 0.8.
The calculated systematic uncertainties due to each of the above sources for the 
high Q2 bins and the low e bins are listed in Tables 6 and 7 respectively. The to tal 
systematic uncertainty a syst (Total) was obtained by adding the individual contribu­
tions in quadrature.
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Q2 £
•Tsyst
chicane
^syst
sector
*^ syst
elastic
event
^syst
background
^syst
vertex
cuts
^syst
fiducial
cuts
^syst
Total
1.44 0.40 0.0000 0.0095 0.0070 0.0023 0.0031 0.0003 0.0124
1.45 0.60 0.0000 0.0000 0.0069 0.0021 0.0004 0.0005 0.0072
1.46 0.76 0.0026 0.0043 0.0075 0.0024 0.0021 0.0005 0.0096
1.47 0.83 0.0000 0.0000 0.0012 0.0014 0.0015 0.0046 0.0051
1.47 0.90 0.0133 0.0000 0.0043 0.0021 0.0024 0.0057 0.0154
TABLE 6. Systematic uncertainties on the quadruple ratio  due to  various sources at 
Q2 =  1.45 GeV2. Zeroes indicate th a t the variance expected due to the statistical 
uncertainty was greater than the variance of the chicane or sector e+p /e~ p  ratios.
Q2 £
f^ syst
chicane
^syst
sector
^syst
elastic
event
^syst
background
^syst
vertex
cuts
^syst
fiducial
cuts
"^syst
Total
0.72 0.45 0.0086 0.0156 0.0033 0.0033 0.0003 0.0001 0.0185
0.89 0.45 0.0000 0.0000 0.0132 0.0034 0.0057 0.0001 0.0148
1.14 0.45 0.0000 0.0000 0.0037 0.0071 0.0015 0.0004 0.0082
1.73 0.45 0.0135 0.0000 0.0063 0.0115 0.0012 0.0007 0.0189
TABLE 7. Systematic uncertainties on the quadruple ratio  due to  various sources at 
e =  0.45. Zeroes indicate th a t the variance expected due to  the statistical uncertainty 
was greater than  the variance of the chicane or sector e+p/e~p  ratios.
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FIG. 83. Background to signal ratios at Q2 =  1.45 GeV2 with 3a  (top) and 3.5<r 
(bottom) kinematic cuts. The proportion of background approximately doubles as 
the cuts are loosened slightly.
5.5 RADIATIVE CORRECTIONS
The higher order radiative corrections shown in Fig. 8 have a significant impact 
on the elastic lepton-proton cross sections. The largest contributions among those 
radiative corrections are the charge even terms, which are independent of the charges 
of the lepton and proton. Since we are comparing the positron-proton to  electron- 
proton cross sections, these charge-even terms cancel in the ratio. The charge-odd 
terms do not cancel and must be calculated.
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FIG. 84. The quadruple ratios a t e =  0.45 with 3cr and 3.5<r kinematic cuts.
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FIG. 85. The quadruple ratios at Q 2 =  1.45 GeV2 with nominal and tighter fiducial 
cuts.
There are two leading order charge-odd correction terms to the Born approxi­
mation (see Fig. 8). The first one is the interference between the Born and T P E  
amplitudes (S2y) and the second one is the  interference between the lepton-proton 
bremstrahlung amplitudes (Sepbr). We want to measure S2-f, therefore we need to 
compute 8epbr. Since the proton brem strahlung has some sensitivity to proton in­
ternal structure, 8e_pbr is also slightly model dependent. At low Q2, this sensitivity 
is relatively small.
Any of the three particles, the incident and scattered electrons and the proton, can
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FIG. 86. The quadruple ratios at e — 0.45 with nominal and tighter fiducial cuts.
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FIG. 87. The quadruple ratios a t Q2 =  1.45 GeV2 w ith and w ithout radiative 
corrections.
radiate a  bremstrahlung photon. In order to calculate these brem strahlung contribu­
tions, we simulate radiative effects following the prescription of [41]. This approach 
is called the ‘extended peaking approximation approach’ and it allows generation of 
radiated photons only in the directions of the charged particles. Because the incom­
ing and outgoing leptons and the struck proton are all allowed to  radiate, the sum of 
the radiated photon momenta has a fairly realistic angular distribution. Typically, 
these simulations use fixed energy loss or invariant mass (W 2) cut to determine which 
events are included as elastic and which are in the excluded radiative tail. In our
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FIG. 88. The quadruple ratios a t e =  0.45 with and without radiative corrections.
case, we used the same four kinematic cuts (A0, A Pp, A E  + Ee and A E  — E e) which 
we applied to the TPE  data  to identify elastic events.
The measured cross section ratio, a(e+p) /  a(e~p), was divided by the calculated 
ratio of the radiated e+p  to the radiated e~p cross section. The radiative corrections 
at Q2 =  1.45 G eV /c2 and e =  0.4 is consistent with the radiative corrections applied 
to the Novosibirsk results at similar kinematics. The effects of radiative corrections 
on the data can be seen in Figs. 87 and 88. The uncertainties of the radiative 
corrections were estimated by varying the widths of the four T P E  kinematic cuts 
from 3a to 3.5cr. The difference between the radiatively corrected cross section ratio 
(R ) with 3a and 3.5cr, |/?3(T — /?3 5(7|, was taken as the uncertainty and was <  0.2% 
for all bins.
102
CH APTER 6 
DISCUSSION AND  CONCLUSION
6.1 DISCUSSIO N
The CLAS T P E  experiment measured the positron-proton to  electron-proton 
elastic cross section ratios in order to determine the T P E  contribution to the elastic- 
lepton scattering cross section. This thesis described the experimental technique 
and data  analysis process in detail. The positron-proton to electron-proton cross 
section ratios (R ) at Q2 >  1 G eV /c2 and at e < 0.65 were presented, along with 
the estimations of systematic uncertainties and radiative corrections. Tables 8 and 9 
show the final results obtained for R  and the associated statistical, system atic and 
total uncertainties for each bin. The to tal uncertainties are <  2% for all bins.
Bin Q2 £ R ^ s ta t ^ sy st tfT otal
1 1 . 4 4 0 . 4 0 1 . 0 3 3 9 0 . 0 1 2 6 0 . 0 1 2 4 0 . 0 1 7 7
2 1 . 4 5 0 . 6 0 1 . 0 0 5 8 0 . 0 1 6 2 0 . 0 0 7 2 0 . 0 1 7 7
3 1 . 4 6 0 . 7 6 0 . 9 9 7 9 0 . 0 1 3 8 0 . 0 0 9 6 0 . 0 1 6 8
4 1 . 4 7 0 . 8 3 0 . 9 9 5 1 0 . 0 1 5 4 0 . 0 0 5 1 0 . 0 1 6 2
5 1 . 4 7 0 . 9 0 0 . 9 9 3 3 0 . 0 1 4 2 0 . 0 1 5 4 0 . 0 2 0 9
TABLE 8. Final e+p/e~p  cross section ratios (R) and the associated statistical (<rsta.t), 
systematic (<7syst) and to tal uncertainties (rxTotal) a t Q2 =  1.45 GeV2. Charge-odd 
radiative corrections have been applied.
6.1.1 CO M PARISON W ITH  PR E V IO U S M E A SU R E M E N T S A N D  
THEORETICAL CALCULATIONS
We also compared our results with previous measurements and with theoretical 
calculations. Fig. 89 compares our Q2 =  1.45 GeV2 measurements w ith the  previous
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Bin Q2 £ R ^stat O’syst OTotal
1 0.72 0.45 1.0049 0.0131 0.0185 0.0227
2 0.89 0.45 1.0060 0.0130 0.0148 0.0197
3 1.14 0.45 1.0260 0.0137 0.0082 0.0159
4 1.73 0.45 1.0150 0.0146 0.0189 0.0238
TABLE 9. Final e+p/e~p  cross section ratios (R) and the associated statistical (crstat), 
systematic (<rsyst) and total uncertainties (crTotal) a t e =  0.45. Charge-odd radiative 
corrections have been applied.
world measurements taken at Q2 =  1 — 2 GeV2. There are only few previous mea­
surements available for th a t kinematic region. The Novosibirsk measurement is the 
most precise measurement among those. Even though our data  points have slightly 
higher uncertainties than the Novosibirsk measurement, CLAS T P E  covered a wide 
range of e and is more precise than  other previous world measurements.
The theoretical calculations shown in Fig 89 were done by Blunden, Melnitchouk 
and Tjon [11] assuming the nucleon interm ediate sta te  in their hadronic framework. 
The CLAS T P E  measurements are consistent w ith those theoretical calculations. We 
also compared our results at e = 0.45 w ith previous measurements (see Fig. 90) and 
theoretical calculation [11]. There were only three measurements available for th a t 
kinematic region and our results are more precise than  those previous measurements. 
The CLAS T P E  results at e =  0.45 also are in good agreement with theoretical 
predictions by Blunden, Melnitchouk and Tjon.
The high e and the Q 2 ~  0.85 GeV2 data  of the CLAS T P E  experiment were 
analyzed by Dipak Rimal at Florida International University [39]. He observed a 
slight Q2 dependency of the positron-proton to  electron-proton cross section ratios 
a t e =  0.88 [39] and those R  measurement were also more precise than  the previ­
ous world measurements and agreed with the theoretical calculation by Blunden et 
al. [11]. Rimal found no significant e dependance of R  a t Q2 =  0.85 GeV2.
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CLAS TPE (redtativa corrected) 
BMT calculation
1.08
VEPP-3 (Novosibirsk)
1.06
a .
&
o '
0.98
0.96
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
FIG. 89. The positron-proton to electron-proton cross section ratios obtained from 
this experiment a t Q 2 = 1.45 GeV2 (red) compared w ith previous measurements at 
Q2 = 1 — 2 GeV2 (black) and a theoretical calculation by Blunden et al. [11],
6.1.2 IM PLICATIONS OF TH E T P E  M E A SU R E M E N T S O N TH E  
ELASTIC ELEC TRO N-PR O TO N CROSS SECTIO N
Figure 91 shows the positron-proton to electron-proton elastic cross section ratios 
measured at Q2 =  1.45 GeV2 w ith a linear fit. The linear fit was used to determine 
the elastic cross section ratio as a function of e. The radiatively corrected elastic 
cross section ratio, R, determined by the linear fit was used to  calculate the T P E  
contribution (627) and correct the measured elastic scattering cross sections a t each 
value of e as below.
a(e~p )  =  a Bor n (  1  +  £ 2 7 )
< j ( e  p )  & Born  (1 ^ 2 7 )
a(e+p)
R  = 27cr(e-p)
We applied the CLAS T P E  corrections to  the Rosenbluth separation measure­
ments a t Q2 =  1.75 GeV2 [4]. Figure 92 shows the reduced cross section measure­
ments normalized by the square of the dipole form factor (G2D) as a  function of e
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1.14
1.12 CLAS TPE (radtatlva corrected)
BMTcHcuMton
World date
VEPP-i (NovoaMrak)1.08
* ■ [ a .  1 ,06  ®r«
W  1 0 4
0 .98
0 .96
0.9fc 0.6 0.8 1.4 1.6
FIG. 90. The positron-proton to electron-proton cross section ratios obtained from 
this experiment at e =  0.45 (red) compared with previous measurements (black) and 
a theoretical calculation by Blunden et al. [11].
1 .06
1 .05 X2 / ndf 
Prob
0.4781 / 3 
0.9237  
1.064 ± 0.02381 
-0.08316 ± 0.03359
1 .04
~  103  
®  1.02
Q .
1.01
0 .9 9
0 .9 8
0 .9 7 0 .4 0.5 0.6 0 .7 0.8 0 .9
FIG. 91. The quadruple ratio as a  function of e a t Q2 ~  1.45 GeV2 w ith a  linear fit.
a t Q2 =  1.75 GeV2. The black da ta  and the curve show the original measurement 
from Ref. [4] and the linear fit to  the data. The blue d a ta  represents the T P E  cor­
rected cross section measurements. The original and t}ie TPE corrected hpG e / G m
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FIG. 92. The original (black) and T P E  corrected (blue) reduced cross section, nor­
malized by the square of the dipole form factor (G 2D), measured by Andivahis et al. [4] 
as function of e. The slopes and intercepts of the linear fits are used to  determined 
the hpG e / G m -
ratios were calculated using the slope and the intercept of the linear fits. The slope
q2 q2
gives ~^~q t and the intercept gives The results are given in Table 10. The T P E  
corrections change the intercept by only a few percent, but the slope significantly 
(~  20%).
We also compared the  TPE  corrected and original Rosenbluth separation mea­
surements a t Q 2 =  1.75 GeV2 w ith hpG e /G m  ratio measured by the polarization 
transfer technique at Q2 =  1.77 GeV2. As shown in Fig. 93, the CLAS T P E  
corrections bring the Rosenbluth separation and the polarization measurements at 
Q2 ~  1.75 GeV2 into excellent agreement.
To estim ate the uncertainties due to  the inclusion of the CLAS T P E  correc­
tions, we vary the slope of the T P E  correction to  the elastic cross section ratios by 
i  1(7. See Fig. 94. There is no significant uncertainty of the intercept of the linear 
fit and therefore that is neglected in the uncertainty calculation. T P E  corrected 
were determined from those cases. The difference between proton form fac­
tors calculated from the case 1 and the nominal, ( )  , was
IV G«  /  case 1 V )  nom inal
taken as the upper bound of the uncertainty due to the T PE  correction. Similarly,
I (  £e£ e \  _  (  MpGfiV
| \  G m  )  case 2 V G m  )  nom inal was taken as the lower bound of the uncertainty due
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Slope Intercept Up G eg m Total error
Andivahis et al. 1.839 8.6010 0.910 +0.059
-0.061
Andivahis et al. +  CLAS T P E  corrections 1.454 8.8789 0.796 +0.067
-0 .085
TABLE 10. measurements a t Q 2 =  1.75 GeV2 by Andivahis et al. [4] w ithout 
and with CLAS T P E  corrections.
1
0.95 
0.9
d*
3 “ 0.85
CL
0.8 
0.75
°T .7  1.71 1.72 1.73 1.74 1.75 1.76 1.77 1.78 1.79 1.8
Q2 (GeV2)
FIG. 93. The proton form factor ratio, measured by Rosenbluth separation
method [4] (black) with (blue) and w ithout (black) CLAS T PE  corrections and mea­
sured by polarization transfer technique [20] (red). The T P E  corrected proton form 
factor ratio point includes the correction uncertainty. See text for details.
to the TPE  correction. Uncertainties due to  the T P E  corrections were added to  the 
to tal uncertainties of the original Rosenbluth separation measurement in quadrature 
( see Table 10).
Rosenbluth
separation
Rosenbluth separation  
+ TPE correction
polarization
transfer
 1 1 1 ,
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10.6
Nominal
Case 1 
Case 2
10.4
10.2
9.6
9.4
9.2
0.3 0.5 0.60.4 0.7 0.8 0 .9
FIG. 94. TPE corrected reduced cross sections as a function of e a t Q2 ~  1.75 
GeV2 with additional cases. In the nominal case, the T P E  correction at a given e is 
determined by the linear fit to the CLAS T P E  elastic cross section ratios shown in 
Fig. 91. In cases 1 and 2, we varied the slope of the linear fit by ±<x.
6.2 CONCLUSION
The CLAS T P E  experiment measured the  positron-proton to  electron-proton 
elastic cross section ratios using simultaneous electron-positron beam produced at 
Jefferson Lab Hall B. The elastic scattering d a ta  were analyzed w ith associated sys­
tem atic uncertainties, background subtraction and other required corrections. In 
this dissertation I presented the positron-proton to electron-proton elastic scatter­
ing cross section ratios a t Q2 =  1.45 GeV2 and a t e =  0.45 with an uncertainty of 
<  2%. These ratios showed a significant e dependence at Q 2 =  1.45 GeV2 and no Q2 
dependence at e =  0.45.
Our results at Q2 = 1.45 GeV2 and the Novosibirsk measurement are consistent 
with the previous world measurements and w ith theoretical predictions by Blun­
den, Melnitchouk and Tjon. Their T P E  calculations were performed in the  hadronic 
framework with nucleon elastic interm ediate states. These hadronic calculations are 
reliable for all e values at low Q2. For Q2 < 2 — 3 G eV /c2, the T P E  corrections to the 
cross section bring the form factor ratio extracted from Rosenbluth separation mea- 
suremets into excellent agreement with the polarization transfer measurements [8] 
(see middle panel of Fig. 95). At higher Q 2, the  calculation is expected to be less
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FIG. 95. Comparison of polarization measurements (filled diamonds) and Rosenbluth 
separation measurements (open circles) w ith no T P E  corrections (left), T P E  correc- . 
tions from Blunden et al. [42] (center), and with the additional high Q 2 correction 
applied from Arrington et al. [43] (right)
complete and therefore a small additional phenomenological correction term  associ­
ated with the higher-mass intermediate sta te  contributions is needed to explain the 
G e discrepancy [8].
The T P E  corrections determined by the CLAS T P E  experiment a t Q 2 = 1.45 
GeV2 were directly applied to the Rosenbluth separation cross section measurements 
a t Q2 — 1.75 GeV2. This significantly decreased the extracted value of G e / G m 
and brought it into excellent agreement with th a t determined from the polarization 
transfer measurement.
Therefore, it appears th a t the two photon exchange correction can reconcile the 
Rosenbluth and polarization transfer measurements of the  proton form factor ratio, 
HpGe /G m , a t momentum transfers Q2 up to  2 GeV2. We need more d a ta  and more 
exact calculations at higher Q2 to  explain and resolve the entire proton form factor 
discrepancy.
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