Abstract. K. Mehlhorn introduced a class of polynomial time computable operators in order to study poly time reducibilities between functions. This class is de ned using a generalization of A. Cobham's de nition of feasibility for type 1 functions to type 2 functionals. Cobham's feasible functions are equivalent to the familiar poly time functions. We generalize this equivalence to type 2 functionals. This requires a de nition of the notion`poly time in the length of type 1 inputs'. The proof of this equivalence is not a simple generalization of the proof for type 1 functions; it depends on the fact that Mehlhorn's class is closed under a strong form of simultaneous limited recursion on notation, and requires an analysis of the structure of oracle queries in time bounded computations.
1. Introduction. A type 1 function is a mapping from N to N. We will denote the set of all functions by N N. A type 2 functional is a mapping from ( N N) k N l to N, for some k; l. More speci cally, we will call a mapping of this sort a functional with rank (k; l).
For type 1 functions, there is a well established notion of computational feasibility. Namely, a function is feasible if it is computable in polynomial time on a Turing machine. More speci cally, a function f is poly time if there is a TM M and a polynomial p such that for all x, M with input x computes f(x) and runs in time p(n), where n = jxj, and for x 2 N, jxj denotes the length of the binary notation of x, that is dlog(x+1)e. This notion of feasibility is robust in the sense that it is independent of the computational model used, assuming that the model is`reasonable'. In 1], Cobham presented a machine independent characterization of computational feasibility, via an inductive de nition. Cobham's de nition, while important, lacks the intuitive appeal of the machine based characterization because intuitively, feasibility depends on a notion of bounding computational resources (in this case running time) in a general computational model in some natural way.
Questions about feasibility arise when dealing with type 2 functionals as well, for example, in the study of reducibilities 9], computable analysis 5], and descriptive set theory 10]. Mehlhorn's study 9] of feasible reducibilities appears to be one of the rst to consider the notion of feasibility for type 2 functionals. Here, a class of poly time operators is de ned, using a generalization of Cobham's de nition. Subsequent studies, such as 10] and 4], take Mehlhorn's approach. The work done to date in this area does not address the question of whether there is a natural machine based de nition of Mehlhorn's class. In this paper, we provide an a rmative answer to the question.
that we also use the term oracle Turing machine to refer to this modi ed model. In addition to the normal work tapes, there is an oracle query tape and an oracle answer tape for each function input. These tapes are in nite in one direction. In order to query a function oracle at an input x, we write x (in binary) on the corresponding query tape, move the read head on the oracle tape to the beginning, and enter a query state for that oracle. In the next step the value of the function at the speci ed input is written (in binary) at the beginning of the corresponding answer tape, and the head of the answer tape is returned to the leftmost position. The rest of the answer tape is overwritten with blanks. There is also a special, read-only input tape. One work tape is speci ed as the output tape.
An OTM M computes a functional F M of rank (k; l) if it has k oracle query states, and for all f 1 ; : : :; f k and x 1 ; : : :; x l , whenever M is started with x 1 ; : : :; x l written in binary (and separated by blanks) on its input tape, and when f i is the function associated with query state i, M halts with F M (f;x) written at the beginning of its output tape, followed by blanks and with the read head of the work tape in the leftmost position. In this case we say that M has function inputs f 1 ; : : :; f k , number inputs x 1 ; : : :; x l , and that M is a rank (k; l) OTM.
The running time of a Turing machine is normally just the number steps that it executes before halting. This is also the case for OTM's with set oracles. With function oracles, on the other hand, there are two possible conventions for the cost of an oracle call. The rst is to charge one time step, re ecting our intuition that oracles are like subroutines with unlimited power. However, it is also reasonable to charge the length of the value returned by the oracle, re ecting the fact that the answer returned by the oracle must still be written down on the output tape. More formally, if we query oracle f at inputx, the associated cost is maxf1; jf(x)jg. Thus we have an I/O cost associated with an oracle call. We choose the latter convention. 1 Definition 2.1. The running time of an OTM with a given input is the sum of the costs of the steps it executes. We denote by T M (f;x) the running time of M on inputsf;x.
Because of the way we charge for oracle calls, the number of steps in a computation is not equal to its running time, as oracle calls are atomic steps with non-unit cost. We denote by Steps(M;f;x; t) the least number of steps that M must execute on inputsf;x so that the sum of the costs of those steps is at least t. In the case that t > T M (f;x), we adopt the convention that Steps(M;f;x; t) denotes Steps(M;f;x; T M (f;x))+1. We will write Steps(t), when M;f andx are understood. We will also denote by S M (f;x) the value Steps(T M (f;x)), that is, the total number of steps taken by M on inputsf,x before halting. It is important to note that the computation of an OTM for a given function input depends only on the values of the function at those points which are actually queried during the computation. This is formalized as follows (we will restrict our attention to rank (1; 1) functionals for the sake of simplicity.) Definition 2.2. For any function f, any rank (1; 1) OTM M and any t; x 2 N, let Q(M; f; x; t) denote the query set consisting of all y such that M with inputs f; x queries f at y within Steps(t) steps of its execution. For any set Q N and any function f, let f Q , the query restriction of f, be the function such that f Q (y) = f(y) for all y 2 Q, and f Q (y) = 0 otherwise. Proposition 2.3. If Q = Q(M; f; x; t), then the rst Steps(t) steps of the execution of M on inputs f; x are identical to its rst Steps(t) steps on input f Q ; x.
3. Basic feasible functionals. Cobham 1] gave an inductive de nition of type 1 feasible functions, in terms of certain initial functions and closure conditions. The most important aspect of this de nition is closure under limited recursion on notation. Cobham's feasible functions coincide exactly with the familiar poly time functions. Mehlhorn 9 ] generalized Cobham's de nition to type 2 functionals, to de ne the class of polynomial time operators. We will consider a functional version of this generalization, based on that given by Townsend 10] . We di er somewhat from Townsend, who considers functionals over f0; 1g . Also, we include all type 1 poly time functions as initial functionals. This simpli es the closure schemes needed for argument manipulation. Note that we will refer to functionals in this class as basic feasible functionals (BFF's) rather than poly time functionals. An explanation of this terminology is given in 4]. We rst introduce some schemes for de ning functionals. Let X be a set of type 2 functionals. The class of basic feasible functionals de ned from X (BFF(X)) is the smallest class of functionals containing X, all type 1 poly time functions and the application functional Ap, de ned by Ap(f; x) = f(x), and which is closed under functional composition, expansion, and limited recursion on notation. If F 2 BFF(X) we say that F is basic feasible in X. The basic feasible functionals (BFF's) are just BFF(;). 2 by jG(f;x)j, we have F(f;x) = Output(Run M (f;x; G(f;x))), and so F is a BFF.
In order to de ne Run M , we rst use standard low level encoding techniques, similar to those of 9], to de ne a BFF Next M such that Next M (f;x; i) returns the ID which follows from ID i of M on inputsf;x, assuming that i is a valid ID for M. In the case where the state associated with i is an oracle query state, we use the Ap functional to obtain the resulting value. Now, to compute Run M (f;x; T), we use LRN on T to iterate Next M jTj times, starting with M's initial con guration. However, during each iteration we also check that the overall running time (including the cost incurred for oracles calls) does not exceed jTj. If this is not the case we \exit" from the iteration at this point. Finally, note that jRun M (f;x; T)j is O(jTj(jxj + jTj)), independently off. Full details of this construction can be found in 7] .
This result provides some evidence of the naturalness of the BFF's. However, it does not provide a purely machine-based characterization of type 2 feasibility. We will now introduce such a characterization. 4 . Basic poly time functionals. Recall that a type 1 function f is poly time if there is a TM M and a polynomial p such that M computes f and, for all inputs x, the running time of M with input x is bounded by p(jxj). Hence a function is feasible if it is computable in time polynomial in the size of its input. A naive generalization of this characterization to type 2 functionals would lead us to propose that a functional is feasible if it is computable in time polynomial in the lengths of its inputs, where now its inputs include functions as well as numbers. In order to formalize this proposal, we need to answer two questions. The rst is: what is the \length" of a function input f? Since f is an in nite object, there can be no single n 2 N which measures the length of f. However, for each x there is an associated length jf(x)j, which is also the cost of querying f at x. Viewing f as a subroutine, there is a worst-case complexity for calling f, given this query cost. It is this complexity which we de ne to be the length of f. are second-order polynomials; and if P; Q are second-order polynomials and L is a second-order variable, then P + Q, P Q and L(P) are second-order polynomials.
We will refer to second-order polynomials as polynomials when the context makes this distinction clear. Suppose P is a polynomial, all of whose rst-order variables are among n 1 ; : : :; n s and all of whose second-order variables are among L 1 ; : : :; L t . Then for any sequence f 1 ; : : :; f t of functions, and any sequence x 1 ; : : :; x s of numbers, P(f;x), P evaluated atf;x denotes some natural number. For example, if
and f(x) = x 2 , then
= (4 2 ) 2 + (2 2 2 2 ) 2 + 2 2 + 4 = 520:
We are now ready to introduce a type 2 analogue for the poly time functions, based on our generalizations of polynomials and lengths for functions. Definition 4.3. A functional F is basic poly time if there is an OTM M and a second order polynomial P such that M computes F, and for allf;x, T M (f;x) is bounded by P(jf 1 j; : : :; jf k j; jx 1 j; : : :; jx l j).
Note that if M and P are as in the preceding de nition, we will say that P bounds the running time of M. 5 . Equivalence of basic feasible and basic poly time functionals. We have proposed a new de nition for type 2 feasibility, namely basic poly time computability. In this section we will show that our new de nition coincides with Mehlhorn's. We begin with the following Theorem 5.1. Every BFF is basic poly time.
In order to prove the theorem, we require the following easily demonstrated facts. Lemma 5.2. Suppose P; Q are polynomials with rst-order variables n 1 ; : : :; n l and second-order variables L 1 ; : : :; L k+1 . Then for all i, 1 i l, there is a polynomial P 0 so that for allg;x, P 0 (g;x) = P(g; x 1 ; : : :; x i?1 ; Q(g;x); x i+1 ; : : :; x l ):
Lemma 5.3. Suppose P is a polynomial with rst-order variables n 1 ; : : :; n l and second-order variables L 1 ; : : :; L k . Then for all monotone nondecreasing g 1 ; : : :; g k and all x 1 ; : : :; x l , and for all i, 1 i l, and all y, if y x i , then P(g; x 1 ; : : :; x i?1 ; y; x i+1 ; : : :; x l ) P(g;x):
Proof. (Of theorem) By theorem 3.4, it su ces to show that if F is a BFF, then there is a polynomial P so that for allf;x, jF(f;x)j P(jf 1 j; : : :; jf k j; jx 1 j; : : :; jx l j).
We proceed by induction on the de nition of F. The result is clear when F is an initial function. We now consider each de nition scheme. In each case we assume that F is de ned from functionals for which the theorem holds. The case of expansion is straightforward. If F is de ned from F; G; K by LRN and P is a bounding polynomial for K, then it is also a bounding polynomial for F (since jF(f;x)j jK(f;x)j). Now suppose that F is de ned from H; G 1 ; : : :; G l by functional composition, and suppose that P is a bounding polynomial for H and P i is a bounding polynomial for G i , 1 i l. By 5.2 there is a polynomial P 0 such that for allf;x, P 0 (jf 1 j; : : :; jf k j; jx 1 j; : : :; jx l j) = P(jf 1 j; : : :; jf k j; P 1 (jf 1 j; : : :; jf k j; jx 1 j; : : :; jx l j); : : :; P l (jf 1 j; : : :; jf k j; jx 1 j; : : :; jx l j)); so by 5.3, jG(f;x)j P 0 (jf 1 j; : : :; jf k j; jx 1 j; : : :; jx l j).
Surprisingly, the converse of 5.1 is also true, so that the BFF's and the basic poly time functionals coincide. We begin by considering an example which illustrates some of the problems associated with proving the converse.
Let F 1 be de ned as follows:
otherwise. It is easy to see that this functional is basic poly time. For inputs f; x we can compute F 1 in time bounded by c 1 jfj(jxj)] 2 +c 2 for constants c 1 ; c 2 as follows: just evaluate f at successive inputs, starting with 0, until we nd a point k such that F 1 (f; x) = k or reach x. Now we will make at most F 1 (f; x)+1 such evaluations, and each evaluation returns a value with length bounded by jfj(jxj). The approximate run time bound is then obtained by noting that F 1 (f; x) jfj(jxj). This approach to computing F 1 does not allow us to conclude that F 1 is a BFF. In particular, it appears that with such an approach certain inputs f and x, would require a recursion with a number of iterations exponential in jxj. However, this problem can be avoided with a nested recursion, as we will now show. In order to do so, we need to consider the auxiliary function F 2 : F 2 (f; x) = ( k F 1 (f; x))(f(k) = max 0 i F1(f;x) f(i)) if such a k exists x otherwise. F 2 (f; x) returns the smallest point y, 0 y F 1 (f; x), such that y maximizes f over f0; : : :; F 1 (f; x)g. So if F 1 (f; x) < x, jf(F 2 (f; x))j = F 1 (f; x). Otherwise, jf(F 2 (f; x))j x. Let F(f; x) = hF 1 (f; x); F 2 (f; x)i; and let G(f; x; y) = hF 1 (f; min(jxj; y)); F 2 (f; min(jxj; y))i; where h ; i is a poly time pairing function. Clearly G is basic feasible (we can use LRN on x to do a \brute force" search). Let # be the rank (0; 2) BFF de ned by x#y = 2 jxj jyj . We de ne F using LRN, as follows: F(f; x) ).
To simplify the presentation of our result, we will restrict our attention to functionals of rank (1; 1). Basically, we want to show that if F is computed by an OTM M with running time bounded by P, then there is a BFF G so that for all f; x the running time of M is bounded by jG(f; x)j. More formally, our goal is to nd a BFF G so that F(f; x) = Output(Run M (f; x; G(f; x))). Now if there were a BFF H such that jH(f; x)j jfj(jxj), our task would be trivial, since we could then obtain the BFF G from H. It is not hard to show that there is no BFF H with the required property.
Lemma 5.4. For any BFF F, if f is a 0-1 valued function then there is a polynomial p such that for all x, jF(f; x)j p(jxj).
Proof. Use a straightforward induction on the de nition of F. and we have derived a contradiction.
Our goal now is to try to simplify P in such a way that the value of P(jfj; jxj) can be feasibly computed without using a functional such as H. We begin by noting the following facts regarding running times. Lemma 5.6 . Suppose M is an OTM and P is a polynomial which bounds the running time of M. For any f; x; t, if Q = Q(M; f; x; t), and t > P(jf Q j; jxj), then S M (f Q ; x) < Steps(t).
Proof. Suppose this is not the case for some t and let Q = Q(M; f; x; t). Since S M (f Q ; x) = Steps(T M (f Q ; x)) and Steps is monotone increasing, T M (f Q ; x) t. So T M (f Q ; x) > P(jf Q j; jxj), contrary to 2.3.
Lemma 5.7. Suppose M is an OTM and P is a polynomial which bounds the running time of M. For any f; x; t; t 0 if Q = Q(M; f; x; t), Q 0 = Q(M; f; x; t 0 ) and t 0 > P(jf Q j; jxj), then either jQ 0 j > jQj or S M (f Q 0 ; x) < Steps(t 0 ). Proof. Suppose jQ 0 j = jQj. Then Q 0 = Q, so P(jf Q 0j; jxj) = P(jf Q j; jxj). But then t 0 > P(jf Q 0j; jxj), and so by 5.6, S M (f Q 0 ; x) < Steps(t 0 ).
We denote by t(M; f; x; r) the least value t such that Steps(t) = S M (f; x) or jQ(M; f; x; t)j = r. We will abbreviate this by t(r) in appropriate contexts.
Lemma 5.8. Suppose t = t(M; f; x; r) and Q = Q(M; f; x; t) for r 2 N. If
Steps(t) < S M (f; x), then Steps(t) S M (f Q ; x). Proof. Given that Steps(t) < S M (f; x), M with input f; x must query f at r distinct inputs before halting. But then by 2.3, the same is true of M with inputs f Q ; x. The result follows by the minimality of t.
We now want to show that for our bounding polynomial P there is a d 2 N and a rst-order polynomialP so that for any query set Q, there are points q 1 ; : : :; q d in Q such that P(jf Q j; jxj) P (jf(q 1 )j; : : :; jf(q d )j; jxj):
This will reduce our problem of nding a basic feasible bounding function for M to the problem of nding BFF's which gives us such q 1 ; : : :; q d in Q(M; f; x; P(jfj; jxj)).
We now describe the method for obtaining the rst-order polynomialP. Definition 5.9. Let P be a polynomial. We de ne d(P), the depth of P, by induction on P: d(c) = d(n i ) = 0; d(P + Q) = d(P Q) = maxfd(P); d(Q)g; and d(L(P)) = 1 + d(P).
Let P be a polynomial with depth d. Similarly, there is a rst-order polynomialP such that P(jf Q j; jxj) P (jf(q 1 )j; : : :; jf(q d )j; jxj):
As an example, for the polynomial P 0 given in 4a, we have P 0 (jf Q j; jxj) jf Q j(jf Q j(jxj 2 )) + jf Q j( jf Q j(jxj)] 2 ) + jf Q j(jxj) + 4 jf Q j(jf(q 1 )j) + jf Q j(jf(q 1 )j 2 ) + jf(q 1 )j + 4 jf(q 2 )j + jf(q 2 )j + jf(q 1 )j + 4; where jq 1 j jxj 2 and jq 2 j jf(q 1 )j 2 . So we haveQ 1 = n 2 1 ,Q 2 = n 2 1 , andP = 2 n 2 + n 1 + 4.
Definition 5.10. Let M be an OTM whose running time is bounded by the depth d polynomial P. For 1 c d, the cth maximizing argument for M; f; x; t is the least value q c satisfying 5a and 5b for Q = Q(M; f; x; t). The cth maximizing argument for M; f; x; t is denoted q c (M; f; x; t), or just q c (t) when M; f; x are understood.
Recall that for any rst-order polynomial p(n 1 ; : : :; n k ) with positive coe cients, there is a poly time function f p so that jf p (x 1 ; : : :; x k )j = p(jx 1 j; : : :; jx k j), for all jf(G c (f; x))j jf(q c (M; f; x; P(jfj; jxj))j:
We could then de ne a basic feasible bounding functional G by G(f; x) = GP (f; G 1 (f; x); : : :; G d (f; x); x): As a rst step toward nding such functionals, we will introduce a parameter r, which bounds the number of inputs at we allow M to query f. What we will actually show is that there is a constant d and a sequence r 1 ; : : :; r d of \approximations" to R(f; x) such that r 1 is basic feasible in f; x and r c+1 is basic feasible in r c ; f; x, and such that a basic feasible bounding functional G can be obtained from the r c 's. Intuitively, r c is an upper bound on R(f; x) assuming that M queries f only at points y such that jyj jq c j. Given and Q = Q(M; f; x; t) where t = t(r). If S M (f; x) Steps(t), jTj P(jfj; jxj), and so F(f; x) = Output(Run M (f; x; T)). Otherwise, S M (f Q ; x) Steps(t) by lemma 5.8 and so, by lemma 5.6, P(jf Q j; jxj) t. By the de nition of T, jTj P(jf Q j; jxj).
Finally, since each query made by M has at least unit cost, t r. Combining these inequalities gives jTj r. Now there is a BFF A which satis es jf(A(f; x))j = max y jxj jf(y)j:
Since jTj r, jf(A(f; 2#T))j jfj(jrj). In other words, if M on inputs f; x runs for long enough to query f at r inputs, then we can feasibly compute an upper bound of jfj(jrj) from f; x and r.
We will now give an example to show how we take advantage of the approach described above. Recall the polynomial P 0 given in 4a. P 0 (jfj; jxj) = jfj(jfj(jxj 2 )) + jfj( jfj(jxj)] 2 ) + jfj(jxj) + 4: Suppose P 0 bounds the running time of M which computes the functional F. For inputs f; x, we will begin by trying to nd q 1 . For any Q, jq 1 j jxj 2 jx#xj. So we begin by setting r 1 = x#x. Let T 1 be T as de ned in 5d, for r = r 1 . Now if M halts before making r 1 queries, it halts in Steps(jT 1 j) steps, so we don't need to go any further, since jT 1 j will bound the running time of M. Otherwise, we have a value l 1 = A(f; 2#T 1 ) so that jf(l 1 )j jf(q 1 )j. Since jq 2 j jf(q 1 )j 2 , we now try r 2 = f(l 1 )#f(l 1 ), and let T 2 be T as de ned by 5d for r = r 2 . Again, if M halts in Steps(jT 2 j) steps, we're done. Otherwise, we have a value l 2 = A(f; 2#T 2 ) so that jf(l 2 )j jf(q 2 )j. Under the assumption that for inputs f; x, M does not halt in Steps(jT 1 j) or Steps(jT 2 j) steps, the running time of M must be bounded by 2 jf(l 2 )j + jf(l 1 )j + 4. So if Pad is the rank (0; 2) BFF de ned by Pad(x; y) = x 2 jyj and G(f; x) = maxfT 1 ; T 2 ; Pad(Pad(2#Ap(f; l 2 ); Ap(f; l 1 )); 16)g; then F(f; x) = Output(Run M (f; x; G(f; x))): Formalizing this argument for arbitrary bounding polynomials, we obtain our main result. This is a result which is interesting in its own right. We postpone its proof to the following section, and continue now with the thread of our main result.
Proof. (Of Claim 5.11) We extend the proof of 5.14, to allow a simultaneous definition of Max Arg Unary Now jF 1 (f;x; y)j jK 1 (f;x; y)j and by our assumption that 6e holds for all v y, for 2 i k we have jF i (f;x; y)j jL i (f;x;ỹ 0 ;z; y)j:
We then conclude, referring to 6, that E i (f;x;ỹ 0 ;z; y) = F i (f;x; y). Lemma 6.3. If F 1 ; : : :; F k are de ned by WMLRN fromG;H;K then F i is basic feasible inG;H;K, 1 i k.
Proof. We proceed by induction on k 2. When k = 2, we show that there is a functional P, basic feasible inG;H;K so that for all y and all v y, jF 2 (f;x; v)j jK 2 (f;x; 1 (P(f;x; y)); 2 (P(f;x; y)))j: (6f) Having de ned such a P, we can conclude from the preceding lemma that F i (f;x; y) = E i (f;x; 1 (P(f;x; y)); 2 (P(f;x; y)); y); i = 1; 2;
so that F i is basic feasible inG;H;K, i = 1; 2. It is easy to see that if P satis es P(f;x; y) = hv; F 1 (f;x; v)i;
where v y maximizes jK 2 (f;x; v; F 1 (f;x; v))j, then P will satisfy 6f for all v y.
So it su ces to nd a BFF P which satis es 6g for all y. Now de ne P as follows: P(f;x; 0) = h0; G 1 (f;x)i P(f;x; y) = ): We will show that P satis es 6g for all y, by induction on the notation of y. This follows directly when y = 0. Now assume that P satis es 6g for y 2 . Then P satis es 6f for all v y 2 , so that by the preceding lemma, z 1 = F 1 (f;x; y). But then by the induction hypothesis and the de nition of P, P(f;x; y) = ( hy; F 1 (f;x; y)i if jK 2 (f;x; y; F 1 (f;x; y))j jK 2 (f;x; v; F 1 (f;x; v))j hv; F 1 (f;x; v)i otherwise, where v y 2 maximizes jK 2 (f;x; v; F 1 (f;x; v))j. It is then clear that P satis es 6g for y, as required. Finally, since P satis es 6g for all y, jP(f;x; y)j jhy; max v y K 1 (f;x; v)ij;
so that in fact P is de nable by LRN from functionals basic feasible inG;H;K.
Now assume that the result holds for k ? 1. We show validity for k as follows: we will show that there are P 1 ; : : :; P k?1 , basic feasible inG;H;K so that for 2 i k, jF i (f;x; v)j jK i (f;x; 1 (P i?1 (f;x; y)); 2 (P i?1 (f;x; y)))j;
for all y and all v y. By the preceding lemma we will then have F i (f;x; y) = E i (f;x; 1 (P 1 (f;x; y)); : : :; 1 (P i?1 (f;x; y)); 2 (P 1 (f;x; y)); : : :; 2 (P i?1 (f;x; y); y)); so that F i is basic feasible inG;H;K, 1 i k. We will attempt to de ne P 1 ; : : :; P k?1 by WMLRN. By the induction hypothesis, we can then conclude that It remains to show that P 1 ; : : :; P k?1 are bounded in such a way so that they are de nable by WMLRN. The bound for P 1 is obtained as in the base case. Now for 2 i k ? 1, we conclude from the de nition of P i that j 2 (P i (f;x; y))j max v y jF i (f;x; v)ij:
We also conclude from the de nition of F that jF i (f;x; v)j jK i (f;x; v; F i?1 (f;x; v))j Combining these equalities with the fact that for 1 i k ? 1, P i satis es 6i for all y, we see that j 2 (P i (f;x; y))j jK i (f;x; 1 (P i?1 (f;x; y)); 2 (P i?1 (f;x; y))):
Finally, since j 1 (P i (f;x; y))j jyj, P 1 ; : : :; P k?1 are de nable by WMLRN from functionals basic feasible inG;H;K.
