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Abstract
X-ray fluorescence (XRF) analysis is a widely
applied technique for the quantitative analysis
of thin films up to the µm scale because of its
non-destructive nature and because it is eas-
ily automated. When low uncertainties of the
analytical results in the few percent range are
required, the non-linear secondary fluorescence
effect in multi-elemental samples may complic-
ate an otherwise straightforward quantification,
since it can easily exceed a relative contribution
of 20%. The conventional solution, to rely on
good performing reference samples, is hindered
by their low availability, especially for thin film
applications. To address this challenge, we
demonstrate a flexible production method of
multilayered, alloyed thin films with signific-
ant secondary fluorescence contributions. We
use reference-free XRF analysis to validate the
reliability of the physical model for secondary
fluorescence, which includes a thorough uncer-
tainty estimation. The investigated specimens
are being qualified as calibration samples for
XRF or other quantitative analyses.
Introduction
Thin films with thicknesses from a few nm to
a few 10 µm are used in many technical ap-
plications because of their useful electromag-
netic or mechanical properties. Use cases are
highly specialized: Automotive paints1, con-
sisting of multiple layers of several µm each,
super-alloys for micro-electro-mechanical sys-
tems2, various integrated circuits3, and energy
storage in thin film batteries4, to list just a
small selection. Accordingly, the analysis of
these materials is crucial for process develop-
ment and production control in a diverse spec-
trum of applications, where demands with re-
spect to accuracy are steadily growing. This
requires flexible and reliable analytical tools.
While there is a plethora of different analytical
techniques available5,6, the technique of choice
depends both on the given sample and key para-
meters of interest. Photon induced XRF ana-
lysis is a non-destructive, non-preparative ana-
lytical technique, which can be applied to a
wide range of different materials. It is employed
by industrial and scientific laboratories using
various excitation sources, such as conventional
X-ray tubes, radioactive materials or synchro-
tron radiation beamlines. XRF can be used to
identify chemical elements in a sample and to
quantify the elemental mass deposition (mass
per unit area) of individual layers in a thin film
sample7–9.
Quantitative results in XRF analysis are usu-
ally achieved by utilizing appropriate reference
materials, which are measured under the same
conditions as the sample of interest. This can
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compensate for missing knowledge on experi-
mental or instrumental parameters and often
allows for accurate and precise quantitative res-
ults if the reference sample is well-characterized
with low uncertainties. In principle, when us-
ing several appropriate reference samples the
accuracy of the results can be improved even
further10. A general constraint of this ap-
proach is given by the need for suitable refer-
ence samples, since their chemical and spatial
composition need to match the sample of in-
terest rather closely. The supply of such ap-
propriate reference samples may not be grow-
ing as fast as their demand in rapidly advan-
cing technological fields. For multilayer sys-
tems consisting of pure elements, examples of
reference standards do exist11–13. However, in
the case of multilayers consisting of alloyed
material, appropriate reference materials are
rare9. Reference-free XRF14, as applied by the
Physikalisch-Technische Bundesanstalt (PTB),
relies on calibrated instrumentation instead of
reference materials and can serve as an altern-
ative approach. In practice15–17 this is realized
with calibrated photodiodes and calibrated sil-
icon drift detectors (SDD) as well as good know-
ledge on the atomic fundamental parameters.
Since this method does not require reference
samples to derive quantitative results, it can
also be used to qualify samples as calibration
samples for XRF analysis or other analytical
methods18.
In multi-elemental materials the fluorescence
radiation of one element may not only absorb
but also enhance the fluorescence emission of
another. This secondary fluorescence effect can
easily contribute more than 20% to the total
fluorescence intensity of an individual element,
depending on the elemental distribution, the
spatial dimensions of the system, the angle of
incidence and of detection as well as the en-
ergy of the excitation radiation. In this case,
the usage of a proper physical model of this
matrix effect, describing the interactions of X-
ray radiation with matter in the sample, is cru-
cial for achieving accurate quantitative analyt-
ical results. Utilizing reference-free XRF ex-
periments with tunable synchrotron radiation
we validate the commonly employed second-
ary fluorescence model by quantitatively ana-
lysing samples exhibiting considerable second-
ary fluorescence contributions of about 10% to
30%. The quantitative results are examined
in respect to their physical consistency under
variation of the experimental conditions and
in comparison to prior knowledge about the
samples: Tuning the energy of the monochro-
matic excitation radiation or altering the angle
of incidence changes the contribution of sec-
ondary fluorescence radiation significantly. We
verify that the physical model adequately cap-
tures these changes. Firstly, we analyse com-
mercially available thin foils of pure materi-
als. When putting them on top of each other,
they create a simple multilayer inducing sec-
ondary fluorescence radiation. Since the foils
can be measured separately, allowing for an
independent quantitative characterization, this
provides a direct validation approach. Further-
more, we analyse systematically deposited thin
films on a wafer. Particular attention is given
to the design and characterization of alloy ma-
terials, in view of the lack of thin alloy reference
samples.
Quantitative XRF analysis of
layered and alloyed material
Quantitative XRF analysis of multilayer sys-
tems aims to determine elemental mass depos-
itions of individual layers, and is based on the
evaluation of X-ray fluorescence intensities10.
The analytical equation to calculate the intens-
ity of an individual fluorescence line for a given
sample composition is given by Sherman 19. Ap-
proximations exist for the limiting cases of
bulk and thin samples20, but equations are
also known for the interesting case of multilay-
ers with intermediate thicknesses21–24. These
equations are based on the fundamental para-
meter (FP) approach. It requires good know-
ledge about the atomic fundamental paramet-
ers describing the probabilities involved in the
fluorescence process, such as photo-absorption
coefficients, fluorescence yields, and transition
probabilities. When neglecting tertiary25 and
higher excitation effects, the total intensity Ii
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of the fluorescence line i due to the excitation
with monochromatic radiation is given by
Ii = Pi +
∑
j
Sij , (1)
where Pi is the intensity of primary fluores-
cence, i.e., excitation due to the external ra-
diation. The sum is evaluated for all energet-
ically possible secondary enhancements Sij due
to the excitation by fluorescence line j. Defin-
itions of primary excitation Pi and secondary
excitation Sij are given, e.g., by de Boer
23. For
multilayer samples, the equations need to take
into account the absorption effects of all lay-
ers, and all energetically possible interlayer and
intralayer excitations. This results in a highly
non-linear system of equations with respect to
the elemental mass depositions, where the fluor-
escence intensity of one element can depend on
the fluorescence intensities of multiple other ele-
ments. Thus, there exists no known solution to
directly determine the elemental mass depos-
ition from the total fluorescence intensity for
multi-elemental multilayers. However, if all ex-
perimental parameters and atomic FPs in equa-
tion (1) are known, the mass deposition can
be estimated with a non-linear optimization al-
gorithm24,26.
Furthermore, the total uncertainty of the
mass deposition needs to be determined. Here,
the uncertainties of all experimental paramet-
ers and FPs have to be taken into account.
The propagation of uncertainty is not trivial
for quantitative XRF analysis of stratified ma-
terials, where the relevant equation (1) can-
not directly be solved for the mass deposition.
Therefore, we use a Monte-Carlo (MC) based
approach, which is defined in the supplement 1
to the ‘Guide to the expression of uncertainty
in measurement’27. The MC approach assigns
a probability density function (PDF) to each
experimental parameter and FP. The PDF de-
scribes the likelihood of an input parameter
value µ to be in a specific range, as defined by
the uncertainty σ of the parameter. We use
a Gaussian input PDF with mean µ, determ-
ined by the actual value of the individual para-
meter. The variance σ2 of the Gaussian is de-
rived from the parameter uncertainty σ. While
PTB is able to experimentally determine selec-
ted FPs and their uncertainties28,29, not all FPs
involved in the current work have been exper-
imentally determined. In this case, values are
taken from the xraylib database30, and upper
bounds on the uncertainties are derived based
on estimations by Krause et al. 31. All input
PDFs are simultaneously propagated through
the theoretical model to obtain an estimated
output PDF for the mass deposition. This out-
put PDF allows for a straightforward statist-
ical evaluation, e.g., the numerical calculation
of mean and standard deviation, which are used
as estimates for the mass deposition results and
their uncertainties, respectively.
Experimental design
Reference-free XRF measurements were carried
out at the four-crystal monochromator beam-
line32 in the PTB laboratory and at the BAM-
line 33, both located at the electron storage
ring for synchrotron radiation BESSY II. Trans-
mission measurements were conducted at the
BAMline. Figure 1 shows a schematic view of
the experimental design. A calibrated SDD15,16
with characterized detector response function
and well-known spectral efficiency is used to col-
lect the fluorescence radiation originating from
the samples. The effective solid angle of detec-
tion is determined from the knowledge of the
collimating geometry of the SDD34. These ex-
perimental parameters are used to quantitat-
ively determine the photon flux of the fluor-
escence radiation with a spectrum deconvolu-
tion approach35. A calibrated photodiode17
is utilized to monitor the incident photon flux
of the monochromatized synchrotron radiation
and the photon flux of the transmitted radi-
ation. Detectors and samples are placed in-
side an ultra-high vacuum (UHV) chamber36,
where the pressure is kept below 10−7mbar dur-
ing measurements, to minimize the attenuation
of X-ray radiation by air. The angles of incid-
ence and detection were set to θi = θd = 45
◦ for
all but the angular dependent measurements.
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θi
monochromatized
synchrotron radiation
incident or transmitted
radiation
calibrated
photodiode
sample
b
θd
fluorescence
radiation
calibrated SDD
Figure 1: Experimental design inside the UHV
chamber for X-ray spectrometry. The intensity
of the incident radiation can be monitored by
moving the sample.
Secondary fluorescence of an
artificially assembled mul-
tilayer
For a demonstrative approach to the valida-
tion of the secondary fluorescence model we
studied two commercially available thin foils.
These consist of copper and titanium respect-
ively, and when one is put on top of the other,
create an artificial multilayer sample. Copper
may cause significant titanium secondary fluor-
escence in this multilayered system. A quantit-
ative XRF analysis performed under such con-
ditions will only give correct results if the sec-
ondary fluorescence effect is properly taken into
account. Conversely, if the mass depositions of
the separate foils are known, this measurement
can be used to validate the secondary fluores-
cence model. The foils have a high chemical
purity (better than 99.97%), and thicknesses
of nominally dCu = 10 µm and dTi = 4 µm.
Mass deposition ρd and homogeneity of each
separate foil are rapidly determined by trans-
mission measurements utilizing monochromatic
X-ray radiation and experimentally determined
FPs28. After that, the titanium foil is put on
top of the copper foil, and the stack is analysed
with reference-free XRF experiments. The sec-
ondary fluorescence effect must be taken into
account only in this case. The transmission
measurement of the titanium foil was performed
with an excitation energy of E0 = 8.4 keV,
the measurement of the copper foil at E0 =
13.5 keV. These values were chosen to reduce
the uncertainty of the transmission measure-
ment37,38. The reference-free XRF measure-
ment was carried out with an excitation en-
ergy of E0 = 15 keV. The relative contribution
of secondary fluorescence radiation to the total
Kα fluorescence intensity of titanium is approx-
imately 27% under the given experimental con-
ditions.
Transmission and XRF measurements of the
thin foil samples were not necessarily conduc-
ted on identical sample positions. To ensure the
comparability of the results the homogeneity
was ascertained by varying the lateral meas-
urement position on the samples with a step
size of 250 µm. A relative standard deviation
for the transmitted intensity of < 0.7% was de-
termined and deemed satisfactory for all fur-
ther results. For the reference-free XRF meas-
urements only the titanium mass deposition is
determined, and copper assumed known from
the transmission measurement. This approach
is necessary because the copper at the bottom
of the layer stack is close to the saturation thick-
ness20 of the incident X-ray radiation. The
mass deposition ρd of each individual foil can be
converted into a thickness d by assuming only
negligible deviations of the density ρ from the
bulk density ρb, i.e., ρ = ρb. The resulting ti-
tanium thickness from the transmission meas-
urement is dTi = 3.8(2)µm and from the XRF
measurement dTi = 3.6(3)µm. These results
are consistent within the calculated uncertain-
ties, and in that sense validate the secondary
fluorescence model. This validation methodo-
logy is readily extensible, since a multitude of
combinations of thin foils are realizable. The
commercial foils are affordable and chemically
pure, which provides many possibilities for such
an approach. The foils can also be analysed
from both sides with XRF measurements, by
just reversing the layer order. This changes
the absorption paths, and the secondary fluor-
escence contributions in the sample substan-
tially. If the samples are sufficiently homogen-
eous, which is easily verified, this must produce
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equal mass deposition results, providing a flex-
ible and thorough validation approach.
Secondary fluorescence of al-
loyed multilayers
To investigate alloyed materials we rely on thin
multilayers produced by ion beam sputter de-
position (IBSD). This method allows for the
production of smooth surfaces with little de-
fects39 for many chemical elements. Samples
were created by the Fraunhofer-Institut für
Werkstoff- und Strahltechnik (IWS) in Dresden.
In the IBSD system, different sputter targets
can be placed on a rotating table, and the de-
sired target material is selected by rotation.
Thus, multiple elements can be deposited suc-
cessively without breaking the required ultra-
high vacuum, i.e., under nearly unaltered condi-
tions. Layers of single elements and multilayers
were created by utilizing an aperture to con-
trol the location of deposition: Three trans-
ition metals, titanium, chromium and copper,
were deposited onto a silicon wafer (76.2mm
diameter) on multiple patches and in various
combinations. The patches have an area of ap-
proximately 5× 15mm2 each and were capped
with a 5 nm carbon layer for protection against
oxidation. This capping layer is transparent for
the hard X-ray radiation involved in all presen-
ted experiments and is only mentioned for the
sake of completeness. In a sample consisting of
all three metals, copper may induce secondary
K fluorescence for titanium and chromium, and
chromium may induce secondary K fluorescence
for titanium.
As an appropriate surrogate for an alloy, a
succession of chromium and titanium layers
were produced by alternating the chromium
and titanium deposition with short deposition
duration. Bilayers created in this way have
thicknesses of a few nanometres each, and the
resulting sequence of 200 titanium-chromium
bilayers has a total thickness in the order of
about 1 µm. The fluorescence radiation emit-
ted by these 200 bilayers is practically identical
to that emitted by a single homogeneous alloy
layer of equal mass depositions. This assumes
as a prerequisite that the total thickness is well
below the saturation thickness20 of the involved
X-ray radiation, which is true for all measure-
ments in this work. For demonstration, figure 2
shows the calculated titanium and chromium
fluorescence intensities for an increasing num-
ber of bilayers in a multilayer, for which the
mass depositions are fixed to 0.2mg cm−2 for
titanium and 0.4mg cm−2 for chromium. The
intensities are normalized to the intensity emit-
ted by a single homogeneous alloy layer with
identical mass depositions. If both sample sys-
tems are equivalent, this ratio ought to con-
verge to unity. For 200 bilayers, the ratio
is calculated to be about 1.0003 for titanium
and 0.9995 for chromium. Thus, the present
samples can be considered uniform alloys for all
intents and purposes of quantitative XRF ana-
lysis. In principle, this method allows for the
production of well-defined and nearly arbitrary
alloyed samples.
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Figure 2: Calculated titanium and chro-
mium Kα fluorescence intensities of multilayer
samples with an increasing number of sublayers.
The intensities are normalized to the respect-
ive fluorescence intensities of a single homogen-
eous alloy layer with equal mass depositions.
The angle of incidence and detection were set
to θi = θd = 45
◦. The monochromatic excita-
tion energy was set to 10 keV.
The analysed samples consist of a pure copper
layer (figure 3a), a sample of the 200 titanium-
chromium bilayers separately (figure 3b), a mul-
tilayer sample with the combination of both,
the copper layer on the bottom (figure 3c), and
a multilayer sample with the copper layer on
the top (figure 3d). Both separate copper layer,
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and the copper at the bottom of one of the
multilayers (3c) were deposited with identical
deposition duration and, within the frame of
the IBSD reproducibility, have equal mass de-
positions. The same is true for the separ-
ate titanium-chromium bilayers sample and the
bilayers in both multilayer samples.
Cu dCu
(a) Separate Cu layer.
Ti-Cr dTi-Cr
(b) Separate Ti-Cr alloy.
Cu
Ti-Cr
dCu
dTi-Cr
(c) Copper layer below
Ti-Cr alloy.
Ti-Cr
Cu
dTi-Cr
d′Cu
(d) Copper layer on top
of Ti-Cr alloy.
Figure 3: Composition and layer sequence of
the different types of analysed samples.
The homogeneity of the samples was veri-
fied by XRF measurements at different sample
positions. The determined deviations are in
the order of the counting statistical uncertainty
of the measurement and therefore deemed sat-
isfactory. A quantitative, reference-free XRF
analysis was performed with a monochromatic
photon energy of 9.8 keV. The results are
shown in figure 4. The determined mass depos-
ition and its uncertainty is given for the three
constituents copper, chromium, and titanium
for the different sample types, i.e., for the separ-
ate layers and the two multilayers with different
layer sequence (figure 3). Two of the copper lay-
ers are approximately dCu ≈ 0.76 µm thick. The
third copper layer was omitted here, because it
was produced with a similar but not identical
deposition duration and therefore cannot dir-
ectly be compared to the other two values. The
thickness of the titanium-chromium alloy layers
is about dTi-Cr ≈ 1 µm.
Independent validation is given by the com-
parison of elements in the samples, which were
deposited with equal deposition duration: The
results of separate and multilayer systems are
nearly equal, with deviations significantly lower
than the calculated uncertainties, as shown
in figure 4. The maximum relative deviation
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Figure 4: Mass depositions of the samples
shown in figure 3, determined with reference-
free XRF analysis. Results are shown in com-
parison between separate layers and layers in a
multilayer sample, which were produced with
equal deposition durations.
between separate and multilayer samples is
given by about 3% for the copper mass de-
position. Chromium and titanium show even
lower discrepancies. While the contribution of
secondary fluorescence is significant for both
titanium (about 20%) and chromium (about
10%) in the multilayer samples, only titanium
has a secondary enhancement in the separ-
ate Ti-Cr alloy (about 10%). The agreement
between quantitative results of samples with
very different absorption paths and secondary
fluorescence contributions shows the appropri-
ate consideration of these effects, further valid-
ating the secondary fluorescence model.
Angular dependence of sec-
ondary fluorescence intensity
A sample equivalent to the multilayer sample
with copper at the bottom (figure 3c) was
analysed with reference-free XRF experiments
by employing multiple different incident angles
θi and a monochromatic excitation energy of
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9.8 keV. The incident angle θi was varied from
1.8◦ to 55◦, while the angle of detection was
always set to θd = 90
◦
− θi, i.e., in the range
of 88.2◦ to 35◦. Both angles are measured in
respect to the sample surface. The mass de-
positions of the sample layers are determined
from the measurement at θi = θd = 45
◦. The
theoretical angular distribution of the fluores-
cence intensity according to the Sherman equa-
tion (1), based on these determined mass depos-
itions, can then be compared with the measured
angular distribution. This is shown in figure 5,
for the titanium Kα fluorescence line intens-
ity. Furthermore, the predicted primary and
secondary fluorescence contributions are given.
The total Ti Kα fluorescence intensity varies
nearly by one order of magnitude over the con-
sidered angular range, with the highest slope
for low angles of incidence θi < 20
◦. The dir-
ect comparison of measurements and calcula-
tions are in good agreement for the entire an-
gular range, when taking the determined uncer-
tainties into account. This comparison allows
for a validation of the secondary fluorescence
model with decidedly little assumptions. In es-
sence, these are only the usual prerequisites19
of the Sherman equation (1), i.e., homogen-
eity and smoothness of the sample, which are
readily verified. Over the wide angular range
the effective information depth differs substan-
tially, since the angle variation changes the X-
ray absorption paths40–42. Likewise, the relat-
ive secondary fluorescence contribution changes
from about 10% to approximately 14% for
the titanium Kα line. For low incident angles
this secondary fluorescence is almost solely pro-
duced by chromium in the alloy layer due to
intralayer excitation, because nearly no excita-
tion radiation reaches the bottom copper layer.
This can be seen from the relative contributions
to the secondary fluorescence due to chromium
and copper, shown in the bottom figure 5. For
high incident angles the relative contributions
are about 28% for copper and 72% for chro-
mium.
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Figure 5: Comparison of measured and calcu-
lated angular dependency of the titanium Kα
fluorescence line intensity per incident photon,
shown at the top. The calculated relative con-
tributions for chromium and copper to the sec-
ondary fluorescence are shown at the bottom.
Selective excitation to disable
secondary fluorescence
Tuning the monochromatic energy of the incid-
ent radiation allows for a selective excitation
of the elements in the sample43. This select-
ive excitation can be used to physically disable
the secondary fluorescence effect, without mov-
ing the sample. One of the multilayer samples,
with the copper layer at the top (figure 3d), was
excited with monochromatic radiation with an
energy of E0 = 8.92 keV < Cu-Kabs, which is
below the binding energy of an electron from
the copper K shell Cu-Kabs. In this case, cop-
per K fluorescence is not produced, and second-
ary fluorescence due to copper K fluorescence
is impossible. While chromium K fluorescence
will still produce secondary fluorescence for ti-
tanium, in principle, this can be disabled by
measuring with an excitation energy below the
chromium K edge.
The copper layer always contributes to the
attenuation of the X-ray radiation, when it
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is spatially above the titanium-chromium al-
loy in respect to the incident radiation. To
account for this, the copper mass deposition
determined above the copper K edge is as-
sumed to be known for the lower excitation en-
ergy. The mass depositions of titanium ρdTi
and chromium ρdCr are readily determined by
measurements utilizing both energies with this
preconsideration. Since the sample does not
change when tuning the energy of the incid-
ent radiation, the quantitative results are ex-
pected to be equal for both measurements. In-
deed, the ratios of determined mass depositions
ρdCr(E0>Cu-Kabs)
ρdCr(E0<Cu-Kabs)
≈ 1.01 and ρdTi(E0>Cu-Kabs)
ρdTi(E0<Cu-Kabs)
≈
1.01 are close to unity, further validating the
secondary fluorescence model. This approach
can easily be extended by tuning the energy of
the incident radiation across all relevant ioniz-
ation edges of a sample. The increase in avail-
able information is achieved at the cost of an
increase in experimental effort. Furthermore,
the applicability of utilizing multiple monochro-
matic energies is usually limited to monochro-
mator beamlines at synchrotron radiation facil-
ities.
Conclusion
We have demonstrated multiple methodologies
for validating the commonly used secondary
fluorescence model in XRF. This is achieved by
employing reference-free XRF analysis on dif-
ferent layer systems, including artificially cre-
ated thin alloy layers, all showing a significant
contribution of secondary fluorescence between
10% to 30%. When varying the excitation
conditions, e.g., by altering the monochromatic
energy of the incidence radiation, the absorp-
tion paths inside the sample change substan-
tially and enhancement channels due to sec-
ondary fluorescence can be explicitly enabled
or disabled. An approach to design and reliably
produce alloy layers for the purpose of XRF was
described. Since for thin alloyed material no es-
tablished reference samples exist, this provides
the opportunity to qualify appropriate calibra-
tion samples, e.g., with reference-free XRF ana-
lysis. For the determination of uncertainties,
special care was taken to include all contribu-
tions of experimental parameters and FPs. The
total uncertainties of the quantitative results
are in the order of about 10%, which mostly
result from the uncertainties of the employed
FPs. To determine FPs with lower uncertain-
ties, dedicated experiments or calculations are
required44.
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