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Abstract
In this paper, a way is given to obtain explicitly the representations
of the Poincare´ group as can be prescribed by Geometric Quantiza-
tion. Thus one obtains some forms of the Space of Quantum States
of the different relativistic free particles, and I give explicitly these
spaces and the corresponding operators for the usually accepted as
realistic physical particles. The general description of the massless
particles I obtain, is given in terms of solutions of Penrose equations.
In the case of Photon, I also give other descriptions, one in terms of
the Electromagnetic Field. Since the results are derived from Geomet-
ric Quantization, they are related to certain Contact and Symplectic
manifols, that I study in detail. The symplectic manifold must be
interpreted, according with Souriau, as the Movement Space of the
corresponding classical particle, and that leads to propose one of the
spaces I use as the State Space of the corresponding classical particle.
These spaces are also described in each case.
1 Introduction.
The Wave Equations of relativistic elementary particles, Klein-Gordon,
Dirac, Weil etc.., have been originally derived each one in a independent way.
An unification was the discovery of the relation of these equations with the
representations of Poincare´ group (inhomogeneous Lorenz group). The clas-
sification of the representations of Poincare´ group made by Wigner [Wig39]
with important contributions of Majorana, Dirac and Proca [Maj32,Dir36,
Pro36] leads to a group theoretical study of Wave Equations by Bargmann
and Wigner [BW48].
On the other hand, in Kirillov-Kostant-Souriau theory (Geometric Quan-
tization), a description of Quantum Systems is given in terms of elements
of the dual of the Lie algebra of the Lie group under consideration. Of
course, this way of seing Quantum Mechanics is not completely independent
of the preceding one, since it has its origin in a method to obtain represen-
tations [Kir62,AK71].
The correspondence of Quantum States in the sense of Geometric Quan-
tization with Wave Functions in the Quantum Mechanical sense is not clear
in all cases. In Souriau’s book [Sou70], a very general way to do the passage
is given, but it doesn’t work in all cases.
In this paper we give a geometrical construction that stablishes a one to
one correspondence from Quantum States in the sense of Geometric Quan-
tization to Wave Functions in the Quantum Mechanical sense, that is valid
for all kinds of relativistic elementary particles. The idea is as follows.
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In Geometric Quantization, one begins with a regular contact manifold
or its associated hermitian line bundle. Quantum states ( in the sense of
Geometric Quantification ) can be considered as being the collection of those
sections of the hermitian line bundle which satisfies ” Planck’s condition”
(cf. Souriau’s book). In this paper we see that these sections are in a one to
one correspondence with the (unrestricted) sections of another hermitian line
bundle. Thus, this fibre bundle is a good setting to describe the quantum
processes under consideration. The main idea to pass from this description
to the usual one in terms of Wave Functions, can be intuitively explained as
follows. Quantum States in G.Q. attribute an “amplitude of probability” to
each movement of the particle. To obtain the corresponding wave function
one must proceed as follows: for each event, the corresponding amplitude of
probability is obtained by taking all movements passing through the given
event, and then “adding up” ( in a suitable sense) the corresponding ampli-
tudes of probability. Of course the concept of “movement passing through an
event” is only obvious in the case of the ordinary massive spinless particle,
and it is defined in section 3.
The Contact Manifold under consideration, fibers on a Symplectic Man-
ifold that, following Souriau, must be considered as being composed by the
”movements of the corresponding classical particle”. Then, with the con-
structions made in this paper, it becomes clear what space must be consid-
ered as composed by the ”states of the corresponding classical particle”, for
each kind of relativistic particle.
The spaces of Wave Functions and many relevant isomorphic vector spaces
we obtain, are the spaces of the representations of Poincare´ group that I
describe in section 8.
The preceding constructions are made in a explicit way for the relativistic
particles usually considered as having physical sense. A section is devoted to
massive particles and other to massless particles.
In section 11 a explicit application of the preceeding constructions is
done for massive particles. One obtains solutions of Klein-Gordon and Dirac
equations, and also a description of the wave functions for massive particles
of higher spin.
Massless particles are studied in section 12. For massless particles of spin
1/2 one obtains solutions of Weyl equations and for general spin this method
leads in a natural way to the description of massless particles by means of
solutions of Penrose wave equations [Pen75]. This is related to the fact that
the Contact and Symplectic Manifolds corresponding to Massless Particles
are expresed in a natural way in Twistor Space and its Projective Space, as
explained in section 12.4.
In the particular case of Photon, in section 12.5,I give also other forms
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for the Wave Functions. One of them is in terms of the Electromagnetic
Field,and are similar to the Wave Functions proposed by Bialynicki-Birula.
In section 13 I describe for each particle the concrete space that must be
considered to be the ”Space of states of the corresponding classical particle”.
2 Notation
All differentiable manifolds appearing in this paper are assumed to be
C∞, finite dimensional, Hausdorff and second countable.
The set composed by the differentiable vector fields on a differential mani-
fold,M , is denoted by D(M). The set of differential k-forms onM is denoted
by Ωk(M).
Let X ∈ D(M), ω ∈ Ωk(M). We denote by i(X)ω the interior product
of X by ω and by L(X)ω the Lie derivative of ω with respect to X .
Let G be a Lie group. The Lie algebra of G is the set consisting of the
left invariant vector fields on G, provided with its canonical structure of Lie
algebra. It is denoted in this paper by G. I denote by G∗ the dual of G. G∗ is
canonically identified with the set composed by the left invariant 1-forms on
G. By identification of each element of G or G∗ with its value at the neutral
element, e, the lie algebra of G is identified to the tangent space at e, and
G∗ to its dual.
There exist a map, the exponential map, Exp : G → G, such that: if
X ∈ G, the integral curve of X with initial value e is t ∈ →Exp tX . This
integral curve is a one parameter subgroup of G.
The Lie algebra of the circle Lie group, S1, is identified to R in such a
way that for all t ∈ R, Exp t = e2πit.
If we have an homomorphism of G in S1, its differential is a linear map
from the Lie algebra of G into the Lie algebra of S1, which is R. Thus
the differential of an homomorphism of G into S1, can be considered as an
element of G∗.
In the same way, the Lie algebra of the Lie group R is identified to R in
such a way that the exponential map becomes the identity. Thus, also in this
case, the differential of an homomorphism of G into R, can be considered as
an element of G∗.
The coadjoint representation is the homomorphism Ad∗ : g ∈ G→ Ad∗g ∈
Aut (G∗), given by (Ad∗g(α))(X) = α(Adg−1(X)) for all α ∈ G∗, X ∈ G,
where Adg−1 is the differential of the automorphism of G that sends each
h ∈ G to g−1hg.
Let M be a differentiable manifold and G a Lie group acting on M on
the left (resp. on the right). Given an element, X , of G, we denote by XM
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the vector field on M whose flow is given by the diffeomorphisms associated
by the action to {Exp(−tX) : t ∈ R} (resp. {ExptX : t ∈ R}). XM is called
the infinitesimal generator of the action associated to X .
A principal fibre bundle having M as total space, B as base and G as
structural group, will be denoted by M(B,G).
In all that concerns fibre bundles, we use the notation of [KN63].
Part I
General Method
3 A Particular Classical State Space.
In this section I motivate the physical interpretation of the geometrical
constructions that are to be made in this paper. I do not enter in the details
of the computations. Most part of this section is an easy consecuence of
Souriau’s book [Sou70], which has inspirated this paper.
Let us consider a classical relativistic free particle without spin in
Minkowski space-time, with rest mass m 6= 0.
Space-time is interpreted as being an abstract four dimensional man-
ifold, M, each inertial observer, R, providing us with a global chart, φR =
(x1R, ..., x
4
R). Changes of these global charts are given by transformations cor-
responding to elements of the Poincare´ (i.e. inhomogeneous Lorenz) group,
P. We consider a family of inertial frames such that changes are all given by
ortochronous proper Poincare´ transformations, i.e. elements of the connected
component of the identity, P↑+.
A geometrical object in R4 invariant under the action on R4, provides
us with a well defined object in M , whose local expression is the same for
all inertial frames. An example is the Minkowski metric, g. When provided
with this metric, M becomes Minkowski space.
The objects defined in this way would be well defined even if the charts
were not global.
Charts φR give rise in the canonical way to charts of TM, φ˙R = (x
i
R, x˙
i
R),
where x˙iR(v) = v(x
i
R), for all v ∈ TM. The charts φR = (xiR, P iR), P iR = mx˙iR,
are more natural in Physics. Changes of these global charts are given by the
transformations corresponding to elements of the Poincare´ group , in its
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canonical action on R8 i.e. the action given by
(L,C) ∗
 z
1
...
z8
 =

L
 z
1
...
z4
+ C
L
 z
5
...
z8


Geometrical objects onR8 invariant under this action, give us well defined
geometrical objects on TM, whose local expressions are equal in the different
inertial frames. For example, if (z1, . . . , z8) is the canonical coordinate system
of R8 , the 1-form:
ω0 ≡ z8dz4 −
3∑
i=1
zi+4dzi
the vector field:
X0 ≡ 1
m
4∑
i=1
zi+4
∂
∂zi
and the submanifold, E0, given by:
z8 ≡
√
m2 + (z5)2 + (z6)2 + (z7)2
are invariant by the action on R8.
Thus the following 1-form, vectorfield, and submanifold are well defined
on TM:
ω˜ = P 4R dx
4
R −
3∑
i=1
P iR dx
i
R
X˜ =
1
m
4∑
i=1
P iR
∂
∂xiR
E =
 v ∈ TM : P 4R(v) =
(
m2 +
3∑
i=1
(P iR(v))
2
) 1
2

=
{
v ∈ TM : g(v, v) = 1, x˙4R(v) > 0
}
where R is an arbitrary inertial frame.
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The restriction of ω˜ to E , ω, is a contact form. X˜ is tangent to E . The
restriction of X˜ to E , X , is the unique vectorfield such that
iXω = m, iXdω = 0.
Each inertial observer associates to each element, v, of E eight numbers,
φR(v) = (x
1
R(v), ..., x
4
R(v), P
1
R(v), ..., P
4
R(v)) which are interpreted as giv-
ing position, time and momentum-energy ( we take c=1). Thus E must be
interpreted as being state space.
The movements of the free particle under consideration are curves in E ,
γ , having, for each inertial observer, a constant four velocity i.e.
φ˙R ◦ γ(s) = (ai + s(x˙iR)0, (x˙iR)0)
where the (x˙iR)0 are constant, (x˙
4
R)0 > 0, (x˙
4
R)
2
0 −
∑3
i=1(x˙
i
R)
2
0 = 1.
Since the preceeding relation is equivalent to
φR ◦ γ(s) = (ai + s
(P iR)0
m
, (P iR)0),
where (P iR)0 = m(x˙
i
R)0, one sees that the movements are the integral curves
of X.
The parameter s coincides, since we take c=1, with proper time (of the
trajectory in space time).
The action on R8 gives, by means of any of the inertial observers, R, an
action on M by means of
(L,C)⊙ v = (φR)−1((L,C) ∗ (φR(v))),
for all v ∈ E , (L,C) ∈ P↑+.
This action obviously preserves E , and ω in such a way that (E , ω) is
a homogeneous contact manifold for the given action, but different inertial
observers lead to different actions.
Now, we shall describe E0 in a different way, thus obtaining a picture of
state space more suitable for its generalisation to other kind of particles.
Let Y8 be the infinitesimal generator of the action on R
8 associated to
the element Y of the Lie algebra of P↑+, P.
Since the action on R8 preserves ω0, we have
LY8ω0 = 0,
so that
iY8 dω0 = −d (iY8ω0) = −d(ω0(Y8)).
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Thus we define a map, µ0, called the momentum map, from R
8 into
P∗, by means of
µ0(z) · Y = −(ω0(Y8))(z),
for all Y ∈ P, z ∈ R8.
Let {Y iα, Y iβ , Y iγ , Yδ : i = 1, 2, 3} be the basis of P, composed by the usual
generators of Lorenz rotations and space-time translations.
It can be proved that
µ0 = z
8 Y ∗δ −
3∑
i=1
{[(z1, z2, z3)× (z5, z6, z7)]i Y i∗α +
+(z4zi+4 − z8zi) Y i∗β + zi+4 Y i∗γ }
where {Y 1∗α , ..., Y ∗δ } is the dual basis of {Y 1α , ..., Yδ}.
The map µ0 is equivariant for the given action on R
8 and coadjoint ac-
tion. Thus, since (0, ..., 0, m) ∈ E0 and µ0(0, ..., 0, m) = mY ∗δ , µ0(E0)is the
coadjoint orbit of mY ∗δ .
We also have µ∗0Ω = dωo, where Ω is the Kirillov symplectic form on the
coadjoint orbit.
For each α in the coadjoint orbit, µ−10 {α} is the image of a integral curve
of X0, that we know to be local expresion of movements. Then µ0 gives a one
to one correspondence between points of the coadjoint orbit and movements
of the particle under consideration.
Now we consider the map
f : (a, b) ∈ E0 −→ (a, µ0 (a, b)) ∈ R4 × P∗.
By using the above expression for µ0, one sees that f is an imbedding.
Also, f is equivariant when one considers the given action in E0 and the
“product action” in R4 ×P∗ given by
(L,C) ∗ (a, α) = (La + C,Ad∗(L,C) α), ∀(L,C) ∈ P↑+, (a, α) ∈ f(E0).
Observe that, as a consequence, f(E0) is an orbit of that action.
Each inertial frame, R, enables us to “see” state space, E , by means of
f ◦ φR, as being f(E0) ⊂ R4 × P∗. Changes of inertial frames are now given
by transformations coming from the product action.
Since f ◦ φR(e) = (x1R(e), ..., x4R(e), µ0(φR(e))), if we denote
µR ≡ µ0 ◦ φR
we have
f ◦ φR = (φR, µR),
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and µR stablishes a one to one correspondence of trajectories of X (i.e. move-
ments of the particle parametrized by proper time) with points of the coad-
joint orbit. Thus, coadjoint orbit is to be identified to movement space for
all inertial frames, althought the identification is different for each R.
The picture of a state, e ∈ E , obtained by R is now (φR(e), µR(e)) i.e. an
event, φR(e), and a movement, µR(e), “passing through” the event.
Each Y ∈ P defines a function on P∗, denoted by the same symbol. Thus
Y ◦ π2 ◦ f ◦ φR is a function on E (i.e. a dynamical variable) where π2 is
the canonical projection of R4 × P∗ onto P∗.
We have:
−Y iγ ◦ µR = P iR
Yδ ◦ µR = P 4R
−Yαi ◦ µR = (−→x R ×−→P R)i
Yβ
i ◦ µR = (P 4R−→x R − x4R
−→
P R)
i
where i = 1, 2, 3,−→x R = (x1R, x2R, x3R), and
−→
P R = (P
1
R, P
2
R, P
3
R).
Thus the function on R4 × P∗ given by P = (P 1, P 2, P 3, P 4) ≡ (−Y 1γ ◦
π2,−Y 2γ ◦ π2,−Y 3γ ◦ π2, Yδ ◦ π2),can be considered as an abstraction of linear
momentum: each inertial observer obtains f ◦φR(e) as the picture of e ∈ E ,
and the linear momentum he measures is P (f ◦ φR(e)).
In the same way the components of
−→
l = (−Y 1α ◦π2,−Y 2α ◦π2,−Y 3α ◦π2) and−→g = (Y 1β ◦ π2, Y 2β ◦ π2, Y 3β ◦ π2) must be interpreted as being the components
of (relativistic) angular momentum.
If we denote P↑+ by G, we can summarize what has been said as follows
State space of our free particle is such that each inertial observer
establishes a diffeomorphism from it to an orbit of G in R4 × G∗,
for the canonical action . Changes of inertial observer are given by
the transformations given by the same action.
An inertial observer, R, thus sees any state as a pair, the first
component is an event and the second a movement containig the
event. The values at that point of P,
−→
l ,−→g , are the values measured
by R of linear momentum and angular momentum.
In this paper I accept that this is also valid for all relativistic free particles,
with or without mass or spin. More precisely, it is assumed that the possible
state space of the relativistic free particles are the orbits of G in R4 × G∗,
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where now G is the universal (two fold) covering group of P↑+. The preceeding
interpretations of movements, states, linear and angular momentum are also
considered as valid.
In what follows, we assume that an inertial observer, R, has been fixed.
If state space is the orbit O and (x, α) ∈ O, we have seen how α can
be considered as a movement. In fact, this movement is composed by the
elements of O of the form (y, α). The set composed by such y , Mα, compose
the ordinary portrait of the movement α in R4, obtained by the inertial
observer R. Obviously
Mα = {g ∗ x : g ∈ Gα} (1)
where Gα is the isotropy subgroup at α of the coadjoint representation.
This way of looking at states also enables us to determine all movements
containing a given event: if (x, α) ∈ O, the movements containing the event
x compose the set
Nx = {Ad∗gα : g ∈ Gx} (2)
where Gx is the isotropy group at x of the action of G on R
4.
4 Universal covering group of the Poincare´
Group.
It is a well known fact that the universal covering group of Poincare´
group is a semidirect product of SL(2,C) by a four dimensional real vector
space. In this section, I recall some general facts about this group and
stablishes the notation.
Let (x1, x2, x3, x4) be the canonical coordinates in R4, I the 2× 2 unit
matrix and σ1, σ2, σ3 the Pauli matrices, i.e.(
0 1
1 0
)
,
(
0 −i
i 0
)
,
(
1 0
0 −1
)
respectively. A generic point of R4 will be denoted x = (x1, x2, x3, x4).
We define an isomorphism h, fromR4 onto the real vector espace, H(2),
of the hermitian 2× 2 matrices, by means of
h(x) = x4I +
3∑
i=1
xiσi =
(
x4 + x3, x1 − ix2
x1 + ix2, x4 − x3
)
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We have Det h(x) =< x, x >m, where < , >m is Minkowski pseudo-
scalar product
< x, y >m= x
4y4 −
3∑
i=1
xiyi.
If x = (x1, x2, x3, x4) we denote ~x = (x1, x2, x3) and h(~x, x4) = h(x).
The following formulae are useful for many computations along this
paper
[h(~k, k4), h(~x, x
4)]
def
= h(~k, k4)h(~x, x
4)− h(~x, x4)h(~k, k4) = 2ih(~k × ~x, 0), (3)
where × means ordinary vector product,
{h(~k, k4), h(~x, x4)} def= h(~k, k4)h(~x, x4) + h(~x, x4)h(~k, k4) =
= 2h(k4~x+ x
4~k, k4x
4 + 〈~k, ~x〉),
where 〈 . , . 〉 is the usual scalar product in R3,
h(~k, k4)εh(~x, x4)ε− h(~x, x4)εh(~k, k4)ε = (4)
= 2[h(k4~x− x4~k, 0) + ih(~k × ~x, 0)]
where the bar means complex conjugation, and we denote by ε the matrix
iσ2, i.e.
ε =
(
0 1
−1 0
)
.
Notice that
tAεA = (DetA) ε,
so that
Aε = ε (tA)−1 (5)
if A ∈ SL(2,C).
Also we have
1
2
Tr(h(x)εh(y)ε) = − < x, y >m
for all x, y ∈ R4.
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We define an action on the left of the Lie group SL(2,C) on the abelian
Lie group H(2) by means of
A ∗H = AHA∗
for all A ∈ SL(2,C), H ∈ H(2), where A∗ is the transposed of the complex
conjugate of A. To this action by automorphisms of H(2) then corresponds
a semidirect product, SL(2,C)⊕H(2), whose group law is given by
(A,H) ∗ (B,K) = (AB,AKA∗ +H)
The identity element is (I, 0) and (A,H)−1 = (A−1,−A−1HA∗−1).
This semidirect product acts on the left on R4 by means of
(A,H) ∗ x = h−1(Ah(x)A∗ +H).
Poincare´ group, P, is identified to the closed subgroup of GL(5;R) composed
by the matrices (
L C
0 1
)
where C ∈ R4 and L ∈ O(3, 1) (such a matrix is denoted in the following
simply by (L,C)).
For all (A,H) ∈ SL ⊕ H(2) (where SL stands for SL(2;C)), there
exists a unique (L,C) ∈ P such that (A,H) ∗ x = Lx+ C for all x ∈ R4.
The map, ρ, from SL⊕H(2) into P defined by sending such a (A,H)
to the corresponding (L,C), is a homomorphism of Lie groups, whose kernel
consists of (I, 0) and (−I, 0). In fact, ρ is a two fold covering map of the
identity component in P, P↑+. Since SL and H(2) are connected and simply
connected it follows that SL⊕H(2) is the universal covering group of P↑+.
The differential of ρ is an isomorphism from the Lie algebra of SL⊕H(2)
onto the Lie algebra of P.
The standard method to handle semidirect products enable us to iden-
tify the Lie algebra of SL ⊕ H(2) with sl(2,C) × H(2), the Lie bracket
being
[(a, k), (a′, k′)] = ([a, a′], ak′ + k′a∗ − (a′k + ka′∗)).
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If (a, h) ∈ sl(2,C)×H(2), t ∈ R, we have
Exp[t(a, h)] =
(
eta,
∫ t
0
esa h esa
∗
ds
)
. (6)
In this paper, we use the basis of sl × H(2) corresponding by dρ to
the basis of P associated to linear momentum and angular momentum in
section 3 . This basis is composed by the following elements
P k = (0,−σk), k = 1, 2, 3,
P 4 = (0, σ4) = (0, I),
lk = (i
σk
2
, 0), (7)
gk = (
σk
2
, 0).
An element, X , of sl(2,C)×H(2) defines a (linear) function on
(sl(2,C)×H(2))∗. Its restriction to movement space ( a coadjoint orbit)
must be considered as a dynamical variable. But also, if we have a repre-
sentation on a vector space (resp. an action on a manifold) of SL⊕H(2), X
gives rise to a infinitesimal generator of the representation (resp. the action),
i.e., an endomorphism of the vector space (resp. a vector field on the
manifold).
We define vector valued functions on the dual of the Lie algebra as
follows
P = (P 1, P 2, P 3, P 4)
−→
l = (l1, l2, l3)
−→g = (g1, g2, g3)
what will be considered as being linear momentum and angular momen-
tum.
We define a non degenerate scalar product in sl×H(2) by means of
< (a, k), (b, l) > = 2ReTr(
1
4
kεlε− ab) =
=
1
2
Tr(kεlε)− 2ReTr ab.
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This scalar product defines in the standard way an isomorphism from
the Lie algebra of SL⊕H(2) onto its dual. The image of (a, k) ∈ sl×H(2)
by this isomorphism, will be denoted by {a, k} ∈ (sl×H(2))∗, and is given
by
{a, k} ((b,m)) =< (a, k), (b,m) > .
With this notation, the values of P,
−→
l and −→g at {a, k} are, when
written in terms of its hermitian form
h(P ({a, k})) = −k, (8)
h(~l({a, k}), 0) = i (a∗ − a), (9)
h(~g({a, k}), 0) = −(a + a∗). (10)
so that
{a, k} = {−1
2
h(~g({a, k}), 0) + i
2
h(~l({a, k}), 0),−h(P ({a, k}))}. (11)
i.e. −(1/2)h(~g({a, k}), 0) is the hermitian real part of a and the matrix
(1/2)h(~l({a, k}), 0) its hermitian imaginary part.
A straightforward computation, leads to the following formula for the
coadjoint representation
Ad∗(A,H){a, k} = {AaA−1 +
1
4
(AkA∗εHε−HεAkA∗ε), AkA∗}. (12)
To end this section, we define other functions on the dual of the Lie
algebra of SL⊕H(2).
One of these is |P |, defined by
|P | ({a, k}) = Det (h(P ({a, k}))) = Det (k) ,
whose physical meaning is mass square.
Then,
|P | (Ad∗(A,H){a, k}) = Det(−AkA∗) = Det(k),
so that the value of |P |, is constant along any coadjoint orbit.
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The other is defined in terms of the Pauli-Lubanski fourvector, given
by
W = (
−→
W,W 4) (13)
−→
W = P 4~l + ~P × ~g, (14)
W 4 = 〈~P ,~l〉. (15)
Using (11), (3) and (4), the hermitian form of W is found to be
h(W ({a, k})) = i(a k − k a∗). (16)
One can prove that
h(W (Ad∗(A,H){a, k})) = A h(W ({a, k})) A∗,
so that the function
|W |({a, k}) = Det(h(W ({a, k}))),
is also constant along each coadjoint orbit.
5 Quantizable forms
In this section I recall some of the geometric constructions done in
[Sou88,Dia82a,Dia82b,Dia91,Dia96a].
I shall give a way to construct homogeneous contact manifolds that
fibers on the coadjoint orbits of Lie groups. This is not possible on an
arbitrary orbit, but only on the so called quantizable ones.
The idea is to consider the quantizable coadjoint orbits of SL(2;C)⊕
H(2) as the classical movement space of relativistic free particles. The cor-
responding homogeneous contact manifolds are geometrical objects enabling
us to construct the Wave Functions, and representations of this group.
Let G be a Lie group and α an element of the dual of the Lie algebra
of G, G∗, where we consider the coadjoint action.
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We say that , α is quantizable if there exists a surjective homomor-
phism, Cα, from the isotropy subgroup at α, Gα , onto the unit circle, S
1,
whose differential is α (cf. section 2 where the way in which the differential
is identified to an element of G∗, is detailed).
In a more explicit way, this means that α is quantizable if there exists
a surjective homomorphism, Cα, from the isotropy subgroup at α, Gα, onto
the unit circle, such that, for all X in the Lie algebra of Gα and t in R
Cα(Exp tX) = e
2πitα(X).
If a form is quantizable, all the elements of its coadjoint orbit are quan-
tizable. These orbits are called quantizable orbits .
The form α is said to be R-quantizable if there exists a surjective
homomorphism from Gα onto the usual additive Lie group of reals, R ,
whose differential is α.
In other words, α is R-quantizable if there exists a surjective homo-
morphism from Gα onto R , Hα, such that, for all X in the Lie algebra of
Gα, and t in R
Hα(Exp tX) = t α(X).
To such a Hα, one can associate an homomorphism, Cα, onto S
1 by
means of
Cα : g ∈ Gα → e2πiHα(g) ∈ S1.
The differential of Cα is α. Thus when α is R-quantizable , it is quantiz-
able .
All elements of a coadjoint orbit containing a R-quantizable form, are
R-quantizable. In this case, the orbit is said to be a R-quantizable orbit.
In [Dia96a] a slightly more general concept of quantizability is used,
but it is unnecesary for the purposes of the present paper.
In what follows we assume that α is quantizable and Cα is a homomor-
phism from Gα onto the unit circle, whose differential is α. We identify the
coadjoint orbit, Oα, with G/Gα by means of the diffeomorphism
gGα ∈ G
Gα
→ Ad∗gα ∈ Oα.
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We define an action of S1 on G/Ker Cα by means of
(gKer Cα) ∗ s = g hKer Cα (17)
where h is any element of Gα such that Cα(h) = s.
Actually (G/Ker Cα) (G/Gα,S
1) is a principal fibre bundle , the bun-
dle action is given by (17) and the bundle projection, by the canonical map,
π : gKerCα −→ gGα
This action of S1, commutes with the canonical action of G on
G/Ker Cα.
We denote by πc and πs the canonical maps
πc : g ∈ G −→ gKerCα ∈ G
KerCα
(18)
πs : g ∈ G −→ gGα ∈ G
Gα
. (19)
There exist an unique 1-form, Ω, on the homogeneous space G/Ker Cα
such that
(πc)∗Ω = α.
The 1-form Ω is a contact form, invariant under the action of G.
Let Z(Ω) be the vectorfield defined by
iZ(Ω)Ω = 1, iZ(Ω) dΩ = 0.
All the integral curves of Z(Ω) have the same period. If we denote by
T (Ω) this period, then Ω/T (Ω) is a connexion form.
Since the structural group is abelian, the curvature form is dΩ/T (Ω).
There exist an unique 2-form, ω, on G/Gα, such that
π∗ω =
dΩ
T (Ω)
.
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Thus
(πs)∗ω =
dα
T (Ω)
. (20)
The form ω is an invariant symplectic form, and its cohomology class
is integral.
Each m ∈ G, define a function on G∗ so that it does also on the coad-
joint orbit. Since we think in the coadjoint orbit as being the movement
space of a particle, we can say that m defines a dynamical variable, Dm.
Such a m ∈ G, also define a infinitesimal generator of the canonical action
of G on G/Ker Cα , denoted by X
c
m, and a infinitesimal generator of the
canonical action of G on G/Gα , denoted by X
s
m.
Since Ω is left invariant by the action of G, we have
LXcmΩ = 0,
so that the relation LX = d iX + iX d leads to
iXcm dΩ = −d[Ω(Xcm)].
A computation gives
(Ω(Xcm) ◦ πc)(g) = Ad∗gα0(−m) = −Dm(Ad∗gα0) =
= −Dm(g Gα) = −Dm ◦ π(g Ker Cα),
so that
Ω(Xcm) = −Dm ◦ π. (21)
Thus (20), (21), and the fact that
π∗X
c
m = X
s
m,
lead to
iXsmω =
1
T (Ω)
dDm. (22)
Since the flow of the vector fieldXsm (resp. X
c
m) preserves ω (resp. Ω), it
is an infinitesimal automorphism of the symplectic (resp. contact) structure,
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i.e. a locally hamiltonian vector field. Equation (22) tell us that in fact Xsm
is globally hamiltonian and Dm/T (Ω) is the corresponding hamiltonian.
As usual in the Theory of Connections, a map, f , into G/KerCα is
called horizontal, if f ∗Ω = 0. Let f0 be a map into G/Gα. An horizontal lift
of f0 is an horizontal map into G/KerCα, such that π ◦ f = f0.
The horizontal lift of curves can be described as follows. Given a curve,
γ in G/Gα, the horizontal lift of γ to g KerCα is
γ˜ (t) = (γ (t)KerCα) ∗ e−2πi
∫
γ|[0, t]
α
(23)
where γ is any lifting of γ to G, such that γ(0) = g, and the vertical bar
means restriction.
Associated to this principal fibre bundle and the canonical action of S1
on C, one can consider the 1- dimensional vector bundle whose total space is(
G
KerCα
)
×S1 C.
Let us recall its definition.
Consider in (G/KerCα)× C, an action of S1 defined by
(g KerCα, t) ∗ z =
(
(g KerCα) ∗ z, z−1t
)
,
for all z ∈ S1.
The elements of (G/KerCα)×S1 C are the orbits of this action.
Let us denote by [g KerCα, t] the orbit of (g KerCα, t). We have
[g KerCα, t] =
{(
(g KerCα) ∗ s, s−1t
)
: s ∈ S1} =
=
{(
ghKerCα, Cα
(
h−1
)
t
)
: h ∈ Gα
}
We define a map, π, from
G
KerCα
×S1 C
onto the coadjoint orbit by means of
π([g KerCα, t]) = g Gα
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.Let m ∈ G/Gα, and g ∈ G one of its representatives. Since the action
of S1 on π−1(m) is transitive, we have
π−1(m) = {[gKer Cα, t] : t ∈ C}.
Thus, for each g we obtain a bijection of π−1(m) onto C.
We consider in π−1(m) the structure of hermitian one dimensional com-
plex vector space such that this bijection is a unitary isomorphism.
This structure is independent of the representative g.
If g and g′ are representatives of m, we have for all t, t′, a ∈ C
[g KerCα, t] + [g
′KerCα, t
′] =
[
g KerCα, t+ Cα(g
−1 g′) t′
]
,
a · [g KerCα, t] = [g KerCα, a t] ,
〈[g KerCα, t] , [g′KerCα, t′]〉 = t Cα(g−1g′) t′.
With these operations, π becomes a complex vector bundle of dimension
one with a hermitian product in each fiber i.e. a hermitian line bundle.
The sections of the hermitian line bundle are in a one to one correspon-
dence with the functions on G/KerCα, f, such that f((g Ker Cα) ∗ s) = s−1
f(g Ker Cα), for all s ∈ S1. These functions will be called from now on
pseudotensorial functions . This correspondence is as follows.
If f is a pseudotensorial function, the corresponding section sends m ∈
G/Gα to [r, f(r)] where r is arbitrary in π
−1(m).
If σ is a given section of the hermitian line bundle, the correspond-
ing pseudotensorial function, f, is defined by σ(π(r)) = [r, f(r)] for all r ∈
G/KerCα.
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The canonical action of G on (G/KerCα), leads to an action on
(G/KerCα)×S1 C,
given by
g ∗ [hKerCα, t] = [ghKerCα, t].
This action is well defined, as a consecuence of the fact that the action
of S1 conmutes with the canonical action of G.
In the following, I use the same construction of a hermitian line bun-
dle, for each principal bundle, G/(Ker C)(G/H, S), where C is an homomor-
phism of H into S1, whose image is S.
6 Geometric Quantum States .
In this section I recall some definitions and results from [Dia96b].
Let G = SL(2,C)⊕H(2) and α a quantizable form of G. We use the
notation of section 5.
The sections of the hermitian line bundle whose total space is
(G/KerCα)×S1 C
are called Prequantum States . We use the same denomination for the
corresponding pseudotensorial functions.
Now, let us consider the actions of the abelian subgroup {I}×H(2) on
G/Ker Cα and G/Gα, induced by the canonical action.
There exist an unique action of {I} ×H(2) on G/KerCα whose orbits
are horizontal and such that π becomes equivariant.
This action is called horizontal action and is given by
(I, K) ∗ ((A, H)KerCα) = ((A, H +K)KerCα) ∗ e−iπTr(AkA∗εKε) (24)
for all K ∈ H(2), (A, H) ∈ G, where ∗ in the left hand side stands for the
new action and in the right hand one, corresponds to the bundle action. k is
given by α = {a, k}.
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We define Quantum States as being the Prequantum States that cor-
respond to pseudotensorial functions left invariant by the horizontal action.
Let π1 and π2 be the canonical projections of G on SL(2,C) and H(2)
respectively. We denote π1(Gα) by (Gα)SL and π2(Gα) by (Gα)H .
In section 4 of [Dia96b] it is proved that the map
(Cα)SL : (Gα)SL 7−→ S1,
defined by
(Cα)SL(g) = Cα(g, h) e
−iπTr(kεhε), (25)
for all (g, h) ∈ Gα, is well defined and a homomorphism.
As a consecuence, we can define
C˜α : (Gα)SL ⊕ H(2) 7−→ S1, (26)
by means of
C˜α(g, r) = (Cα)SL(g) e
iπTr(kεrε).
C˜α is an extension of Cα to (Gα)SL ⊕ H(2), and a homomorphism .
Its differential coincides with the restriction of α to the Lie algebra of this
group.
The canonical action of G on G/KerCα maps horizontal orbits to hor-
izontal orbits, thus defining a transitive action on the space of horizontal
orbits, Wα.
Let us consider the canonical map
τ :
G
KerCα
→Wα
defined by sending each element of G/KerCα onto its horizontal orbit.
The isotropy subgroup at τ(KerCα) is KerC˜α. As a consequence, we
can identify Wα to G/Ker C˜α, by means of the bijective map
(A,H)Ker C˜α ∈ G
Ker C˜α
→ τ((A,H)Ker Cα) ∈ Wα.
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With the definitions given in section 5, we have seen that
G
Ker Cα
(
G
Gα
,S1
)
becomes a principal fibre bundle.
Similar definitions provides
G
Ker C˜α
(
G
(Gα)SL ⊕H(2) ,S
1
)
with a structure of principal fibre bundle.
The bundle projection is the canonical map from G/Ker C˜α onto
G/((Gα)SL ⊕H(2)). The bundle action is given by
((A,H)Ker C˜α) ∗ s = (A,H)(B,K)Ker C˜α,
where (B,K) is such that
C˜α(B,K) = s.
But the map
(A,H)((Gα)SL ⊕H(2)) ∈ G
(Gα)SL ⊕H(2) → A (Gα)SL ∈
SL
(Gα)SL
(27)
is a diffeomorphism.
We identify these homogeneous spaces by means of this map, so that
the principal fibre bundle becomes
G
Ker C˜α
(
SL
(Gα)SL
,S1
)
,
where the bundle projection is
τ2 : (A,H)Ker C˜α → A (Gα)SL.
The canonical maps define the homomorphism of principal S1-bundles
given in Figure 1
Since Quantum States correspond to pseudotensorial functions left in-
variant by the horizontal action,
Quantum States are the pull back by ι1 of unrestricted pseu-
dotensorial functions on G/KerC˜α.
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G
KerCα
G
KerC˜α
G
Gα
SL
(Gα)SL
ι1
ι2
τ1 τ2
Figure 1: Fibre Bundles for Quantum States
7 Wave Functions
Now, let us associate, to each Quantum State in the sense of section 6,
a Wave Function in the ordinary sense of Quantum Mechanics.
From now on, we assume, unless the contrary is explicitly stated, that
the State Space is the orbit of (0, α) in H(2)×G∗.
This choice do not carry very important consequences for the study of
the free particle at the quantum level, in the sense that the other choices lead
to isomorphic spaces of Quantum States (in all of its forms), and the same
Wave Functions. These facts are proved in Remark 5.2 of [Dia96b].
The isotropy subgroup at (0, α), G(0,α), is composed by the elements of
Gα of the form (A, 0) i.e.
G(0,α) = Gα ∩ (SL⊕ {0}).
Let α = {a, k} and denote
SL1 = {A ∈ SL : AaA−1 = a},
SL2 = {A ∈ SL : AkA∗ = k}.
Then
G(0,α) = (SL1 ∩ SL2)⊕ {0},
Notice that (Gα)SL ⊂ SL2 and SL1 ∩ SL2 ⊂ (Gα)SL so that
SL1 ∩ SL2 = (Gα)SL ∩ SL1.
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But the map
(A,H)((Gα)SL ∩ SL1)⊕ {0} ∈ G
((Gα)SL ∩ SL1)⊕ {0} →
→ (H,A((Gα)SL ∩ SL1)) ∈ H(2)× SL
(Gα)SL ∩ SL1
is a diffeomorphism.
Thus, State Space is the image of the injective map
i : (H,A(Gα)SL ∩ SL1)) ∈ H(2)× SL
(Gα)SL ∩ SL1 → (28)
→ (H,Ad∗(A,H)α) ∈ H(2)×G∗.
This image need not, a priori, be a proper submanifold of H(2)× G∗,
and we consider it provided with the topology and differentiable structure
such that i becomes a diffeomorphism. In the following we identify each i(X)
with X, so that we can say that
H(2)× SL
(Gα)SL ∩ SL1
is State Space.
The canonical map from State Space onto Movement Space, can be gen-
eralised to all the homogeneous spaces appearing in the commutative diagram
of Figure 1. This will be done with the following geometrical construction.
Let L be a closed subgroup of G, and
S = {s ∈ SL : (s, 0) ∈ L},
so that
S ⊕ {0} = L ∩ (SL⊕ {0}).
Thus we define the map
(H,AS) ∈ H(2)× SLS
ν−→ (A,H)L ∈ GL .
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This map is well defined and, if H is a fixed element in H(2), its re-
striction to
{H} × SLS
is injective.
Now we apply this to the cases in Figure 1.
When L = Ker Cα we have S = Ker(Cα)SL ∩ SL1 , so that we have a
map
(H,A(Ker(Cα)SL ∩ SL1)) ∈ H(2)× SL
Ker(Cα)SL ∩ SL1
ν1−→
ν1−→ (A,H)Ker Cα ∈ G
Ker Cα
.
If L = Gα we have S = SL1∩SL2 = (Gα)SL∩SL1, and we thus obtain
the map
(H,A((Gα)SL ∩ SL1)) ∈ H(2)× SL
(Gα)SL ∩ SL1
ν2−→
ν2−→ (A,H)Gα ∈ G
Gα
.
When L = KerC˜α we have S = Ker(Cα)SL, so that we have a map
(H,AKer(Cα)SL) ∈ H(2)× SL
Ker(Cα)SL
ν3−→ (A,H)Ker C˜α ∈ G
Ker C˜α
.
If L = (Gα)SL ⊕H(2) we have S = (Gα)SL, and we thus have a map
(H,A(Gα)SL)) ∈ H(2)× SL
(Gα)SL
ν4−→
ν4−→ (A,H)((Gα)SL ⊕H(2)) ∈
G
(Gα)SL ⊕H(2)
which, using the identification (27), can be written
(H,A(Gα)SL)) ∈ H(2)× SL
(Gα)SL
ν4−→
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H(2)× SL
Ker(Cα)SL∩SL1
G
KerCα
H(2)× SL
Ker(Cα)SL
G
KerC˜α
H(2)× SL
(Gα)SL
SL
(Gα)SL
H(2)× SL
(Gα)SL∩SL1
G
Gα
ν1
ν2
ν3
ν4
τ3 τ4 τ2 τ1
ι3 ι1
ι4 ι2
Figure 2: Fibre Bundles for Wave Functions
ν4−→ A(Gα)SL ∈ SL
(Gα)SL
.
When we denote by ι3, ι4, τ3, τ4, the canonical maps of homogeneous
spaces that appears in Figure 2, we obtain the commutative diagram in that
Figure.
The maps τi are the bundle maps of principal fibre bundles whose struc-
tural groups are identified by means of (Cα)SL, C˜α , or Cα to subgroups of
S1.
We already know the bundle actions of S1 on G/KerCα and G/KerC˜α.
The other are defined in a similar way as follows.
The action for the principal bundle corresponding to τ4,
H(2)× SL
Ker(Cα)SL
(
H(2)× SL
(Gα)SL
, (Cα)SL((Gα)SL)
)
,
is given by
(H,AKer(Cα)SL) ∗ s = (H,ABKer(Cα)SL)
if s ∈ (Cα)SL((Gα)SL and B ∈ (Gα)SL is such that
(Cα)SL(B) = s.
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In the case of the principal bundle corresponding to τ3,
H(2)× SL
Ker(Cα)SL ∩ SL1
(
H(2)× SL
(Gα)SL ∩ SL1 , (Cα)SL((Gα)SL ∩ SL1)
)
,
the bundle action is defined in the same way but using the restriction of
(Cα)SL to (Gα)SL ∩ SL1.
The pairs (ν1, ν2), (ν3, ν4), (ι1, ι2), (ι3, ι4) define homomorphisms of
principal fibre bundles. In what concerns the structural groups, we have
(Cα)SL((Gα)SL ∩ SL1) ⊂ (Cα)SL((Gα)SL) ⊂ S1
and the homomorphism of structural groups is, in all cases, the canonical
injection of the group of the first bundle into the group of the second.
As a consecuence of (8), the linear momentum, is given on the coad-
joint orbit of α by P (Ad∗(A,H)α) = −AkA∗, so that, with the identification of
the coadjoint orbit with G/Gα, we can write P ((A,H)Gα) = −AkA∗.
On the other hand, since (Gα)SL ⊂ SL2, we can define in SL/(Gα)SL
a function, P0, by means of P0(A(Gα)SL) = −AkA∗.
But then, P0 is the projection of P by the canonical map
(A, H)Gα ∈ G
Gα
ι0−→ A(Gα)SL ∈ SL
(Gα)SL
,
and will be denoted in the following simply by P and also called linear
momentum, thus we can write
P (A(Gα)SL) = −AkA∗ (29)
where k is given by α = {a, k}.
Let us denote (Cα)SL(Gα)SL) by S.
In [Dia96b] I prove that
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The pull back by ν3 , maps in a one to one way the set of quantum
states (considered as pseudotensorial functions on G/KerC˜α onto
the set composed by the functions on H(2) × (SL/Ker(Cα)SL)
having the form
φf(H,AKer(Cα)SL) = f(AKer(Cα)SL) e
iπTr(P (A(Gα)SL)εHε) (30)
where f is a pseudotensorial function on the principal fibre bundle
SL
Ker(Cα)SL
(
SL
(Gα)SL
, S
)
.
In order to be more precise we will use the following definitions.
Let C be the complex vector space composed by the pseudotensorial
functions of the bundle
SL
Ker (Cα)SL
(
SL
(Gα)SL
, S
)
,
and V˜ the complex vector space composed by the pseudotensorial functions
on G/KerC˜α.
For each f ∈ C we define a pseudotensorial function on G/KerC˜α, Ψf ,
by
Ψf ◦ ν3 (H,AKer(Cα)SL) = φf (H,AKer(Cα)SL) =
= f(AKer(Cα)SL) e
iπ Tr(P (A (Gα)SL) εH ε). (31)
The map
Ψ : f ∈ C → Ψf ∈ V˜
is an isomorphism.
Also we define
Φf = Ψf ◦ ι1. (32)
These functions are pseudotensorial on G/KerCα and invariant by the hori-
zontal action, so that they represent Quantum States in the most primitive
sense adopted in this paper.
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We denote by V the complex vector space composed by these Φf , so
that the map
Φ : f ∈ C → Φf ∈ V (33)
is an isomorphism.
Thus, we can consider Quantum States as being elements of C or ele-
ments of V˜ or elements of V.
Now we shall regard Quantum States under another form: Wave Func-
tions.
The differentiable manifold
W
def
= (H(2)× (SL/Ker (Cα)SL)×S C
is defined in the same way as we have defined
(G/KerCα)×S1 C
in section 5.
W is the total space of the hermitian line bundle associated to the
principal fibre bundle
(H(2)× (SL/Ker (Cα)SL)) (H(2)× (SL/ (Gα)SL) , S)
and the canonical action of S on C .
The bundle projection is
η : [(H,AKer (Cα)SL), c]S ∈ W → (H,A(Gα)SL) ∈ H(2)× (SL/(Gα)SL),
where [(H,AKer (Cα)SL), c]S is the orbit of ((H,AKer (Cα)SL), c) under the
action of S.
Since for each f ∈ C the function Ψf ◦ ν3 is pseudotensorial in
H(2)× (SL/Ker (Cα)SL) ,
it defines a section of η. This section can be considered as another description
of the Quantum State given by f .
To complete our way towards Wave Functions, we need to “represent”
Quantum States as functions with values in a fixed complex vector space,
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not in a different vector space for each point in the base space, as does the
sections of η.
If (Cα)SL(g) = 1, ∀g ∈ (Gα)SL, , we have S = {1}, and Ker (Cα)SL =
(Gα)SL so that W ≈ (H(2) × (SL/(Gα)SL) × C, and η is the canonical
projection onto the first two factors. The section of η corresponding to the
function φf in (30) is
(H, A (Gα)SL) −→ (H, A (Gα)SL, φf(H, A (Gα)SL)).
Thus, if (Cα)SL = 1, our task is accomplished by
φf(H, AKer (Cα)SL) = f(AKer (Cα)SL) e
iπ Tr(P (A (Gα)SL) εH ε
itself as a complex valued function on the base space. In this case, φf is
called the Prewave Function associated to f, and denoted by ψf .
In the case where (Cα)SL is not trivial, our goal will be attained by
imbedding the hermitian fibre bundle in a trivial one. We do this in a direct
way, but a more geometrical view of the method is exposed in remark 5.1
of [Dia96b].
A key concept in our construction of Wave Functions is the following:
A Trivialization of Cα is a triple (ρ, L, z0), where L is a finite
dimensional complex vector space, z0 ∈ L and ρ is a representation of
SL(2,C) in L such that
1) ρ(A)(z0) = (Cα)SL(A) z0, ∀A ∈ (Gα)SL.
2) The isotropy subgroup at z0 is Ker (Cα)SL. (34)
In what follows, we assume that a trivialization of Cα is given.
The homogeneous space SL/Ker (Cα)SL is identified to the orbit of z0 ,
B, by means of
AKer (Cα)SL ∈ SL
Ker (Cα)SL
−→ ρ(A)(z0) ∈ B.
The action of S on SL/Ker (Cα)SL becomes, with this identification,
multiplication in L of elements of S, as complex numbers, by elements of B,
as elements of L .
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The canonical map from SL/Ker (Cα)SL onto SL/(Gα)SL will be de-
noted by r, and is given by
r (ρ(A)(z0)) = A(Gα)SL.
Each f ∈ D thus becomes a function on B, homogeneous of degree
−1 under ordinary multiplication by elements of S. The functions having
these characteristics, will be called S-homogeneous of degree -1. The
S-homogeneous of degree T functions are defined in a similar way. Let us
denote by C the complex vector space composed by the S-homogeneous of
degree -1 functions on B.
Now, W is (H(2)× B)×S C, and η maps [(H, z), c] onto (H, r(z)).
The sections of η corresponding to the functions having the form of φf
in (30) are as follows.
Let f be a S-homogeneous of degree -1 function. The corresponding
section, σ, maps (H,m) to
σ(H,m) = [(H, z), φf (H, z)]
where z is arbitrary in r−1(m).
We define a map, χ , from W into H(2)×(SL/(Gα)SL)× L, by sending
[(H, z), c]S ∈ (H(2)× B))×S C to (H, r(z), cz).
The map χ is injective . In fact the relation
χ([(H, z), c]S) = χ([(H
′, z′), c′]S)
is equivalent to
(H, r(z), cz) = (H ′, r(z′), c′z′)
so that there exist eiγ ∈ S such that H ′ = H, z′ = eiγz, and c′z′ = cz. Thus
[(H ′, z′), c′]S = [(H, ze
iγ), ce−iγ]S = [(H, z), c]S.
The fiber of W on (H,m) is {[(H, z), c] : c ∈ C}, where z is any fixed
element in r−1(m). Its image under χ is composed by the (H,m, y) such that
y is in the one dimensional subspace of L generated by z.
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We have thus inmersed our, in general, non trivial bundle, in a trivial
one with fiber L. This enable us to identify sections of η with functions with
values in L, as follows.
The section σ of η, that corresponds to f can be identifed with
χ ◦ σ(H,m) = (H,m, φf(z)z) ,
where z is arbitrary in r−1(m).
The right hand side in the preceeding equation is completely determined
by its third component:
ψf (H,m) = φf(z)z = f(z) e
iπ Tr(P (m) εH ε)z. (35)
The function ψf , with f S-homogeneous of degree -1, will be called
Prewave Function associated to f .
The complex vector space composed by the Prewave Functions is de-
noted by PW, so that the map
ψ : f ∈ C → ψf ∈ PW (36)
is an isomorphism.
The composition of any Prewave Function with ι4 is a function in State
Space that can be considered as giving an amplitude of probability for each
state.
As said in the Introduction, we obtain from this Prewave Function a
Wave Function, defined on space-time points (i.e. hermitian matrices), by
adding up, for each H ∈ H(2), the amplitudes of probability corresponding
to the states (H, β) where β is a movement whose portrait in space-time
contains H .
According to (2), we see that these states are the elements of the set
{(H,Ad∗(B,H)α : B ∈ SL},
that is identified by i (c.f. (28)) with
{H} × SL
(Gα)SL ∩ SL1 ,
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whose image by ι4 is
{H} × SL
(Gα)SL
.
Then to any given Prewave Function, ψf , we associate a Wave Func-
tion, ψ˜f , as follows
ψ˜f(H) =
∫
SL/(Gα)SL
ψf(H, m) ωm (37)
where m is a generic element in SL/(Gα)SL, and ω is a volume element on
SL/(Gα)SL, left invariant by the canonical action of SL on SL/(Gα)SL. This
means that, if we denote by d′A the diffeomorphism of SL/(Gα)SL defined
by sending B (Gα)SL to AB (Gα)SL, then (d
′
A)
∗ω = ω.
In the following, we assume that such a invariant volume element is
given.
This definition of Wave Functions, forces us to do a restriction on the
class of the functions to be considered: it is necessary that the integral exists.
In what follows I consider only Quantum States corresponding to the
functions in C that are continuous with compact support. The complex vector
space composed by these Wave Functions is denoted by WF .
Of course, there are other possible conditions that can be imposed on
f in order to assure integrability. Also, if one obtains for some choice a
Prehilbert space, one can consider its completed, in order to have a Hilbert
Space. But in this paper I prefer to maintain the ”continuous with compact
support” condition.
The Wave Functions are another form of description of Quantum States,
in fact it is the most usual in Quantum Mechanics.
In the following I change the notation in such a way that, C stands for
the complex vector space composed by the S-homogeneous of degree -1 func-
tions on B that also are continuous with compact support, and PW , V, V˜,
the corresponding isomorphic spaces.
Remark 7.1 Now, let us assume that we know a section of the map r,
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defined an open set, D, in SL/(Gα)SL,
σ : D −→ B.
In this case, we can associate a prewave function, and thus a wave
function, to each C∞ function, with compact support contained in D, as
follows.
Let f0 be a C
∞ function, with compact support contained in D . We
define a function on B, f , by means of
f(z) =
{
t−1f0(r(z)) if z ∈ r−1(U) where t is such that z = tσ(r(z))
0 if z /∈ r−1(U)
This function is S-homogeneous of degree -1 since, for all eia ∈ S, z ∈
r−1(U), we have
f(eiaz) = t′−1f0(r(e
iaz)),
where t′ is such that
eiaz = t′σ(r(eiaz)) = t′σ(r(z)) = t′t−1z,
so that
eia = t′t−1
and
f(eiaz) = e−iat−1f0(r(e
iaz)) = e−iat−1f0(r(z)) = e
−iaf(z).
If z /∈ r−1(U), f(eiaz) = 0 = f(z) = e−iaf(z).
The Prewave Function ψf then is
ψf (H, m) =
{
f0(m) e
iπTr(P (m) εHε) σ(m) if m ∈ U
0 if m /∈ U
and we have an associated Wave Function, ψ˜f .
This expression contains no reference to any homogeneous function and
suggest directly the usual form of Wave Functions.
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8 Representation of SL(2,C)⊕H(2) on Quan-
tum States
8.0.1 Representation on S-homogeneous functions of degree -1
If (Cα)SL = 1, , the S-homogeneous functions of degree -1 are simply
functions on SL/(Gα)SL.
In this case we denote by C the complex vector space composed by the
continuous functions on SL/(Gα)SL with compact support.
For all B ∈ SL we denote by d′B the canonical diffeomorphism of
SL/(Gα)SL given by
d′B(A(Gα)SL) = BA(Gα)SL).
Then, we define a representation, δ, of SL on C by
δ(f) = f ◦ d′A−1 .
In C we also define an hermitian product by
〈f, f ′〉 =
∫
SL/(Gα)SL
ff ′ ω,
where ω is an invariant volume element on SL/(Gα)SL.
With this inner product, C becomes a prehilbert space.
The invariance of ω enable us to write
〈δ(A)(f), δ(A)(f ′)〉 = 〈f, f ′〉
so that the representation δ is unitary.
In case (Cα)SL 6= 1, , we assume that we have a trivialization, (ρ, L, z0),
and we define B and C as in the preceeding section.
Of course, also in case (Cα)SL = 1, we can have a trvialization and thus
apply all that follows.
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In C we define a hermitian product:
〈f, f ′〉 =
∫
SL/(Gα)SL
ff ′ ω,
where by ff ′ we means the function defined on SL/(Gα)SL, by
ff ′(m) = f(z)f ′(z)
for all m ∈ SL/(Gα)SL, where z is arbitrary in r−1(m), and ω is an invariant
volume element on SL/(Gα)SL.
Also in this case, C becomes a prehilbert space.
A representation, δ, of SL on C, is defined by
δ(A) : f ∈ C −→ f ◦ ρ(A−1) ∈ C.
for all A ∈ SL.
If A ∈ SL we have
〈δ(A)(f), δ(A)(f ′)〉 =
∫
SL/(Gα)SL
(
(ff ′) ◦ d′A−1
)
ω
so that the invariance of ω enable us to write
〈δ(A)(f), δ(A)(f ′)〉 = 〈f, f ′〉
We see that the representation δ is, also in this case, unitary.
Also we have a representation, δ′, of SL⊕H(2) on C defined by:
(δ′(A,H) · f)(z) = f(ρ(A−1) · z)Exp (−iπTr (P (r(z))εHε)) ,
where (A,H) ∈ SL⊕H(2), f ∈ C, and z ∈ B.
To prove that δ′ is a representation , notice that
1. r is equivariant i.e.
r(ρ(A) · z) = d′A(r(z)) (38)
for all A ∈ SL.
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2. Formula (29), leads to
P (d′B(A(Gα)SL)) = P (BA(Gα)SL) = −BAkA∗B∗ = BP (A(Gα)SL)B∗
so that
P (r(ρ(A) · z)) = P (d′A(r(z))) = AP (r(z))A∗. (39)
3. For all A ∈ SL,
A ε = ε tA−1 (40)
Now, we can prove that δ′ is a representation as follows.
If (B,K), (A,H) ∈ SL⊕H(2), z ∈ B, then
δ′(B,K) · ((δ′(A,H) · f)) (z) = (δ′(A,H) · f) (ρ(B−1) · z)
Exp
(−iπTr[P (r(z))εKε]) = f(ρ(A−1) · (ρ(B−1) · z))
Exp
(−iπTr[P (r(ρ(B−1) · z))εHε+ P (r(z))εKε]) =
= f(ρ((BA)−1) · z)Exp
(
−iπTr[P (r(z))ε(BHB∗ +K)ε]
)
=
= (δ′ ((B,K) (A,H)) · f) (z)
The infinitesimal generator of δ associated to a ∈ sl(2,C) is the linear
map from C into itself, d δ(a) given by
(d δ(a) · f)(z) =
(
d
dt
)
t=0
(
δ
(
et a
) · f) (z) .
Then
(d δ(a) · f)(z) =
(
d
dt
)
t=0
(
f
(
ρ
(
e−t a
) · z)) ,
and thus we see that d δ(a) acts on f as the vector field, Xa, infinitesimal
generator of the action on B, defined by
A ∗ z = ρ(A) · z,
associated to a.
We can give a more explicit form of Xa as follows.
Let us fix a basis, β = {e1, . . . , eq}, of L. By means of β we identify
L with Cq. Let us denote by t(z1, . . . , zq) the matrix of z ∈ L in the basis
39
β and (dρ(a))ji , the element in the file j column i of the matrix of (dρ(a))
in the basis β. We denote by β∗ = {w1, . . . , wq} the system of (complex)
coordinates associated to β (i.e. β∗ is the dual basis of β.)
If wjx (resp w
j
y) is the real (resp. imaginary) part of w
j, it is usually
writen
∂
∂wj
=
1
2
(
∂
∂wjx
− i ∂
∂wjy
)
,
∂
∂wj
=
1
2
(
∂
∂wjx
+ i
∂
∂wjy
)
.
Thus, when f is a complex valued differentiable function on an open
subset, M, of Cq, and v(t) a differentiable map from an open neigbourhood
of 0 in R into M, we have, using summation convention(
d
dt
)
0
(f ◦ v) =
(
∂ f
∂wjx
)
v(0)
(wjx(v(t)))
′(0) +
(
∂ f
∂wjy
)
v(0)
(wjy(v(t)))
′(0) =
=
(
∂ f
∂wj
)
v(0)
(wj(v(t)))′(0) +
(
∂ f
∂wj
)
v(0)
(wj(v(t)))′(0).
Since(
d
dt
)
t=0
(
f
(
ρ
(
e−t a
) · z)) = ( d
dt
)
t=0
(
f
((
e−t dρ(a)
) · z))
it follows that
(Xa)z(f)) =
(
∂ f
∂wj
)
z
(−(dρ(a))ji zi) +
(
∂ f
∂wj
)
z
(−(dρ(a))ji zi)
so that an extension of Xa from B to Cq is
Xa = −
(
wi (dρ(a))ji
∂
∂wj
+ wi (dρ(a))ji
∂
∂wj
)
. (41)
If (Cα)SL = 1, , and do not use a trivialization, we have similar re-
sults, but Xa is the infinitesimal generator of the canonical action of SL on
SL/(Gα)SL, associated to a.
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Thus, in all cases
d δ(a) · f = Xa(f),
or simply, as linear maps on C,
d δ(a) = Xa.
On the other hand, the infinitesimal generator of δ′ associated to
(a, h) ∈ sl(2,C)⊕H(2)
is the endomorphism, d δ′(a, h) of C given by
(d δ′(a, h) · f)(z) =
(
d
dt
)
t=0
(δ′ (Exp(t (a, h))) · f) (z) ,
but the exponential map in SL⊕H(2) is given by (6), so that
(d δ′(a, h) · f)(z) =
(
d
dt
)
t=0
(
δ′
((
eta,
∫ t
0
esa h esa
∗
ds
))
· f
)
(z) ,
and a short computation thus leads to
d δ′(a, h) · f = Xa(f)− iπTr[P (r(·))εhε] f =
= Xa(f) + 2πi〈P (r(·)), h〉 f,
where I have used the same symbol for any hermitian matrix and the corre-
sponding element in R4, and 〈 , 〉 is Minkowski product.
Also, we can write
d δ′(a, h) = Xa + 2πi〈P (r(·)), h〉. (42)
where Xa is the endomorphism given by the vectorfield (41) , and
2πi〈P (r(·)), h〉
is the endomorphism given by ordinary multiplication by this function.
Instead of the infinitesimal generators d δ′(a, h), we can use
(a, h)θ
def
=
1
2πi
d δ′(a, h), (43)
so that
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(a, h)θ =
1
2πi
Xa + 〈P (r(·)), h〉. (44)
The endomorphism (a, h)θ, is hermitian for our hermitian product and
is the Quantum Operator associated to the Dynamical Variable
(a,h), when Quantum States are represented by S-homogeneous functions.
When Quantum States are represented by Wave Functions, the Quan-
tum Operators acquires its usual form in Quantum Mechanics (c.f. (53)).
In the particular case of the Linear Momentum (c.f. (7)), one sees that
(P k)θ · f = (P k ◦ r) f, k = 1, 2, 3, 4. (45)
where the P k in the left hand side are the components of Linear momentum
as a dynamical variable, and the ones in the right hand side, the components
of Linear momentum considered as a function on SL/(Gα)SL, given by (29).
In what concerns to the Quantum Operators corresponding to Angular
Momentum we have
(lj)θ =
1
4πi
Xi σj , j = 1, 2, 3. (46)
(gj)θ =
1
4πi
Xσj , j = 1, 2, 3. (47)
Of course, the representations on C lead to equivalent representations
on the isomorphic vector spaces V, V˜, and PW .
We do that in detail in PW and V as follows:
8.0.2 Representation on Prewave Functions.
In PW we define an hermitian product by
〈ψf , ψf ′〉 def= 〈f, f ′〉,
and thus becomes a prehilbert space, isomorphic as inner product spaces to
C.
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The hermitian product can be given in terms of the prewave functions
themselves, as follows.
Let β be a sesquilinear form on L, nonvanishing on B. We define
ψf β ψf ′ : m ∈ SL/(Gα)SL 7→ β(ψf(H, m), ψf ′(H, m))
β(z, z)
where z is arbitrary in r−1(m) and H is arbitrary in H(2). Thus
〈ψf , ψf ′〉 =
∫
SL/(Gα)SL
ψf β ψf ′ ω.
The representation of G on PW equivalent to δ′ under ψ is given by
δpw(A,H) · ψf = ψδ′(A,H)·f .
The infinitesimal generator associated to (a, h) ∈ sl(2,C)⊕H(2) is
dδpw(a, h) · ψf = ψdδ′(a,h)·f .
The Quantum Operators for Prewave Functions must be defined as
(a, h)υ
def
=
1
2πi
dδpw(a, h), (48)
and we have
(a, h)υ · ψf= ψ(a,h)θ ·f . (49)
On the other hand, we have a natural action on H(2) × SL/(Gα)SL
defined by
(B,K) ∗ (H,A (Gα)SL) = (BHB∗ +K,BA(Gα)SL).
Thus we define an, a priori different, representation, δpw, on PW by
means of
δpw(A,H) · ψf = ρ(A) ◦ ψf ◦ ((A,H)∗)−1 ,
i.e., for all (K,m) ∈ H(2)× SL/(Gα)SL
(δpw(A,H) · ψf ) (K,m) = ρ(A) · ψf
(
(A,H)−1 ∗ (K,m)) . (50)
43
Using (39) and (40) one can see that
δpw = δ
pw (51)
as follows
(δpw(A,H) · ψf ) (K,m) = ψδ′(A,H)·f(K,m) = f(ρ(A−1) · z)
Exp
(−iπTr[P (m))εHε])Exp (iπTr[P (m)εKε]) z = (∗)
where z ∈ r−1(m). If we denote z′ = ρ(A−1) · z, we have
(∗) = f(z′)Exp
(
iπTr[P (r(ρ(A) · z′))ε(K −H)ε]
)
(ρ(A) · z′) =
= f(z′)Exp
(
iπTr[P (r(z′))ε(A−1(K −H)(A−1)∗)ε]
)
(ρ(A) · z′) =
= ρ(A)ψf ((A,H)
−1 ∗ (K,m) = (δpw(A,H) · ψf ) (K,m).
8.0.3 Representation on Wave Functions.
Now, let us consider WF , the complex vector space composed by the
Wave Functions ψ˜f such that f ∈ C.
A ”translation” of the preceeding representations of SL⊕H(2) toWF ,
is given by
δw(A,H) · ψ˜f = {δpw(A,H) · ψf }˜ = {ψδ′(A,H)·f }˜,
where {ψ}˜ means ψ˜.
Then
δw(A,H) · ψ˜f (K) = {δpw(A,H) · ψf }˜(K)
=
∫
SL/(Gα)SL
ρ(A) · ψf ((A,H)−1 ∗ (K,m))ωm =
= ρ(A) ·
∫
SL/(Gα)SL
ψf ((A,H)
−1 ∗K, d′A−1m))ωm =
= ρ(A) ·
∫
SL/(Gα)SL
ψf ((A,H)
−1 ∗K,m))ωm
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because of the invariance of ω. Thus(
δw(A,H) · ψ˜f
)
(K) = ρ(A) · ψ˜f
(
(A,H)−1 ∗K)) . (52)
Compare to (50).
Let us denote by dδw · (a, h) the infinitesimal generator of the repre-
sentation δw associated to (a, h) ∈ sl(2, C)⊕H(2), and
(̂a, h)
def
=
1
2πi
(dδw · (a, h)).
The endomorphism (̂a, h) ofWF is the Quantum Operator correspond-
ing to the Dynamical Variable (a, h) when the Quantum States are repre-
sented by Wave Functions.
A straightforward computation leads to the following expresions for the
operators corresponding to Linear and Angular Momentum
P̂ k · ψ˜f = 1
2πi
∂
∂xk
ψ˜f
P̂ 4 · ψ˜f = i
2π
∂
∂x4
ψ˜f
l̂k · ψ˜f = 1
2πi
(
dρ
(
iσk
2
)
+
3∑
j,r=1
εkjrx
j ∂
∂xr
)
ψ˜f (53)
ĝk · ψ˜f = 1
2πi
(
dρ
(σk
2
)
−
(
x4
∂
∂xk
+ xk
∂
∂x4
))
ψ˜f
where εijk are the components of an antisymmetric tensor such that ε123 = 1.
8.0.4 Representation on Pseudotensorial Functions in the contact
manifold.
Recall the isomorphism (33)
Φ : f ∈ C → Φf ∈ V
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If f ∈ C, we have
Φf ((A,H)KerCα) = f(AKer(Cα)SL) e
iπ Tr(P (A (Gα)SL) εH ε).
When (Cα)SL = 1, we have Ker(Cα)SL = (Gα)SL, so that
Φf ((A,H)KerCα) = f(A (Gα)SL) e
iπ Tr(P (A (Gα)SL) εH ε).
In the case (Cα)SL 6= 1, we assume the existence of a trivialization,
(L, ρ, z0), and we identify SL/Ker (Cα)SL with B. Then the pseudotensorial
function Φf becomes
Φf ((A,H) KerCα) = f(ρ(A) · z0) eiπ Tr(P (r(ρ(A)·z0)) εH ε). (54)
A natural representation of G on V is the δc given by
δc(A,H) · Φf = Φf ◦ ((A,H)−1∗) (55)
where ∗ is the canonical action on G/Ker Cα.
Let us prove that
δc(A,H) · Φf = Φδ′(A,H)·f (56)
i.e. that Φ is equivariant for the representations δ′ in C and δc in V.
In fact, we have
(δc(A,H) · Φf ) ((B,K)Ker Cα) = Φf
(
A−1B,A−1(K −H)(A−1)∗) =
= f
(
ρ(A−1) · (ρ(B) · z0)
)
eiπ Tr(P (r(ρ(A
−1)·(ρ(B)·z0))) ε (A−1(K−H)(A−1)∗) ε) =
= f
(
ρ(A−1) · (ρ(B) · z0)
)
eiπ Tr(A
−1 P (ρ(B)·z0)(A−1)∗A∗ε (K−H) εA) =
= f
(
ρ(A−1) · (ρ(B) · z0)
)
eiπ Tr(P (ρ(B)·z0) ε (K−H) ε) =
= (δ′(A,H) · f) (ρ(B) · z0) eiπ Tr(P (ρ(B)·z0) εK ε =
= Φδ′(A,H)·f ((B,K)Ker Cα) .
As a particular consecuence, for all (a, h) ∈ G, we have for the infinites-
imal generators of δc
dδc(a, h) · Φf = Φdδ′(a,h)·f .
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Equation (55), tell us that the infinitesimal generator of the representa-
tion δc associated to (a, h) ∈ G, acts on Φf as the (vector field)infinitesimal
generator of the action on G/Ker Cα, what will be denoted by X
c
(a,h).
If we denote by (a, h)c, the Quantum Operator
(a, h)c
def
=
1
2πi
dδc(a, h)
we have
(a, h)c · Φf = Φ(a,h)θ ·f .
Thus, our results in subsection 8.0.1, on Quantum Operators in that case,
gives us results on Quantum Operators in our present case.
Part II
Explicit Construction
9 Quantizable forms in SL(2,C)⊕H(2).
In [Dia96a] I give a classification of the coadjoint orbits of the group
under consideration. The orbits are divided into 9 Types, and a canonical
representative of each orbit is given, according with its type.
Let α = {a, k} be a nonzero element of the dual of the Lie algebra
of SL ⊕ H(2), and denote by W and P the Pauli- Lubanski and Linear
momentum respectively at α (cf. section 4 ).
Figure 3 gives what type of coadjoint orbit is the one of α, according
with the values of W and P.
When one knows the type of α, Figure 4 gives us the canonical repre-
sentative of the orbit of α.
The R-quantizable orbits are all of the types 3, 6, 8, 9 and these of type
5 corresponding to the case |W | = 0
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Type | P| | W | P W Det a
1 0 0 0 0 0
2 0 0 0 0 6= 0
3 0 < 0 6= 0 6= 0
4 0 0 6= 0
5 > 0 ≤ 0 6= 0
6 < 0 0 6= 0 0
7 < 0 > 0 6= 0 6= 0
8 < 0 < 0 6= 0 6= 0
9 < 0 0 6= 0 6= 0
Figure 3: Types of coadjoint orbits
Representative Conditions
1
{(
0 0
1 0
)
, 0
}
2
{√−Det a( 1 0
0 −1
)
, 0
} Im√−Det a ∈ R+
or√−Det a ∈ R+
3
{√−|W |( 0 0
1 0
)
, −sig(Tr(P ))
(
1 0
0 0
)} √−|W | ∈ R+
4
{
is
2
(
1 0
0 −1
)
,−sign(Tr (P ))
(
1 0
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)}
W = sP
5
{
i
2
√
−|W |
|P |
(
1 0
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)
,
−sign(Tr (P ))√|P | I}
√
−|W |
|P |
∈ R+∪{0}√|P | ∈ R+
6
{
0,
√−|P |( 1 0
0 −1
)} √−|P | ∈ R+
7
{
−i
2
sign(Tr (W ))
√
−|W |
|P |
(
1 0
0 −1
)
,√−|P |( 1 0
0 −1
)} √−|W ||P | ∈ R+√−|P | ∈ R+
8
{√
|W |
|P |
(
0 0
1 0
)
,
√−|P |( 1 0
0 −1
)} √ |W |
|P |
∈ R+√−|P | ∈ R+
9
{(
iη 0
0 −iη
)
,
√−|P |( 1 0
0 −1
)} √−|P | ∈ R+
η = ±1
Figure 4: Canonical Representatives.
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Quantizable but not R-quantizable are the orbits whose canonical rep-
resentatives are: {
iT
8π
(
1 0
0 −1
)
, 0
}
(type 2),
{
iχT
8π
(
1 0
0 −1
)
,−sign(Tr (P ))
(
1 0
0 0
)}
(type 4),
{
iT
8π
(
1 0
0 −1
)
,−sign(Tr (P ))
√
|P | I
}
(type 5),
{
iχT
8π
(
1 0
0 −1
)
,
√
−|P |
(
1 0
0 −1
)}
(type 7).
where, in all cases, T ∈ Z+, χ = 1,−1.
The concrete particles we study in this paper are those corresponding
to Type 5 (massive particles) and Type 4 (massless particles such that the
Pauly-Lubanski fourvector is proportional to Impulsion-Energy). Results
concerning other types of particles will be published elsewhere.
10 Guide to the explicit construction of Wave
Functions.
Let α be a quantizable element of G∗.
To determine the explicit form of the Wave Functions of the corre-
sponding free particles, one can proceed as follows
1. Evaluate the isotropy subgroup at α, of the coadjoint representation,
Gα.
The coadjoint orbit of α, that is the main symplectic manifold associ-
ated to α, is identified to the homogeneous space G/Gα.
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2. Find a surjective homomorphism, Cα, from Gα onto the unit circle
S1, whose differential is α.
3. Evaluate (Gα)SL, that is composed by the g ∈ SL such that (g, h) ∈
Gα for some h ∈ H(2).
4. Determine (Cα)SL, defined in (25), and S ≡ (Cα)SL ((Gα)SL) .
5. Find an action of SL(2,C) on a manifold, such that the isotropy
subgroup at some point, p, is (Gα)SL.
Identify SL/(Gα)SL with the orbit of p, K.
6. Determine a volume element on K, ω, invariant under the action of
SL.
7. If S = {1}, the Prewave Functions are the
ψf(H,K) = f(K) e
iπTr(P (K)εH ε)
where (H,K) ∈ H(2) × K, f is a function on K, and P is the dynamical
variable linear momentum, on K, given by (29).
8. If S 6= {1}, find a Trivialization of Cα (c.f. (34)).
Let B the orbit of z0, identified to SL/Ker(Cα)SL,
r : B → K
the canonical map from SL/Ker(Cα)SL) onto SL/(Gα)SL.
The Prewave Functions are given by (c.f. (35))
ψf (H,K) = f(z) e
iπTr(P (K)εH ε)z
where (H,K) ∈ H(2)×K, z ∈ r−1(K), and f is a function on B homogeneous
of degree -1 under product by modulus one complex numbers.
9. The Prewave Functions corresponding to continuous with compact
support f define Wave Functions by means of (c.f. (37))
ψ˜f(H) =
∫
K
ψf (H, ·) ω.
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11 Massive particles.
11.1 Massive particles with T = 0.
11.1.1 Wave Functions. Klein-Gordon equation.
Let us consider a particle whose movement space is the coadjoint orbit
of
αo = {0, η m I} , m ∈ R+, η = ±1.
This orbit is a R-quantizable orbit of the type 5, in the notation of
section 9.
The number (−η) is the sign of energy i.e. the sign of the value of the
dynamical variable P 4 (c.f. section 4) at any point of the orbit. According
with the usual interpretation of the determinant of momentum-energy, |P |,
as mass square, the number m must be interpreted as being the mass of the
particle.
By direct computation, one sees that
Gαo = { (A, hI) : A ∈ SU(2), h ∈ R}.
The unique homomorphism onto R whose differential is αo is given by
C ′αo(A, hI) = −ηmh.
The unique homomorphism onto S1 whose differential is αo is given by
Cαo(A, hI) = e
−2πiηmh.
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Then we have
Ker C ′αo = {(A, 0) : A ∈ SU(2)} = SU(2)⊕ {0},
Ker Cαo = {(A,
ηN
m
I) : A ∈ SU(2), N ∈ Z},
C˜αo(A, H) = e
−πiηmTrH ,
(Gαo)SL = SU(2),
(Cαo)SL = 1,
SL1 = SL2 = Ker (Cαo)SL = (Gαo)SL,
Thus, in the commutative diagram of figure 2, section 7, the four spaces
on the left are the same. All of them represent State Space,
H(2)× SL
(Gαo)SL ∩ SL1
what in our present case becomes
H(2)× SL
SU(2)
,
and can be obviously identified to
G
SU(2)⊕ {0} ,
by means of the diffeomorphism
(H,ASU(2))→ (A,H)(SU(2)⊕ {0}).
Then, in this case, besides the canonical map from State Space onto
Movement Space (c.f. figure 2),
ν2 : (H,ASU(2)) ∈ H(2)× SL
SU(2)
→ (A,H)Gα ∈ G
Gαo
(57)
we have a natural map from State Space onto G/Ker Cαo
ν1 : (A,H)(SU(2)⊕ {0}) ∈ G
SU(2)⊕ {0} → (A,H)Ker Cαo ∈
G
Ker Cαo
.
(58)
The diagram of figure 2, becomes that of figure 5.
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G
KerCαo
G
KerC˜αo
H(2)× SL
SU(2)
SL
SU(2)
G
Gα
ν1
ν2
ν3
ν4
τ2 τ1
ι1
ι2
Figure 5: Diagram for Klein-Gordon particles.
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Let Hm be the positive mass hyperboloid
Hm = {H ∈ H(2) : detH = m2, T r H > 0 }.
In Hm we consider the action of SL(2, C) given by
A ∗H = AH A∗, (59)
for all H ∈ Hm and A ∈ SL(2, C). In these conditions we have Tr(AH A∗) >
0 as a consecuence of the fact that SL(2, C) is connected.
Since the group of restricted homogeneous Lorenz transformations is
transitive on Hm, so does SL(2,C). The isotropy subgroup at mI is SU(2).
Thus SL/(Gαo)SL is identified to Hm, by means of the diffeomorphism
ASU(2) ∈ SL
SU(2)
−→ mAA∗ ∈ Hm.
If K = mAA∗ ∈ Hm, then K is identified to ASU(2) ∈ SL
SU(2)
, and the
function P thus becomes
P (K) = P (ASU(2)) = −A(η m I)A∗ = −ηK.
The manifold Hm has the global parametrization
ϕ : (p1, p2, p3) ∈ R3 7→ h(p1, p2, p3, (m2 + p2) 12 ) ∈ Hm
where
p2 =
3∑
i=1
(pi)2.
In particular it is orientable.
On the other hand, the restriction of the pseudoriemannian metric de-
fined on R4 by Minkowski metric, to Hm, is negative definite so that its
opposite is a riemannian metric, that provides us with a canonical volume
element, ν. A computation of the matrix of the riemannian metric in the
chart ϕ leads to
ν =
dp1 ∧ dp2 ∧ dp3√
m2 + p2
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where the pi are the coordinates in the chart ϕ.
The action on H(2) defined as in (59) preserves Minkowski metric, so
that the action on Hm preserves ν.
As a consequence, ν is an invariant volume element under the action
(59).
Since (Cαo)SL = 1, C is composed by functions on Hm.
The prewave functions have the form
ψf : (H, K) ∈ H(2)×Hm 7→ f (K) e−iπηTr(KεHε).
where f is in C.
The corresponding wave function is
ψ˜f (X) =
∫
Hm
ψf(h(X), · ) ν
By direct computation one sees that the prewave and wave functions satisfy
Klein-Gordon equation.
If f ′ is another continuous with compact support function on Hm, the
hermitian product of the quantum states corresponding to ψf and ψf ′ , defined
in section 8.0.2, can be writen
〈ψf , ψf ′〉 =
∫
Hm
ψ∗f ψf ′ ν.
11.1.2 The Homogeneous Contact and Symplectic Manifolds for
Klein-Gordon particles
Let us consider the action of G on Hm × R3 × S1 given by
(A,H) ∗ (K,−→y , z) = (AKA∗,−→x (A,H,−→y ,K), e2πiηmℓ(A,H,−→y ,K)z) (60)
where −→x (A,H,−→y ,K) and ℓ(A,H,−→y ,K) are given by
h(−→x (A,H,−→y ,K), 0) = Ah(−→y , 0)A∗ +H + ℓ(A,H,−→y ,K)A K
m
A∗. (61)
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Obviously we have
ℓ(A,H,−→y ,K) = −mTr(Ah(
−→y , 0)A∗ +H)
Tr(AKA∗)
. (62)
This is a transitive action, as can be proved by direct computation.
The isotropy subgroup at (mI,
−→
0 , 1), is Ker Cα0 , so that the homoge-
neous space G/Ker Cα0 , can be identified to Hm ×R3× S1 by means of the
map
(A,H)Ker Cα0 −→ (A,H) ∗ (mI,
−→
0 , 1). (63)
We know (c.f. section 5) that the left-invariant 1-form on G whose
value at (I, 0) is αo, α˜o, projects in a 1-form , Ω, in G/Ker Cαo which is a
contact form, and is homogeneous in the sense that it is preserved by the
diffeomorphisms corresponding to the canonical action of G on G/Ker Cαo .
One way to give explicitly Ω, is to use coordinate domains inG/Ker Cα0
that are also domains of sections of the canonical map from the group G onto
G/Ker Cα0 . The pull back of α˜0 by that section, is the restriction of Ω to the
domain, and we can give its local expresion in the coordinate system.
With our identification , the just cited canonical map becomes
µ : (A,H) ∈ G −→ (A,H) ∗ (mI,−→0 , 1) ∈ Hm × R3 × S1. (64)
In Hm × R3 × S1 be define a coordinate system for each τ ∈ R as the
inverse of the parametrization
φτ : (k1, k2, k3, x
1, x2, x3, t) ∈ R6 ×
(
−1
2
,
1
2
)
→
→ (m h(k1, k2, k3, k4), x1, x2, x3, e2πi(t+τ)) ∈
∈ Hm × R3 × S1
where k4 =
√
1 + k21 + k
2
2 + k
2
3.
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Now, let us consider the map
στ : φτ (k1, k2, k3, x
1, x2, x3, t)→
→
 √ k4+k31+k21+k22 √ k4+k31+k21+k22 (k1 − ik2)
0
√
1+k21+k
2
2
k4+k3
 , h(−→x , 0)− η
m
(t+ τ))h(
−→
k , k4)

∈ G.
We have
µ ◦ στ (φτ (R)) = στ (φτ (R)) ∗ (mI,−→0 , 1) = φτ (R),
for all R ∈ R6× (−1/2, 1/2), so that στ is a section of the canonical map µ.
Then, on the image of φτ we have
Ω = σ∗τ α˜0.
In order to obtain, for exemple, the value
(Ω)(φτ (R)) ·
(
∂
∂k1
)
(φτ (R))
,
we must find the value of α0 on the tangent vector to the curve
γ(s) = (στ (φτ (R)))
−1 (στ (φτ (R + (s, 0, 0, 0, 0, 0, 0))) (65)
at 0.
Since
α0 = {0, η m I} ,
the first component of the tangent vector at 0 of γ has no incidence in the
value of α0 on it.
The preceding computation gives us
〈(o, ηmI), .γ0〉 = 0.
A similar computation for each of the other coordinates, or a common
reasoning with a curve γ(s) = φτ (c(s)), leads to
Ω = d t+ ηmki dx
i. (66)
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Obviously
dΩ = η mdki ∧ dxi,
so that
Ω ∧ (dΩ)3 = ηm
3
16
dt ∧ dk1 ∧ dk2 ∧ dk3 ∧ dx1 ∧ dx2 ∧ dx3
what confirms the fact that Ω is a contact form.
The characteristic vectorfield Z(Ω) defined by
i(Z(Ω))Ω = 1, i(Z(Ω)) dΩ = 0,
has flow, φt, given by
φt(K,
−→x , z) = (K,−→x , e2πitz).
As a consecuence, the period of all its integral curves is T (Ω) = 1, so that Ω
is a connection form, and dΩ the corresponding curvature form.
Now, let us consider the action of G on Hm × R3 given by
(A,H) ∗ (K,−→y ) = (AKA∗,−→x (A,H,−→y ,K)) (67)
where
h(−→x (A,H,−→y ,K), 0) = Ah(−→y , 0)A∗ +H + ℓ(A,H,−→y ,K)A K
m
A∗. (68)
This is also a transitive action.The isotropy subgroup at (mI,
−→
0 ), is
Gα0 , so that G/Gα0 , can be identified to Hm × R3 by means of the map
(A,H)Gα0 −→ (A,H) ∗ (mI,
−→
0 ). (69)
The left-invariant 2-form onG whose value at (I, 0) is dα0, dα˜0, projects
in a 2-form , ω, in G/Gα0 which is a simplectic form, and is homogeneous in
the sense that it is preserved by the diffeomorphisms corresponding to the
canonical action of G on G/Gα0. With our identifications, the canonical map
(A,H)Ker Cα → (A,H)Gα
becomes
(K,−→x , z) ∈ Hm × R3 × S1 → (K,−→x ) ∈ Hm × R3
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and, since T (Ω) = 1, ω must be a projection of dΩ, so that
ω = ηmdki ∧ dxi,
where now {k1, . . . , x3} are the coordinates corresponding to the following
global parametrization of Hm × R3
φ : (k1, k2, k3, x
1, x2, x3) ∈ R6 →
→ (m h(k1, k2, k3, k4), x1, x2, x3)
∈ Hm × R3
where k4 =
√
1 + k21 + k
2
2 + k
2
3.
In this case we have a global section of the canonical map
σ(φ(k1, k2, k3, x
1, x2, x3)) =
=
 √ k4+k31+k21+k22 √ k4+k31+k21+k22 (k1 − ik2)
0
√
1+k21+k
2
2
k4+k3
 , h(−→x , 0)
 .
The map σ is a section since
σ(φ(R)) ∗ (mI,−→0 ) = φ(R).
The coadjoint orbit of α0, becomes identified to Hm × R3 by means of
Ad∗(A,H) · α0 → (A,H) ∗ (mI,
−→
0 ),
whose inverse is given by
(K,−→x )→ Ad∗σ(K,−→x ) · α0.
Thus, the (e, g) ∈ G, what are dynamical variables on the coadjoint
orbit, becomes functions on Hm×R3, denoted by D(e,g) in section 5, defined
as follows
D(e, g)(φ(k1, . . . , x3)) = (Ad
∗
σ(φ(k1,...,x3))
α0)(e, g).
In particular, the Linear and Angular Momentum, given in (7), are, as
functions on Hm × R3,
P (mk,−→x ) = −ηm k,
−→
l (mk,−→x ) = ηm−→k ×−→x = −→x ×
(−→
P (mk,−→x )
)
(70)
−→g (mk,−→x ) = −ηmk4−→x = (P 4(mk,−→x )) −→x ,
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where we have denoted DP k , Dli , and Dgj by P
k, li and gj respectively.
Also, each a ∈ G, define an infinitesimal generator, Xsa, of the action
(67).
These infinitesimal generators are defined by means of its flow, and its
local expresions can be obtained directly from the definition, but it is also
possible to use formula (22) to obtain the following local expresions in the
chart Φ−1
XsP j =
∂
∂xj
(71)
XsP 4 =
3∑
j=1
kj
k4
∂
∂xj
(72)
Xslk =
3∑
j,r=1
εkjrkj
∂
∂kr
+
3∑
j,r=1
εkjrx
j ∂
∂xr
(73)
Xsgj = x
j XsP 4 − k4
∂
∂kj
(74)
where εkjr is as in (53).
Equation (22) proves that these vector fields are globally hamiltonian,
and the corresponding hamiltonian is, with our actual notation, the function
appearing in the subindex in each case.
The infinitesimal generator corresponding to a ∈ G for the action in
the contact manifold is denoted by Xca. We have in the charts Φ
−1
τ
XcP j =
∂
∂xj
XcP 4 =
1
k4
(
3∑
j=1
kj
∂
∂xj
+ ηm
∂
∂t
)
Xclk =
3∑
j,r=1
εkjrkj
∂
∂kr
+
3∑
j,r=1
εkjrx
j ∂
∂xr
(75)
Xcgj = x
j XcP 4 − k4
∂
∂kj
.
The Quantum Operators representing Linear and Angular Momentum
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for Quantum States on the Contact Manifold are 1
2πi
times the vectorfiels in
(75).
If f is a C∞ function on Hm the corresponding Quantum State in
the contact manifold is
Φf ((A,H)KerCα) = f(A (Gα)SL)Exp[iπTr(P (A (Gα)SL)εHε)]
or, with the identifications we have made
Φf ((A,H) ∗ (mI,−→0 , 1)) = f(mAA∗)Exp[iπTr((−ηmAA∗)εHε)]
but
Φf ((A,H) ∗ (mI,−→0 , 1)) = Φf (mAA∗, h−1(H + ℓAA∗), Exp[2πiηmℓ]),
where ℓ is such that Tr(H + ℓAA∗) = 0. Thus
Φf (K,
−→x , z) = f(K)Exp[iπTr((−ηK)ε(h(−→x , 0)− ℓK
m
)ε)]
where ℓ is such that z = Exp[2πiηmℓ]. Then
Φf (K,
−→x , z) = f(K)Exp[−iηπTr(Kεh(−→x , 0)ε]Exp[iℓηπTr(KεK
m
ε]
and one sees that, if K = mh(
−→
k , k4),
Φf (K,
−→x , z) = f(K)Exp[−2πiηm〈−→k ,−→x 〉] z.
In the coordinate system associated to φτ , we have
Φf ◦ φτ (−→k ,−→x , t) = f(mh(−→k , k4)) Exp[−2πi(ηm〈−→k ,−→x 〉+ t+ τ)].
11.2 Massive particles with T ≥ 1.
11.2.1 Wave Functions for T = 1. Dirac equation.
Let us consider a particle whose movement space is the coadjoint orbit
of
α1 =
{
i
8π
(
1 0
0 −1
)
, η m I
}
, (76)
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where m ∈ R+, η = ±1. This orbit is a quantizable, not R-quantizable orbit,
of the type 5, in the notation of section 9.
In this case we have
Gα1 = { (
(
z 0
0 z
)
, hI) : z ∈ S1, h ∈ R}.
The unique homomorphism from Gα1 onto S
1 whose differential is α1
is given by
Cα1(
(
e2πiφ 0
0 e−2πiφ
)
, hI) = e2πi(φ−ηmh).
Then
Ker Cα1 = {(
(
e2πiηmh 0
0 e−2πiηmh
)
, hI) : h ∈ R},
(Gα1)SL = {
(
z 0
0 z
)
: z ∈ S1},
(Cα1)SL(
(
z 0
0 z
)
) = z,
SL1 ∩ SL2 = (Gα1)SL,
SL1 ∩Ker (Cα1)SL = Ker (Cα1)SL = {I}.
Let us denote (Gα1)SL by [S
1], Gα1 by [S
1]⊕ R, and Ker Cα1 by [R].
Then, in the conmutative diagram of Figure 2, ι3 and ι4 become identi-
cal maps, τ3 = τ4 and the diagram becomes, with obvious conventions, that
of Figure 6.
The homogeneous space SL/[S1] can be characterised as follows.
Let P1(C) be the complex projective space corresponding to C
2 ( i.e.
the space P1(C) consists of the one dimensional complex subspaces of C
2).
In Hm ×P1(C) we can consider the action of SL(2, C) given by
A ∗ (H, [z]) = (AHA∗, [Az])
where [z] ∈ P1(C) is the vector subspace generated by z ∈ C2 − {(0, 0)}.
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G G
[R]
G
KerC˜α1
SL
[S1]
H(2)× SL
[S1]
G
[S1]⊕R
ν1
ν2
τ3 τ2 τ1
ι3 ι1
ι4 ι2
Figure 6: Fibre Bundles for Dirac Particles
We know that the partial action on Hm is transitive. Now let us see
that the complete action on Hm ×P1(C) is also transitive.
Let (K, [w]) ∈ Hm × P1(C). Then, there exist A ∈ SL such that A ∗
(K, [w]) = (mI, [w′]), for some w′ ∈ C2 − {(0, 0)}, but there exist obviously
an element B of SU(2) such that[
B
(
1
0
)]
= [w′],
and we see that
(B−1A) ∗ (K, [w]) =
(
mI,
[(
1
0
)])
.
Transitivity follows.
On the other hand, the isotropy subgroup at
(mI, [
(
1
0
)
])
is [S1], so that, since the action is transitive, one can identify SL/[S1] to
Hm ×P1(C).
It is a well known fact that P1(C) is diffeomorphic to the sphere S
2. A
diffeomorphism can be described as follows.
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Let C+ be the future lightcone, composed by the hermitian matrices
having 0 determinant and positive trace. The subset, S2, of C
+ composed
by the elements whose trace is 2 is
S2 = {h(x, y, z, 1) : 1− x2 + y2 + z2 = 0}
that can be identified to the sphere S2, by means of
δ : (x, y, z) ∈ S2 ⊂ R3 ←→ h(x, y, z, 1) ∈ S2 ⊂ C+.
The map
β0 : [z] ∈ P1(C) −→ 2
z∗ z
z z∗ ∈ S2,
is bijective. Its inverse is
β−10 : C ∈ S2 ⊂ C+ −→ [w] ∈ P1(C),
where w is an eigenvector of C corresponding to the eigenvalue 2. This is a
consecuence of the fact that (
2
z∗ z
z z∗
)
z = 2z(
2
z∗ z
z z∗
)
εz = 0
(77)
Thus
β
def
= δ−1 ◦ β0 : P1(C)→ S2, (78)
can be described by
β([z]) = ~u ⇐⇒ 2
z∗ z
z z∗ = h(~u, 1). (79)
that is practical in order to use β.
More practical in order to use β−1 is
β([z]) = ~u ⇐⇒ h(~u,−1)z = 0. (80)
If ps and pn denote the stereographical projections from poles s =
(0, 0,−1) and n = (0, 0, 1) respectively, we have
ps
(
β
[(
z1
z2
)])
=
z2
z1
if z1 6= 0, (81)
pn
(
β
[(
z1
z2
)])
=
z1
z2
if z2 6= 0.
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This can be used to prove easily the differentiability of β and β−1.
Thus, it is possible to change in all that follows P1(C) by S
2, but, at
this moment, I prefer to use P1(C).
In order to describe Prewave Functions in this case , one can consider
the trivialisation (ρ, C4, z0), where z0 =
t(1, 0, 1, 0) and ρ is given by
ρ(A) =
(
A 0
0 (A∗)−1
)
(82)
The orbit of z0 is
B =
{(
w
z
)
: w, z ∈ C2, z∗ w = 1
}
. (83)
This can be seen by consideration of the map
φ0 :
(
w
z
)
∈ B −→ (w| − εz) ∈ SL(2,C) (84)
(it is a diffeomorphism), and the fact that
ρ(w| − εz)

1
0
1
0
 = ( wz
)
. (85)
When one identifies SL/Ker(Cα1)SL to B, and SL/(Gα1)SL to Hm ×
P1(C), by means of the preceeding actions, the canonical map between these
homogeneous spaces becomes a map, r, from B onto Hm ×P1(C).
As a consecuence of (85), we have
(w | − εz) ∗ (mI,
[(
1
0
)]
) = r
(
w
z
)
and this leads easily to
r
(
w
z
)
= (m(ww∗ − εzz∗ε), [w]). (86)
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On the other hand, if we define
σ(K,w) =
1√
mw∗K−1w
(
w − 1
m
Kεw
)
, (87)
where the vertical bar separates the two columns of the 2×2 matrix, we have
σ(K,w) ∗ (mI,
[(
1
0
)]
) = (K, [w]). (88)
Notice that if z and z′ are representatives of the same element of P 1(C),
σ (K, z) and σ (K, z′) are in general different.
Thus, since
r−1(mI,
[(
1
0
)]
) = {s

1
0
1
0
 : s ∈ S1}
we have
r−1(K, [w]) = ρ(σ(K,w)){s

1
0
1
0
 : s ∈ S1} (89)
which leads to
r
−1(K, [a]) =
{
s
(
I
mK−1
)
a√
ma∗K−1a
: s ∈ S1
}
(90)
Also we have
P (K, [w]) = P (σ(K,w)G(α1)SL) = −ηK.
If f is a continuous function with compact support in B, and is S1-
homogeneous of degree -1 (i.e. f ∈ C in the notation of section 8.0.1) , the
corresponding prewave function is
ψf : (H, K, [a]) ∈ H(2)×Hm ×P1(C) 7→ f
(
w
z
)
e−iπη Tr(K εHε)
(
w
z
)
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where
(
w
z
)
is arbitrary in r−1(K, [a]).
When one considers the Dirac matrices in the representation
γ4 =
(
0 I
I 0
)
, γk =
(
0 −σk
σk 0
)
, k = 1, 2, 3,
a straightforward computation proves that that these prewave functions sat-
isfy Dirac Equation
(γν ∂ν − 2πiηm) ψf = 0.
A sesquilinear form on C4 whose value on B is 1, is defined by
Φ (Z, Z ′) =
1
2
Z∗γ4Z.
Thus, if f, f ′ ∈ C, the hermitian product of ψf and ψf ′ can be writen
〈ψf , ψf ′〉 = 1
2
∫
Hm×P1(C)
ψ∗f γ
4 ψf ′ µ.
To describe Wave Functions we need an invariant volume element on
Hm ×P1(C).
Let us consider the 5-form in Hm × (C2 − {(0, 0)}) , given by
(µ0)(K, z) = ν ∧ (z
1 dz2 − z2 dz1) ∧ (z1 dz2 − z2 dz1)
(z∗εKεz)2
,
where the zk are the two canonical projections of C2 onto C.
This form is well defined since, for all K ∈ Hm, the hermitian product
defined in C2 by
〈x, y〉 = x∗Ky
is positive definite.
This differential form projects to an invariant volume element, µ, in
Hm × P1(C).To prove this fact, one must proceed in many steps.
Let us denote by τ the canonical map
τ : (K, z) ∈ Hm × (C2 − {(0, 0)})→ (K, [z]) ∈ Hm × P1(C).
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The triple Hm × (C2 − {(0, 0)})(Hm × P1(C),C− {0}) is a principal
fibre bundle with projection τ. To prove that there exist a form, µ, such that
τ ∗µ = µ0
it is enought to see that µ0 is invariant under the bundle action, what is
obvious, and that µ0 vanishes on vertical vectors, what can be proved as
follows.
The vertical vectors at (K, z) are tangent at t = 0 to the curves
γ(t) = (K, λ(t)z)
with λ a C∞ map from R into C such that λ(0) = 1.
Let X(K,z) be the tangent vector to γ at 0.
We have
X(K,z) = λ
′(0)
(
z1
∂
∂z1
+ z2
∂
∂z2
)
+ λ′(0)
(
z1
∂
∂z1
+ z2
∂
∂z2
)
,
and it is easily seen that
iX(K,z)(µ0)(K,z) = 0.
This finishes the proof of the existence of µ.
Let us denote
‖p‖2 =
3∑
i=1
(pi)2
and
q1(p1, p2, p3, z) = (h(p1, p2, p3, (m
2 + ‖p‖2) 12 ),
[(
1
z
)]
) (91)
q2(p1, p2, p3, z) = (h(p1, p2, p3, (m
2 + ‖p‖2) 12 ),
[(
z
1
)]
)
for all p1, p2, p3, z ∈ R3 × C.
The maps q1 and q2 are parametrizations, whose inverses are local charts
that compose an atlas of Hm × P1(C).
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The local expressions of µ in these charts can be obtained as the recip-
rocal image of µ0 by the maps
σ1(p1, p2, p3, z) = (h(p1, p2, p3, (m
2 +
∑3
i=1 (p
i)2)
1
2 ),
(
1
z
)
),
and
σ(p1, p2, p3, z) = (h(p1, p2, p3, (m
2 +
∑3
i=1 (p
i)2)
1
2 ),
(
z
1
)
).
These local expressions are given by
σ∗1µ0 =
ν ∧ dz ∧ dz
2ℜ(z(p1 − ip2)) + (1− |z|2)p3 − (1 + |z|2)(m2 + ‖p‖2) 12
,
σ∗2µ0 =
ν ∧ dz ∧ dz
2ℜ(z(p1 + ip2)) + (|z|2 − 1)p3 − (1 + |z|2)(m2 + ‖p‖2) 12
.
As a particular consequence, µ is a volume element.
Now, let us consider the action of SL on Hm× (C2−{(0, 0)}) given by
A ∗ (K, z) = (AKA∗, Az).
We already know that ν is invariant under the action on Hm, and it is
not a difficult matter to see that z1 dz2− z2 dz1, z1 dz2 − z2 dz1 and z∗εKεz
are invariant under this action.
As a consecuence, µ0 is invariant under the same action. It follows that
µ is an invariant volume element on Hm × P1(C).
The wave functions have the form
ψ˜f (X) =
∫
Hm×P1(C)
ψf (h(X), ·, ·) µ
and also satisfies Dirac Equation
(γν ∂ν − 2πiηm) ψ˜f = 0.
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11.2.2 Wave functions for T > 1.
Now, let us consider a particle whose movement space is the coadjoint
orbit of
αT =
{
iT
8π
(
1 0
0 −1
)
, η m I
}
, (92)
where T ∈ Z+, m ∈ R+, η = ±1.
The case of the preceeding section is the particular one given by T = 1.
For all T the orbit is a quantizable, not R-quantizable orbit, of the type
5.
Now we have
GαT = { (
(
z 0
0 z
)
, hI) : z ∈ S1, h ∈ R}.
The unique homomorphism from GαT onto S
1 whose differential is αT is given
by
CαT (
(
e2πiφ 0
0 e−2πiφ
)
, hI) = e2πi(φT−ηmh).
Then
(GαT )SL = {
(
z 0
0 z
)
: z ∈ S1},
(CαT )SL(
(
z 0
0 z
)
) = zT ,
SL1 ∩ SL2 = (GαT )SL,
SL1 ∩Ker (CαT )SL = Ker (CαT )SL = {
(
z 0
0 z
)
: z ∈ T√1}.
where T
√
1 is the subgroup of C∗ composed by the roots of order T of 1.
The homogeneous space SL/(GαT )SL, is the same as in the preceeding
section so that it can be identified to Hm × P1(C), and consider on it the
invariant volume element µ.
In order to give the wave functions in the case of arbitrary T , the
following results are useful.
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Let β, β ′ be quantizable elements of G∗ with β ′ not R-quantizable,
(Gβ)SL = (Gβ′)SL, (Cβ)SL = ((Cβ′)SL)
T , where T ∈ Z+.
Notice that, as a consecuence of the fact that β ′ is not R -quantizable,
we must have (Cβ′)SL((Gβ′)SL) = S
1.
If (ρ, L, z0) is a trivialization of Cβ′, we consider the triple
(ρ⊗T , L⊗T , z⊗T0 ),
where L⊗T = L⊗ (T· · · ⊗L, z⊗T0 = z0⊗
(T· · · ⊗z0, and ρ⊗T is the representation
such that ρ⊗T (A)(z1 ⊗ · · · ⊗ zT ) = ρ(A)(z1)⊗ · · · ⊗ ρ(A)(zT ).
In lemma 6.1 of [Dia96b] I have proved that, under these circunstances,
if (Gβ)SL is connected, (ρ
⊗T , L⊗T , z⊗T0 ) is a trivialization of Cβ.
Let us assume that (ρ⊗T , L⊗T , z⊗T0 ) is a trivialization of Cβ and let
BT be the orbit of z⊗T0 . The pullback by z ∈ B 7→ z⊗T ∈ BT , establishes a
one to one map from the set of the S1-homogeneous functions of degree -1
on BT , onto the set of the S1-homogeneous functions of degree -T on B. If
f is one of these functions, the corresponding prewave function of particles
corresponding to β has the form
ψf (H, m) = f(z) e
iπTr(P (m) εHε)z⊗T
where z ∈ r−1(m).
Now we apply these results to the particles of type 5 with T > 1.
Let β ′ = α1 and β = αT . The remark just made leads to the following
Prewave Function
ψf : (H, K, [a]) ∈ H(2)×Hm×P1(C) 7→ f
(
w
z
)
e−iπη Tr(K εHε)
(
w
z
)⊗T
where
(
w
z
)
is arbitrary in r−1(K, [a]), and f is a function on B, C∞, with
compact support and homogeneous of degree -T under multiplication by
complex numbers of modulus one.
The Wave Functions are obtained by integration as usual.
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11.2.3 Movement Space for massive particles with T ≥ 1.
We consider the action of G on Hm ×P1(C)× R3 given by
(A,H) ∗ (K, [z],−→y ) = (AKA∗, [Az],−→x (A,H,−→y ,K)) (93)
where −→x (A,H,−→y ,K) is given by
h(−→x (A,H,−→y ,K), 0) = Ah(−→y , 0)A∗ +H + ℓ(A,H,−→y ,K)AK
m
A∗ (94)
ℓ(A,H,−→y ,K) = −mTr(Ah(
−→y , 0)A∗ +H)
Tr(AKA∗)
. (95)
This is a transitive action. The isotropy subgroup at (mI, [t(1, 0)],
−→
0 ),
is found to be GαT . Thus, the map
λ : (A,H)GαT ∈ G/GαT ↔ (A,H)∗
(
mI,
[(
1
0
)]
,
−→
0
)
∈ Hm×P1(C)×R3
enables us to identify the coadjoint orbit with Hm ×P1(C)× R3.
A parametrization whose image is a neighborhood of (mI, [t(1, 0)],
−→
0 ),
is
Γs : (
−→
k ,−→x , z) ∈ R3 × R3 × C→
(
mh(
−→
k , k4),
[(
1
z
)]
,−→x
)
(96)
∈ Hm ×P1(C)× R3.
where k4 =
√
1 + k21 + k
2
2 + k
2
3.
The corresponding local chart is given by
Γ−1s :
(
K,
[(
z1
z2
)]
,−→x
)
∈ {z1 6= 0} →
(
1
m
h−1(K − Tr(K)I),−→x , z
2
z1
)
Another parametrization is
Γn : (
−→
k ,−→x , z) ∈ R3 × R3 × C→
(
mh(
−→
k , k4),
[(
z
1
)]
,−→x
)
(97)
∈ Hm ×P1(C)× R3.
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with k4 =
√
1 + k21 + k
2
2 + k
2
3, whose inverse is given by
Γ−1n :
(
K,
[(
z1
z2
)]
,−→x
)
∈ {z2 6= 0} →
(
1
m
h−1(K − Tr(K)I),−→x , z
1
z2
)
Obviously, these two charts compose an atlas.
The identification of Hm×P1(C)×R3 with the coadjoint orbit is given
by
(A,H) ∗ ((mI, [t(1, 0)],−→0 )←→ Ad∗(A,H)αT .
Now, let
(K, [z] ,−→x ) ∈ Hm ×P1(C)× R3.
If σ (K,w) is given by (87), then
(σ (K, z) , h(−→x , 0)) ∗ (mI, [t(1, 0)],−→0 ) = (K, [z] ,−→x ) ,
so that (K, [z] ,−→x ) must be identified to Ad∗
(σ(K,z),h(−→x ,0))
· αT .
Now let F be a dynamical variable on the coadjoint orbit. F becomes
a function on Hm ×P1(C)× R3.
To give explicit expresions of these functions, is now preferable to use
the sphere S2 instead of bfP 1(C) thus writing
F (K, [z], ~x) = F (Ad∗(σ(K,z),h(−→x ,0)) · αT ) = F (K,~u, ~x),
where ~u ∈ S2 is related to [z] ∈ P1(C) by (c.f. (79))
2
z∗z
zz∗ = h(~u, 1).
Let us evaluate
Ad∗(σ(K,z),h(~x,0)) · αT .
To do that computation we need some of the equations (3) to (4), and
(σ(K, z))−1 =
1√
mz∗K−1z
(
mz∗K−1
zε
)
, (98)
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where the horizontal line separates the two files of the 2 × 2 matrix. This
leads to
Ad∗(σ(K,z),h(~x,0)) · αT =
{[
− T
8π
1
〈k4~u− ~k, ~u〉
h(~k × ~u, 0) + ηm
2
k4h(~x, 0)
]
+
+ i
[
T
8π
1
〈k4~u− ~k, ~u〉
h(k4~u− ~k, 0) + ηm
2
h(~k × ~x, 0)
]
,
ηmh(~k, k4)
}
,
where
h(~k, k4) =
1
m
K.
Thus, using (11), we obtain
P (mh(~k, k4), ~u, ~x) = −ηmh(~k, k4),
~l(mh(~k, k4), ~u, ~x) =
T
4π
k4~u− ~k
k4 − 〈~k,−→u 〉
+ ηm~k × ~x,
~g(mh(~k, k4), ~u, ~x) =
T
4π
~k × ~u
k4 − 〈~k,−→u 〉
− ηmk4~x.
(99)
Notice that
k4 − 〈~k,−→u 〉 = 〈k4−→u − ~k,−→u 〉.
If we denote P (K,~u, ~x),~l(K,~u, ~x) and ~g(K,~u, ~x) simply by P, ~l and ~g
respectively when no danger of confusion exist, and ~P = (P 1, P 2, P 3), we
have the following relations between these dynamical variables
~l =
T
4π
P 4~u− ~P
P 4 − 〈~P , ~u〉 + ~x×
~P , (100)
~g =
T
4π
~P × ~u
P 4 − 〈~P , ~u〉 + P
4~x (101)
The value of the Pauli-Lubanski fourvector at (mh(~k, k4), ~u, ~x) can be
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calculated using (14) , (15),(99),...,(101) and is found to be
−→
W = P 4
T
4π
P 4~u− ~P
〈P 4~u− ~P , ~u〉 = −ηmk4
T
4π
k4~u− ~k
〈k4~u− ~k, ~u〉
W 4 =
T
4π
〈P 4~u− ~P , ~P 〉
〈P 4~u− ~P , ~u〉 = −ηm
T
4π
〈k4~u− ~k,~k〉
〈k4~u− ~k, ~u〉
,
(102)
so that we can also write
~l =
1
P 4
−→
W + ~x× ~P . (103)
11.2.4 Contact manifold for Dirac particles
Now we pay attention to the contact manifold in the case T = 1.
We consider the action of G on B × R3 given by
(A,H) ∗ (w, z,−→y ) = (e2πiηmℓAw, e2πiηmℓ(A∗)−1z,−→x (A,H,w, z,−→y ))
where
h(−→x (A,H,w, z,−→y ), 0) = Ah(−→y , 0)A∗ +H + ℓA(ww∗ − εzz∗ε)A∗.
Obviously, we have
ℓ = − Tr(Ah(~x, 0)A
∗ +H)
Tr(A(ww∗ − εzz∗ε)A∗) .
This is a transitive action and the isotropy subgroup at((
1
0
)
,
(
1
0
)
,~0
)
is Ker Cα1 , so that we can identify G/Ker Cα1 with B × R3 by means of
(A,H)Ker Cα1 ←→ (A,H) ∗
((
1
0
)
,
(
1
0
)
,~0
)
.
When w ∈ C2 − {0}, the z such that (w, z) ∈ B compose the set{
1
w∗w
(w + yεw) : y ∈ C
}
.
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Thus, the map
∆0 : (w, y) ∈ (C2 − {0})× C −→ (w, z(w, y)) ∈ B, (104)
where
z(w, y) =
1
w∗w
(w + yεw), (105)
is a bijection, and in fact a diffeomorphism. Its inverse is given by
(∆0)
−1 : (w, z) ∈ B −→ (w, twεz) ∈ (C2 − {0})× C.
Then, (∆0)
−1 is a global complex coordinate system of B, and
∆ : (w, y, ~x) ∈ (C2 − {0})× C× R3 −→ (w, z(w, y), ~x) ∈ B × R3, (106)
is a parametrization of the Contact Manifold defined in an an open subset
of C3 × R3.
Notice that, since we know a diffeomorphism, φ0, from B onto SL(2,C)
(c.f. (84)), we obtain also a complex parametrization of this group by means
of
φ0◦∆0 : (w, y) ∈ (C2−{0})×C −→
(
w
1
w∗w
(yw − εw
)
∈ SL(2,C). (107)
The inverse of φ0 ◦∆0 is the global complex chart of SL(2,C) given by
φ : (w|v) ∈ SL(2,C) −→ (w, twv) ∈ (C2 − {0})× C.
The canonical map of G onto G/Ker Cα1 becomes
(A,H) ∈ G←→ (A,H) ∗
((
1
0
)
,
(
1
0
)
,~0
)
, (108)
and the map
Σ : (w, z, ~x) ∈ B × R3 −→ ((w − εz) , h(~x, 0)) ∈ G, (109)
is a section of this canonical map , as a consecuence of the fact that
Σ(w, z, ~x) ∗
((
1
0
)
,
(
1
0
)
,~0
)
= (w, z, ~x).
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The canonical map from G/Ker Cα onto G/Gα becomes
r˜ : (w, z, ~x) ∈ B × R3 −→ Σ(w, z, ~x) ∗ (mI, [
(
1
0
)
],~0) =
= (m(ww∗ − εzz∗ε), [w], ~x) ∈ Hm ×P1(C)× R3,
i.e. coincides with r× IdR3 .
The Linear Momentum, Angular Momentum and Pauli-Lubanski four-
vector, whose descriptions in the symplectic manifold are given by (99) and
(102), when composed with r˜, give functions Pc, ~lc, ~gc,Wc, on the Contact
Manifold, that are the translation of these dynamical variables to this homo-
geneous space.
In order to give explicit expressions for these functions (c.f. (114)), let
us denote
r˜(w, z, ~x) = (mh(~k, k4), ~u, ~x) ∈ Hm × S2 × R3
we have
h(~u, 1) =
2
w∗w
ww∗,
and
h(~k, k4) = ww
∗ − εzz∗ε,
but
− h(~u, 1)εh(~k, k4)ε = h(k4~u− ~k, k4 − 〈~k, ~u〉) + ih(~k × ~u, 0) (110)
and
− h(~u, 1)εh(~k, k4)ε = − 2
w∗w
ww∗ε(ww∗ − εzz∗ε)ε = 2
w∗w
w z∗, (111)
leads to
h(k4~u− ~k, k4 − 〈~k, ~u〉) + ih(~k × ~u, 0) = 2
w∗w
w z∗,
so that
h(k4~u− ~k, k4 − 〈~k, ~u〉) = 1
w∗w
(w z∗ + zw∗),
h(~k × ~u, 0) = i 1
w∗w
(zw∗ − w z∗)
(112)
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and
〈k4~u− ~k, ~u〉 = k4 − 〈~k, ~u〉 = 1
w∗w
h
(
k4~u− ~k
k4 − 〈~k, ~u〉
, 1
)
= w z∗ + zw∗
h
(
~k × ~u
k4 − 〈~k, ~u〉
, 0
)
= i(zw∗ − w z∗)
(113)
Thus
Pc(w, z, ~x) = −ηm (ww∗ − εzz∗ε)
h(~lc(w, z, ~x), 0) =
T
4π
(wz∗ + zw∗ − I) + h(~x× ~Pc, 0)
h(~gc(w, z, ~x), 0) =
iT
4π
(zw∗ − wz∗) + P 4h(~x, 0)
h( ~Wc(w, z, ~x), 0) = P
4 T
4π
(wz∗ + zw∗ − I)
W 4c (w, z, ~x) =
−ηmT
8π
(w∗w − z∗z)
(114)
The formula for W 4c can be obtained as follows
〈~l, ~P 〉 ◦ r˜ =
〈
T
4π
k4~u− ~k
〈k4~u− ~k, ~u〉
, ~P
〉
◦ r˜ =
=
1
2
Tr
(
h
(
T
4π
k4~u− ~k
〈k4~u− ~k, ~u〉
, 0
)
P
)
◦ r˜ =
=
1
2
Tr
((
T
4π
(wz∗ + zw∗ − I)
)
(−ηm)(ww∗ − εzz∗ε)
)
=
=
−ηmT
8π
(w∗w − z∗z).
(115)
The local expresions of these functions in the chart ∆−1 are obtained
simply by changing in the above expresions z by the z(w, y) given in (105).
Let Ω1 be the contact form and α˜1 the left invariant differential form
on G whose value at (I, 0) is α1. We have
Ω1 = Σ
∗α˜1,
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and this formula enables us, by similar procedures to those of section 11.1.2,
to see that
Ω1 =
iT
4π
(
z1dw1 − z1dw1 + z2dw2 − z2dw2
)
− P 1dx1 − P 2dx2 − P 3dx3,
(116)
where (c.f. (105)) (
z1
z2
)
= z(w, y).
This equation must be interpreted as follows: the right hand side of
(116) is a differential 1-form in C4 × R3 refered to coordinates w1, . . . , x3,
and Ω1 is the restriction of this form to the submanifold B × R3.
Obviously, under the same conditions
dΩ1 =
iT
4π
(
dz1 ∧ dw1 − dz1 ∧ dw1 + dz2 ∧ dw2 − dz2 ∧ dw2
)
− dP 1 ∧ dx1 − dP 2 ∧ dx2 − dP 3 ∧ dx3.
(117)
Now, to obtain the symplectic form we only need sections of the map
r˜.
On the domain, Us, of the local chart Γ
−1
s , the map
σ˜s : Γs(~k, ~x, t)→
(
σ
(
mh(~k, k4),
(
1
t
))
, h(~x, 0)
)
∗
((
1
0
)
,
(
1
0
)
,~0
)
,
(118)
where σ(K,w) is given by (87), is a section. Then
σ˜s ◦ Γs(~k, ~x, t) =
 1√
(1, t)(h(~k, k4))−1
(
1
t
) ( 1t
)
,
1√
(1, t)(h(~k, k4))−1
(
1
t
)(h(~k, k4))−1( 1t
)
, ~x
 .
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If ω1 is the symplectic form, we have on Us
ω1 = σ˜
∗
sdΩ1. (119)
In the same way, on the domain, Un, of the chart Γn, we define a section,
σ˜n, by
σ˜n ◦ Γn(~k, ~x, t) =
(
σ
(
mh(~k, k4),
(
t
1
))
, h(~x, 0)
)
∗
((
1
0
)
,
(
1
0
)
,~0
)
.
(120)
Then
σ˜n ◦ Γn(~k, ~x, t) =
 1√
(t, 1)(h(~k, k4))−1
(
t
1
) ( t1
)
,
1√
(t, 1)(h(~k, k4))−1
(
t
1
)(h(~k, k4))−1( t1
)
, ~x
 .
On Un we have
ω1 = σ˜
∗
ndΩ1. (121)
Since {Us, Un} is an open covering of the symplectic manifold, (119)
and (121), determine ω everywhere.
11.2.5 Contact manifold for T > 1.
Let us denote by r1, . . . , rT the elements of
T
√
1.
We define a properly discontinuous free action, ·, of T√1 on B × R3 by
means of
rj · (w, z,−→x ) = (rjw, rjz,−→x ).
The quotient space is denoted by (B×R3)/ T√1, and the canonical map
from B × R3 onto (B × R3)/ T√1, is denoted by πT . Thus πT (w, z,−→x ) is the
orbit of (w, z,−→x ), considered as an element of (B × R3)/ T√1.
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The map πT is a T-fold covering map and, since B × R3 is simply
connected, the Universal covering map of the quotient space.
The action of G on B×R3 conmutes with that of T√1. As a consequence,
the action on (B × R3)/ T√1 given by
(A,H) ∗ ((w, z,−→x ) T
√
1) = ((A,H) ∗ (w, z,−→x )) T
√
1
is well defined, and obviously makes the covering map πT equivariant.
The isotropy subgroup at((
1
0
)
,
(
1
0
)
,~0
)
T
√
1
is Ker CαT , so that we can identify G/Ker CαT with (B×R3)/ T
√
1 by means
of
(A,H)Ker CαT ←→ (A,H) ∗
(((
1
0
)
,
(
1
0
)
,~0
)
T
√
1
)
.
The contact form on B ×R3, Ω1, is invariant under the action “ · ”, so
that there exist an unique contact form, ΩT , on (B × R3)/ T
√
1, such that
π∗TΩT = Ω1.
The action of G on (B × R3)/ T√1 is transitive and preserves ΩT .
The manifold (B × R3)/ T√1, when provided with the contact form ΩT
and the cited action of G, is the homogeneous contact manifold that
correspond to massive particles with T ≥ 1.
12 Massless Type 4 particles.
cmr
In this section we consider particles whose movement space is the coad-
joint orbit of
α =
{
iχT
8π
(
1 0
0 −1
)
, η
(
1 0
0 0
)}
, χ, η ∈ {±1}, T ∈ Z+,
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where η = −sign(Tr(P )), (see Table 2 of section 9 ). So, at least at the
classical level, η must be interpreted as the opposite of the sign of energy.
We will see in the following subsections that this interpretation is also exact
at the quantum level.
Since |P | is mass square and
Det
(
η
(
1 0
0 0
))
= 0
these orbits correspond to particles with zero mass.
These are quantizable, not R-quantizable orbits of the type 4.
The group Gα is connected, so that there exists at most one homomor-
phism from Gα onto S
1 whose differential is α. In fact we have
Gα =
{((
z a
0 z
)
,
(
b iχηTaz/2π
iχηTaz/2π 0
))
: z ∈ S1,
b ∈ R, a ∈ C}
and the homomorphism
Cα
(((
z a
0 z
)
,
(
b iχηTaz/2π
iχηTaz/2π 0
)))
= zχT
has differential α.
Other computations give us
(Gα)SL =
{(
z a
0 z
)
: z ∈ S1, a ∈ C
}
(Cα)SL
( (
z a
0 z
))
= zχT
SL1 =
{(
a 0
0 1/a
)
: a ∈ C
}
SL2 = (Gα)SL
SL1 ∩ SL2 =
{(
z 0
0 z
)
: z ∈ S1
}
.
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The isotropy subgroup at
(
1 0
0 0
)
, for the usual action of SL(2,C) on
H(2) (that is A ∗m = AmA∗) is (Gα)SL. Thus SL/(Gα)SL will be identified
to the orbit of
(
1 0
0 0
)
,which is
C+ = {H ∈ H(2) : DetH = 0, T r H > 0}.
This set is composed by the hermitian matrices that represent space-
time points in the future lightcone, so that it will be called itself, future
lightcone.
When this identification is made, the function P on SL/(Gα)SL becomes
P (H) = −η H .
An invariant volume element in C+ is
ω =
1
‖~p‖ dp
1 ∧ dp2 ∧ dp3, (122)
where (p1, p2, p3) is the coordinate system corresponding to the parametriza-
tion
φ : (p1, p2, p3) ∈ R3 − { 0 } 7→ h(~p, ‖~p‖) ∈ C+
where ~p = (p1, p2 p3), and
‖~p‖ = +
√√√√ 3∑
i=1
(pi)2.
In this parametrization, the linear momentum is given by
P (φ(~p)) = −η h(~p, ‖~p‖).
Before to proceed to the study of the general case, we shall consider
two particular ones.
12.1 Massless antineutrino
Let us consider the case T = 1, χ = 1, η = − 1.
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A trivialization is given by(
ρ+, C
2,
(
1
0
))
,
where ρ+(A) is multiplication by A.
The orbit of (
1
0
)
is C2−{0}. This space can thus be identified to SL/Ker (Cα)SL so that the
canonical map
SL/Ker (Cα)SL −→ SL/(Gα)
becomes a map
r+ : C
2 − {0} 7→ C+.
This map must be equivariant, so that, for all A ∈ SL
r+
(
A
(
1
0
))
= A
(
1 0
0 0
)
A∗.
Thus r+ is explicitly given by
r+(z) = z z
∗ ∈ C+.
Since z and εz are eigenvectors of z z∗ corresponding to the eigenvalues
‖z‖2 and 0 respectively, r−1+ (H) is composed by the eigenvectors of H corre-
sponding to the positive eigenvalue, whose norm is the square root of that
eigenvalue.
The principal S1-bundle whose projection is r+ is related to the Hopf
fibration as follows. The image of the restriction of r+ to the sphere S
3(R) =
{z ∈ C2 : ‖z‖2 = R2} is composed by the elements of C+ whose trace is
R2. Since the image of this subset by the preceeding chart is the sphere of
radius R2/2, we obtain maps from spheres S3 onto spheres S2. Each one of
these mappings is, up to the radius and a reflection, the Hopf fibration.
For each S -homogeneous of degree -1 function on C2 − 0, f, we have
the following prewave function
ψ+f : (N, H) ∈ C+ ×H(2) 7→ f(z) eiπ Tr(NεHε)z ∈ C2, (123)
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where z is an arbitrary element of r−1+ (N). Here we use the fact that, since
η = −1, the linear momentum is given in C+ by P (N) = N.
If X and Q are the elements of R4 corresponding to H and N , one can
write
ψ+f (Q,X) = f(z) e
−2πi〈Q,X〉z, (124)
where z is arbitrary in r−1+ (Q). The corresponding wave function , if f is
continuous with compact support, is
ψ˜+f (H) =
∫
C+
ψ+f (·, H)ω.
By direct computation one can see that(
σ1
∂
∂x1
+ σ2
∂
∂x2
+ σ3
∂
∂x3
+ σ4
∂
∂x4
)
ψ+f (N, h(x)) = 0
The corresponding wave function thus satisfy the same equation, which
is the Weyl equation (positive energy), usually admised as corresponding to
the antineutrino.
If f and f ′ are pseudotensorial functions, we have
(ψ+f (N,H))
∗ ψ+f ′(N,H) = f(z) f
′(z) TrN.
Thus, the hermitian product of the corresponding quantum states (cf. section
7) can be written as follows
1
2
∫
C+
(ψ+f )
∗ ψ+f ′∑3
i=1(p
i)2
dp1 dp2 dp3.
To obtain prewave functions directly from functions on C+, we use
Remark 7.1, as follows.
Let
U = φ(R3 − {p1 = p2 = 0, p3 < 0}),
V = φ(R3 − {p1 = p2 = 0, p3 > 0}).
Then the maps
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σU : φ(p
1, p2, p3) ∈ U 7→
( √‖~p‖+ p3
p1+ip2√
‖~p‖+p3
)
∈ C2 − 0 (125)
σV : φ(p
1, p2, p3) ∈ V 7→
(
p1−ip2√
‖~p‖−p3√‖~p‖ − p3
)
∈ C2 − 0
are sections of r+, so that we obtain prewave functions having the form
ψ(φ(p1, p2, p3), X) = F (p1, p2, p3)
( √‖~p‖+ p3
p1+ip2√
‖~p‖+p3
)
e−2πi(‖~p‖X
4−p1X1−p2X2−p3X3)
where F is a complex valued function continuous on R3−{0}, with compact
support in R3 − {p1 = p2 = 0, p3 < 0}, and prewave functions having the
form
θ(φ(p1, p2, p3), X) = J(p1, p2, p3)
(
p1−ip2√
‖~p‖−p3√‖~p‖ − p3
)
e−2πi(‖~p‖X
4−p1X1−p2X2−p3X3)
where J is a complex valued function continuous on R3−{0}, with compact
support in R3 − {p1 = p2 = 0, p3 > 0}.
If one is interested in the case T = 1, χ = 1, η = +1, everything is as
in the case η = −1, but the exponent of e in the prewave functions changes
its sign, thus giving wave functions for quantum states of negative energy.
Remenber that η is the opposite of the sign of energy at the clasical level.
12.2 Massless neutrino
Now let us consider the case in which T = 1, χ = −1, η = −1.
A trivialisation in this case is(
ρ−, C
2,
(
0
1
))
,
ρ−(A) being multiplication by (A
∗)−1.
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Thus we identify SL/Ker Cα with the orbit of(
0
1
)
,
which, also in this case, is C2 − {0}.
Thus,the canonical map
SL/Ker (Cα)SL −→ SL/(Gα)
becomes a map
r− : C
2 − {0} 7→ C+.
Now, using equivariance as in the case of antineutrino, we obtain
r−(z) = −εz z∗ε.
The prewave functions one obtains have exactly the same form that
(123) and (124), but now z is in (r−)
−1(N) or (r−)
−1(h(Q)) respectively.
The wave functions one obtains in this case satisfies the Weyl equation
that, according to Feynman, corresponds to the neutrino.
The map from the real vector space C2 onto itself defined by sending
z to εz, is a complex structure and its restriction to C2 − {0}, gives us an
isomorphism of the principal circle bundle corresponding to r−( resp.r+) onto
the principal circle bundle corresponding to r+ ( resp. r−). The isomorphism
of the structural group is defined by sending each element to its inverse. Thus
if z ∈ r−1+ (H) then εz ∈ r−1− (H) and conversely.
As a consequence, the sections of the map r+ defined in 12.1 give rise
to the following sections of r−
σ′U(u) = εσU(u), σ
′
V (v) = εσV (v),
for all u ∈ U and v ∈ V, and the prewave functions of antineutrino ψ and θ
give rise to prewave functions of neutrino, ψ′ and θ′, by means of
ψ′(φ(p1, p2, p3), X) = F (p1, p2, p3)ε
( √‖~p‖+ p3
p1+ip2√
‖~p‖+p3
)
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e−2πi(‖~p‖X
4−p1X1−p2X2−p3X3)
θ′(φ(p1, p2, p3), X) = J(p1, p2, p3)ε
(
p1−ip2√
‖~p‖−p3√‖~p‖ − p3
)
e−2πi(‖~p‖X
4−p1X1−p2X2−p3X3)
that leads to
ψ′(φ(p1, p2, p3), X) = F (p1, p2, p3)
 p
1 − ip2√‖~p‖+ p3
−
√
‖~p‖+ p3

e−2πi(‖~p‖X
4−p1X1−p2X2−p3X3)
θ′(φ(p1, p2, p3), X) = J(p1, p2, p3)

√
‖~p‖ − p3
− p
1 + ip2√‖~p‖ − p3

e−2πi(‖~p‖X
4−p1X1−p2X2−p3X3).
If one consider the case T = 1, χ = −1, η = +1 one obtain similar
wave functions but corresponding to negative energy.
12.3 General case
We proceed as in section 11.2.2.
In the case χ = +1 a trivialization is given by(
(ρ+)
⊗T ,
(
C2
)⊗T
,
(
1
0
)⊗T)
,
and if χ = −1 a trivialization is given by(
(ρ−)
⊗T ,
(
C2
)⊗T
,
(
0
1
)⊗T)
,
The prewave functions are given by functions onC2−{0}, which are C∞
with compact support and homogeneous of degree -T under multiplication
by modulus one complex numbers.
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Let fT be one of these functions.
If χ = 1, the corresponding prewave function is given by
ψ+fT : (N, H) ∈ C+ ×H(2) 7→ fT (z) e−iπη Tr(NεHε)z⊗T ∈ (C2)⊗T
where z is an arbitrary element of r−1+ (N).
In the case χ = −1, the corresponding prewave function is
ψ−fT : (N, H) ∈ C+ ×H(2) 7→ fT (z) e−iπη Tr(NεHε)z⊗T ∈ (C2)⊗T
but now, z is an arbitrary element of r−1− (N).
The associated wave functions,
ψ˜+fT (H) =
∫
C+
ψ+fT (·, H)ω, (126)
ψ˜−fT (H) =
∫
C+
ψ−fT (·, H)ω (127)
satisfies Penrose’s wave equations,that we will describe here for the sake
of completeness.
Let us consider in (C2)⊗T the basis {eA⊗eB⊗
(T· · · : A, B, · · · ∈ {1, 2}},
where {e1, e2} is the canonical basis of C2.
The prewave functions ψ±fT and the wave functions ψ˜
±
fT
, have compo-
nents in this basis which will be denoted by {ψAB...± } and {ψ˜AB...± }, respec-
tively.
Let us consider the vector fields in R4 given by
∇11 = 1
2
(
∂
∂x3
+
∂
∂x4
)
∇12 = 1
2
(
∂
∂x1
− i ∂
∂x2
)
∇21 = 1
2
(
∂
∂x1
+ i
∂
∂x2
)
∇22 = 1
2
(
∂
∂x4
− ∂
∂x3
)
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and, for all A,A′ ∈ {1, 2}, ∇A A′ = εA B εA′ B′ ∇B B′ (summation conven-
tion), where {εA B} are the elements of −ε.
We also define
ψ±AB... = εA A′ εB B′ . . . ψ
A′B′...
±
ψ˜±AB... = εA A′ εB B′ . . . ψ˜
A′B′...
±
where {εA B} are the elements of ε.
Thus we have for all h(x) ∈ C+
∇A A′ ψ+A′ B C...(h(x), · ) = 0
∇A′ A ψ−A′ B C...(h(x), · ) = 0
so that, by derivation under the integral sign, we see that Penrose wave
equations:
∇A A′ ψ˜+A′ B C... = 0
∇A′ A ψ˜−A′ B C... = 0
are satisfied.
12.3.1 Helicity
In formula (53) one sees that, if (ρ, L, z0) is the trivialization we use,
the components of spin operator are given by
sˆk : ψ˜f −→ sk ◦ ψ˜f ,
sk being the following endomophism of L
sk =
1
2πi
i˜σk
2
=
1
4πi
i˜σk,
where,
i˜σk = dρ(iσk).
Thus, in the case χ = 1,
i˜σk = d
(
(ρ+)
⊗T
)
(iσk),
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and in the case χ = −1,
i˜σk = d
(
(ρ−)
⊗T
)
(iσk).
As a consecuence, in both cases, χ = +1 or χ = 1, when acting on
monomials we have
i˜σk · z1 ⊗ · · · ⊗ zT =
T∑
j=1
z1 ⊗ · · · ⊗ zj−1 ⊗ i σk zj ⊗ zj+1 ⊗ · · · ⊗ zT .
We consider the operators sˆk as also acting on prewave functions by
the same formula that in the case of wave functions, without the tilde.
On the other hand, Linear Momentum is given on C+ by
P (K) = −ηK, for all K ∈ C+.
Then, with the notation K = h(K1, K2, K3, K4) and P = h(P 1, P 2, P 3, P 4),
the P k are functions on C+, given by
P k(K) = −ηKk.
We also denote
−→
K = (K1, K2, K3)
‖−→K‖ = +
(
3∑
k=1
(Kk)2
)1/2
−→
P = (P 1, P 2, P 3)
‖−→P ‖ = +
(
3∑
k=1
(P k)2
)1/2
.
The Helicity Operator is defined by
h =
1
‖−→P ‖
3∑
k=1
P ksˆk,
which means(
h · ψ±fT
)
(K,H) =
1
‖−→P ‖(K)
3∑
k=1
P k(K)sk
(
ψ±fT (K,H)
)
.
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Then, if z ∈ r−1± (K) and z1 = · · · = zT = z, we have
(
h · ψ±fT
)
(K,H) =
1
K4
3∑
k=1
P k(K)sk
(
fT (z)e
−iηπTrKǫHǫz⊗T
)
=
=
1
4πK4
fT (z)e
−iηπTrKǫHǫ(
T∑
j=1
z1 ⊗ · · · ⊗ zj−1 ⊗ (
3∑
k=1
P k(K) σk zj)⊗ zj+1 ⊗ · · · ⊗ zT
)
=
=
1
4πK4
fT (z)e
−iηπTrKǫHǫ(
T∑
j=1
z1 ⊗ · · · ⊗ zj−1 ⊗ (−η)((K −K4 I)zj)⊗ zj+1 ⊗ · · · ⊗ zT
)
.
In the case χ = +1, we have K = r+(z) = zz
∗, so that
(K −K4 I)z = (zz∗ − ‖z‖
2
I)z = K4 z,
and then (
h · ψ+fT
)
(K,H) =
−ηT
4π
ψ+fT (K,H).
On the other hand, in the case χ = −1, we have K = −ǫzz∗ǫ. Thus
(K −K4 I)z = (−ǫzz∗ǫ−K4 I)z = −K4 z,
so that (
h · ψ−fT
)
(K,H) =
ηT
4π
ψ−fT (K,H).
Thus ψ±fT is an eigenvector of the helicity operator, corresponding to
the eigenvalue
−ηχT/4π.
In particular, the sign of helicity is −ηχ.
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12.4 The Homogeneous Contact and Symplectic Man-
ifolds for Massless particles of type 4. Twistors.
Let us denote by T
√
1 = {r1, . . . , rT}, the group composed by the roots
of order T of 1, and
ν =
−ηχT
4π
.
In section 12.3.1 we have seen that all wave functions obtained in section
12.3 are eigenvectors of helicity with eigenvalue ν.
The group Ker Cα, has T connected components
(Ker Cα)j =
{((
rj a
0 rj
)
,
(
b −2iν a rj
−2iν a rj 0
))
: b ∈ R, a ∈ C
}
The component of the identity is
(Ker Cα)o =
{((
1 a
0 1
)
,
(
b −2iν a
2iν a 0
))
: b ∈ R, a ∈ C
}
and (Ker Cα)j is the left translation by
r˜j
def
=
((
rj 0
0 rj
)
, 0
)
of (Ker Cα)o.
As a consequence, the group Ker Cα/(Ker Cα)o is isomorphic to
T
√
1.
The canonical map
c˜ : (A,H) (KerCα)o ∈ G
(Ker Cα)o
−→
−→ (A,H)Ker Cα ∈ G
Ker Cα
.
is a T -fold covering map, whose structural group is Ker Cα/(Ker Cα)o.
Thus, G/Ker Cα is the quotient of G/(Ker Cα)o by a properly discon-
tinuous with no fixed point action of Ker Cα/(Ker Cα)o. But, as we have
seen, this group can be changed to T
√
1.
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The action of T
√
1 on G/(Ker Cα)o corresponding to this construction
is:
((A,H) (KerCα)o) ∗ rj = ((A,H) r˜j) (Ker Cα)o. (128)
In what follows, we identify G/Ker Cα with the quotient space of
G/(Ker Cα)o by this action.
We have the following conmutative diagram
G
(KerCα)o
c˜−−−→ G
KerCαy y
G
Gα
G
Gα
where the vertical arrow on the right is the bundle map of the contact man-
ifold onto the symplectic manifold, for general T. If T = 1 both vertical
arrows are the same.
The homomorphism
µ1 : (A,H) ∈ SL⊕H(2) −→
(
A −iHA∗−1
0 A∗−1
)
∈ GL(4, C).
is a representation in C4.
The isotropy subgroup at
q
def
=

0
2ν
0
1

is (Ker Cα)o.
Let us denote by Oq the orbit of q by this representation.
In order to describe Oq in another way, we consider in C
4 the hermitian
product
<
(
wˆ
zˆ
)
,
(
w
z
)
>=
1
2
(wˆ∗z + zˆ∗w) ∀wˆ, zˆ, w, z ∈ C2
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whose signature and quadratic form are respectively (+,+, -, -) and
Φ
(
w
z
)
= Re z∗w.
The complex vector space C4 provided with this hermitian product is
Penrose’s Twistor Space.
The representation µ1 preserves Φ, so that any orbit must be contained
in a subset of the form Φ = constant. It follows that the orbit of q is contained
in the seven dimensional submanifold, Oν , given by
Φ = 2ν.
Let (
w
z
)
∈ C4
be such that
sign
(
Φ
(
w
z
))
= sign(ν),
and define
A(w, z) =
(
2ν
Φ
(
w
z
))1/2
 ǫz ∣∣∣∣∣ 12ν
(
i
Im(z∗w)
‖z‖2 z − w
) (129)
H(w, z) = −Im(z
∗w)
‖z‖2 I. (130)
Then we have
µ1(A(w, z), H(w, z))q =
(
2ν
Φ
(
w
z
))1/2 (w
z
)
. (131)
This enables us to prove that each element of Oν is in the orbit, so that
Oq = Oν .
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Then, the map from G/(Ker Cα)o onto Oν , given by
τT : (A,H) (Ker Cα)o ∈ G
(Ker Cα)o
−→ µ1(A,H) q ∈ Oν , (132)
is a diffeomorphism.
If we identify these spaces by τT , the action of
T
√
1 on G/(Ker Cα)o
given by (128), traslates to an action on Oν .
Since
τT ((A,H) (KerCα)o) ∗ rj) = µ1((A,H) r˜j)q = µ1(A,H)µ1(r˜j)q
= µ1(A,H)(rjq) = rj τT ((A,H) (KerCα)o),
the action of T
√
1 on Oν is given by ordinary product by the conjugated:
V ∗ rj = rj V (133)
Let us denote by Oν/ T
√
1 the quotient space of Oν by this action.
It follows from the preceeding construction that the contact manifold,
G/Ker Cα, is diffeomorphic, and will be identified, to Oν/ T
√
1. The contact
form will be determinated later on.
Let t(w1, w2, z1, z2) ∈ C4 − {0}, and let us denote by [t(w1, w2, z1, z2)]
the complex vector subspace of C4 generated by t(w1, w2, z1, z2). The set
composed by these subspaces is the complex projective space of C4, P3(C),
and we consider it as provided with its canonical differentiable structure.
Penrose also considers the subsets of twistor space, T+, T−, T0, given
by Φ > 0, Φ < 0, Φ = 0, respectively, and the subsets of projective space
P+3 = π(T
+), P−3 = π(T
−), P03 = π(T
0), where
π : C4 − {0} −→ P3(C)
is the canonical map.
Since Φ is preserved by the representation, the subsets T+, T−, T0,
are stable under µ1.
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The representation µ1 also defines an action of G on P3(C) such that
π is equivariant. Explicitly
(A,H) ∗


w1
w2
z1
z2

 =
( A −iHA∗−10 A∗−1
)
w1
w2
z1
z2

 . (134)
As a consecuence of formula (131), the open subsets of P3(C) denoted
by P+3 and P
−
3 are orbits of this action.
The point [q] of P3(C) is obviously in P
sign(ν)
3 so that its orbit is this
open subset.
The isotropy subgroup at [q] is Gα.
As a consecuence we have a diffeomorphism from P
sign(ν)
3 onto the coad-
joint orbit of α, given by
Π : [µ1(A,H) q] ∈ Psign(ν)3 −→ Ad∗(A,H)α ∈ MS.
were I have denoted the coadjoint orbit byMS, because of its interpretation
as Movement Space.
We have
Π
([(
w
z
)])
= Ad∗(A(w,z),H(w,z))α (135)
so that, the formula for coadjoint representation in section 4,(12), thus leads,
after some computation, to
Π
([(
w
z
)])
=
2νη
Φ
(
w
z
){ i
4
(wz∗ + ǫzw∗ǫ), −ǫzz∗ǫ
}
. (136)
We identify P
sign(ν)
3 to MS, by means of Π.
Section 4 provides us with well defined expresions for linear and angular
momentum inMS, c.f. (8), which, when composed with Π, give expressions
for linear and angular momentum in P
sign(ν)
3 . In its hermitian form, these
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expressions are
h(P
([(
w
z
)])
) =
2ην
Φ
(
w
z
)ǫzz∗ǫ (137)
h(~l
([(
w
z
)])
, 0) =
ην
2Φ
(
w
z
)(zw∗ + wz∗ + ǫ(zw∗ + wz∗)ǫ) (138)
h(~g
([(
w
z
)])
, 0) =
i ην
2Φ
(
w
z
)(zw∗ − wz∗ − ǫ(zw∗ − wz∗)ǫ) (139)
The Pauli-Lubanski four vector, when evaluated according with (16),
is found to be
h(W
([(
w
z
)])
) = −ην h(P
([(
w
z
)])
). (140)
In case T=1, the bundle map of the contact manifold onto the coadjoint
orbit becomes the canonical map
π1 :
(
w
z
)
∈ O1 −→
[(
w
z
)]
∈ P sign(ν)3 ,
and in the general case, the bundle map is
πν :
(
w
z
)
T
√
1 ∈ Oν/ T
√
1 −→
[(
w
z
)]
∈ P sign(ν)3 .
Then, the composition with πν of the canonical dynamical variables,
are also given by the right hand sides of (137), (138) and (139), but taking
Φ = 2ν.
We obtain the following formulae for the components of these dynamical
variables
P 1
((
w
z
)
T
√
1
)
= η
2
(z1z2 + z2z1)
P 2
((
w
z
)
T
√
1
)
= iη
2
(z1z2 − z2z1)
P 3
((
w
z
)
T
√
1
)
= η
2
(|z1|2 − |z2|2)
P 4
((
w
z
)
T
√
1
)
= −η
2
(|z1|2 + |z2|2)
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l1
((
w
z
)
T
√
1
)
= η
4
(z1w2 + w1z2 + z2w1 + w2z1)
l2
((
w
z
)
T
√
1
)
= iη
4
(z1w2 + w1z2 − z2w1 − w2z1)
l3
((
w
z
)
T
√
1
)
= η
4
(z1w1 + w1z1 − z2w2 − w2z2)
g1
((
w
z
)
T
√
1
)
= iη
4
(z1w2 − w1z2 + z2w1 − w2z1)
g2
((
w
z
)
T
√
1
)
= −η
4
(z1w2 − w1z2 − z2w1 + w2z1)
g3
((
w
z
)
T
√
1
)
= iη
4
(z1w1 − w1z1 − z2w2 + w2z2).
We can also consider the functions on Tsgn(ν) obtained by composing
the dynamical variables inMS with the canonical projection, π, from Tsgn(ν)
onto P
sgn(ν)
3 , thus obtaining functions whose expresion is as the right hand
sides of the preceeding formulae multiplied by
2ν
Φ
(
w
z
)
These expressions coincide, up to notational conventions, with the ex-
pressions that R.Penrose gives for its energy - momentum and angular mo-
mentum in twistor space. We denote these functions by P˜ k, l˜k, g˜k.
In general, for all (a, h) in the Lie algebra of G, the function it defines
on the coadjoint orbit, identified to P
sgn(ν)
3 , is denoted by the same symbol,
(a, h), and its composition with π, (˜a, h). In a similar way, the infinitesimal
generator of the action on Tsgn(ν) defined by the representation µ1, associated
to (a, h), i.e. the vector field whose flow is given by µ1(Exp(−t(a, h))), is
denoted by
X˜(a,h).
Let us consider the following one form on Tsgn(ν)
ω0 =
iην
2Φ
(z1dw1 + w1dz1 + z2dw2 + w2dz2−
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−z1dw1 − w1dz1 − z2dw2 − w2dz2)
A computation lead us to
ω0
(
X˜(a,h)
)
= −(˜a, h). (141)
Let us denote by ω the restriction of ω0 to Oν .
The one form ω is invariant by the action of T
√
1, so that it projects to
a well defined one form on Oν/ T
√
1, that we denote by ων .
We know that Oν/ T
√
1, represent the homogeneous contact man-
ifold corresponding to the kind of particle under consideration. As a con-
secuence of (141) and (21) is not difficult to prove that ων is the contact
form.
As a consecuence of the fact that the map ofOν on Oν/ T
√
1 is a covering
map, ω is also a contact form on Oν , that becomes itself an homogeneous
contact manifold.
The two form d(ων) thus projects under πν on the symplectic form on
P
sign(ν)
3 , Ων , that corresponds to Kirillov form in the identification of P
sign(ν)
3
with the coadjoint orbit.
Then, dω also projects on Ων , under the restriction of the canonical
map π to Oν .
But dω is the restriction to Oν of dω0 and we have
dω0 =
iην
Φ
(dz1 ∧ dw1 + dw1 ∧ dz1 + dz2 ∧ dw2 + dw2 ∧ dz2) + (dΦ) ∧ δ,
where δ is a one form.
Since dΦ vanishes on Oν , it follows that dω is also the restriction to Oν
of
Ω =
iην
Φ
(dz1 ∧ dw1 + dw1 ∧ dz1 + dz2 ∧ dw2 + dw2 ∧ dz2).
Thus, we can obtain explicit expressions of Ων as follows: for each
differentiable section of π with values in Oν
σ : U → Oν ⊂ Tsgn(ν),
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we have on the open set U
Ων = σ
∗Ω0,
Also we have
Ων = d (σ
∗ω0) .
12.4.1 Local expression of the symplectic form.
In C3 we define
D = {(t, u, v) : sign(ν)ℜ(φ(t, u, v)) > 0},
where φ(t, u, v) = u+ tv and ℜ stands for real part.
In P
sgn(ν)
3 we define
D1 =


w1
w2
z1
z2
 : w1 6= 0, sign(ν)ℜ(Φ(

w1
w2
z1
z2
)) > 0

D2 =


w1
w2
z1
z2
 : w2 6= 0, sign(ν)ℜ(Φ(

w1
w2
z1
z2
)) > 0

D3 =


w1
w2
z1
z2
 : z1 6= 0, sign(ν)ℜ(Φ(

w1
w2
z1
z2
)) > 0

D4 =


w1
w2
z1
z2
 : z2 6= 0, sign(ν)ℜ(Φ(

w1
w2
z1
z2
)) > 0
 .
The Dk compose an open cover of Psgn(ν)3 .
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The maps
ψ1 : (t, u, v) ∈ D →

1
t
u
v
 ∈ D1
ψ2 : (t, u, v) ∈ D →

v
1
t
u
 ∈ D2
ψ3 : (t, u, v) ∈ D →

u
v
1
t
 ∈ D3
ψ4 : (t, u, v) ∈ D →

t
u
v
1
 ∈ D4
are such that the (Dk, (ψk)−1) compose an atlas of Psgn(ν)3 .
For all of these charts the coordinates will be denoted by (t, u, v).
We also define sections of πν ,
σk : Dk → Oν , k = 1, . . . , 4,
by means of
σ1 ◦ ψ1 : (t, u, v) ∈ D → F (t, u, v)

1
t
u
v
 ∈ D1
σ2 ◦ ψ2 : (t, u, v) ∈ D → F (t, u, v)

v
1
t
u
 ∈ D2
σ3 ◦ ψ3 : (t, u, v) ∈ D → F (t, u, v)

u
v
1
t
 ∈ D3
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σ4 ◦ ψ4 : (t, u, v) ∈ D → F (t, u, v)

t
u
v
1
 ∈ D4
where
F (t, u, v) =
√
2ν
ℜ(φ(t, u, v)) .
For all k we have
(σk ◦ ψk)∗ω = ηνℜ(φ)(d(ℑ(φ)) + i(v dt− v dt)), (142)
Where ℑ(φ) is the imaginary part of φ.
Then, the local expression of Ων in all of these coordinate systems can
be evaluated by means of
Ων
loc
= d ((σk ◦ ψk)∗ω). (143)
for all k.
Notice that ω is not projectable on P
sgn(ν)
3 . Thus (142) need not be
local expressions of a well defined 1-form on all of P
sgn(ν)
3 .
12.5 Alternative form of Wave Functions for the Pho-
ton.
12.5.1 Symmetric Wave Functions of the Photon.
There are many proposals in the literature for Wave Functions of the
Photon. Including someones that asserts that such a thing does not exist.
In this paper I have described the Wave Functions of the Massless Type
4 Particles, where the case T = 2 corresponds to the Photon. These Wave
Functions satisfies the Penrose Wave Equations.
In this section I describe other forms of the Wave Functions of Photon.
Equivalent representations.These forms enables us to relate directly the Wave
Functions with the Electromagnetic Potential and the Electromagnetic Field.
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Photon is the name of four kinds of particles: the massless Type 4
particles with T = 2, i.e. those corresponding to
γ =
{
iχ
4π
(
1 0
0 −1
)
, η
(
1 0
0 0
)}
, χ, η ∈ {±1}, (144)
We already know that the value of −η is the sign of energy and that
−ηχ is the sign of helicity (c.f. section 12.3.1). We denote ℓ = −ηχ.
From section 12 we obtain
Gγ =
{((
z a
0 z
)
,
(
b iχηaz/π
iχηaz/π 0
))
: z ∈ S1,
b ∈ R, a ∈ C}
and the homomorphism
Cγ
(((
z a
0 z
)
,
(
b iχηaz/π
iχηaz/π 0
)))
= z2χ
has differential γ.
(Gγ)SL =
{(
z a
0 z
)
: z ∈ S1, a ∈ C
}
(Cγ)SL
( (
z a
0 z
))
= z2χ
SL1 =
{(
a 0
0 1/a
)
: a ∈ C
}
SL2 = (Gγ)SL
SL1 ∩ SL2 =
{(
z 0
0 z
)
: z ∈ S1
}
.
In section 12 we have identified the space SL/(Gγ)SL to the future
lightcone, C+ = {H ∈ H(2) : DetH = 0, T r H > 0}, by means of the
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diffeomorphism
A (Gγ)SL ∈ SL/(Gγ)SL 7→ A
(
1 0
0 0
)
A∗ ∈ C+.
In this section I give another description of the wave functions of a
photon, by means of different trivialisations than the ones I have used in
section 12. Of course these trivialisations are “isomorphic”, in an obvious
sense.
Let us consider first the cases χ = +1 i.e. ℓ = −η.
In these cases, a trivialisation (c. f. section 7) is
(µ+,S, s+0 ),
where S is the vector subspace of gl(2,C), composed by the symmetric ma-
trices,
s+0 =
(
1 0
0 0
)
and
µ+(A) · s = As tA,
for all A ∈ SL(2,C), s ∈ S.
Since (
1 0
0 0
)
=
(
1
0
)(
1 0
)
the orbit of (
1 0
0 0
)
by µ+ is composed by the elements of S2 of the form
(A
(
1
0
)
) t(A
(
1
0
)
),
for some A ∈ SL(2,C). Then, one sees that the orbit is contained in
B = {z tz : z ∈ C2 − {0}}.
But every z ∈ C2 − {0} has the form
A
(
1
0
)
,
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for some A ∈ SL(2,C), so that the orbit coincides with B.
For each s ∈ S such that s 6= 0 and Det s = 0, there exist exactly two
z ∈ C2 − 0 such that s = z tz. In fact, if
s =
(
a b
b d
)
∈ B
the z such that s = z tz are
±
(
α
σδ
)
where α is a square root of a, δ is a square root of d, and σ ∈ {±1} such
that b = σαδ.
As a consequence, we also have
B = {s ∈ S : s 6= 0, Det s = 0}.
The homogeneous space SL/Ker(Cγ)SL is identified to B by means of
AKer(Cγ)SL ∈ SL/Ker(Cγ)SL −→ µ+(A) · s+0 ∈ B
Then, the canonical map
SL/Ker(Cγ)SL −→ SL/(Gγ)SL,
denoted in the following by r+, becomes
r+ : (A
(
1 0
0 0
)
tA) ∈ B −→ A
(
1 0
0 0
)
A∗ ∈ C+,
for all A ∈ SL, so that
r+(z
tz) = zz∗
for all z ∈ C2 − 0.
By elementary operations with matrices, one can prove that the relation
r+(s) = C
is equivalent to
C = (+(Tr ss)−1/2) ss
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and also to
s = (+(Tr CtC)−1/2)eiφ(CtC)
for some φ ∈ R.
To obtain Wave Functions, we need functions on B homogeneous of
degree -1 under product by modulus one complex numbers. If f is one of
such functions the corresponding Prewave Function is
ψ
(−η,−η)
f (H,K) = f(s) s e
2πiη〈h−1(K), h−1(H)〉m , (145)
where s is arbitrary in r−1+ (K). In (−η,−η) the first −η stands for the sign
of energy and the second by ℓ, helicity.
Now, let us consider the cases χ = −1 i.e. ℓ = η.
In these cases, a trivialisation is
(µ−,S, s−0 ),
where S is as in the χ = +1 case,
s−0 =
(
0 0
0 1
)
and
µ−(A) · s = (A∗)−1 s (A)−1,
for all A ∈ SL(2,C), s ∈ S.
The orbit of (
0 0
0 1
)
by µ− is, as in case χ = +1, B.
The canonical map
r− : SL/Ker(Cγ)SL −→ SL/(Gγ)SL
becomes a map from B onto C+, given by
r−(µ−(A) · s−0 ) = A
(
1 0
0 0
)
A∗.
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The maps r+ and r− are geometrically related as follows.
Let us consider the map
J : s ∈ S −→ −ǫsǫ ∈ S. (146)
This is an antilinear map with
J2 = I.
Since
J(ztz) = (−ǫz)t(−ǫz),
we have J(B) = B.
On the other hand
r− ◦ J(µ+(A) · s+0 ) = r−(−ǫA s+0 A∗ ǫ) = r−(−(A∗)−1 ǫ s+0 ǫ (A)−1) =
= r−(µ−(A) · s−0 ) = A (Gγ)SL = r+(µ+(A) · s+0 ),
so that
r+ = r− ◦ J.
Since J2 = I, we also have
r− = r+ ◦ J.
As a consequence, J stablishes a principal fibre bundle isomorphism
over the identical map of C+, the isomorphism of structural groups being
the map defined by sending each element of S1 to its inverse.
Another consequence is
r−(z
tz) = −ǫzz∗ǫ.
If f is a function on B homogeneous of degree -1 under product by
modulus one complex numbers, it also defines a Prewave Function for this
kind of photon by means of
ψ
(−η,η)
f (H,K) = f(s) s e
2πiη〈h−1(K), h−1(H)〉m , (147)
where s, now, is arbitrary in r−1− (K). Here, in (−η, η), −η stands for the sign
of energy and the second η, which in the present case coincides with ℓ, stands
for helicity.
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Thus, the Prewave Functions corresponding to the four kinds of Photon
are different. The sign of energy, −η, and the sign of helicity, ℓ, determines
the type of Prewave Functions to be used, ψ
(−η,ℓ)
f , that are given by (145) or
(147).
When f is continuous with compact support, the corresponding Wave
Function is
ψ˜
(−η,ℓ)
f (x) =
∫
C+
ψ
(−η,ℓ)
f (h(x), K)ωK , (148)
where ω is the invariant volume element on C+ defined in (122).
These Wave Functions represent states whose energy has sign −η and
are eigenvectors of helicity (c.f. section 12.3.1) corresponding to the eigen-
values
ℓ
2π
.
12.5.2 Prehilbert Space estructure.
Let us denote by F the vector subspace composed by the functions on B
homogeneous of degree -1 under product by modulus one complex numbers,
and by Fc the subspace of F composed by the continuous elements with
compact support.
The space Fc can be provided with a prehilbert space structure, by
means of the general method described in section 7, for each kind of Photon.
In more detail we proceed as follows.
We separate the cases −ηℓ = ±1.
If f, f ′ ∈ Fc, its hermitian product is in each case
〈f, f ′〉(−η,ℓ) =
∫
C+
(ff ′)(−η,ℓ) ω,
where (ff ′)(−η,ℓ) is the function defined on C
+ by
(ff ′)(−η,ℓ)(K) = f(s)f
′(s)
for all K ∈ C+, where s ∈ r−1−ηℓ(K).
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With each of these inner products, Fc becomes a prehilbert space.
For prewave functions we define
〈ψ(−η,ℓ)f , ψ(−η,ℓ)f ′ 〉(−η,ℓ) = 〈f, f ′〉(−η,ℓ).
A sexquilinear form on S is given by
Φ(s, s′) = Tr(s s′).
Thus (c.f. section 7), the hermitian product of Prewave Functions can be
given in terms of the Prewave Functions themselves instead of the functions
f, by
〈ψ(−η,ℓ)f , ψ(−η,ℓ)f ′ 〉(−η,ℓ) =
∫
C+
ψ
(−η,ℓ)
f Φ(−η,ℓ)ψ
(−η,ℓ)
f ′ ω, (149)
where ψ
(−η,ℓ)
f Φ(−η,ℓ)ψ
(−η,ℓ)
f ′ is the function on C
+ given by
ψ
(−η,ℓ)
f Φ(−η,ℓ)ψ
(−η,ℓ)
f ′ (K) =
Tr(ψ
(−η,ℓ)
f (H,K)ψ
(−η,ℓ)
f ′ (H,K))
Tr(s s)
(150)
for all K ∈ C+, H ∈ H(2) and s ∈ r−1−ηℓ(K).
The hermitian product of Wave Functions is defined as being the her-
mitian product of the corresponding Prewave Functions.
12.5.3 Electromagnetic Potential.
If K ∈ C+, the tangent space to C+ at K can be identified to the
subspace of H(2) given by
TKC
+ = {M ∈ H(2) : TrMǫKǫ = 0}.
Then, the complexified tangent space can be identified to
CTKC
+ = {M ∈ gl(2,C) : TrMǫKǫ = 0}.
A real vector field on C+ is thus a map
A : C+ −→ H(2),
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such that
Tr A(K)ǫKǫ = 0, (151)
for all K ∈ C+.
A complex vector field on C+ is thus given by a function
A : C+ −→ gl(2,C),
whose real and imaginary hermitian parts are real vectorfields on C+.
Since TrMǫKǫ is real for M and K hermitian, we see that A is a
complex vector field on C+ if and only if
Tr A(K)ǫKǫ = 0, (152)
for all K ∈ C+.
Equation (152) is equivalent to say that A(K)ǫK is a symmetric matrix.
Let A be a complex vector field on C+. We denote by AR and AI the
real and imaginary hermitian parts of A and
AR(K) = h(A
1
R(K), .., A
4
R(K))
AI(K) = h(A
1
I(K), .., A
4
I(K))
Aµ(K) = AµR + i A
µ
I , µ = 1, .., 4−→
AR(K) = (A
1
R(K), .., A
3
R(K))−→
AI(K) = (A
1
I(K), .., A
3
I(K))−→
A (K) = (A1(K), .., A3(K)).
If Aji (K) is the element of A(K) in the row i column j, we also have
A1(K) =
1
2
(A21(K) + A
1
2(K))
A2(K) =
i
2
(A21(K)− A12(K))
A3(K) =
1
2
(A11(K)− A22(K))
A4(K) =
1
2
(A11(K) + A
2
2(K))
If A(K) is , for exemple, continuous with compact support, for µ =
1, .., 4, x ∈ R4 we define
A˜µ(x) =
∫
C+
Aµ(K)Exp(2πiη〈h−1(K), x〉)ω.
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Then
A˜µ = 0,
for all µ, and
4∑
µ=1
∂A˜µ
∂xµ
= 0.
We thus see that the A˜µ(x) define a complex electromagnetic potential
in the Lorenz gauje.
The corresponding electric field is given by
−→
E (x) = −∇A˜4(x)− ∂
−→˜
A (x)
∂x4
,
where −→˜
A (x) = (A˜1(x), A˜2(x), A˜3(x)),
that can be written
−→
E (x) = 2πiη
∫
C+
(A4(K)
−→
K −K4−→A (K))Exp(2πiη〈h−1(K), x〉)ω.
The magnetic field is given by
−→
B (x) = ∇×
−→˜
A (x),
that can be written
−→
B (x) = 2πiη
∫
C+
(
−→
A (K)×−→K )Exp(2πiη〈h−1(K), x〉)ω.
This electromagnetic field take in general complex values, the real parts
of
−→
E and
−→
B are real electric and magnetic fields, corresponding to the elec-
tromagnetic potential given by the real parts of the Aµ(x).
12.5.4 Wave Functions and the Electromagnetic Potential.
In section 12.5.3 we have seen that a complex vector field on C+, define
a complex electromagnetic potential in the Lorenz gauje.
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Let A be a complex vector field on C+. Then, the matrix A(K)ǫK is
a symmetric matrix, for all K ∈ C+.
If s ∈ r−1+ (K) there exist an unique complex number, fA(s), such that
A(K)ǫK = fA(s) s. (153)
In fact, if z ∈ C2− 0, is such that s = ztz, we have K = zz∗, and, since
0 = TrA(K)ǫztzǫ = tzǫA(K)ǫz,
there exist a number, λ, such that
A(K)ǫz = λ z,
so that
A(K)ǫK = λ s.
Since s 6= 0 such a λ is unique and is denoted by fA(s).
Thus the complex vector field A defines a function, fA, on B.
If we take eiφ s instead of s in r−1+ (K) , we can take in the preceeding
reasoning eiφ/2z instead of z , and thus
A(K)ǫeiφ/2z = λ′ eiφ/2z
leads to
λ′ = e−iφ λ.
We thus see that
fA(e
iφ s) = e−iφ fA(s)
which proves that fA is S
1-homogeneous of degree -1.
The Prewave Function corresponding to fA for −ηℓ = 1 can be written
as
ψ
(−η,−η)
A (H,K) = fA(s) s e
2πiη〈h−1(K), h−1(H)〉m ,
where s is arbitrary in r−1+ (K).
As a consecuence of (153) we have
ψ
(−η,−η)
A (H,K) = A(K)ǫKe
2πiη〈 h−1(K), h−1(H)〉m , (154)
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that gives Prewave Functions directly in terms of vectorfields.
If A(K) is continuous with compact support, the corresponding Wave
Function is
ψ˜
(−η,−η)
A (x) =
∫
C+
A(K)ǫK e2πiη〈 h
−1(K), x〉mωK . (155)
Now we define
f̂A = fA ◦ J,
where J is given by (146).
I shall prove that f̂A is S
1-homogeneous of degree -1 on B and that, for
all s ∈ r−1− (K), we have
− ǫA(K)ǫKǫ = f̂A(s) s. (156)
This will enable us to give a Prewave Function of Photons with ℓ = η, directly
in terms of A.
For all s ∈ B, a ∈ S1 we have
f̂A(as) = fA(J(as)) = fA(aJ(s) = afA(J(s) = a f̂A(s),
so that f̂A has the appropiate homogeneity to define a Prewave Function.
On the other hand, if s ∈ r−1− (K), we have
f̂A(s) s = fA(J(s))J(J(s)) = J(fA(J(s)) J(s)) =
= J(A(r+(J(s)))ǫr+(J(s))) = J(A(r−(s))ǫr−(s) =
= J(A(K)ǫK)) = −ǫA(K)ǫKǫ.
Then, the Prewave Function for Photons with ℓ = η corresponding to
f̂A is
ψ
(−η,η)
A (H,K) = −ǫA(K)ǫKǫ e2πiη〈 h
−1(K), h−1(H)〉m . (157)
Obviously
ψ
(−η,η)
A = −ǫψ(η,η)A ǫ, ψ(η,η)A = −ǫψ(−η,η)A ǫ.
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If A(K) is continuous with compact support, the corresponding Wave
Function is
ψ˜
(−η,η)
A (x) = −
∫
C+
ǫA(K)ǫKǫ e2πiη〈 h
−1(K), x〉mωK . (158)
We have
ψ˜
(−η,η)
A = −ǫψ˜(η,η)A ǫ, ψ˜(η,η)A = −ǫψ˜(−η,η)A ǫ.
With equations (155) and (158) we see that a single complex vectorfied
on C+ gives rise to Wave Functions of the four kinds of Photons: those with
positive and negative energy and helicity.
The inner products defined in section 12.5.2 lead to the following re-
sults.
If A and A′ are vector fields on C+ we have
〈ψ(−η,−η)A , ψ(−η,−η)A′ 〉(−η,−η) = 〈fA, fA′〉(−η,−η),
and
〈ψ(−η,η)A , ψ(−η,η)A′ 〉(−η,η) = 〈f̂A, f̂A′〉(−η,η).
Then, from (149) and (150) one can obtain
〈ψ(−η,−η)A , ψ(−η,−η)A′ 〉(−η,−η) =
∫
C+
AΦA′ =
= 〈ψ(−η,η)A′ , ψ(−η,η)A 〉(−η,η)
where
AΦA′(K) =
Tr(A(K)ǫKA′(K)ǫK)
Tr(ss)
for all K ∈ C+, and s ∈ r−1± (K).
12.5.5 Wave Functions in terms of the Electromagnetic Field.
Let A a complex vectorfield on C+ and denote
−→
E (K) = A4(K)
−→
K −K4−→A (K) (159)
−→
B (K) =
−→
A (K)×−→K (160)
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Thus, the Electric and Magnetic Fields can be given by
−→
E (x) = 2πiη
∫
C+
−→
E (K)Exp(2πiη〈h−1(K), x〉)ωK
−→
B (x) = 2πiη
∫
C+
−→
B (K)Exp(2πiη〈h−1(K), x〉)ωK .
Let us prove that
A(K)ǫKǫ =
(−→
E (K) + i
−→
B (K)
)
· −→σ , (161)
which means
A(K)ǫKǫ =
(
(
−→
E + i
−→
B )3 (
−→
E + i
−→
B )1 − i(−→E + i−→B )2
(
−→
E + i
−→
B )1 + i(
−→
E + i
−→
B )2 −(−→E + i−→B )3
)
(162)
In fact, we have
A(K)ǫKǫ =
1
2
(
A(K)ǫK + t(A(K)ǫK)
)
ǫ =
=
1
2
(
(AR + iAI)ǫKǫ−Kǫ(tAR + itAI)ǫ
)
=
=
1
2
(ARǫKǫ−KǫARǫ) + i
2
(AIǫKǫ−KǫAIǫ)
and thus (162) follows from (4).
As a consequence, the Prewave Functions corresponding to A are
ψ
(−η,−η)
A (H,K) = −
((−→
E (K) + i
−→
B (K)
)
· −→σ
)
ǫ e2πiη〈 h
−1(K), h−1(H)〉m , (163)
ψ
(−η,η)
A (H,K) = −ǫ
((−→
E (K) + i
−→
B (K)
)
· −→σ
)
e2πiη〈 h
−1(K), h−1(H)〉m . (164)
If A is continuous with compact support, we have
ψ˜
(−η,−η)
A (x) = −
∫
C+
((
−→
E (K)+ i
−→
B (K)) ·−→σ ) ǫ e2πiη〈 h−1(K), h−1(H)〉mωK , (165)
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ψ˜
(−η,η)
A (x) = −
∫
C+
ǫ ((
−→
E (K) + i
−→
B (K)) · −→σ ) e2πiη〈 h−1(K), h−1(H)〉mωK . (166)
so that the Wave Functions are
ψ˜
(−η,−η)
A (x) =
iη
2π
((
−→
E (x) + i
−→
B (x)) · −→σ ) ǫ, (167)
or
ψ˜
(−η,η)
A (x) =
iη
2π
ǫ ((
−→
E (x) + i
−→
B (x)) · −→σ ). (168)
These Wave Functions are given in terms of the components of
−→
E (x)+
i
−→
B (x) as (up to constants) the Wave Functions of Bialynicki-Birula [BB94].
Gauje invariance for Photons. Let us denote by D the complex vector
space of complex vector fields on C+.
The map
A ∈ D −→ fA ∈ F
is linear and its kernel is composed by the vector fields on C+ having the
form
A(K) =
(
λ(z)
µ(z)
)
z∗
where z ∈ C2 − 0 is such that K = zz∗ and λ, µ are funtions on C2 − 0
S1-homogeneous of degree +1.
The kernel of the map
A ∈ D −→ f̂A ∈ F
is the same and will be denoted by N .
In particular, for each map
L : K ∈ C+ → L(K) ∈ gl(2,C),
the vectorfield
AL(K) = L(K)K (169)
is in N .
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If A ∈ D, N ∈ N we have
fA+N = fA
f̂A+N = f̂A,
so that the Prewave and Wave Functions are invariant under the changes
A→ A +N :
ψ˜
(−η,ℓ)
A+N = ψ˜
(−η,ℓ)
A .
Because of (167) and (168) we see that also the Electric and Magnetic
Fiels corresponding to Photon are invariant under the changes A→ A+N .
In the particular case N = AL with L(K) = g(K) I, where g is a
complex valued function on C+, the change A→ A+N lead to the following
change in the Electromagnetic Potential
˜(A +N)
µ
(x) = A˜µ(x) + ∂µφ(x),
where
φ(x) = − iη
2π
∫
C+
g(K)e2πiη〈 h
−1(K), x〉mωK
and
∂µφ = gµν
∂
∂xν
φ
where the gµν are the components of Minkowski metric.
Thus, the invariance of the Electromagnetic Field of Photons under the
change A(K)→ A(K) + g(K)K is a particular case of the well known gauje
invariance of general Electromagnetic Fields.
13 The Classical State Space
13.1 General remarks
In this paper, State Space for a particle defined by α ∈ G∗ has been
stated as the homogeneous space that correspond to the orbit of (0, α) in
H(2)×G∗. Thus, as we have seen in section 7, it is identified to
G
G(0,α)
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where
G(0,α) = Gα ∩ (SL⊕ {0}),
or, equivalently, to
H(2)× SL
(Gα)SL ∩ SL1 ,
that is the form adopted in Figure 2 of that section.
The equivariant maps
ι4 : H(2)× SL
(Gα)SL ∩ SL1 → H(2)×
SL
(Gα)SL
and
ν2 : H(2)× SL
(Gα)SL ∩ SL1 →
G
Gα
.
in that Figure, will be used in this section.
When we characterize
H(2)× SL
(Gα)SL ∩ SL1
in terms of other concrete manifolds or of some parametrization, we need
to physically interpret the geometric objects that appear, and, in order to
do that, the more effective way is , in general, to know the values of the
Canonical Dynamical Variables in terms of these objects.
But the value of these Dynamical Variables is well known on the coad-
joint orbit i.e. on G/Gα. Thus, its values in State Space can be obtained by
composition with ν2.
Since Prewave Functions are defined on
H(2)× SL
(Gα)SL
its composition with ι4 gives another version of Quantum States, now defined
on the Classical State Space.
In the definition of Prewave Functions 35, space-time only appears in
the exponential, whose exponent is
−2πi〈h−1(P ), h−1(H)〉m.
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where P is the “traslation” of momentum-energy to SL/(Gα)SL. The expo-
nent in the composition of Prewave Functions with ι4 must have the same
expression, but changing P by P ◦ ι4. The conmutativity of the diagramm in
Figure 2 imply that P ◦ ι4 can be obtained as the impulsion-energy in G/Gα
composite with ν2.
In the next sections I give the expressions of the canonical dynamical
variables on State Space, for different kind of particles.
13.2 Klein-Gordon particles
We have seen in section 11.1.1 that State Space for Klein-Gordon par-
ticles can be identified to
H(2)⊕ SL
SU(2)
,
and this homogeneous space to Hm ×H(2).
If (K,H) ∈ Hm×H(2) and A ∈ SL is such that K = mAA∗, we denote
H = h(−→x , x4)
−→x = (x1, x2, x3)
K = mh(
−→
k , k4)−→
k = (k1, k2, k3)
k4 =
√
1 + ‖−→k ‖2.
Thus, the map (58) becomes,
ν1(K,H) = (A,H) ∗ (mI,−→0 , 1) =
= (K,−→x − x
4
k4
−→
k , e−2πiηmx
4/k4)
and the map (57),
ν2(K,H)) = (A,H) ∗ (mI,−→0 ) = (K,−→x − x
4
k4
−→
k ). (170)
The Canonical Dynamical Variables on State Space are obtained as
composition of (70) with ν2. If we denote VKG = V ◦ ν2 for each dynamical
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variable, V, we have
PKG(mh(
−→
k , k4), h(
−→x , x4)) = −η mh(−→k , k4),
−→
l KG(mh(
−→
k , k4), h(
−→x , x4)) = −→x ×
(−→
P KG(mh(
−→
k , k4), h(
−→x , x4)
)
,
−→g KG(mh(−→k , k4), h(−→x , x4)) =
= P 4KG(mh(
−→
k , k4), h(
−→x , x4))−→x − x4−→P KG(mh(−→k , k4), h(−→x , x4)).
where k4 =
√
1 + ‖−→k ‖2.
The Prewave functions have been defined on a manifold that, in this
case, coincides with State Space. The map ι4 is the identical map.
Another fact is that, in this case, State Space is the Universal Covering
of the homogeneous contact manifold.
Let us prove that ν1 is a covering map.
The local expresion of ν1 in the charts corresponding to φτ and
φ′ : (k1, k2, k3, x
1, x2, x3, x4) ∈ R7 −→
−→ (h(m−→k ,mk4), h(x1, x2, x3, x4)) ∈ Hm ×H(2),
is given by
(φτ )
−1 ◦ ν1 ◦ φ′(k1, . . . , x4) =
= (k1, k2, k3, x
1 − x
4
k4
k1, x
2 − x
4
k4
k2, x
3 − x
4
k4
k3,−τ − ηmx
4
k4
+N)
where the domain of definition is defined by the condition that
τ + ηm
x4
k4
/∈ Z+ 1
2
and N is defined by the condition that
−τ − ηmx
4
k4
+N ∈ (−1
2
,
1
2
).
We have
((φτ )
−1 ◦ ν1 ◦ φ′)−1{(−→n ,−→y , t)} =
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= {(−→n ,−→y − η
m
(t+ τ +N)−→n ,− η
m
(t + τ +N)
√
1 + ‖−→n ‖2) : N ∈ Z}.
Let d ∈ Hm×R3×S1, and let τ be such that d is in the image of (φτ )−1.
This image, Uo, is an open neighborhood of d, and we shall prove that its
antiimage by ν1 is union of disjoint open sets, each of them diffeomorphic to
Uo under the restriction of ν1.
We denote by U the domain of φτ .
The domain of (φτ )
−1 ◦ ν1 ◦ φ′,
W = ((φτ )−1 ◦ ν1 ◦ φ′)−1(U)
is the union of the open sets
WN = { ( −→n ,−→y − η
m
(t + τ +N)−→n ,− η
m
(t+ τ +N))
√
1 + ‖−→n ‖2 :
( −→n ,−→y , t) ∈ U}.
where N ∈ Z.
But the WN are disjoint. In fact, if
(−→n ,−→y − η
m
(t + τ +N)−→n ,− η
m
(t+ τ +N)
√
1 + ‖−→n ‖2) =
= (−→n ′,−→y ′ − η
m
(t′ + τ +N ′)−→n ′,− η
m
(t′ + τ +N ′)
√
1 + ‖−→n ′‖2)
where (−→n ,−→y , t), (−→n ′,−→y ′, t′) ∈ U , we obtain first −→n = −→n ′ and then t+N =
t′ +N ′. Since −1/2 < t, t′ < 1/2, it follows that N = N ′.
The restriction of ν1 to each of the WN is a diffeomorphism onto U.
Since Hm ×H(2) is symply connected, we see that State Space is the
universal covering space of the contact manifold G/Ker Cα. By reciprocal
image it inherits a contact form that must also be homogeneous: it is the
contact structure used in section 3. This homogeneous contact form can also
be introduced directly by means of C ′αo , in the same way that the homoge-
neous contact structure has been introduced in G/Ker Cαo .
The covering can be also considered in the following way.
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We define an action of Z on Hm ×H(2) by
N ∗ (K,H) = (K,H −N η
m2
K).
With the parametrization φ′ we have
(φ′)−1 ◦ (N∗) ◦ φ′(−→k ,−→x , x4) =
= (
−→
k ,−→x −N η
m
−→
k , x4 −N η
m
k4).
We thus have a properly discontinuous action without fixed point of Z
on State Space and the quotient space is G/Ker Cα.
13.3 Massive particles with T 6= 0.
State Space is H(2)× (SL/[S1]) or, equivalently, G/([S1]⊕ {0}).
In section 11.2.1 we have identified SL/[S1] with Hm × P1(C).
Contrarily to the Klein-Gordon case, if T 6= 0, there exist no equivariant
map from State Space onto the contact manifold G/[R].
The canonical map ν2 from State Space onto Movement Space, is such
that
ν2(A ∗ (mI,
[(
1
0
)]
), H) =
= (A,H) ∗
(
mI,
[(
1
0
)]
,
−→
0
)
so that
ν2(mAA
∗,
[
A
(
1
0
)]
, H) =
=
(
mAA∗,
[
A
(
1
0
)]
, (H1, H2, H3)− H
4
(AA∗)4
((AA∗)1, (AA∗)2, (AA∗)3)
)
∈ Hm × P1(C)× R3.
where I have denoted, for each L ∈ H(2), h−1(L) def= (L1, L2, L3, L4)). Then
ν2(mh(
−→
k , k4), [u] , h(
−→x , x4)) =
123
=(
mh(
−→
k , k4), [u] ,
−→x − x
4
k4
−→
k
)
),
where k4 =
√
1 + ‖−→k ‖2.
Thus, the portrait in State Space of the movement (mh(
−→
k , k4), [z] ,
−→y )
is
(ν2)
−1{(mh(−→k , k4), [z] ,−→y )} =
= {(mh(−→k , k4), [z] , h(−→y , 0) + λ h(−→k , k4)) : λ ∈ R}.
These results on Canonical Dynamical Variables are better expressed
when we use the identification of P1(C) with S
2 given by (79).
If (mh(
−→
k , k4),
−→v , h(−→x , x4)) ∈ Hm×S2×H(2), is interpreted as a state
of a particle with massm > 0, the values of the canonical dynamical variables
in this state are obtained by composition of (99) with the map ν2.
When for each dynamical variable V we denote V ◦ ν2 by Vmassive we
have
Pmassive(mh(
−→
k , k4),
−→v , h(−→x , x4)) = −ηmh(~k, k4),
−→
l massive(mh(
−→
k , k4),
−→v , h(−→x , x4)) = T
4π
k4
−→v − ~k
k4 − 〈~k,−→v 〉
+−→x ×−→P massive,
−→g massive(mh(−→k , k4),−→v , h(−→x , x4)) = T
4π
~k ×−→v
k4 − 〈~k,−→v 〉
+
+ P 4massive
−→x − x4−→P massive,
In what concerns the Pauli-Lubanski fourvector, we have
−→
Wmassive = P
4
massive
T
4π
k4
−→v − ~k
k4 − 〈~k,−→v 〉
W 4massive = −ηm
T
4π
〈k4−→v − ~k,~k〉
k4 − 〈~k,−→v 〉
,
(171)
As in T = 0 case, the prewave functions have been defined directly on
State Space, the map ι4 being the identical map. Thus they are exactly as
in section 11.2.2.
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13.4 Massless particles of type 4
Since (Gα)SL ∩ SL1 = [S1], State Space for massless particles, H(2)×
(SL/((Gα)SL ∩ SL1), can be identified to State Space for massive particles,
Hm×P1(C)×H(2). Herem is an arbitrary positive number, with no physical
significance.
On the other hand, Movement Space, G/Gα, is identified to P
sign(ν)
3 by
means of the action (134).
The canonical map ν2 from State Space onto Movement Space thus
becomes for this kind of particle
ν2((A,H) ∗
(
mI,
[(
1
0
)]
, 0
)
= (A,H) ∗ [q]
where
q =

0
2ν
0
1
 .
Then
ν2
(
mAA∗,
[
A
(
1
0
)]
, H
)
=
 2νA
(
0
1
)
− iH(A∗)−1
(
0
1
)
(A∗)−1
(
0
1
)
 .
But (A∗)−1 = −εAε, so that
ν2
(
mAA∗,
[
A
(
1
0
)]
, H
)
=
 (2νAA
∗ − iH)(A∗)−1
(
0
1
)
(A∗)−1
(
0
1
)
 =
=
 (2νAA
∗ − iH)εA
(
1
0
)
εA
(
1
0
)
 .
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Then
ν2 : (K, [u], H) ∈ Hm × P1(C)×H(2)→
[ (
2ν
m
K − iH) εu
εu
]
∈ P sign(ν)3 .
(172)
If we fix, for exemple, m = 1, then for all[(
ω
π
)]
∈ P sign(ν)3 ,
we have
(ν2)
−1
{[(
ω
π
)]}
=
= {(K, [επ], H) ∈ H1 × P1(C)×H(2) : (2ν
m
K − iH)π = ω}.
This set represent the “portrait” of the movement[(
ω
π
)]
in H1 × P1(C)×H(2) considered as State Space of massless particles.
The values of dynamical variables P,
−→
l , −→g , on Hm × P1(C) × H(2)
for the massless Type 4 particles can be obtained by composition of its ex-
pressions (137), (138), (139), with the map ν2 given in (172).
If (mh(
−→
k , k4),
−→v , h(−→x , x4)) ∈ Hm×S2×H(2), is interpreted as a state
of a massless Type 4 particle, where now m is an arbitrary positive number
with no physical significance, the values of the canonical dynamical variables
in this state are
−→
P massless(mh(
−→
k , k4),
−→v , h(−→x , x4)) = P 4massless−→v ,
P 4massless(mh(
−→
k , k4),
−→v , h(−→x , x4)) = −η
2(k4 − 〈~k,−→v 〉)
−→
l massless(mh(
−→
k , k4),
−→v , h(−→x , x4)) = χT
4π
k4
−→v − ~k
k4 − 〈~k,−→v 〉
+
+ −→x ×−→P massless,
−→g massless(mh(−→k , k4),−→v , h(−→x , x4)) = χT
4π
~k ×−→v
k4 − 〈~k,−→v 〉
+
+ P 4massless
−→x − x4−→P massless.
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The Pauly-Lubanski four vector for type 4 particles is (c.f. section 9)
Wmassless =
χT
4π
Pmassless.
We thus see that the expression of l and g are formally almost identical
for massive and massless particles. But this is not the case for P.
The point (mh(
−→
k , k4),
−→v , h(−→x , x4)) can be interpreted as being the
state of a massive particle or the state of a massless particle, but the value
in this state of linear momentum, energy and angular momentum is different
in the massive or in the massless case.
The map ι4, what in the case of massive particles whas the identical
map, in the case of massless particles can be found to be
ι4 : (mh(
−→
k , k4),
−→v , h(−→x , x4)) ∈ Hm × S2 ×H(2)→
→
(
h(−→v , 1)
2(k4 − 〈~k,−→v 〉)
, h(−→x , x4))
)
∈ C+ ×H(2)
The PKG, Pmassive and Pmassless appears in the exponent of the Prewave
Functions in State Space of the corresponding particles.
References
[AK71] L. Auslander and B. Kostant. Polarization and unitary representa-
tions of solvable lie groups. Inventiones math., 14:255–354, 1971.
[BB94] I. Bialynicki-Birula. On the wave function of the photon. Acta
Physica Polonica A, 86:98–116, 1994.
[BW48] V. Bargmann and E. P. Wigner. Group theoretical discussion of
relativistic wave equations. Proc. N. A. S., 34:211–223, 1948.
[Dia82a] A. Diaz Miranda. Classification des varie´te´s homoge`nes de contact.
C.R. Acad. Sc. Paris, 294:235–238, 1982.
[Dia82b] A. Diaz Miranda. Variete´s homoge`nes de contact et espaces hamil-
toniens. C.R. Acad. Sc. Paris, 294:517–520, 1982.
127
[Dia91] A. Diaz Miranda. Sistemas de pfaff homoge´neos no degenerados.
Memorias de la Real Academia de Ciencias Exactas, F´ısicas y Nat-
urales de Madrid. Serie de Ciencias Exactas, Tomo 26:7–35, 1991.
[Dia96a] A. Diaz Miranda. Quantizable forms. Journal of Geometry and
Physics, 19:47–76, 1996.
[Dia96b] A. Diaz Miranda. Wave functions in geometric quantization. In-
ternational J. of Theor. Phys, 35(10):2139–2168, 1996.
[Dir36] P. A. M. Dirac. Proc. Roy. Soc. A., 155:447, 1936.
[Kir62] A. A. Kirillov. Unitary representations of nilpotent lie groups. Us-
pehi. Mat. Nauk., 17:57–110, 1962.
[KN63] S. Kobayashi and K. Nomizu. Foundations of Differential Geometry
Vol.1. Interscience Publishers, 1963.
[Maj32] E. Majorana. Nuovo Cim., 9:335, 1932.
[Pen75] R. Penrose. Twistor theory, its aims and achievements. In R. Pen-
rose C. J. Isham and D. W. Sciama, editors, Quantum Gravity,
pages 141–193. Oxford Univ. Press, 1975.
[Pro36] A. Proca. J. de Phys. Rad., 7:347, 1936.
[Sou70] J. M. Souriau. Structure des syste´mes dynamiques. Dunod Univer-
site´. Dunod, 1970.
[Sou88] J. M. Souriau. Quantification ge´ome´trique. In Physique quantique
et ge´ome´trie, pages 141–193. Travaux en Cours, 32, 1988.
[Wig39] E. P. Wigner. On unitary representations of the inhomogeneous
lorenz group. Annals of Math., 40:149–204, 1939.
128
