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Abstract
Let (X,H,µ) be an abstract Wiener space, E(ε,K) denote the metric entropy of a set K ⊂ X. If
K is not a slim set, then we prove that
0 < lim inf
ε→0 ε
2E(ε,K).
In particular, if lim infε→0 ε2E(ε,K) = 0, then K is a slim set. Moreover, if K is compact and
contained in the closure of BH0 (R) in X, where B
H
0 (R) := {h ∈ H : ‖h‖H < R} is a ball in H , then
lim sup
ε→0
ε2E(ε,K) < ∞.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction and main result
Let (X,H,µ) be an abstract Wiener space. Namely H is a real and separable Hilbert
space, and it is continuously and densely embedded into Banach space X. Therefore, by
transposition, the dual space X∗ of X could be injected in H and we have the triplet X∗ ↪→
H ↪→ X. µ is the Gaussian measure on B(X).
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λε(K) := min
{
n 1: ∃x1, . . . , xn ∈ K such that
n⋃
i=1
Bxi (ε) ⊃ K
}
,
and Ba(ε) := {x ∈ X: ‖x−a‖X < ε} is the open ball of radius ε centered at a ∈ X. Clearly,
if K1 ⊂ K2, then E(ε,K1)E(ε,K2).
Let K denote the unit ball in Cameron–Martin space H . Goodman [3] firstly proved
that
lim
ε→0 ε
2E(ε,K) = 0, (1.1)
where E(ε,K) denotes the metric entropy of K in X. Using this result, Fang [1] studied
two problems related to the entropy phenomenon in classical Wiener space and proved
that the Cameron–Martin space H is a slim set and gave a lower bound for a small ball
probability in classical Wiener space. Therein he considered the Sobolev pseudo-norms on
classical Wiener space which is smooth in the sense of Malliavin (cf. [2]). However, in the
general abstract Wiener space X, the smoothness of norm ‖ · ‖X is unknown. We could not
get the estimate of the capacity of a small ball directly by the smoothness of ‖ · ‖X . Later,
Kuelbs and Li [5] established a precise link between the small ball problem for a Gaussian
measure µ on a separable Banach space and the metric entropy of the unit ball of the
Hilbert space Hµ generating µ. Recently, this result was improved by Li and Linde [6]. All
the recent developments related to the small ball probabilities were summarized by Li and
Shao [7]. Plenty of references were provided in [7]. Moreover, a large deviation principle
for the (r,p)-capacity on an abstract Wiener space was established by Yoshida [11].
Motivated by their works, in present work we study the estimates like (1.1) associated
to the metric entropy of a set K in X, and prove that
Theorem 1.1. Let K be a non-slim set in X. Then we have
0 < lim inf
ε→0 ε
2E(ε,K).
Moreover, if K is compact and contained in the closure of BH0 (R) in X, where BH0 (R) :={h ∈ H : ‖h‖H < R} is a ball in H , then
lim sup
ε→0
ε2E(ε,K) < ∞.
2. Proof of main result
In Malliavin calculus, the primary notions are gradient operator D, divergence operator
δ which is the dual operator of D and Ornstein–Uhlenbeck operator L = −δD. For any
p > 1 and α > 0, Sobolev spaces Dpα are defined by (I − L)−α/2(Lp) and equipped with
norms ‖f ‖α,p = ‖(I − L)α/2f ‖p . By Meyer’s inequality, for each k ∈ N and p > 1 there
exist two constants Ak,p and A˜k,p such that
A˜k,p
k∑
‖Dmf ‖p 
∥∥(I − L)k/2f ∥∥ Ak,p
k∑
‖Dmf ‖p.
m=0
p
m=0
X. Zhang / Bull. Sci. math. 129 (2005) 559–566 561The (r,p)-capacities associated with the Sobolev spaces Dpr are defined as follows (cf. [4,
8]):
Definition 2.1. (i) For an arbitrarily open set O , define
VOr,p :=
{
f ∈ Dpr ;f  1 µ-a.e. on O
}
,
Capr,p(O) = inf
f∈VOr,p
‖f ‖r,p,
and for any set B ⊂ X, we let
Capr,p(B) := inf
{
Capr,p(O);B ⊂ O,O is an open set
}
.
(ii) We say that a subset B of X is slim if Capr,p(B) = 0 for any r > 0 and p > 1.
Let Tt denote the Ornstein–Uhlenbeck semigroup associated with L. Tt has the follow-
ing Mehler’s expression:
Ttf =
∫
X
f
(
e−t x +
√
1 − e−2t y)µ(dy).
We need the following smooth result of Tt .
Lemma 2.2. For any F ∈ Lp(X,µ) and k ∈ N, there is a constant C = C(k,p) such that
‖DkTtF‖p  C
tk/2
‖F‖p.
Proof. It follows from Meyer’s inequality and ‖(I −L)k/2TtF‖p  Ctk/2 ‖F‖p (cf. Pazy [9,
Theorem 6.13(c)]). 
For h ∈ H , let Bh(ε) denote the open ball in X with center h and radius ε. The following
lemma is classical (cf. [7]).
Lemma 2.3. There are constants c1, c2, α such that
c1 exp
(−‖h‖H/2) exp(−α/ε2) µ(Bh(ε)) c2 exp(−α/ε2).
Proof. By the Cameron–Martin formula and Jensen inequality we have
µ
(
Bh(ε)
)=
∫
X
1B0(ε)(x) exp
(
−〈x,h〉 − ‖h‖
2
H
2
)
µ(dx)
 exp
(
−‖h‖
2
H
2
)
µ
(
B0(ε)
)
exp
(
−
∫
B0(ε)
〈x,h〉µ(dx)
)
( ‖h‖2H ) ( )= exp −
2
µ B0(ε) .
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c1 exp(−α/ε2) µ
(
B0(ε)
)
 c2 exp(−α/ε2). 
We first prove the estimates of the capacity of a small ball in X by Sugita’s
Lemma 2.5 [10].
Lemma 2.4. For k ∈ N and p > 1, there are constants c1, α,β = β(‖h‖X, k,p) > 0 such
that
c1 exp
(−‖h‖H/2) exp(−α/ε2) Capk,p(Bh(ε)) exp(−β/ε2)
provided ε sufficiently small.
Proof. The left hand estimate follows from µ(Bh(ε))  Capk,p(Bh(ε)) and Lemma 2.3.
Let us look at the right hand inequality. Define a function f :X → R by
f (x) := 0 ∨
(
1 − 2
ε
dist
(
x,Bh(ε)
))
.
Then f has the following properties:
(i) |f (x) − f (y)| 2
ε
‖x − y‖X , x, y ∈ X.
(ii) 0 f (x) 1, x ∈ X.
(iii) f (x) = 1 if x ∈ Bh(ε) and f (x) = 0 if x ∈ Bch(3ε/2).
Thus for each x ∈ Bh(ε) we have
∣∣Ttf (x) − f (x)∣∣
∫
X
∣∣f (e−t x +√1 − e−2t y)− f (x)∣∣µ(dy)
 2
ε
∫
X
∥∥e−t x +√1 − e−2t y − x∥∥
X
µ(dy)
 2
ε
(
|1 − e−t |R +
√
1 − e−2t
∫
X
‖y‖X µ(dy)
)
 CR
√
1 − e−t
ε
,
where R = ‖h‖X + 2ε. Consequently, we choose τ1 = − log(1 − ε2/(3CR)2), then for
0 < t  τ1
Ttf (x) > 2/3, for each x ∈ Bh(ε).
On the other hand, for x ∈ Bch(2ε) we have
0 Ttf (x) =
∫
f
(
e−t x +
√
1 − e−2t y)µ(dy)X
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∫
X
1Bh(3ε/2)
(
e−t x +
√
1 − e−2t y)µ(dy)
= µ(y ∈ X, e−t x +√1 − e−2t y ∈ Bh(3ε/2))
= µ((1 − e−2t )−1/2(Bh(3ε/2) − e−t x)).
Now taking τ2 = log(1 + ε/6R), we have that dist(e−t x,Bh(3ε/2)) > ε/4 for 0 < t  τ2
and x ∈ Bch(2ε). Hence we have
0 Ttf (x) µ
(
x ∈ X; ‖x‖X  (1 − e−2t )−1/2 · ε4
)
, 0 < t  τ2, x ∈ Bch(2ε).
Choose N sufficiently large such that µ(Bc0(N)) <
1
3 . Then taking τ3 = − log(1 − ε
2
(4N)2 ),
thus for 0 < t  τ2 ∧ τ3 and x ∈ Bch(2ε) we have
0 Ttf (x)
1
3
.
Combining the above estimates, for ε small enough there is a constant C = C(R) such that
for t = − log(1 − Cε2), we have
Ttf (x) <
1
3
, x ∈ Bch(2ε),
Ttf (x) >
2
3
, x ∈ Bh(ε).
Now we take a C∞ function φ such that φ(x) = 1 if x > 23 and φ(x) = 0 if x < 13 .
Define F(x) := φ(Ttf (x)), then F ∈ VBh(ε)k,p . By the definition of (k,p)-capacity, we have
Capk,p
(
Bh(ε)
)
 ‖F‖k,p.
The rest thing is to estimate the norm ‖F‖k,p . For k = 1, by Lemmas 2.2 and 2.3 we have
‖F‖1,p =
∥∥φ(Ttf )∥∥p +
∥∥Dφ(Ttf )∥∥p

[
µ
(
Bh(2ε)
)] 1
p + ∥∥φ′(TtF ) · DTtf ∥∥p

[
µ
(
Bh(2ε)
)] 1
p + C∥∥φ′(TtF )∥∥2p‖DTtf ‖2p

[
µ
(
Bh(2ε)
)] 1
p + C√
t
[
µ
(
Bh(2ε)
)] 1
2p ‖f ‖2p

(
1 + C√
t
)[
µ
(
Bh(2ε)
)] 1
p
 c2
(
1 + C√− log(1 − Cε2)
)
exp
(
− α
4pε2
)
(
β
) exp −
ε2
.
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have used the fact that
C√− log(1 − Cε2) 
1
ε
and
C
ε
exp
(
− α
4pε2
)
 exp
(
− β
ε2
)
provided that ε sufficiently small and β < α4p . The higher order norms can be estimated
similarly. 
Basing on this lemma we can prove that
Theorem 2.5. Let K be any subset of X. Assume that K is not a slim set, i.e. there is a
k ∈N and p  2 such that Capk,p(K) > 0. Then we have
lim inf
ε→0 ε
2E(ε,K) > 0.
Proof. By the tightness of capacity, without any loss of generality, we may assume that K
is compact. Let {Bxi (ε), i = 1, . . . , λε(K)} be the ε-ball sequence of covering K , where
xi ∈ K . For the arbitrary δ > 0, since H is dense in X, we can always find hi ∈ H such
that ‖xi − hi‖X < δ. Thus we have
K ⊂
λε(K)⋃
i=1
Bxi (ε) ⊂
λε(K)⋃
i=1
Bhi (ε + δ).
Therefore by Lemma 2.4
0 < Capk,p(K)
λε(K)∑
i=1
Capk,p
(
Bhi (ε + δ)
)
 λε(K) exp
(
− β
(ε + δ)2
)
.
Let δ tend to zero, we get
λε(K) Capk,p(K) · exp
(
β
ε2
)
,
which gives the desired result. 
Lastly we prove the converse estimate for the compact set K .
Theorem 2.6. Let K be a compact subset of X, BH0 (R) := {h ∈ H : ‖h‖H < R} denote the
ball in H . Assume that K ⊂ BH0 (R), where BH0 (R) denotes the closure of BH0 (R) in X.
Then we have
lim sup
ε→0
ε2E(ε,K) < ∞.
Proof. Define { }
λMε (K) := max n 1: ∃x1, . . . , xn ∈ K such that ‖xi − xj‖X  3ε for all i = j .
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Card
(
Fε(K)
)= λMε (K)
and
for x = y ∈ Fε(K), ‖x − y‖X  3ε.
By the density of H in X and K ⊂ BH0 (R), for δ sufficiently small and each x ∈ Fε(K)
we can find an h ∈ BH0 (R) such that ‖x − h‖X  δ. So there exists a finite set Fδε (H) ⊂ H
such that
Card
(
Fδε (H)
)= λMε (K)
and
for each x ∈ Fε(K) there is a unique h ∈ Fδε (H) such that ‖x − h‖X  δ.
Obviously, the balls {Bh(ε),h ∈ Fδε (H)} are disjoint. Thus, by Lemma 2.3 we have
1 µ
( ⋃
h∈Fδε (H)
Bh(ε)
)
=
∑
h∈Fδε (H)
µ
(
Bh(ε)
)
 λMε (K) · c1 · exp(−L2/2) · exp(−α/ε2).
Moreover, it is clear that⋃
x∈Fε(K)
Bx(3ε) ⊃ K.
Hence
λ3ε(K) λMε (K) exp(L2/2) exp(−α/ε2)/c1,
and the result follows. 
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