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Abstract
A basic combinatorial interpretation of Shannon’s entropy function is via the “20 questions”
game. This cooperative game is played by two players, Alice and Bob: Alice picks a distribution
π over the numbers {1, . . . , n}, and announces it to Bob. She then chooses a number x according
to π, and Bob attempts to identify x using as few Yes/No queries as possible, on average.
An optimal strategy for the “20 questions” game is given by a Huffman code for π: Bob’s
questions reveal the codeword for x bit by bit. This strategy finds x using fewer than H(π) + 1
questions on average. However, the questions asked by Bob could be arbitrary. In this paper,
we investigate the following question: Are there restricted sets of questions that match the
performance of Huffman codes, either exactly or approximately?
Our first main result shows that for every distribution π, Bob has a strategy that uses only
questions of the form “x < c?” and “x = c?”, and uncovers x using at most H(π) + 1 questions
on average, matching the performance of Huffman codes in this sense. We also give a natural set
of O(rn1/r) questions that achieve a performance of at most H(π) + r, and show that Ω(rn1/r)
questions are required to achieve such a guarantee.
Our second main result gives a set Q of 1.25n+o(n) questions such that for every distribution
π, Bob can implement an optimal strategy for π using only questions from Q. We also show
that 1.25n−o(n) questions are needed, for infinitely many n. If we allow a small slack of r over
the optimal strategy, then roughly (rn)Θ(1/r) questions are necessary and sufficient.
1 Introduction
A basic combinatorial and operational interpretation of Shannon’s entropy function, which is often
taught in introductory courses on information theory, is via the “20 questions” game (see for
example the well-known textbook [7]). This game is played between two players, Alice and Bob:
Alice picks a distribution π over a (finite) set of objects X, and announces it to Bob. Alice then
chooses an object x according to π, and Bob attempts to identify the object using as few Yes/No
queries as possible, on average.What questions should Bob ask? An optimal strategy for Bob is
to compute a Huffman code for π, and then follow the corresponding decision tree: his first query,
for example, asks whether x lies in the left subtree of the root. While this strategy minimizes the
expected number of queries, the queries themselves could be arbitrarily complex; already for the
first question, Huffman’s algorithm draws from an exponentially large reservoir of potential queries
(see Theorem 5.3 for more details).
Therefore, it is natural to consider variants of this game in which the set of queries used is
restricted; for example, it is plausible that Alice and Bob would prefer to use queries that (i) can
be communicated efficiently (using as few bits as possible), and (ii) can be tested efficiently (i.e.
there is an efficient encoding scheme for elements of X and a fast algorithm that given x ∈ X and
a query q as input, determines whether x satisfies the query q).
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We summarize this with the following meta-question, which guides this work: Are there “nice”
sets of queries Q such that for any distribution, there is a “high quality” strategy that uses only
queries from Q?
Formalizing this question depends on how “nice” and “high quality” are quantified. We consider
two different benchmarks for sets of queries:
1. An information-theoretical benchmark: A set of queries Q has redundancy r if for every
distribution π there is a strategy using only queries from Q that finds x with at most H(π)+r
queries on average when x is drawn according to π.
2. A combinatorial benchmark: A set of queriesQ is r-optimal (or has prolixity r) if for every
distribution π there is a strategy using queries from Q that finds x with at most Opt(π) + r
queries on average when x is drawn according to π, where Opt(π) is the expected number of
queries asked by an optimal strategy for π (e.g. a Huffman tree).
Given a certain redundancy or prolixity, we will be interested in sets of questions achieving that
performance that (i) are as small as possible, and (ii) allow efficient construction of high quality
strategies which achieve the target performance. In some cases we will settle for only one of these
properties, and leave the other as an open question.
Information-theoretical benchmark. Let π be a distribution over X. A basic result in infor-
mation theory is that every algorithm that reveals an unknown element x drawn according to π
(in short, x ∼ π) using Yes/No questions must make at least H(π) queries on average. Moreover,
there are algorithms that make at most H(π) + 1 queries on average, such as Huffman coding and
Shannon–Fano coding. However, these algorithms may potentially use arbitrary queries.
Are there restricted sets of queries that match the performance of H(π)+ 1 queries on average,
for every distribution π? Consider the setting in which X is linearly ordered (say X = [n], with
its natural ordering: 1 < · · · < n). Gilbert and Moore [14], in a result that paved the way to
arithmetic coding, showed that two-way comparison queries (“x < c?”) almost fit the bill: they
achieve a performance of at most H(π) + 2 queries on average. Our first main result shows that
the optimal performance of H(π) + 1 can be achieved by allowing also equality queries (“x = c?”):
Theorem (restatement of Theorem 3.1). For every distribution π there is a strategy that uses only
comparison and equality queries which finds x drawn from π with at most H(π) + 1 queries on
average. Moreover, this strategy can be computed in time O(n log n).
In a sense, this result gives an affirmative answer to our main question above. The set of com-
parison and equality queries (first suggested by Spuler [30]) arguably qualifies as “nice”: linearly
ordered universes appear in many natural and practical settings (numbers, dates, names, IDs) in
which comparison and equality queries can be implemented efficiently. Moreover, from a com-
munication complexity perspective, Bob can communicate a comparison/equality query using just
log2 n+ 1 bits (since there are just 2n such queries). This is an exponential improvement over the
Ω(n) bits he would need to communicate had he used Huffman coding.
We extend this result to the case where X is a set of vectors of length r, ~x = (x1, . . . , xr), by
showing that there is a strategy using entry-wise comparisons (“xi < c?”) and entry-wise equalities
(“xi = c?”) that achieves redundancy r:
Theorem (restatement of Theorem 4.1). Let X be the set of vectors of length r over a linearly
ordered universe. For every distribution π there is a strategy that uses only entry-wise comparison
queries and entry-wise equality queries and finds ~x ∼ π with at most H(π) + r queries.
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The theorem is proved by applying the algorithm of the preceding theorem to uncover the vector
~x entry by entry. As a corollary, we are able to determine almost exactly the minimum size of a set
of queries that achieves redundancy r ≥ 1. In more detail, let uH(n, r) denote the minimum size
of a set of queries Q such that for every distribution π on [n] there is a strategy using only queries
from Q that finds x with at most H(π) + r queries on average, when x is drawn according to π.
Corollary (Theorem 4.1). For every n, r ∈ N,
1
e
rn1/r ≤ uH(n, r) ≤ 2rn1/r.
Obtaining this tight estimate of uH(n, r) = Θ(rn1/r) hinges on adding equality queries; had we
used only entry-wise comparison queries and the Gilbert–Moore algorithm instead, the resulting
upper bound would have been uH(n, r) = O
(
rn2/r
)
, which is quadratically worse than the truth.
Combinatorial benchmark. The analytical properties of the entropy function make H(π) a
standard benchmark for the average number of bits needed to describe an element x drawn from
a known distribution π, and so it is natural to use it as a benchmark for the average number of
queries needed to find x when it is drawn according to π. However, there is a conceptually simpler,
and arguably more natural, benchmark: Opt(π) — the average number of queries that are used by
a best strategy for π (several might exist), such as one generated by Huffman’s algorithm.
Can the optimal performance of Huffman codes be matched exactly? Can it be achieved without
using all possible queries? Our second main result answers this in the affirmative:
Theorem (restatement of Theorem 5.2 and Theorem 5.3). For every n there is a set Q of 1.25n+o(n)
queries such that for every distribution over [n], there is a strategy using only queries from Q which
matches the performance of the optimal (unrestricted) strategy exactly. Furthermore, for infinitely
many n, at least 1.25n−o(n) queries are required to achieve this feat.
One drawback of our construction is that it is randomized. Thus, we do not consider it partic-
ularly “efficient” nor “natural”. It is interesting to find an explicit set Q that achieves this bound.
Our best explicit construction is:
Theorem (restatement of Theorem 5.5). For every n there is an explicit set Q of O(2n/2) queries
such that for every distribution over [n], there is a strategy using only queries from Q which matches
the performance of the optimal (unrestricted) strategy exactly. Moreover, we can compute this
strategy in time O(n2).
It is natural to ask in this setting how small can a set of queries be if it is r-optimal ; that is,
if it uses at most Opt(π) + r questions on average when the secret element is drawn according to
π, for small r > 0. Let uOpt(n, r) denote the minimum size of a set of queries Q such that for
every distribution π on [n] there is a strategy using only queries from Q that finds x with at most
Opt(π)+r queries on average when x is drawn from π. We show that for any fixed r > 0, significant
savings can be achieved:
Theorem (restatement of Theorem 6.1). For all r ∈ (0, 1):
(r · n) 14r . uOpt(n, r) . (r · n) 16r .
Instead of the exponential number of questions needed to match Huffman’s algorithm exactly,
for fixed r > 0 an r-optimal set of questions has polynomial size. In this case the upper bound is
achieved by an explicit set of queries Qr. We also present an efficient randomized algorithm for
computing an r-optimal strategy that uses queries from Qr.
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Related work The “20 questions” game is the starting point of combinatorial search theory [18,
1, 3]. Combinatorial search theory considers many different variants of the game, such as several
unknown elements, non-adaptive queries, non-binary queries, and a non-truthful Alice [28, 29, 2, 9].
Both average-case and worst-case complexity measures are of interest. An important topic in
combinatorial search theory is combinatorial group testing [10, 11].
We are unaware of any prior work which has considered the quantities uH(n, r) or uOpt(n, r).
However, several particular sets of questions have been analyzed in the literature from the perspec-
tive of redundancy and prolixity: Huffman codes [13, 17, 5, 24, 21, 23], binary search trees [14, 26,
27, 15], and comparison-based sorting algorithms [12, 25].
2 Preliminaries
Notation We use log n for the base 2 logarithm of n and [n] to denote the set {1, . . . , n}.
Throughout the document, we will consider probability distributions over the setXn = {x1, . . . , xn}
of size n. In some cases, we will think of this set as ordered: x1 ≺ · · · ≺ xn.
If π is a probability distribution over Xn, we will denote the probability of xi by πi, and the
probability of a set S ⊆ Xn by π(S).
Information theory We use H(π) to denote the base 2 entropy of a distribution π and D(π‖µ)
to denote the Kullback–Leibler divergence. The binary entropy function h(p) is the entropy of a
Bernoulli random variable with success probability p. When Y is a Bernoulli random variable, the
chain rule takes the following form:
H(X,Y ) = h(Pr[Y = 1]) + Pr[Y = 0]H(X|Y = 0) + Pr[Y = 1]H(X|Y = 1).
We call this the Bernoulli chain rule.
Decision trees In this paper we consider the task of revealing a secret element x from Xn by
using Yes/No questions. Such a strategy will be called a decision tree or an algorithm.
A decision tree is a binary tree in which the internal nodes are labeled by subsets of Xn (which
we call questions or queries), each internal node has two outgoing edges labeled Yes (belongs to
the question set) and No (doesn’t belong to the question set), and the leaves are labeled by distinct
elements of Xn. The depth of an element xi in a decision tree T , denoted T (xi), is the number of
edges in the unique path from the root to the unique leaf labeled xi (if any).
Decision trees can be thought of as annotated prefix codes: the code of an element xi is the
concatenation of the labels of the edges leading to it. The mapping can also be used in the other
direction: each binary prefix code of cardinality n corresponds to a unique decision tree over Xn.
Given a set Q ⊆ 2Xn (a set of allowed questions), a decision tree using Q is one in which all
questions belong to Q. A decision tree is valid for a distribution µ if its leaves are labeled by
elements of the support of µ, and each element in the support appears as the label of some leaf.
Given a distribution µ and a decision tree T valid for µ, the cost (or query complexity) of T on µ,
labeled T (µ), is the average number of questions asked on a random element, T (µ) =
∑n
i=1 µiT (xi).
Given a set Q of allowed questions and a distribution µ, the optimal cost of µ with respect to Q,
denoted c(Q, µ), is the minimal cost of a valid decision tree for µ using Q.
Dyadic distributions and Huffman’s algorithm Huffman’s algorithm [16] finds the optimal
cost of an unrestricted decision tree for a given distribution:
Opt(µ) = c(2Xn , µ).
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We call a decision tree with this cost a Huffman tree or an optimal decision tree for µ. More
generally, a decision tree is r-optimal for µ if its cost is at most Opt(µ) + r.
It will be useful to consider this definition from a different point of view. Say that a distribution
is dyadic if the probability of every element is either 0 or of the form 2−d for some integer d. We
can associate with each decision tree T a distribution τ on the leaves of T given by τi = 2
−T (xi).
This gives a correspondence between decision trees and dyadic distributions.
In the language of dyadic distributions, Huffman’s algorithm solves the following optimization
problem:
Opt(µ) = min
τ dyadic
supp(τ)=supp(µ)
n∑
i=1
µi log
1
τi
= min
τ dyadic
supp(τ)=supp(µ)
[H(µ) +D(µ‖τ)] .
In other words, computing Opt(µ) amounts to minimizing D(µ‖τ), and thus to “rounding” µ to a
dyadic distribution. We call τ a Huffman distribution for µ.
The following classical inequality shows that Opt(µ) is very close to the entropy of µ:
H(µ) ≤ Opt(µ) < H(µ) + 1.
The lower bound follows from the non-negativity of the Kullback–Leibler divergence; it is tight
exactly when µ is dyadic. The upper bound from the Shannon–Fano code, which corresponds to
the dyadic sub-distribution τi = 2
−⌈log µi⌉ (in which the probabilities could sum to less than 1).
Redundancy and prolixity We measure the quality of sets of questions by comparing the cost
of decision trees using them to the entropy (the difference is known as redundancy) and to the cost of
optimal decision trees (for the difference we coin the term prolixity). In more detail, the redundancy
of a decision tree T for a distribution µ is T (µ)−H(µ), and its prolixity is T (µ)−Opt(µ).
Given a set of questions Q, the redundancy rH(Q, µ) and prolixity rOpt(Q, µ) of a distribution
µ are the best redundancy and prolixity achievable using questions from Q:
rH(Q, µ) = c(Q, µ) −H(µ),
rOpt(Q, µ) = c(Q, µ) −Opt(µ).
The redundancy of a set of questions Q, denoted rH(Q), is the supremum of rH(Q, µ) over all
distributions µ over Xn. The prolixity r
Opt(Q) of Q is defined similarly. These quantities are
closely related, as the inequality H(µ) ≤ Opt(µ) < H(µ) + 1 implies:
rOpt(Q) ≤ rH(Q) ≤ rOpt(Q) + 1.
A set of questions Q is optimal if rOpt(Q) = 0, and r-optimal if rOpt(Q) ≤ r.
The parameters uH(n, r) and uOpt(n, r) Our main object of study in this paper are the pa-
rameters uH(n, r) and uOpt(n, r). The parameter uH(n, r) is the cardinality of the minimal set of
questions Q ⊆ 2Xn such that rH(Q) ≤ r. Similarly, the parameter uOpt(n, r) is the cardinality of
the minimal set of questions Q such that rOpt(Q) ≤ r. These quantities are closely related:
uOpt(n, r) ≤ uH(n, r) ≤ uOpt(n, r − 1).
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A useful lemma The following simple lemma will be used several times in the rest of the paper.
Lemma 2.1. Let p1 ≥ . . . ≥ pn be a non-increasing list of numbers of the form pi = 2−ai (for
integer ai), and let a ≤ a1 be an integer. If
∑n
i=1 pi ≥ 2−a then for some m we have
∑m
i=1 pi = 2
−a.
If furthermore
∑n
i=1 pi is a multiple of 2
−a then for some ℓ we have
∑n
i=ℓ pi = 2
−a.
Proof. Let m be the maximal index such that
∑m
i=1 pi ≤ 2−a. If m = n then we are done, so
suppose that m < n. Let S =
∑m
i=1 pi. We would like to show that S = 2
−a.
The condition p1 ≤ · · · ≤ pn implies that am+1 ≥ · · · ≥ a1, and so k := 2am+1S =
∑m
i=1 2
am+1−ai
is an integer. By assumption k ≤ 2am+1−a whereas k+1 = 2am+1 ∑m+1i=1 pi > 2am+1−a. Since 2am+1−a
is itself an integer (since am+1 ≥ a1 ≥ a), we conclude that k = 2am+1−a, and so S = 2−a.
To prove the furthermore part, notice that by repeated applications of the of the lemma we can
partition [n] into intervals whose probabilities are 2−a. The last such interval provides the required
index ℓ.
3 Comparisons and equality tests
Let π be a distribution over Xn = {x1, . . . , xn}. A fundamental result in information theory is
that the entropy of a distribution π captures the average number of queries needed to identify a
random x ∼ π. More specifically, every algorithm asks at least H(π) questions in expectation, and
there are algorithms that ask at most H(π) + 1 questions on average (such as Huffman coding and
Shannon–Fano coding). However, these algorithms may potentially use arbitrary questions.
In this section we are interested in the setting where Xn is linearly ordered: x1 ≺ x2 ≺ · · · ≺ xn.
We wish to use questions that are compatible with the ordering. Perhaps the most natural question
in this setting is a comparison query; namely a question of the form “x ≺ xi?”. Gilbert and
Moore [14] showed that there exists an algorithm that uses at most H(π) + 2 comparisons. Is this
tight? Can comparison queries achieve the benchmark of H(π) + 1?
A simple argument shows that their result is tight: let n = 3, and let π be a distribution such
that
π(x1) = ǫ/2, π(x2) = 1− ǫ, π(x3) = ǫ/2,
for some small ǫ. Note that H(π) = O(ǫ log
(
1/ǫ
)
), and therefore any algorithm with redundancy 1
must use the query “x = x2?” as its first question. This is impossible if we only allow comparison
queries (see Lemma 4.2.1 for a more detailed and general argument). In fact, this shows that any
set of questions that achieves redundancy 1 must include all equality queries. So, we need to at least
add all equality queries. Is it enough? Do comparison and equality queries achieve redundancy of
at most 1?
Our main result in this section gives an affirmative answer to this question:
Theorem 3.1. Let Q(n)= = {{xi} : 1 ≤ i ≤ n} and Q(n)≺ = {{x1, . . . , xi} : 1 ≤ i ≤ n − 1}. In
other words, Q(n)= consists of the questions “x = xi?” for i ∈ {1, . . . , n}, and Q(n)≺ consists of the
questions “x ≺ xi?” for i ∈ {2, . . . , n}. (Recall that x is the secret element.)
For all n, rH(Q(n)≺ ∪ Q(n)= ) = 1.
We prove the theorem by modifying the weight-balancing algorithm of Rissanen [27], which uses
only comparison queries and achieves redundancy 2 (as shown by Horibe [15]).
The original weight-balancing algorithm is perhaps the first algorithm that comes to mind: it
asks the most balanced comparison query (the one that splits the distribution into two parts whose
probability is as equal as possible), and recurses according to the answer.
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Our modified algorithm, Algorithm At, first checks whether the probability of the most probable
element xmax exceeds the threshold t. If so, it asks the question “x = xmax?”. Otherwise, it proceeds
as in the weight-balancing algorithm. The choice t = 0.3 results in an algorithm whose redundancy
is at most 1.
While a naive implementation of Algorithm At takes time O(n) to determine the next query,
this can be improved to O(log n), given O(n) preprocessing time. Moreover, the entire strategy can
be computed in time O(n log n). The interested reader can find the complete details in [8].
3.1 Algorithm At
Let π be a distribution over Xn. Let xmax denote the most probable element, and let πmax denote
its probability. Let xmid denote a point xi that minimizes |π({x : x ≺ xi})− 1/2| over i ∈ [n]. We
call xmid the middle
1 of π. Note that the query “x ≺ xmid?” is the most balanced query among all
queries of the form “x ≺ xi?”.
Let A ⊆ {x1, . . . , xn}. We use πA to denote π(A); i.e. the probability of A. Specifically, we use
π≺xi , πxi , π 6=xi to denote πA when A is {x : x ≺ xi}, {x : x  xi}, {x : x 6= xi}. We use π|A to
denote the restriction of π to A; i.e., the distribution derived by conditioning π on A. Specifically,
we use π|≺xi , π|xi , π|6=xi to denote π|A when A is {x : x ≺ xi}, {x : x  xi}, {x : x 6= xi}.
Algorithm At. Given a threshold t ∈ (0, 1), Algorithm At takes as input a distribution π over
Xn and a secret element x, and determines x using only comparison and equality queries, in the
following recursive fashion:
1. If π(xi) = 1 for some element xi, then output xi.
2. If πmax ≥ t then ask whether x = xmax, and either output xmax, or continue with π|6=xmax .
3. If πmax < t, ask whether x ≺ xmid, and continue with either π|≺xmid or π|xmid.
(When recursing on a domain D, we identify D with X|D|.) ⊳
The weight balancing algorithm of Rissanen [27] is the special case t = 1; in this case no equality
queries are needed, and the resulting redundancy is 2, as shown by Horibe [15].
We will show that for a certain range of values of t (for example, t = 0.3), Algorithm At achieves
redundancy at most 1, thus proving Theorem 3.1.
Recall that At(π) is the cost of At on π, and let Rt(π) := At(π)−H(π)−1. It is more convenient
to present the proof in terms of Rt(π) rather than in terms of the redundancy. Our goal, stated in
these terms, is showing that there exists some t for which Rt(π) ≤ 0 for all distributions π.
We next observe two simple properties of the algorithm At. The proof of Theorem 3.1 relies
only on these properties.
The first property is a recursive definition of Rt that is convenient to induct on. See Figure 1
for a pictorial illustration.
Lemma 3.1.1. Let π be a distribution over Xn. Then
Rt(π) =


−1 if πmax = 1,
1− h(πmax)− πmax + (1− πmax)Rt(π|6=xmax) if πmax ∈ [t, 1),
1− h(π≺xmid) + π≺xmidRt(π|≺xmid) + πxmidRt(π|xmid) if πmax ∈ (0, t).
1Note that one of {xmid, xmid−1} is a median.
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1− h(πxmid)
“x ≺ xmid?”
Rt(π|≺xmid)
π≺xmid
Rt(π|xmid)
πxmid
(a) πmax ∈ (0, t)
1− h(π6=xmax)
“x 6= xmax?”
xmax
Rt(π|=xmax) = −1
πmax
Rt(π| 6=xmax)
1− πmax
(b) πmax ∈ [t, 1)
Figure 1: Recursive definition of Rt
Proof. If πmax = 1 then At(π) = 0 and H(π) = 0, so Rt(π) = −1.
If πmax ∈ [t, 1) then
Rt(π) = At(π)−H(π)− 1
=
[
1 + (1− πmax)At(π|6=xmax)
]
−
[
h(πmax) + (1− πmax)H(π|6=xmax)
]
−
[
πmax + (1− πmax)
]
= 1− h(πmax)− πmax + (1− πmax)
[
At(π|6=xmax)−H(π|6=xmax)− 1
]
= 1− h(πmax)− πmax + (1− πmax)Rt(π 6=xmax).
If πmax ∈ (0, t) then
Rt(π) = At(π)−H(π)− 1
=
[
1 + π≺xmidAt(π|≺xmid) + πxmidAt(π|xmid)
]
−
[
h(π≺xmid) + π≺xmidH(π|≺xmid) + πxmidH(π|xmid)
]
−
[
π≺xmid + πxmid
]
= 1− h(π≺xmid) + π≺xmid
[
At(π|≺xmid)−H(π|≺xmid)− 1
]
+ πxmid
[
At(π|xmid)−H(π|xmid)− 1
]
= 1− h(π≺xmid) + π≺xmidRt(π|≺xmid) + πxmidRt(π|xmid).
The second property is that whenever At uses a comparison query (i.e. when πmax < t), then
this question is balanced:
Lemma 3.1.2. Let π be a distribution over Xn. Then π≺xmid, πxmid ∈ [1−πmax2 , 1+πmax2 ].
Proof. By the definition of xmid, it suffices to show that there exists some j with π≺j ∈ [1−πmax2 , 1+πmax2 ].
Indeed, for all j, π≺j+1−π≺j = πj ≤ πmax, and therefore, if j is the maximum element with π≺j < 12
(possibly j = 0), then either π≺j or π≺j+1 are in [
1−πmax
2 ,
1+πmax
2 ].
3.2 Game Gt
We will use the properties described in Lemma 3.1.2 to bound Rt(π). Since this involves quantifying
over all distributions π, it is convenient to introduce a game that simulates At on a distribution
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π. The game involves one player, Alice, who we think of as an adversary that chooses the input
distribution π (in fact, she only chooses πmax), and wins a revenue of Rt(π) (thus, her objective
is to maximize the redundancy). This reduces our goal to showing that Alice’s optimum revenue
is nonpositive. The definition of the game is tailored to the properties stated in Lemma 3.1.1 and
Lemma 3.1.2. We first introduce Gt, and then relate it to the redundancy of At (see Lemma 3.3.1
below).
Game Gt. Let t ≤ 13 , and let f, s : (0, 1]→ R be f(x) := 1− h(x)− x and s(x) := 1− h(x). The
game Gt consists of one player called Alice, whose objective is to maximize her revenue. The game
Gt begins at an initial state p ∈ (0, 1], and proceeds as follows.
1. If p ∈ [t, 1], the game ends with revenue f(p).
2. If p ∈ (0, t), then Alice chooses a state2 p′ ∈ [ 2p1+p , 2p1−p] and recursively plays Gt with initial
state p′. Let r′ denote her revenue in the game that begins at p′. Alice’s final revenue is
s
(
p
p′
)
+
p
p′
· r′. ⊳
Note that given any initial state p and a strategy for Alice, the game Gt always terminates:
indeed, if p = p0, p1, p2, . . . is the sequence of states chosen by Alice, then as long as pi < t, it holds
that pi+1 ≥ 2pi1+pi >
2pi
1+1/3 =
3
2pi (the second inequality is since pi < t ≤ 13). So the sequence of
states grows at an exponential rate, which means that for ℓ = O(log(1/p0)), the state pℓ exceeds
the threshold t and the game terminates.
For p ∈ (0, 1], let rt(p) denote the supremum of Alice’s revenue in Gt when the initial state is
p, the supremum ranging over all possible strategies for Alice.
Our next step is using the game Gt to prove Theorem 3.1: We will show that t = 0.3 satisfies:
(i) rt(p) ≤ 0 for all p ∈ (0, 1], and
(ii) Rt(π) ≤ rt(πmax) for all π.
Note that (i) and (ii) imply Theorem 3.1. Before establishing (i) and (ii), we state and prove three
simple lemmas regarding Gt that are useful to this end.
The first lemma will be used in the proof of Lemma 3.3.1, which shows that if rt(p) ≤ 0 for all
p ∈ (0, 1], then Rt(π) ≤ rt(πmax). Its proof follows directly from the definition of rt.
Lemma 3.2.1. For all p < t and all p′ ∈ [ 2p1+p , 2p1−p]:
rt(p) ≥ s
(
p
p′
)
+
p
p′
· rt(p′).
The next two lemmas will be used in the proof of Lemma 3.3.2, which shows that rt(p) ≤ 0 for
all p ∈ (0, 1] when t = 0.3. The first one gives a tighter estimate on the growth of the sequence of
states:
Lemma 3.2.2. Let p0, p1, . . . , pk be the sequence of states chosen by Alice. For every i ≤ k − 1:
pk−1−i <
t
2i(1− t) + t .
2Note that p′ ∈ (0, 1], since p < t ≤ 1
3
implies that
[
2p
1+p
, 2p
1−p
]
⊆ (0, 1].
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Proof. We prove the bound by induction on i. The case i = 0 follows from pk−1 being a non-final
state, and therefore pk−1 < t as required. Assume now that i > 0. By the definition of Gt it follows
that pk−1−(i−1) ∈
[ 2pk−1−i
1+pk−1−i
,
2pk−1−i
1−pk−1−i
]
, which implies that pk−1−i ∈
[ pk−1−(i−1)
2+pk−1−(i−1)
,
pk−1−(i−1)
2−pk−1−(i−1)
]
.
Therefore,
pk−1−i ≤
pk−1−(i−1)
2− pk−1−(i−1)
<
t/
(
2i−1(1− t) + t)
2− t/(2i−1(1− t) + t) (by induction hypothesis on i− 1)
=
t
2i(1− t) + t .
The second lemma gives a somewhat more explicit form of the revenue of Gt:
Lemma 3.2.3. Let p0, p1, . . . , pk be the sequence of states chosen by Alice. Let r(p0, . . . , pk) denote
the revenue obtained by choosing these states. Then
r(p0, . . . , pk) =
k−1∑
i=0
p0
pi
s
(
pi
pi+1
)
+
p0
pk
f(pk).
Proof. We prove the formula by induction on k. If k = 0 then pk ≥ t and r(pk) = f(pk) = p0pk f(pk).
When k ≥ 1:
r(p0, . . . , pk) = s
(
p0
p1
)
+
p0
p1
· r(p1, . . . , pk) (by definition of Gt)
=
p0
p0
s
(
p0
p1
)
+
p0
p1
·
(k−1∑
i=1
p1
pi
s
(
pi
pi+1
)
+
p1
pk
f(pk)
)
(by induction hypothesis)
=
k−1∑
i=0
p0
pi
s
(
pi
pi+1
)
+
p0
pk
f(pk).
3.3 Relating At to Gt
Next, we relate the revenue in Gt to the redundancy of At by linking rt and Rt. We first reduce
the Theorem 3.1 to showing that there exists some t ∈ (0, 1] such that rt(p) ≤ 0 for all p ∈ (0, 1]
(Lemma 3.3.1), and then show that t = 0.3 satisfies this condition (Lemma 3.3.2).
Lemma 3.3.1. Let t be such that rt(p) ≤ 0 for all p ∈ (0, 1]. For every distribution π,
Rt(π) ≤ rt(πmax).
In particular, such t satisfies Rt(π) ≤ 0 for all π.
Proof. We proceed by induction on the size of supp(π) = {xi : π(xi) 6= 0}. If
∣∣supp(π)∣∣ = 1 then
πmax = 1, and therefore Rt(π) = −1, rt(πmax) = 0, and indeed Rt(π) ≤ rt(πmax). Assume now
that
∣∣supp(π)∣∣ = k > 1. Since k > 1, it follows that πmax < 1. There are two cases, according to
whether πmax ∈ (0, t) or πmax ∈ [t, 1).
If πmax ∈ (0, t) then At asks whether x ≺ xmid, and continues accordingly with π|≺xmid or
π|xmid. Let σ := π|≺xmid and τ := π|xmid . By Lemma 3.1.1:
Rt(π) = 1− h(π≺xmid) + π≺xmidRt(σ) + πxmidRt(τ) (since πmax ∈ (0, t))
≤ 1− h(π≺xmid) + π≺xmidrt(σmax) + πxmidrt(τmax) (by induction hypothesis)
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Without loss of generality, assume that xmax ≺ xmid. Therefore σmax = πmax/π≺xmid, and by
Lemma 3.1.2:
σmax ∈
[
2πmax
1 + πmax
,
2πmax
1− πmax
]
. (1)
Thus,
Rt(π) ≤ 1− h(π≺xmid) + π≺xmidrt(σmax) (since rt(τmax) ≤ 0)
= 1− h
(
πmax
σmax
)
+
πmax
σmax
rt(σmax) (σmax =
πmax
π≺xmid
)
= s
(
πmax
σmax
)
+
πmax
σmax
rt(σmax) (by definition of s)
≤ rt(πmax). (by (1) and Lemma 3.2.1)
The analysis when πmax ∈ [t, 1) is very similar. In this case At asks whether x = xmax, and
continues with π|6=xmax if x 6= xmax. Let σ := π|≤xmax . By Lemma 3.1.1,
Rt(π) = 1− h(πmax)− πmax + (1− πmax)Rt(σ) (since πmax ∈ (t, 1))
≤ 1− h(πmax)− πmax + (1− πmax)rt(σmax) (by induction hypothesis)
≤ 1− h(πmax)− πmax (since rt(σmax) ≤ 0)
= f(πmax) (by definition of f)
= rt(πmax). (by definition of rt, since πmax ≥ t)
The following lemma shows that t = 0.3 satisfies rt(p) ≤ 0 for all p ∈ (0, 1], completing the
proof of Theorem 3.1. It uses some technical results, proved below in Lemma 3.3.3.
Lemma 3.3.2. Let t = 0.3. Then rt(p) ≤ 0 for all p ∈ (0, 1].
Proof. Let p ∈ (0, 1]. We consider two cases: (i) p ≥ t, and (ii) p < t. In each case we derive a
constraint on t that suffices for ensuring that rt(p) ≤ 0, and conclude the proof by showing that
t = 0.3 satisfies both constraints.
Consider the case t ≤ p. Here rt(p) = f(p) = 1 − h(p) − p, and calculation shows that f(p) is
non-positive on [0.23, 1]; therefore, rt(p) ≤ 0 for all p ≥ t, as long as t ≥ 0.23.
Consider the case p < t. Here, we are not aware of an explicit formula for rt(p); instead, we
derive the following upper bound, for all p < t:
rt(p)
p
≤
∞∑
n=0
S
(
t
2n(1− t) + t
)
+max
(
F (t), F
( 2t
1− t
))
, (2)
where
S(x) =
s
(
1 + x
2
)
x
, F (x) =
f(x)
x
.
With (2) in hand we are done: indeed, calculation shows that the right hand side of (2) is non-
positive in some neighborhood of 0.3 (e.g. it is −0.0312 when t = 0.3, it is −0.0899 when t = 0.294);
thus, as these values of t also satisfy the constraint from (i), this finishes the proof.
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It remains to prove (2). Let p = p0, p1, p2, . . . , pk be a sequence of states chosen by Alice. It
suffices to show that r(p0,...,pk)p0 ≤
∑∞
n=0 S
(
t
2n(1−t)+t
)
+max
(
F (t), F
(
2t
1−t
))
. By Lemma 3.2.3:
r(p0, . . . , pk) =
k−1∑
i=0
p0
pi
s
(
pi
pi+1
)
+
p0
pk
f(pk)
≤
k−1∑
i=0
p0
pi
s
(
1 + pi
2
)
+
p0
pk
f(pk)
= p0
(k−1∑
i=0
S(pi) + F (pk)
)
,
where in the second line we used that pipi+1 ∈ [
1−pi
2 ,
1+pi
2 ], and the fact that s(x) = 1 − h(x) is
symmetric around x = 0.5 and increases with |x− 0.5|. Therefore,
r(p0, . . . , pk)
p0
≤
k−1∑
i=0
S(pi) + F (pk)
≤
k−1∑
i=0
S
(
t
2i(1− t) + t
)
+ F (pk)
≤
∞∑
i=0
S
(
t
2i(1− t) + t
)
+max
(
F (t), F
( 2t
1− t
))
,
where in the second last inequality we used that pk−1−i <
t
2i(1−t)+t
(Lemma 3.2.2) and that S(x)
is monotone (Lemma 3.3.3 below), and in the last inequality we used that pk ∈ [t, 2t1−t) and that
F (x) is convex (Lemma 3.3.3 below).
The following technical lemma completes the proof of Lemma 3.3.2.
Lemma 3.3.3. The function S(x) =
1−h( 1+x
2
)
x is monotone, and the function F (x) =
1−h(x)−x
x is
convex.
Proof. The function h(1−x2 ) is equal to its Maclaurin series for x ∈ (−1,+1):
h
(1 + x
2
)
= 1−
∞∑
k=1
log2 e
2k(2k − 1) · x
2k.
Therefore,
S(x) =
∞∑
k=1
log2 e
2k(2k − 1) · x
2k−1,
and
F (x) =
( ∞∑
k=1
log2 e
2k(2k − 1) ·
(1− 2x)2k
x
)
− 1.
Now, each of the functions x2k−1 is monotone, and each of the functions (1−2x)
2k
x is convex on
(0,∞): its second derivative is
2(1− 2x)2k−2(1 + 4(k − 1)x+ 4(k − 1)(2k − 1)x2)
x3
> 0.
Therefore, S(x) is monotone as a non-negative combination of monotone functions, and F (x) is
convex as a non-negative combination of convex functions.
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4 Information theoretical benchmark — Shannon’s entropy
In this section we study the minimum number of questions that achieve redundancy of at most r,
for a fixed r ≥ 1. Note that r = 1 is the optimal redundancy: the distribution π on X2 given by
π1 = 1− ǫ, π2 = ǫ has redundancy 1− O˜(ǫ) (that is, 1−O(ǫ log(1/ǫ)) even without restricting the
set of allowed questions.
In the previous section we have shown that the optimal redundancy of r = 1 can be achieved
with just 2n comparison and equality queries (in fact, as we show below, there are only 2n − 3
of these queries). It is natural to ask how small the number of questions can be if we allow for a
larger r. Note that at least log n questions are necessary to achieve any finite redundancy. Indeed,
a smaller set of questions is not capable of specifying all elements even if all questions are being
asked.
The main result of this section is that the minimum number of questions that are sufficient for
achieving redundancy r is roughly r · n1/⌊r⌋:
Theorem 4.1. For every r ≥ 1 and n ∈ N,
1
e
⌊r⌋n1/⌊r⌋ ≤ uH(n, r) ≤ 2⌊r⌋n1/⌊r⌋.
In particular, uH(n, r) = Θ
(⌊r⌋n1/⌊r⌋).
4.1 Upper bound
The upper bound in Theorem 4.1 is based on the following corollary of Theorem 3.1:
Theorem 4.1.1. Let Y be a linearly ordered set, and let Z = Y k (we don’t think of Z as ordered).
For any distribution π on Z there is an algorithm that uses only questions of the form (i)
“~xi ≺ y?” and (ii) “~xi = y?”, where i ∈ [k] and y ∈ Y , whose cost is at most H(π) + k.
Proof. Let Z1Z2 . . . Zk ∼ π. Consider the algorithm which determines Z1, . . . , Zk in order, where
Zi is determined by applying the algorithm from Theorem 3.1 on “Zi|Z1 . . . Zi−1”, which is the
conditional distribution of Zi given the known values of Z1, . . . , Zi−1. The expected number of
queries is at most(
H(Z1) + 1
)
+
(
H(Z2|Z1) + 1
)
+ · · ·+ (H(Zk|Z1 . . . Zk−1) + 1) = H(Z1 . . . Zk) + k,
using the chain rule.
We use this theorem to construct a set of questions of size at most 2⌊r⌋n1/⌊r⌋ that achieves
redundancy r for any distribution over Xn.
Note that n ≤
(⌈
n1/⌊r⌋
⌉)⌊r⌋
. Therefore every element x ∈ Xn can be represented by a vector
~x ∈ {1, . . . , ⌈n1/⌊r⌋⌉}⌊r⌋. Let Q be the set containing all questions of the form (i) “~xi = y?” and
(ii) “~xi ≺ y?”. By Theorem 4.1.1, r(Q) = ⌊r⌋.
The following questions from Q are redundant, and can be removed from Q without increasing
its redundancy: (i) “~xi ≺ 1?” (corresponds to the empty set and therefore provides no information),
(ii) “~xi ≺ 2?” (equivalent to the question “~xi = 1?”), and (iii) “~xi ≺ ⌈n1/⌊r⌋⌉?” (equivalent to the
question “~xi = ⌈n1/⌊r⌋⌉?”). The number of remaining questions is
⌊r⌋ ·
(
2
⌈
n1/⌊r⌋
⌉− 3) ≤ 2⌊r⌋ · (n1/⌊r⌋).
This proves the upper bound in Theorem 4.1.
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4.2 Lower bound
The crux of the proof of the lower bound in Theorem 4.1 is that if Q is a set of questions whose
redundancy is at most r then every x ∈ Xn can be identified by at most ⌊r⌋ questions from Q.
We say that the questions q1, . . . , qT identify x if for every y 6= x there is some i ≤ T such
that qi(x) 6= qi(y). Define t(n, r) to be the minimum cardinality of a set Q of questions such that
every x ∈ X has at most r questions in Q that identify it. The quantity t(n, r) can be thought of
as a non-deterministic version of u(n, r): it is the minimal size of a set of questions so that every
element can be “verified” using at most r questions.
The lower bound on u(n, r) follows from Lemma 4.2.1 and Lemma 4.2.2 below.
Lemma 4.2.1. For all n, r, u(n, r) ≥ t(n, ⌊r⌋).
Proof. It suffices to show that for every set of questions Q with redundancy at most r, every x ∈ X
has at most ⌊r⌋ questions in Q that identify it.
Consider the distribution π given by π(x) = 1 − ǫ and π(y) = ǫ/(n − 1) for y 6= x. Thus
H(π) = O˜(ǫ). Consider an algorithm for π with redundancy r that uses only questions from Q.
Let T be the number of questions it uses to find x. The cost of the algorithm is at least (1− ǫ)T ,
and so (1 − ǫ)T ≤ H(π) + r = O˜(ǫ) + r, implying T ≤ O˜(ǫ) + (1 + ǫ1−ǫ)r. For small enough ǫ > 0,
the right-hand side is smaller than ⌊r⌋+ 1, and so T ≤ ⌊r⌋.
Lemma 4.2.1 says that in order to lower bound u(n, r), it suffices to lower bound t(n, ⌊r⌋), which
is easier to handle. For example, the following straightforward argument shows that t(n,R) ≥
1
2eRn
1/R, for every R,n ∈ N. Assume Q is a set of questions of size u(n,R) so that every x is
identified by at most R questions. This implies an encoding (i.e. a one-to-one mapping) of x ∈ Xn
by the R questions identifying it, and by the bits indicating whether x satisfies each of these
questions. Therefore
n ≤
( |Q|
≤ R
)
2R ≤
(2e|Q|
R
)R
,
where in the last inequality we used that
(m
≤k
) ≤ ( emk )k for all m,k. This implies that t(n, ⌊r⌋) ≥
1
2e⌊r⌋n1/⌊r⌋. The constant 12e in front of ⌊r⌋n1/⌊r⌋ can be increased to 1e , using an algebraic argument:
Lemma 4.2.2. For all n,R ∈ N:
t(n,R) ≥ 1
e
R · n1/R.
Proof. We use the so-called polynomial method. Let Q be a set of questions such that each x ∈ X
can be identified by at most R queries. For each x ∈ X, let ux be the |Q|-dimensional vector
ux =
(
q1(x), . . . , q|Q|(x)
)
, and let U = {ux : x ∈ X} ⊆ {0, 1}|Q|. We will show that every function
F : U → F2 can be represented as a multilinear polynomial of degree at most R in |Q| variables.
Since the dimension over F2 of all such functions is n, whereas the dimension of the space of all
multilinear polynomials of degree at most R is
(|Q|
≤R
)
, the bound follows:
n ≤
( |Q|
≤ R
)
≤
(e|Q|
R
)R
=⇒ n ≥ 1
e
R · n1/R.
It is enough to show that for any ux ∈ U , the corresponding “delta function” δx : U → F2,
defined as δx(ux) = 1 and δx(v) = 0 for ux 6= v ∈ U , can be represented as a polynomial of degree
at most d. Suppose that qi1 , . . . , qiT are T ≤ R questions that identify x. Consider the polynomial
P (y1, . . . , y|Q|) = (yi1 − qi1(x) + 1) · · · (yir − qir(x) + 1).
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Clearly P (ux) = 1. On the other hand, if P (uy) = 1 then qij(y) = qij(x) for all j, showing that
y = x. So P = δx, completing the proof.
Our proof of the lower bound in Theorem 4.1 is based on t(n,R), which is the minimum
cardinality of a set of queries such that each element can be identified by at most R questions. This
quantity is closely related to witness codes [22, 6]; see [8] for more details.
5 Combinatorial benchmark — Huffman codes
Section 3 shows that the optimal redundancy, namely 1, can be achieved using only O(n) questions.
However, it is natural to ask for an instance-optimal algorithm? That is, we are looking for a set of
questions which matches the performance of minimum redundancy codes such as Huffman codes.
Let us repeat the definition of an optimal set of questions that is central in this section.
Definition 5.1. A set Q of subsets of Xn is an optimal set of questions over Xn if for all distribu-
tions µ on Xn,
c(Q, µ) = Opt(µ).
Using the above definition, uOpt(n, 0) is equal to the minimal size of an optimal set of questions
over Xn. Perhaps surprisingly, the trivial upper bound of 2
n−1 on uOpt(n, 0) can be exponentially
improved:
Theorem 5.2. We have
uOpt(n, 0) ≤ 1.25n+o(n).
We prove a similar lower bound, which is almost tight for infinitely many n:
Theorem 5.3. For n of the form n = 5 · 2m,
uOpt(n, 0) ≥ 1.25n/O(√n).
For all n,
uOpt(n, 0) ≥ 1.232n/O(√n).
Corollary 5.4. We have
lim sup
n→∞
log uOpt(n, 0)
n
= log 1.25.
Unfortunately, the construction in Theorem 5.2 is not explicit. A different construction, which
uses O(
√
2
n
) questions, is not only explicit, but can also be implemented efficiently:
Theorem 5.5. Consider the set of questions
Q = {A ⊆ Xn : A ⊆ X⌈n/2⌉ or A ⊇ X⌈n/2⌉}.
The set Q consists of 2⌈n/2⌉ + 2⌊n/2⌋ questions and satisfies the following properties:
1. There is an indexing scheme Q = {Qq : q ∈ {0, 1}⌈n/2⌉+1} such that given an index q and an
element xi ∈ Xn, we can decide whether xi ∈ Qq in time O(n).
2. Given a distribution π, we can construct an optimal decision tree for π using Q in time O(n2).
3. Given a distribution π, we can implement an optimal decision tree for π in an online fashion
in time O(n) per question, after O(n log n) preprocessing.
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Section organization. Section 5.1 shows that a set of questions is optimal if and only if it is a
dyadic hitter, that is, contains a question splitting every non-constant dyadic distribution into two
equal halves. Section 5.2 discusses a relation to hitting sets for maximal antichains, and proves
Theorem 5.5. Section 5.3 shows that the optimal size of a dyadic hitter is controlled by the minimum
value of another parameter, the maximum relative density. We upper bound the minimum value in
Section 5.4, thus proving Theorem 5.3, and lower bound it in Section 5.5, thus proving Theorem 5.2.
5.1 Reduction to dyadic hitters
The purpose of this subsection is to give a convenient combinatorial characterization of optimal
sets of questions. Before presenting this characterization, we show that in this context it suffices
to look at dyadic distributions.
Lemma 5.1.1. A set Q of questions over Xn is optimal if and only if c(Q, µ) = Opt(µ) for all
dyadic distributions µ.
Proof. Suppose that Q is optimal for all dyadic distributions, and let π be an arbitrary distribution
over Xn. Let µ be a dyadic distribution such that
Opt(π) =
n∑
i=1
πi log
1
µi
.
By assumption, Q is optimal for µ. Let T be an optimal decision tree for µ using questions from Q
only, and let τ be the corresponding dyadic distribution, given by τi = 2
−T (xi) (recall that T (xi) is
the depth of xi). Since τ minimizes T (µ) = H(µ) +D(µ‖τ) over dyadic distributions, necessarily
τ = µ. Thus
T (π) =
n∑
i=1
πi log
1
τi
=
n∑
i=1
πi log
1
µi
= Opt(π),
showing that Q is optimal for µ.
Given a dyadic distribution µ on Xn, we will be particularly interested in the collection of
subsets of Xn that have probability exactly half under µ.
Definition 5.1.2 (Dyadic hitters). Let µ be a non-constant dyadic distribution. A set A ⊆ Xn
splits µ if µ(A) = 1/2. We denote the collection of all sets splitting µ by Spl(µ). We call a set of
the form Spl(µ) a dyadic set.
We call a set of questions Q a dyadic hitter in Xn if it intersects Spl(µ) for all non-constant
dyadic distributions µ. (Lemma 2.1 implies that Spl(µ) is always non-empty.)
A dyadic hitter is precisely the object we are interested in:
Lemma 5.1.3. A set Q of subsets of Xn is an optimal set of questions if and only if it is a dyadic
hitter in Xn.
Proof. Let Q be a dyadic hitter in Xn. We prove by induction on 1 ≤ m ≤ n that for a dyadic
distribution µ on Xn with support size m, c(Q, µ) = H(µ). Since Opt(µ) = H(µ), Lemma 5.1.1
implies that Q is an optimal set of questions.
The base case, m = 1, is trivial. Suppose therefore that µ is a dyadic distribution whose
support has size m > 1. In particular, µ is not constant, and so Q contains some set S ∈ Spl(µ).
Let α = µ|S and β = µ|S , and note that α, β are both dyadic. The induction hypothesis shows
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that c(Q, α) = H(α) and c(Q, β) = H(β). A decision tree which first queries S and then uses the
implied algorithms for α and β has cost
1 +
1
2
H(α) +
1
2
H(β) = h(µ(S)) + µ(S)H(µ|S) + µ(S)H(µ|S) = H(µ),
using the Bernoulli chain rule; here µ|S is the restriction of µ to the elements in S.
Conversely, suppose thatQ is not a dyadic hitter, and let µ be a non-constant dyadic distribution
such that Spl(µ) is disjoint from Q. Let T be any decision tree for µ using Q, and let S be its first
question. The cost of T is at least
1 + µ(S)H(µ|S) + µ(S)H(µ|S) > h(µ(S)) + µ(S)H(µ|S) + µ(S)H(µ|S) = H(µ),
since µ(S) 6= 12 . Thus c(Q, µ) > Opt(µ), and so Q is not an optimal set of questions.
5.2 Dyadic sets as antichains
There is a surprising connection between dyadic hitters and hitting sets for maximal antichains.
We start by defining the latter:
Definition 5.2.1. A fibre in Xn is a subset of 2
Xn which intersects every maximal antichain in
Xn.
Fibres were defined by Lonc and Rival [20], who also gave a simple construction, via cones:
Definition 5.2.2. The cone C(S) of a set S consists of all subsets and all supersets of S.
Any cone C(S) intersects any maximal antichain A, since otherwise A∪{S} is also an antichain.
By choosing S of size ⌊n/2⌋, we obtain a fibre of size 2⌊n/2⌋ + 2⌈n/2⌉ − 1 = Θ(2n/2). Our goal now
is to show that every fibre is a dyadic hitter:
Theorem 5.2.3. every fibre is a dyadic hitter.
This shows that every cone is a dyadic hitter, and allows us to give a simple algorithm for
constructing an optimal decision tree using any cone.
We start with a simple technical lemma which will also be used in Section 5.4:
Definition 5.2.4. Let µ be a dyadic distribution over Xn. The tail of µ is the largest set of
elements T ⊆ Xn such that for some a ≥ 1,
(i) The elements in T have probabilities 2−a−1, 2−a−2, . . . , 2−a−(|T |−1), 2−a−(|T |−1).
(ii) Every element not in T has probability at least 2−a.
Lemma 5.2.5. Suppose that µ is a non-constant dyadic distribution with non-empty tail T . Every
set in Spl(µ) either contains T or is disjoint from T .
Proof. The proof is by induction on |T |. If |T | = 2 then there exist an integer a ≥ 1 and two
elements, without loss of generality x1, x2, of probability 2
−a−1, such that all other elements have
probability at least 2−a. Suppose that S ∈ Spl(µ) contains exactly one of x1, x2. Then
2a−1 =
∑
xi∈S
2aµ(xi) =
∑
xi∈S\{x1,x2}
2aµ(xi) +
1
2
.
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However, the left-hand side is an integer while the right-hand side is not. We conclude that S must
contain either both of x1, x2 or none of them.
For the induction step, let the elements in the tail T of µ have probabilities 2−a−1, 2−a−2, . . . ,
2−a−(|T |−1), 2−a−(|T |−1). Without loss of generality, suppose that xn−1, xn are the elements whose
probability is 2−a−(|T |−1). The same argument as before shows that every dyadic set in Spl(µ) must
contain either both of xn−1, xn or neither. Form a new dyadic distribution ν on Xn−1 by merging
the elements xn−1, xn into xn−1, and note that Spl(µ) can be obtained from Spl(ν) by replacing
xn−1 with xn−1, xn. The distribution ν has tail T
′ = T \ {xn}, and so by induction, every set in
Spl(ν) either contains T ′ or is disjoint from T ′. This implies that every set in Spl(µ) either contains
T or is disjoint from T .
The first step in proving Theorem 5.2.3 is a reduction to dyadic distributions having full support:
Lemma 5.2.6. A set of questions is a dyadic hitter in Xn if and only if it intersects Spl(µ) for all
non-constant full-support dyadic distributions µ on Xn.
Proof. A dyadic hitter clearly intersects Spl(µ) for all non-constant full-support dyadic distribu-
tions on Xn. For the other direction, suppose that Q is a set of questions that intersects Spl(µ) for
every non-constant full-support dyadic distribution µ. Let ν be a non-constant dyadic distribution
on Xn which doesn’t have full support. Let xmin be an element in the support of ν with mini-
mal probability, which we denote νmin. Arrange the elements in supp(ν) in some arbitrary order
xi1 , . . . , xim . Consider the distribution µ given by:
• µ(xi) = ν(xi) if xi ∈ supp(µ) and xi 6= xmin.
• µ(xmin) = νmin/2.
• µ(xij ) = νmin/2j+1 for j < m.
• µ(xim) = νmin/2m.
In short, we have replaced ν(xmin) = νmin with a tail xmin, xi1 , . . . , xim of the same total probability.
It is not hard to check that µ is a non-constant dyadic distribution having full support on Xn.
We complete the proof by showing that Q intersects Spl(ν). By assumption, Q intersects Spl(µ),
say at a set S. Lemma 5.2.5 shows that S either contains all of {xmin} ∪ supp(ν), or none of these
elements. In both cases, ν(S) = µ(S) = 1/2, and so Q intersects Spl(ν).
We complete the proof of Theorem 5.2.3 by showing that dyadic sets corresponding to full-
support distributions are maximal antichains:
Lemma 5.2.7. Let µ be a non-constant dyadic distribution over Xn with full support, and let
D = Spl(µ). Then D is a maximal antichain which is closed under complementation (i.e. A ∈
D =⇒ X \ A ∈ D).
Proof. (i) That D is closed under complementation follows since if A ∈ D then µ(X \ A) =
1− µ(A) = 1/2.
(ii) That D is an antichain follows since if A strictly contains B then µ(A) > µ(B) (because µ
has full support).
(iii) It remains to show that D is maximal. By (i) it suffices to show that every B with
µ(B) > 1/2 contains some A ∈ D. This follows from applying Lemma 2.1 on the probabilities of
the elements in B.
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Cones allow us to prove Theorem 5.5:
Proof of Theorem 5.5. Let S = {x1, . . . , x⌊n/2⌋}. The set of questions Q is the cone C(S), whose
size is 2⌊n/2⌋ + 2⌈n/2⌉ − 1 < 2⌈n/2⌉+1.
An efficient indexing scheme for Q divides the index into a bit b, signifying whether the set is a
subset of S or a superset of S, and ⌊n/2⌋ bits (in the first case) or ⌈n/2⌉ bits (in the second case)
for specifying the subset or superset.
To prove the other two parts, we first solve an easier question. Suppose that µ is a non-constant
dyadic distribution whose sorted order is known. We show how to find a set in Spl(µ) ∩Q in time
O(n). If µ(S) = 1/2 then S ∈ Spl(µ). If µ(S) > 1/2, go over the elements in S in non-decreasing
order. According to Lemma 2.1, some prefix will sum to 1/2 exactly. If µ(S) < 1/2, we do the
same with S, and then complement the result.
Suppose now that π is a non-constant distribution. We can find a Huffman distribution µ for
π and compute the sorted order of π in time O(n log n). The second and third part now follow as
in the proof of Lemma 5.1.3.
5.3 Reduction to maximum relative density
Our lower bound on the size of a dyadic hitter, proved in the following subsection, will be along
the following lines. For appropriate values of n, we describe a dyadic distribution µ, all of whose
splitters have a certain size i or n− i. Moreover, only a ρ fraction of sets of size i split µ. We then
consider all possible permutations of µ. Each set of size i splits a ρ fraction of these, and so any
dyadic hitter must contain at least 1/ρ sets.
This lower bound argument prompts the definition of maximum relative density (MRD), which
corresponds to the parameter ρ above; in the general case we will also need to optimize over i. We
think of the MRD as a property of dyadic sets rather than dyadic distributions; indeed, the concept
of MRD makes sense for any collection of subsets of Xn. If a dyadic set has MRD ρ then any dyadic
hitter must contain at least 1/ρ questions, due to the argument outlined above. Conversely, using
the probabilistic method we will show that roughly 1/ρmin(n) questions suffice, where ρmin(n) is
the minimum MRD of a dyadic set on Xn.
Definition 5.3.1 (Maximum relative density). Let D be a collection of subsets of Xn. For 0 ≤
i ≤ n, let
ρi(D) :=
∣∣∣{S ∈ D : |S| = i}∣∣∣(
n
i
) .
We define the maximum relative density (MRD) of D, denoted ρ(D), as
ρ(D) := max
i∈{1,...,n−1}
ρi(D).
We define ρmin(n) to be the minimum of ρ(D) over all dyadic sets. That is, ρmin(n) is the
smallest possible maximum relative density of a set of the form Spl(µ).
The following theorem shows that uOpt(n, 0) is controlled by ρmin(n), up to polynomial factors.
Theorem 5.3.1. Fix an integer n, and denote M := 1ρmin(n) . Then
M ≤ uOpt(n, 0) ≤ n2 log n ·M.
Proof. Note first that according to Lemma 5.1.3, uOpt(n, 0) is equal to the minimal size of a dyadic
hitter in Xn, and thus it suffices to lower- and upper-bound this size.
Let σ be a uniformly random permutation on Xn. If S is any set of size i then σ
−1(S) is a
uniformly random set of size i, and so
ρi(D) = Pr
σ∈Sym(Xn)
[σ−1(S) ∈ D] = Pr
σ∈Sym(Xn)
[S ∈ σ(D)].
(Here Sym(Xn) is the group of permutations of Xn.)
Fix a dyadic set D on Xn with ρ(D) = ρmin(n). The formula for ρi(D) implies that for any
subset S of Xn (of any size),
Pr
σ∈Sym(Xn)
[S ∈ σ(D)] ≤ ρmin(n).
Let Q be a collection of subsets of Xn with |Q| < M . A union bound shows that
Pr
σ∈Sym(Xn)
[Q ∩ σ(D) 6= ∅] ≤ |Q|ρmin(n) < 1.
Thus, there exists a permutation σ such that Q ∩ σ(D) = ∅. Since σ(D) is also a dyadic set, this
shows that Q is not a dyadic hitter. We deduce that any dyadic hitter must contain at least M
questions.
For the upper bound on uOpt(n, 0), construct a set of subsets Q containing, for each i ∈
{1, . . . , n − 1}, Mn log n uniformly chosen sets S ⊆ Xn of size i. We show that with positive
probability, Q is a dyadic hitter.
Fix any dyadic set D, and let i ∈ {1, . . . , n − 1} be such that ρi(D) = ρ(D) ≥ ρmin(n). The
probability that a random set of size i doesn’t belong to D is at most 1 − ρ(D) ≤ 1 − ρmin(n).
Therefore the probability that Q is disjoint from D is at most
(1− ρmin(n))Mn logn ≤ e−ρmin(n)Mn logn = e−n logn < n−n.
As we show below in Claim 5.3.2, there are at most nn non-constant dyadic distributions, and so
a union bound implies that with positive probability, Q is indeed a dyadic hitter.
In order to complete the proof of Theorem 5.3.1, we bound the number of non-constant dyadic
distributions:
Claim 5.3.2. There are at most nn non-constant dyadic distributions on Xn.
Proof. Recall that dyadic distributions correspond to decision trees in which an element of proba-
bility 2−ℓ is a leaf at depth ℓ. Clearly the maximal depth of a leaf is n−1, and so the probability of
each element in a non-constant dyadic distribution is one of the n values 0, 2−1, . . . , 2−(n−1). The
claim immediately follows.
Krenn and Wagner [19] showed that the number of full-support dyadic distributions on Xn
is asymptotic to αγn−1n!, where α ≈ 0.296 and γ ≈ 1.193, implying that the number of dyadic
distributions on Xn is asymptotic to αe
1/γγn−1n!. Boyd [4] showed that the number of monotone
full-support dyadic distributions on Xn is asymptotic to βλ
n, where β ≈ 0.142 and λ ≈ 1.794,
implying that the number of monotone dyadic distributions on Xn is asymptotic to β(1 + λ)
n.
The proof of Theorem 5.3.1 made use of two properties of dyadic sets:
1. Any permutation of a dyadic set is a dyadic set.
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2. There are en
O(1)
dyadic sets.
If F is any collection of subsets of 2Xn satisfying the first property then the proof of Theorem 5.3.1
generalizes to show that the minimal size U of a hitting set for F satisfies
M ≤ U ≤Mn log |F|, where M = 1
minD∈F ρ(D)
.
5.4 Upper bounding ρmin(n)
Theorem 5.3 will ultimately follow from the following lemma, by way of Theorem 5.3.1:
Lemma 5.4.1. Fix 0 < β ≤ 1/2. There exists an infinite sequence of positive integers n (namely,
those of the form ⌊ 2a2β ⌋ for integer a) such that some dyadic set D in Xn satisfies ρ(D) ≤ O(
√
n)2−(h(β)−2β)n.
Proof. We prove the lemma under the simplifying assumption that 1/β is an integer (our most
important application of the lemma has β := 1/5). Extending the argument for general β is
straightforward and left to the reader.
Let n be an integer of the form 2
a
2β , for a positive integer a. Note that for n of this form,
βn = 2a−1 is a power of two. Let t = βn, and construct a dyadic distribution µ on Xn as follows:
1. For i ∈ [2t− 1], µ(xi) = 2−a = 12t .
2. For i ∈ [n− 1] \ [2t− 1], µ(xi) = µ(xi−1)/2 = 2−(a+i−2t+1).
3. µ(xn) = µ(xn−1).
The corresponding decision tree is obtained by taking a complete binary tree of depth a and
replacing one of the leaves by a “path” of length n − 2a; see Figure 2. Alternatively, in the
terminology of Definition 5.2.4 we form µ by taking the uniform distribution on X2t and replacing
x2t with a tail on x2t, . . . , xn.
We claim that D := Spl(µ) contains only two types of sets:
1. Subsets of size t of X2t−1.
2. Subsets of size n− t containing t− 1 elements of X2t−1 and all the elements x2t, . . . , xn.
It is immediate that any such set S is in D. On the other hand, Lemma 5.2.5 shows that every set
S ∈ D either contains the tail x2t, . . . , xn or is disjoint from it. If S is disjoint from the tail then it
must be of the first form, and if S contains the tail then it must be of the second form.
Using the estimate
( n
βn
) ≥ 2h(β)n/O(√n) (see for example [31]), we see that
ρt(D) = ρn−t(D) =
(2t−1
t
)(
n
t
) ≤ 22t( n
βn
) ≤ O(√n) 22t
2h(β)n
= O(
√
n)2(2β−h(β))n.
For i ∈ {1, . . . , n− 1} \ {t, n− t} we have ρi(D) = 0. Thus indeed
ρ(D) ≤ O(√n)2(2β−h(β))n.
Theorem 5.3 can now be easily derived. The first step is determining the optimal value of β:
Claim 5.4.2. We have
max
β∈[0,1]
2h(β)−2β = 1.25,
and the maximum is attained (uniquely) at β = 1/5.
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Complete
binary tree
on 2βn ver-
tices
Path of length (1− 2β)n
Figure 2: The hard distribution used to prove Lemma 5.4.1, in decision tree form
Proof. Let f(β) = h(β) − 2β. Calculation shows that the derivative f ′(β) is equal to
f ′(β) = log
(
1− β
β
)
− 2,
which is decreasing for 0 < β < 1 and vanishes at β = 1/5. Thus f(β) achieves a unique maximum
over β ∈ (0, 1) at β = 1/5, where
2f(1/5) = 2h(1/5)−2·1/5 = 1.25.
Proof of Theorem 5.3:
Proof. Let β := 1/5. Claim 5.4.2 shows that 2−(2β−h(β)) = 1.25. Fix any n of the form n = 2
a
2β for a
positive integer a. It follows from Lemma 5.4.1 together with the first inequality in Theorem 5.3.1
that uOpt(n, 0) ≥ 1.25n/O(√n).
A general n can be written in the form n = 2
a
2β for a positive integer a and 1/4 ≤ β ≤ 1/2.
Lemma 5.4.1 and Theorem 5.3.1 show that for any integer ℓ ≥ 0,
uOpt(n, 0) ≥ 2[h(β/2ℓ)−2β/2ℓ]n/O(√n).
Calculation shows that when β ≤ β0 ≈ 0.27052059413118146, this is maximized at ℓ = 0, and
otherwise this is maximized at ℓ = 1. Denote the resulting lower bound by L(β)n/O(
√
n), the
minimum of L(β) is attained at β0, at which point its value is L(β0) ≈ 1.23214280723432.
5.5 Lower bounding ρmin(n)
We will derive Theorem 5.2 from the following lemma:
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Lemma 5.5.1. For every non-constant dyadic distribution µ there exists 0 < β < 1 such that
ρ(Spl(µ)) ≥ 2
(2β−h(β))n
O(
√
n)O(logn)
= 2(2β−h(β))n−o(n).
Proof. Assume without loss of generality that the probabilities in µ are non-increasing:
µ1 ≥ µ2 ≥ · · · ≥ µn.
The idea is to find a partition of Xn of the form
Xn =
γ⋃
i=1
(Di ∪Ei)
which satisfies the following properties:
1. Di consists of elements having the same probability pi.
2. If Di has an even number of elements then Ei = ∅.
3. If Di has an odd number of elements then µ(Ei) = pi.
4. γ = O(log n). (In fact, γ = o(n/ log n) would suffice.)
We will show later how to construct such a partition.
The conditions imply that µ(Di ∪ Ei) is an even integer multiple of pi, say µ(Di ∪ Ei) = 2cipi.
It is not hard to check that ci = ⌈|Di|/2⌉.
Given such a partition, we show how to lower bound the maximum relative density of Spl(µ).
If Si ⊆ Di is a set of size ci for each i ∈ [γ] then the set S =
⋃
i Si splits µ:
µ(S) =
γ∑
i=1
cipi =
1
2
γ∑
i=1
µ(Di ∪ Ei) = 1
2
.
Defining c =
∑γ
i=1 ci, we see that each such set S contains c elements, and the number of such sets
is
γ∏
i=1
(|Di|
ci
)
≥
γ∏
i=1
22ci
O(
√
n)
=
22c
O(
√
n)O(logn)
,
using the estimate (
m
⌈m/2⌉
)
= Θ
(
22⌈m/2⌉√
m
)
,
which follows from Stirling’s approximation.
In order to obtain an estimate on the maximum relative density of Spl(µ), we use the following
folklore upper bound3 on
(n
c
)
: (
n
c
)
≤ 2h(c/n)n.
3Here is a quick proof: Let Y be a uniformly random subset of Xn of size c, and let Yi indicate the event xi ∈ Y .
Then log
(
n
c
)
= H(Y ) ≤ nH(Y1) = nh(c/n).
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We conclude that the maximum relative density of Spl(µ) is at least
ρ(µ) ≥ ρc(µ) ≥
∏γ
i=1
(|Di|
ci
)
(n
c
) ≥ 22c−h(c/n)n
O(
√
n)O(logn)
.
To obtain the expression in the statement of the lemma, take β := c/n.
We now show how to construct the partition of Xn. We first explain the idea behind the
construction, and then provide full details; the reader who is interested only in the construction
itself can skip ahead.
Proof idea Let q1, . . . , qγ be the different probabilities of elements in µ. We would like to put all
elements of probability qi in the set Di, but there are two difficulties:
1. There might be an odd number of elements whose probability is qi.
2. There might be too many distinct probabilities, that is, γ could be too large. (We need
γ = o(n/ log n) for the argument to work.)
The second difficulty is easy to solve: we let D1 = {x1}, and use Lemma 2.1 to find an index
ℓ such that µ(E1) := µ({xℓ, . . . , xn}) = µ1. A simple argument shows that all remaining elements
have probability at least µ1/n, and so the number of remaining distinct probabilities is O(log n).
(The reader should observe the resemblance between E1 and the tail of the hard distribution
constructed in Lemma 5.4.1.)
Lemma 2.1 also allows us to resolve the first difficulty. The idea is as follows. Suppose that the
current set under construction, Di, has an odd number of elements, each of probability qi. We use
Lemma 2.1 to find a set of elements whose total probability is qi, and put them in Ei.
Detailed proof Let N be the maximal index such that µN > 0. Since µ is non-constant,
µ1 ≤ 1/2, and so Lemma 2.1 proves the existence of an indexM such that µ({xM+1, . . . , xN}) = µ1
(we use the furthermore part of the lemma, and M = ℓ− 1). We take
D1 := {x1}, E1 := {xM+1, . . . , xn}.
Thus µ(D1) = µ(E1) = µ1, and so µ({x2, . . . , xM}) = 1− 2µ1 (possibly M = 1, in which case the
construction is complete).
By construction nµM > µ(E1) = µ1, and so µM < µ1/n. In particular, the number of distinct
probabilities among µ2, . . . , µM is at most log n. This will guarantee that γ ≤ log n+ 1, as will be
evident from the construction.
The construction now proceeds in steps. At step i, we construct the sets Di and Ei, given
the set of available elements {xαi , . . . , xM}, where possibly αi = M + 1; in the latter case, we
have completed the construction. We will maintain the invariant that µ({xαi , . . . , xM}) is an even
multiple of µαi ; initially α2 := 2, and µ({xαi , . . . , xM}) = (1/µ1 − 2)µ1 is indeed an even multiple
of µ2.
Let βi be the maximal index such that µβi = µαi (possibly βi = αi). We define
Di := {xαi , . . . , xβi}.
Suppose first that |Di| is even. In this case we define Ei := ∅, and αi+1 := βi + 1. Note that
µ({xαi+1 , . . . , xM}) = µ({xαi , . . . , xM})− |Di|µαi ,
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and so the invariant is maintained.
Suppose next that |Di| is odd. In this case µ({xβi+1, . . . , xM}) ≥ xαi , since µ({xβi+1, . . . , xM})
is an odd multiple of µαi . Therefore we can use Lemma 2.1 to find an index γi such that
µ({xβi+1, . . . , xγi}) = µαi . We take
Ei := {xβi+1, . . . , xγi}
and αi+1 := γi + 1. Note that
µ({xαi+1 , . . . , xM}) = µ({xαi , . . . , xM})− (|Di|+ 1)µαi ,
and so the invariant is maintained.
The construction eventually terminates, say after step γ. The construction ensures that µα2 >
µα3 > · · · > µαγ . Since there are at most log n distinct probabilities among the elements {xα2 , . . . , xM},
γ ≤ log n+ 1, completing the proof.
Theorem 5.2 follows immediately from the second inequality in Theorem 5.3.1 together with
the following lemma:
Lemma 5.5.2. Fix an integer n and let D be a dyadic set in Xn. Then
ρ(D) ≥ 1.25−n−o(n),
and thus
ρmin(n) ≥ 1.25−n−o(n).
Proof. Fix a dyadic set D in Xn. Lemma 5.5.1 implies that there exists 0 < β < 1 such that
ρ(D) ≥ 2(2β−h(β))n−o(n). Using Claim 5.4.2 we have 22β−h(β) ≥ 45 , and so
ρ(D) ≥ (4/5)n · 2−o(n) = 1.25−n−o(n).
6 Combinatorial benchmark with prolixity
In the previous section we studied the minimum size of a set Q of questions with the property that
for every distribution, there is an optimal decision tree using only questions from Q. In this section
we relax this requirement by allowing the cost to be slightly worse than the optimal cost.
More formally, recall that uOpt(n, r) is the minimum size of a set of questions Q such that for
every distribution π there exists a decision tree that uses only questions from Q with cost at most
Opt(π) + r.
In a sense, uOpt(n, r) is an extension of uH(n, r) for r ∈ (0, 1): indeed, uH(n, r) is not defined
for r < 1 since for some distributions π there is no decision tree with cost less than H(π) + 1 (see
Section 3). Moreover, Opt(π), which is the benchmark used by uOpt(n, r), is precisely the optimal
cost, whereas H(π), the benchmark used by uH(n, r) is a convex surrogate of Opt(π).
We focus here on the range r ∈ (0, 1). We prove the following bounds on uOpt(n, r), establishing
that uOpt(n, r) ≈ (r · n)Θ(1/r).
Theorem 6.1. For all r ∈ (0, 1), and for all n > 1/r:
1
n
(r · n) 14r ≤ uOpt(n, r) ≤ n2(3r · n) 16r .
As a corollary, we get that the threshold of exponentiality is 1/n:
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Corollary 6.2. If r = ω(1/n) then uOpt(n, r) = 2o(n).
Conversely, if r = O(1/n) then uOpt(n, r) = 2Ω(n).
For larger r, the following theorem is a simple corollary of Theorem 4.1 and the bound uOpt(n, r) ≤
uH(n, r) ≤ uOpt(n, r − 1):
Theorem 6.3. For every r ≥ 1 and n ∈ N,
1
e
⌊r + 1⌋n1/⌊r+1⌋ ≤ uOpt(n, r) ≤ 2⌊r⌋n1/⌊r⌋.
Theorem 6.1 is implied by the following lower and upper bounds, which provide better bounds
when r ∈ (0, 1) is a negative power of 2.
Theorem 6.4 (Lower bound). For every r of the form 1/2k, where k ≥ 1 is an integer, and n > 2k:
uOpt(n, r) ≥ (r · n) 12r−1.
Theorem 6.5 (Upper bound). For every r of the form 4/2k, where k ≥ 3 is an integer, and n > 2k:
uOpt(n, r + r2) ≤ n2(3e
4
r · n) 4r .
These results imply Theorem 6.1, due to the monotonicity of uOpt(n, r), as follows.
Let r ∈ (0, 1). For the lower bound, pick the smallest t ≥ r of the form 1/2k. Note that t ≤ 2r,
and thus:
uOpt(n, r) ≥ uOpt(n, t) ≥ (t · n) 12t−1 ≥ (r · n) 14r−1 ≥ 1
n
(r · n) 14r .
For the upper bound, pick the largest t of the form 4/2k, k ≥ 3 such that t+ t2 ≤ r. Note that
t ≥ r/4 (since s = r/2 satisfies s+ s2 ≤ 2s ≤ r), and thus
uOpt(n, r) ≤ uOpt(n, t+ t2) ≤ n2(3e
4
t · n) 4t ≤ n2(3r · n) 16r .
6.1 Lower bound
Pick a sufficiently small δ > 0 (as we will soon see, δ < r2 suffices), and consider a distribution µ
with 2k − 1 “heavy” elements (this many elements exist since n > 1/r), each of probability 1−δ
2k−1
,
and n− (2k−1) “light” elements with total probability of δ. Recall that a decision tree is r-optimal
if its cost is at most Opt(µ)+ r. The proof proceeds by showing that if T is an r-optimal tree, then
the first question in T has the following properties:
(i) it separates the heavy elements to two sets of almost equal sizes (2k−1 and 2k−1 − 1), and
(ii) it does not distinguish between the light elements.
The result then follows since there are
( n
2k−1
)
such distributions σ (the number of ways to choose
the light elements), and each question can serve as a first question to at most
(n−(2k−1−1)
2k−1
)
of them.
To establish these properties, we first prove a more general result (cf. Lemma 5.2.5):
Lemma 6.1.1. Let µ be a distribution over a finite set X, and let A ⊆ X be such that for every
x /∈ A, µ({x}) > µ(A) + ǫ. Then every decision tree T which is ǫ-optimal with respect to µ has a
subtree T ′ whose set of leaves is A.
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x y a′ a′′
(a) Original tree
x
y
a′ a′′
(b) Transformed tree
Figure 3: The transformation in Lemma 6.1.1. The cost decreases by µ
({x})− µ({a′, a′′}) > ǫ.
Proof. By induction on |A|. The case |A| = 1 follows since any leaf is a subtree. Assume |A| > 1.
Let T be a decision tree which is ǫ-optimal with respect to µ. Let x, y be two siblings of maximal
depth. Note that it suffices to show that x, y ∈ A, since then, merging x, y to a new element z with
µ({z}) = µ({x}) +µ({y}) and applying the induction hypothesis yields that A∪ {z} \ {x, y} is the
set of leaves of a subtree of T with x, y removed. This finishes the proof since x, y are the children
of z.
It remains to show that x, y ∈ A. Let d denote the depth of x and y. Assume toward contra-
diction that x /∈ A. Pick a′, a′′ ∈ A, with depths d′, d′′ (this is possible since |A| > 1). If d′ < d or
d′′ < d then replacing a′ with x or a′′ with x improves the cost of T by more than ǫ, contradicting
its optimality. Therefore, it must be that d′ = d′′ = d, and we perform the following transformation
(see Figure 3): the parent of x and y becomes a leaf with label x (decreasing the depth of x by 1),
y takes the place of a′ (the depth of y does not change), and a′′ becomes an internal node with two
children labeled by a′, a′′ (increasing the depths of a′, a′′ by 1). Since µ
({x})−µ({a′, a′′}) > ǫ, this
transformation improves the cost of T by more than ǫ, contradicting its ǫ-optimality.
Corollary 6.1.2. Let µ be a distribution over X, and let A ⊆ X be such that for every x /∈ A,
µ
({x}) > µ(A). Then every optimal tree T with respect to µ has a subtree T ′ whose set of leaves is
A.
Property (ii) follows from Lemma 6.1.1, which implies that if δ is sufficiently small then all
light elements are clustered together as the leaves of some subtree. Indeed, by Lemma 6.1.1, this
happens if the probability of a single heavy element (which is 1−δ
2k−1
) exceeds the total probability
of all light elements (which is δ) by at least r. A simple calculation shows that setting δ smaller
than r2 suffices.
We summarize this in the following claim:
Claim 6.1.3 (light elements). Every r-optimal tree has a subtree whose set of leaves is the set of
light elements.
The next claim concerns the other property:
Claim 6.1.4 (heavy elements). In every r-optimal decision tree, the first question partitions the
heavy elements into a set of size 2k−1 and a set of size 2k−1 − 1.
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Proof. When k = 2, it suffices to prove that an r-optimal decision tree cannot have a first question
which separates the heavy elements from the light elements. Indeed, the heavy elements in such
a tree reside at depths 2, 3, 3. Exchanging one of the heavy elements at depth 2 with the subtree
consisting of all light elements (which is at depth 1) decreases the cost by 1−δ
2k−1
− δ > r, showing
that the tree wasn’t r-optimal.
Suppose that some r-optimal decision tree T contradicts the statement of the claim, for some
k ≥ 3. The first question in T leads to two subtrees T1, T2, one of which (say T1) contains at least
2k−1 + 1 heavy elements, and the other (say T2) contain at most 2
k−1 − 2. One of the subtrees
also contains a subtree T ′ whose leaves are all the light elements. For the sake of the argument, we
replace the subtree T ′ with a new element y.
We claim that T1 contains an internal node v at depth D(v) ≥ k − 1 which has at least two
heavy descendants. To see this, first remove y if it is present in T1, by replacing its parent by its
sibling. The possibly modified tree T ′1 contains at least 2
k−1+1 leaves, and in particular some leaf
at depth at least k. Its parent v has depth at least k − 1 and at least two heavy descendants, in
both T ′1 and T1.
In contrast, T2 contains at least two leaves (since 2
k−1 − 2 ≥ 2), and the two shallowest ones
must have depth at most k − 2. At least one of these is some heavy element xℓ.
Exchanging v and xℓ results in a tree T
∗ whose cost c(T ∗) is at most
c(T ∗) ≤ c(T ) + (D(v) −D(xℓ))(2 − 1) 1− δ
2k − 1 ≤ c(T
∗)− 1− δ
2k − 1 < c(T )− r,
contradicting the assumption that T is r-optimal. (That 1−δ
2k−1
> r follows from the earlier assump-
tion 1−δ
2k−1
> δ + r.)
By the above claims, there are two types of first questions for µ, depending on which of the two
subtrees of the root contains the light elements:
• Type 1: questions that split the elements into a part with 2k−1 elements, and a part with
n− 2k−1 elements.
• Type 2: questions that split the elements into a part with 2k−1− 1 elements, and a part with
n− (2k−1 − 1) elements.
If we identify a question with its smaller part (i.e. the part of size 2k−1 or the part of size 2k−1−1),
we deduce that any set of questions with redundancy r must contain a family F such that (i) every
set in F has size 2k−1 or 2k−1 − 1, and (ii) for every set of size n− (2k − 1), there exists some set
in F that is disjoint from it. It remains to show that any such family F is large.
Indeed, there are
( n
2k−1
)
sets of size n − (2k − 1), and since every set in F has size at least
2k−1 − 1, it is disjoint from at most (n−(2k−1−1)
n−(2k−1)
)
=
(n−(2k−1−1)
2k−1
)
of them. Thus
|F| ≥
( n
2k−1
)
(n−(2k−1−1)
2k−1
) = n(n− 1) · · · (n− (2k−1 − 1) + 1)
(2k − 1)(2k − 2) · · · (2k−1 + 1) ≥
( n
2k
)2k−1−1
= (r · n) 12r−1.
6.2 Upper bound
The set of questions. In order to describe the set of queries it is convenient to assign a cyclic
order on Xn: x1 ≺ x2 ≺ · · · ≺ xn ≺ x1 ≺ · · · . The set of questions Q consists of all cyclic intervals,
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with up to 2k elements added or removed. Since r = 4 · 2−k, the number of questions is plainly at
most
n2
(
n
2k
)
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k ≤ n2(3e
4
r · n) 4r ,
using the inequality
(
n
d
) ≤ (end )d.
High level of the proof. Let π be an arbitrary distribution on Xn, and let r ∈ (0, 1) be of the
form 4 · 2−k, with k ≥ 3. Let µ be a Huffman distribution for π; we remind the reader that µ is
a dyadic distribution corresponding to some optimal decision tree for π. We construct a decision
tree T that uses only queries from Q, with cost
T (π) ≤ Opt(π) + r + r2 =
∑
x∈Xn
π(x) log
1
µ(x)
+ r + r2.
The construction is randomized: we describe a randomized decision tree TR (‘R’ denotes the ran-
domness that determines the tree) which uses queries from Q and has the property that for every
x ∈ Xn, the expected number of queries TR uses to find x satisfies the inequality
E
R
[TR(x)] ≤ log 1
µ(x)
+ r + r2, (3)
where TR(x) is the depth of x. This implies the existence of a deterministic tree with cost Opt(µ)+
r + r2: indeed, when x ∼ µ, the expected cost of TR is
E
x∼π;R
[TR(x)] ≤
∑
x∈Xn
π(x)
( 1
µ(x)
+ r + r2
)
= Opt(π) + r + r2.
Since the randomness of the tree is independent from the randomness of π, it follows that there is
a choice of R such that the cost of the (deterministic) decision tree TR is at most Opt(π) + r+ r
2.
The randomized decision tree. The randomized decision tree maintains a dyadic sub-distribution
µ(i) that is being updated after each query. A dyadic sub-distribution is a measure on Xn such
that (i) µ(i)(x) is either 0 or a power of 2, and (ii) µ(i)(Xn) =
∑
x∈Xn
µ(i)(x) ≤ 1. A natural
interpretation of µ(i)(x) is as a dyadic sub-estimate of the probability that x is the secret element,
conditioned on the answers to the first i queries. The analysis hinges on the following properties:
1. µ(0) = µ,
2. µ(i)(x) ∈ {2µ(i−1)(x), µ(i−1)(x), 0} for all x ∈ Xn,
3. if x is the secret element then almost always µ(i)(x) is doubled; that is, µ(i)(x) > 0 for all i,
and the expected number of i’s for which µ(i)(x) = µ(i−1)(x) is at most r + r2.
These properties imply (3), which implies Theorem 6.5.
Next, we describe the randomized decision tree and establish these properties.
The algorithm distinguishes between light and heavy elements. An element x ∈ Xn is light if
µ(i)(x) < 2−k. Otherwise it is heavy. The algorithm is based on the following win-win-win situation:
(i) If the total mass of the heavy elements is at least 1/2 then by Lemma 2.1, there is a set I
of heavy elements whose mass is exactly 1/2. Since the number of heavy elements is at most 2k,
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the algorithm can ask whether x ∈ I and recurse by doubling the sub-probabilities of the elements
that are consistent with the answer (and setting the others to zero).
(ii) Otherwise, the mass of the heavy elements is less than 1/2. If the mass of the light elements
is also less than 1/2 (this could happen since µ(i) is a sub-distribution), then we ask whether x
is a heavy element or a light element, and accordingly recurse with either the heavy or the light
elements, with their sub-probabilities doubled (in this case the “true” probabilities conditioned on
the answers become larger than the sub-probabilities).
(iii) The final case is when the mass of the light elements is larger than 1/2. In this case we
query a random cyclic interval of light elements of mass ≈ 1/2, and recurse; there are two light
elements in the recursion whose sub-probability is not doubled (the probabilities of the rest are
doubled).
Elements whose probability is not doubled occur only in case (iii).
The randomized decision tree: formal description. The algorithm gets as input a subset
y1, . . . , ym of Xn whose order is induced by that of Xn, and a dyadic sub-distribution q1, . . . , qm.
Initially, the input is x1, . . . , xn, and qi = µi.
We say that an element is heavy is qi ≥ 2−k; otherwise it is light. There are at most 2k heavy
elements. The questions asked by the algorithm are cyclic intervals in y1, . . . , ym, with some heavy
elements added or removed. Since each cyclic interval in y1, . . . , ym corresponds to a (not necessarily
unique) cyclic interval in Xn (possibly including elements outside of y1, . . . , ym), these questions
belong to Q.
Algorithm TR.
1. If m = 1, return y1. Otherwise, continue to Step 2.
2. If the total mass of heavy elements is at least 1/2 then find (using Lemma 2.1) a subset I
whose mass is exactly 1/2, and ask whether x ∈ I. Recurse with either {2qi : yi ∈ I} or
{2qi : yi /∈ I}, according to the answer. Otherwise, continue to Step 3.
3. Let S be the set of all light elements, and let σ be their total mass. If σ ≤ 1/2 then ask
whether x ∈ S, and recurse with either {2qi : yi ∈ S} or {2qi : yi /∈ S}, according to the
answer. Otherwise, continue to Step 4.
4. Arrange all light elements according to their cyclic order on a circle of circumference σ, by
assigning each light element xi an arc Ai of length qi of the circle. Pick an arc of length
1/2 uniformly at random (e.g. by picking uniformly a point on the circle and taking an arc
of length 1/2 directed clockwise from it), which we call the window. Let K ⊆ S consist of
all light elements whose midpoints are contained in the window, and let B consist of the
light elements whose arcs are cut by the boundary of the window (so |B| ≤ 2); we call these
elements boundary elements. Ask whether x ∈ K; note that K is a cyclic interval in y1, . . . , ym
with some heavy elements removed.
If x ∈ K, recurse with {2qi : yi ∈ K \ B} ∪ {qi : yi ∈ K ∩ B}. The sum of these dyadic
probabilities is at most 1 since the window contains at least qi/2 of the arc Ai for each
yi ∈ K ∩B.
If x /∈ K, recurse with {2qi : yi ∈ K \ B} ∪ {qi : yi ∈ K ∩ B}. As in the preceding case, the
total mass of light elements in the recursion is at most 2(σ − 1/2) (since the complement of
the window contains at least qi/2 of the arc Ai for each yi ∈ K ∩ B), and the total mass of
heavy elements is 2(1− σ), for a total of at most (2σ − 1) + (2− 2σ) = 1. ⊳
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Analysis. We now finish the proof by establishing the three properties of the randomized decision
tree that are stated above. The first two properties follow immediately from the description of the
algorithm, and it thus remains to establish the third property. Fix some x ∈ Xn, and let d ∈ N
be such that µ(x) = 2−d. We need to show that the expected number of questions that are asked
when the secret element is x is at most d+ r + r2.
Let q = q(i) denote the sub-probability of x after the i’th question; note that q ∈ {2−j : j ≤ d}.
Lemma 6.2.1. If q ≥ 2−k then q doubles (that is, q(i+1) = 2q(i)). Otherwise, the expected number
of questions until q doubles is at most 11−4q .
Proof. From the description of the algorithm, it is clear that the only case in which the sub-
probability of x is not doubled is when x is one of the two boundary elements in Step 4. This only
happens when x is a light element (i.e. q < 2−k). The probability that x is one of the boundary
elements is at most 2q/σ ≤ 4q, where σ ≥ 1/2 is the total mass of light elements: indeed, the
probability that a given endpoint of the window lies inside the arc corresponding to q is q/σ, since
each endpoint is distributed uniformly on the circle of circumference σ.
It follows that the distribution of the number of questions that pass until q doubles is dominated
by the geometric distribution with failure probability 4q, and so the expected number of questions
until q doubles is at most 11−4q .
The desired bound on the expected number of questions needed to find x follows from Lemma 6.2.1:
as long as q, the sub-probability associated with x, is smaller than 2−k, it takes an expected number
of 11−4q questions until it doubles. Once q ≥ 2−k, it doubles after every question. Thus, by linearity
of expectation, the expected total number of questions is at most:
k +
d∑
j=k+1
1
1− 4 · 2−j < k +
d∑
j=k+1
[1 + 4 · 2−j + 2(4 · 2−j)2]
= d+
d∑
j=k+1
[4 · 2−j + 2(4 · 2−j)2]
< d+ 4 · 2−k + 2
3
(4 · 2−k)2
< log
1
µ(x)
+ r + r2.
7 Open questions
Our work suggests many open questions, some of which are:
1. The main results of Section 5 show that when n = 5 · 2m, uOpt(n, 0) = 1.25n±o(n). We
conjecture that there exists a function G : [1, 2] → R such that for n = α2m, uOpt(n, 0) =
G(α)n±o(n). Our results show that 1.232 ≤ G(α) ≤ 1.25 and that G(1.25) = 1.25. What is
the function G?
2. Theorem 5.2 constructs an optimal set of questions of size 1.25n+o(n), but this set is not
explicit. In contrast, Theorem 5.5 constructs explicitly an optimal set of questions of size
O(
√
2
n
), which furthermore supports efficient indexing and efficient construction of optimal
strategies. Can we construct such an explicit set of optimal size 1.25n+o(n)?
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3. The results of Section 3 show that n ≤ uH(n, 1) ≤ 2n − 3. We conjecture that the limit
β = limn→∞
uH (n,1)
n exists. What is the value of β?
An interesting suggestion for future research is to generalize the entire theory to d-way questions.
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