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Movements in and out of poverty are of core interest to 
both policymakers and economists. Yet the panel data 
needed to analyze such movements are rare. In this paper, 
the authors build on the methodology used to construct 
poverty maps to show how repeated cross-sections of 
household survey data can allow inferences to be made 
about movements in and out of poverty. They illustrate 
that the method permits the estimation of bounds on 
mobility, and provide non-parametric and parametric 
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approaches to obtaining these bounds. They test how 
well the method works on data sets for Vietnam and 
Indonesia where we are able to compare our method 
to true panel estimates. The results are sufficiently 
encouraging to offer the prospect of some limited, basic, 
insights into mobility and poverty duration in settings 
where historically it was judged that the data necessary 
for such analysis were unavailable. 
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―But  the  whole  picture  of  poverty  is  not  contained  in  a  snapshot  income-distribution  decile 
graph. It says nothing about the vital concept of mobility: the potential for people to get out of a 
lower decile – and the speed at which they can do so.‖ 
UK Prime Minister David Cameron, October 2010
1  
1.  Introduction 
Income mobility is currently at the forefront of policy debates around the world. The 
prolonged global recession has thrust renewed attention on the problem of chronic poverty, while 
discussion of widening inequality (particularly driven by high incomes of the top 1%) has led to 
debate about the extent to which opportunities to succeed are open to all.
2 Policies to address 
poverty will likely differ depending on whether poverty is transitory ( in which case safety net 
policies will likely be the focus) or chronic (in which case more activist policies designed to 
remove poverty traps may be designed).  However, despite the importance of mobility for policy, 
in many countries, especially developing countries, there is a paucity of evidence on the duration 
of poverty and on income mobility due to a lack of panel data. 
To overcome the non-availability of panel data, there have been a number of studies , 
starting with Deaton (1985), that develop pseudo-panels out of multiple rounds of cross-sectional 
data. Compared to analysis using cross sections,  pseudo-panels constructed on the basis of age 
cohorts followed across multiple surveys have permitted rich investigations into the dynamics of 
income and consumption  over time  (e.g.,  Deaton and Paxson  ,  1994;  Banks, Blundell, and 
Brugiavini, 2001; and Pencavel, 2007) and of cohort-level mobility (Antman and McKenzie, 
2007). However, some of these methods rely on having many  rounds of repeated cross-sections 
(Bourguignon et al, 2004), and the use of cohort-means precludes the examination of income 
mobility at a level more disaggregated than that of the cohort. As a result, such methods may be 
of  limited  appeal  to  policy  makers  interested  in  the  mobility  of  certain   (disadvantaged) 
population groups, or to economists concerned with mobility due to idiosyncratic shocks to 
income or consumption.  
                                                           
1 Taken from a commentary ―What you receive should depend on how you behave‖ in The Independent, October 10, 
2010,  http://www.independent.co.uk/opinion/commentators/david-cameron-what-you-receive-should-depend-on-
how-you-behave-2102576.html 
2 In the U.S., for example, Alan Krueger‘s January 2012 address to the Center for American Progress focused 
heavily on income mobility and was followed by substantial discussion in both national media and in economics 
blogs. See http://www.whitehouse.gov/sites/default/files/krueger_cap_speech_final_remarks.pdf for the speech.  
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The  purpose  of  this  paper  is  to  introduce  and  explore  an  alternative  statistical 
methodology for analyzing movements in and out of poverty based on two or more rounds of 
cross-sectional data.  The method is less data-demanding than many traditional pseudo-panel 
studies, and importantly allows for investigation of income mobility within as well as between 
cohorts.
3  The  approach  builds  on  an  ―out-of-sample‖  imputation  methodology  described  in 
Elbers et al (2003) for small-area estimation of poverty (the development of ―poverty maps‖).   A 
model of consumption (or income) is estimated in the first round of cross-section data, using a 
specification  which  includes  only  time-invariant  covariates.    Parameter  estimates  from  this 
model are then applied  to  the same time-invariant  regressors in  the second survey round to 
provide an estimate of the (unobserved) first period‘s consumption or income for the individuals 
surveyed  in  that  second  round.    Analysis  of  mobility  can  then  be  based  on  the  actual 
consumption observed in the second round along with this estimate from the first round.  
Although  exact  point  estimates  of  poverty  transitions  and  income  mobility  require 
knowledge of the underlying autocorrelation structure of the income or consumption generating 
process, we show that, under mild assumptions, one can derive upper and lower bounds on entry 
into and exit from poverty. We provide two approaches to estimating these bounds. The first is a 
non-parametric approach, which imposes no structure on the underlying error distribution. We 
show that the width of the bounds provided by this approach depends on the extent to which 
time-invariant and deterministic characteristics explain cross-sectional income or consumption. 
However, in many cases, while the exact autocorrelation is unknown, evidence from other data 
sources might be available, suggesting that the true autocorrelation lies within a much narrower 
(and known) range than the extreme values of zero and one underpinning the non-parametric 
bounds. We provide a parametric bounding approach that can be used in such cases, which 
imposes more assumptions but permits a narrowing of the bounds relative to the non-parametric 
case.  
                                                           
3 Güell and Hu (2006) provide a GMM estimator for the probability of exiting unemployment that also permits  
disaggregation  to  the  individual  level  using  multiple  cross-sections.  However,  Guell  and  Hu‘s  method  is  most 
appropriate for duration analysis and can only be applied to two rounds of cross sections given two additional 
conditions: i) availability of data on the duration of unemployment spells, and ii) the two cross sections must have 
the same population mean and be independent of each other. In this paper our focus is on poverty mobility, and we 
require simpler data and much less restrictive assumptions to derive lower and upper bounds on poverty mobility. 
See also Gibson (2001) for a somewhat related literature on how panel data on a subset of individuals can be used to 
infer chronic poverty for a larger sample, and Foster (2009) and Hojman and Kast (2009) for recent studies that 
investigate poverty mobility using actual panel data.  
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  To illustrate our methods and examine their performance in practice, we implement both 
the non-parametric and the parametric bounding methods in two empirical settings: Vietnam and 
Indonesia.  Genuine panel data are available in these settings, and this allows us to validate our 
method  by  sampling  repeated  cross-sections  from  the  panel,  constructing  mobility  estimates 
using these cross-sections, and then comparing the results to those obtained using the actual 
panel data.  We find that the ―true‖ estimate of the extent of mobility (as revealed by the actual 
panel data) is generally sandwiched between our upper-bound and lower-bound assessments of 
mobility.  Our  analysis  reveals  further  that  the  width  between  the  upper-  and  lower-bound 
estimates of mobility is narrowed as the prediction models are more richly specified, as well as 
with the addition of the parametric assumption.   We thus believe our method may be readily 
employed to study mobility for a wide variety of situations where only repeated cross sections 
are available.  
The remainder of the paper is structured as  follows: Section 2 provides a theoretical 
framework  for  obtaining  upper  and  lower  bounds  on  movements  into  and  out  of  poverty. 
Sections 3 and 4 describe our non-parametric and parametric estimation methods respectively.   
Section  5  examines  robustness  to  the  choice  of  poverty  line  and  provides  an  application  to 
mobility profiling. Section 6 concludes. 
2.  Theoretical Bounds for Movements In and Out of Poverty with Repeated Cross- 
Sections 
  For ease of exposition we consider the case of two rounds of cross-sectional surveys, 
denoted round 1 and round 2. We assume that both survey rounds are random samples of the 
underlying  population  of  interest,  and  each  consist  of  a  sample  of  N1  and  N2  households 
respectively. 
  Let xi1 be a vector of characteristics of household i in survey round 1 which are observed 
(for different households) in both the round 1 and round 2 surveys. This will include such time-
invariant characteristics as language, religion, and ethnicity, and if the identity of the household 
head  remains  constant  across  rounds,  will  also  include  time-invariant  characteristics  of  the 
household  head  such  as  sex,  education,  place  of  birth,  and  parental  education  as  well  as 
deterministic  characteristics  such  as  age.    Importantly,  xi1  can  also  include  time-varying  
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characteristics of the household that can be easily recalled for round 1 in round 2. Thus variables 
such as whether or not the household head is employed in round 1, and his or her occupation, as 
well as their place of residence in round 1 could be included in xi1 if asked in round 2.
4 
  Then for the population as a whole, t he linear projection of round 1  consumption or 
income, yi1, onto xi1 is given by: 
        
                    (1) 
And similarly, letting xi2 denote the set of household characteristics in round 2 that are observed 
in both the round 1 and round 2 surveys, the linear projection of round 2 consumption or income, 
yi2 onto xi2 is given by:  
        
                    (2) 
Let  z1 and  z2 denote the poverty line in  period 1 and period 2 respectively. Then to 
estimate the degree of mobility in and out of poverty we are interested in knowing, for example, 
what fraction of households in the population is above the poverty line in round 2 after being 
below the poverty line in round 1. That is, we are interested in estimating: 
                                                                      (3) 
which represents the degree of movement out of poverty for households over the two periods. 
However, the prime difficulty facing us with repeated cross-sections is that we do not know     
and     for the same households. Without imposing a lot of structure on the data generating 
processes, one cannot point-identify the probability in (3).  But it is possible to obtain bounds. To 
derive these bounds, note that we can rewrite this probability as: 
               
                      
                                                         (4) 
We see that this probability depends on the joint distribution of the two error terms     
and    , capturing the correlation of those parts of household consumption in the two periods 
which are unexplained by the household characteristics xi1 and xi2.  Intuitively, mobility will be 
greater the less correlated are     and    ; household consumption in one period will be less 
                                                           
4 Moreover, if surveys ask about when individuals developed chronic illnesses, or became unemployed, or suffered 
other such shocks which are correlated with poverty status, then these variables could also be included in x.   
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associated with that in the other period. One extreme case thus occurs when the two error terms 
are completely independent of each other.  Another extreme case occurs when these two error 
terms are perfectly correlated. 
To further operationalize the probability in (4), we make the following two assumptions.
5  
Assumption 1: The underlying population sampled is the same in survey round 1 and survey 
round 2.  
In the absence of actual panel data on household consumption, this assumption ensures 
that we can use time-invariant household characteristics that are observed in both survey rounds 
to obtain predicted household consumption. Given that the underlying population being sampled 
in survey rounds 1 and 2 are the same, the time-invariant household characteristics in one survey 
round would be the same as  in  the other round, thus  providing the crucial linkage between 
household consumption between the two periods. In other words, households in period 2 that 
have similar characteristics to those of households in period 1 would have achieved the same 
consumption levels in period 1 or vice versa.  
Assumption 1 will not be satisfied if the underlying population changes through births, 
deaths, or migration out of sample, which could happen if the two survey periods are particularly 
far apart in time or as a result of major events, such as natural disasters or a sudden economic 
crisis, affecting the whole economy between the survey rounds. Assumption 1 may also not be 
satisfied due to survey-related technical issues such as changes in sampling methodology from 
one round to the next.
6 
Assumption 2: The correlation   of     and     is non-negative.  
This assumption is to be expected in most applications using household survey data for at 
least three reasons. First, if the error term contains a household fixed effect, then households 
which have consumption higher than we would predict based on their x variables in round 1 will 
                                                           
5 In addition to these two assumptions, we also use the (popular) standard assumptions that household consumption 
aggregates are consistently constructed and comparable over the two periods. 
6 In practice one can carry out a number of checks to test whether this assumption appears to hold with the cross-
sectional  data  at  hand  by  examining  whether  the  observable  time-invariant  characteristics  of  a  cohort  change 
significantly from one survey round to the next. McKenzie (2001) provides an illustration of this approach for 
pseudo-panel analysis of Taiwanese households.  
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also have consumption higher than we would predict based on their  x variables in round 2. 
Second, if shocks to consumption or income (for example, finding or losing a job) have some 
persistence, and consumption reacts to these income shocks, then consumption errors will also 
exhibit positive autocorrelation. 
And finally, while for particular households we might see some negative correlation in 
incomes over time, the kind of factors leading to such a correlation are unlikely to apply to an 
entire population at the same time. For example, a household which lacks access to credit may 
cut expenditure in round 1 in order to pay for a wedding in round 2. For such a household we 
would see a lower consumption than their x variables would predict in round 1, and higher 
consumption than would be predicted for round 2.   But this is unlikely to occur for the majority 
of  households  at  the  same  time.  Indeed,  we  will  show  this  using  panel  data  from  several 
countries used in our analysis. 
As  in  standard  pseudo  panel  analysis  these  two  assumptions  will  be  best  satisfied  by 
restricting attention to households headed by people aged, say, 25 to 55. Analysis of mobility 
among households headed by those younger than 25 or older than 55 or 60 is more difficult since 
at those ages households are often beginning to form, or starting to dissolve.   If income can be 
measured at the individual level, this may be less of a concern for individual income mobility 
than for household consumption mobility. 
Given these two assumptions, we propose the following two theorems that provide the lower 
and upper bound estimates for poverty mobility. Since poverty immobility (i.e. households have 
the same poverty status in both survey rounds) is the opposite of poverty mobility, two closely 
related corollaries based on these two theorems provide the lower bound and upper bound of 
poverty immobility. 
Theorem 1 
The upper bound estimates of poverty mobility are given by the probability in expression (4) 
when the two error terms     and     are completely independent of each other, which implies 
                 . Specifically, the upper bound estimates of poverty mobility are given by 
 
      
                                       
                     
                      (5)    
 




     
                                       
                     
                       (6)                                    
 
for movements into poverty; where    
       
         




1 the superscript 2 stands for 
estimated round 1 consumption for households sampled in round 2, and U stands for the upper 
bound estimates of poverty mobility. 
 
Corollary 1.1 
The biases for the upper bound estimates of poverty mobility in equations (5) and (6) above are 
respectively given by 
 
              
                                       
                     
                  
       (7)       
 
              
                                       
                     
                  
       (8) 
       
Corollary 1.2 
The lower bound estimates of poverty immobility are given by 
 
      
                                           
                                      (9)    
 
for households staying out of poverty in both rounds, and 
                                  
     
                                           
                                       (10)     
 
for households staying in poverty in both rounds.                                
Proof 
See Appendix 1. 
Theorem 2 
The lower bound estimates of poverty mobility are given by the probability in expression (4) 
when the two error terms     and     are identical (equal to each other), which implies 
                 . Specifically, the lower bound estimates of poverty mobility are given by 
 
     
                                       
                        
                      (11)    
 
for movements out of poverty, and                                                                 
 
     
                                        
                        




for movements into poverty;  where    
       
         




1 the superscript 2 stands for 
estimated round 1 consumption for households sampled in round 2, and L stands for the lower 
bound estimates of poverty mobility . 
 
Corollary 2.1 
The biases for the lower bound estimates of poverty mobility in equations (11) and (12) above 
are respectively given by 
 
              
                                           
                    
            (13)       
 
              
                                           
                    
            (14) 
   
Corollary 2.2 
The upper bound estimates of poverty immobility are given by 
 
     
                                            
                                      (15)     
 
for households staying out of poverty in both rounds, and                                                                 
 
     
                                            
                                      (16)          
 
for households staying in poverty in both rounds.                                
 
Proof 
See Appendix 1. 
The methods developed here aim to estimate the same level of movements into and out of 
poverty that one would observe in the genuine panel. Of course some of the mobility in the 
genuine panel data is spurious, arising from measurement error. There are several approaches in 
the existing literature for ways to correct mobility measures for such measurement error (e.g. 
Glewwe, 2010; Antman and McKenzie, 2007; Fields et al. 2007). The basic idea underlying all 
of these approaches is to study the mobility of some underlying variable—such as health, cohort 
characteristics, or assets—which is analogous to studying only the mobility which comes from 
the     term and ignoring mobility which comes from ʵ.  
While such an approach could be pursued here as well, it is not the purpose of our current 
exercise, which is to determine whether one can use repeated cross-sections to estimate the same 
level of mobility one sees in a panel,  and whether the method is useful for showing which  
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characteristics are associated with more movements into and out of poverty. Note however that 
our estimates will still remain valid bounds for the true degree of mobility even under many 
types of measurement error, as stated in the theorem below.  
Theorem 3 
The lower bound and upper bound estimates of poverty mobility provided in Theorems 1 and 2 
and Corollaries 1.2 and 2.2 are robust to classical measurement errors. The lower bound is also 
robust to general forms of non-classical measurement error, while the upper bound will still 
continue to be an upper bound in the presence of non-classical measurement error provided that 
this non-classical error does not cause assumption 2 to be violated.  
 
Proof 
See Appendix 1. 
3. Non-parametric bounds  
The theorems and corollaries in the previous section provide the theoretical framework for us to 
consider concrete procedures to estimate the lower and upper bounds of poverty mobility and 
immobility. This framework also shows that assumptions about the joint distribution for the two 
error  terms  are  crucial  for  our  estimates  of  poverty  mobility,  and  there  can  be  different 
approaches  depending  on  different  assumptions  about  this  distribution.  We  consider  two 
approaches to estimate the bounds on mobility: a non-parametric approach where we make no 
assumption about this joint distribution and then, in the next section, a parametric approach 
where  we  assume  this  joint  distribution  is  bivariate  normal.  We  start  first  with  the  non-
parametric approach.
7 
3.1 Non-parametric Bounds 
Upper-bound  estimates  for  poverty  mobility  (and  lower-bound  estimates  for  poverty 
immobility) 
We propose the following steps to obtain the quantities in (5), (6), (9) and (10)  
                                                           
7 If we consider together the estimation method (OLS) and the distribution of the error term, perhaps it is more 
accurate to refer to this as a semi-parametric approach. However, we are using the terms ―non-parametric‖ and 
―parametric‖ to highlight our assumptions about the distribution for the error terms. Also note that the phrases 
―upper bound‖ and ―lower bound‖ pertain to their bounds on mobility, not to their bounds on levels of poverty.  
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Step  1:  Using  the  data  in  survey  round  1,  estimate  equation  (1)  and  obtain  the  predicted 
coefficients  ' ˆ
1  and predicted residuals 1 ˆi  .  
Step 2: For each household in round 2, take a random draw with replacement from the empirical 
distribution of the predicted residuals  1 ˆi  obtained in step 1 and denote it by 1 ˆ ~
i  . Then using the 
data in survey round 2, the predicted coefficients ' ˆ
1  , and the residual 1 ˆ ~
i  , estimate, for each 
household in round 2, its consumption level in round 1, as follows 
1 2 1
2
1 ˆ ~ ' ˆ ˆ i i
U
i x y                     (17) 
 




1 ˆ  obtained from Step 2 above.  
Step 4: Repeat steps 2 to 3 R times, and take the average of each quantity in (5), (6), (9) and (10) 
over the R replications to obtain the upper bound estimates of poverty mobility (or immobility). 
We use R= 500 in our simulations below. 
Lower-bound  estimates  for  poverty  mobility  (and  upper-bound  estimates  for  poverty 
immobility) 
To obtain the lower bound estimates of the movement into and out of poverty for (3), we take 
the following steps 
Step  1:  Using  the  data  in  survey  round  1,  estimate  equation  (1)  and  obtain  the  predicted 
coefficients ' ˆ
1  . Then using the data in survey round 2, estimate equation (2) and obtain the 
residuals 2 ˆi  .  
Step 2: Then using the data in survey round 2, the predicted coefficients ' ˆ
1  , and the residual 2 ˆi  , 
estimate the consumption level in round 1 for each household in round 2 as follows 
2 2 1
2
1 ˆ ' ˆ ˆ i i
L
i x y            (18) 




1 ˆ  obtained from Step 2 above.  
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A couple of remarks are in order about the above procedures. First, the bootstrapping of the 
error terms for the upper bound estimates is based on the condition of independence for the two 
error terms     and     as stated in Theorem 1. Second, unlike the upper bound estimates, the 
procedure for obtaining the lower bound estimates does not require repeating steps 2 to 3 R times 
since we are using each household‘s own predicted errors. And finally, we do not have to restrict 
estimation of predicted household consumption to the data in the second survey round (Steps 2 
above) but can also use the data in the first survey round since the following identity always 
holds  ) ( ) ( 1 1 2 2 2 2 1 1 z y and z y P z y and z y P i i i i      .
8     
3.2. Sharpening the Non-parametric Bounds 
From Corollary 1.1, we see that the bias for our upper bound estimate of the probability a 
household is poor in the first period but non-poor in the second period is given by 
               
                     
                  
     .  Other  things  being  equal,  this 
probability will be smaller the greater is the variation in     that can be explained by the set of 
variables in the vector x, and the lower the variation left to be represented by the error terms     
and    . In particular, a weaker correlation between these error terms will tend to decrease the 
second term in this bias. Similarly, Corollary 2.1 also indicates that a weaker correlation between 
the error terms     and     will also tend to increase the second terms in (15) and (16) and thus 
decrease the overall biases. 
This is equivalent to obtaining a high R
2 in the regression of     on x. We can increase this R
2 
and  narrow  the  bounds  by  including  a  host  of  time-invariant  (or  deterministic)  household 
characteristics. In addition, one can control for detailed geographic variables or region fixed 
effects. Taken together, a combination of household and regional characteristics may control for 
shocks which occur in particular regions or for people of particular characteristics, and may 
allow one to span household fixed effects.  We shall see how well this strategy works in our 
empirical application in the next section. 
3.3. Datasets 
                                                           
8 If one wants to get standard errors for these bounds, then a bootstrap approach can be used. This would involve 
bootstrap  resampling  from  the  original  cross-sections  (taking  account  of  survey  weights)  and  then  running  the 
method described above within each bootstrap sample.  
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To examine how well our method performs in  practice  we implement our procedure 
using genuine panel data from Vietnam and Indonesia. Our two main data sets are the Vietnam 
Household  Living  Standards  Surveys  (VHLSSs)  and  the  Indonesian  Family  Life  Surveys 
(IFLSs). We use the VHLSSs in 2006 and 2008, which are nationally representative surveys 
implemented by Vietnam‘s General Statistical Office (GSO) with technical assistance from the 
World  Bank.  The  VHLSSs  are  similar  to  the  LSMS-type  (Living  Standards  Measurement 
Survey) surveys supported by the World Bank in a number of developing countries and provide 
detailed information on the schooling, health, employment, migration, and housing, as well as 
household consumption and ownership of a variety of household durables for 9,189 households 
across the country in each round. These surveys are widely used in poverty assessment by the 
government and the donor community in Vietnam. One particular feature with these surveys is a 
rotating panel module, which collects panel data for one half of each survey round between two 
adjacent  years.  This  combination  of  both  cross-sectional  data  and  panel  data  in  one  survey 
provides a perfect setting for us to validate our method.   
Our data for Indonesia come from the Indonesian Family Life Surveys that were fielded 
by the RAND Corporation as part of their Labor and Population Program in collaboration with 
UCLA and the University of Indonesia.  We use the IFLS2 and IFLS3 rounds corresponding to 
respectively, 1997 and 2000.   The IFLS2 interviewed 7,500 households and the IFLS3 survey 
interviewed 10,400.  The IFLS surveys are remarkable in the extent to which efforts were made 
to follow households over time.  The IFLS2 and IFLS3 managed to resurvey 94.4 and 95.3%, 
respectively, of the original 7224 households interviewed in 1993 for the IFLS1 round.  As is the 
case for the VHLSS, the IFLS surveys are multipurpose surveys that collect detailed information 
on a range of different topics – thereby permitting analysis of interrelated issues that single-
purpose  surveys  do  not.    Information  on  economic  outcomes  like  income  and  labor  market 
outcomes can be combined with information on health outcomes, education and a whole host of 
additional socioeconomic indictors.  Finally, in 1997, the IFLS fielded, alongside the IFLS2 
household survey, a community survey about respondents‘ communities and public and private 
facilities.  The analysis below draws on both household and community level information.  
Since the IFLSs are panel surveys, we split the IFLS panels into two randomly drawn 




9 Call these sub-samples A and B respectively. Then we can use sub-sample A 
in the first round and sub-sample B in the second round as two repeated cross-sections which we 
then carry out our method on. We can then compare the mobility results obtained from using 
sub-sample A to impute round 1 values for sub -sample B to the results we would get using the 
genuine panel for sub-sample B. And we use panels with the same heads only for the genuine 
panels.  
For our basic analysis we use the national poverty line in Vietnam provided with the 
VHLSSs (corresponding to  D 2,559,850, and D 3,358,118 respectively for 2006 and 2008 
(Glewwe, 2009)), and the Tornquist poverty line in the IFLS dataset (corresponding to Rp 
86,128.1 in 2000 prices).
10  We show later in the paper that our results are robust to the choice of 
poverty line used. 
3.4. Variable Choice  
Our approach is built on a linear projection of consumption in round 1 onto individual, 
household and community-level characteristics that are also present in the data for round 2.   As 
described in Elbers, Lanjouw and Leite (2009) in regard to poverty-mapping procedures, there is 
no  obvious  theory  to  guide  the  specification  of  what  is  essentially  a  forecasting  model.  
However, certain diagnostics can be looked to for guidance.  In general one would want to look 
well beyond explanatory power (a higher R
2 would tend to reduce the variance of the prediction 
error) to consider also statistical significance of the parameter estimates      (in order to reduce 
model error and the resultant overstatement of mobility) and to pay attention as well to concerns 
about over fitting.  In the literature on poverty mapping, regressors have typically been drawn 
from several broad classes of variables including demographic variables (household size, gender 
and  age  profiles  of  households,  etc.);  human  capital  variables;  labor  market  variables 
(occupational profiles), access to basic services and infrastructure (electricity access, connection 
to a piped water network, etc.); housing quality variables; ownership of durables; and community 
and locality-level variables.   
                                                           
9  We  only  use  the  VHLSS  panel  component  for  non-parametric  estimates  to  illustrate  our  method.  For  the 
parametric estimation in the next section, we construct our estimates using the VHLSS cross section component and 
then compare to the VHLSS panel component.  
10 We thank Kathleen Beegle and Kristin Himelein for help with the IFLS data.  
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 Central to the present  application of this approach is the additional requirement that 
regressors in these models be time invariant Obvious candidates are the ethnic, religious, or 
social-group membership of the household head.  Other time-invariant variables can be readily 
constructed  from  the  data,  such  as  whether  the  household  head  was  aged  15  or  higher  and 
educated at the primary school level by a particular moment in time.   When retrospective data 
are collected, the range of time-invariant variables can be greatly expanded. For example, if both 
the 1997 and 1992 surveys collect information on whether the household had a fridge in 1992, 
this time-invariant variable can be used in the prediction models.  Some retrospective variables, 
such  as  place  of  residence  at  the  time  of  the  last  survey,  are  reasonably  common  in  cross-
sectional surveys, while other variables, such as sector of work, education level, and occupation 
at  the  time  of  the  past  survey,  could  easily  be  collected  retrospectively.  Context  will  also 
determine the choice of variables to use. If the main interest is on mobility in rural farming areas, 
one could presumably ask retrospective questions about land and major livestock holdings, and 
also condition on time-varying environmental variables like rainfall.  
In  our  empirical  applications  below,  we  thus  consider  a  hierarchy  of  six  classes  of 
prediction models which progressively employ more and more data that is sometimes, but not 
always, collected retrospectively. Since we have the actual panel data to work with, we can 
―force‖  regressors  in  round  2  to  be  time-invariant  by  using  the  round  1  values  of  selected 
variables. Clearly in a real-world application we would be dependent only on those variables 
collected during the second round, and would be concerned about possible recall error. But for 
the purpose of illustration here, we select variables we believe are likely to be recalled fairly 
accurately, and which could be asked retrospectively.
11 
The six models are built up progressively as follows: 
1.  (Basic Model) We begin with a sparse model, including only variables that can be readily 
judged as time-invariant.  For example, we can include such regressors as the gender of 
the head, age of the household head (defined in round 1 year), birthplace of the head 
(rural/urban), whether the head ever attended primary school (or the head‘s completed 
                                                           
11  In section 4 below, where we analyze the parametric variant of our approach, we wish to explore the scope for 
narrowing bounds via the imposition of additional structure and assumptions.  In doing so we confine our attention 
to a basic model specification that can be readily estimated with currently available cross-section data.  
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years of schooling), the education level of the head‘s parents, and the head‘s religion and 
ethnicity.  
2.  We  then  introduce  locational  dummies  such  as  urban/rural,  or  regional,  dummies  to 
measure where the household  was  living  at  the time of the first  round survey. Most 
multipurpose surveys with a migration module would collect the information needed to 
allow these variables to be constructed, and even without a specific migration module, it 
is common to ask where households were living five years ago.
12  
3.  Next, ―community‖ variables are added, which can be obtained from community modules 
in  most  household  surveys  or  perhaps  population  censuses.  Once  the  retrospective 
location is identified (as per model 2), the use of such variables depends only on the 
availability  of  such  auxiliary  data,  and  not  on  further  recall  per  se.  In  the  case  of 
Indonesia, these come from the community-level survey from 1997 and are inserted into 
both the IFLS2 and IFLS3 household surveys. For Vietnam, unfortunately the community 
module only collects data on rural communes, which can reduce the estimation sample 
size significantly. Thus we will use instead a household-level variable which indicates 
household poverty status as classified by the government in the first survey round.  
4.  We then add variables describing a household head‘s sector of work. At this point we 
clearly start to lean more heavily on our ability to explicitly insert round 1 values of these 
variables into the round 2 data.  However, information on these variables could probably 
be easily collected on a retrospective basis. Indeed retrospective work histories have been 
collected in a number of labor surveys.  
5.  Further demographic variables that we force to be time-invariant are then added - such as 
household size and the number of children aged under 5.  These would possibly be more 
difficult to collect retrospectively if household composition is very fluid, especially if the 
time  interval  between  survey  rounds  increased.  Nonetheless,  it  is  not  uncommon  for 
surveys  with  a  migration  focus  to  ask  about  all  individuals  who  have  lived  in  the 
household in the past five years, and our impression is that households in many societies 
are able to recall such information relatively accurately. 
                                                           
12 For example, Smith and Thomas (2003) find that Malaysian households can accurately recall migration histories, 
particularly for moves which are not very local or very short in duration.  
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6.  (Full model) Finally, we include a number of variables describing a household‘s assets 
and housing quality at the time of round 1 - such as ownership of specific consumer 
durables like a TV and motorcycle, and the type of roofing and flooring material the 
household  had.    Including  these  variables  increases  the  predictive  power  of  the 
consumption  models  significantly.    Such  variables  are  not  commonly  collected  in 
retrospective fashion in large multipurpose surveys, but they have been collected in some 
specific survey contexts.
13  
We estimate these models for log consumption per capita. We only use levels of the variables 
indicated above, but one could additionally enrich the models by including interactions (e.g. 
allowing  the  predictive  impact  of  education  for  consumption  to  vary  w ith  region,  sex  of 
household head, etc.). The precise  regression results  used for the upper and lower bound 
estimates  for  model  1  (the  ―basic  model‖)  and  model  6  (the  ―full  model‖)  for  household 
consumption in the first period are presented in Tables 2.1a and 2.1b in Appendix 2. 
3.5. Estimation Results 
We turn, now, to one of the central questions in our study, namely whether analysis of 
duration of poverty, and mobility in and out of poverty, based on our synthetic panel data, can 
deliver results approximating the findings one would obtain with genuine panel data.
14  Table 1 
presents  our  results.    As  we  expected,  the  lower  bound  estimates  underestimate  mobility 
(understating movements into and out of poverty  and overstating the extent to which people 
remain poor or remain non-poor) and the upper bound estimates overestimate mobility.  The 
―truth‖  (true rate) tends to  lie about midway between these bounds.   We find thus that our 
approach does indeed present bounds within which the ―truth‖ can be observed.
15   
                                                           
13  For  example,  de  Mel,  McKenzie  and  Woodruff  (2009)  ask  Sri  Lankan  business  owners  and  wage  workers 
questions on whether their family owned a bicycle, radio, telephone, or vehicle when they were aged 12, and on the 
floor type their household had then. Individuals were able to recall such information relatively easily, although 
further work is needed to test how accurate such recall is. Berney and Blane (1997) offer some encouraging findings 
from a small sample in the U.K., showing high accuracy recall of toilet facilities, water facilities, and number of 
children in the household over a 50-year recall period. 
14 We refer to ―synthetic panels‖ in our approach in an effort to distinguish our household-level analysis from the 
broader literature that works with cohort-means. 
15 Estimation is very similar when we obtain predicted household consumption on data from the first survey round 
instead of the second survey round. Thus for both the non-parametric and parametric estimates (in the next section), 
we only show results obtained on data from the second survey round.  
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What is particularly encouraging is that the width of these bounds is fairly reasonable.  
For example, using the full model, our bounds would suggest that between 3 and 10 percent of 
households in Indonesia, and between 3 and 7 percent of households in Vietnam moved out of 
poverty between the two rounds. Analysis based on the genuine panel data suggests that the true 
rates are well captured in these ranges, even after we adjust for one to two standard errors to 
these rates.      
  The results also illustrate the importance of being able to fit more detailed models to 
predict consumption, with generally narrower bounds for the models with richer specifications 
than the basic model—which is to be expected given our discussion in the previous Section. For 
example, the bounds for the proportion of the population falling into poverty in Vietnam between 
2006 and 2008 are (0.5-8.6) using the basic model, (2.8-8.5) using model 2, (3.0-7.8) using 
model 3, (2.3-7.2) using model 5, and (2.1-6.8) using the full model. Corresponding to these 
narrower bounds is respectively a steady increase in R
2 of 0.33, 0.49, 0.55, 0.60, and 0.71 and a 
similar constant decrease in the correlation coefficient   (which is always positive and consistent 
with our Assumption 2). 
In both countries it is the inclusion of locational variables to get to model 2, retrospective 
demographic  variables  to  get  to  model  5,  and  especially  the  inclusion  of  the  retrospective 
household  asset  variables  to  get  to  the  full  model  that  most  increase  the  share  of  variation 
explained by the regressors and the greatest reduction in the size of the bounds. Efforts to collect 
retrospective  data  so  as  to  be  able  to  enrich  the  model  specification  thus  do  appear  to  be 
important.
16 The basic model has less predictive power, leading to wider intervals. 
4. Sharpening the Bounds Further through a Parametric Method 
The non-parametric method introduced and explored above has the advantage of requiring 
few assumptions to obtain bounds on the degree of mobility and producing fairly encouraging 
results. However, while the rich sets of regressors as used in the estimates in Table 1 may offer 
some directions on future survey designs (as well as a good illustration of what is feasible with 
                                                           
16 This accords well with experience of applying the Elbers et al. (2003) method for small-area estimation purposes 
to poverty mapping.  In those applications the methodology pursued most closely resembles the ―upper bound‖, 
―full‖, approach here, and it is generally found that predicted poverty rates (calculated in the population census) 
closely track survey estimates at the broad-stratum level (see Demombynes et al. 2004).    
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our method), these may not currently be available for most countries. Without such a full set of 
variables, the bounds provided by the basic models may be too wide to be of use for practical 
purposes.  
We thus move from this ―ideal‖ setting to the rather more prosaic real-world one where only 
a subset of the above-considered regressors exists. We explore a parametric variant to our basic 
approach  and  impose  some  structure  on  the  error  terms  in  order  to  sharpen  our  bounds  on 
mobility.  We work with only with the basic model specification (i.e., Model 1) introduced 
above, including, in addition one dummy variable indicating urban or rural area of residence (and 
also show the non-parametric estimates for this specification).We now also estimate our models 
using only the cross-sectional components of the survey data, and compare our estimates of 
mobility against the ―true‖ estimates calculated from the panel components.  
 This model thus puts modest demands on the data and would likely be applicable in most 
household surveys.  We show that by introducing a distributional assumption on the error terms, 
and additional information on the likely plausible range of autocorrelation in these error terms, 
we can produce narrower bounds on mobility. We start with the following additional assumption. 
Assumption 3:      and     have a bivariate normal distribution with correlation coefficient ρ 
and standard deviations    and     respectively. 
Log-normality is a reasonable and often used approximation for the distribution of income or 
consumption, so this condition may hold approximately in practice and can be checked, as will 
be illustrated in our empirical section.  
4.1. Parametric Estimation Framework 
Given Assumptions 1 and 3, it is straightforward to see that the percentage of households that 
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where   . 2   stands for the bivariate normal cumulative distribution function (cdf) ) (and   . 2   
stands for the bivariate normal probability density function (pdf)). 











(Sungur, 1990), equation 
(19) indicates that the key difference between a household‘s true consumption level and its lower 
bound and upper estimates of mobility lies with the correlation term  .  Since   is bounded by 
the interval [0, 1] (Assumption 2), and the correlation term in equation (19) above has a negative 
sign (   ), a lower value of means a higher probability of entering/ exiting poverty (i.e., a 
higher degree of mobility or lower degree of immobility) in the second period and vice versa.  
In  fact,  the  non-parametric  lower  bound  and  upper  bound  estimates  of  poverty  mobility 
correspond  to  assuming     being  equal  to  its  maximum  value  (1)  and  minimum  value  (0) 
respectively.
17 However, as was noted in our discussion of Table 1,  the true value of   in all 
likelihood  lies  somewhere  in  between  these  two  values  of  0  and  1.  If  we  can  have  a  better 
estimate of , we can narrow the gap between these lower bound and upper bound estimates of 
poverty mobility. Thus we can tighten Assumption 2 as follows. 
Assumption 2’:            where    is the smallest hypothesized value of   and    the highest 
hypothesized value, with                    
 In  searching  for  the  range  of  appropriate  values  for ,  there  seem  to  be  two  options 
available: i) we can look at actual panel data in previous time periods from the same country (or 
for sub-samples of the data) or, ii) we can consider actual panel data in (say, economically or 
geographically)  similar  settings  elsewhere.    We  will  pursue  this  second  option  below  and 
calculate  a  range  of  different  values  for from  a  similar  model  specification  estimated  in  a 
number of different countries for which panel data exist. 
4.2. Parametric Estimation Procedures 
                                                           
17 In particular, when 0   or  1   , the parametric analogues of the upper and lower bound estimates of poverty 
mobility in (5), (6), (11) and (12) are obtained by replacing the general probability notation ―P(.)‖ with the normal 
cdf   .  .   
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Upper-bound estimates for poverty mobility (and lower-bound estimates for poverty 
immobility) 
We propose the following steps to obtain the quantities in (5), (6), (9) and (10) 
Step  1:  Using  the  data  in  survey  round  1,  estimate  equation  (1)  and  obtain  the  predicted 
coefficients ' ˆ
1  ,  and  the  predicted  standard  error
1 ˆ  for  the  error  term 1 i  .  Using  the  data  in 
survey round 2, estimate equation (2) and obtain similar parameters ' ˆ
2   and
2 ˆ  . 
Step 2: For each household in round 2, calculate the quantities in (5), (6), (9) and (10) as follows 
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Lower-bound  estimates  for  poverty  mobility  (and  upper-bound  estimates  for  poverty 
immobility) 
Lower-bound  estimates  of  poverty  mobility  (and  upper-bound  estimates  for  poverty 
immobility) can likewise be obtained by using the same steps with    in place of   .  
Note that in the special case that the true value of   is somehow known, the bounds collapse 
to a point estimate. It is not unreasonable to think of possible scenarios where—say, to save 
costs—small but representative panel surveys were fielded and   estimated from such surveys 




As with the non-parametric case, it should be noted that we obtain the predicted parameters 
from both survey rounds and then calculate  the poverty dynamics on data from the second 
survey  round  ( 2 i x ),  but  we  can  also  first obtain  the  predicted  parameters  from  both  survey 
rounds and then calculate the poverty dynamics on data from the first survey round ( 1 i x ). The 
two approaches should give us the same results,
18 since the same identity holds as for the non-
parametric estimation. 
4.3. Parametric Estimation Results 
Normality Assumptions and determining ρ 
Since the key assumption required for our parametric approach is normality of the error terms in 
the regressions of household consumption on household (time-invariant) characteristics, we start 
off by plotting for each country and  year the distribution for the estimated error terms ( i  ) 
against the normal distribution. A casual visual inspection indicates that the former (dotted line) 
closely  resembles  the  latter  (solid  line) in  each  year  (Appendix  2, Figure  2.1),  although  the 
graphs for Vietnam look somewhat better than those for Indonesia. However, formal multivariate 
normality  tests  (Doornik  and  Hansen,  2008)  reject  the  assumption  of  normality  distribution 
(univariate  or  bivariate)  for  the  error  terms in  both  countries.  Despite  this  rejection  we  will 
maintain  the  assumption  below,  and  thereby  illustrate  the  performance  of  our  parametric 
bounding methods in a typical practical situation where the underlying distributional assumption 
may not hold precisely.  
                                                           
18 However, this variant approach results in changes to the bivariate probability formulas to calculate the poverty 
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where   is set to equal    and    respectively for the upper bound and lower bound estimates for poverty mobility.  
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We calculate different values for using true panel data from several developing countries: 
Bosnia-  Herzegovina,  Indonesia,  Lao  PDR,  Nepal,  Peru,  and  Vietnam.      Our  estimates  are 
provided in Table 2.
19. Clearly, this list is far from being exhaustive —and we expect future 
research will build on this—but this sample of countries spans different regions and income 
levels  at  different  points  in  time  over  the  past  decade.  For  these  estimates,  we  use  model 
specifications  which  are  as  similar  as  permissible  by  the  data  available  to  the  basic  model 
employed  above  for  the  non-parametric  estimates  plus  a  dummy  variable  indicating  area  of 
residence (urban/ rural). These are also the same model specifications we use for predictions 
using the cross sectional data.   
 The estimates in Table 2 show that ρ ranges from 0.39 (for Nepal during 1995-2004) to 0.66 
(for  Vietnam  during  2004-2006)    which  is  arguably  a  rather  tight  range  compared  to  its 
theoretical range of [0, 1].
 20 However, to be on the safe side, we will widen this range a bit more 
and use the two pairs of values of (0.2, 0.8) and (0.3, 0.7) for our subsequent bound estimates. 
Lower and Upper Bound Estimates 
The lower bounds  and upper bounds of poverty mobility for Vietnam and  Indonesia  are 
further examined in Table 3. Our bound estimates are considered in three model specifications: 
Specification 1 provides the most conservative bounds where ρ are respectively set to 1 and 0, 
and Specifications 2 and 3 provide less conservative bounds where ρ are respectively assumed to 
be equal to [0.8, 0.2] and [0.7, 0.3]. Clearly, the estimates from Specification 1 would be the 
parametric equivalence of  our previous  non-parametric  estimates—which are also  shown for 
comparison  under  the  column  ―Non-parametric  bound‖—but  we  will  focus  here  on  the 
parametric  estimates  for  interpretation.  The  bound  estimates  are  expected  to  be  sequentially 
tighter for Specifications 1, 2 and 3; however, this naturally comes with a trade-off since the 
tighter the bounds, the higher the chance that these bounds do not encompass the true rates.   
                                                           
19 The data are from Bosnia- Herzegovina during 2001-2004 (Demirguc-Kunt, Klapper and Panos, 2009), Lao PDR 
during  2002-2007  (Lao  Department  of  Statistics,  2009),  Nepal  during  1995-2004  (Nepal‘s  Central  Bureau  of 
Statistics,  2004),  and  Peru  during  2004-2006  (Peruvian  Statistics  Bureau—INEI).  These  countries‘  household 
surveys are similar to the LSMSs and thus can provide a relevant and comparable range of values for this correlation 
coefficient. In addition we also employ the 2004 VLHSS. 
20 These positive values for ρ confirm again the validity of our Assumptions 2 and 2‘.  
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Table 3 shows that the true poverty dynamic rates obtained from the panel data are well 
within the lower and upper bounds respectively provided by Specification 1, which are very 
similar to those obtained by the non-parametric method. Notably, except for those remaining 
non-poor in both periods, these true poverty rates are also bounded by the less conservative 
estimates from Specification 2, which shrink the intervals between the lower and upper bound in 
Specification 1 by around half for both countries. For example, the proportion of households who 
were poor in 2006 but nonpoor in 2008 for Vietnam is 5.7 percent, which lies between the less 
conservative lower and upper bound estimates of [4.3, 8.5] under Specification 2. This interval 
width of 4.2 percent is half that of the most conservative bounds under Specification 1, which 
has interval [0.4, 9.4].  
As expected, estimates under Specification 3 provide even a tighter range, but these bounds 
now do not contain the true rates not only for those remaining nonpoor in both periods, but also 
those falling into poverty in the second period for Vietnam and those remaining poor in both 
periods for Indonesia. The silver lining, however, is that the differences between the imprecise 
bounds and the true rates range from 0.3 to 0.9 percentage points (which are roughly 5 to 20 
percent in relative terms), except for the estimates for those who remained non-poor in both 
periods. Even in these worst cases, the order of magnitude for the miscalculation only amounts to 
around 1 percent of the true rate for Vietnam (e.g., (82.3- 81.1)/ 82.3= 0.014) and 4 percent of 
the true rate for Indonesia. Moreover, the width of the intervals obtained is now typically less 
than one third of the corresponding intervals offered by Specification 1.
21 
5. Alternative Poverty Lines and Mobility Profiles 
We examine in this section robustness to the choice of poverty line, and an extension of our 
analysis to subpopulation groups.  
5.1. Robustness to Choice of Poverty Line 
  The preceding analysis has all been based on one particular poverty line.  The question 
then arises as to whether the approach described here is also successful in bounding true mobility 
                                                           
21  The estimates in Table 3 are obtained by applying the predicted coefficients and error terms from both survey 
rounds to data in the second survey round.  Results are similar when we replicate these results using data in the first 
survey round.   Results available on request.   
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when alternative poverty lines are considered. From the proofs offered in Appendix 1, there is no 
particular reason this should not be the case. However, as an empirical robustness check on the 
estimation, we consider different poverty lines.  A related question is whether the tightness with 
which our bounds ―sandwich‖ the truth is constant for different values of the poverty line.  We 
investigate these questions by calculating upper and lower bounds on mobility, as well as the 
truth, for the set of poverty lines spanning the range of possible base year poverty rates from 0 to 
100 percent using the non-parametric method. Figure 2 illustrate our results in terms of the 
fraction of the population who escape poverty for Indonesia.
22  
  The  IFLS  ―true‖  panel  data  indicate  that  the  share  of  the  population  able  to  escape 
poverty is low when the base year poverty line (and hence aggregate poverty) are sufficiently 
low (Figure 1).  As the poverty line increases in value, a larger share of the base year population 
is considered poor and the percent that escapes poverty also rises. As the poverty line continues 
to rise an increasing fraction of the base year population is counted as poor and eventually the 
share of that underlying population that manages to escape poverty starts to decline.  When the 
line is sufficiently high the whole population is poor and remains poor.  Figure 1 shows that the 
inverted U-curve pattern traced out by the IFLS panel data is tracked fairly closely by our lower 
and  upper  bound  synthetic  panel  estimates  of  mobility  out  of  poverty.    Allowing  for  some 
overlap and crossing attributable to statistical uncertainty, the bounds do ―sandwich‖ the truth 
over the full range of possible poverty lines.  Figure 1 also illustrates that the gap between the 
upper and lower bound estimates is at its widest when around half of the base-year population is 
considered poor, and also the largest share of the population is able to escape poverty.  At more 
extreme poverty lines, the bounds are much closer together, pointing also to much lower rates of 
mobility out of poverty. 
Other figures considering poverty immobility (not shown) also provide similar results. In 
sum, our approach is found to work well for the full possible range of poverty lines that might be 
specified,  and  we  find  that  our  bounds  are,  indeed,  upper  and  lower  bounds  to  the  ―truth‖ 
irrespective of where the poverty line is drawn. 
5.2. Poverty Transitions Among Population Sub-Groups 
                                                           
22 Similar results for Vietnam are available upon request.  
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 While our proposed bounds appear to work well for the whole population, it is of interest to 
investigate whether the same is true for smaller population groups for several reasons. First, in 
designing  effective  social  safety  nets,  policy  makers  often  focus  on  smaller  but  more 
disadvantaged groups, rather than the whole population. This is especially the case in developing 
countries where due to resources constraints, allocations must be prioritized.  Second, due to cost 
and logistical considerations sample sizes of true panel data are often fairly small, and this limits 
their applicability to the assessment of mobility across small population groups. In cases where 
the sample sizes  of panel  data are too  small, these data may offer either imprecise or even 
unreliable  estimates  due  to  large  standard  errors  or  the  non-representativeness  of  the  data 
themselves. One of the advantages of the approach considered here is that our synthetic panels 
are based on cross-sectional data which often comprise far larger samples; if the samples of our 
synthetic panels are large enough, estimates based on these synthetic panels may better represent 
the target population.
23 
We estimate and plot the proposed parametric bounds (using Specifications 1 and 2, Table 3) 
against the true poverty dynamic rates for sub-groups of the population in Vietnam categorized 
by ethnicity  (i.e., ethnic minority groups), female -headed households, education achievement 
(i.e., primary education or higher, lower secondary education or higher), and residence areas 
(i.e., urban households or regions the household live in) in Figures  2  to  5. Clearly, these 
categorizations can overlap but they can provide a first cut at profiling poverty mobility for 
different groups. Except for a few cases (e.g., households living in the North Central in Figure  2 
and Figure 3, in the Mekong Delta, North Central or Southeast regions in Figure 5), the true rates 
lie within the less conservative bounds. Again, for these exceptional cases where the bounds are 
off, the differences do not appear to be large either.  
These graphs also indicate that ethnic minority groups are the group most vulnerable to 
chronic poverty (Figure 2) and have very high mobility both into and out of poverty (Figures  3 
and  4).
24  The Northwest group has similar patterns with ethnic minority groups since the 
                                                           
23 It is a well-known fact that while panel data may be representative of the whole population, they may not be 
representative of all sub-population groups. For an (extreme) example, most panel data can perhaps provide good 
estimates of income dynamics for the population that is literate, but may not be able to provide reliable estimates for 
the population that has a Ph.D. degree.  
24  See Dang (forthcoming) for a more detailed discussion of the welfare for ethnic groups in recent years in 
Vietnam.   
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majority of the population in this region (76%) belong to ethnic minority groups.
25 On the other 
hand, households living in the urban area or households with their heads having a lower 
secondary education or higher appear to be better off than most other groups in the country. 
Again, these evaluations of our bounds are only predicated on the assumptions that these 
small but true panel data are representative of the target population; otherwise, we may simply 
use estimates from the  synthetic panels because of  their larger sample sizes and supposedly 
better representativeness. 
6. Conclusions and Future Directions 
Genuine panel data are still rare in the developing world, and when they are available, the 
samples are often relatively small, with limited or infrequent duration, and in some cases, occur 
with significant attrition. This has limited the feasibility of constructing even the most simple 
descriptions  of  movements  in  and  out  of  poverty  for  most  countries.  Yet  policymakers  and 
researchers do care about such movements, and most countries do field repeated cross-sectional 
surveys  of  income  or  consumption  on  a  reasonably  regular  basis.  In  this  paper  we  have 
developed a method for using existing cross-section data to provide some bounds on the extent 
of movements into and out of poverty, and results from both Indonesia and Vietnam suggest 
these bounds can be made narrow enough in practice to make the estimates useful.
26 
The success of  the  method  depends on  either  how well  one  can predict  the dependent 
variable of interest (for the non-parametric approach) or how well we can capture the range of 
autocorrelation for the error terms (for the parametric approach) . For the former in the case of 
consumption or income dyn amics, we have found that our accuracy in doing this, and the 
resulting width of the bounds for mobility, is significantly better when we are able to use 
retrospective information on the demographic composition of the household, the ownership of 
consumer durables and basic  housing  materials. Such variables are typically collected only 
concurrently, and not retrospectively, in most household surveys. It could also be promising to 
ask questions on when certain shocks such as development of chronic illness or death of a spouse 
                                                           
25 Authors‘ calculation from the 2008 VHLSS. 
26 Preliminary evidence to support this can be seen by new efforts underway to use the methodology developed in 
this paper to systematically examine poverty dynamics in a number of Latin American countries.  This work is being 
carried out by the World Bank‘s Latin American and the Caribbean office, not the authors of this study.  
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occur, since such variables might also help predict poverty status. Since it is certainly much less 
costly to collect this information than it is to field panel surveys, our results suggest it might be 
worth  experimenting  with  the  inclusion  of  such  questions  in  some  upcoming  nationally 
representative surveys in order to be able to provide basic estimates of poverty transitions.  
While better predicted household consumption would clearly improve parametric estimates 
as well, for the latter, we note that the empirically relevant ranges for the correlation term ρ 
would likely vary for different welfare outcomes (those for, say, household consumption can 
clearly differ from those for employment). Future research could thus focus on extending the list 
of empirically estimated correlation terms by looking at panel data from different countries, as 
well as  creating  a  similar list  for other welfare outcomes.  These typologies of  the range of 
autocorrelation for the error terms could then be used to provide estimates for countries with 
similar settings. Another promising direction is to collect data on a smaller subpanel (i.e., for 
cost savings) and combine the estimated correlation terms from this subpanel with the larger 
sample-sized cross sections to estimate poverty mobility.  
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Table 1: Poverty Dynamics from Synthetic Panel Data and Actual Panel Data for Indonesia and Vietnam 
 
   
Poverty status
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 6 Model 5 Model 4 Model 3 Model 2 Model 1
Poor, Poor 12.8 12.1 11.9 11.1 11.8 11.7 5.9 4.2 3.6 3.0 3.0 2.9 2.9
(0.4)
Poor, Nonpoor 1.2 1.4 1.4 2.0 2.6 3.2 8.1 10.3 10.2 10.8 10.9 10.8 11.1
(0.5)
Nonpoor, Poor 1.7 2.4 2.5 3.4 2.7 2.8 7.9 10.3 10.9 11.5 11.5 11.6 11.6
(0.5)
Nonpoor, Nonpoor 84.3 84.1 84.1 83.5 82.9 82.3 78.1 75.2 75.3 74.8 74.6 74.7 74.4
(0.7)
ρ 0.54 0.529 0.521 0.521 0.475 0.421
Adjusted R2 0.193 0.21 0.215 0.231 0.329 0.421
N 1638 1638 1638 1638 1638 1638 3517 1638 1638 1638 1638 1638 1638
Poor, Poor 12.5 10.2 10.1 10.1 10.8 11 7.6 6.3 5.9 5.2 5.2 4.6 4.5
(0.5)
Poor, Nonpoor 0.4 2.6 2.6 2.7 3.3 3.3 5.7 6.6 7.3 7.3 7.4 8.5 9.4
(0.4)
Nonpoor, Poor 0.5 2.8 3.0 3.0 2.3 2.1 4.4 6.8 7.2 7.9 7.8 8.5 8.6
(0.4)
Nonpoor, Nonpoor 86.5 84.3 84.3 84.2 83.6 83.6 82.3 80.3 79.6 79.6 79.5 78.4 77.6
(0.7)
ρ 0.654 0.584 0.554 0.547 0.516 0.394
Adjusted R2 0.334 0.494 0.548 0.559 0.60 0.71
N 1335 1335 1335 1335 1335 1335 2728 1335 1335 1335 1335 1335 1335
Note:  1.Poverty rates in percent are calculated using halves from the IFLS panel and the VHLSS panel component, and predictions obtained using data in the second survey rounds. 
Full regression results are provided in Tables 2.1a and 2.1b in Appendix 2. 
2. All numbers are weighted using population weights for each survey round. Standard errors in parentheses.
3. Number of replications for the estimates is 500.









Table 2: Estimated ρ from Actual Panel Data for Different Countries 
 

















Note: 1. Each cell represents results from one regression, except for the cells under " ρ". 
          2. Household heads' ages are restricted to between 25 and 55 in the first survey round.









Country Survey Year ρ
Bosnia- Herzegovina 0.43 
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Table 3: Poverty Dynamics from Synthetic Panel Data and Actual Panel Data  for 
Indonesia and Vietnam 
   
Poverty status
Spec. 1 Spec. 2 Spec. 3 Spec. 3 Spec. 2 Spec. 1
Poor, Poor 13.3 15.9 11.1 9.8 5.9 6.1 5.4 4.0 3.3
(0.4)
Poor, Nonpoor 1.6 1.7 6.5 7.8 8.1 11.5 12.2 13.5 12.3
(0.5)
Nonpoor, Poor 0.9 0.9 5.7 7.0 7.9 10.7 11.5 12.8 11.7
(0.5)
Nonpoor, Nonpoor 84.3 81.5 76.7 75.4 78.1 71.7 71.0 69.6 72.7
(0.7)
N 1710 1710 1710 1710 3517 1710 1710 1710 1710
Poor, Poor 11.8 13.1 9.2 8.3 7.6 5.6 5.1 4.1 3.9
(0.5)
Poor, Nonpoor 0.6 0.4 4.3 5.3 5.7 8.0 8.5 9.4 9.2
(0.4)
Nonpoor, Poor 0.4 0.5 4.4 5.3 4.4 8.0 8.5 9.5 8.4
(0.4)
Nonpoor, Nonpoor 87.2 86.0 82.1 81.1 82.3 78.4 77.9 77.0 78.6
(0.7)
N 3701 3701 3701 3701 2728 3701 3701 3701 3701
Note:  1.Poverty rates in percent are calculated using halves from the IFLS panel and the VHLSS cross section component, and predictions obtained 
using data in the second survey rounds. 
2. All numbers are weighted using population weights for each survey round. Standard errors in parentheses.
3. Specification 1 assumes ρ= 1 and ρ= 0 for the lower bounds and upper bounds respectively and is the parametric equivalence of the 
nonparametric bounds. Specification 2 approximates ρ with 0.8 and 0.2, and Specification 3 approximates ρ with 0.7 an 0.3 for the 
lower bounds and upper bounds respectively. Number of replications for non-parametric estimates is 500.
4. Household heads' ages are restricted to between 25 and 55 for the first survey round and between



















Figure 1:  Estimates of Mobility Out of Poverty for Alternative Poverty Lines, Indonesia 
 




Figure 3: Profiles for Those Who Were Poor in the First Period but Non-poor in the 
Second Period, Vietnam 2006- 2008 
 
Figure 4: Profiles for Those Who Were Non-poor in the First Period but Poor in the 


































APPENDICES FOR ONLINE PUBLICATION ONLY 
Appendix 1 
Proof of Theorem 1 and Corollaries 1.1 and 1.2 
The probability a household is poor in the first period but non-poor in the second period can be written as 
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      (A1.1a) 
where the second line follows from replacing  1 i x with  2 i x by Assumption 1
27, and the third line follows 
from  the  multiplication  rule  for  conditional  probabilities.
28  Since  the  probability  
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where the second line follows from the partition rule.
29  
Our upper bound estimate of mobility can be written as 
) ' ( ) ' ( ) ( 2 2 2 2 2 1 1 1 2 2 1
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U
i x z P x z P z y z y P                      (A1.3) 
where the right-hand side results when the two error terms     and     are completely independent of each 
other.  
Thus combining (A1.2) and (A1.3) it follows that 
) ( ) ( 2 2 1 1 2 2 1
2
1 z y z y P z y z y P i i i
U
i                     (A.1.4) 
which establishes the upper bound estimate of mobility. Incidentally, the probability (*) is the bias for the 
upper bound estimate of mobility, which establishes Corollary 1.1. 
Then subtracting each of the terms in (A1.4) from ) ( 2 2 z y P i  , we would have 
                                                           
27  Note  that  we  can  directly  replace  xi1  with  xi2  if  x  contains  only  time-invariant  variables.  If  x  also  contains 
deterministic variables, then we would replace xi1 with the period 1 values determined by knowing xi2. We abstract 
from this case to simplify notation, since the key idea remains the same. 
28 Strictly speaking, we need  0 ) ' ( 2 1 1 1    i i x z P   to derive the third line, which is satisfied as long as the poverty 
rate is not zero for period 1. Also note that the equality signs ―=‖ in all the equal-or-greater-than ―≥‖ signs inside 
parentheses for the following probabilities are optional since household consumptions (and their error terms) are 
continuous variables. 
29 See, for example, Theorem 1.2.11 in Casella and Berger (2002).  
37 
 
) ( ) ( ) ( ) ( 2 2 1 1 2 2 2 2 1
2
1 2 2 z y z y P z y P z y z y P z y P i i i i
U
i i                 
or equivalently, using the partition rule again, 
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which establishes Corollary 1.2. And it is rather straightforward to show the remaining cases. 
Proof of Theorem 2 and Corollaries 2.1 and 2.2 
The probability a household is poor in the first period but non-poor in the second period in (A1.1a) can 
also be rewritten as 
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   (A1.1b) 
where the second and third lines follow from the basic properties of probability,
 30 the fourth line follows 
from rearranging expressions, and the fifth line follows from replacing  1 i x with  2 i x using Assumption 1.  
Our lower bound estimate of mobility is 
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         (A1.6) 
where the last line follows when 1 i  has perfect correlation with 2 i  . Since the third term on the right-hand 
side in the last line in equation (A1.1b) is non-negative by definition, combining (A1.1b) and (A1.6) it 
follows that ) ( ) ( 2 2 1 1 2 2 1
2
1 z y z y P z y z y P i i i
L
i                  (A1.7) 
which establishes our conservative lower bound of mobility. Incidentally, the third term on the right-hand 
side in the last line in equation (A1.1b) is the bias for the lower bound estimate of mobility, which 
establishes Corollary 2.1. 
Then subtracting each of the terms in (A1.7) from ) ( 2 2 z y P i  , we would have 
) ( ) ( ) ( ) ( 2 2 1 1 2 2 2 2 1
2
1 2 2 z y z y P z y P z y z y P z y P i i i i
L
i i             
or equivalently 
                                                           
30 See, for example, Theorem 1.2.9 in Casella and Berger (2002).  
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) ( ) ( 2 2 1 1 2 2 1
2
1 z y z y P z y z y P i i i
L
i                     (A1.8) 
which establishes Corollary 2.2. And it is rather straightforward to show the remaining cases. 
Proof of Theorem 3 
When at least one independent variable is measured with error, the vector of household i‘s true variables
*
ij x for j= 1, 2, are not observed, but instead we observe  ij x  that are measured with errors. Similarly, if 
there are measurement errors in household consumption, true household consumption
*
ij y is not measured, 
but  we  only  observe ij y .  The  linear  projection  of true  household  consumption  on  true  household 
characteristics in period j in equations (1) and (2) then becomes 
   
      
    
                   (A1.9) 
The true and observed variables are postulated to have the following relationship 
ij ij ij x x   
*                (A1.10) 
ij ij ij y y   
*                (A1.11) 
where ij  and  ij  are  the  measurement  errors. In  the  classical  measurement  error  model, ij  and ij  are 




ij y , as well as both uncorrelated 
with the  model error    . In the non-classical error model, there is less restriction on the correlation 





ij y .  
However,  regardless  of  the  correlation  between  the  measurement  errors  and  the  true  variables, using 
equations (A1.10) and (A1.11), we can rewrite (A1.9) as 
        
                
       ij                         (A1.12a) 
or conveniently in a more general format 
        
                                 (A1.12b) 
Equation (A1.12b) is identical to our original equations (1) and (2), which shows that measurement errors 
do not affect our results in the proofs for Theorems 1 and 2. Indeed, equations (1) and (2) only provide the 
linear projection of observed household consumption on observed household characteristics, where we 
make no assumption about the correlation between the measurement errors and the true variables, except 
that they do not cause the autocorrelation of the     to become negative. Thus, the lower bound (which is 
based only on assuming the autocorrelation is less than or equal to one) will continue to be a lower bound,  
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while the upper bound will still be an upper bound with classical measurement error (since this will not 
change the autocorrelation of the     term), and will be an upper bound with non-classical measurement 
error provided this non-classical error doesn‘t induce negative autocorrelation. This could be violated if 
the measurement error in consumption is strongly negatively autocorrelated enough to offset the positive 
autocorrelation  in  the  genuine  consumption  residual,  which  doesn‘t  seem  that  likely  in  practice  as 
evidenced by the positive overall autocorrelations of the     seen in our empirical applications.  
 
Appendix 2 
Figure 2.1: Distribution Graphs for the Residuals, Indonesia and Vietnam  
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Table 2.1a: Estimated Parameters of Household Consumption, Vietnam 2006 
 
   
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
Heads' age 0.012*** 0.010*** 0.009*** 0.009*** 0.010*** 0.009***
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
Head is female 0.118*** 0.009 0.030 0.023 -0.071** -0.029
(0.037) (0.036) (0.035) (0.035) (0.034) (0.028)
Head's years of schooling 0.064*** 0.057*** 0.047*** 0.046*** 0.042*** 0.021***
(0.004) (0.004) (0.004) (0.004) (0.004) (0.004)
Ethnic majority groups 0.437*** 0.333*** 0.272*** 0.254*** 0.224*** 0.194***
(0.038) (0.047) (0.042) (0.042) (0.039) (0.035)
Urban in 2006 0.297*** 0.285*** 0.215*** 0.201*** 0.088**
(0.041) (0.039) (0.040) (0.040) (0.036)
Poor as classified by government in 2006 -0.435*** -0.434*** -0.417*** -0.238***
(0.034) (0.034) (0.031) (0.030)
Head works in agriculture only 0.070** 0.056** 0.038*
(0.027) (0.026) (0.022)
Head works in wage only 0.197*** 0.191*** 0.099***
(0.042) (0.040) (0.033)
Head works in service only 0.187*** 0.192*** 0.049
(0.042) (0.040) (0.035)
Household size -0.080*** -0.102***
(0.009) (0.008)
Number of children age 0 to 5 -0.068*** -0.062***
(0.021) (0.017)
Household owns a tivi 0.153***
(0.032)
Household owns a motobicycle 0.283***
(0.023)
Household owns a refrigerator 0.229***
(0.032)
Household owns a wasing machine 0.172***
(0.055)
Household owns an air conditioner 0.417***
(0.109)
Household owns toilet 0.152***
(0.043)
Drinking water from own running water or bottled water 0.034
(0.039)
Constant 7.057*** 7.601*** 7.849*** 7.791*** 8.178*** 7.926***
(0.090) (0.147) (0.135) (0.130) (0.134) (0.112)
Adjusted R2 0.334 0.494 0.548 0.559 0.600 0.710
˃ 0.500 0.436 0.412 0.407 0.387 0.330
N 1334 1334 1334 1334 1334 1334
Note: 1. *p<0 .1, **p<0.05,  ***p<0.01;  robust standard errors in parentheses accounts for 
clustering at the primary sampling unit level.
2. Models 2 to 6 control for province dummy variables.
3. All estimates are obtained using cross sectional data. 
41 
 
Table 2.1b: Estimated Parameters of Household Consumption, Indonesia 1997 
 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
Heads' age 0.007*** 0.007*** 0.007*** 0.006*** 0.007*** 0.004**
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
Head is female 0.152*** 0.142** 0.154*** 0.209*** -0.013 -0.003
(0.058) (0.056) (0.057) (0.062) (0.057) (0.053)
Head's years of schooling 0.052*** 0.053*** 0.052*** 0.045*** 0.046*** 0.026***
(0.005) (0.005) (0.005) (0.005) (0.005) (0.005)
Head's birth place is small town 0.093** 0.087* 0.069 0.062 0.046 0.015
(0.046) (0.050) (0.050) (0.050) (0.048) (0.042)
Head's birth place is big city 0.092 0.045 0.038 0.042 0.054 0.015
(0.082) (0.086) (0.087) (0.084) (0.079) (0.073)
Head's birth place is other -0.076 -0.091 -0.114 -0.072 -0.392 -0.460
(0.424) (0.432) (0.433) (0.449) (0.397) (0.422)
Urban 0.015 -0.006 -0.026 0.014 -0.094*
(0.045) (0.051) (0.054) (0.052) (0.051)
Community rate of electrification 0.002** 0.002** 0.003*** 0.002**
(0.001) (0.001) (0.001) (0.001)
Community has a primary school 0.077 0.058 0.093 0.099
(0.088) (0.084) (0.081) (0.075)
Head is self-employed 0.312*** 0.269*** 0.251***
(0.084) (0.073) (0.063)
Head works for the government 0.475*** 0.411*** 0.289***
(0.103) (0.095) (0.084)
Head works in the private sector 0.199** 0.146* 0.154**
(0.088) (0.078) (0.069)
Head is unpaid family worker  0.476* 0.450* 0.382*
(0.280) (0.263) (0.218)
Household farms -0.102** -0.067 -0.023
(0.050) (0.046) (0.042)
Household size -0.311*** -0.345***
(0.040) (0.039)
Household size squared 0.019*** 0.021***
(0.003) (0.003)
Number of children age 0 to 5 -0.101*** -0.084***
(0.025) (0.023)
Log of housing floor space (m2) 0.117***
(0.026)
Main drinking water from pipe 0.100**
(0.040)
Household owns a tivi 0.188***
(0.031)
Constant 11.642*** 11.383*** 11.184*** 10.960*** 11.999*** 11.782***
(0.123) (0.154) (0.178) (0.208) (0.208) (0.312)
Adjusted R2 0.193 0.210 0.215 0.231 0.329 0.421
˃ 0.678 0.670 0.668 0.662 0.618 0.574
N 1659 1659 1659 1659 1659 1659
Note: 1. *p<0 .1, **p<0.05,  ***p<0.01;  robust standard errors in parentheses accounts for 
clustering at the primary sampling unit level.
2. Models 2 to 6 include dummy variables for provinces, languages spoken at home, religions, education levels 
of head's father. Models 3 to 6 include dummy variables for community road types.
Models 6 includes dummy variables for types of cooking fuel and primary roof materials.
3. All estimates are obtained using cross sectional data. 
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Lao PDR  Nepal  Peru 
2006-08 2001-04 2002/03-2007/08 1995/96- 2003/04 2004-06
Age 0.020*** 0.010*** 0.030*** 0.030*** 0.012***
(0.001) (0.002) (0.001) (0.003) (0.001)
Female 0.042* 0.233*** 0.037 0.310*** 0.184***
(0.022) (0.035) (0.065) (0.065) (0.026)
Years of schooling 0.048*** 0.037*** 0.042*** 0.065*** 0.057***
(0.002) (0.004) (0.003) (0.007) (0.003)
Ethnic majority groups/ upper 
caste
0.379*** 0.145*** -0.104** 0.150***





Urban 0.362*** -0.084*** 0.131*** 0.341*** 0.440***
(0.022) (0.026) (0.027) (0.078) (0.023)
Constant 6.939*** 7.213*** 10.470*** 7.586*** 4.062***
(0.050) (0.103) (0.060) (0.127) (0.059)
˃u 0.37 0.35 0.34 0.35 0.41
˃v 0.29 0.40 0.42 0.43 0.35
 ρ 0.62 0.43 0.40 0.39 0.58
R
2 0.37 0.07 0.15 0.27 0.40
Number of households 2728 1341 2000 419 2665
Total no of observations 5456 2682 3877 838 4095
Note: 1. *p<0 .1, **p<0.05,  ***p<0.01;  robust standard errors in parentheses accounts for clustering at the individual level.
2. Household heads' ages are restricted to between 25 and 55 in the first round.