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Abstract 
An approach for the binding problem is proposed, based on an autonomous adaptive system designed 
using artificial neural networks with object handling functions. Object handling functionality, such as 
object files, has been reported to have a relationship with perception, and working memory. However, 
in order for a brain-oriented system to decide actions based on object handling, the system must clarify 
the “binding problem”, or the problem of processing different attributes such as shape, color and 
location in parallel, then binding these multiple attributes as a single object. The proposed system 
decides semi-optimum actions by combining nonlinear programming and reinforced learning. By the 
introduction of artificial neural networks based on dendritic structures of pyramidal neurons in the 
cerebral cortex, together with a mechanism for dynamically linking nodes to objects, it is shown that 
deciding actions and learning as a whole system, based on binding object attributes and location, is 
possible. The proposed features are verified through computer simulation results. 
Keywords: autonomous adaptation, binding problem, object file, nonlinear programming, reinforced learning, 
pyramidal neuron 
1 Introduction 
An approach for the binding problem is proposed, based on a brain-oriented autonomous 
adaptation system designed using artificial neural networks with object handling functions. It has been 
reported that when animals or humans “perceive” something, input are selected from various stimuli to 
form an object, then the object is later identified from detailed information and location information. 
[1][2][3] Object handling functionality has been reported to have a strong relationship with working 
memory features. [4] However, in order for a brain-oriented system to perform object handling, the 
system must clarify the “binding problem”, or the problem of processing different attributes such as 
color and location in parallel, then binding these multiple attributes as a single object. Research in this 
area has been centered on object processing, but a strong and uniform explanation on the neural 
mechanism of the binding problem has not been clarified so far. [5][6][7][8][9]  
This paper extends on the autonomous adaptive system proposed by Kinouchi [10][11][12], by 
introducing an object handling function, as well as implementing the decision making and learning 
process using a combination of nonlinear programming and reinforcement learning. Semi-optimized 
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decision process by nonlinear programming is realized through an iterative process of a fully recurrent 
artificial neural network. The neurons constituting the recurrent neural network were designed to 
enable signal processing of a group or set of input, based on recent findings of dendritic structures of 
pyramidal neurons in the cerebral cortex [13][14], extending the signal pattern recognition 
functionality. Furthermore, a mechanism to dynamically link multiple attributes and location 
information, which are processed in parallel in different locations of the neural network, with the 
pertaining object was introduced.  
The proposed autonomous adaptive system with object feature binding using artificial neural 
network was designed, and the basic behavior of the proposed system was verified through computer 
simulation. With the proposed system, it is possible to decide actions and to learn as a whole system 
by processing the different attributes and location of an object separately, and binding the attributes 
and location information of the relative object together as a single object when needed, as well as 
handling multiple objects with similar attributes but different locations correctly as separate objects.  
2 Basic Functions and Configuration 
The following conditions were assumed for the design of the autonomous adaptive system. 
  (1) The system uses a single evaluation mechanism, and autonomously adapts the system based 
on the evaluation result to realize fast decision making and effective learning as a whole system.        
Learning activities as a system are executed by the actor-critic method under the framework of 
reinforcement learning. 
  (2) The system is configured only using artificial neural nodes. 
  (3) The system supports parallel processing, and reduces the required resources where possible. 
The main system behavior, as shown in the system configuration outline in Fig.1, follows the steps 
below.  
Step 1: The system receives stimulus from the environment. 
Step 2: The early recognition function of the Perception Module detects candidate objects using 
rough recognition and notifies the Object Control Module. The Object Control Module decides 
whether to continue processing the candidate object based on the results of the Evaluation mechanism 
within the Basic Control Module. If the object candidate is selected for detailed processing, the system 
allocates an Object Handler within the Object Control Module. There are multiple sets of Object 
Handlers, and the system 
can simultaneously acquire 
and manage the same 
number of objects as 
available Object Handlers. 
For simplicity, the number 
of Object Handlers was set 
to 4 sets based on reports 
on simultaneous visual 
object handling [3]. 
Step 3: The Object 
Handler requests detailed 
recognition of the assigned 
object, including object 
attributes and location, to 
the Perception Module.                                                 Fig. 1  System configuration outline 
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The Perception Module, under control of the Object Handler, processes the attributes and location 
of at most 4 objects simultaneously, but each Object Handler retains the attribute and location 
information for each target object individually.  
Step 4: The Integration Module (IM) processes information from multiple Object Handlers, by 
using the IM process cycle to buffer the output of each Object Handler. In this process, one object-
action pair is selected from among the multiple object-action candidates. The selected object-action 
pair must be possible to execute, as well as being a semi-optimum decision for the system. It is 
required that the selection process is completed within a defined time. The semi-optimum pair is 
selected using nonlinear programming. The selection process of the Integration Module is performed 
as the actor of the actor-critic learning method. 
Step 5: From the output result of the Integration Module, the evaluation mechanism of the Basic 
Control Module decides whether the system requires learning. As the critic of the actor-critic learning 
method, the evaluation mechanism evaluates whether the current actual reward was similar to the 
expected reward predicted previously. If the predicted reward was far from the actual reward, then the 
evaluation mechanism judges that the system requires learning the current situation.  
Step 6: If it is judged that the system requires learning, the object information is output from the 
Integration Module through the Perception Module into the Screen module. This information is 
integrated with the sensor stimuli, and updated on the real signal screen. The screen information is 
returned to the Integration Module to create object information consistent with actual sensor stimuli. 
During the mutual feedback between real screen signals and Integration Module output, the Perception 
Module modified the object recognition function according to the actual sensor stimuli.  
The created object information and selected action information are buffered at the Associative 
Temporal Memory temporarily, then transferred to the Episodic Memory. The Integration Module 
later retrieves learning information from the Episodic Memory, in order to avoid the effect of stability-
plasticity dilemma. The nonlinear programming and reinforcement learning method is described in 
more detail in the next section.  
When the system learning is not required, the Integration Module skips the described learning 
process and proceeds to the next integration process.  
3 Object Handling and Autonomous Adaptive Behavior 
In this section, the integration of nonlinear programming and reinforcement learning, and linking 
method of object attributes and location information, necessary for the object handling process of the 
proposed autonomous adaptive system, will be described. 
Configuration of the system is shown in Fig. 2. The red (double) lines indicate a bundle of parallel 
signal lines, hereafter called bus, carrying object attributes and location signals. The modules in the 
system transfer object information through the buses, similar to a data bus in computers.  To remain in 
situ [15], the meaning of each signal in the bus is determined by the Perception Module. The 
Perception Module acts as a hub and connects the Integration Module, Associative Temporal Memory, 
and Evaluation Module in both directions. These modules are able to both read information from the 
bus, and send information to the bus. 
Each Object Handler maintains attributes and location information of the assigned object. The 
maintained attributes and location are dynamically modified according to the progress of detailed 
recognition of the object, and are transmitted to related modules. Attribute of objecti (Obi) is expressed 
by a vector Aobi = (a1,a2,...,ak1 ). When Obi has corresponding micro-feature j, then aj =1, and when 
Obi has no corresponding micro-feature j, then aj =0. Similarly location of Obi is expressed by a vector 
Lobi= (l1,l2,...,lk2 ). When Obi is found at distance lj, then lj =1, and when Obi is not found at distance lj, 
then lj =0. (For simplification, only one of lj is set to 1 and others are set to 0.)                                                            
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Fig. 2  System configuration 
A. Basic method of object-action pair selection   
      As an action decision of the system, an object to which the system should act on, and appropriate 
action for the object, are selected concurrently in one operation. Based on nonlinear programming 
method, the operation selecting the desirable object-action pair, is speedily executed by iterations in a 
recurrent neural network in the Integration Module as shown in the conceptual diagram in Fig.3.  The 
objective function is defined by system desirability D as expressed in eq.(1). Variable xObi(n,t) and 
yactj(n,t)  represents the degree of how necessary or desirable object Obi and action actj is for the 
system in the nth iteration at time t, and is implemented as the activation level of neural nodes which 
correspond to Obi or actj. Coefficient b( AObi, LObi, actj, t ) indicates desirability of object-action pair 
of object Obi and action actj, and is implemented as the connection weights between object node i and 
action node j.  x
 Obi(0,t) and yactj(0,t) which indicates the initial state before iteration begins, is set by 
the signal from the buffers. 
¦  
actjObi
actjObijibib tnytnxtactoobD
,
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Activation levels of object or action nodes 
are increased or decreased from initial states 
according to D in a limited number of 
iterations. After the iteration, detecting the 
object and action node with maximum 
activation means selecting the semi-
optimum object-action pair for D at time t. 
(In the optimization process, constraints 
such as  1x 2
Obi
Obi d¦  , 12
actj
actjy d¦  
are applied, but for simplicity, these 
constraints are abbreviated in this paper.)  
 
 
 
Fig.  3 Conceptual configuration of the Integration Module 
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Operations mentioned above are executed along the following equations. The characteristics of 
neural nodes are defined by Eq. (2)(3) with a piecewise-linear activation function. 
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Based on above Eqs.(4)(5)(6), the desirable object-action pair is selected basically using a gradient 
method in nonlinear programming. [11] However, the following 2 important extensions are required 
for implementing this model. 
(a) The coefficient b( AObi, LObi, actj, t) is effective only when an object of a certain attribute is in a 
certain place. This means that a single neural node must be able to detect patterns of attribute and 
location signals on its own. Previous artificial neural models require a large network of neurons for 
such pattern detection. For the proposed system, a pyramidal neural node model is used based on most 
recent research results. [13][14] 
(b) In the above equations, an object with a specific pattern of attributes and location is assigned to 
a fixed specific node. The same object which have changed location is recognized as a different object. 
But if location information is not used for object 
identification, then the system cannot 
differentiate between 2 different objects with the 
same attribute pattern in 2 separate locations. 
Furthermore, if a new attribute is later recognized 
for a previously recognized object, the object is 
recognized as a different object. For the proposed 
system, a Dynamic Link Node is used to support 
this binding problem.        
                                                                                        Fig. 4 Neural node with pattern match detection 
  B. Proposals for binding 
The  2 extensions mentioned are described in more detail below.  
(1) Pattern matching detection using pyramidal neural nodes 
Schematic diagram of the artificial neural node with pattern matching detection is shown in Fig.4. 
This extension of neural node is based on the finding for pyramidal neurons in the cerebral cortex, in 
which the dendritic structure of pyramidal neurons support a variety of matching detection. [13][14]                        
s0 * W(Sa㸧s0
W(Sa㸧Sa
Main signal
Sub signals Branch
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Information is composed of main signal s0 ( 1s0 0 dd ) and sub-signal Sa=(sa1,sa2,  ,sk3 ). For 
simplicity, sai =0 or 1. There are many branches in the dendrite. Each branch memorizes a sub-signal 
pattern Sa , where WSa is a weight corresponding to this pattern Sa. This pyramidal neural node outputs 
s0 * WSa, only when input pattern Sa is matched with the pattern in the branches. 
 
(2) Dynamic Link Node (DLN)  
For the proposed extension (b), a method where a physical node can act as different objects 
dynamically under the control of Object Handler is introduced. The proposed method is called 
Dynamic Link Node (DLN). The schematic configuration of the Integration Module using DLN is 
shown Fig. 5. There are as many DLNs as there are Object Handlers, and each Object Handler is 
assigned one DLN. Each DLN works as an object node assigned by the Object Handler at that time. 
The DLN and action nodes constitute a recurrent neural circuit, and work as a node having piecewise-
linear activation function with pattern matching. At the same time, each Object Handler supplies 
attributes and location information to the related nodes. 
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                            Fig. 5  Schematic configuration of the Integration Module using Dynamic Link Node 
 
Eq.(5),(6) are transformed as below, corresponding to Fig.5.   
¦  
actj
actjjiObObiikik tnytactbtnObrt1nObr ),(),,,(),,(),,( LA  
¦  
)(
),,(),,,(),(),(
obik
ikjiObObiactjactj tnObrtactbtnyt1ny LA  
rk(Obi,n,t) indicates activation of DLNk which work as node of Obi.  AObi, and LObi  are supplied by 
the Object Handler according to the object processed at that time. Although wired connection is fixed, 
the circuit in Fig. 5 is able to process various objects dynamically.  
However, implementing the circuits according Fig.5 is not easy. As the circuits have to wire four 
set of attributes and location signals to nodes, the circuit becomes very complicated. To avoid this 
problem, we introduced time division method, controlled by sub-clock, which send four sets of 
attributes and position information using one set of wire. The Configuration is depicted in Fig.6. 
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As a result, when 
there are two objects 
which have the same 
attributes and different 
locations, the system 
is able to treat each 
object as separate 
objects. Furthermore, 
when the system 
encounters a new 
object with a new set 
of attributes, the 
system is able to treat 
the object correctly. 
             
 
 
   
 
 
 
 
 
 
 
 
                               Fig. 6 Time division method of Dynamic Link  Node 
 
C. Combining nonlinear programming and reinforcement learning 
An evaluation system works as the critic function, E( AObi, LObi, actj, t) ,to which AObi, LObi, and actj 
are input, and from which expected reward is output for time t. The function is modified sequentially 
by reinforcement learning method using real reward, Rreal (t ) at the time t as below, where A*tObi and 
L*tObi indicates attributes and location information of selected object, and act
*t
j  indicates selected 
action.   
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where D is a learning coefficient. To combine nonlinear programming and reinforcement learning,
),,,( tactb jobob ii LA  is determined sequentially by the modified evaluation function as below.  
             ),,,(),,,( ****** tactEtactb 1tj1tObi1tObi1tj1tObi1tObi   LALA E                          
where E is a constant to transform the value of reward into the weight of the neural node. 
4 Verification by computer simulation 
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The proposed system was verified through computer simulation. For the simulation program, a one 
dimensional space in which there are various kinds of objects with different attributes were setup, in 
which the proposed autonomous adaptive system acts as an agent. The agent can move forward or 
backward in the one dimensional space, and can act upon at most two objects concurrently. The 
detailed attributes and locations of each object are recognized separately within the proposed system. 
When the agent encounters objects, the system selects one object-action pair based on the integrated 
information of object attributes and locations. The selection process is realized by optimization circuits, 
constructed with an artificial neural network with matching detection functionality based on nonlinear 
programming. The agent is trained by reinforcement learning, by receiving positive or negative 
rewards through the actions selected by 
the object-action selection process. 
Fig.7 shows the simulation result for 3 
different initial object placements, 
plotting the average reward received per 
moving step on the y axis against the 
Integration Module process count (time 
t) on the x axis. It can be seen that, as 
the number of times the Integration 
Module is processed increases, the 
average rewards received for each 
moving step tends to increase, showing 
that the proposed system is 
autonomously adapting to the environment.  
                                                                                    Fig. 7   Integration Module  process count (time t) and average reward  
     
5 Summary 
This paper proposes an approach for the binding problem, based on a brain-oriented autonomous 
adaptive system designed using artificial neural networks with object handling functions. The basic 
behavior of the system is realized as an semi-optimum process integrating nonlinear programming and 
reinforcement learning. By introducing an artificial neural network with matching detector functions 
together with Dynamic Link Nodes, it was shown that it is possible to decide actions and to learn 
through binding attributes and location of objects as a whole system. The proposed functions were 
verified through computer simulation. 
For future works, detailed evaluation and consideration of system design and behavior is required, 
as well as further system simulation to verify the behavior of the proposed system. Furthermore, based 
on the design and behavior of the proposed system, the possibility of a uniform explanation to 
phenomenal consciousness, especially that of neural correlates of consciousness (NCC), will be 
investigated.  
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