Abstract-We provide a purely quantum version of polar codes, achieving the coherent information of any quantum channel. Our scheme relies on a recursive channel combining and splitting construction, where random two-qubit Clifford gates are used to combine two single-qubit channels. The inputs to the synthesized bad channels are frozen by sharing EPR pairs between the sender and the receiver, so our scheme is entanglement assisted. We further show that a Pauli channel polarizes if and only if a specific classical channel over a four-symbol input set polarizes. We exploit this equivalence to prove fast polarization for Pauli channels, and to devise an efficient successive cancellation based decoding algorithm for such channels.
I. INTRODUCTION
Polar codes proposed by Arikan [1] , are the first explicit construction of a family of codes that provably achieve the channel capacity for any binary-input, symmetric, memoryless channel. His construction relies on a channel combining and splitting procedure, where a CNOT gate is used to combine two instances of the transmission channel. Applied recursively, this procedure allows synthesizing a set of so-called virtual channels from several instances of the transmission channel. When the code length goes to infinity, the synthesized channels tend to become either noiseless (good channels) or completely noisy (bad channels), a phenomenon which is known as "channel polarization". Polar codes have been generalized for the transmission of classical information over quantum channels in [2] , and for transmitting quantum information in [3] , [4] . It was shown in [3] that the recursive construction of polar codes using a CNOT polarizes in both amplitude and phase bases for Pauli and erasure channels, and [5] extended this to general channels. Then, a CSS-like construction was used to generalize polar codes for transmitting quantum information. This construction requires a small number of EPR pairs to be shared between the sender and the receiver, in order to deal with virtual channels that are bad in both amplitude and phase bases, thus making the resulting code entanglement-assisted in the sense of [6] . This construction was further refined in [7] , where preshared entanglement is completely suppressed at the cost of a more complicated multilevel coding scheme, in which polar coding is employed separately at each level. However, all of these quantum channel coding schemes essentially exploit classical polarization, in either amplitude or phase basis. In this paper, we give a purely quantum version of polar codes , i.e., a family of polar codes where the good channels are good as quantum channels, and not merely in one basis. Our construction uses a random two-qubit Clifford gate to combine two single-qubit channels, which carries similarities to the randomized channel combining/splitting operation proposed in [8] , for the polarization of classical channels with input alphabet of arbitrary size. We show that the synthesized quantum channels tend to become either noiseless or completely noisy as quantum channels, and not merely in one basis. Similar to the classical case, information qubits are transmitted through good (almost noiseless) channels, while the inputs to the bad (noisy) channels are "frozen" by sharing EPR pairs between the sender and the receiver. We show that the proposed scheme achieves the coherent information of the quantum channel, for a uniform input distribution. We also present an efficient decoding algorithm of the proposed quantum polar codes for Pauli channels. To a Pauli channel we associate a classical symmetric channel, with both input and output alphabets given by the quotient of the 1-qubit Pauli group by its centralizer, and show that the former polarizes quantumly if and only if the latter polarizes classically. This equivalence provides an alternative proof of the quantum polarization for a Pauli channel and, more importantly, an effective way to decode the quantum polar code, by decoding its classical counterpart. Fast polarization properties [8] , [9] are also proven for Pauli channels, by using techniques similar to those in [8] .
II. PRELIMINARIES Here are some basic definitions that we will need to prove the quantum polarization.
Definition 1 (Conditional sandwiched Rényi entropy of order 2). Let ρ AB be a quantum state. Then,
Definition 2 (Conditional Petz Rényi entropy of order Technically this depends on the choice of the Stinespring dilation, but this will not matter for any of what we do here.
III. PURELY QUANTUM POLARIZATION
In this section, we introduce our purely quantum version of polar codes, which is based on the channel combining and splitting operations depicted in Figure 1 and Figure 2 . For the channel combining operation (Figure 1 ), we consider a randomly chosen two-qubit Clifford unitary, to combine two independent copies of a quantum channel W. The combined channel is then split, with the corresponding bad and good channels shown in Figure 2 . In other words, the bad channel W W is a channel from
where Φ R1U1 is an EPR pair. We note that throughout this paper, the notation W W and W W makes an implicit assumption of the particular Clifford unitary C used in the channel combining step.
The polarization construction is obtained by recursively applying the above channel combining and splitting operations. Let us denote W p0q C :" W W, W p1q C :" W W, where the index C in the above notation indicates the Clifford unitary used for the channel combining operation. To accommodate a random choice of C, a classical description of C must be included as part of the output of the bad/good channels at each step of the transformation. To do so, for i " 0, 1, we define:
where C 2 denotes the Clifford group on two qubits, and t|Cyu CPC2 denotes an orthogonal basis of some auxiliary system. Now, applying twice the operation
we get channels W pi1i2q :"`W pi1q˘pi2q , where pi 1 i 2 q P t00, 01, 10, 11u. In general, after n levels or recursion, we obtain 2 n channels:
Our main theorem below states that as n goes to infinity, the symmetric coherent information of the synthesized channels W pi1...inq polarizes, meaning that it goes to either´1 or 1, except possibly for a vanishing fraction of channels. We recall that the symmetric coherent information of a quantum channel N A 1 ÑB is defined as the coherent information of the channel for a uniformly distributed input, IpN q :"
To prove the polarization theorem, we will utilize [8, Lemma 2] . This basically requires us to find two quantities I and T that respectively play the role of the symmetric mutual information of the channel and of the Bhattacharyya parameter from the classical case. As mentioned above, for I we shall consider the symmetric coherent information of the quantum channel. For T , we will need to be slightly more creative. For any channel N A 1 ÑB , let us define RpN q as
This quantity will be our "Bhattacharyya parameter". We can see from the expression of H
that this indeed looks vaguely like the Bhattacharyya parameter; however we will work mostly with the second form involving the complementary channel as this will be more mathematically convenient for us. Before stating the main theorem, we provide below the symmetric coherent information I and the "Bhattacharyya parameter" R for a classical mixture of quantum channels as in (1) . The proof follows easily from [11, Section B.2].
We can now state the polarization theorem.
Theorem 4. For any δ ą 0,
2 n " 0 and furthermore,
Proof. Let tB n : n ě 1u be a sequence of i.i.d., t0, 1u-valued random variables with P pB n " 0q " P pB n " 1q " 1{2, as in [8, Lemma 2] . Let tI n : n ě 0u and tR n : n ě 0u be the stochastic processes defined by I n :" I`W pB1...Bnqȃ nd R n :" R`W pB1...Bnq˘. By convention, W p∅q :" W, thus I 0 " IpWq and R 0 " RpWq. We prove that all the conditions of [8, Lemma 2] hold for I n and T n :" R n :
(i.1) Straightforward, though in our case we must modify the interval of I to be r´1, 1s.
(i.2) We must show that I n forms a martingale. In other words, that the channel combining and splitting transformation doesn't change the total coherent information, i.e., I`W p0q˘Ì`W p1q˘" 2I pWq. This follows from Lemma 5 below, and Equation (3).
(t.1) Straightforward, though we must again modify the interval to be r 1 2 , 2s. (t.2) Here, we will show that when B n`1 " 1, we have R n`1 " However, what we really need here is that there is a guaranteed improvement every time we take the good channel (see also [8, Remark 1] ). It is enough to prove it for n " 0 (i.e., the first step of recursion), since in the general case the proof is obtained simply by replacing W with W pB1...Bnq . First, using (4), and assuming B 1 " 1, we get
C¯" E C R pW Wq, where the last equality is simply a reminder of our notation W p1q C :" W W. We then prove that E C R pW Wq " 6 15`6 15 RpWq 2 . This is where most of the action happens, and the proof is in Lemma 6.
(i&t.1) For any ε ą 0, there exists a δ ą 0 such that I n P p´1`ε, 1´εq implies that R n P p 1 2`δ , 2´δq. In other words, we need to show that if R polarizes, then so does I. This holds for any choice of the Clifford unitary in the channel combining operation, and is proven in Lemma 7.
We now proceed with the lemmas. The following lemmas are stated in slightly more general settings, with the channel combining and spiting construction applied to two quantum channels N and M, rather than two copies of a quantum channel W. 
qC. Hence, we havé
Lemma 6. Given two channels N A 1 1 ÑB1 and M A 1 2 ÑB2 with qubit inputs, then
RpN qRpMq, where C is the encoding Clifford operator used in the transformation and is chosen uniformly at random over the Clifford group.
Proof 
, which is independent of C. Now, to compute the expected value of this for a random choice of C, we proceed as follows:
 Now, note that this is basically the same calculation as in [12] , at Equation (3.32) (there, U is chosen according to the Haar measure over the full unitary group, but all that is required is a 2-design, and hence choosing a random Clifford yields the same result). However, since here we are dealing with small systems, we will not make the simplifications after (3.44) and (3.45) in [12] but will instead keep all the terms. We therefore get E C 2´H pA|Bq ρ holds. Now, for ρ AB " N pΦ AA 1 q, we have that
and hence IpN q ě 1´logp1`2δq. We now turn to the second point. We have that 2´δ ď RpN q " max
Now, using the Fuchs-van de Graaf inequalities, we get that there exists a σ B such that
2δ. We are now in a position to use the Alicki-Fannes inequality [13] , which states that
This concludes the proof of the lemma.
IV. POLARIZATION OF PAULI CHANNELS
This section further investigates the quantum polarization of Pauli channels. Due to space limitations, results in this section are stated without proof. However, all the proofs can be found in an extended version of this paper, available online [14] . First, to a Pauli channel N we associate a classical symmetric channel N # , with both input and output alphabets given by the quotient of the 1-qubit Pauli group by its centralizer. We then show that the former polarizes quantumly if and only if the latter polarizes classically. We use this equivalence to provide an alternative proof of the quantum polarization for a Pauli channel, as well as fast polarization properties. We then devise an effective way to decode a quantum polar code on a Pauli channel, by decoding its classical counterpart.
Let P n denote the Pauli group on n qubits, andP n " P n {t˘1,˘iu the Abelian group obtained by taking the quotient of P n by its centralizer. We writeP 1 " tσ i | i " 0, . . . , 3u, with σ 0 " I, andP 2 " tσ i,j :" σ i σ j | i, j " 0, . . . , 3u »P 1ˆP1 . For any two-qubit Clifford unitary C, we denote by ΓpCq, or simply Γ when no confusion is possible, the conjugate action of C ofP 2 . Hence, Γ is the automorphism ofP 2 (or equivalentlyP 1ˆP1 ), defined by Γpσ i,j q " Cσ i,j C : . Let N be a Pauli channel defined by 1 N pρq "
Its coherent information for a uniformly distributed input is given by IpN q " 1´hppq, where hppq "´ř 
Hence, N # is a memoryless symmetric channel, whose capacity is given by the mutual information for uniformly distributed input IpN # q " 1 2 p2´hppqq P r0, 1s. It follows that
Note that the right hand side term in the above equation is half the mutual information of the Pauli channel N , for a uniformly distributed input. It is worth noticing that the quantum channels synthesized during the quantum polarization of a Pauli channel are classical mixtures of Pauli channels (this will be proved in Proposition 9, below). A Classical Mixture of Pauli (CMP) channels is a quantum channel N pρq " ř xPX λ x |xyxx| N x pρq, where t|xyu xPX is some orthonormal basis of an auxiliary system, N x are Pauli channels, and ř xPX λ x " 1. We further extend Definition 8 to the case of CMP channels, by defining the classical channel N # as the mixture of the channels N # x , where channel N # x is used with probability λ x . Hence, 1 We use σ : i in the definition of the Pauli channel, to explicitly indicate that the definition does not depend on the representative of the equivalence class. 2 Here, equality is understood as equivalence classes inP 1 input and output alphabets of N # areP 1 and XˆP 1 , respectively, with channel transition probabilities defined by
It also follows that:
Given two classical channels U and V, we say they are equivalent, and denote it by U " V, if they are defined by the same transition probability matrix, modulo a permutation of rows and columns. It is easy to see that, up to equivalence of channels, the classical channel associated with a CMP channel does not depend on the basis.
A. Classical channel combining and splitting operations
Let N U ÑA and M V ÑB be two CMP channels, and C be a randomly chosen two-qubit Clifford unitary, acting on the two qubit system U V . Let N # pa | uq and M # pb | vq be the two classical channels associated with the above CMP channels, with inputs u, v PP 1 . Let Γ :" ΓpCq :P 1ˆP1 ÑP 1ˆP1 , and write Γ " pΓ 1 , Γ 2 q, with
It is further split into two channels
Proposition 9. Let N U ÑA and M V ÑB be two CMP channels. Then N M and N M are also CMP channels 3 , and the following properties hold:
A consequence of the above proposition is that a CMP channel polarizes under the recursive application of the channel combining and splitting rules, if and only if its classical counterpart does so. Moreover, processes of both quantum and classical polarization yield the same set of indexes for the good/bad channels. More precisely, we have the following: 
As we already know that the quantum transform polarizes, it follows that the classical transform does also polarize.
Moreover, the following lemma can be used to derive a direct proof of the classical polarization (by verifying the conditions from [8, Lemma 2]), as well as fast polarization properties (by verifying the conditions from [8, Lemma 3] ).
Lemma 11. Let W be a CMP channel and W # its classical counterpart. Given two instances of the channel W # , then
where C is the encoding Clifford operator used in the transformation and is chosen uniformly at random over the Clifford group, and ZpW q denotes the Bhattacharyya parameter of a classical channel W .
Using the second inequality in Lemma 11 and the property of Bhattacharyya parameter in [ [8] , equation 9, proposition 3], we get following fast polarization property for any β ă
where Z n is the Bhattacharyya parameter after the n-th step of polarization.
B. Decoding the quantum polar code by using its classical counterpart
Let W be a CMP channel and W # its classical counterpart. Let G q denote the unitary operator corresponding to the quantum Polar code (defined by the recursive application of n polarization steps), and G c denote the linear transformation corresponding to the classical polar code. We denote by I and J the set of indexes corresponding to the good and bad channels, respectively. Hence, |I|`|J | " N :" 2 n . With a slight abuse of notation, we shall also denote by I and J two qudit systems, of dimension 2 |I| and 2 |J | (it will be clear from the context whether the notation is meant to indicate a set of indexes or a quantum system).
Let ρ I denote the original state of system I, ϕ IJ J 1 :" pG q I J 1 qpρ I Φ JJ 1 qpG : q I J 1 q denote the encoded state, where Φ JJ 1 is a maximum entangled state, and ψ IJ J 1 :" pW N I J 1 qpϕ IJ J 1 q denote the channel output state. Since W is a CMP channel, it follows that:
for some error E IJ P P N . Applying G : q on the output state ψ IJ J 1 , leaves the IJ J 1 system in the following state:
where E Measuring X j X j 1 and Z j Z j 1 observables 4 , freezes the value of E 1 j , for any j P J (since no errors occurred on the J 1 system). Moreover, we note that the error E IJ can be seen as the output of the classical vector channel pW # q N , when the "all-identity vector" σ 
V. CONCLUSION AND PERSPECTIVES
In this paper, we have shown that, with entanglement assistance, the polarization phenomena appears at the quantum level with a construction using random two qubits Clifford gates instead of the CNOT gate. We have also proven that in the case of Pauli channels, the quantum polarization is equivalent to a classical polarization for an associated non binary channel which allows to have an efficient decoding scheme. We also proved a fast polarization property in this case. A natural further direction would be to see whether it is possible to achieve quantum polarization without entanglement assistance and also to find an efficient decoding scheme for general quantum channels.
