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Abstract
In electrostatics and magnetostatics, the standard procedure to determine the electric scalar potential and
magnetic vector potential is to solve Poisson’s equations subject to certain boundary conditions. On the
other hand, these two potentials can also be obtained by directly evaluating the spatial integrals of the
electric charge and current distributions respectively. In this paper, we prove that these two formalisms are
strictly equivalent in mathematics. Examples are also provided to explicitly show the validity of our results.
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I. INTRODUCTION
In the theory of electrostatic fields, Coulomb’s law indicates that the electric potential field φ(x)
can be determined up to a constant if a charge distribution ρ over the whole space is pre-given.
Explicitly, we have
φ(x) =
1
4piε
∫
ρ(x′)
|x − x′|dV
′ (1)
where x is the field point, x′ the source point and ε the dielectric constant in the bulk. By applying
the fact ∇2 1|x−x′ | = −4piδ(x − x′), it can be shown that Eq.(1) is the solution to Poisson’s equation
∇2φ(x) = −ρ
ε
(2)
up to a curl-less term ∇χwhere χ is the solution to the Laplace’s equation ∇2χ = 0. However, there
may exist various boundaries in realistic situations, especially the interfaces separating different
materials. Thus, the electric potential φ is fully determined only when certain boundary conditions
are presupposed. Such standard procedures can be found in any text book on electrodynamics.
Here the boundary conditions include the surface charge distribution, which is in fact a special
type of volume charge density singular at certain surfaces. Mathematically, it can be expressed as
ρ(x) = σ(x′)δ(x − x′) where x′ is on the boundary surface S ′. Substitute this into Eq.(1), we get
φ(x) =
1
4piε
∫
dV ′
ρ(x′′)
|x − x′′| =
1
4piε
∫
x′′∈S ′
dV ′
σ(x′′)δ(x′′ − x′)
|x − x′′| =
1
4piε
"
S ′
dS ′
σ(x′)
|x − x′| . (3)
This may be recognized as the electric potential produced by boundary charges, while Eq.(1) gives
the contribution from volume charges. Their sum gives the total electric potential. Therefore, we
have two ways of solving the electric potential for electrostatic fields, one is to take integrals of
all kinds of charge distributions, the other is to solve Poisson’s equation under suitable boundary
conditions. They must be equivalent to each other, as required by the uniqueness theorem. In fact,
the expression (3) has appeared in many text books1,2. But a rigorous proof to show its equivalence
to the method of solving differential equations for φ is still lacked. In the next section, we will
present such a proof. A generalization to the magnetostatic fields will also be provided later.
II. INTEGRAL SOLUTION OF ELECTROSTATIC FIELD
For simplicity, we consider a simple configuration that there exists only one continuous bound-
ary S ′ which separates the space into two parts. The materials inside and outside the boundary
2
surface are labelled by “1” and “2” respectively. Assuming the volume charge density is unifiedly
described by ρ, then the electric potential can be determined by solving Poisson’s equation
∇2φ1 = − ρ
ε1
, inside S ′,
∇2φ2 = − ρ
ε2
, outside S ′,
(4)
under the boundary condition
φ1
∣∣∣
S ′ = φ2
∣∣∣
S ′ ,
−ε2nˆ · ∇φ2
∣∣∣
S ′ + ε1nˆ · ∇φ1
∣∣∣
S ′ = σ
∣∣∣
S ′ . (5)
Here nˆ is the normal vector of S ′. The standard routine to solve this boundary value problem is
to express the solutions (in each region) in a series of a complete and orthogonal set of functions,
which are usually the solutions of the Laplace’s equation ∇2φ = 0. Next, by applying the boundary
conditions, the coefficients of each term in the linear expansion can be fully determined. Thus,
the electric potential is solved. On the other hand, if the charge distribution is known, the electric
potential can also be given by
φ(x) =
1
4piε
∫
dV
ρ(x′)
|x − x′| +
1
4piε
	
S ′
dS ′
σ(x′)
|x − x′| . (6)
Here ε = ε1 if x is inside the boundary, otherwise ε = ε2. For convenience, we will refer to Eq.(6)
as the “integral solution” of the electrostatic field hereafter. We need to show that it is indeed the
solution to the boundary value problem specified by Eqs.(4) and (5). Moreover, the uniqueness
theorem guarantees that it is the only solution.
Proof :
We first give a proof for generic situations, and then consider the special case where S ′ is a
spherical surface. Note the differential equation (4) is obviously satisfied by plugging the expres-
sions (6)
∇2φ1,2(x) = −ρ(x)
ε1,2
− 1
ε1,2
	
S ′
dS ′σ(x′)δ(x − x′) = −ρ(x)
ε1,2
(7)
since x , x′. Our next task is to show how the boundary conditions are satisfied by Eq.(6). We first
consider the second condition for convenience. In spherical coordinates, a point on the boundary
S ′ are denoted by x′ = (r′, θ′, ϕ′), where r′ = |x′| and θ′ and ϕ′ are the polar and azimuthal angles
of x′ respectively. Since r′ must be a function of θ′ and ϕ′, then S ′ may be simply represented by
r′(θ′, ϕ′). To verify the second requirement, we choose a thin Gaussian pill box which covers a
3
Figure 1: A thin Gaussian pill box on the surface S ′.
tiny part of S ′, as shown in Fig.1. Approximately, we assume that the small pill box is located at
x = (r, θ, ϕ), its thickness is 2 (from r− ≡ r −  to r+ ≡ r + ), and its area is ∆S = r2 sin θ∆θ∆ϕ.
Here  is a small positive number. Multiply the left-hand-side of Eq.(5) by ∆S and use Gauss’s
theorem, we have
[ − ε2nˆ · ∇φ2∣∣∣S ′ + ε1nˆ · ∇φ1∣∣∣S ′]∆S
= (D2 · nˆ − D1 · nˆ)∆S
≈
	
∂(pill box)
D · dS
=
$
pill box
∇ · DdV
= −
$
pill box
ε∇2φ(x)dV
= −
∫ r+
r−
dlε∇2φ(x)∆S
= −
∫ r+(θ,ϕ)
r−(θ,ϕ)
dlε∇2φ(x)r2 sin θ∆θ∆ϕ. (8)
where D is the electric displacement vector, ∂(pill box) means the boundary of the pill box, and
the fact that dV = dl∆S with dl = 2 has been applied in the sixth line. Now plugging in Eq.(6)
into Eq.(8), the first term does not contribute since ρ must vanish near the boundary (otherwise, it
becomes the boundary charge distribution), and the second term leads to
(
−ε2nˆ · ∇φ2
∣∣∣
S ′ + ε1nˆ · ∇φ1
∣∣∣
S ′
)
∆S
4
= − 1
4pi
∫ r′+(θ,ϕ)
r′−(θ,ϕ)
dr
	
S ′
dS ′σ(x′)
(
∇2 1|x − x′|
)
∆S
=
∫ r′+(θ,ϕ)
r′−(θ,ϕ)
dr
∫ pi
0
dθ′
∫ 2pi
0
dϕ′r′2(θ′, ϕ′) sin θ′σ(r′, θ′, ϕ′)δ(x − x′)∆S . (9)
Here dl is replaced by dr since the former in fact measures the change of r, and r± is replaced by
r′± since x is now on the surface S ′. Now substitute the expression of δ(x − x′) in the spherical
coordinate system
δ(x − x′) = 1
r′2 sin θ′
δ(r − r′)δ(θ − θ′)δ(ϕ − ϕ′) (10)
we get
(
−ε2nˆ · ∇φ2
∣∣∣
S ′ + ε1nˆ · ∇φ1
∣∣∣
S ′
)
∆S
=
∫ r′+(θ,ϕ)
r′−(θ,ϕ)
dr
∫ pi
0
dθ′
∫ 2pi
0
dϕ′σ(r′, θ′, ϕ′)δ(r − r′)δ(θ − θ′)δ(ϕ − ϕ′)∆S
= σ(r(θ, ϕ), θ, ϕ)∆S , (11)
i.e.
−ε2nˆ · ∇φ2
∣∣∣
S ′ + ε1nˆ · ∇φ1
∣∣∣
S ′ = σ. (12)
For the first boundary condition, note the first term on the right-hand-side of Eq.(6) is obviously
continuous at the boundary, thus we only need to be concerned about the second term. Assuming
the origin is inside the boundary, then a point x with r = |x| = r′ ±  is close to the outer/inner
boundary. Expanding 1|x−x′ | by the Lengdre polynomials
1
|x − x′| =

∑∞
l=0
(r′ − )l
r′l+1
Pl(cosα), inside the boundary,∑∞
l=0
r′l
(r′ + )l+1
Pl(cosα), outside the boundary,
(13)
where α is the angle between x and x′, we get
φ1
∣∣∣
S ′ − φ2
∣∣∣
S ′ =
	
S ′
dS ′σ(x′)
∑
l
1
r′
[ (
1 − 
r′
)l
−
(
1 +

r′
)−(l+1) ]
Pl(cosα)
≈
	
S ′
dS ′σ(x′)
∑
l
1
r′
[ (
1 − l 
r′
)
−
(
1 − (l + 1) 
r′
) ]
Pl(cosα)
= 
	
S ′
dS ′σ(x′)
∑
l
1
r′2
Pl(cosα). (14)
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As  → 0, the condition φ1
∣∣∣
S ′ − φ2
∣∣∣
S ′ = 0 is recovered. Thus, the integral solution is equivalent to
the solution given by Poisson’s equation subject to certain boundary conditions.
In some situations, the boundary S ′ might be a regular geometric surface. Accordingly, the
former proof can be expressed in a more intuitionistic way. Assuming S ′ is a spherical surface
of radius R0, we only focus on the second boundary condition again. The expansion (13) is now
expressed as
1
|x − x′| =

∑∞
l=0
rl
Rl+10
Pl(cosα), r < R0,∑∞
l=0
Rl0
rl+1
Pl(cosα), r > R0.
(15)
Substituting this into Eq.(6), and applying the addition formula of the spherical harmonics:
Pl(cosα) =
∑l
m=−l
4pi
2l+1Y
∗
lm(θ
′, ϕ′)Ylm(θ, ϕ), the left-hand-side of the second boundary condition
becomes
ε0
(
∂φ2
∂r
∣∣∣∣
r→R+0
− ∂φ1
∂r
∣∣∣∣
r→R−0
)
=
1
4pi
	
S ′
dS ′σ(x′)
∞∑
l=0
[
(−l − 1) R
l
0
Rl+20
− lR
l−1
0
Rl+10
]
Pl(cosα)
= −
∞∑
l=0
l∑
m=−l
[ ∫ pi
0
dθ′ sin θ′
∫ 2pi
0
dϕ′σ(θ′, ϕ′)Y∗lm(θ
′, ϕ′)
]
Ylm(θ, ϕ)
= −
∞∑
l=0
l∑
m=−l
σlmYlm(θ, ϕ)
= −σ(θ, ϕ), (16)
where σlm =
∫ pi
0
dθ′ sin θ′
∫ 2pi
0
dϕ′σ(θ′, ϕ′)Y∗lm(θ
′, ϕ′) is the lm-th coefficient of the series when
σ(θ, ϕ) is expanded by spherical harmonics.
Therefore, the integral expression (6) provides an straightforward way to calculate the elec-
trostatic field if the charge distribution, either in volume density or surface density, is known.
One can avoid to solve differential equations in multiple regions by the method of undetermined
coefficients. Here we consider an explicit example.
Example. Assume the surface charge density on a thin dielectric sphere of radius R0 is main-
tained by σ = σ0(cos θ+ cos2 θ), please find the electrical potentials inside and outside the sphere.
Solution:
Method I. Regular procedure.
The electric potentials inside and outside the boundary can be respectively expressed as
φ1(r, θ) =
∞∑
l=0
AlrlPl(cos θ), φ2(r, θ) =
∞∑
l=0
Bl
rl+1
Pl(cos θ). (17)
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Applying the boundary conditions, we get
AlRl0 =
Bl
Rl+10
,
∞∑
l=0
(
lAlRl−10 + (l + 1)
Bl
Rl+20
)
Pl(cos θ) =
σ
ε0
. (18)
Expand the charge distribution by Legendre polynomials as σ = σ0
[1
3P0(cos θ) +
2
3P2(cos θ)
]
+
σ0P1(cos θ) and compare the coefficients on both sides, we have
B0
R20
=
σ0
3ε0
, A1 +
2B1
R30
=
σ0
ε0
,
2A2R0 +
3B2
R40
=
2σ0
3ε0
, lAlRl−10 + (l + 1)
Bl
Rl+20
= 0, for l ≥ 3. (19)
We finally get 
φ1(r, θ) =
σ0
3ε0
R0 +
σ0
3ε0
r cos θ +
σ0
ε0
2
15
r2
R0
P2(cos θ), r < R0,
φ2(r, θ) =
σ0
ε0
(
R20
3r
+
R30
3r2
cos θ
)
+
σ0
ε0
2
15
R40
r3
P2(cos θ), r > R0.
Method II. Integral solution.
Applying Eq.(6), we get
φ(x) ≡ ϕ(r, θ) = 1
4piε0
	
dS ′
σ(x′)
|x − x′| , (20)
where x′ = (R0, θ′, ϕ′) denotes a point on the sphere, and σ(x′) ≡ σ(θ′) = σ0(1 + cos θ′) cos θ′. As-
suming the angle between x and x′ is α, the electrical potential inside the sphere can be expanded
as
φ1(r, θ) =
1
4piε0
	
dS ′
+∞∑
l=0
l∑
m=−l
rl
Rl+10
σ(θ′)Pl(cosα)
=
+∞∑
l=0
l∑
m=−l
rlR20
4piε0Rl+10
∫ 2pi
0
dϕ′
∫ pi
0
dθ′ sin θ′σ(θ′)
4pi
2l + 1
Y∗lm(θ
′, ϕ′)Ylm(θ, ϕ). (21)
Substitute the expression Y∗lm(θ
′, ϕ′) =
√
2l+1
4pi
(l−m)!
(l+m)!P
m
l (cos θ
′)e−imϕ
′
and evaluate the integral over ϕ′,
only the m = 0 term is non-zero. Hence we have
φ1(r, θ) =
1
2ε0
+∞∑
l=0
rl
Rl−10
[ ∫ pi
0
dθ′ sin θ′σ(θ′)Pl(cos θ′)
]
Pl(cos θ)
=
σ0
2ε0
+∞∑
l=0
rl
Rl−10
{ ∫ pi
0
dθ′ sin θ′
[1
3
P0(cos θ′) + P1(cos θ′) +
2
3
P2(cos θ′)
]
Pl(cos θ′)
}
Pl(cos θ)
=
σ0
3ε0
R0 +
σ0
3ε0
r cos θ +
σ0
ε0
2
15
r2
R0
P2(cos θ), (22)
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where we have applied the orthogonality relation
∫ 1
−1 dxPl(x)Pl′(x) =
2
2l+1δll′ . The electric potential
outside the sphere |x| = r > R0 is obtained by exactly the same way
φ2(r, θ) =
σ0
ε0
(
R20
3r
+
R30
3r2
cos θ
)
+
σ0
ε0
2
15
R40
r3
P2(cos θ). (23)
Obviously two methods lead to the same result.
III. INTEGRAL SOLUTION OF MAGNETOSTATIC FIELD
The previous discussions can be directly generalized to the theory of magnetostatics. In the
standard routine, the magnetostatic field is determined by solving Poisson’s equation
∇2A = −µ0J (24)
under the boundary condition
(A1 − A2)
∣∣∣
S ′ = 0,(
1
µ1
∇ × A1 − 1µ2∇ × A2
) ∣∣∣
S ′ = nˆ × ~α.
(25)
where S ′ is an arbitrary boundary. As a parallel theorem, we can show that the integral solution
A(x) =
µ
4pi
∫
dV
J(x′)
|x − x′| +
µ
4pi
	
S ′
dS ′
~α(x′)
|x − x′| (26)
is such a solution to the boundary value problem specified by Eqs.(24) and (25). Here µ = µ1 when
x is inside the boundary, otherwise µ = µ2. The second term of the integral solution (26) can be
obtained by letting J(x) = ~α(x′)δ(x − x′) in the first term, just as the evaluation in Eq.(3). Since J
is stationery, then A satisfies the Coulomb gauge condition ∇ · A = 0.
Proof :
Consider a thin rectangular loop crossing the boundary, as shown in Fig.2. Let tˆ be the tangent
direction, and nˆ be the normal direction of boundary respectively. Define βˆ = nˆ× tˆ, which denotes
the normal direction of the rectangular surface. Applying Stokes’s theorem to evaluate the contour
integral for H along the rectangle, we have∮
H · dl =
∮
1
µ
∇ × A · dl
=
	
∆S
1
µ
∇ × (∇ × A) · dS
8
Figure 2: The tangent direction and auxiliary vector ~α.
= −
	
∆S
1
µ
∇2A · dS
= −
	
∆S
1
µ
µ
4pi
	
S ′
dS ′(−4pi)δ(x − x′)~α(x′) · dS
=
	
∆S
~α(x′) · dS, (27)
where the expression (26) has been plugged in. Note ∆S is the infinitesimal surface surrounded
by the small rectangle, hence its normal direction is βˆ. Thus the last line of Eq.(27) is obtained as∮
H · dl ≈ ~α · βˆ∆l = ~α · (nˆ × tˆ)∆l = tˆ · (~α × nˆ)∆l. (28)
where ∆l is the edge length of the rectangle. Furthermore, the left-hand-side of Eq.(28) is evaluated
as ∮
H · dl = (H2 −H1)
∣∣∣
S ′ · tˆ∆l =
(
1
µ2
∇ × A2 − 1
µ1
∇ × A1
) ∣∣∣∣∣∣
S ′
· tˆ∆l. (29)
Finally, the arbitrariness of tˆ indicates(
1
µ2
∇ × A2 − 1
µ1
∇ × A1
) ∣∣∣∣∣∣
S ′
= ~α × nˆ. (30)
Therefore, the solution (26) indeed satisfies the boundary condition. The continuousness of A at
the surface can be proved in exactly the same way as that of φ, which is omitted here.
As an application, we use the integral expression (26) to discuss an example given in Griffiths’s
book1.
Example. A spherical thin shell, of radius R0, carrying a uniform surface charge σ, is set
spinning at the angular velocity ~ω = ωeˆz. Please find magnetic the vector potential A and the
magnetic field ~B inside and outside the sphere.
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Solution:
Method I. Regular procedure.
As before, we first briefly outline the method by solving differential equations. One can first
solve Eq.(24) for A subject to the boundary conditions given by Eqs.(25), and then the magnetic
field is obtained byB = ∇×A. However, this is not practical since at least six sets of coefficients are
needed to specify A inside and outside the spherical shell due to the fact that A is a vector field.
A simpler and equivalent method is to introduce the magnetic scalar potential φm3,4, satisfying
the Laplace’s equation ∇2φm = 0 inside and outside the sphere since the electric current is only
distributed on the spherical shell. The boundary condition is given by
B1r|r=R0 = B2r|r=R0 , eˆr × ( ~H2 − ~H1)|r=R0 = ~α, (31)
where ~α(x) = σv = σ~ω × x is the electric current. Noting H = −∇φm, the boundary conditions
form the magnetic scalar potential are given by
∂φm1
∂r
∣∣∣∣∣∣
r=R0
=
∂φm2
∂r
∣∣∣∣∣∣
r=R0
,(
− 1
R0
∂φm2
∂θ
+
1
R0
∂φm1
∂θ
) ∣∣∣∣∣∣
r=R0
= σωR0 sin θ.
(32)
The general solution can be expressed as
φm1(r, θ) =
∑
l
AlrlPl(cos θ), r < R0,
φm2(r, θ) =
∑
l
Bl
rl+1
Pl(cos θ), r > R0.
(33)
Substituting into the boundary conditions, we get
Al = − (l + 1)BllR2l+10
,
B1
R20
− A1R10 = σωR20,
Bl
Rl+10
= AlRl0 if l , 1. (34)
Hence the magnetic scalar potential is given by
φm1 = −2R0σ3 ~ω · x, r < R0
φm2 =
R40σ
3r3
~ω · x, r > R0,
(35)
and the magnetic field is
H = −∇φm =

2R0σ
3
~ω, if r < R0,
R40σ
3
[
3(~ω · x)x
r5
− ~ω
r3
]
, if r > R0.
(36)
10
Method II. Integral solution.
Assuming the coordinate of the field point is x = (r, θ, ϕ), and coordinate of a point on the
spherical shell is x′ = (R0, θ′, ϕ′), then the magnetic vector potential is evaluated as
A(x) =
µ0
4pi
	
σ~ω × x′
|x − x′| dS
′ =
µ0R30σω
4pi
∫ pi
0
dθ′
∫ 2pi
0
dϕ′
sin2 θ′
|x − x′| eˆϕ′ . (37)
Note now the axis eˆϕ′ also depends on the position x′
eˆϕ′ = − sinϕ′eˆx + cosϕ′eˆy = 12
[
(ieˆx + eˆy)eiϕ − (ieˆx − eˆy)e−iϕ] (38)
This also contributes to the integration. Expanding 1|x−x′ | by Legendre polynomials, we have
A(x) =
µ0R30σω
8pi
∞∑
l=0
rl
Rl+10
∫ pi
0
dθ′
∫ 2pi
0
dϕ′ sin2 θ′Pl(cosα)
[
eiϕ
′
(ieˆx + eˆy) − e−iϕ′(ieˆx − eˆy)] (39)
if r < R0, or
A(x) =
µ0R30σω
8pi
∞∑
l=0
Rl0
rl+1
∫ pi
0
dθ′
∫ 2pi
0
dϕ′ sin2 θ′Pl(cosα)
[
eiϕ
′
(ieˆx + eˆy) − e−iϕ′(ieˆx − eˆy)] (40)
if r > R0, where α is the angle between x and x′. Now expand Pl(cosα) by spherical harmonics∫ pi
0
dθ′
∫ 2pi
0
dϕ′ sin2 θ′Pl(cosα)
[
eiϕ
′
(ieˆx + eˆy) − e−iϕ′(ieˆx − eˆy)]
=
l∑
m=−l
∫ pi
0
dθ′
∫ 2pi
0
dϕ′ sin2 θ′
4pi
2l + 1
2l + 1
4pi
(l − m)!
(l + m)!
× Pml (cos θ′)
[
e−i(m−1)ϕ
′
(ieˆx + eˆy) − e−i(m+1)ϕ′(ieˆx − eˆy)
]
Pml (cos θ)e
imϕ
= 2pi
∫ pi
0
dθ′ sin2 θ′
[ ieˆx + eˆy
l(l + 1)
P1l (cos θ
′)P1l (cos θ)e
iϕ − l(l + 1)(ieˆx − eˆy)P−1l (cos θ′)P−1l (cos θ)e−iϕ
]
= 4pi
∫ pi
0
dθ′ sin2 θ′
1
l(l + 1)
P1l (cos θ
′)P1l (cos θ)eˆϕ, (41)
where we use the relation
∫ 2pi
0
dϕ′eimϕ
′
= 2piδm0 in the second line, the relation P−1l (cos θ) =
− 1l(l+1)P1l (cos θ) and Eq.(38) in the last line. By applying the identity P1l (cos θ′) = − sin θ′P′l(cos θ′)
we have ∫ pi
0
dθ′ sin2 θ′P1l (cos θ
′) = −
∫ pi
0
dθ′ sin θ′ sin2 θ′P′l(cos θ
′) = −4
3
δl1. (42)
Substitute this to Eq.(41), we have∫ pi
0
dθ′
∫ 2pi
0
dϕ′ sin2 θ′Pl(cosα)eˆϕ =
8pi
3
δl1 sin θeˆϕ. (43)
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Finally we get
A(x) =

µ0R0σω
3
r sin θeˆϕ =
µ0R0σ
3
~ω × x, if r < R0,
µ0R40σω
3
1
r2
sin θeˆϕ =
µ0R40σ
3r3
~ω × x, if r > R0.
(44)
The corresponding magnetic field is
H =
1
µ0
∇ × A =

2R0σ
3
~ω, if r < R0,
R40σ
3
[
3(~ω · x)x
r5
− ~ω
r3
]
, if r > R0,
(45)
which is exactly the same as the results given by Method.I.
IV. CONCLUSION
In this paper, we have discussed and proved the mathematical equivalence between the integral
expressions of the static electromagnetic potentials and the solutions to Poisson’s equations subject
to certain boundary conditions. Explicit examples are also provided to show the applications of
the integral expressions for static electromagnetic potentials.
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