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Abstract—This paper introduces a machine learning-based
approach to synthetically create multiple phasor measurement
unit (PMU) data streams at different buses in a power system.
In contrast to the existing literature of creating synthetic power
grid network and then using simulation software to output
synthetic PMU data, we propose a generative adversarial network
(GAN) based approach to synthesize multiple PMU measurement
streams directly from historical data. The proposed method can
simultaneously create multiple PMU measurement streams that
reflect practically meaningful electromechanical dynamics which
observe the Kirchhoff’s laws. We further validate the synthetic
data via the statistical resemblance and the modal analysis. The
efficacy of this new approach is demonstrated by numerical
studies on a 39-bus system and a 200-bus system.
Index Terms—Networked Synthetic PMU data, Generative
Adversarial Network
I. INTRODUCTION
This paper aims at developing a new machine learning-
based approach to synthetically creating massive data sets of
PMUs that can be widely used by the research community.
Over the past decade, thousands of PMUs have been deployed
in backbone transmission systems across North America and
around the world. The tremendous amount of PMU mea-
surements provide unique opportunities to improve the gird
monitoring and control. Eventful data are of particular value
for researchers and practitioners. However, large events occur
not so often in real world and the only available real-world
eventful PMU data are mostly confidential, e.g. as specified
in the U.S. Critical Energy/Electric Infrastructure Information
(CEII) that is protected by the Energy Act. To this end,
creating realistic-looking data that are readily available to the
research community seems to be an effective solution.
Research work on synthetic data creation in power systems
comprises of two major thrusts: (i) acquiring data directly
from model-based simulation, and (ii) learning features with
the training data set and generating synthetic data possessing
these learned features.
Majority of the efforts focus on creating a credible synthetic
power network [1]- [5]. With a synthetic power network,
contingencies are then specified and the post-contingency
responses of the system are simulated by computer simulation
software such as PSS/E or PowerWorld. A lot of research
efforts have been contributed to develop various synthetic net-
work models, such as small-world [4] and random-walk model
[5]. Moreover, paper [1] addressed two fundamental issues
for the creation of synthetic power grids: geographic load and
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generator substation placement and assignment of transmission
line electrical parameters. For practical use, research work [2]
[3] was taken to respectively address power flow convergence
problem and to extend synthetic networks to dynamic studies.
Several large-scale synthetic network cases are released in [6],
which are freely available to the public.
As an alternative, there has been recent effort of introducing
machine learning concepts such as Generative Adversarial
Network (GAN) for synthetic data generation. GAN can pro-
gressively learn the underlying characteristics of the limited-
volume training data set to generate any large amount of
credible synthetic data with realistic characteristics and rich
diversity [7]- [9]. GAN-based data generation approaches are
simulation-free and also free of several common issues like
inaccurate generator and load modeling, and low simulation
efficiency. In recent years, several data-driven GAN-based
applications have been proposed, such as renewable energy
data generation [7], single PMU data generation [8] and
dynamic security assessment [9]. However, these approaches
are not capable of creating PMU data streams from multiple
locations in a network that possess meaningful electrome-
chanical dynamics and satisfy Kirchhoff’s laws. To address
these issues, this paper improves the GAN-based method to
be able to synthesize meaningful networked PMU data streams
by leveraging the spatial and temporal correlation between
multiple PMU data streams.
A. Literature Review of GAN
GAN was proposed in 2014 [10] by Dr. Goodfellow, which
became one of the most popular and successful deep generative
models later. While it drew increasing attention from multiple
domains, GAN also faced the problems like vanishing gradi-
ents, mode collapse and training instability. To mitigate or even
solve these problems, substantial theoretical research work was
conducted, among which Wasserstein GAN [12], Improved
Wasserstein GAN [13] and Least Square GAN [14] are the
representatives. To distinguish from the other extensions, we
will call the original GAN as vanilla GAN in the rest of this
paper.
Although GAN is a newborn concept, it has achieved a great
success in computer vision and a few other fields. For example,
CycleGAN [15] was proposed to transfer images from one
domain to another, e.g. from real sceneries to Van Gogh style
paintings. Similarly DualGAN [16] was proposed to enable
image translators to be trained from two sets of unlabeled
images from two different domains. Ref. [17] proposed another
GAN-based method using descriptive language to generate
corresponding meaningful and realistic images. AnoGAN [18]
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was proposed to monitor the disease progress. By mapping
from the image space to a latent space, this method can
play the role of a marker by providing anomaly scoring for
each tomography image of the retina. MIDINET [19] aims
at symbolic-domain music generation by a novel conditional
mechanism and the trained model could be expanded to
generate multiple realistic MIDI channels. Moreover, SeqGAN
[24] and C-RNN-GAN [25] were proposed to respectively
generate discrete and continuous time series data.
However, there are only few efforts applying GAN to
power systems. One representative is the renewable scenario
generation [7], which generates realistic-looking wind and
photovoltaic power profiles with rich diversities under various
scenarios of interests. The first effort applying GAN to PMU
data generation is presented in [8], which learns the dynamics
represented by the training dataset sampled from a single
PMU and then produces a single synthetic PMU data stream.
Another recent work [9] used GAN to generate missing data
of multiple PMUs in order to improve the performance of
dynamic security assessment, not showing its potential of more
generalized applications though.
B. Main Contribution
This paper aims at developing a new systematic approach to
creating massive PMU data sets that can be readily accessible
by the research community. Main contributions are as follows:
1) Networked PMU Data Generation: generate multiple
realistic-looking networked PMU streams and in the
meanwhile guarantee the Kirchhoff’s laws.
2) High Efficiency: leveraging the temporal and spatial
correlations among PMU streams, the number of PMUs
synthesized by GAN is significantly reduced to the num-
ber of generators in the system, reducing the learning
burden.
3) Convincing Validation Method: besides statistical prop-
erties, we further propose a validation method based on
the Prony analysis to check the electromechanical modal
properties represented by synthetic PMU data.
The rest of this paper is organized as follows: Section
II briefly reviews the basic mechanism of GAN and an
architecture developed based on GAN. Section III specifies
the problem and does the analysis on temporal and spatial
correlations between voltage profiles at all buses. Section IV
validates synthetic PMU data via the statistical resemblance
and the modal analysis. Section V draws conclusions and states
our future work.
II. BRIEF REVIEW OF GAN
A. Basic Idea of GAN
GAN is one representative of deep generative models that
aim to generate realistic data. In the context of GAN, the
fidelity is evaluated by the difference between the distributions
of synthetic and real data. Therefore, the objective of GAN is
to make the synthetic distribution close enough to the real one,
which is achieved by generative and discriminative models.
Fig. 1 shows the architecture of vanilla GAN [10] with the
following notations: noise data Z follow a known distribution
such as a multivariate Gaussian distribution PZ , while the real
data follow a certain but unknown distribution Pr.
The generative model G is trained to be a function that
maps from PZ to Pr, of which the vector consisting of model
parameters is denoted as θG. The input data Z are easily sam-
pled from the pre-specified distribution PZ . The distribution of
synthetic data generated by G model is denoted as Pg . Given
a batch of noise data as input, a well-trained generative model
should generate a batch of diverse realistic-looking data whose
distribution Pg is supposed to close enough to Pr.
The discriminate model D takes input data sampled from
either the real data set or the synthetic data set. Its output
scalar, ranging from 0 to 1, indicates the likelihood that the
input data belongs to the real data set. The goal of discriminate
model D is to correctly distinguish Pr from Pg by maximizing
the difference between the output scalars of real and synthetic
samples.
Fig. 1: Diagram of GAN
With the above descriptive definition of G and D models,
the two cost functions in vanilla GAN are formulated as
follows:
JD = −Ex log(D(x))− Ez log(1−D(G(z))) (1)
JG = −Ez log(D(G(z))) (2)
The above two cost functions can be combined into a single
objective function:
min
G
max
D
J(D,G) = Ex[logD(x)] + Ez[log(1−D(G(z)))]
(3)
To optimize the objective function in (3), the common
training procedure of this minimax game is listed below:
(a) Initialize parameters in both G and D models.
(b) Randomly pick k samples from the real data set and
another k samples from the pre-specified noise distribution (
a uniform distribution is used in this paper), where k is the
pre-specified size of the minibatch.
(c) Update D model for kD times with backpropagation
according to the derivative of the objective function w.r.t. θD,
where kD is a constant integer.
(d) Update G model for only once with backpropagation
according to the derivative of the objective function w.r.t. θG.
(e) Iteratively execute steps (b) to (d) until the number
of steps reaches the preset number or losses of both models
converge.
B. Deep Convolutional GAN
Vanilla GAN introduces the template of designing an adver-
sarial game. Based on the architecture of vanilla GAN, many
extensions have been developed to overcome difficulties such
as training instability and model collapse. Deep convolutional
GAN (DCGAN) was proposed [20] to stabilize the training
process by using a new architectural topology of neural net-
works along with the associated constraints. Due to its success
in wide applications such as image generation, DCGAN is
adopted to build GAN models in this paper.
In DCGAN, the G and D models are achieved by the com-
bination of dense and convolutional layers. Different from the
common settings used in deep convolutional neural networks,
DCGAN has following special architecture guidelines:
1) Remove all pooling layers;
2) Use batch normalization in both G and D models;
3) Remove dense hidden layers for deep architectures;
4) Use ReLU activation in hidden layers of the G model,
while using LeakyReLU activation in all layers of the
D model.
GAN models used in this paper are built based on these
guidelines and have satisfactory performance. See more details
in Section IV.
III. GAN-BASED NETWORKED PMU DATA GENERATION
APPROACH
A. Problem Statement
Consider a power system with n buses and m linkages
(including the lines and transformers). We denote the voltage
at bus i by Vi, i = 1, ..., n. Since there are m linkages, we
assume that there are 2m current measurements (one on each
end), and are denoted by Ik, k = 1, ..., 2m. We assume that the
bus admittance matrix is known. However, we don’t assume
the knowledge of the model of the generator dynamic which
is typically very difficult to obtain.
Consider a set of historical data obtained from the real world
PMU measurements. For each bus i, historical voltage data is
denoted by Vi(t), and for each end of a linkage k, historical
current data is denoted by Ik(t) for time index t = 1, . . . , T .
Our goal is to develop a GAN-based algorithm for generating
the synthetic PMU data V˜i(t), I˜k(t) using the historical data as
the training data in such way that the synthetic data generated
exhibits all the relevant statistical properties exhibited by the
historical data. Moreover, the synthetic data should satisfy the
physical constraints imposed by the Kirchhoff’s voltage and
current law at each time t.
The synthetic PMU data should be meaningful in such a
way that the data generated at all the buses and the linkages
should satisfy the spatial and temporal correlation property of
the real data. This is significantly different from the standard
application of GAN for image generation [10] or even wind
and solar data generation in power system [7] which can be
more appropriately be modelled as statistical phenomenons.
However, in the PMU data generation, the spatial correlation
is through the Kirchhoff’s voltage and current laws which have
to be satisfied at each time deterministically. The temporal cor-
relation in the data is induced by the generator dynamics which
also has unique physical characteristics. So, a straightforward
application of GAN for generating data at each bus [8] may
not yield realistic network level synthetic PMU data. In the
following, we propose a clever way for doing the same.
B. Power Systems Dynamics and Reduced Model
Before developing the algorithm we first give a brief de-
scription about the power systems dynamics. The intuition
from this domain knowledge is then used to precisely char-
acterize the spatial and temporal correlation, which are then
exploited in developing the network level GAN algorithm.
The dynamic model of a power system contains two parts:
differential equations and algebraic equations [21]. Differential
equations characterize the temporal dependence through the
the dynamics of inner states of generators and the alge-
braic equations characterize the spatial dependence though the
Kirchhoff’s laws. Assume there are ng generator buses in the
system and all loads are represented by the constant impedance
model. Let xi denotes the internal state of generator i, usually
including rotor angle δi, angular speed ωi and other transient
inner variables. Then the dynamics of the ith generator is given
by
x˙i = fi(xi, Vi, Idqi), (4)
where Idqi is the dq-axis currents.
The algebraic equations have two parts, stator algebraic
equation and network algebraic equation. The stator algebraic
equation of the ith generator is given by
0 =Vie
jθi + (Rsi + jX
′
di)(Idi + jIqi)e
j(δi−pi/2)
− [E′di + (X ′qi −X ′di)Iqi + jE′qi]ej(δi−pi/2) (5)
where R′si, X
′
di and X
′
qi are constant resistance and impedance
parameters. This can be succinctly represented as
Idqi = hi(xi, Vi). (6)
The network equation is given by
I inj1
...
I injng
0
...
0

n×1
=
[
Y
]
n×n
V1...
Vn

n×1
(7)
where Y is the admittance matrix and I inji is the injected
current from generator i.
One can show that, using Kron reduction [21], the network
with n buses can be reduced to a smaller system with just ng
generator internal buses. We will use this result in developing
the network GAN algorithm.
C. Networked PMU Data Generation
Using the reduced model, it is sufficient to generate syn-
thetic PMU data only for the generator buses. The PMU
data for the other buses can be generated from this data by
exploiting the temporal and spatial correlation specified by
the power system model. Since the bus admittance matrix Y
is invertible, (7) implies that only n of total n+ ng variables
are linearly independent. Suppose the voltage at all generator
buses are available, then the voltages at all the other buses can
be computed using (7) with the known admittance matrix.
However it is not sufficient to generate independent PMU
data for each generator bus separately using the method in
[8] because of the temporal correlation between data at the
generator buses. To see this, assume that the internal state of
ith generator at time t, xi(t), is available for all 1 ≤ i ≤ ng .
Then Vi(t) and Idqi(t) can be computed using (6) and (7).
Note that this computation requires the voltage all generator
buses, not just the voltage at bus i. Given Vi(t) and Idqi(t),
xi(t + 1) can be computed using (4). This procedure can be
repeated to generate the PMU data for all the generator buses,
and by the argument above, for all the buses in the network.
Due to the temporal correlation induced in the intermediate
step, voltage profiles at the generator buses have to be gener-
ated simultaneously by one single GAN model. Thus, the size
of a single sample increases with the number of generator
buses. In contrast, the intuitive idea that train multiple GANs
to learn single profiles and then simply aggregate synthetic
profiles cannot work because it does not consider the temporal
correlation.
We now give a succinct summary of our networked PMU
data generation algorithm, summarizing the above discussion.
We give a detailed description of step 1 to 3 in Section IV.
1) Pre-processing: Normalize voltage profiles at all gener-
ator buses. Then truncate and downsample this data.
2) GAN training: Use the the historical voltage profiles
at all generator buses simultaneously to train a GAN.
Output is the realistic looking voltage profiles at all
generator buses.
3) Post-processing: Filter out the high frequency distur-
bances in the generated voltage profiles. Renormalize
the voltage profile to match the real data.
4) Calculate all voltage profiles at non-generator buses and
current profiles using (6) and (7).
IV. NETWORKED PMU DATA GENERATION
In this section, we give first give a detailed description
of our algorithm. We then analyze its performance using
several metrics. In particular, we show that the voltage profiles
generated using our approach is visually indistinguishable
from the real data. They also have similar statistical properties
Moreover, we use Prony analysis [22] to show that system
dynamics reflected by the synthetic data has very similar
characteristics to that of the real data.
A. Training Data Generation and Processing
We use the IEEE 39-bus system and Illinois 200-bus system
shown in Fig. 2 and Fig. 3 respectively, for training and testing
our algorithm. In particular, we use these standard network
models to generate the training data. IEEE 39-bus system is a
standard, widely-used test system, which has 10 generators.
Illinois 200-bus system is a synthetic grid [6] having 40
generators, whose topology is developed according to publicly
available population and geographical information, and some
geometric assumptions. We select these two distinct systems
to show the scalability of the proposed approach, and also
to show the adaptivity of the proposed approach to different
dynamical behaviors with distinct characteristics.
Fig. 2: Diagram of IEEE 39-bus system
Fig. 3: Diagram of synthetic Illinois 200-bus system [6]
As mentioned in the introduction, we are particularly inter-
ested in eventful data, meaning post-fault data that reflect the
TABLE I: Two test systems and the testing configuration
Case IEEE 39-bus Illinois 200-bus
Faulty bus Bus 16 Random bus
Fault duration 0-0.1s 0-0.1s
Sampling frequency 120 Hz 120 Hz
Time window 20 s 12 s
Number of events 200 1000
TABLE II: Architecture of G and D Model
Model Layer G model D model
IEEE 39
Layer1 Dense 256 Conv 2×2
Layer2 Dense 128×25 Conv 2×2
Layer3 De-Conv 2×2 Dense 1
Layer4 De-Conv 2×2
Illinois 200
Layer1 Dense 512 Conv 2×2
Layer2 Dense 256×25 Conv 2×2
Layer3 De-Conv 2×2 Dense 1
Layer4 De-Conv 2×2
system dynamics. In order to generate eventful data, 3-phase
temporary faults are simulated with random factors and then
the post-fault voltage profiles at all the buses are recorded as
the training dataset for GAN. Simulation settings are listed in
Table I.
The input to the generator model G are the voltage profiles
at all generator buses. Since voltage measurements include
magnitude and angle, there are respectively 20 and 80 profiles
in total for IEEE 39-bus and Illinois 200-bus systems. To
efficiently train the GAN, we truncate and downsample the
raw data, while ensuring that the dynamic settling process is
unchanged. Therefore both downsampling and truncation rate
are determined by the settling speed of profiles in the real data
set. Raw data in IEEE 39-bus system are downsampled to 24
samples per second while data in Illinois 200-bus system are
downsampled to 40 samples per second. We then truncate the
first 400 points of each profile and normalize them to the range
from 0 to 1. In the final step, we transform each 1-D profile
into a 20-by-20 matrix and then concatenate them along the
third dimension to match the input size of the generator model
G.
After training, raw synthetic PMU data generated by GAN
need post-processing: upsampling, renormalization, filtering
and truncation. Upsampling is to make the sampling frequency
of synthetic profiles 120 samples per second, the same as the
real data. Renormalization is to convert the unit of synthetic
data back to the normal scale. Filtering is to smooth out
the fictitious high-frequency components by a low-pass filter.
This is required because the learning algorithm was unable
to do this even with larger network and careful tuning of the
hyperparameters.
B. Model Architecture
The generator G and the discriminator D are achieved
by deep convolutional neural networks, inspired by DCGAN
[20]. G model contains 2 fully-connected layers and 2 de-
convolutional layers with the stride size of 2×2. D model
contains 2 convolutional layers with the stride size of 2×2 and
1 fully-connected layer. Table II lists detailed architectures of
G and D models adopted in two cases, where the number
after dense layers means the output size while that after
convolutional or deconvolutional layers means the stride size.
Architectures of G and D models for the IEEE 39-bus and
the Illinois 200-bus systems are almost the same, except for a
greater neuron number in dense layers for the Illinois 200-bus
system. All the layers in G model are equipped with ReLU
activation function while leaky ReLU activation is applied to
the hidden layers in D model. Moreover, sigmoid activation
function is added to the output layer in G model to constrain
the output. Since we use vanilla GAN in this paper, there is
no activation function for the output layer of D model.
Algorithm 1 shows the training algorithm for GAN. Here
cmax is a pre-specified maximum number of iteration rounds
and kD is the number of times of consecutively updating D
model. We fix kD = 5 in this paper. GAN models in both
cases are trained by AdamProp optimizer with a learning rate
of 10−4. Mini-batch size N for each iteration of training is set
to be 32. All parameters in dense layers are initialized with
the normal distribution.
Algorithm 1 GAN for generating profiles at generator buses
Initialize θD and θG in models D and G respectively
for c = 1 to cmax do
for k = 1 to kD do
Sample a minibatch of voltage profiles at all generator
buses from historical data: {[V ]i}, i = 1, ..., N
Sample a minibatch from noise distribution PZ : {zi},
i = 1, ..., N
Update θD using gradient calculated by AdamProp
end for
Update θG using gradient calculated by AdamProp
end for
C. Experiment Results: Visual and Statistical Resemblance
In experiments, we train GAN models for 50000 iterations
for both IEEE 39-bus and Illinois 200-bus systems and both
loss functions of D and G models converge. Then, we use the
well-trained G model to generate 672 synthetic events for the
validation purpose.
Top row in the Fig. 4 illustrates synthetic and real PMU data
respectively in the IEEE 39-bus and Illinois 200-bus systems.
Profiles shown in both figures are voltage angle and magnitude
profiles at the first generator bus in the corresponding systems.
It is clear from the figures in the top row that: (i) ranges of real
and synthetic profiles are nearly the same, and (ii) both real
and synthetic profiles have a similar pattern of fluctuations.
We also test the statistical similarity using the metric of
autocorrelation coefficient. This approach is used to verify
the realistic statistical properties of synthetic renewable energy
data in the literature [7]. The bottom row in the Fig. 4 shows
the comparison between the autocorrelation coefficient curves
of real and synthetic profiles, which show the underlying
temporal correlation. The maximum lag used is 40 time
(a) IEEE 39-bus case (b) Illinois 200-bus case
Fig. 4: Comparison between real and synthetic dominant modes in the IEEE 39-bus system (left) and Illinois 200-bus system
(right). Blue solid curves represent synthetic data while red dashed curves represent real data. In each sub-figure, the top row
shows the comparison between the synthetic and real voltage angle and magnitude, while the bottom row shows the comparison
between the autocorrelation curves of above synthetic and real profiles.
steps, which is 1/3 second. Real and synthetic autocorrelation
coefficient curves approximately overlap with each other,
qualitatively verifying statistical similarity. However, we also
observe that GAN applied in the IEEE 39-bus system has a
better performance according to the results of autocorrelation.
A possible cause of the last observation is that a larger number
of generators means more channels of data for synthesizing,
which increases the difficulty of training. As a result, synthetic
raw time series tend to have more severe noise, leading to the
inconsistency of temporal correlation to the real ones.
D. Experiment Results: Modal Analysis
Here we use modal analysis to quantitatively show that
synthetic PMU data possess realistic dynamic characteristics
of power systems, i.e. modal properties. Specifically, we use
Prony analysis [22], a classical ring-down analysis method, to
analyze synthetic data and extract important modal properties
including oscillation frequency and damping.
Prony analysis is one of the most widely-used ringdown
analysis methods. The basic idea of the ringdown analysis
methods is to identify a time-varying profile represented by
a sum of exponentially damped/growing sinusoids to fit the
measured waveform. The identified coefficients in the pre-
specified formula yield important modal properties of the
underlying dynamical system.
For example, consider an n dimensional linear dynamical
system given by
x˙ = Ax+Bu, y = Cx+Du (8)
where u, x and y are the input, internal state and output of
the system. In our case, u always equals to 0. Let λi = σi +
jωi be the ith eigenvalue of the system matrix A. Then, each
individual element in x can be shown that
xi(t) =
n∑
j=1
aije
σjt cos(ωjt+ θij) (9)
where aij is the amplitude coefficient, σj and ωj are the real
and imaginary parts of λj and θij is the initial phase.
Then y can be written in the similar formulation as
y(t) =
n∑
i=1
aie
σit cos(ωit+ θi) (10)
After discretization with a time step ∆t, y(k) can be
discretized to
y(k) =
n∑
i=1
biz
k
i (11)
where zi = eλi∆t and bi is derived from ai and θi.
Prony analysis method first fits the data with a discrete linear
prediction model to determine the complex modal eigenvalues
λi by finding the roots of the following polynomial:
zn −
n∑
i=1
ciz
n−i = 0 (12)
where ci are unknown coefficients. And there will be n roots
{zi}, i = 1, ..., n, of this polynomial, from which we can
determine n eigenvalues.
(a) Dominant eigenvalues at bus 39 in the IEEE 39-bus system (b) Dominant eigenvalues at bus 69 in the Illinois 200-bus system
Fig. 5: Comparison of synthetic and real dominant eigenvalues at certain bus in the IEEE 39-bus (left) and Illinois 200-bus
(right) systems. Blue dots on the top row represents synthetic while red ones on the bottom row represents real. Black segment
represents eigenvalues whose damping ratio equals 3%.
TABLE III: Success Rate of Synthetic PMU Data Streams
Success Ratio IEEE 39-bus Illinois 200-bus
Single PMU
Maximum 100% 100%
Minimum 91% 97%
Mean 97% 98%
Median 98% 98%
Event 82% 88%
Then, it uses the modal eigenvalues to determine the am-
plitude and initial phase for each mode.
Since modes are the fingerprint of a given linear system,
we can compare the modes of the real data and synthetic data
for validating the output of our algorithm. Here we select the
voltage angle measurements as the validation data. Details of
the validation test can be summarized below.
1) Modal Characteristics Estimation: Calculate the angular
frequency (ωi), damping coefficient (σi), amplitude (ai),
and phase (θi) of each mode i via Prony analysis for real
and synthetic voltage profiles at each generator bus.
2) Dominant Modes Selection: Only the modes with ampli-
tude greater than a threshold are selected as the dominant
mode. The threshold is fixed as the 10% of the maximum
amplitude.
3) Validation: For each synthetic profile, modal frequencies
of the dominant nodes are compared with those of all
the real profiles at the same generator bus. We say that
the synthetic profile passes the test if all the frequencies
of the tested synthetic profile appear in that of the real
data. We declare a pair of frequencies as the same if
their relative error is less than 10%.
Table III shows the success rates of the synthetic profiles
at every single PMU in the IEEE 39-bus and Illinois 200-bus
system. According to the result, success rates of single PMU in
both systems are almost 1, which indicates modes represented
by synthetic data have the similar frequencies as those of real
data.
We also define a synthetic event as a collection of simul-
taneously synthesized voltage profiles at all generator buses.
We say a synthetic event passes the test if and only if all
contained voltage profiles pass the test. The success rates of
synthetic events are respectively 81.99% and 88.39% for the
IEEE 39-bus and Illinois 200-bus systems.
Fig. 5 illustrates the eigenvalues of dominant modes of real
and synthetic voltage angle profiles at a selected PMU in
the two test systems. Here blue points are synthetic eigen-
values and red ones are real eigenvalues. The black segment
represents the eigenvalues whose damping ratio equals to
3%. Eigenvalues above the black segment are usually called
weakly-damped modes while those under the black segment
are well-damped modes. Visualizing estimated eigenvalues
from profiles at all generator buses, we have following ob-
servations:
1) The real part of the real eigenvalues in the IEEE 39-bus
and the Illinois 200-bus system differ apparently. In the
IEEE 39-bus system, there is only one weakly damped
dominant mode whose frequency is nearly stationary
over different events. In contrast, the Illinois 200-bus
system, each event may have more than one dominant
mode and dominant modes may be quite different in
different events.
2) The imaginary part of the synthetic and real eigenvalues,
known as frequencies of dominant modes, are really
close but not same.
3) Real part of synthetic dominant eigenvalues do not
perfectly fit that of real data. So, the damping ratios
are slightly different. But at least synthetic and real
eigenvalues are at the same side of the 3% damping
ratio segment, meaning they have the same mode type.
4) Distribution of dominant eigenvalues for synthetic data
does not centered on a small area, meaning GAN model
does not suffer the problem of mode collapse.
5) Distributions of synthetic and real dominant eigenvalues
are similar but not same, which indicates that GAN
model does not just memorize the training data.
From these observations, we can qualitatively infer that, (i)
the synthetic data capture the dynamic characteristics of real
data, and (ii) the GAN does not simply memorize the real data
because it creates new and meaningful modes.
V. CONCLUSION AND FUTURE WORK
In this paper, we proposed a Generative Adversarial Net-
work (GAN) based networked PMU data generation approach
for synthesizing realistic eventful PMU data in a network.
Through a model reduction approach we significantly reduce
the volume of synthetic data directly generated by GAN. At
the same time, our approach ensures the spatial correlation
required by the Kirchhoff’s laws and temporal correlation
induced by the underlying generator dynamics. We validated
the synthetic data in terms of statistical characteristics and
modal properties. According to the validation results, synthetic
PMU data have fairly realistic dynamic characteristics. So,
this is promising approach for generating training data for
research related to system dynamics analysis, e.g. oscillation
identification.
However, synthetic PMU data is still not perfect: the damp-
ing values of synthetic dominant modes do not perfectly match
with that of the real ones. In our future work, we will improve
the performance of the algorithm such that the synthetic data
will be indistinguishable from the real ones by any advanced
analytic method, e.g. existing power system dynamic analysis
methods. We will also try this approach in the cases of systems
with time-varying dominant modes and will consider a more
general case with non-constant-impedance loads. Both are
challenging problems which require more analytical tools than
used in this paper.
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