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ANOSOV DIFFEOMORPHISMS ON INFRA-NILMANIFOLDS
ASSOCIATED TO GRAPHS
JONAS DERE´ AND MEERA MAINKAR
Abstract. Anosov diffeomorphisms on closed Riemannian manifolds are a type of dynamical systems ex-
hibiting uniform hyperbolic behavior. Therefore their properties are intensively studied, including which
spaces allow such a diffeomorphism. It is conjectured that any closed manifold admitting an Anosov dif-
feomorphism is homeomorphic to an infra-nilmanifold, i.e. a compact quotient of a 1-connected nilpotent
Lie group by a discrete group of isometries. This conjecture motivates the problem of describing which
infra-nilmanifolds admit an Anosov diffeomorphism.
So far, most research was focused on the restricted class of nilmanifolds, which are quotients of 1-
connected nilpotent Lie groups by uniform lattices. For example, Dani and Mainkar studied this question
for the nilmanifolds associated to graphs, which form the natural generalization of nilmanifolds modeled on
free nilpotent Lie groups. This paper further generalizes their work to the full class of infra-nilmanifolds
associated to graphs, leading to a necessary and sufficient condition depending only on the induced action
of the holonomy group on the defining graph. As an application, we construct families of infra-nilmanifolds
with cyclic holonomy groups admitting an Anosov diffeomorphism, starting from faithful actions of the
holonomy group on simple graphs.
1. Introduction
A diffeomorphism f :M →M on a closed Riemannian manifoldM is called Anosov if the tangent bundle
TM has a continuous splitting TM = Eu ⊕ Es preserved by Df : TM → TM such that Df exponentially
expands Eu and exponentially contracts Es with respect to the Riemannian metric. This property does not
depend on the choice of metric on M and hence we will just talk about Anosov diffeomorphisms on a closed
manifold. The first example of an Anosov diffeomorphism was Arnolds’ cat map, which is the map induced
by the matrix

2 1
1 1

 on the 2-torus T2 = R2upslopeZ2. Similarly it is easy to find for every n ≥ 2 matrices in
GL(n,Z) which induce Anosov diffeomorphisms on the torus Tn = R
n
upslopeZn, whereas the circle S
1 does not
admit such a map. Note that the n-dimensional torus is exactly the nilmanifold modeled on the abelian Lie
group Rn.
In his seminal paper [Sma67], S. Smale gave the first example of a non-toral Anosov diffeomorphism and
raised the question of classifying the closed manifolds M admitting such an Anosov diffeomorphism. After
more than 50 years, the only known examples are on spaces homeomorphic to infra-nilmanifolds, which we
will introduce in full detail in Section 2.1. In short, an infra-nilmanifold is a compact quotient of a simply
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connected nilpotent Lie group N by a discrete subgroup of isometries. Nowadays, it is conjectured that
every manifold admiting an Anosov diffeomorphism is in fact homeomorphic to an infra-nilmanifold with an
Anosov diffeomorphism, but unfortunately there is no recent progress towards a proof. Hence most research
focuses on the problem of describing the infra-nilmanifolds admitting an Anosov diffeomorphism.
Even for the restricted class of nilmanifolds, this is a hard question, leading to a variety of techniques for
constructing and classifying nilmanifolds admitting such diffeomorphisms. For example, the papers [Lau03,
Pay09, Der15] give different methodes for constructing lattices in nilpotent Lie groups, leading to Anosov
diffeomorphisms satisfying additional properties. Some of these constructions are general enough to give a
complete list of possibilities, e.g. [LW09] gives a classification of Anosov diffeomorphisms on nilmanifolds of
dimension ≤ 8, which was slightly corrected by the second author in [Der15].
One particular paper in this direction is [DM05] which gives a full classification in the special case of
nilmanifolds associated to graphs, generalizing the result of [Dan78] which treated the free nilpotent Lie
groups. In the general case of infra-nilmanifolds, a lot less is known, and the only full characterization
of Anosov diffeomorphisms is in the case of infra-nilmanifolds modeled on free nilpotent Lie groups in
[DV11, DD14], which extended the classical result of Porteous for flat manifolds [Por72]. In this paper, we
generalize the latter result to the class of infra-nilmanifolds modeled on Lie groups associated to graphs.
To state the main result, we first introduce some notations. Every infra-nilmanifold induces a unique
rational Lie algebra nQ and a representation of a finite subgroup ρ : H → Aut(nQ) of automorphisms,
which is called the rational holonomy representation. In the case of infra-nilmanifolds associated to a graph
G, this rational holonomy representation induces an action on the coherent components of the graph G
and representations ρi : Hi → GL(Vλi ) for some coherent components λi. The subgroups Hi ≤ H are the
stabilizers of the coherent components λi for the action of H . We show that these representations completely
determine the existence of an Anosov diffeomorphism.
Theorem 1.1. Let Γ\NG be an infra-nilmanifold associated to a graph G with rational holonomy represen-
tation ρ : H → Aut(nQG). If ρi : Hi → GL(Vλi) are the induced representations on the coherent components,
then the following are equivalent.
The infra-nilmanifold Γ\NG admits an Anosov diffeomorphism.
m
For every 1 ≤ i ≤ k, every Q-irreducible component of ρi that occurs with multiplicity m
splits in more than
c(H·λi)
m
components over R.
The numbers c(H · λi) are either 1 or 2 and depend only on the orbit H · λi of the coherent component λi
under the action of H . A more detailed explanation of the notation in this theorem will follow in Section 4.
In the special case where H acts faithfully on the coherent components, each group Hi is trivial and the
criterion only depends on the number of elements in the component. We use this observation to give families
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of examples starting from faithful actions on finite graphs, leading to several families of infra-nilmanifolds
modeled on graphs admitting an Anosov diffeomorphism.
We start by giving some general results about Anosov diffeomorphisms on infra-nilmanifolds in Section
2, where the crucial ingredient is the characterization of [DV11] in terms of rational Lie algebras and the
rational holonomy representation. Section 3 gives then a full description of the automorphism group of Lie
algebras associated to graphs, including an induced action of finite subgroups on the coherent components.
Next, we apply these results to get the main result in Section 4 and present the construction for examples in
Section 5. Finally, we state some open questions in Section 6, related to other rational forms of Lie algebras
associated to graphs.
2. Anosov diffeomorphisms on infra-nilmanifolds
In this section, we introduce the necessary definitions about infra-nilmanifolds and recall the charac-
terization in [DV11] of infra-nilmanifolds admitting an Anosov diffeomorphism depending on the rational
holonomy representation. Just as in the case of free nilpotent Lie groups, this will be the starting point for
analyzing the existence of Anosov diffeomorphisms on Lie groups associated to graphs.
2.1. Infra-nilmanifolds. Let N be a connected and simply connected (hereinafter 1-connected) nilpotent
Lie group and let Aut(N) denoted the group of Lie group automorphisms of N . The affine group Aff(N) is
defined as the semi-direct product N ⋊Aut(N) and acts on the Lie group N on the left as follows:
(n, φ) · x = nφ(x) for all (n, φ) ∈ Aff(N), x ∈ N.
Let C be a compact subgroup of Aut(N) and let Γ be a discrete, torsion-free subgroup of N ⋊ C such
that the quotient Γ\N is compact. We note that such a Γ is known as an almost-Bieberbach group and since
C is compact, the group Γ can be seen as a subgroup of isometries on N for a suitable Riemannian metric.
The quotient space Γ\N is a closed manifold and is called an infra-nilmanifold modeled on the Lie group N .
If C is trivial, then Γ ≤ N is a uniform lattice and in this case the manifold Γ\N is called a nilmanifold.
It is known that the normal subgroup M = Γ ∩ N of Γ is a uniform lattice in N and that the quotient
ΓupslopeM is finite by [Aus60], where we identify N with the subgroup of left translations N ×{1} of N ⋊C. This
implies that the infra-nilmanifold Γ\N is finitely covered by the nilmanifold M\N with H = ΓupslopeM as the
group of covering transformations. Let p : Γ → C denote the natural projection on the second component,
then H = p(Γ) ≈ ΓupslopeM is a finite group which is known as the holonomy group of Γ. An infra-nilmanifold
is a nilmanifold if and only if the holonomy group is trivial. The group Γ fits in the following short exact
sequence:
1 // M // Γ
p
// H // 1 .(2.1)
Without loss of generality, one can assume that C = p(Γ) = H . The infra-nilmanifolds modeled on the
additive group Rm are exactly the closed flat Riemannian manifolds.
4 JONAS DERE´ AND MEERA MAINKAR
Let α = (n, φ) ∈ Aff(N) be an affine transformation such that αΓα−1 = Γ. Then α induces a diffeomor-
phism α¯ on the infra-nilmanifold Γ\N , which is defined by
α¯ : Γ\N → Γ\N
Γx 7→ α¯(Γx) := Γ (α · x) = Γnφ(x).
A diffeomorphism of an infra-nilmanifold as above is called an affine infra-nilmanifold automorphism. The
map α¯ is an Anosov diffeomorphism if and only if the linear part φ of α is hyperbolic, i.e. all the eigenvalues
of φ are of absolute value different from 1. The eigenvalues of φ are defined as the eigenvalues of the
corresponding automorphism on the Lie algebra corresponding to N , so the eigenvalues of the differential of
φ at the identity.
The only known examples of Anosov diffeomorphisms are those which are topologically conjugate to affine
infra-nilmanifold automorphisms. In fact, it is conjectured that every Anosov diffeomorphism is topologically
conjugate to an affine infra-nilmanifold automorphism, see [Dek12, Sma67]. Therefore an important question
is to study which infra-nilmanifolds admit an affine hyperbolic infra-nilmanifold automorphism. Note that
an infra-nilmanifold admits an Anosov diffeomorphism if and only if it admits a hyperbolic affine infra-
nilmanifold automorphism by [Dek12].
2.2. Rational holonomy representation. For infra-nilmanifolds modeled on the abelian Lie group Rm,
the short exact sequence (2.1) splits and thus gives rise to a natural representation of the holonomy group
ρ : H → Aut(Zm) = GL(m,Z).
For general infra-nilmanifolds, this is not the case and therefore we introduce the rational holonomy repre-
sentation associated to an infra-nilmanifold Γ, see [DV11].
Let n denote the nilpotent Lie algebra associated to the nilpotent Lie group N . It is known that if N
is 1-connected, then the exponential map exp : n → N is a diffeomorphism, see for example [Rag72]. Let
log : N → n denote the inverse of the map exp. As before we takeM = Γ∩N as uniform lattice in N and let
n
Q denote the Q-span of log(M), which is a rational Lie algebra by [Seg83]. We define MQ as exp(nQ) and
this group is known as the rational Mal’cev completion or radicable hull of M . It is the unique torsion-free
radicable nilpotent group containing M , such that every element of MQ has a positive power lying in M ,
see [Seg83]. The rational subalgebra nQ is called a rational form of the real Lie algebra n.
To obtain the rational holonomy representation, one embeds the lattice M into its rational Mal’cev
completion MQ. Since every automorphism of M uniquely extends to an automorphism of MQ, there exists
a group ΓQ which fits in the following commutative diagram:
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1 // M //


Γ //


H // 1
1 // MQ // ΓQ // H // 1,
where the bottom exact sequence splits, see [Dek96, Section 3.1] for the details. By fixing a splitting
morphism s : H → ΓQ, we define the rational holonomy representation ρ : H → Aut(MQ) by
ρ(h)(n) = s(h)ns(h)−1.
Equivalently, since Aut(MQ) ≈ Aut(nQ) under the exponential map, we can consider the representation as
ρ : H → Aut(nQ) into the automorphisms of the corresponding Lie algebra. We will not distinguish between
these representations and call them both the rational holonomy representation of the almost-Bieberbach
group Γ. The map ρ is always injective, so the rational holonomy representation is faithful. Often we will
identify the holonomy group with its image under the rational holonomy representation.
The rational holonomy representation does depend on the choice of s, but this dependence is not relevant
in the study of Anosov diffeomorphisms. In fact, by the work of [DV09a, Theorem A] the rational holonomy
representation contains all information about the existence of Anosov diffeomorphisms.
Theorem 2.1. Let Γ\N be an infra-nilmanifold with rational holonomy representation ρ : H → Aut(MQ).
Then Γ\N admits an Anosov diffeomorphism if and only if there exists an integer-like hyperbolic automor-
phism of MQ which commutes with every element of ρ(H).
Here, integer-like means that the characteristic polynomial of the corresponding automorphism on the Lie
algebra nQ has coefficients in Z and constant term ±1. An automorphism ϕ ∈ Aut(MQ) satisfying the con-
ditions of the theorem is called Anosov and every rational Lie algebra admitting an Anosov automorphism is
called an Anosov Lie algebra. Therefore studying Anosov diffeomorphisms on infra-nilmanifolds is equivalent
to studying Anosov automorphisms of rational Lie algebras commuting with certain finite subgroups of the
Lie algebra. In this paper, we restrict ourselves to the case of Lie algebras associated to graphs, for which
we give a full description of the automorphism group in the next section.
3. The automorphism group of Lie groups associated to graphs
In this section we describe the automorphism group of Lie groups, or equivalently Lie algebras, associated
to graphs, improving the result of [DM05] which describes only the connected component of the identity
element. The methods lead to an induced action of the holonomy group on the coherent components of the
graph, which is crucial for our final results. We start by recalling the construction of a 2-step nilpotent Lie
algebra nKG associated to a finite simple graph G as in [DM05]) over any field K of characteristic 0.
3.1. Lie algebra associated to graphs. Let G = (S,E) denote a finite simple graph where S is the set of
vertices and E is the set of edges. We associate with G a 2-step nilpotent Lie algebra nKG over any field K of
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characteristic 0 in the following way. The underlying vector space of nKG is V ⊕W where V is the K-vector
space with basis S and W is the subspace of
∧2
V spanned by {α ∧ β | αβ ∈ E}. The Lie bracket structure
on nKG is given by the following relations:
(1) [α, β] = α ∧ β for all α, β ∈ S with αβ ∈ E,
(2) [α, β] = 0 for all α, β ∈ S with αβ /∈ E, and
(3) [u, v] = 0 for all u, v ∈ nKG with either u ∈W or v ∈W .
Recall that the automorphism group of a Lie algebra over the field K is a K-linear algebraic group, i.e.
it is given by the K-rational points of a subgroup G of the general linear group over a complex vector space
which is defined as the zero set of polynomial equations over K. We denote the subgroup of K-rational
points as G(K). For more details and terminology about these groups, we refer to [Bor91, Hum81]. In the
remainder of this paper we consider only the Zariski topology on linear algebraic groups, meaning that for
example GL(V ) is connected.
If we denote by
T = {ϕ ∈ Aut(nKG ) | ϕ(V ) = V }
and
U = {ϕ ∈ Aut(nKG ) | ∀x ∈ n
K
G : ϕ(x) − x ∈W},
then both T and U are K-linear algebraic subgroups of Aut(nKG ). The automorphism group is equal to
the semidirect product Aut(nKG ) = U ⋊ T by [DM05, Proposition 2.1.]. Note that U consists of unipotent
elements and hence forms a subgroup of the unipotent radical of Aut(nKG ).
Under the natural projection map p : T → GL(V ) = GL
(
n
K
Gupslope[nKG , n
K
G ]
)
, we get that the image G = p(T )
is a K-linear algebraic group containing the diagonal matrices. In fact as shown in [DM05], one can see
that this property characterizes the class of 2-step nilpotent Lie algebras associated to graphs. Moreover,
the map p is injective and hence every element g ∈ G uniquely corresponds to an automorphism ϕ ∈ T with
p(ϕ) = g. The groups T and G are hence isomorphic as K-linear algebraic groups.
Example 3.1. If G is the complete graph on n vertices, then nKG is isomorphic to the free 2-step nilpotent
Lie algebra on n generators. If G is the discrete graph on n vertices, then nKG ≈ K
n is an abelian Lie algebra.
Hence Lie algebras associated to graphs intermediate between free nilpotent Lie algebras and abelian Lie
algebras. Note that in both these cases the map p : T → GL(V ) is surjective.
In the next paragraphs, we study general linear algebraic groups containing the subgroup of diagonal
matrices and afterwards apply these results to the specific case of Lie algebras associated to graphs.
3.2. Linear algebraic groups containing D. In this section, G ≤ GL(V ) is a linear algebraic group
defined over a field K of characteristic 0, where V is a finite dimensional complex vector space. At the end
of the section, we will interpret the results for the K-rational points of the group G, which corresponds to
vector spaces over the field K.
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We fix a basis S for the vector space V and denote by D = DS the subgroup of GL(V ) consisting of all the
diagonal endomorphisms with respect to S, i.e. the linear endomorphisms given by the diagonal matrices with
respect to the basis S. Then DS is a maximal torus of GL(V ), i.e. a maximal connected abelian subgroup
consisting of semisimple elements. The identity map on V is denoted as IV . The goal is to describe the
groups G with DS ≤ G or equivalently the linear algebraic groups over K which contain a K-split torus of
maximal rank.
We start by recalling the work of [DM05] about these connected linear algebraic groups, in particular
the definition of the partial order relation ≺ associated to them. Using the relation ≺, we compute the
normalizer in GL(V ) of these groups in terms of permutation matrices, leading to a general description.
The connected case. For every α, β ∈ S, we denote by Eαβ ∈ End(V ) the linear map which is defined by
Eαβ(γ) =


α if γ = β,
0 if γ 6= β,
for every basis vector γ ∈ S. Let g denote the Lie algebra of G, which we consider as a Lie subalgebra of
End(V ).
First we define a relation ≺ on S, using the maps Eαβ , as follows :
For α, β ∈ S, we say that α ≺ β whenever Eαβ ∈ g.
It is easy to see that ≺ is a reflexive (since DS ≤ G) and transitive relation on S. We start by giving an
equivalent definition for the relation ≺ depending on the linear algebraic group G itself.
Proposition 3.2. Let G ≤ GL(V ) be a linear algebraic group containing the subgroup DS of all the diagonal
endomorphisms with respect to the basis S of V . Let α, β ∈ S with α 6= β. The following statements are
equivalent:
(1) α ≺ β
(2) IV + tEαβ ∈ G(K) for every t ∈ K.
Proof. If α ≺ β and α 6= β, then by definition of ≺, we have that Eαβ ∈ g and hence exp(tEαβ) ∈ G for
t ∈ K. We know that (Eα,β)2 = 0 as α 6= β which implies that IV + tEαβ = exp(tEαβ) ∈ G(K) for every
t ∈ K.
Conversely, assume that IV + tEαβ ∈ G for every t ∈ K and α 6= β. Since Q ⊂ K and Q is dense in R,
we have exp(tEαβ) ∈ G for all t ∈ R and hence Eαβ ∈ g. 
This shows that the relation ≺ does not depend on the field K we are working with. The group of
permutations on S preserving ≺ is important for the remainder of the paper.
Definition 3.3. Let A denote a finite set with a relation R and let Perm(A) denote the set of all permutations
of A. A permutation σ ∈ Perm(A) preserves the relation R if for x, y ∈ A, σ(x)Rσ(y) whenever xRy. By
Perm(A,R) we denote the set of all permutations of A preserving the relation R.
8 JONAS DERE´ AND MEERA MAINKAR
The set Perm(A,R) forms a group under composition because the set A is assumed to be finite.
We define now an equivalence relation ∼ on S as follows. For α, β ∈ S, we say that α ∼ β if either α = β
or both Eαβ and Eβα are in g. Equivalently, α ∼ β if and only if α ≺ β and β ≺ α. Let {Sλ}λ∈Λ denote the
set of all equivalence classes under this equivalence relation and will be called coherent components. With
abuse of notation, we will denote a coherent component Sλ by λ. By construction the relation ≺ induces a
partial order ≺ on Λ defined as follows: λ ≺ µ for λ, µ ∈ Λ if α ≺ β for some (and hence every) α ∈ λ and
β ∈ µ. Moreover, the elements of Λ can be enumerated as λ1, . . . , λk such that if λi ≺ λj then i < j. Any
permutation σ ∈ Perm(S,≺) induces a permutation σ¯ ∈ Perm(Λ,≺) on the equivalence classes.
For λ ∈ Λ, we denote a subspace of V spanned by the elements of the equivalence class λ by Vλ. Note
that V =
⊕
λ∈Λ
Vλ. We embed the subgroup GL(Vλ) into GL(V ) by taking the automorphism as the identity
on each Vµ, λ 6= µ ∈ Λ.
Theorem 3.4 ([DM05]). Let G ≤ GL(V ) be a connected linear algebraic group containing the subgroup D
of diagonal matrices, then
(3.1) G =
(∏
λ∈Λ
GL(Vλ)
)
M
where M is the unipotent radical of G.
The groupM is generated by the elements IV + tEα,β with α ≺ β and β ⊀ α. We note that the subgroup
L =
k∏
i=1
GL(Vλi) is a maximal reductive subgroup of G, which is also called a Levi subgroup of G. The
original result in [DM05] is for connected Lie groups, but it implies the above result for linear algebraic
groups.
The following lemma is useful for studying the full automorphism group of Lie algebras associated to
graphs. Let V be any finite-dimensional vector space given as a direct sum V =
⊕
i∈I
Vi, then we write
Vˆj =
⊕
i∈I
i6=j
Vi. Again, we embed GL(Vj) as a subgroup of GL(V ) in the natural way by taking identity on
the other components, so the elements d ∈ GL(Vj) are exactly the ones for which d(Vj) = Vj and d is the
identity on Vˆj .
Lemma 3.5. Let V =
⊕
i∈I
Vi be any finite-dimensional vector space, given as a direct sum of subspaces. For
every g ∈ GL(V ), the following are equivalent:
gGL(Vj)g
−1 = GL(Vk) ⇐⇒ g(Vj) = Vk and g(Vˆj) = Vˆk.
The proof is immediate, but we present it for completeness.
Proof. First assume that gGL(Vj)g
−1 = GL(Vk). Consider the map d : V → V given by d(x) = x for x ∈ Vˆj
and d(y) = 2y for y ∈ Vj . Since d ∈ GL(Vj), we have d′ = gdg−1 ∈ GL(Vk) where d′ has eigenvalues 1 and 2
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just as the map d. In particular, by considering the eigenspaces for eigenvalue 1 and 2, we have Vˆk ⊂ g(Vˆj)
and g(Vj) ⊂ Vk. The reverse inclusions follow from considering g−1, thus the first implication follows.
Now assume that g(Vj) = Vk and g(Vˆj) = Vˆk. It suffices to show that the inclusion gGL(Vj)g
−1 ⊂ GL(Vk)
holds, since we can apply the same statement to the element g−1. If d ∈ GL(Vj), then d(Vj) = Vj and so
gdg−1 (g(Vj)) = Vk. Similarly since d is the identity map on Vˆj , then gdg
−1 is the identity map on g(Vˆj) = Vˆk
and thus the inclusion follows. 
We will apply this lemma on the decomposition V =
⊕
λ∈Λ
Vλ for finding the induced action on Λ.
The general case. For any permutation σ of S, we denote by Pσ ∈ GL(V ) the element defined by
Pσ(α) = σ(α)
for all α ∈ S. The matrix of Pσ with respect to S is the permutation matrix corresponding to the permutation
σ. Note that at some places in literature, this is called the permutation matrix corresponding to the
permutation σ−1. Denote by
P : Perm(S)→ GL(V )
the group homomorphism given by P (σ) = Pσ. An easy computation shows that Pσ ◦Eαβ ◦Pσ−1 = Eσ(α)σ(β)
for all σ ∈ Perm(S) and for all α, β ∈ S. In particular, for σ ∈ Perm(S,≺), we have that
Pσ(Vλ) = Vσ(λ)
Pσ(Vˆλ) = Vˆσ(λ)
(3.2)
for every coherent component λ, which we will need later in the paper. Here we recall that σ ∈ Perm(Λ,≺)
is the permutation induced by σ and Vˆλ =
⊕
µ∈Λ
µ6=λ
Vµ.
The following fact about linear algebraic groups plays an important role.
Proposition 3.6. Let G ≤ GL(V ) be a linear algebraic group which contains D = DS as a subgroup. If G0
denotes the connected component of identity in G, then
(3.3) G = G0
(
G ∩ P (Perm(S))
)
=
(
G ∩ P (Perm(S))
)
G0.
Proof. The second equality of equation (3.3) follows from the fact that G0 is a normal subgroup of G. We
prove the first equality by showing two inclusions. It is immediate that G0
(
G ∩ P (Perm(S))
)
⊂ G, so it
suffices to show the reverse inclusion.
First, for the sake of completeness, we include a proof of a standard known fact that the normalizer of D
in GL(V ) is given by
NGL(V )(D) = DP (Perm(S)).(3.4)
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One inclusion is immediate, since for σ ∈ Perm(S) and d ∈ D, we have PσdP−1σ ∈ D. For the other inclusion,
suppose that g ∈ NGL(V )(D) and d ∈ D is given by d(α) = dαα for all α ∈ S with the property dα 6= dβ
if α 6= β, then we have gdg−1 = d′ ∈ D. Since both d and d′ have the same set of eigenvalues, the set of
diagonal entries of d′ is {dα : α ∈ S}. Denote by σ ∈ Perm(S) satisfying d′(σ(α)) = dασ(α) for each α ∈ S.
Now d′g(α) = gd(α) = dαg(α) and hence g(α) is an eigenvector of d
′ corresponding to an eigenvalue dα for
each α ∈ S. Since the dα’s are all distinct, we have g(α) = aασ(α) for some aα 6= 0 for each α ∈ S. This
proves that g = hPσ where h(σ(α)) = aασ(α) for each α ∈ S, so h ∈ D and hence proving equation (3.4).
Now take any element g ∈ G. The subgroup gDg−1 is a maximal torus in G0 and thus there exists h ∈ G0
with hgDg−1h−1 = D or equivalently with hg ∈ NGL(V )(D). Because of equation (3.4), the element hg is
of the form hg = dPσ with d ∈ D and σ ∈ Perm(S). We conclude that g = h−1dPσ ∈ G0
(
G ∩ P (Perm(S))
)
is of the desired form. 
By applying Proposition 3.6 to the normalizer of a connected linear algebraic group G = G0, we get the
following theorem.
Theorem 3.7. Let G be a connected linear algebraic group which contains the diagonal matrices D = DS
as a subgroup. The normalizer of G in GL(V ) is equal to
NGL(V )(G) = P (Perm(S,≺)) G.
Proof. Since the normalizer of an algebraic group in GL(V ) is itself an algebraic group by [Hum81, Page
59], Proposition 3.6 implies that NGL(V )(G) = P (F )G where P (F ) is the subgroup of P (Perm(S)) which
normalizes G. It remains to check that P (F ) = P (Perm(S,≺)). We first assume that Pσ ∈ P (F ) or thus
PσGPσ−1 = G. Note that for every IV + Eαβ , it holds that
Pσ(IV + Eαβ)Pσ−1 = IV + Eσ(α)σ(β)
and thus that IV + Eαβ ∈ G if and only if IV + Eσ(α)σ(β) ∈ G. From Proposition 3.2 it then follows that
α ≺ β if and only if σ(α) ≺ σ(β) or thus that σ ∈ Perm(S,≺).
Conversely, asume that σ ∈ Perm(S,≺), then we will show that PσGPσ−1 = G from the explicit form for
G in Theorem 3.4. First consider the generators of M which are given by IV + tEαβ with α ≺ β, β ⊀ α and
t ∈ C. In this case
Pσ(IV + tEαβ)Pσ−1 = IV + tEσ(α)σ(β) ∈M,
which shows that PσMPσ−1 = M . On the other hand, for the subgroup GL(Vλ) with λ ∈ Λ, we get that
Pσ GL(Vλ)Pσ−1 = GL(Vσ¯(λ)) by Lemma 3.5 and equation (3.2), where σ ∈ Perm(Λ,≺) is the permutation
induced by σ. Hence the conclusion follows. 
In this way we get a description of all linear algebraic groups containing D.
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Corollary 3.8. Let G be a linear algebraic group containing D = DS and with G
0 as the Zariski connected
component of the identity. Then G is given by
G = P (F )G0
where F ≤ Perm(S,≺) is the finite subgroup given by F = {σ ∈ Perm(S,≺) | Pσ ∈ G}.
Proof. This is an immediate consequence of Theorem 3.7. Indeed for if g ∈ G, then g = pσh for some
σ ∈ Perm(S,≺) and h ∈ G0. 
Remark 3.9. Theorem 3.1 and Corollary 3.8 allow us to order the basis S, by ordering the coherent classes
as λ1, . . . , λk, such that the matrix of an element g ∈ G with respect to S is of the form
P


Aλ1 A12 A13 · · · A1k
0 Aλ2 A23 · · · A2k
0 0 Aλ3 · · · A3k
...
...
...
. . .
...
0 0 · · · 0 Aλk


,
where P is a permutation matrix, Aλi ∈ GL(Vλi ) and Aij = 0, a zero matrix, if λi ⊀ λj .
In order to fully understand the groupG, we need a description of the subgroup P (F )∩G0. Let Perm(S,≺)
denote the subgroup of Perm(Λ,≺) consisting of the permutations σ induced by σ ∈ Perm(S,≺). The
intersection of P (Perm(S,≺)) and G0 is described by the following lemma.
Lemma 3.10. For every σ ∈ Perm(S,≺) it holds that σ = 1 if and only if Pσ ∈ G0.
Proof. First assume that σ ∈ Perm(S,≺) such that σ = 1. Then for every λ ∈ Λ, we have Pσ(Vλ) = Vσ(λ) =
Vλ. In particular, we have that Pσ ∈
k∏
i=1
GL(Vλi) ⊂ G
0.
For the other implication, assume that Pσ ∈ G0. Note that the transpose PTσ = Pσ−1 and therefore
PTσ ∈ G
0. By using Theorem 3.4, we get that Pσ ∈
k∏
i=1
GL(Vλi), which implies that σ = 1. 
In other words this lemma states that
G0 ∩ P (Perm(S,≺)) = P
(
{σ ∈ Perm(S,≺) | σ = 1
)
.
The following is hence an immediate consequence.
Corollary 3.11. Every linear algebraic group G containing the group of diagonal matrices D = DS satisfies
GupslopeG0 ≈ F¯
with F¯ a finite subgroup of Perm(S,≺) ≤ Perm(Λ,≺).
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Proof. The group G is a subgroup of P (Perm(S,≺))G0 = NGL(V )(G
0), so every g ∈ G is of the form
Pσh with σ ∈ Perm(S,≺) and h ∈ G0. Define the map π : G → Perm(S,≺) which maps the element
g = Pσh to σ. This map is well-defined, since if Pσh = Pτh
′ with σ, τ ∈ Perm(S,≺) and h, h′ ∈ G0, then
Pσ−1τ = Pσ−1Pτ = hh
′−1 ∈ G0 and thus σ = τ by the previous lemma. One can check that π is a group
homomorphism as G0 is normal in G. Therefore we have an induced map π : GupslopeG0 → Perm(S,≺) which is
an injective group homorphism and the corollary now follows immediately. 
Corollary 3.11 shows that there is a natural action of G on the equivalence classes Λ. We note that in
general Perm(S,≺) ≤ Perm(Λ,≺) is a strict subgroup as we will show in Example 3.15. We denote by
π : G → Perm(Λ,≺) the natural map defined by the previous corollary. It plays an important role in the
next sections for studying the actions of finite groups. Since σ = π(Pσ) for every σ ∈ Perm(S,≺), we have
that Pσ(Vλ) = Vσ(λ) = Vπ(Pσ)(λ). Lemma 3.5 implies that
Pσ GL(Vλ)P
−1
σ = GL(Vσ(λ)) = GL(Vπ(Pσ)(λ))
for every Pσ ∈ G. This alternative way of looking at the map π is how we will use it in the proof of the main
result.
Note that the previous results were for linear algebraic groups G ≤ GL(V ) over the complex numbers
defined over K, but the main application is the automorphism group Aut(nKG ) of a Lie algebra over a
subfield K ⊆ C. Hence we are often interested in the subgroup of K-rational points G(K) for K ⊆ C. Since
P (F ) ⊆ G(Q), it follows immediately that
G(K) = G0(K)P (F ) =
(
k∏
i=1
GL(Vλi ,K)
)
M(K)P (F ).
3.3. Full automorphism group of Lie algebras associated to graphs. We now apply the previous
results to the automorphism group of a Lie algebra associated to a graph as introduced in [DM05]. We refer
to Subsection 3.1 for notations. Let G = (S,E) be a graph and nKG the corresponding Lie algebra over a field
K of characteristic 0. Let Aut(G) denote the group of all graph automorphisms of G.
We recall two subgroups of Aut(nKG ) introduced as before:
T = {ϕ ∈ Aut(nKG ) | ϕ(V ) = V } and U = {ϕ ∈ Aut(n
K
G ) | ∀x ∈ n
K
G : ϕ(x)− x ∈W},
whereW = Span{[α, β] | αβ ∈ E}. We will apply Corollary 3.8 to G = p(T ) where p is the natural projection
map p : T → GL(V ) = GL
(
n
K
Gupslope[nKG , n
K
G ]
)
, but first we describe the elements Pσ ∈ G.
Lemma 3.12. For every σ ∈ Perm(S), the following are equivalent:
σ ∈ Aut(G) ⇐⇒ Pσ ∈ G = p(T ).
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Proof. First assume that σ ∈ Aut(G) then Pσ : V → V extends to an automorphism of nKG . In particular,
Pσ ∈ p(T ) = G. For the other implication, note that Pσ = p(ϕ) for ϕ ∈ T ⊂ Aut(nKG ), then
ϕ([α, β]) = [Pσ(α), Pσ(β)] = [σ(α), σ(β)].
Since we have the equivalence αβ ∈ E ⇐⇒ [α, β] 6= 0 and ϕ maps non-zero elements on non-zero elements,
this implies that σ ∈ Aut(G). 
Combining Corrolary 3.8 with the above lemma, we get the following description of the automorphism
group of nKG .
Corollary 3.13. Let K be any field of characteristic 0, then the automorphism group Aut(nKG ) is equal to
Aut(nKG ) = UT
with
T ≈ P (Aut(G)) G0(K) = P (Aut(G))
k∏
i=1
GL(Vλi ,K)M(K),
where the isomorphism is given by the natural projection p.
So the automorphism group of nKG over any field K of characteristic 0 is completely described in terms of the
graph G. Note that the Levi subgroup L of G is also a Levi subgroup of Aut(nKG ) because U is a unipotent
normal subgroup.
Consider the morphism π : G → Perm(Λ,≺) as introduced under Corollary 3.8. Lemma 3.5 shows that
g(Vλ) = Vπ(g)(λ) for every g ∈ P (Perm(S,≺)). More general, this relation holds for every element in the
Levi subgroup L =
k∏
i=1
GL(K,Vλi)P (Aut(G)) by Lemma 3.5, leading to an action L y Λ which is central
in the proof of the main result. In order to work with this action, we recall how we can find the relation ≺
directly from the graph G.
Coherent components for graphs. Let G = (S,E) denote a finite simple graph. We will now recall some
observations from [DM05] interpreting the relation ≺ on the set of vertices S. We will also introduce some
terminology which would be useful in our applications later in the paper. For α ∈ S, we define the open
neighborhood and closed neighborhood of α, respectively, as follows:
Ω′G(α) = {β ∈ S | αβ ∈ E} and ΩG(α) = Ω
′
G(α) ∪ {α}.
For α, β ∈ S, we have α ≺ β if and only if Ω′G(α) ⊆ ΩG(β) by [DM05, Proposition 4.1]. Consequently,
α ∼ β if and only if Ω′G(α) ⊆ ΩG(β) and Ω
′
G(β) ⊆ ΩG(α). As before, we denote the set of coherent components
(equivalence classes) by Λ. It can be checked that the induced subgraph on each coherent component λ ∈ Λ
is either complete or discrete. More precisely, for every λ ∈ Λ, either αβ ∈ E for all distinct α, β ∈ λ or
αβ /∈ E for any α, β ∈ λ. Moreover, for λ 6= µ ∈ Λ, if there exist α ∈ λ, β ∈ µ with αβ ∈ E, then we have
γδ ∈ E for all γ ∈ λ, δ ∈ µ. These properties lead to a notion of quotient graph G whose vertex set is Λ and
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the edge set E is given by
E = {λµ | there exist α ∈ λ, β ∈ µ with αβ ∈ E}.
Note that G might have vertices with loops. Indeed, if a subgraph of G induced on λ is complete and λ
contains at least two vertices, then λλ ∈ E .
The induced partial order ≺ on Λ is given by
λ ≺ µ ⇐⇒ Ω′G(α) ⊆ ΩG(β) for some α ∈ λ, β ∈ µ.
We arrange the coherent components λ′s as λ1, . . . , λk such that if λi ≺ λj , then i ≤ j.
In general, we have the inclusion of groups Aut(G) ⊂ Perm(S,≺) and Perm(S,≺) ⊂ Perm(Λ,≺). We give
some examples showing that these can be equalities or strict inclusions depending on the graph G.
Example 3.14. Consider the graph G with vertices {α1, α2, β1, β2, β3, γ1, γ2} as follows.
α1
α2
γ1
γ2
β1
β2
β3
Looking at the neighborhoods of the vertices, we get 3 coherent components, say λ, ν and µ, where
λ = {α1, α2}, ν = {γ1, γ2} and µ = {β1, β2, β3}. The corresponding quotient graph G is the graph
λ ν µ
Since Ω′(α1) ⊂ Ω(β1), we can see that λ≺µ. The other pairs of the coherent classes are not comparable
with respect to the relation ≺. Hence we can arrange the coherent classes as λ1 = λ, λ2 = µ and λ3 = ν so
that i ≤ j whenever λi ≺ λj . We could also arrange them in the order ν, λ, µ or λ, ν, µ.
In this case, λ ≺ µ and no other pairs of coherent classes are comparable, hence the group Perm(Λ,≺)
is trivial. The group Perm(S,≺) consists of permutations σ of S satisfying σ(λi) = λi for all i ∈ {1, 2, 3}.
Thus Perm(S,≺) = Aut(G) in this case.
Example 3.15. Consider the graph G with a vertex set the same as in the Example 3.14 and the edge set
as drawn below.
α1
α2
γ1
γ2
β1
β2
β3
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There are three coherent classes in this graph, say λ1 = {α1, α2}, λ2 = {β1, β2, β3} and λ3 = {γ1, γ2}, and
the quotient graph is as drawn below.
λ1 λ3 λ2
The coherent classes satisfy λ1≺λ3, λ2≺λ3.We note that λ1 and λ2 are not comparable. Hence if λi ≺ λj ,
then i ≤ j.
Now we will show that Perm(S,≺) is a proper subgroup of Perm(Λ,≺) in this case. Consider a 2-cycle
τ = (λ1 λ2) ∈ Perm(Λ). Then τ(λ1) = λ2≺λ3 = τ(λ3) and τ(λ2) = λ1≺λ3 = τ(λ3). This shows that
τ ∈ Perm(Λ,≺). Now for every element σ ∈ Perm(S), we have σ(λ1) 6= λ2 as #λ1 6= #λ2. Hence τ is
not induced by any element of Perm(S,≺). In particular it follows that not every element of Perm(Λ,≺) is
induced by a graph automorphism. In fact, as in Example 3.14, we can show that Perm(S, λ) = Aut(G) by
observing that every permutation in Perm(S,≺) stabilizes each coherent component.
Example 3.16. Consider a graph G as drawn below.
α
βη
γδ
There are five coherent classes and no two vertices are comparable under the relation ≺. Therefore
Perm(S,≺) = Perm(S) in this case. In particular, Aut(G) is a proper subgroup of Perm(S,≺).
4. Anosov automorphisms commuting with finite subgroups
In this part we focus on the Lie groups corresponding to the Lie algebras of the previous section. For
K = R, let NG be the connected and simply connected nilpotent Lie group with n
R
G as its Lie algebra. We
call NG a 2-step nilpotent Lie group associated to the graph G. The rational Lie algebra n
Q
G corresponds to
a lattice Γ ≤ NG , which is uniquely defined up to commensurability and the nilmanifold NGupslopeΓ is said to be
associated to the graph G. In the paper [DM05] the authors give an explicit form for such a lattice Γ, but
this is not necessary for our purposes. Note that there are in general other nilmanifolds modeled on a Lie
group associated to a graph, see Section 6. In this section, we study which infra-nilmanifolds covered by a
nilmanifold associated to a graph admit an Anosov diffeormorphism.
Definition 4.1. Let G be a graph and NG the Lie group associated to G. We say that an infra-nilmanifold
NG/Γ is associated to the graph G if the Lie algebra corresponding to the radicable hull MQ of M = N ∩ Γ
is isomorphic to nQG .
By [Mai15] the graph G is uniquely determined by the rational Lie algebra nQG .
Theorem 2.1 states that for studying Anosov diffeomorphisms on infra-nilmanifolds associated to graphs,
we have to study Anosov automorphisms commuting with finite subgroups H of the automorphism group
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Aut(nQG). We start by constructing induced representations on the coherent components before getting to
the proof of the main result.
Induced representations on coherent components. Let
L = P (Aut(G))
k∏
i=1
GL(Vλi ,Q)
be the maximal reductive subgroup of G(Q) as above. We know that there is an algebraic isomorphism
between T and G, so we can also consider L ≤ T ≤ Aut(nQG) as a Levi subgroup of Aut(n
Q
G).
If H is a finite subgroup of Aut(nQG), then it is reductive and thus lies in a maximal reductive subgroup
L′. Since all maximal reductive subgroups of a linear algebraic group are conjugate in characteristic 0, there
exists g ∈ G(Q) such that gL′g−1 = L or thus gHg−1 ⊆ L. Without loss of generality, we can assume that
H is a finite subgroup of L. The same argument shows that if there exists an Anosov automorphism on nQG
commuting with H , we can assume it lies in L as well. Indeed, if ϕ : nQG → n
Q
G is an Anosov automorphism,
then also its semisimple part ϕs is Anosov and commutes withH . Now by considering the reductive subgroup
generated by H and ϕs, we can assume that both lie in L.
Even stronger, if we consider the natural projection map ψ : Aut(nQG)→ L by taking the quotient by the
unipotent radical, then we get that ψ(H) is a finite subgroup of L. When we consider automorphisms as
matrices in the standard basis on nQG , the map ψ is given by taking the block diagonal part of a matrix.
If ϕ ∈ Aut(nQG ) is an Anosov automorphism, then ψ(ϕ) will again be an Anosov automorphism lying in L
with the same eigenvalues. Moreover, if H and ϕ commute, also ψ(H) and ψ(ϕ) commute. So without loss
of generality, we can take the projection ψ in order to assume that both H and ϕ are elements of the Levi
subgroup L. Even if we assume later that H is a subgroup of L, we can state our main theorem for general
representation ρ : H → Aut(nQG), where we first apply the map ψ and get an Anosov automorphism for the
original representation as explained above.
So from now on we assume that H is a subgroup in L. By restricting the action at the end of the previous
section, we get a map π : H → Perm(Λ,≺) such that for every h ∈ H , we have
h(Vλ) = Vπ(h)(λ).
This gives an action of H on the coherent components Λ, which we denote by h · λ = π(h)(λ). For this
action of H on Λ, we denote the orbits by κi = H · λi with 1 ≤ i ≤ k. Write c(λi) = 1 if the subgraph of
the quotient graph G (see Section 3) induced on the orbit κi is an edgeless graph, otherwise c(λi) = 2. In
other words, we look at the union of all coherent components in the orbit κi which would give us a subset
of the vertex set S of G. If there are no two vertices in that union which are adjacent in G, then we write
c(λi) = 1, otherwise, we write c(λi) = 2. In conclusion, c(λi) = 2 if and only if there is an edge (possibly a
loop) in the subgraph of G induced by the orbit κi. Note that c(λi) is equal to the nilpotency class of the
subalgebra generated by the elements in the coherent components of the orbit κi.
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Every orbit κi = H · λi also defines a subgroup Hi ≤ H given by the stabilizer of λi, i.e.
Hi = {h ∈ H | h(Vλi) = Vλi}.
So the action of H on Λ determines k representations ρi : Hi → GL(Vλi). These representations depend on
the choice of the elements λi ∈ κi, but this does not influence our results below.
Example 4.2. Consider a graph G with its quotient graph G drawn as below.
α1
α2
γ1
γ2
δ1
δ2
β1
β2
λ1 λ3 λ4 λ2
Here the coherent classes are λ1 = {α1, α2}, λ2 = {β1, β2}, λ3 = {γ1, γ2} and λ4 = {δ1, δ2}. Suppose H is
a subgroup of L generated by Pσ where σ =
2∏
i=1
(αi βi)(γi δi), which is hence of order 2. Then the action of
H on Λ is given by
Pσ · λ1 = λ2, Pσ · λ2 = λ1, Pσ · λ3 = λ4, Pσ · λ4 = λ3.
Hence κ1 = {λ1, λ2} = κ2 and κ3 = {λ3, λ4} = κ4. Consequently c(λ1) = 1 = c(λ2) and c(λ3) = 2 = c(λ4).
The stabilizer Hi is trivial for each i in this example.
Remark 4.3. Although L is isomorphic to a subgroup of Aut(nQG), this isomorphism does not preserve the
spectrum of an element. Take any g ∈ G ≤ GL(V ) which uniquely corresponds to an automorphism
ϕ ∈ T ≤ Aut(nG). Write nλ for the dimension of the subspace Vλ with λ ∈ Λ. If g ∈ L ⊆ G and
µλ,1, . . . , µλ,nλ are the eigenvalues of g on Vλ, then the eigenvalues of ϕ are equal to µλ,i for λ ∈ Λ or
µλ,iµλ′,j for λ, λ
′ ∈ Λ. The latter eigenvalues only occur if either λ 6= λ′ and these coherent components are
connected by an edge in the quotient graph or if λ = λ′, i 6= j and the coherent component λ is a complete
graph.
Main result. Recall that a matrix A ∈ GL(n,Q) with eigenvalues µ1, . . . , µn is called c-hyperbolic if for all
1 ≤ l ≤ c and 1 ≤ ij ≤ n the product
l∏
j=1
|µij | 6= 1.
So 1-hyperbolic corresponds to the classical notion of hyperbolic matrices. A linear automorphism with a
c-hyperbolic matrix is called c-hyperbolic automorphism. The action of H on the coherent components, the
induced representations ρi together with c(λi) contain all the information about the existence of Anosov
diffeomorphisms.
Theorem 4.4. Let G be a graph and nQG be the rational Lie algebra associated to this graph. Let ρ : H →
L ≤ Aut(nQG ) be a representation of a finite group and ρi : Hi → GL(Vλi ) be the representations as introduced
above. The following statements are equivalent.
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There exists an Anosov automorphism ϕ ∈ Aut(nQG) commuting with every element of ρ(H).
m
For every 1 ≤ i ≤ k, there exists a c(λi)-hyperbolic integer-like automorphism ϕi ∈ GL(Vλi)
such that ϕi commutes with every element of ρi(Hi).
Recall that integer-like means that the characteristic polynomial has coefficients in Z and constant term ±1.
This condition is equivalent to only having eigenvalues which are algebraic integers. Note that the set of
algebraic integers is closed under multiplication.
Proof. First assume that ϕ ∈ Aut(nQG) is an Anosov automorphism commuting with every element of ρ(H).
As explained before we can assume that ϕ ∈ L ≤ T or thus in particular that ϕ(V ) = V . Take g = p(ϕ) ∈ G
the restriction of ϕ to V as introduced above. By taking a power of ϕ we can also assume that g ∈ G0
or thus ϕ(Vλ) = Vλ for every λ ∈ Λ. So by taking ϕi the restriction of ϕ to the subspaces Vλi , we find in
particular that ρi(h) ◦ ϕi = ϕi ◦ ρi(h) for every h ∈ Hi, giving the first condition on the ϕi.
For the second condition, we know that ϕ is hyperbolic so we only have to check it for λi with c(λi) = 2.
Assume that µ1, µ2 are two eigenvalues of ϕi, then we have to show that |µ1µ2| 6= 1. We can assume that
µ1 6= µ2 since otherways there is nothing to prove. There are two possibilities, either λi is a complete graph
or there exists λ′ ∈ κi such that λi is connected to λ′.
In the first case, we have that µ1µ2 is an eigenvalue of ϕ by Remark 4.3. In the second case, take h ∈ H
such that h · λi = λ′. Because h(Vλi ) = Vλ′ and ϕ ◦ h = h ◦ ϕ, we have that ϕ
∣∣
Vλ′
= h ◦ ϕi ◦ h
−1 and thus
ϕ
∣∣
Vλ′
has the same eigenvalues as ϕi. In particular, µ1µ2 is again an eigenvalue of ϕ by Remark 4.3. So in
both cases the statement follows from the hyperbolicity of ϕ, finishing the first implication of the theorem.
For the other implication, assume that ϕi exists as in the theorem. Note that the eigenvalues of ϕi are
algebraic integers. We now construct a hyperbolic element ϕ ∈ Aut(nQG) commuting with every element
in ρi(Hi). By taking some power of the ϕi, we can assume that for all eigenvalues µi, µj of ϕi and ϕj
respectively with i 6= j, we have that |µiµj | 6= 1. Every λ ∈ Λ lies in some orbit κi of the action of H
on Λ and hence is of the form π(h)(λi) for some i ∈ {1, . . . , k}, meaning that ρ(h)(Vλi ) = Vλ. Now define
gλ : Vλ → Vλ as gλ = ρ(h) ◦ ϕi ◦ ρ(h)−1.
We claim that the definition of gλ does not depend on the choice of h such that π(h)(λi) = λ. Indeed,
assume that h1, h2 ∈ H with π(h1)(λi) = π(h2)(λi) = λ, then h
−1
2 h1 ∈ Hi by definition. By assumption ϕi
commutes with ρ(h−12 h1), so ρ(h
−1
2 h1)ϕi = ϕiρ(h
−1
2 h1) on Vλi which implies the claim.
Take g : V → V as the direct sum of all gλ : Vλ → Vλ. It is clear that g ∈ G and hence we can consider
ϕ ∈ Aut(nQG ) with p(ϕ) = g. Because of the assumption on the eigenvalues of the ϕi and the fact that ϕi is
c(λi)-hyperbolic, we will show that ϕ is hyperbolic. Indeed, the eigenvalues of g are also eigenvalues of some
ϕi, since it is equal to a conjugate of ϕi on Vλ for every λ ∈ Λ. The eigenvalues of ϕ are hence eigenvalue
of some ϕi or a product of two eigenvalues µλ,iµλ′,j for eigenvalues µλ,i and µλ′,j of gλ and gλ′ with λ and
λ′ connected. If λ and λ′ lie in the same orbit, then we know that c(λ) = 2 and thus that the eigenvalue is
different from 1 in absolute value. If λ and λ′ lie in a different orbit, then they correspond to different ϕi
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and ϕj , hence the eigenvalue is different from 1 in absolute value by the extra condition mentioned before.
We conclude that ϕ is a hyperbolic automorphism. In this proof we also showed that all the eigenvalues of
ϕ are algebraic integers, therefore the automorphism ϕ is integer-like.
We are left to check that ϕ commutes with the finite group ρ(H). It suffices to check that g commutes
with every element p(ρ(h)) ∈ p(ρ(H)) on every subspace Vλ. Take λi such that λ ∈ κi and consider h˜ ∈ H
such that ρ(h˜)(Vλi) = Vλ. For every x ∈ Vλ, we get that
g(x) = gλ(x) = ρ(h˜) ◦ ϕi ◦ ρ(h˜
−1)(x).
Now ρ(h ◦ h˜) maps Vλi to ρ(h)(Vλ), so the map gπ(h)(λ) is given by
ρ(h ◦ h˜) ◦ ϕi ◦ ρ
(
(h ◦ h˜)−1
)
(y) = ρ(h) ◦ gλ ◦ ρ(h
−1)(y)
for every y ∈ ρ(h)(Vλ). The statement follows and this finishes the proof. 
In order to achieve a more workable condition, we recall the following result of [DD14].
Theorem 4.5. Let ρ : G → GL(n,Q) be a Q-irreducible representation. Then there exists a c-hyperbolic,
integer-like matrix C ∈ GLmn(Q) which commutes with mρ = ρ⊕ ρ⊕ · · · ⊕ ρ︸ ︷︷ ︸
m times
if and only if ρ splits in strictly
more than c
m
components when seen as a representation over R.
We refer to [DV09a] for more details. Combined with Theorem 4.5, this gives us the following result.
Theorem 4.6. Let G be a graph and nQG be the rational Lie algebra associated to this graph. Let ρ : H →
Aut(nQG) be a representation of a finite group with ρi : Hi → GL(Vλi ) the representations as introduced before.
Then the following are equivalent.
There exists an Anosov automorphism ϕ ∈ Aut(nQG) commuting with every element of ρ(H).
m
For every 1 ≤ i ≤ k, every Q-irreducible component of ρi that occurs with multiplicity m
splits in strictly more than
c(λi)
m
components over R.
For our purposes, we can only have c(λi) ∈ {1, 2}. In the case c(λi) = 1, the condition states that
every Q-irreducible component of ρi which is also irreducible as a representation over R must occur at least
twice in ρi. If c(λi) = 2, then the condition states that every Q-irreducible component which is irreducible
over R must occur at least three times, and if a Q-irruducible component splits in exactly 2 components
over R it must occur at least twice. The Q-irreducible components which split in more components over R
automatically satisfy the condition.
The trivial representation of dimension 1 is both irreducible over Q and over R. In particular, if every ρi
is the trivial representation, we get the following consequence.
Corollary 4.7. Let G be a graph and nQG be the rational Lie algebra associated to this graph. Let ρ : H →
Aut(nQG) be a representation of a finite group such that the representation ρi : Hi → GL(Vλi) introduced
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above are trivial. Then there exists an Anosov automorphism ϕ ∈ Aut(nQG ) commuting with every element
of ρ(H) if and only if dim(Vλi ) ≥ 2 if c(λi) = 1 and dim(Vλi) ≥ 3 otherwise.
So if H is trivial, we recover the main result of [DM05].
5. Applications
In this section, we apply the previous results to construct new examples of Anosov diffeomorphisms on
infra-nilmanifolds. First we recall some machinery for constructing almost-Bieberbach groups given a rational
Lie algebra nQ and a faithful representation ρ : H → Aut(nQ). Next we apply this to give concrete examples
of graphs leading to infra-nilmanifolds admitting an Anosov diffeomorphism.
Constructing almost-Bieberbach groups with given holonomy representation. An almost-Bieber-
bach group Γ ≤ Aff(N) induces a torsion-free radicable nilpotent groupMQ ≤ N and a faithful representation
of a finite group ρ : H → Aut(MQ). But vice versa, given a torsion-free radicable nilpotent group MQ and
a faithful representation ρ : H → Aut(MQ) of a finite group, it is not always easy to check whether H
corresponds to the rational holonomy representation of an almost-Bierberbach group Γ. The hard condition
to achieve is the torsion-freeness of the group Γ.
In some special cases, this problem is completely solved though. The case where H is the trivial group
follows immediately from the fundamental work of Mal’cev [Mal51], since the group MQ is always the
radicable hull of some lattice M ≤ N in a 1-connected nilpotent Lie group N . The next interesting case is
for cyclic groups H , which was treated in [DV11] although it was not explicitly stated as a separate theorem
therein. The proof of [DV11, Proposition 5.2.] contains the necessary arguments and for the convenience of
the reader, we sketch the proof.
Theorem 5.1. Let ρ : H → Aut(MQ) be a faithful representation of a finite cyclic group H on a torsion-free
radicable nilpotent group MQ, where ρ(H) is generated by the element φ ∈ H. The following are equivalent:
The representation ρ is a rational holonomy representation of an almost-Bieberbach group Γ.
m
The automorphism φ has eigenvalue 1.
Proof. One direction is immediate, namely if ρ : H → Aut(MQ) is the rational holonomy representation of
an almost-Bieberbach group Γ then φ has eigenvalue 1. Indeed, assume that Γ ≤ MQ ⋊ H is an almost-
Bieberbach group with rational holonomy representation H . By definition there exists n ∈ MQ such that
γ = (n, φ) ∈ Γ. Write m = γ|H| ∈ M \ {e}, then m = γmγ−1 = nφ(m)n−1. So the automorphism
MQ → MQ : x 7→ nφ(x)n−1 has eigenvalue 1, hence also the automorphism φ has eigenvalue 1, since both
automorphism are conjugate.
For the other direction, it is easy to find a finitely generated torsion-free nilpotent subgroup M such that
MQ is the radicable hull ofM and φ(M) =M . The automorphism φ induces automorphisms φi ∈ GL(ni,Z)
on the quotients M ∩ γi(M
Q)upslopeM ∩ γi+1(MQ)
≈ Zni . By [DV11, Lemma 4.3.] there exists M ′ ≤ MQ
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which contains M as a subgroup of finite index such that φ(M ′) = M ′ and the induced representations
φi ∈ GL(ni,Z) for M ′ are totally reducible. Since φ has eigenvalue 1, there exists i such that the induced
representation φi also has eigenvalue 1. Then [DV11, Proposition 5.1.] implies there exists a torsion-free
extension 1→ Zni → E → Z|H| → 1 which induces φi and hence [DV11, Theorem 4.1.] gives us the desired
result. 
The extra ingredient used in the proof of [DV11, Proposition 5.2.] was showing that every automorphism of
finite order on a free nilpotent Lie algebra of nilpotency class c ≥ 2 has 1 as eigenvalue. For graphs on the
other hand, every graph automorphism induces an automorphism of the Lie algebra which automatically
has eigenvalue 1, leading to the following result.
Corollary 5.2. Let G be a graph and φ ∈ Aut(G) be a graph automorphism. The natural representation
〈φ〉 → Aut(nQG ) is the rational holonomy representation of an almost-Bieberbach group.
Proof. Consider the vector v =
∑
α∈S
α with S the set of vertices of the graph G. Since φ is an automorphism
of the graph, the vector v is an eigenvector for eigenvalue 1 of the corresponding Lie algebra automorphism.
The statement now follows immediately from Theorem 5.1. 
For the families of examples we will construct we will hence mainly focus on cyclic subgroups of graph
automorphisms.
Anosov diffeomorphisms for holonomy group Zn. We now give families of graphs G with free actions
of cyclic subgroups H ⊂ Aut(G) by graph automorphism groups giving rise to infra-nilmanifolds admitting
Anosov diffeomorphisms. The general strategy for constructing such examples is the following. We start
with a graph G, with a vertex set Λ, on which a finite group H acts freely, for example the Cayley graph of
H for some finite generating set. We realize the graph G as a quotient graph of a simple graph G satisfying
the following three conditions:
(1) the action of H is induced by an action of H via graph automorphisms on G,
(2) each coherent class λ ∈ Λ is of size at least 2,
(3) the size of λ is at least 3 whenever λµ is an edge in G for some µ in the orbit of λ.
Using Corollary 4.7, if there exists an infra-nilmanifold associated to the graph G corresponding to the action
of H , it admits an Anosov diffeomorphism. Below we present examples for the cyclic groups Zn and because
of Corollary 5.2, these always correspond to an infra-nilmanifold.
Example 5.3 (Holonomy Z2). Consider a graph G with 2m coherent classes, m ≥ 1 where each coherent
class is of the size ℓ where ℓ ≥ 3 and whose quotient graph is given by
λ1 λ3
· · ·
λ2m−1 λ2m
· · ·
λ4 λ2
For m = 1, we get a complete bipartite graphs Kℓ,ℓ. Consider an automorphism φ of the graph G that is
of order 2 and satisfies φ(λi) = λi+1 if i is odd. Let H denote a subgroup of Aut(G) generated by φ so that
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H ∼= Z2. Then the stabilizers Hi are all trivial and dim(Vλi) = ℓ ≥ 3. Hence by Corollaries 4.7 and 5.2, the
associated infra-nilmanifold with holonomy group Z2 admits an Anosov diffeomorphism.
We can generalize the above family by varying the sizes of coherent classes and keeping the size of λi and
λi+1 the same, for i odd. More precisely, we assume that the size of λi and λi+1 is ℓ i+1
2
for all odd i, where
ℓ i+1
2
≥ 2 for i 6= 2m− 1 and ℓm ≥ 3. Note that we need ℓm ≥ 3 as c(λ2m−1) = 2 (see Corollary 4.7). Using
the same graph automorphism φ as above, we will get the associated infra-nilmanifolds admitting Anosov
diffeomorphisms with holonomy group Z2. We note that the number of vertices in G is
m∑
i=1
2ℓi and the number
edges in G is
m−1∑
i=1
2ℓiℓi+1 + ℓ
2
m. Hence this family gives us examples of infra-nilmanifolds of dimensions of
the form
m∑
i=1
2ℓi +
m−1∑
i=1
2ℓiℓi+1 + ℓ
2
m where m ≥ 1, ℓm ≥ 3 and ℓi ≥ 2 for i 6= m. In particular, for m ≥ 2,
by letting ℓm = 3 and ℓi = 2 for all 1 ≤ i < m, the dimension of the corresponding infra-nilmanifold is
(4m+ 2) + (8m+ 5) = 12m+ 7. If m = 1, the dimension is 6 + 9 = 15.
Remark 5.4. One can modify the Family I in many different ways. We describe one such a modification. Let
m ≥ 3, ℓ1 = ℓm = 3 and ℓi = 2 for 2 ≤ i ≤ m− 1. The sizes of the coherent classes are the same as in the
generalized family as described above, i.e., #λi = #λi+1 = ℓ i+1
2
for all odd i. We consider a graph G whose
quotient graph is
λ1 λ3
· · ·
λ2m−1 λ2m
· · ·
λ4 λ2
In this case also by considering the same type of order 2 graph automorphism as in Example 5.3, we get
a family of infra-nilmanifolds admitting Anosov diffeomorphisms with holonomy group Z2. The number of
vertices of G is then 4m+4 and the number of edges is 8m+5+10. Hence the dimension of the corresponding
2-step nilpotent Lie algebra is 12m+19. We observe that these dimensions are already covered by Example
5.3. However, this graph and a graph from the Family I are not isomorphic and hence the associated
2-step nilpotent Lie algebras are non isomorphic [Mai15]. This gives us examples of non isomorphic infra-
nilmanifolds admitting Anosov diffeomorphisms with holonomy group Z2 and with dimension of the form
12m+ 19 for m ≥ 3.
Example 5.5 (Holonomy Zn with n ≥ 3). Let n ≥ 3, n 6= 4. We consider a graph G with n coherent classes
{λ1, . . . , λn} all of size 3 and whose quotient graph G is a cycle graph with λiλ(i+1) mod n an edge in G for all
i, 1 ≤ i ≤ n. Let φ denote the graph automorphism of G of order n satisfying φ(λi) = λ(i+1) mod n for all i
and H be a cyclic subgroup of Aut(G) generated by φ so that H ∼= Zn. Then an infra-nilmanifold associated
to G admits an Anosov diffeomorphism with holonomy group Zn. The dimension of the infra-nilmanifold
is 3n + 9n = 12n. This can be generalized by choosing the size of each coherent class to be ℓ ≥ 3 to get
dimension ℓn+ ℓ2n.
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For holonomy group Z4, we consider a graph with 4 coherent classes each of size ℓ ≥ 3 and whose quotient
graph looks like
λ1 λ2
λ3λ4
Here H would be a subgroup of graph automorphism group generated by an order 4 rotation mapping
λi to λ(i+1)mod4. The corresponding infra-nilmanifold is of dimension 4ℓ + 2ℓ(ℓ − 1) + 4ℓ
2. The minimum
possible such a dimension is 60 when ℓ = 3.
Remark 5.6. In Family II described as above, we note that we had to deal with the Z4 case separately. This
is because a simple cycle graph on 4 vertices can not be realized as a quotient graph of a graph. Here we
want to note that sufficient conditions for a given graph to be a quotient graph are given in [MPS18, Lemma
4.6]
6. Open questions
Although Theorem 4.6 seems to give a full answer about the existence of Anosov diffeomorphisms on Lie
groups associated to graphs, it only considers one type of uniform lattices of these Lie groups. However,
if N is a 1-connected nilpotent Lie group with a uniform lattice M ≤ N , then the existence of an Anosov
diffeomorphism on the nilmanifold NupslopeM depends on the lattice M . For example, if NG is the Lie group
associated to the graph G given as follows
α β
δγ
i.e. NG is the direct sum of two real Heisenberg groups, then there exist uniform lattices M1,M2 ≤ NG such
that NGupslopeM1 admits an Anosov diffeomorphism but
NGupslopeM2 does not. Equivalently, the Lie algebra n
R
G has two
distinct rational forms where one has an Anosov automorphism and the other does not [Mal00]. Hence when
studying Anosov diffeomorphisms, even for nilmanifolds associated to graphs, the choice of rational form
is crucial. For free nilpotent Lie groups, there is only one posible uniform lattice up to commensurability,
hence this problem did not occur in the work [DV09b].
Note that in this paper we only considered infra-nilmanifolds associated to graphs, which is by definition
equivalent to considering only the standard rational form nQG ⊂ n
R
G of Lie algebras associated to graphs. It is
still an open problem to describe the other rational forms of nRG and characterize the ones which admit an
Anosov automorphism.
Question 1. Is there a description of all rational forms mQ ⊂ nRG of real Lie algebras associated to graphs?
Can we characterize the ones which admit an Anosov automorphism?
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Even if nQG is not Anosov, their could be other rational forms which are Anosov, as the example G of the
direct sum of two Heisenberg algebras shows. But if nQG is Anosov, all low-dimensional examples seem to
imply the following conjecture.
Conjecture. Let nQG be a Lie algebra associated to a graph G admitting an Anosov automorphism. If m
Q is
any rational form of the real Lie algebra nRG, then m
Q is Anosov as well.
If a full answer to the Question 1 would be known, the natural follow-up question would be the general-
ization of Theorem 4.6 to other rational forms of nRG .
Question 2. Is there a characterization of the infra-nilmanifolds modeled on Lie groups associated to graphs
which admit an Anosov diffeomorphism?
Note that there is an important distinction between infra-nilmanifolds modeled on Lie groups associated to
graphs and infra-nilmanifolds associated to graphs, since by Definition 4.1 we assume that the rational Lie
algebra of the latter is equal to nQG .
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