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Abstract
It is shown that vertex stability implies Schur D-stability for real 3  3 matrices. Also,
principally nilpotent n  n complex matrices are shown to be perfectly Schur D -stable, and
additional characterizations of these matrices are given. © 2000 Elsevier Science Inc. All
rights reserved.
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1. Introduction
We denote the set of all n  n complex (resp. real) matrices by Mn.C/ (resp.
Mn.R/). Given a square complex matrix A D Taij U; jAj denotes the matrix T jaij j U.
For a real matrix A; A > 0 (resp. A > 0) means that all entries of A are nonnegative
(resp. positive). For two real matrices A and B, we write A 6 B or B > A for B −
A > 0. The set of all eigenvalues of A, denoted by .A/, is called the spectrum of A.
The spectral radius of A is denoted by .A/.D maxfjj V  2 .A/g/. The operator
norm of A is denoted by jjAjj; which equals p.AA/; where A is the adjoint
(conjugate transpose) of A: The identity matrix is denoted by I.
Given an n  n matrix A, the types of stability explored in this paper are defined
in terms of the polytope
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P.A/ D fAD V D D diag.d1; d2; : : : ; dn/;−1 6 di 6 1; i D 1; 2; : : : ; ng:
Note that the representation of B 2 P.A/ may not be unique. We have the fol-
lowing definitions:
Definition 1.1. Let A 2 M3.C/:
(a) B 2 P.A/ is a vertex ofP.A/ if B can be represented as B D AD with jDj D I:
(b) A matrix B is on an edge of P.A/ if it has a representation AD; where D D
diag.d1; d2; d3/ and at least two of these entries have absolute value equal to 1:
(c) A matrix A is on a face of P.A/ if it has a representation AD; where D D
diag.d1; d2; d3/ and at least one of these entries has absolute value equal to 1:
Definition 1.2. A real or complex square matrix A is said to be
(a) Schur stable if .A/ < 1.
(b) Schur D-stable if .AD/ < 1 for every real diagonal matrix D with jDj 6 I .
(c) vertex stable if .AD/ < 1 for every real diagonal matrix D with jDj D I .
The set of all n  n complex (resp. real) Schur D-stable matrices will be denoted
bySDn.C/ (resp.SDn.R/.) The property of Schur D -stability plays an important
role in discrete time dynamical systems, see [2,7]. For a discussion of various classes
of multipliers other than jDj 6 I , see [3].
2. Real 3  3 Schur D-stable matrices
In [4] it is shown that vertex stability implies Schur D-stability for real 2  2
matrices. In this section we prove the same result for real 3  3 matrices.
If A 2 M3.R/, A is vertex stable if each of the (not necessarily distinct) matrices
A.j/ D AD.j/; jD.j/j D I; j D 1; 2; : : : ; 8 is Schur stable. We designate A.1/ DA D
AI: It is easily shown that the matrices A.j/; j D 1; 2; : : : ; 8 are the extreme points
of the polytopeP.A/:
Let A D Taij U 2 M3.R/. The 2  2 principal minors of A will be denoted by
m11 D a22a33 − a23a32; m22 D a11a33 − a13a31 and m33 D a11a22 − a12a21. The
trace and the determinant of A are denoted by  and , respectively. The characteristic
polynomial of A becomes 3 − 2 C  − , where  D m11 C m22 C m33. The
following theorem characterizing the vertex stability of A was proved in [4].
Theorem 2.1. Let A 2 M3.R/: A is vertex stable if and only if the following condi-
tions holdV
(i) jj < 1;
(ii) j C j < 1 C ;
(iii) ja11 − a22 − a33 C j < 1 C m11 − m22 − m33;
(iv) ja11 C a22 − a33 − j < 1 − m11 − m22 C m33;
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(v) ja11 − a22 C a33 − j < 1 − m11 C m22 − m33;
(vi) j − j < 1 − 2;
(vii) j.−a11 − a22 C a33/ C .m11 C m22 − m33/j < 1 − 2;
(viii) j.−a11 C a22 − a33/ C .m11 − m22 C m33/j < 1 − 2;
(ix) j.a11 − a22 − a33/ C .−m11 C m22 C m33/j < 1 − 2:
Lemma 2.2. Suppose A 2 M3.R/: If A is vertex stable; then each of the matrices
A.j/; j D 1; : : : ; 8 is vertex stable.
Proof. If D is diagonal with jDj D I; then A.j/D D A QD for a diagonal matrix QD
with j QDj D I: Since A is vertex stable .A.j/D/ D .A QD/ < 1: 
Lemma 2.3. Let A 2 M3.R/: If A is vertex stable; the 2  2 principal submatrices
of A are vertex stable.
Proof. Suppose A D Taij U 2 M3.R/. We show that
a22 a23
a32 a33

is vertex stable and leave the verification of the other two cases to the reader. Using
our notation it suffices to show that this principal submatrix satisfies
(a) jm11j < 1;
(b) ja22 C a33j < 1 C m11;
(c) ja22 − a33j < 1 − m11:
These three conditions imply vertex stability and (hence Schur D-stability ) for
2  2 real matrices [4]. Note that (a) follows from (b) and (c). Write conditions (ii)
and (iii) from Theorem 2.1 as follows:
(ii) −1 − m11 − m22 − m33 < a11 C a22 C a33 C  < 1 C m11 C m22 C m33;
(iii) −1 − m11 C m22 C m33 < a11 − a22 − a33 C  < 1 C m11 − m22 − m33:
Now multiplying (ii) by −1 and adding the resulting inequality to (iii) yields (b).
A similar procedure using conditions (iv) and (v) of Theorem 2.1 yields (c). 
For −1 6 t 6 1, define the diagonal matrices D1.t/ D diag.t; 1; 1/; D2.t/ D
diag.1; t; 1/; D3.t/ D diag.1; 1; t/: If A 2 M3.R/ define Ai.t/ D ADi.t/ for i D
1; 2; 3: The proof of the next lemma follows from Lemma 2.3.
Lemma 2.4. Let A 2 M3.R/: If A is vertex stable; then Ai.0/; i D 1; 2; 3 are also
vertex stable.
Lemma 2.5. Let A 2 M3.R/: If A is vertex stable; then every matrix on an edge of
the polytopeP.A/ is Schur stable.
The proof of this lemma relies on the following results from [1,6]:
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Result 1. Suppose P.z/ is a real polynomial given by P.z/ D PnkD0 akzk D
an
Qn
jD1.z − zj /: Let X and Y be two .n − 1/  .n − 1/ matrices given by
X D
2
6664
an an−1    a2
0 an    a3
:::
:::
:::
:::
0 0    an
3
7775 ; Y D
2
6664
0 0    a0
0    a0 a1
:::
:::
:::
:::
a0 a1    an−2
3
7775 :
If S.P / D X − Y; then det.S.P // D an−1n
Qn
kD1;j<k.1 − zj zk/:
Result 2. Suppose that the zeros of the real polynomial P.z/ given above lie inside
the open unit disk. If the coefficients of the polynomial P.z/ are varied continuously,
then the zeros of P.z/ also vary continuously and remain inside the open unit disk
unless
(a) P.1/ D 0 or P.−1/ D 0; or
(b) det.S.P // D 0: This occurs whenever P.z/ has a conjugate pair of complex
roots of modulus 1.
We proceed with the proof of Lemma 2.5.
Proof. We begin by showing that for 0 6 t 6 1
A1.t/ D
2
4a11t a12 a13a21t a22 a23
a31t a32 a33
3
5
is Schur stable. Note that A1.t/ can be written as a convex combination of matrices
A1.t/ D tA C .1 − t/A1.0/: The characteristic polynomial Q.z; t/ of A1.t/ is given
by
./ Q.z; t/D z3 − .ta11 C a22 C a33/z2 C .m11 C tm22 C tm33/z − t
D tQ.z; 1/ C .1 − t/Q.z; 0/;
where Q.z; 1/ D z3 − z2 C z −  and Q.z; 0/ D z3 − .a22 C a33/z2 C m11z are
the characteristic polynomials of A and A1.0/, respectively.
Since A is vertex stable, using condition (ii) of Theorem 2.1 we see that Q.1; 1/ >
0 and Q.−1; 1/ < 0: Furthermore, since A1.0/ is vertex stable by Lemma 2.4 we
have Q.1; 0/ > 0 and Q.−1; 0/ < 0: Therefore by () we have Q.1; t/ > 0 and
Q.−1; t/ < 0 for 0 6 t 6 1: We next show det.S.Q.z; t/// =D 0 for 0 6 t 6 1 in
order to apply Result 2.
From () we obtain
S.Q.z; t// D tS.Q.z; 1// C .1 − t/S.Q.z; 0//; 0 6 t 6 1:
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A simple calculation yields
S.Q.z; t//D t

1 − C 
 1 − 

C .1 − t/

1 −a22 − a33
0 1 − m11

D

1 −ta11 − a22 − a33 C t
t 1 − m11 − tm22 − tm33

so that
D.t/ D .a11 − 2/t2 C .a22 C a33 − m22 − m33/t C 1 − m11:
Thus D.1/ D 1 − 2 C  −  > 0 by condition (vi) of of Theorem 2.1 and
D.0/ D 1 − m11 > 0 by (c) in the proof of Lemma 2.3.
Therefore, if the leading coefficient of the quadratic D.t/ is nonpositive then
D.t/ > 0 for 0 6 t 6 1: Furthermore, if the leading coefficient of the quadratic D.t/
is positive and D.t/ is monotone on T0; 1U then D.t/ > 0 on T0; 1U:
The only remaining case is that the leading coefficient of the quadratic D.t/ is
positive and that D.t/ is not monotone for 0 6 t 6 1: Let t0 2 .0; 1/ be the first
coordinate of the vertex of the parabola. Thus
t0 D m22 C m33 − .a22 C a33/2.a11 − / :
It follows that
D.t0/ D 1 − m11 − Tm22 C m33 − .a22 C a33/U
2
4.a11 − / :
Since 0 < t0 < 1 we have
Tm22 C m33 − .a22 C a33/U2 < T2.a11 − /U2:
Therefore,
D.t0/ > 1 − m11 − T2.a11 − /U
2
4.a11 − / D 1 − m11 − a11 C 
2:
Adding the inequalities in (iv) and (v) of Theorem 2.1 we obtain m11 − 1 < a11 −
 < 1 − m11: Since jj < 1; we get ja11 − 2j < 1 − m11: Hence D.t0/ > 0: Thus
in all cases D.t/ =D 0 for 0 6 t 6 1 and Result 2 assures the zeros of Q.z; t/ remain
in the open unit disk for 0 6 t 6 1: The verification that A2.t/ and A3.t/ are Schur
stable for 0 6 t 6 1 is similar.
To finish the argument, we recall that each of the matrices A.j/ is vertex stable by
Lemma 2.2. If Ae belongs to an edge ofP.A/; then Ae D A.j/i .t/ for some i; j; with
i D 1; 2; 3; j D 1; 2; : : : ; 8 and some t 2 T0; 1U The above argument applies equally
well to A.j/i .t/: If on the other hand there is a matrix Ae on an edge of P.A/ that is
not Schur stable, then permutation similarity and replacing some column(s) of Ae by
its (their) negative(s) will produce an A1.t/ that is not Schur stable. We have shown
that this is impossible. 
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Lemma 2.6. Suppose A 2 M3.R/: If A is vertex stable; then each matrix Ae on any
edge of the polytopeP.A/ is vertex stable.
Proof. We recall that Ae D A.i/j .t/ for some i; j with i D 1; 2; 3; j D 1; 2; : : : ; 8
and 0 6 t 6 1: To finish the proof observe that for D D diag.d1; d2; d3/ with jDj D
I; AeD again lies on an edge of the polytope. Hence AeD is Schur stable by Lemma
2.5. 
Theorem 2.7. Suppose A 2 M3.R/: A is Schur D-stable if and only if A is vertex
stable.
Proof. Suppose A is vertex stable and .AK/ > 1 for some K D diag.k1; k2; k3/
with jKj 6 I: If AK lies in the interior of the polytope P.A/ select Qt > 1 so that
maxfjQtk1j; jQtk2j; jQtk3jg D 1: Let QD D QtK: Then .A QD/ D .QtAK/ D Qt.AK/ > 1:
If A QD belongs to an edge of the polytope then .A QD/ < 1 by Lemma 2.5. This
gives a contradiction.
Suppose A QD belongs to a face of the polytope. Then there is a matrix Ae on one of
the edges of the polytope such that A QD D AeDi.t/, for some i; i D 1; 2; 3 and some
t 2 T0; 1U: Now Ae is vertex stable by Lemma 2.6, and AeDi.t/ D A QD belongs to an
edge of P.Ae/: Hence .A QD/ < 1; by Lemma 2.5, which again is a contradiction.
Hence A is Schur D -stable. The other implication is clear. 
The following example due to Siegfried M. Rump, shows that if A 2 Mn.R/ is
vertex stable and n > 3 then A need not be Schur D -stable.
Example 2.8.
A D 1
75
2
664
32 −39 −27 19
40 36 35 41
48 −40 40 25
−21 −14 −8 −35
3
775 ;
A is vertex stable, but the spectral radius of the upper 3  3 principal submatrix is
greater than 1:
3. Perfectly Schur D-stable matrices
Definition 3.1. A matrix A 2 Mn.C/ is said to be principally nilpotent if every
principal submatrix of A is nilpotent.
Definition 3.2. A matrix A 2 Mn.C/ is perfectly Schur D-stable if A 2SDn.C/
for all  2 C .
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The main theorem in this section shows that these two classes are the same. In
fact these matrices are permutation similar to strictly upper triangular matrices. The
concepts presented in the next theorem are also used in the main Theorem 3.5.
Theorem 3.3 [5]. Let N ./ be a vector norm on Cn and let fN ./ be the induced
operator norm on Mn.C/. Then the following statements are equivalent.
(a)N .x/ 6N .y/ for all x; y in Cn with jxj 6 jyj .thenN ./ is called monotone/:
(b)N .x/ DN .jxj/ for all x in Cn .thenN ./ is called absolute/:
(c) fN .D/ D .D/ for D D diag.d1; d2; : : : ; dn/.
(d) fN .D/ 6 1 for D diagonal with jDj 6 I .
Whenever A 2 Mn.C/ and S is a subset of f1; 2; : : : ; ng, A.S/ (resp. ATSU) is the
principal submatrix of A obtained by deleting (resp. selecting the intersection of) row
and column i for every i 2 S. We abbreviate “maximal rank strictly upper triangular”
by MRSUT. Note that every entry on the superdiagonal of a MRSUT matrix must be
nonzero.
Lemma 3.4. Suppose m > 1: Let B D Tbij U 2 Mm.C/ be principally nilpotent with
bm1 =D 0 and B.fmg/ a MRSUT matrix. Let P denote the permutation matrix with all
its superdiagonal entries equal to 1: Then P tBP is a MRSUT matrix.
Proof. Let 0 < k < m: Then C D B.fk C 1; k C 2; : : : ;m − 1g/ is principally nil-
potent, so expanding about its first column gives
0 D det C D bm1b12    bk−1kbkm:
Thus bkm D 0 and, since bmm D 0; each element in the last column of B equals 0.
Simply computing P tBP proves the result. 
Theorem 3.5. Let A 2 Mn.C/: The following are equivalentV
(a) A is perfectly Schur D -stable.
(b) A is principally nilpotent.
(c) A is permutation similar to a strictly upper triangular matrix.
(d) For any  > 0 there exists a diagonal D > 0 such that jjD−1ADjj < :
(e) For any  > 0 there exists a monotone vector norm N ./ on Cn such thatfN .A/ < :
Proof. [(a) ) (b)] For each diagonal D satisfying jDj 6 I and each  2 C; it
follows that jj.AD/ D .AD/ < 1 using (a). This implies .AD/ D 0: Let B
be a principal submatrix of A. Then B D ATSU for some subset S of f1; 2; : : : ; ng:
Let D D diagfd1; d2; : : : ; dng, where di D 1 if i 2 S and 0 otherwise. Since DAD is
permutation similar to
h
B 0
0 0
i
; we have
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f0g D .AD/ D .AD2/ D .DAD/ D 

B 0
0 0

;
which contains .B/: Thus, B is nilpotent.
[(b) ) (c)] We shall use the invariance of (b) and (c) under permutation similarity.
When n D 1 the result is clear. Assume n > 1: If the first column of A is 0 we need
only examine ATf2; 3; : : : ; ngU; which is n − 1  n − 1; so induction finishes the
proof. If the first column is not zero, by using a permutation similarity if necessary we
may assume that the .2; 1/ entry is nonzero. Since ATf1gU D 0 is a MRSUT matrix,
we may now apply Lemma 3.4 to B D ATf1; 2gU; obtaining a P: Set
Q D

P 0
0 I

;
an n  n permutation matrix, and let A denote QtAQ: If the first column of this A
is zero we are done by induction; if not then assume without loss of generality that
the .3; 1/ entry is nonzero. Since ATf1; 2gU is an MRSUT matrix, we apply Lemma
3.4 to ATf1; 2; 3gU obtaining a P; and set
Q D

P 0
0 I

an n  n permutation matrix. Continue in this manner until a zero first column results
and induction finishes the proof or an n  n MRSUT matrix is obtained.
[(c) ) (d)] For r 2 .0; 1/; let D D diagf1; r; r2; : : : ; rn−1g and suppose that A D
TajkU is a strictly upper triangular matrix. Then the .i; j/th entry of D−1AD D
Trj−iaij U approaches 0 as r ! 0 since aij D 0 whenever j − i 6 0: Suppose that
P−1AP is a strictly upper triangular matrix for some permutation matrix P: Given
 > 0 there exist a positive diagonal matrix D such that
jj.PD−1P−1/A.PDP−1/jj D jjD−1.P−1AP/Djj < :
Since PD−1P is diagonal, the result follows.
[(d) ) (e)] Let A 2 Mn.C/ and D be a positive definite diagonal matrix. IfN .z/
is the Euclidean norm of Dz, thenN .z/ is a monotone norm on Cn and fN .A/ D
jjDAD−1jj: Hence the result is immediate from (d).
[(e) ) (a)] Suppose A satisfies (e). For  2 C and D satisfying jDj 6 I
./ .AD/ 6 fN .AD/ 6 jjfN .A/ fN .D/ 6 jjfN .A/ ;
the last inequality by Theorem 3.3d. For each  we may choose a monotone norm
N ./ so that jjfN .A/ < 1; which proves A is perfectly Schur D-stable. 
Remark. () with  D 1 shows that if there exists a monotone normN ./ such
that fN .A/ < 1; then A 2 SDn.C/; see [4].
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Corollary 3.6. For each matrix A 2SDn.C/ that is not permutation similar to
a strictly upper triangular matrix there is a A > 0 such that A 2SDn.C/ for
jj < A and A 62 SDn.C/ for jj > A:
Lemma 3.7. For A 2 Mn.C/ the following conditions are equivalentV
(i) E − AEA is positive definite for a positive definite diagonal matrix E;
(ii) jjD−1ADjj < 1 for a positive definite diagonal matrix D:
Proof. Suppose B is a positive definite matrix. It can be shown that B − ABA
is positive definite if and only if jjB1=2AB−1=2jj < 1: To finish the proof select
E−1=2 D D: 
Definition 3.8. A matrix A 2 Mn.C/ is said to be diagonally stable if there is pos-
itive definite diagonal matrix D such that D − ADA is positive definite.
Definition 3.9. A matrix A 2 Mn.C/ is said to be simultaneously diagonally stable
if there is positive definite diagonal matrix D such that D − KADAK is positive
definite for all n  n diagonal matrices K which satisfy jKj 6 I:
Theorem 3.10. If A is a perfectly Schur D-stable matrix; then
(a) A is diagonally stable.
(b) A is simultaneously diagonally stable.
Proof.
(a) By part (d) of Theorem 3.5 there exists a positive definite diagonal matrix D such
that jjD−1ADjj < 1: The conclusion follows from Lemma 3.7.
(b) If A is diagonally stable, then A is simultaneously diagonally stable by Proposi-
tion 2.1, see [2]. 
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