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Abstract
Genome rearrangement is known as one of the main evolutionary mechanisms on
the genomic level. Phylogenetic analysis based on rearrangement played a crucial
role in biological research in the past decades, especially with the increasing avail-
ability of fully sequenced genomes. In general, phylogenetic analysis aims to solve
two problems: Small Parsimony Problem (SPP) and Big Parsimony Problem (BPP).
Maximum parsimony is a popular approach for SPP and BPP which relies on itera-
tively solving a NP-hard problem, the median problem. As a result, current median
solvers and phylogenetic inference methods based on the median problem all face se-
rious problems on scalability and cannot be applied to datasets with large and distant
genomes. In this thesis, we propose a new median solver for gene order data that
combines double-cut-join (DCJ) sorting with the Simulated Annealing algorithm (SA-
Median). Based on this median solver, we built a new phylogenetic inference method
to solve both SPP and BPP problems. Our experimental results show that the new
median solver achieves an excellent performance on simulated datasets and the phylo-
genetic inference tool built based on the new median solver has a better performance
than other existing methods.
Cancer is known for its heterogeneity and is regarded as an evolutionary process
driven by somatic mutations and clonal expansions. This evolutionary process can
be modeled by a phylogenetic tree and phylogenetic analysis of multiple subclones of
cancer cells can facilitate the study of the tumor variants progression. Copy-number
aberration occurs frequently in many types of tumors in terms of segmental ampli-
fications and deletions. In this thesis, we developed a distance-based method for
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reconstructing phylogenies from copy-number profiles of cancer cells. We demon-
strate the importance of distance correction from the edit (minimum) distance to the
estimated actual number of events. Experimental results show that our approaches
provide accurate and scalable results in estimating the actual number of evolutionary
events between copy number profiles and in reconstructing phylogenies.
High-throughput sequencing of tumor samples has reported various degrees of ge-
netic heterogeneity between primary tumors and their distant subpopulations. The
clonal theory of cancer evolution shows that tumor cells are descended from a common
origin cell. This origin cell includes an advantageous mutation that cause a clonal
expansion with a large amount of population of cells descended from the origin cell.
To further investigate cancer progression, phylogenetic analysis on the tumor cells is
imperative. In this thesis, we developed a novel approach to infer the phylogeny to
analyze both Next-Generation Sequencing and Long-Read Sequencing data. Experi-
mental results show that our new proposed method can infer the entire phylogenetic
progression very accurately on both Next-Generation Sequencing and Long-Read Se-
quencing data.
In this thesis, we focused on phylogenetic analysis on both gene order sequence
and copy number variations. Our thesis work can be categorized into three parts.
First, we developed a new median solver to solve the median problem and phylogeny
inference with DCJ model and apply our method to both simulated data and real
yeast data. Second, we explored a new approach to infer the phylogeny of copy
number profiles for a wide range of parameters (e.g., different number of leaf genomes,
different number of positions in the genome, and different tree diameters). Third, we
concentrated our work on the phylogeny inference on the high-throughput sequencing
data and proposed a novel approach to further investigate and phylogenetic analyze
the entire expansion process of cancer cells on both Next-Generation Sequencing and
Long-Read Sequencing data.
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Chapter 1
Introduction
1.1 Overview
Phylogenetic analysis is a study of evolutionary history and relationships among a
group of species. Phylogenetic analysis includes various approaches depending upon
the type of data, one called gene rearrangement events based method is widely used
by biologists, scientists. Gene rearrangement event is a type of chromosome abnor-
mality involve several different classes of events, e.g. inversion, deletion, duplication,
and translocation. Usually, these types of events are caused by DNA breakage at
two locations and rejoining the broken ends to produce a new genome. Yancopoulos
[81] proposed a universal double-cut-join (DCJ) model to account for all rearrange-
ment events. With the DCJ model, all rearrangement events can be easily analyzed
mathematically by encoding gene markers into adjacencies. The divide and con-
quer idea inspires us to break down the phylogeny reconstruction problem into more
sub-problems, the sub-problem is named as a median problem. The phylogeny re-
construction problem can be solved by iteratively calling the median problem solver.
Currently, two existed median solver is proposed, one is called GAMedian, which ap-
plies the genetic algorithm to solve the median problem, another is called ASMedian,
which transforms the median problem into graphs to solve it. However, either way, is
suffering from scalability. For GAMedian, it needs a large amount of computational
time to generate a new generation parent genomes in the gene pool. While, for AS-
Median, it needs to cost extremely large space to maintain the graphs. The limitation
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of current methods motivates us to explore a novel, faster, and scalable approach to
solve the median problem.
Cancer is known as an evolutionary process of genetic mutations in tumor cells.
Various types of genetic mutations occur during the entire cancer evolutionary pro-
gression include single nucleotide alteration, long stretches of DNA deletions, dupli-
cations. DNA copy number variations (CNVs) affects greater portion of the genetic
mutations than the single nucleotide polymorphisms (SNPs). Previously, several phy-
logenetic analysis approaches on copy number variations were proposed. Chowdhury
et al. [11, 10] and Zhou et al. [86, 88, 87] focused on FISH (fluorescent in situ
hybridisation) data to infer the phylogeny depending on single gene duplication and
loss. Further study in copy number variations shows chromosomal segmental varia-
tion dominates the cancer copy number changes. This finding motivates us to focus on
phylogeny on segmental amplification and deletion in tumor cells rather than single
gene variation events.
Cancer is a genetic disease driven by somatic mutations during the lifetime of tu-
mor cell evolution. Genetic variations can be grouped as different classes by their size,
smaller variations include single-nucleotide variations (SNVs), insertion and deletion
(<50 bp) [85], larger variations include structural variations (SVs), which are com-
prised of copy number variations. The observation of Quigley et al. work [55] shows
how structural variations affect critical regulators in metastatic prostate cancer. The
work of Kumaran et al. [36] identified and validated germline CNVs associated with
breast cancer, they found the germline CNVs can potentially influence tissue level
gene expression through their embedded genes. Ma et al.[45] found copy number
alterations and structural variants constituted the majority of events in adult pan-
cancer. The results of Viswanathan et al. study [71] indicate the diverse mechanisms
by structural alterations, particularly in the non-coding genome, act to sustain AR
signaling in advanced prostate cancer. Dixon et al. [16] observe widespread struc-
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tural variation events affecting the functions of noncoding sequences, including the
deletion of distal regulatory sequences, alteration of DNA replication timing, and
the creation of novel three-dimensional chromatin structural domains. Their results
demonstrate the noncoding SVs may be underappreciated mutational drivers in can-
cer genomes. These studies show that structural variants (SVs) contribute to human
genomic variation and cause genetic disease. DNA sequencing technology provides an
unprecedented mechanism to evaluate structural variant mutations in tumor samples.
Various methods were developed to identify the structural variants on both short-read
sequencing (SRS) and long-read sequencing (LRS) [59, 47, 1, 26, 66, 57, 72, 75, 2].
The structural variants fraction in the tumor sample can be easily detected by these
structural variants tools, reconstruct the phylogeny tree with structural variants frac-
tion is a challenge.
1.2 Research Contribution
This thesis makes some contributions to phylogenetic analysis on gene order data
and structural variants in the tumor sample. The details of contribution include the
following three aspects:
1. Proposed and Developed a new DCJ median solver. We developed DCJ-sorting
based Simulated Annealing solver to resolve the three leaf genomes DCJ median prob-
lem. We named this new solver as SAMedian includes four steps, 1) Initialize start
state, 2) Used sorting based strategy to produce next generation median genome,
3)Defined the acceptance function to avoid getting stuck into the local optimal so-
lution, 4) Set up the initial temperature and cooling scheme. We integrated this
new solver into GRAPPA phylogeny reconstruction software to solve big phylogeny
problem and small phylogeny problem very efficiently and precisely.
2. Developed a distance-based method to resolve copy-number evolution prob-
lems. We call a new proposed linear time algorithm along with the neighbor-joining
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package to reconstruct phylogeny on cancer copy number profiles. The core of our
developed approach is using distance correction strategy to dramatically reduce the
error between the evaluated editing distance and the actual pairwise profiles distance.
After applying the distance correction idea, we are able to achieve the phylogeny tree
very accurately with the improvement of edit distance evaluation.
3. Developed a simulator that simulates the entire evolutionary process of cancer
structural variants from one origin cell and proposed a new approach to construct
phylogeny from the mixture tumor sample data, which consists of a set of reads. We
developed a simulator to generate a mixture sample in BAM file (A DNA sequence
reads format) with a certain number of structural variants in the life cycle of tu-
mor evolution. We transformed this phylogeny reconstruction on the mixture tumor
sample problem to be an overdetermined system of linear equations problem. Our
approach is able to infer the phylogeny very accurately on the long-reads simulation
data.
4
Chapter 2
Background
2.1 Ancestral Genome Inference
A genome is used to represent the complete set of DNA (genes) in an organism.
Different features and characteristics from genes have been used to reconstruct phy-
logenetic trees and ancestral genomes, including gene sequence, copy number and
rearrangement events The most common rearrangement events include reversal, fis-
sion, fusion, transposition, and translocation. Sankoff and Blanchette [60] proposed
the first algorithm to reconstruct phylogeny from genome rearrangement events. Since
then, genome rearrangement analysis is widely used by biologists, mathematicians,
and computer scientists. Various methods have been developed to reconstruct phy-
logenetic trees and ancestral genomes from gene order, including parsimony-based
methods such as GRAPPA [50] and GASTS [79], as well as likelihood-based meth-
ods such as MLGO [27]. The core of most existing methods is to solve the median
problem, which is defined as given three genomes, find the median genome (ancestor)
that minimizes the sum of distances from the median to the three given genomes.
Yancopoulos [81] proposed a simplified model which uses the universal double-cut-
and-join (DCJ) operation to account for all rearrangement events and the median
problem can be seen as the DCJ median problem. Later, several methods are pro-
posed to solve the DCJ median problem. Among these parsimony-based methods,
the ASMedian [80] tool outperforms all others. ASMedian iteratively searches Ad-
equate Subgraphs and decomposes the median problem into smaller sub-problems.
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This method dramatically reduces the solution space and is very efficient when the
genomes are closely related. However, it becomes quite slow when the genomes are
distant. Given the number of genes as N and the average number of events is r, AS-
Median becomes extremely time consuming and the accuracy rate drops significantly
when the ratio r/N is over 0.5.
2.2 Cancer copy number phylogeny
Cancer is known as an evolutionary process of genetic mutations in tumor cells [74].
The evolutionary process includes copy-number deletion and amplification, single-
nucleotide deletions and insertions, gene rearrangements, gene base substitutions [19].
As a consequence of serial of genetic mutations, unique cancer clones are generated
in tumor cells. The evolutionary history of all these clones can be modeled by a
phylogeny tree [82].
Gains and losses of genomic segments are frequently observed mutation patterns in
cancers. Copy-number changes in tumor genomes affect a larger fraction of genomic
regions than other types of somatic genetic alteration in cancers do [84, 67]. An
important step of inferring tumor phylogeny by copy number variation was taken by
Chowdhury et al. [11, 10] and Zhou et al. [86, 88, 87] using FISH (fluorescent in situ
hybridisation) data that initially focused on single gene duplication and loss.
In real tumors, gene copy number changes can be summarized as three categories.
The first is single gene duplication/loss event. The second is chromosome duplica-
tion/loss event, which a gene changes on the chromosome level. The third one is
whole genome duplication event in which all gene markers doubles after one opera-
tion. More recently, Schwartz [63] proposed a heuristic approach MEDICC, which
was designed to work on copy-number profiles that can routinely be obtained from
single nucleotide polymorphism (SNP) arrays [21] or paired-end sequencing [34]. The
MEDICC method modeled segmental amplifications and deletions instead of copy-
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number changes of single genes. The edit distance of two copy-number profiles is
defined as the minimal segmental amplifications and deletions that are needed to
transfer one profile to another. Shamir [64] later derived a linear-time algorithm to
compute pairwise edit distance and El-Kebir [31] proposed an integer linear program
(ILP) formulation to infer the maximum-parsimony phylogeny. The ILP formulation
for reconstructing phylogenies performs well for a small number of leaves and dozens
of positions but does not scale well when the number of leaves and genes increase.
In this paper, we proposed a new distance-based approach to infer phylogenies from
copy-number profiles of cancer cells. Experimental results from the simulated datasets
show that our new approach achieves accurate and scalable results in phylogenetic
reconstruction from copy-number profiles.
2.3 Phylogenetic Analysis on tumor cells with DNA sequencing tech-
nologies
DNA sequencing technologies provide essential tools for researchers to identify mul-
tiple types of genomic mutations in tumor cells, and it has a profound implication on
medical and biological research. These technologies play critical roles on genetic het-
erogeneity and phenotypic variation of tumor cells exploration and analysis. Cancer
is an evolutionary history of mutations arise and accumulate in normal cells to form
a tumor cell. The mutation events during the process of cancer transformation have
been studied extensively, which includes unresponsiveness to extracellular signals,
uncontrolled proliferation, reduction and evasion of tumour suppression, formation of
blood vessels and, in the later stages, development of metastases[24].
The clonal theory of call is, Multiple subpopulations of tumor cells are coming from
one origin cell, with a sequenced of clonal expansions occurs to form a tumor sample.
Evolutionary theory of cancer genomics results in phylogenetic analysis studies on the
tumor progression. Because of the technical limitations, only multiple samples from
7
the same tumor can be obtained at a single time instead of an isolated tumor sample.
Several studies focused on inferring subpopulations of tumor cells by estimating the
reads coverage information. For single-nucleotide mutations, or variants, the variant
allele frequency (VAF) is defined as the fraction of DNA sequence reads covering
the variant position that contains the variant allele rather than the reference/germ
line allele. The VAF provides an estimate of the fraction of tumor chromosomes
containing the mutation, but with error due to the stochastic nature of the sequencing
process[23].
Structural variants are defined as genomic variants larger than 50 bps, and stud-
ies show they have more impact in genomes than single-nucleotide polymorphisms or
small gene loss and duplication. Large-scale tumor sequencing studies have demon-
strated that the majority of cancers are dirven by either SNVs or SVs. Therefore, the
study of phylogenetic analysis on SVs in tumor cell is imperative.
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Chapter 3
A median solver and phylogenetic inference
based on DCJ sorting
3.1 Background
3.1.1 Genome Rearrangements
Given a set of n genes {1, 2, · · · , n}, a genome can be represented by these genes
following an order. To state the strandedness of genes, each gene is assigned with
an orientation that is either positive, written i, or negative, written −i. Two genes
i and j are said to be adjacent in genome G if i is immediately followed by j, or,
equivalently, −j is immediately followed by −i.
We define the head of a gene i by ih and its tail by it. We refer i as an indication of
direction from head to tail (ih → it) and otherwise −i as (it → ih). There are a total
of four different scenarios for two consecutive genes a and b in forming an adjacency:
{at, bt}, {ah, bt}, {at, bh}, and {ah, bh}. If gene c is at the end of a linear chromosome,
then we have a corresponding singleton set, {ct} or {ch}, called a telomere.
Assign G as a genome with signed ordering {g1, g2, · · · , gn}, an inversion between
indices i and j (i ≤ j) of produces a new genome with linear ordering
g1, g2, · · · , gi−1,−gj,−gj−1, · · · ,−gi, gj+1, · · · , gn
There are additional operations for multi-chromosomal genomes, such as translocation
(one end segment in one chromosome is exchanged with one end segment in another
chromosome), fission (one chromosome splits into two chromosomes), and fusion (two
9
chromosomes concatenate into one).
The Genome graph consists of vertices and edges to represent a genome. The
vertices are the telomeres and adjacencies while the edges are the connection between
gene tail and head. Figure 3.1 gives a detailed example.
Figure 3.1 Genome graph for
{{
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}
, {ct, bt} ,
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bh, at
}
,
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}
,
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}
,
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}}
3.1.2 Adjacency Graph and DCJ distance
The DCJ operation has been widely used because of its mathematical simplicity and
robustness in practice. Figure 3.2 is an example of encoding the common genome
rearrangement event inversion to DCJ sequencing. The DCJ operation acts on two
vertices u and v of a graph by cutting two vertices and rejoining four ends in a new
way. There are three ways for the DCJ operation [3]
• If both u = {p, q} and v = {r, s} are adjacencies, they could be replaced by the
two adjacencies {p, r} and {q, s} or by two adjacencies {p, s} and {r, q}.
• If u = {p, q} is an adjacency and v = {r} is a telomere, they could be replaced
by {p, r} and {q} or by {q, r} and {p}.
• If both u = {q} and v = {r} are telomeres, they could be replaced by {q, r}.
Inversely, an adjacency {q, r} can also be replaced by two telomeres {q} and v
= {r}.
Given two genomes A and B, the DCJ sorting is to find the shortest sequence of
DCJ operations that transform A into B. The length of such sequence is called the
DCJ distance between A and B, denoted by dDCJ (A,B).
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Figure 3.2 Gene inversion rearrangement event encoded into DCJ adjacencies.
Figure 3.3 The DCJ distance between the top Genome {{c,−b, a} , {e, d}} and the
bottom Genome {a, b, c, d, e} is 2.
The adjacency graph AG(A, B) is a bipartite multi-graph whose set of vertices
are the adjacencies and telomeres of A and B. For each u  A and v  B there are
|u∩ v| edges between u and v. Let A and B be the two genomes defined on the same
set of N genes, which we also call equal content, then we have
dDCJ (A,B) = N - (C + I/2)
where C is the number of cycles and I is the number of odd paths in AG(A, B)
[3]. The application of a single DCJ operation changes the number of odd paths in
the adjacency graph by -2, 0 or 2, or changes the number of the circles in adjacency
graph by -1, 0 or 1. Thus any DCJ operation can be defined as optimal, neutral and
counter-optimal with respect to the adjacency graph. A DCJ operation is optimal
when it increases the number of circles by one or the number of odd paths by two in
the resulting adjacency graph. Similarly, a DCJ operation is counter-optimal when
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it decreases the number of circles by one or the number of odd paths by two in the
resulting adjacency graph. If a DCJ operation does not change the number of circles
and the number of odd paths, it is considered as neutral.
There is a simple linear-time algorithm to sample a sequence of DCJ sorting
scenarios from A into B [3]. This greedy algorithm [3] iteratively employs a DCJ
operation to create a new adjacency for A which is not in A but in B, or equivalently,
this greedy algorithm always increase the number of shared adjacencies (as a length-2
cycle in the adjacency graph) by 1 (See Figure 3.4) and we refer to the sampling of
DCJ sorting scenarios based this greedy algorithm as the greedy-sampling.
Figure 3.4 An optimal DCJ operation creates a circle of length 2.
The above greedy-sampling does not explore all DCJ sorting scenarios [5]. In fact,
a DCJ operation is optimal if it splits one large circle into two small circles or it splits
a long path into a short path and a circle, where the newly created circle can be of
any length (See Figure 3.5). We refer to the sampling of DCJ sorting scenarios based
all cycle-splitting operations as the general-sampling.
Figure 3.5 An optimal DCJ operation does not create any circle of length 2.
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3.1.3 The Median Problem
Given three genomes (leaves) G1, G2, G3 and a genome M, the median score is defined
as d(G1,M) + d(G2,M) + d(G3,M), where d(Gi,M) represents the DCJ distance
from Gi to M. The DCJ Median Problem is to find the median genome which has
the minimum median score (sum of the distances from the median to the three given
genomes). Two of the best median solvers are ASMedian and GAMedian [20]. AS-
Median becomes really slow when the genomes are large and distant and also tends to
severely underestimate the true number of evolutionary events. GAMedian combines
genetic algorithm (GA) with genomic sorting to solve the DCJ median problem in a
limited time and space. Since the GA method needs to generate a large population
during each generation, it is too slow to converge for distant genomes, despite its
great accuracy.
3.1.4 Simulated Annealing
The primitive idea of SA comes from Metropolis [48]. He proposed the algorithm to
simulate the cooling of material in a heat bath, which is known as annealing. If we
heat a solid up to a melting point and then cool it, the cooling rate would determine
the structural properties of the solid. Metropolis’s algorithm simulates the cooling
process by gradually lowering the temperature of the system until it converges to
a steady state. In 1984, Kirkpatrick [32, 9] applied Metropolis’s algorithm to solve
the optimization problems. Finding an optimal solution for certain optimization
problems could be an incredibly difficult task for the reason that when a problem
gets sufficiently large we need to search through an enormous number of possible
solutions to find the optimal one. Simulated annealing works greatly in searching
for feasible solutions and converges to an optimal solution. It is now viewed as a
generic probabilistic metaheuristic for the global optimization problem. Applying the
Simulated Annealing algorithm to solve the DCJ median problem needs to overcome
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some major obstacles: obtaining the initial state and the neighbor state, selecting
the best-fit approach of cooling schedule, inducing an acceptance function that the
system can avoid falling into local optimal.
3.2 Methods
In this section, we present our SA-based algorithm for the median problem. Our
algorithm design contains four phases.
1) we start our SA system with an initial state and temperature: the initial state
is generated by DCJ sorting and the temperature will be cooled by Exponential
Multiplicative Cooling method.
2) we use two different settings to develop the neighbor of the current state, one is
by a certain number of random DCJ operations while the other is by DCJ sorting.
3) we check the new neighbor with the acceptance function: if this neighboring state is
better than the current, we accept it directly; otherwise, the acceptance probability is
associated with the current temperature and the difference between these two states.
4) the system repeats step one to step three iteratively until it meets the termination
condition.
3.2.1 SA median
Initialization
Given three (leaf) genomes, for any pair of the given genomes Gi and Gj, the median
genome might be at the sorting path from Gi to Gj. Based on this idea, we design
the initial stage to sort each of the three original genomes towards the other two
with a random number of steps, which generates six candidate genomes. For the
given genomes Gi and Gj with distance dij, Gi can be transferred to Gj with a large
amount of sorting paths. As we described before, we have two sampling approaches,
greedy-sampling and general-sampling, to sample an optimal sorting scenario. Thus
14
we use the following strategy to generate the candidates for the median genome.
Given three genomes, we sample three sorting scenarios between three pairs of input
genomes using one of the above two sampling approaches and then randomly pick
one genome on the sorting path as a candidate for the median genome. The state
(the candidate median genome) for the current generation is randomly picked from
the six candidates and is used as the input median for the next generation.
Neighbors of a state
The neighbors of a genome are produced by altering the current genome in a certain
way. We developed two different approaches to find neighboring genomes. The sim-
plest way is to randomly apply a certain number of DCJ operations on the current
genome (naïve approach), which is very unlikely to converge as the search space is
very large (there are 2nn! possible genomes for n genes). The other more complex
approach is to apply DCJ sortings (sorting approach) to better direct the search, an
approach successfully used in the GAMedian.
This approach works as follows: from the second generation, as the current median
genome G is given, it will generate three candidate genomes by sorting m steps from
G to the three original leaf genomes, the procedure to generate candidate genome
is exactly same with the candidate genome creation at the initialization phrase; we
randomly pick one from these three candidates as the potential input median for the
next generation.
We then compare the potential median to the current median based on their
median scores to accept or reject the new genome, using the reliable acceptance
criteria defined as follows.
15
Acceptance Function
First, we check if the neighboring state is a better choice which has lower median
score than the current state. If it is better, we accept it unconditionally. Otherwise,
we need to consider two factors: how bad is the neighboring state and how high is
the current temperature. We employ the standard acceptance formula so that our
algorithm which is more likely to accept worse neighbor state at high temperatures.
Acceptance =

exp−∆E/T if ∆E ≥ 0
1 if ∆E < 0
(1)
where the ∆ E is the difference from the energy of the neighbor to that of the current
state. T is the temperature of the current generation and exp is the exponential. The
principle is that the possibility to accept will depend on the value of T and ∆E in
the exponential function.
Initial Temperature and Cooling Scheme
The initial temperature and cooling schedule play critical roles in SA algorithms.
Based on our experimental observations, the results greatly depend on the values of
temperature T in each generation, while T depends on the initial temperature T0
and the cooling schedule α.
The procedures we use to pick a reasonable estimate value of T0 are as follows:
Given P0 and average ∆Cost, the equation to compute T0 is
P0 = exp(−∆E)/T0
.
At the first several states, we want to accept worse candidates as much as possible.
We set up the initial acceptance percentage as P0, and estimate the ∆Cost from
experiment result, then we can obtain T0 by formula (lnP0)/(−∆Cost).
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For the cooling schedule, there are multiple different cooling approaches for differ-
ent specific problems. After our experiments, we select the approach of Exponential
Multiplicative Cooling, which is proposed by Kirkpatrick, Gelatt, and Vecchi [33].
T0 is the initial temperature, Tn is the temperature after n iterations, and α is the
cooling rate.
Tn = T0 · αn (0.8 ≤ α ≤ 0.9)
The maximum number of iterations for our SAMedian solver was set as N but
it could be terminated early if it reached the perfect median score. The detailed
description of our algorithm is shown in Algorithm 1.
Input: three genomes as leaf genomes
Output: bestS as a genome which have the smallest DCJ sum distance to the
three leaf genomes.
Initialization: S0: one genome which is one DCJ sorting distance from a leaf
genome, T0: initialized temperature, N = Maxgen as left over cycle number, α:
cooling rate, bestS = S0, current temperature T , current state currentS = S0.
While: N > 0
generate new genome newS by DCJ sorting from currentS
δCost = (newS − CurrentS);
If δCost < 0 Then;
currentS = newS;
If δnewS < bestS Then;
bestS = newS;
Else if (Random(0,1) < exp−∆E/T) Then
currentS = newS;
T = αT ;
N = N - 1 ;
Return bestS ;
Algorithm 1: Simulated Annealing algorithm
GRAPPA is one of the parsimony-based methods to infer ancestral gene orders
and phylogenies simultaneously. It searches the tree space and scores potentially good
trees to find the best tree. To obtain the score of a tree, it iteratively solves each
median problem defined on an internal node until there is no improvement. Currently,
Caprara’s [8] reversal median solver and the DCJ median solver (ASMedian) are
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included in GRAPPA. We replace the current median solvers in GRAPPA with the
new median solver to build our own phylogenetic inference and ancestral genome
reconstruction method (SA_GRAPPA).
3.3 Experimental Results
We use simulated datasets to evaluate accuracy and efficiency of our tools which is
widely used to assess the quality of phylogenetic methods. Our model tree simulation
follows Lin’s [41] birth-death model. Following the model tree, We first initialize a
permutation of n genes as root. From the root permutation, we generate the rest
internal and leaf genomes by conducting r random double-cut-and-join (DCJ) events
along corresponding branches. r is an average branch length(event number) for each
dataset, and we used diameter(d) to represent the ratio r/n. We use m to represent
the total number of genomes generated. For each parameter setting, we run 20 trials
to get the average result.
3.3.1 Comparison with ASMedian and GAMedian
To show the performance of our median solver SAMedian, we set the simulation data
generation parameters leaf nodes number as 3, n as 200 and d ranges from 0.1 to 1
for our simulation data. To evaluate the accuracy of our sorting-based approach, we
compare our method with ASMedian and GAMedian, and the result is presented in
Figure 4.1.
Our result shows that the computation time of ASMedian increases dramatically
as r increases. Since GAMedian has to maintain a large genome pool to obtain the
optimal solution, the time usage is the longest among all the methods. On the other
hand, our SA method keeps at a consistent speed, even when r becomes quite high.
Table 3.1 shows the comparison of time usage. Meanwhile, the accuracy of median
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scores is very close to that obtained by ASMedian and GAMedian. Figure 4.1 lists
the median score comparison result (lower is better).
Table 3.1 Comparison of time usage among our SAMedian method, ASMedian and
GAMedian. Each genome has 200 genes. (second)
r/n 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
ASMedian 1.2 1.3 1.1 260.0 610.5 613.6 620.3 670.0 660.4 675.3
GAMedian 1100 1178 1187 1146 1175 1151 1114 1101 1201 1298
SAMedian 0.20 0.22 0.20 0.21 0.23 0.20 0.20 0.22 0.24 0.25
Figure 3.6 Comparison of median scores between ASMedian and GAMedian on
genomes with 200 genes. The x-axis is the expected distance from a leaf to the
median, diameter is ranged from 0.1 to 1. The y-axis is the median score for the
resulted median.
Since ASMedian applies the parsimony approach, its median score is optimal in
each case. GAMedian obtains a similar result after an excessive amount of time.
Our method returns a score very close to that of ASMedian and GAMedian for each
dataset, most cases are the same. Because our method is a meta-heuristic, it is
capable of solving more complicated datasets than ASMedian could.
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SAMedian has a great improvement over speed compared with GAMedian. The
running time of GAMedian is determined by the time it spends in each generation.
For the number of genes (n), if n is 200, the running time in each generation costs
about 2.5 seconds; as the maximum number of generation is set at 500, therefore the
total amount of running time is over 1000 seconds. Meanwhile, we find out that if n
is larger than 1000 and diameter r is over 0.6, it needs more than 1200 generations to
obtain the optimal, and each generation costs more than 60 seconds–as a result, the
total running time is over 20 hours. Even though the GAMedian presents an excellent
performance on the median problem, it costs too much time, especially when the gene
number is large.
On the other hand, SAMedian is much faster than GAMedian: it only takes 0.2
seconds to solve one median problem with 200 genes, and takes 3 seconds with 1000
genes. Therefore, the SAMedian solver is a better solution to explore phylogeny
reconstruction and ancestral inference problem, which requires iteratively solving
many instances of the median problems.
We evaluate SAMedian with the other two by calculating how similar the inferred
median genome and the true genome are, using two measurements: how far away the
inferred median are from the true, and how accurate the inferred median is in term
of genomic structure. Figure 3.7 shows the average DCJ distance from the inferred
median to the true ancestor. Our method generates the median genomes closer to
the true scenario, which is comparable to ASMedian. Our method has slightly longer
branches than that of the GAMedian.
The accuracy of the genomic structure of the median genome can be measured
by comparing the adjacencies presented in both the inferred median and the true
ancestor. Suppose the set of adjacencies in the inferred median genome is A and the
set of adjacencies in the true ancestor is B. The accuracy of adjacency is defined as
the proportion of the adjacencies in both A and B to all the adjacencies either in A or
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Figure 3.7 Distance between the inferring median genome and true ancestor under
different event number. The results for ASMedian, GAMedian and our SAMedian
are shown in red, green and blue. x-axis represents the event number, The y-axis is
the distance.
Figure 3.8 Adjacency accuracy of the inferred median genome to true ancestor
under different number of events. The results for ASMedian, GAMedian and our
SAMedian are shown in red, green and blue, respectively. X-axis represents the
number of events, the y-axis is the accuracy of adjacency.
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B, as the expression |A∩B|/|A∪B|. Therefore, based on the adjacency figure 3.8, we
could obtain a similar result as ASMedian and our method outperforms ASMedian
when diameter goes bigger (r ≥ 80). The result from SAMedian is slightly worse
than the GAMedian.
3.3.2 Phylogeny reconstruction and ancestor inference
To show the ability of our method for phylogeny and ancestral genome reconstruction,
we compare our result with the powerful tool, GASTS, by using simulation data. The
parameter setting for our simulation data generation is m as 12, n as 500 or 1000
while d is 1, 2, 3 or 4 correspondingly.
Figure 3.9 This figure shows the result of RF error ratio (the fraction of erroneous
internal branches) based on the RobinsonâĂŞFoulds distances of GASTS and
SA_GRAPPA, respectively.
GASTS is a tool to find the most parsimony tree from gene-order data. Both
methods are able to infer accurate phylogenies and ancestral genomes by comparing
to true scenarios. We also compare our method with the Intermediate Genomes
method [18], which uses the concept of intermediate genomes, arising in optimal
pairwise rearrangement scenarios, to reconstruct the ancestral gene orders by reading
a given phylogeny (i.e. solves the SPP problem).
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Figure 3.10 Adjacency accuracy of the inferred internal genome to true ancestor
for 500(left) and 1000(right) genes with 12 leaf genomes.
Figure 3.11 DCJ distance from the inferred internal genome to true ancestor for
500(left) and 1000(right) genes with 12 leaf genomes.
For big phylogeny problem (BPP), we compare the inferred tree topology with the
true scenario as shown in the Figure 3.9 by comparing Robinson-Foulds error ratio.
Here we can see our SA_GRAPPA is able to infer tree topologies closer to the true
tree than GASTS on both 500 and 1000 genes dataset.
For small phylogeny problem (SPP), we compare the adjacency accuracy of the
inferred internal genome to true nodes as shown in Fig. 3.10 and the DCJ distance
between the inferred internal genome to the true nodes as shown in Fig. 3.11, both of
them show that our SA_GRAPPA outperforms the current the Intermediate Genome
method and obtains much more correct adjacencies on both 500 and 1000 genes
dataset.
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3.3.3 Experiment of real data
We also apply our method to analyze the real yeast data in Yeast Genome Or-
der Browser (YGOB) (http://ygob.ucd.ie) [7]. The dataset has 11 taxa (includ-
ing S.cerevisiae, S.bayanus, C.glabrata, C.castellii, V.polyspora,Z.rouxii, K.lactis,
A.gossypii, L.kluyveri, L.thermotolerans and L.waltii), each contains 3969 genes. The
true phylogeny of them is illustrated on Figure 3.12 (a) [46], while the inferred phy-
logeny tree by our SA_GRAPPA method is shown at Figure 3.12 (b). Based on these
figures, we can see our approach is able to reconstruct accurate phylogenies for large
amounts of genes in real data.
Figure 3.12 The left figure (a) shows the true topology of 11 yeast species, the
right figure (b) shows the inferred topology by SA_GRAPPA method.
3.4 Conclusion and Discussion
In our work, we introduce a DCJ sorting based Simulated Annealing algorithm to
solve the well-known three-genome median problem. Our median solver, SAMedian,
presents a great potential in approximating the optimal solution for the three-genome
24
problem. DCJ sorting is essential for our SA median method for the reason that Sim-
pleSA fails to converge. We can see that our SA median solver is much more efficient
than ASMedian and GAMedian, especially when the input has a big event and/or
gene number. The median inferred from our method approximates better to true
scenario than ASMedian and worse than GAMedian. Since ASMedian tends to un-
derestimate evolutionary distance, the result from ASMedian is likely to have a lower
median score but far from the true ancestor. Although the GAMedian frequently
gives the best result, it is quite limited by its speed and scalability. Meanwhile, our
method presents an excellent performance on phylogeny reconstruction, better than
other existing reconstruction methods, such as Intermediate Genome and GASTs.
Although our method shows a great performance in our experiment, several adapted
changes are needed in our future work. First, to extend our work to unequal content
by considering insertion, deletion, and duplication. As distance estimation under
unequal content has been considered by earlier work [6, 65, 28], our method is easy
to extend to handle unequal content. Second, on the implementation level, we can
apply parallel programming to speed up our application.
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Chapter 4
Phylogenetic Reconstruction for Copy-Number
Evolution Problems
4.1 Background
4.1.1 Preliminary
A genome is the genetic material of an organism in the form of chromosomes. A
chromosome is a linear or circular DNA sequence. Amplifications and deletions of
chromosomal segments are major sources of copy number variation in the human
genome that causes many diseases such as cancers [25]. In this work, the copy-
number profile (profile) is defined as a vector of copy numbers. We consider the
events that change on the contiguous segments of amplifications and deletions.
4.1.2 Copy-Number Evolution
Assume T is a full binary tree that characterizes the entire evolutionary process of
clones. We denote the vertex set of the tree T as V(T), the leaf set of the tree T as
L(T).
Each vertex in the tree is represented by a copy-number profile of its genome. Note
that a genome may consist of multiple chromosomes and the copy-number profile of
each chromosome specifies the copy-number of positions on it. Please refer to Figure
4.1 for details.
We follow the formal definitions as described in [31], a copy-number profile of a
chromosome Chr is a vector of length n. The i-th entry of Chr, Chr[i] indicates the
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number of copies of i-th position on Chr. An evolutionary event on copy-number
profile is defined as the amplification or deletion of a chromosomal segment increases
or decreases copy-numbers by 1 in a contiguous segment in a chromosome (refer to red
and blue bars in Figure 4.1). Note each segmental amplification or deletion event is
restricted to contiguous positions within a single chromosome. Any segmental ampli-
fication or deletion event that affects the segment from s-th position to t-th position
in a chromosome Chr results in a new copy-number profile Chr′ such that
Chr′[i] =

max {Chr[i] + b, 0} , s ≤ i ≤ t, Chr[i] 6= 0
Chr[i] otherwise
for all i [31].
An event with b = 1 is called an amplification and an event with b = −1 is called
a deletion. Note that once a position l has been lost, i.e. Chr[l] = 0, its copy-
number will stay 0. Therefore, amplification and deletion are not a pair of reversible
events and it is not always possible to find a sequence of events to transform one
copy-number profile into another.
The problem of reconstructing phylogeny from copy-number profiles is defined as
follows (shown in Figure 4.2).
Input: the copy-number profiles of leaves evolved from an unknown phylogeny under
certain model of evolution,
Output: an estimate of the unknown phylogeny.
4.1.3 Previous Work
Recently, Shamir et al.[64] proposed a linear-time algorithm to compute the edit
distance between two copy-number profiles. Because the edit distance between two
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2 2 2 2,    2 2 2 2 2 2 
2 1 1 1,    3 3 2 2 1 1 2 2 2 2,    1 0 1 1 1 1
1 0 0 0,    3 4 3 3 2 1 2 1 0 0,    3 2 2 2 1 2 2 1 1 1,    2 0 2 2 2 2 2 0 0 1,    1 0 2 2 2 2
Figure 4.1 Copy-number evolution on a phylogeny. The toy genome of each vertex
consists of two chromosomes which contain 4 and 6 positions respectively. The root
genome (on the top) has a copy-number profile (2 2 2 2, 2 2 2 2 2 2) and it evolves
into genomes on descendant vertices through segmental amplification and deletion
events. Note that a blue bar indicates a segmental amplification while a red bar
indicates a segmental deletion of the corresponding length.
copy-number profiles is defined as the minimum number of the segmental deletion
and amplification events needed to transform one into the other, it naturally under-
estimates the number of events that actually took place during evolution, especially
when the number of events increases (as shown in Figure 4.3).
However, it is impossible for us to compute the actual number of events that
took place during evolution. Thus researchers have developed a two-stage process,
in which the edit distance is first computed, then a statistical model of evolution is
used to infer an estimate of the actual number of events by inverting the edit distance
to produce a maximum-likelihood estimate of the actual number of events under the
model. This second step is often known as a distance ’correction’ that has been used
for DNA sequences [69] as well as for gene-order data [49, 61, 58, 73, 42, 44, 77].
More recently, El-Kebir et al.[31] worked on the parsimonious analysis of copy-
number profiles, which includes Copy-Number Triplet (CN3) and Copy-Number Tree
(CNT) problems. They developed a pseudo-polynomial time algorithm and an integer
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Figure 4.2 Phylogenetic reconstruction from copy-number profiles.
Figure 4.3 The edit distance underestimates the actual number of segmental
amplification or deletion events. There are 200 and 400 positions (distributed in 23
chromosomes) in the simulated genomes for (a) and (b), respectively. X-axis is the
actual number of events, the Y-axis is the edit distance and the diagonal indicates
perfect estimation.
linear program (ILP) formulation to solve these two problems respectively. Their
experimental results show that their approach is able to infer the phylogeny perfectly
with 6 leaves and up to 40 positions, but becomes inefficient to handle a large number
of leaves and positions.
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4.2 Methods
4.2.1 Overview
In this section, we present our distance-based approach for the Copy-Number Tree
problem. Figure 4.4 shows the main pipeline of our approach. We first collect all the
copy-number profiles for leaf genomes and compute pairwise edit distances between
these profiles to obtain an edit-distance matrix. Since the edit distances typically
underestimate the actual number of events, we perform a distance correction on all
the edit distances to derive a new distance matrix. Finally, we apply a distance-based
algorithm FastME2.0 [38] on the distance matrix on corrected pairwise distances and
output the estimated phylogeny.
Unknown true tree 
B DC EA
Extract data 
from extant taxa
copy-number profiles of a genome
A: chr1: 2233, chr2: 334234, ...
B: chr1: 2112, chr2: 332353, ...
C: chr1: 3323, chr2: 343332, ...
D: chr1: 3222, chr2: 233332, ...
E: chr1: 1122, chr2: 223322, ...
Compute Pairwise
edit distance matrix
A B
A 0
B 32 0
C D E
C 26 32 0
D 42 55 39 0
E 45 58 45 26 0
corrected distance matrix
A B
A 0
B 44 0
C D E
C 34 45 0
D 66 102 60 0
E 74 110 74 34 0
Inferred tree
D
C
EB
A
Distance 
correction
Distance based
reconstruction 
edit distance
Figure 4.4 The distance-based approach for phylogenetic reconstruction from
copy-number profiles.
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4.2.2 Evolutionary model and edit distance computation
Shamir et al. [64] proposed a linear-time algorithm to compute the edit distance
between two copy-number profiles if it is feasible to transform one profile into another
through segmental amplification and deletion events.
However, as discussed in Section 4.1.2, there exist pairs of copy-number profiles
that the existing algorithm [64] is unable to compute the edit distance due to 0s, e.g.,
between the left most and right most profiles in Figure 4.1.
El-Kebir et al. [31] proposed a general model of evolution without specifying the
probability distribution on possible segmental amplification and deletion events. We
model each segmental amplification or deletion event through the following two-step
process: a chromosomal segment in the genome is first selected uniformly at random
and then the amplification or deletion of this segment is selected based on the am-
plification probability Pr(amplification) and the deletion probability Pr(deletion)
where Pr(amplification)+Pr(deletion)=11.
Due to technical difficulties (in computing edit distance of profiles with 0s as de-
scribed above), we restrict our analysis on cases where Pr(deletion) < Pr(amplificat
ion). For the cases where the copy-number profiles of leaf genomes still contain some
0s that prevent us to compute their edit distance, we replace the minimum number
of 0s in these positions with 1s to enable the edit distance computation by the linear
time algorithm [64].
4.2.3 Distance correction from edit distances
For any pair of leaf genomes in an unknown tree, we can always assume that they
evolve from a single genome in this phylogeny (e.g., the lowest common ancestor
of these two leaves). Thus we would like to study the effect of randomly selected
1In our model, an evolutionary event is either a segmental amplification or a segmental deletion.
The length of any branch in the phylogeny indicates the number of evolutionary events occurred
along that branch.
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segmental amplification and deletion events on the edit distance through a “cherry"
structure. The copy-number profiles of two child genomes in the “cherry" are both
derived by applying k randomly and independently selected segmental amplification
and deletion events. Clearly, the actual number of events between these two child
genomes is 2k while the edit distance between them can be computed by the linear-
time algorithm [64]. Given a genome with N positions, for different values of k, we
plot points in Figure 4.5 by setting the actual number of events (i.e., 2k) as y-axis
values and setting the corresponding edit distance (averaging over 100 instances) as
x-axis values. More specifically, the range of k is from 0 to 2N with a step size of 20
which makes the actual number of events is up to 4N(= 2k = 2× 2N).
Given the above 0.1N(= 2N/20) points, we would like to find the least squares
polynomial fit function y = p0x2+p1x+p2. The method of least square polynomial fit
minimizes the square error with formula E = ∑kj=0 |p(xj)−yj|2 in equation x2j∗p0+xj∗
p1 + p2 = yj, where the the coefficient matrix of the coefficients p is a Vandermonde
matrix. We thus have y = 0.01045x2 + 0.8443x − 2.626 when a genome has 200
positions and the deletion probability is 0.1, and y = 0.004889x2 + 1.03x − 15.36
when a genome has 400 positions and the deletion probability is 0.1 (refer to the
curve fitting in Figure 4.5).
Moreover, we also investigate the effects of different probabilities of deletions
(0.1, 0.2, 0.3 and 0.4) and summarize them in Figure 4.6. Figure 4.6 indicates the
similar correlations between the actual number of events and the edit distance with
respect to different probabilities of deletions. We thus derive a unified distance correc-
tion (averaging over cases of different probabilities of deletions) when the parameter
Pr(deletion) is unknown 2.
Now we can use the inferred functions between the actual number of events and
the edit distance to invert the edit distance to an estimation of the actual number of
2We also assume Pr(deletion) < Pr(amplification) as described in Section 3.2
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Figure 4.5 Least square polynomial fit of the actual number of segmental
amplification and deletion events with respect to the edit distance. (Left) A genome
has 200 positions and the deletion probability is 0.1. (Right) A genome has 400
positions and the deletion probability is 0.1.
Figure 4.6 The correlations between the actual number of events and the edit
distance between genomes of 200 positions (Left) and of 400 positions (Right),
respectively. Different probabilities of deletions (0.1, 0.2, 0.3 and 0.4) result in very
similar correlations and a unified distance correction is derived when the probability
of deletions is unknown.
events, even when the probability of deletions is unknown.
4.2.4 Distance-based reconstruction from corrected distance matrix
Distance-based reconstruction is widely used in inferring phylogenies due to its speed
and simplicity. Distance-based methods transform the leaf genomes into a matrix
of pairwise distances, from which the phylogeny is then inferred. The accuracy of
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distance-based methods depends entirely on the accuracy of distance estimation, e.g.,
inference using estimates of the actual number of events generally outperforms infer-
ence based on edit distances [49]. Moreover, while there are several distance-based
inference methods available, FastME2.0 [38] appears to outperform most others. In
this paper, we also use the version of FastME that supports the refinement by subtree
pruning and regrafting.
4.3 Experimental Results
4.3.1 Experimental Design
We set to evaluate the performance of our approaches on simulated datasets with
known "ground truth". We follow the standard practice to set up our simulations [17].
We generate model trees (true trees) with different topologies in the following
way. We first produce a birth-death tree T as described in [43]. We further vary
the length of each branch: for each branch, we sample a number s uniformly from
the interval (−1, 1) and multiply the branch length by es. Then we find the longest
path between two leaf nodes and record its length as the tree diameter. The tree
diameter is usually measured by comparison with the number of positions, n, in the
genome. Thus we scale the tree diameter according to different tree diameter factor
d ∈ {1, 2, 3, 4} so that the tree diameters are {1n, 2n, 3n, 4n}: larger diameter means
the larger number of events between the leaf genomes.
We also simulate a root human genome of n positions (distributed in 23 chro-
mosomes proportional to their corresponding lengths). Segmental amplification and
deletion events along each branch are randomly selected to generate child genomes
from the root to obtain datasets of leaf genomes. To simulate a segmental amplifica-
tion or deletion event, a chromosomal segment is first selected uniformly at random
in the genome and then an amplification or deletion event is selected according to
their corresponding probabilities. We then reconstruct trees by applying our proposed
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method and compare the results against the known evolutionary history.
4.3.2 Accuracy of pairwise distance estimation
Since the accuracy of distance-based methods mainly relies on the accuracy of pair-
wise distance estimation, we first show experimental results on estimating the actual
number of events from the edit distances. Note that different probabilities of dele-
tions (e.g., Pr(deletion) = 0.1, 0.2, 0.3, 0.4 in Figure 4.6 ) result in very similar
correlations between the actual number of events and the edit distance. Thus we use
the average correlation function to numerically "correct" the edit distance to derive
an estimate of the actual number of events and this can be done without knowing
the specific probability of deletions in advance.
Figure 4.7 shows the violin plot for the actual number of evolutionary events
and our estimated distance by distance correction. Our distance correction derives
accurate pairwise estimates even the actual number of events is up to two times the
number of positions. Similar to other distance estimators from edit distances [49],
our estimator also suffers from the saturation problem: as the measured distance
increases, the variance of our estimator also grows significantly.
Figure 4.7 The corrected distance is quite close to the actual number of events for
both 200 and 400 positions in genomes. X-axis is the actual number of events, while
the Y-axis is the corrected distance.
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4.3.3 Accuracy on the reconstructed phylogenies
We perform extensive experiments to access the accuracy of our distance-based method
for phylogenetic reconstruction from copy-number profiles. We test our reconstruction
approach on a wide range of parameter values, e.g., the number of leaf genomes l ∈
{20, 40, 60, 80, 100}, the number of positions in each genome n ∈ {100, 200, 400, 800,
1000}, the tree diameter factor d ∈ {1, 2, 3, 4} correspondingly. For each combina-
tion of the above parameters, we generate 100 random trees along with associated
genomes and then use our distance-based method to infer the phylogeny and com-
pare it with the known tree to compute the RF error ratio (the fraction of erroneous
internal branches) based on the RobinsonFoulds distances [56].
We report some representative results to evaluate the performance of our phyloge-
netic reconstruction. Figure 4.8 shows the violin plots of the reconstruction accuracy
on different parameter settings. Moreover, Figure 4.9 shows the results for the cases
of using edit distances without distance correction. As expected, distance correc-
tion helps to improve the accuracy of inferring phylogenies from our distance-based
approach. Also, the accuracy of phylogenetic reconstruction deteriorates with the
increase of the tree diameter due to the saturation problem in distance estimations.
Overall, our approach is able to infer phylogenies accurately (below 10% average er-
ror rate) for trees with reasonable diameters (i.e., up to four times the number of
positions).
4.3.4 Implementation
We implement our simulator and distance-based approach in python. We first use
the linear-time algorithm [64] to compute the pairwise edit distance for pairwise edit
distances and then "correct" these edit distances to the estimated number of actual
evolutionary events through their correlation derived from simulations. Having the
distance matrix, we apply FastME 2.0 [38], a popular distance-based construction
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Figure 4.8 (a) and (b) show the RF error ratio of the phylogenies inferred by using
corrected distances in our distance-based approach for 200 and 400 positions,
respectively.
Figure 4.9 (a) and (b) show the RF error ratio of the phylogenies inferred by using
edit distances in our distance-based approach for 200 and 400 positions, respectively.
tool, to infer the phylogeny.
4.4 Conclusion and Discussion
While the existing maximum parsimonious approach [31] was able to reconstruct
phylogeny and ancestor copy-number profiles for a small number of leaves and dozens
of positions, it became inefficient to handle a larger number of leaves and positions.
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In this paper, we introduce a distance-based approach to reconstruct phylogenies
more efficiently. Experimental results show that our approach is able to reconstruct
accurate phylogenies for a wide range of parameters (e.g., different number of leaf
genomes, different number of positions in the genome, and different tree diameters).
There are two main assumptions made in our estimation: the uniform distribution
of selecting a chromosomal segment and the larger probability of amplification than
deletion for the selected segment. Both are unrealistic, so our ability to study their
effect on model predictions is crucial to future model refinements. Moreover, our
distance-based reconstruction can only infer the phylogeny, but not the ancestor
copy-number profiles. How to extend this work for recovering ancestor information
is also worth exploring.
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Chapter 5
Phylogenetic analysis on tumor copy number
variations from high-throughput sequencing
and long-read sequencing data
5.1 Background
Cancer is a disease driven by an evolutionary process of somatic mutations in tumor
cells [74]. The somatic mutations contain copy number variations, single-nucleotide
deletion and insertion, gene rearrangement, and gene base substitutions [19]. Unique
cancer clones are generated in the tumor cells with a number of mutations. The clonal
theory of cancer evolution is that cells of a tumor are descended from a single root
cell. This root cell contains an advantageous mutation that makes a clonal expansion
of a large population of cells descended from the root cell. Subclonal expansions
occur serials of additional advantageous mutations in descendant cells. Therefore,
a sequenced tumor sample contains multiple subpopulations of tumor cells from the
most recent clonal expansions. As clones can respond differently to therapy, under-
standing the diversity of the tumor cellular has very important clinical implications.
The evolutionary history of all these clones can be modeled by a phylogenetic
trees. Previously, researchers mainly focused on the pure tumor cells to construct
evolutionary tree. For instance, the Fluorescence in situ hybridization (FISH) pro-
vide pure copy number profiles[30], each profile consists of a small number of gene
markers represents its corresponding copy number status. However, in real tumor
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development, only a part of the cells undergoes mutations and current methods are
unable to isolate the tumor cells from the mixture tumor sample data. This obser-
vation inspired us to explore an innovative method to analyze tumor evolutionary
process with the high-throughput sequencing. The occurrence of high-throughput
sequencing technologies offers us a new approach to measure the somatic mutations
in the tumor samples rather than the pure tumor cells correlations. The mutations
in each clone can be detected by bulk Next-Generation Sequencing (NGS) or Third-
Generation sequencing (TGS), with mutation detection subject to sequencing depth,
clonality, and mutation copy-number.
FISH data is widely used to infer tumor phylogeny from the copy number vari-
ations [86, 88, 87, 11, 10], while their work focused on the single gene duplication
and loss. In many tumor genomes, it has been proved that a lot of the changes are
detected as segmental deletions and amplifications [51]. Copy number changes in
tumor genomes affect a larger fraction of genomic regions than other types of somatic
genetic alteration in cancers [84, 67].
Structural variants (SVs), including copy number variants (CNVs), play a critical
role in the evolution progress in tumor cells. Schwartz [63] proposed a heuristic ap-
proach MEDICC, which is a method modeled segmental amplifications and deletions
instead of copy-number changes of single genes. With their observation, a phyloge-
netic analysis tree on cancer cells can be inferred by segmental copy number varia-
tions. Most of the previous CNVs studies are usually limited to provide an average
signal from a population of cells based on sequencing data. Because of the technical
limitations, most of the effective DNA sequencing techniques require multiple tumor
cells on single time rather than on one single tumor cell. This limitation restricts
our efforts to a much more complicated problem, which is to infer the phylogenetic
progression from the genome sequencing data. Currently, several studies [15, 52] have
demonstrated that it is possible to infer the subpopulations of tumor cells by counting
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the number of DNA sequence reads that contain a somatic mutation.
Next-Generation DNA sequencing techniques have been significantly improved
and widely applied to sequence large-scale genomes[70]. High-throughput sequencing
technologies provide a precedented ability to detect structural variations and genomic
breakpoints. Sequence genome with structural variations can be gained by aligning
the paired-end reads of DNA segments and mapping with the reference genome.
Comparing the length between sequence genome and the reference genome, the dele-
tion and insertion events can be detected. For instance, if the length of the aligned
paired-end reads is longer than the reference genome, it indicates the insertion event
occurs in the sequenced genome. Similarly, the shorter length indicates a deletion
event occurs. Pairs of breakpoints detected by next-generation pair-end sequencing
can also identify the translocation and transportation events as Figure 5.1 shows[35].
Third-generation sequencing, also known as long-read sequencing, is a novel class
of DNA sequencing method that is widely used in the biological community. Pre-
viously, all DNA sequencing methods are breaking long strands of DNA into small
segments then inferring nucleotide sequences by amplification and synthesis. In con-
trast, the third-generation sequencing represents the DNA sequencing by reading
the nucleotide sequences at the single-molecule level. In Next-Generation Sequenc-
ing (NGS) method, due to the random errors, DNA synthesis between the amplified
DNA strands would become progressively out-of-sync. Long DNA molecules must
be broken up into small segments to preserve read quality. By enabling direct se-
quencing of single DNA molecules, Third-Generation sequencing technologies can
produce substantially longer reads than Next-Generation sequencing[4]. Compare
with Next-Generation Sequencing (NGS), one limitation of Third-Generation Se-
quencing is, Third-Generation Sequencing has much higher error rates, which makes
the downstream work much harder to assembly and analysis on the data. Although
the Third-Generation Sequencing technology has higher error rates, it still has criti-
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cal implications for applications that are insensitive to error rates, such as structural
variant calling.
Figure 5.1 With the Next-generation DNA sequencing techniques, structural
variations and genomic variants can be detected very accurately. Includes point
mutation, insertion, deletion, Copy number alterations, breakpoint translocation.
Structural variants and breakpoints are important sources for human genomic
variations researches. And many methods have been developed to detect structural
variations in DNA sequencing data. However, existing approaches suffer from low
sensitively, precision, and positional accuracy. Furthermore, existing methods are
only identifying breakpoints but not classify them as a particular type of structural
variation[62]. Investigating genomic structural variants of base-pair resolution is in-
dispensable to understand their formation mechanisms. Conventional breakpoints
and structural variation detection methods have several limitations. Most of the ap-
proaches are concentrating on the genome segments larger than 1000 bp[37]. Also,
the precision of the overlap detections is quite low. Recently, several computational
42
software fill in this gap. One of them is called SVIM, a tool for the sensitive detection
and precise characterization of structural variants from Third-Generation Sequencing
(TGS) data. SVIM implements a pipeline of three consecutive components. First, SV
signatures are collected from each individual read in the input Sequence Alignment
Map (SAM)/Binary Alignment Map (BAM) file (COLLECT). Secondly, the detected
signatures are clustered using a graph-based clustering approach and a novel distance
metric for SV signatures (CLUSTER). Thirdly and lastly, multiple SV events are
merged and classified into higher-order events (i.e. events involving multiple regions
in the genome) such as duplications (COMBINE)[26]. For the Next-Generation Se-
quencing (NGS) data, CNVnator is a tool for CNV discovery and genotyping from
read-depth (RD) analysis of personal genome sequencing to discover the SV calling.
Their method is based on combining the established mean-shift approach with addi-
tional refinements (multiple-bandwidth partitioning and GC correction) to broaden
the range of discovered CNVs[1].
Figure 5.2 Align the pair end reads back to reference genome to identify deletion
and insertion events. Read-depth technique map the reads back reference genome,
based on the reads coverage values to identify the deletion and insertion events.
SV detection algorithms based on NGS data mainly employed paired-end mapping
strategy (PEM) and split read mapping (SRM) strategy[76], Figure 5.2 shows PEM
and SRM strategy to detect structural variations[54]. The limitation of the PEM
based approach is that PEM can’t detect some classes of CNVs, includes large inser-
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tions and variants located with complex genomic regions. The read coverage based
method is able to overcome this limitation, and it is widely used in recent years.
But read coverage methods can only detect the copy number variations but no copy
neutral variants. However, it does provide a potential solution for SV detection if our
work aims at the copy number duplication and loss only. And read coverage method
has been proved as an effective approach for the detection of CNVs. More specifi-
cally, the read coverage method is to use the depth of coverage in sequence data from
the Illumina Genome Analyzer to find genomic regions that differ in copy number
between individuals. 5.3 figure here. Compare NGS data SV detector, TGS based
technologies have higher error rates. However, the SV callings have more tolerant
of error rate, TGS technologies are well-suited to be applied to SV calling detection
research.
Figure 5.3 For duplication events, the read coverage value is larger than all other
locis. Fig (a), while for loss events, the read coverage value is smaller than all other
locis. Fig (b).
Besides the read coverage method, there are a lot of whole-genome sequencing soft-
ware tools for SV detection. Tumors are likely to consist of a genetically heterogeneous
combination of multiple cell populations, it can be depicted by the whole-genome se-
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quencing. The whole-genome sequencing is able to account for the mutations of
each clone in a tumor sample with mutation detection subject to read depth, tumor
cellularity, and mutation copy-number[12]. The expansion of each clone population
over the life of tumor evolution is encoded in the allele frequency of somatic muta-
tions[14]. If we are able to convert the variant allele frequency (VAF) to a cancer
cell fraction(CCF) of each variant, we can model the history of clonal expansion eas-
ily. Apparently, if the events in all cancer cells with CCF value 100% are considered
as clonal populations, while events of the CCF value <100% are considered as sub-
clonal populations. Estimating the cancer cell fraction of events based on the VAF
is challenging because the VAF depends on the cancer purity, local absolute copy
number, and multiplicity. Figure 5.4 shows one example of the correlation between
CCF value and Allelic fraction. Most of the previous approaches for CCF estima-
tion mainly focused on the single nucleotide variants (SNVs) or somatic copy-number
aberrations (SCNAs) [53, 22]. While SNV-based methods provide several possible
solutions to infer the CCF mutation, but they can’t accept the structural variant
breakpoint data. Recently, Cmero et al[13] proposed a novel approach to infer the
CCF of tumor structural variation from whole-genome sequencing data.
5.1.1 Previous work of phylogenetic analysis on high-throughput sequencing
Previously, Hajirasouliha et al[23] proposed a combinatorial approach for analyzing
intra-tumor heterogeneity from high-throughput sequencing data. Their work mainly
concentrated on inferring the composition of tumor subpopulations constrained by
a tree in a single tumor sample from the variants allele frequencies (VAFs) of so-
matic mutations. Figure 5.5 shows the VAF data as input to infer the phylogeny
tree[23]. However, their model is unable to achieve satisfactory results in both sim-
ulated data and real data, additional work that need to be done. Oesper et al[53]
proposed an approach called THetA, which is an algorithm estimates the tumor purity
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Figure 5.4 Correlation between Cancer cell fraction (CCF) and Allelic fraction.
and clonal/subclonal copy number variations/profiles directly from high-throughput
DNA sequencing data. THetA infers multiple tumor subpopulations directly from
the depth information of the sequencing data, in the case where copy number aber-
rations distinguish these subpopulations. However, THetA enumerates all possible
combinations of copy number variations/profiles, which makes it impractical to han-
dle an increasing number of subpopulations due to time complexity limitations. Ha, et
al[22] proposed another tool called TITAN, which is a statistical model for predicting
clonal/subclonal copy number variations/profiles from both read depth information
and heterozygous SNPs from the sequencing data. TITAN employes a generative,
factorial hidden Markov model (HMM) framework to infer tumor subclones and per-
forms an exhaustive search for the number of subclones to find the best possible
structure. Moreover, TITAN infers proportions of mixture cell populations but does
not take into consideration the phylogenetic history of such clonal populations.
In our work, we proposed a new solution to infer the phylogeny of a tumor sample
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Figure 5.5 Top chart is VAF, where the X-axis is frequencies of mutations, Y-axis
is number of mutation. Only pick mutation events with relatively high number of
mutation as subpopulation nodes to infer the phylogeny tree.
from both high-throughput sequencing data. We construct the phylogenetic tree
with two steps, the first step is to call SV detector to identify the SV fraction,
the second step is to infer the phylogenetic tree based on the detected SV fraction
values. Copy number of SV gains and loss can be detected by using reads depth
(RD) of coverage very accurately and sensitively [83]. Due to the accumulation of
high-coverage WGS data, RD-based methods play a significant role in copy number
estimation. The underlying mechanism of RD-based methods is that the depth of
coverage in a genomic region is correlated with its corresponding copy number. If it
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is a gain of copy number, the coverage should have a higher intensity than the normal
one. If it is a loss, the coverage should have a lower intensity accordingly.
Given a sample of tumor cells and a reference genome, we denote V as the value
of one nucleotide coverage among all input reads. Assume N is the amount of input
tumor cells, if the V is greater than N × X, we define this locus as a duplication,
otherwise, if the V is smaller than N×X, we define this locus as a loss. We consider
structural variants of copy number, we expect to see similar coverage value of con-
tiguous locus. The coverage ratio is defined as: |V −N | /N , from reads coverage in
Figure 5.7 (a), we are able to obtain the coverage ratio lists, which are 100%, 80%,
50%, 20%, 0%, 30%.
5.1.2 Binary Tree Partition (BTP) problem
Now we formulate the problem of inferring subpopulations of tumor cells from reads
coverage data as the problem of constructing a Binary Tree Partition (BTP). We
assume that at any particular time in the cancer progression at most one tumor cell
in the population acquires a new mutation to form a clonal expansion. With this
assumption, each clonal expansion split into two subpopulations, one acquires new
mutations, another one either keeps the same or acquires other mutations. Therefore,
the history of the tumor cell population can be represented by a rooted binary tree.5.7
Each node in the binary tree represents the corresponding population of clonal expan-
sions. Each edge represents a corresponding duplication/loss event from one ancestral
node to the descendant node. Note if the coverage ratio is 100%, we consider this
kind of events happen on the root population since all tumor cells contain them. We
can easily observe the summation of two children must be equal to the parent, we
define it as (children sum to parents) (CSP) condition.
Now, we have the following definition:
Definition: Given a list L = {a1, a2, ..., an−1, an} , 0 < ai < 1, a BTP for L is to find
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Figure 5.6 The BTP problem: In a full binary tree, the summation of two children
node must be equal to parent node.
a binary tree T=(V,E) with nodes V {v1, v2, ..., vn−1, vn}, each vi is coming from ai
and every internal node satisfies the CSP condition as we defined above.
As the example in figure 5.6, it is a binary tree with all internal nodes satisfy
the CSP condition. The goal of BTP problem is to find the BTP for given list L. In
some cases, the subpopulation does not have mutations occur on its edge, we have to
consider this case as well.
5.2 Methods
5.2.1 Overview
In this section, we present our new approach to solving the BTP problem. We first
gather all reads coverage information of the input sample data with the existing
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Figure 5.7 The values of read coverage over 100 are considered duplication events,
includes events A, B, and F. The values of read coverage below 100 are considered
as loss events, includes events C, D, and E.
methods. Estimating CNVs using RD-based method follows these steps. First, read
are aligned to a reference genome and RD will be counted using a predefined window.
Second, the counts will be normalized to remove potential biases, mainly due to GC
content and repeat regions, and a segmentation algorithm will be applied to identify
a contiguous set of windows having the same number of CNVs. Finally, the statistical
significance of the calls will be predicted and filtering will be applied. Once we have
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the read coverage ratio, convert them into the list L = {a1, a2, ..., an−1, an} , 0 < ai <
1. Figure 5.8 indicates the entire procedures in our project. Our ultimate goal is to
construct a full binary tree that all nodes satisfy CSP.
Figure 5.8 The input data is a set of reads of tumor sample, we align these reads
back to reference genome by using BWA tool to have BAM file . With the BAM
file, apply existing tools to identify structural variations, with the SV ratio to have
input data L = {a1, a2, ..., an−1, an} , 0 < ai < 1. Infer the phylogeny tree regarding
the the data L.
5.2.2 Method for BTP
The first challenge in our work is accurately obtaining the number of events and
their corresponding SV fraction values from the input reads alignment data. In
this paper, we consider two types of reads, pair-end reads, and long reads. We
apply different strategies to handle different datasets. For pair-end reads, we apply
CNVnator to detect all SV callings, while for the long-read sequencing data, we
apply SVIM to detect all exist SV callings. The detected fraction will be denoted by
L = {a1, a2, ..., an−1, an, an+1, ...} , 0 < ai < 1.
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Given L = {a1, a2, ..., an−1, an, an+1, ...} , 0 < ai < 1 and the number of leaf nodes
N, the maximum number of nodes is always 2N-1. For a triplet {i, j, k} , ai +aj = ak,
we call this triplet as triangle, k is peak, and i, j is tail respectively. Theoretically,
given a full binary tree with leaf node N, if the SV detector is able to idenfity all exist
2N-1 SV events {a1, a2, ..., an−1, an, an+1, ..., a2n−1}, We can convert this BTP to be
an overdetermined system of linear equations problem. For overdetermined system
of linear equations problem, we can use least-mean-square (LMS) to solve it. We use
the N = 4 as an example to illustrate our idea.

d+ e+ f + g= a1
d + e = a2
f + g = a3
d = a4
e = a5
f = a6
g = a7
Apparently, the combination of the linear equations is not unique, it has (3N/2)!
different permutations in total. Our solution is enumerating all possible combinations
and find the optimal one with the least mean square. Besides the different combi-
nations of probability values, the topology of tree structure is also not unique. As
you can see in Figure 5.10, there are two different topology structures with 4 leaf
nodes. Since our goal is to infer the tree topology, we have to consider all possible
tree topologies. Now we convert a complex phylogeny reconstruction problem to be
a problem that finds the least mean square solution of the overdetermined system of
linear equations. We consider every possible tree topology, and it has a correspond-
ing set of linear equations, then we enumerate all possible probability combinations,
finally, we solve the overdetermined system of linear equations. Currently, there are
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Figure 5.9 The entire work flow of tree inference on reads format.
Figure 5.10 A topology tree with 4 leaf nodes.
several mature python packages that can be called to solve the overdetermined sys-
tem of linear equations problem. We used the Scipy Linear algebra module to solve
our problem in this paper.
The figure 5.9 represents the overall flowchart of our proposed approach.
5.2.3 Optimization
In general, we consider (3N/2 !) combinations as well as the different tree topology.
Once the number of the leaf node is large, it needs to take a huge amount of compu-
tation time. Therefore, we cannot just enumerate all the possibilities. One solution
is that the child node is always less than the parent node, we can add this restriction
into our algorithm. With this restriction, we can dramatically reduce the amount of
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possible combinations of probability values.
Another challenge we have is that the SV event detector is not as precise as we
expected. After we run our simulation data, especially for the NGS dataset with the
CNVnator detector, in most cases detector is unable to detect the SV fraction value
lower than 30%. If the CNVnator can’t detect all the events in the tree, we might
not be able to solve the overdetermined system of the linear equations, since we don’t
have enough linear equations. For the neglected values, we assume these values must
be smaller than the smallest value in the detected probability list. Given a tree with
leaf nodes N, after we utilize the CNVnator we have a list of probability values with
size M (M < N), and the smallest value in the list is P. In order to apply our approach,
we have made up the neglected values, we add additional (N-M) P values into the
list. Now we guarantee our approach must have answers of an overdetermined system
of linear equations with the least mean square.
5.3 Experimental results
5.3.1 Experimental Design
We evaluate the performance of the proposed methods for simulated data for now
and will measure the result on the real data in the future. The simulator design
includes the following three steps: 1) we generate full binary tree topology, for the
root node we set the mutation ratio to be 100%. We apply randomly events on edge
from the parent node to the child node, the number of an event ranges from 0 to
constant value m. We can adjust the m to verify the robustness of our algorithm.
The summation of the mutation ratio in two child nodes is equals to the parent node
mutation ratio. We can randomly divide the parent node mutation ratio into two
parts, assign these two values to two child nodes. In our experiment, we evaluate the
tree topology with 4, 5 and 6 leaf nodes. 2) We feed 100 normal genomes to apply
events with the topology tree we generate in step one. Traverse the tree from root
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Figure 5.11 Simulator Flow Chart
node to leaf node, if the mutation ratio in the node p%, we randomly pick p (100*p%)
genomes to apply mutation events (either duplication or loss). 3) After the tree
traverse phase, we obtain the 100 genomes with mutations, and mix them together as
a sample data. To generate Next-Generation sequencing (NGS) simulated data, we
can use the ART software[29], which is a set of simulation tools to generate synthetic
next-generation sequencing reads. ART simulates sequencing reads by mimicking
real sequencing process with empirical error models or quality profiles summarized
from large recalibrated sequencing data. To generate Third-Generation sequencing
(TGS) simulated data, we use the SimLoRD long read simulator software. SimLoRD
is a read simulator for TGS reads and is currently focused on the Pacific Biosciences
SMRT error model[68]. For NGS sequencing reads, we use the BWA[40] alignment
tool along with the reference genome to obtain the sequence alignment data in BAM
format. For TGS sequencing reads, we use the minimap2[39] alignment tool along
with the reference genome to obtain the sequence alignment data in BAM format as
well. This BAM format is the input of our proposed approach to reconstruct the tree
topology and compare the tree topology with the actually simulated tree topology.
Figure 5.11 shows the entire pipeline of our simulator for generating both NGS and
TGS dataset.
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5.3.2 Results on simulation data
Structural Variant Calling results on Next-Generation Sequencing (NGS) dataset
and Third-Generation Sequencing (TGS) dataset. We first check the number of
events detected by CNVnator and SVIM, respectively. To demonstrate the results,
we generate a set of data with leaf nodes 4, 5, and 6, respectively. The figure 5.12
shows a full binary tree that includes the SV fraction on each node. The lower values
the harder to be detected by the detection tools. Table 5.1 indicates that TGS dataset
with SVIM detector has much more precise than the NGS dataset with CNVnator
detector. After obtaining the detected structural variant events, we apply the least-
mean-squares (LMS) as we described at the section method to infer the optimal full
binary tree topology. We utilize the Robinson-Foulds[56] to estimate the accuracy
of our proposed solution. The RobinsonâĂŞFoulds metric is a way to measure the
distance between unrooted phylogenetic trees. The figure shows the corresponding
inferred tree with the different number of leaf nodes on NGS and TGS dataset, and
we can easily find TGS with SVIM outperform to NGS with CNVnator. We can
expect to achieve a better result on TGS with SVIM dataset compared with NGS
with CNVnator dataset since the SVIM has a better performance to detect structural
variant events and the performance of our proposed method is strongly related to the
detected number of events. Figure 5.13 shows the inferred tree topology of NGS data,
while Figure 5.14 shows the inferred tree topology of TGS data. Table 5.2 shows the
RF distance between inferred tree topology and the corresponding true tree. Not
surprisingly, the TGS results outperform to NGS due to more precise SV detection
on TGS with SVIM.
To evaluate the stability of our proposed method, we scale the simulation data
with a different number of leaf nodes. As figure 5.15 shows our proposed method has
a stable performance on the different number of leaf nodes.
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Figure 5.12 Tree a, b, c represents the number of leaf node at 4, 5, 6, respectively.
Table 5.1 Number of events indicates the overall events occur on the tree, number
of events CNVnator indicates the number of events detected by CNVnator detection
tool, number of events SVIM is detected number of events by SVIM detection tool.
Tree # of events # of events CNVnator # of events SVIM
a 7 4 7
b 9 5 9
c 11 4 10
Table 5.2 RF distance between inferred tree and true tree, the smaller value the
better. The float is the average distance for multiple inferred trees.
Tree Next-Generation Sequencing Third-Generation Sequencing
a 1 0
b 1.5 0
c 2.5 2
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Figure 5.13 Inferred tree topology on Next-Generation Sequencing.
5.4 Conclusion and Discussion
In this paper, we introduced a new read coverage-based approach to infer the phy-
logeny of high-throughput DNA sequencing data. Most cancer projects generate DNA
sequences from tumor samples consisting of many cells, including both normal (non-
cancerous) cells and one or more distinct populations of tumor cells. Our method
maps the reads of the tumor sample back to the reference genome, based on the read
coverage information to obtain structural variant duplication and loss events. We
consider both Next-Generation Sequencing and Third-Generation Sequencing data
to evaluate our proposed method performance. We utilize CNVnator and SVIM SV
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Figure 5.14 Inferred tree topology on Third-Generation Sequencing.
Figure 5.15 The overall performance on NGS and TGS.
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detector to identify events on both NGS and TGS, respectively. With the frequency
of events, we infer the phylogeny by constructing the full binary partition tree, where
all triplets in the tree satisfy CSP condition. The experiments on the simulated
dataset show that our read coverage solution can obtain very accurate results on
TGS dataset.
Although our method can achieve excellent performance on the Third-Generation
Sequencing dataset, several challenges still need to be further explored. First, we
only consider duplication and deletion structural variant events in our paper, however,
more types of events have been proved in the process of cancer cell expansion includes
insertion. Second, one limitation of our method is that we assume we know the
number of leaf node N, however, in the real scenario, we might not be able to get this
prior information. Third, we only apply our method on the simulation dataset, the
performance on the real dataset also need to be verified in the future.
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Chapter 6
Conclusions and Future Directions
6.1 Conclusions
In this thesis, several novel approaches were proposed and developed to resolve phy-
logeny reconstruction on gene order and copy number data. All proposed methods
are able to achieve excellent performance on the simulation dataset.
In chapter 3, we proposed a novel median solver and integrated into GRAPPA
to resolve phylogeny reconstruction and ancestral genome inference. We utilize the
metaheuristic algorithm simulated annealing to have SAMedian[78] solver to solve
three leaf node median problem. Previously, there have been several solutions for
the median problem with outstanding experimental results. One is GAMedian,
which uses the genetic algorithm to infer the common ancestral genome of three
leaf genomes. Compared with our SAmedain, GAmedian has outperformed on the
simulation dataset. However, the GAMedian solver is unable to solve over three leaf
nodes condition due to the limitation of time complexity. For GAMedian, it has to
maintain a large number of genomes each generation to keep the adjacency diver-
sity, therefore, it needs to take additional time to regenerate genomes in the next
generations. Another existed median solver is ASMedian, they are suffering from
the space-consuming limitation, ASMedian cannot solve the median problem with
large diameter conditions. The limitation of existed approaches motivates us to find
a more efficient approach to solve the median problem, as well as the phylogeny re-
construction problem. We first implement a DCJ-sorting based simulated annealing
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algorithm to solve three leaf genomes case. Then integrate our SAmdian solver into
the GRAPPA to solve both big phylogeny problem (BBP) and small phylogeny prob-
lem (SPP). Finally, we apply our method into both the simulation dataset and the
real yeast dataset.
In chapter 4, our work focused on the phylogeny reconstruction on cancer copy
number profiles. Cancer is known as an evolutionary history of genetic mutation in tu-
mor cells. Copy number profiles provide a tool to better understand how the genomic
structure alteration occurs from the metastasis. Therefore, phylogenetic analysis of
copy number profiles has a critical clinical implication. Previously, Chowdhury et
al and Zhou et al used FISH (fluorescent in situ hybridisation) data to infer tumor
phylogeny with single gene duplication and loss events. Zhou et al estimated the ham-
ming distance between two copy number profiles to reconstruct the phylogeny tree.
However, further investigation shows amplifications and deletions of chromosomal
segmental transformation are major mutations of copy number variation that leads
to cancer in the human genome. Our work focus on the phylogeny reconstruction
on segment amplification and deletion events with distance correction idea. First,
we simulate the correlation between editing distance and actual distance among a
pair of copy number profiles. We apply the least square polynomial fit to depict the
correlation with a different number of gene positions. Second, we call Shamir et al
linear-time algorithm method to compute editing distance and apply the polynomial
function to obtain the actual distance. Iteratively call the linear-time algorithm for
all pairs of copy number profiles to achieve a corrected distance matrix. Third, we
call the Neighbor-Joining algorithm FastMe2.0 to infer the phylogeny tree topology.
In chapter 5, we concentrate on the phylogeny analysis on the DNA sequencing
data. Due to current technical limitations, researchers cannot obtain a pure tumor
cell, which only contains one isolated tumor cell DNA sequence. Instead, we can only
have a mixture sample cells, which consist of a large amount of individual tumor cell.
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How to reconstruct a phylogeny tree on a mixture tumor sample is a big challenge.
Current existing approaches, e.g. distance based method, utilize the isolated cell
to measure pairwise correlation is unable to solve phylogeny inference problem in
the mixture tumor sample. Currently, two types of DNA sequencing technologies
are widely used in tumor relevant research exploration on DNA sequencing data.
One is called Next-Generation Sequencing technology, another one is called Third-
Generation Sequencing technology. For the simulation data, we use the ART illumina
simulator to generate synthetic Next-Generation Sequencing pair-end read, and use
the SimLoRD simulator to generate Third-Generation Sequencing long read. We
transform the phylogeny reconstruction problem to be an overdetermined system
of linear equation problem with the following steps. First, we call CNVnator and
SVIM tools to identify structural variant events for pair-end reads and long reads,
respectively. Second, with the structural variant events fraction, we enumerate all tree
topology and all permutation of the detected fraction in the overdetermined system
of linear equations to find the best tree topology with the lowest least-mean-square
residual value.
6.2 Future Directions
In this thesis, we make some contribution to phylogeny reconstruction and ancestor
inference on gene order and cancer copy number variants. However, some further
exploration needs to be done in the future.
For DCJ-sorting based solver for phylogeny reconstruction, we only consider in-
version mutation events with the identical gene marker among different genomes.
However, in real scenarios, more complex events need to be considered, e.g. inser-
tion, deletion, translocation. To resolve the phylogeny reconstruction problem with
insertion, deletion events is another challenging topic, more complicated indel DCJ
distance and sorting model need to be sought.
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For copy-number evolution problems, we proposed a distance-based approach with
a correction idea to infer the phylogeny tree topology very accurately. However, our
proposed method is unable to infer the internal ancestor copy-number profiles. How
to infer the internal copy-number profiles is worthy to explore. Another improvement
that can be further pursued is applying real cancer copy-number profiles to verify the
performance of our proposed approach.
For phylogeny analysis on DNA sequencing data, we consider two types of sim-
ulation reads and be able to achieve outstanding phylogeny inference results. Our
work focus on the structural variants to identify the reads coverage ratio, other types
of genetic mutation events also occur during the process of cancer evolution. More
genetic mutation events along with structural variants might help researchers identify
a more precise reads coverage ratio, which can assist us to reconstruct more accurate
phylogeny inference results.
In summary, we developed a DCJ sorting based simulated annealing median solver
to resolve the phylogeny reconstruction problem in gene order. Meanwhile, we pro-
posed two approaches in tumor phylogenetic study on copy-number profiles and DNA
sequencing data.
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