We study networks obeying time-dependent min-cost path metrics, and present novel oracles for them which provably achieve two unique features: (i) subquadratic preprocessing time and space, independent of the metric's amount of disconcavity; (ii) sublinear query time, in either the network size or the actual Dijkstra-Rank of the query at hand. 
Introduction
Concurrent technological infrastructures (e.g., road networks, social networks, e-commerce platforms, energy-management systems) are typically of very large scale and impose as a routine task the computation of min-cost paths in real-time, while their characteristics usually evolve with time. The large-scale and real-time response challenges have been addressed in the last 15 years by means of a new algorithmic trend: the provision of oracles. That is, data structures created by appropriately selecting precomputed information (summaries) and which subsequently support query algorithms with real-time responses. The quality of an oracle is assessed by its preprocessing space and time requirements, the time-complexity of the query algorithm and the approximation guarantee (stretch). Numerous oracles have been proposed and analyzed (see e.g., [1, 20, 21, 23, 24, 26, 27, 28] and references therein) for large-scale, mostly undirected networks, accompanied by a static arc-cost metric. In tandem with oracles, an equally important effort (with similar characteristics) has also emerged in the last 15 years under the tag of speedup techniques, for approaches tailored to work extremely well in real-life instances (see e.g., [3] and references therein). The temporality of the network characteristics is often depicted by some kind of predetermined dependence of the metric on the actual time that each resource is used (e.g., traversal speed in road networks, packet-loss rate in IT networks, arc availability in social networks, etc). Perhaps the most typical application scenario (motivating also our work) is route planning in road networks, where the travel-time for traversing an arc a = uv (modeling a road segment) depends on the temporal traffic conditions while traversing uv, and preprocessing space/time query time recursion budget (depth) r Table 1 Achievements of oracles for TD-instances with period T = n a , for constant a ∈ (0, 1).
The stretch of all query algorithms is 1 + ε · (ε/ψ) r+1 (ε/ψ) r+1 −1
. For all oracles, except for the first, we assume that β ↓ 0.
processed data structures require subquadratic space and time, independently of K * . FLAT uses the query algorithms in [16] . TRAPONLY needs to extend them in order to recover missing summaries for local neighborhoods around a landmark. In both cases sublinear query-times are achieved. (iii) The HORN oracle (cf. Section 5) which organizes a hierarchy of landmarks, from many local landmarks possessing summaries only for small neighborhoods of destinations around them, up to a few global landmarks possessing summaries for all reachable destinations. HORN's preprocessing requirements are again subquadratic. We then devise and analyze a novel query algorithm (HQA) which exploits this hierarchy, with query-time sublinear in the Dijkstra-Rank of the query at hand.
Except for the choice of landmarks, our algorithms are deterministic. A recent experimental study [15] demonstrates the excellent performance of our oracles in practice, achieving considerable memory savings and query times about three orders of magnitude faster than TDD, and more than 70% faster than those in [14] . Table 1 summarizes the achievements of the TD-oracles presented here and their comparison with the oracles in [16] . 
Preliminaries
Notation
, D[a](kT + t) = d[a](t), where d[a] : [0, T ) → (0, M a ] is such that lim t↑T d[a](t) = d[a](0)
, for some fixed integer M a denoting the maximum possible cost ever seen for arc a. Let also M = max a∈A M a denote the maximum arc-cost ever seen in the entire network. Since D[a] is periodic, continuous and pwl function, it can be represented succinctly by a sequence of K a breakpoints (i.e., pairs of departure-times and arc-cost values) defining d [a] . K = a∈A K a is the number of breakpoints representing all arc-cost functions, K max = max a∈A K a , and K * is the number of concavity-spoiling breakpoints (the ones at which the arc-cost function slopes increase). Clearly, K * ≤ K, and K * = 0 for concave arc-cost functions. To ease the exposition and also for the sake of compliance with terminology in previous works (inspired by the primary application scenario of route planning in time-dependent road networks), we consider arc-costs as arc-travel-times and time-dependent shortest paths as minimum-travel-time paths. This terminology facilitates the following definitions. The arcarrival-time function of a ∈ A is Arr [a] 
The path-arrival-time function of a path p = a 1 , . . . , a k in G (represented as a sequence of arcs) is the composition When we say that we "grow a TDD ball from (o, t o )", we refer to the execution of
, using predecessor search for evaluating continuous pwl functions (cf. [16] 
. In addition, we can also guarantee that T = n α for a small constant α ∈ (0, 1) of our control. If T = n α , we scale the travel-time metric by setting D = n α T · D (e.g., we change the unit by which we measure time, from milliseconds to seconds, or even minutes) and use the period T = n α , without affecting the structure of the instance at all. From now on we consider w.l.o.g. TD-instances with 
Assumptions on the time-dependent arc-cost metric. The directedness and timedependence in the underlying network imply an asymmetric arc-cost metric that also evolves with time. To achieve a smooth transition from static and undirected graphs towards timedependent and directed graphs, we need a quantification of the degrees of asymmetry and evolution of our metric over time. These are captured via a set of parameters depicting the steepness of the minimum-travel-time functions, the ratio of minimum-travel-times in opposite directions, and the relation between graph expansion and travel-times. We make some assumptions on the values of these parameters which seem quite natural for our main application scenario (route planning in road networks), and were verified by an experimental analysis (cf. Appendix B). Here we only present a qualitative interpretation of them. It is noted that Assumptions 2.1 and 2.2 were exploited also in the analyses in [16] .
Assumption 2.1 (Bounded Travel-Time Slopes). All the minimum-travel-time slopes are bounded in a given interval [−Λ min , Λ max ], for given constants Λ min ∈ [0, 1) and Λ max ≥ 0.
Assumption 2.2 (Bounded Opposite Trips).
The ratio of minimum-travel-times in opposite directions between two vertices, for any specific departure-time but not necessarily via the same path, is upper bounded by a given constant ζ ≥ 1. Finally, we need to quantify the correlation between the arc-cost metric and the DijkstraRank metric induced by it. For this reason, inspired by the notion of the doubling dimension (e.g., [2] and references therein), we consider some scalar λ ≥ 1 and functions f, g : N → [1, ∞), such that the following hold:
This property trivially holds, e.g., for λ = 1, f (n) = n, and g(n) = max a∈A D [a] . Of course, our interest is for the smallest possible values of λ and at the same time the slowest-growing functions f (n), g(n). Our last assumption quantifies the boundedness of this correlation by restricting λ, f (n) and g(n).
1/λ . Analogous inequalities hold for the free-flow and the full-congestion metrics D and D.
Note that static oracles based on the doubling dimension (e.g., [2]) demand a constant value for the exponent λ of the expansion. We relax this by allowing λ being expressed as a (sufficiently slowly) growing function of n. We also introduce some additional slackness, by allowing some divergence from the corresponding powers by polylogarithmic factors.
In the rest of the paper we consider sparse (m ∈ O(n)) TD-instances, compliant with Assumptions 2.1, 2.2, 2.3, and 2.4. For convenience, the notation used throughout the paper is summarized in Appendix A. A review of the oracles in [16] is presented in Appendix C.
3
The TRAP approximation method We now introduce the trapezoidal (TRAP) algorithm, a novel algorithm for computing one-to-many (1 + ε)-
, from a vertex towards all sufficiently distant destinations (typically, will be a landmark). TRAP is remarkably simple and works as follows. First, [0, T ) is split into a number of T τ consecutive length-τ subintervals, where τ is a tuning parameter to be fixed later. Then, for each such
Note that, contrary to the BIS approximation algorithm [16] , no assumption is made on the shapes of the min-cost functions to approximate within each subinterval; in particular, no assumption is made on them being concave. TRAP only exploits the fact that τ is small, along with Assumption 2.1 on the boundedness of travel-time slopes.
We now describe the upper-and lower-approximations of
, from a vertex ∈ V towards some destination v ∈ V . The quality of the upper-approximation depends on the value of τ and the delay values at the endpoints of I k , as we shall explain shortly. TRAP computes the following two functions of D [ , v] (cf. Fig. 1 [ , v] in I k (i.e., the length of the purple dashed line in Fig. 1 
The following lemma proves that, for τ sufficiently small, M AE(I k ) cannot be large. It also provides a sufficient condition for the value of τ so that
for all faraway destinations from , and also estimates the preprocessing requirements of the algorithm.
The number of calls to T DSP ( , , t) for their construction is
Proof of Theorem 3. τ * is the appropriate length for the subintervals which assures that TRAP returns (1 + ε)-upper-approximations for all faraway destinations from . By definition it holds that τ * ≥ τ . Since F > f (n), it holds that TRAP does not consider destinations at free-flow distance less than 1. To see this, fix
We proceed now with the
The concatenation of all these functions constitutes the upper-approximating function
, the produced upper-approximations within the consecutive length-τ 
Oracles with fully-informed landmarks
In this section we describe two novel oracles, with landmarks possessing summaries for all reachable destinations, excluding possibly a small neighborhood around them. We start with a random landmark set L ⊂ uar(ρ) V , i.e., we decide independently and uniformly at random whether each vertex is a landmark, with probability ρ = n −ω for a constant ω ∈ (0, 1). We consider as faraway vertices from ∈ L, all the vertices at free-flow distance at most R = T θ from it, for a constant θ ∈ (0, 1) to be determined later. F = max ∈L {|B[ ; R]|} is the maximum number of faraway vertices from a landmark. The next lemma shows that the main parameters we should consider w.r.t. a TD-instance are λ (cf. Assumption 2.4) and a ∈ (0, 1) s.t. T = n a . All the other parameters essentially adjust their values to them. . As for the faraway destinations from , we let their distances from be computed by the query algorithm that we are using (by growing a TDD ball from ). In particular, the query algorithm of TRAPONLY is an appropriate variant of RQA, we call it RQA + , which additionally grows a small TDD ball of size F polylog(F ) (cf. Assumption 2.3) in order to compute the actual travel-times towards their faraway destinations. The following theorem analyzes the performance of TRAPONLY.
Theorem 5. The expected time of RQA
+ and the preprocessing requirements of TRAPONLY
Proof of Theorem 5. During the preprocessing, TRAPONLY makes
T τ −1 and landmarks ∈ L, where the equality comes from Lemma 4. Therefore, the preprocessingtime is dominated by the aggregate time for all these TDD probes. Taking into account that each TDD probe takes time O(n log(n) log log(K max )) and that |L| = ρn = n 1−ω landmarks, by using Lemma 4 we get the following:
= n 2−ω+a·(1−θ)+o(1) . The calculations are analogous for the required preprocessing space: For all landmarks ∈ L and all their faraway destinations v ∈ V [ ](τ ), the total number of breakpoints to store is at most S TRAPONLY = 2
. As for the query-time complexity of RQA + , recall that the expected number of TDD balls that it grows is (1/ρ) r . Additionally,
Thus, the expected query-time is upper-bounded as follows:
The next corollaries are parameter-tuning examples showcasing the trade-offs among the sublinearity of query-time, the subquadratic preprocessing requirements and the stretch.
and E {Q RQA + } ∈ n δ+o(1) , by scaling the TD-instance so that
The FLAT oracle. Our second attempt, the FLAT oracle, provides preprocessed information for all reachable destinations from each landmark. In particular, it uses the query algorithm RQA [16] The preprocessing phase of FLAT is based on a proper combination of BIS and TRAP for constructing travel-time summaries. Each landmark ∈ L possesses summaries for all reachable destinations: BIS handles all the (at most
, whereas TRAP handles all the faraway destinations of V \B[ ; R]. The space requirements for the summaries created by TRAP are exactly the same as in TRAPONLY.
As for the summaries computed by BIS, we avoid the linear dependence of BIS on K * by assuring that F is sufficiently small (but not too small) and exploiting Assumption 2.3 which guarantees that the involved subgraph B [ ; F ] in the preprocessing phase of BIS on behalf of has size O(F polylog(F )). The next lemma shows exactly that BIS is only affected by the concavity-spoiling breakpoints of arc-travel-time functions in B [ ; F ], rather than the entire graph.
Proof of Lemma 8. From the definitions of the involved free-flow and full-congestion Dijkstra balls, the following holds: D[ , v](t) ≤ D[ , v] ≤ R[ ] < D[ , u] ≤ D[ , u](t) .
The following theorem summarizes the complexities of the FLAT oracle. 
Proof of Theorem 9. BIS requires space at most 
The next corollaries are parameter-tuning examples to showcase the effectiveness of FLAT.
−1 and δ ∈ (0, 1). FLAT achieves a target stretch 1 + k · ε with preprocessing requirements n 2−o(1) and expected query-time n δ+o(1) , by scaling the TD-instance so that
Comparison of TRAPONLY and FLAT. Both TRAPONLY and FLAT depend on the travel-time metric, but are independent of the degree of disconcavity K * . On one hand, TRAPONLY is a simpler oracle, at least w.r.t. its preprocessing phase. On the other hand, FLAT achieves a XX:10 Hierarchical Time-Dependent Oracles better approximation for the same TD-instance and anticipations for sublinear query-time n δ and subquadratic preprocessing requirements n 2−β . This is because, as β ↓ 0, FLAT guarantees a recursion budget r of (roughly) 2δ a − 1, whereas TRAPONLY achieves about half this value and r has an exponential effect on the stretch that the query algorithms achieve.
5
The HORN oracle We now describe and analyze the Hierarchical ORacle for time-dependent Networks (HORN), whose query algorithm is highly competitive against TDD, not only for long-range queries (i.e., having Dijkstra-Rank proportional to the network size) but also for medium-and short-range queries, while ensuring subquadratic preprocessing space and time. The main idea of HORN is to preprocess: many landmarks, each possessing summaries for a few destinations around them, so that all shortrange queries can be answered using only these landmarks; fewer landmarks possessing summaries for more (but still not all) destinations around them, so that medium-range queries be answered by them; and so on, up to only a few landmarks . We propose the Hierarchical Query Algorithm (HQA) which grows an initial ball from (o, t o ) that stops only when it settles an informed landmark w.r.t. d which is at the "right distance" from o, given the density of landmarks belonging to the same level with . HQA essentially "guesses" as appropriate level-i in the hierarchy the level that contains , and continues with the execution of RQA with landmarks having coverage at least equal to that of (cf. Fig. 2) .
Description of HORN.
We use the following parameters for the hierarchical construction: (i) k ∈ O(log log(n)) determines the number of levels (minus one) comprising the hierarchy of landmarks. (ii) γ > 1 determines the actual values of the targeted Dijkstra-Ranks, one per level of the hierarchy. In particular, as γ gets closer to 1, the targeted Dijkstra-Ranks accumulate closer to small-and medium-rank queries. (iii) δ ∈ (0, 1) is the parameter that quantifies the sublinearity of the query algorithm (HQA), in each level of the hierarchy, compared to the targeted Dijkstra-Rank of this level. In particular, if N i is the targeted Dijkstra-Rank corresponding to level-i in the hierarchy, then HQA should be executed in time O (N i ) δ , if only the landmarks in this level (or in higher levels) are allowed to be used.
Preprocessing of HORN. ∀i ∈ [k]
, we set the targeted Dijkstra-Rank for level-i to N i = n
i . Then, we construct a randomly chosen level-i landmark set L i ⊂ uar(ρi) V , where , assures that HORN is also competitive against queries with Dijkstra-Rank greater than n
We choose in this case 
) and, for ϕ ≥ 1,
Appropriate Level of Hierarchy (ALH): For some level i ∈ [k] of the hierarchy, the first landmark i,o ∈ L i is settled such that: (i) d ∈ C[ i,o ] ( i,o is "informed"); and (ii)
( i,o is at the "right distance"). In that case, HQA concludes that i is the "appropriate level" of the hierarchy to consider. Observe that the level-(k + 1) landmarks are always informed. Thus, if no level-(≤ k) informed landmark is discovered at the right distance, then the first level-(k + 1) landmark that will be found at distance larger than ln(n) · N δ/(r+1) k will be considered to be at the right distance, and then HQA concludes that the appropriate level is k + 1.
If d is settled, an exact solution is returned. If (ESC) causes termination of HQA, the value
) is reported. Otherwise, HQA stops the initial ball due to the (ALH)-criterion, considering i ∈ [k + 1] as the appropriate level, and then continues executing the variant of RQA, call it RQA i , which uses as its landmark set
Observe that RQA i may fail constructing approximate solutions via certain landmarks in M i that it settles, since they may not be informed about d. Eventually, HQA returns the best od-path (w.r.t. the approximate travel-times) among the ones discovered by RQA i via all settled and informed landmarks . Theorem 12 summarizes the performance of HORN. 
Theorem 12. Consider any TD-instance with
λ ∈ o log(n) log log(n) and g(n), f (n) ∈ polylog(n) (cf. Assumption 2.4). For ϕ = ε·(r+1) ψ·(1+ε/ψ) r+1 −1 and k ∈ O(log log(n)), let ξ i ∈ (1 + λ) · log log(n) + λ log 1 + ζ 1−Λmin / log(n) , 1 − γ −i , for all i ∈ [k]. Then, for any query (o, d, t o ) s.t. N i * −1 < Γ[o, d](t o ) ≤ N i * for some i * ∈ [k + 1], any δ ∈ (a, 1), β > 0, and r = δ a · (2/ν+a)(1−γ) β·(2/(aν)+1)+2/ν−1 −1, HORN achieves E {Q HQA } ∈ (N i * ) δ+o(1
A Summary of Notation
The set of integers {1, 2, . . . , n}, for any n ∈ N − {0}.
The graph representing the underlying structure of the road network. n = |V | and m = |A|.
diam(G, D)
The diameter of G under an arc-cost metric D.
The concatenation of the ux-path p with the xv-path q at vertex x.
ASP [o, d](to)
Set of (1 + ε)-approximations of minimum-travel-time od-paths in G, for given departure-time to ≥ 0.
SP [o, d](to)
Set of minimum-travel-time od-paths in G, for given departure-time to ≥ 0.
B[v](tv)
A ball growing from (v, tv) ∈ V × [0, T ), in the time-dependent metric, until either the destination d or the closest landmark v from (v, tv) is settled.
B[v; F ](tv)
A ball growing from (v, tv) ∈ V × [0, T ), in the time-dependent metric, of size F ∈ N.
B[v; F ] / B[v; F ]
A ball growing from v ∈ V , in the full-congestion / free flow metric, of (integer) size F ∈ N.
B[v; R] / B[v; R]
A ball growing from v ∈ V , in the full-congestion / free flow metric, of (scalar) radius R > 0.
B [v; F ](tv)
A ball growing from (v, tv) ∈ V × [0, T ), in the time-dependent metric, of size F polylog(F ), according to Assumption 2.3.
d[a](t)
The limited-window arc-travel-time function for arc a ∈ A, with departure-time t ∈ [0, T ) for some constant time-period T > 0 (e.g., a single day).
Ma
Maximum possible travel-time ever seen at arc a. M Maximum arc-travel-time ever seen in any arc.
D[a](t)
Periodic arc-travel-time function for arc a ∈ A, with domain t ∈ [0, ∞).
Arr[a](t)
The arc-arrival-time function for arc a ∈ A.
The
maximum and minimum value of D[o, d]. D[a] / D[a]
Travel-times of a in full-congestion and free-flow metrics, respectively.
Departure-time from the tail u (arrival-time at the head v) for uv ∈ A.
T DSP (o, d, to)
The problem of finding a min-cost od-path, given a departure-time to.
T DSP (o, , to)
The problem of finding a min-cost paths tree, for given departure-time to.
T DSP (o, d)
The problem of constructing a succinct representation of min-cost od-paths function.
Ka Number of breakpoints in the arc-travel-time function D[a]. K
Total number of breakpoints in the arc-travel-time functions.
Kmax
The maximum number of breakpoints, among the arc-travel-time functions. K * Total number of concavity-spoiling breakpoints (i.e., points at which the slope increases) in the arc-travel-time functions. Λmax Maximum slope among minimum-travel-time functions. Λmin Absolute value of minimum slope among minimum-travel-time functions. ζ ratio of minimum-travel-times in opposite directions between two vertices for any specific departure-time. r
The recursion budget for RQA and HQA.
BIS
The bisection approximation method for minimum-travel-time functions.
TRAP
The trapezoidal approximation method for minimum-travel-time functions.
FCA
The Forward Constant Approximation query algorithm.
RQA
The Recursive Query Algorithm, based on landmarks possessing information towards all possible destinations.
HQA
The Hierarchical Query Algorithm, based on a hierarchy of landmarks.
FLAT
The oracle that uses landmarks possessing summaries towards all possible destinations, and the RQA query algorithm.
HORN
The oracle that uses a hierarchy of landmarks with their own subset of destination vertices, and the HQA query algorithm.
B Assumptions on the travel-time metric
In this section, we make a few assumptions on the kind of minimum-travel-time functions in the network. All assumptions are quite natural and justified in several application scenarios, such as the urban-traffic road networks, which have motivated this work. Technically, they allow a smooth transition from static metrics on undirected graphs towards time-dependent metrics on directed graphs. The first assumption, called Bounded Travel-Time Slopes, asserts that the partial derivatives of the minimum-travel-time functions between any pair of origin-destination vertices are bounded in a known fixed interval: Assumption 2.1.
There exist constants Λ min ∈ [0, 1) and
The lower-bound of −1 in the minimum-travel-time function slopes is indeed a direct consequence of the FIFO property, which is typically assumed to hold in several time-dependent networks, such as road networks. Λ max represents the maximum possible rate of change of minimum-travel-times in the network, which only makes sense to be bounded (in particular, independent of the network size) in realistic instances such as the ones representing urban-traffic time-dependent road networks. The second assumption, called Bounded Opposite Trips, asserts that for any given departure time, the minimum-travel-time from o to d is not more than a constant ζ ≥ 1 times the minimum-travel-time in the opposite direction (but not necessarily along the reverse path).
o](t) .
This is quite natural in road networks, (i.e., it is most unlikely that a trip in one direction is more than 10 times longer than the trip in the opposite direction during the same time period).
A third assumption concerns the relation of the Dijkstra ranks of cocentric balls in the network, with respect to the (static) free-flow metric implied by the time-dependent instance at hand. Its purpose is to bridge the gap between expansion of graph distances (densities of Dijkstra balls) and travel-times in the network. It essentially asserts that, given a particular origin-vertex, if one considers a free-flow ball of a certain size (and travel-time radius) and then expands further this ball to a larger radius (equal to the full-congestion radius in the free-flow ball) then the ball size that we get changes by at most a polylogarithmic factor. The aforementioned assumptions were verified through an experimental analysis on two real-world road networks, one concerning the urban-area of the city of Berlin and the other concerning the national road network of Germany. Our experimental analysis, presented in [15] , shows that for the Berlin data set, Λ max < 0.062, ζ < 1.2, and the maximum ball size expansion factor ≤ 6.7, while for the Germany data set Λ max < 0.22, ζ < 1.1, and the maximum ball size expansion factor ≤ 8.3.
Finally, we need a systematic way to correlate the arc-cost metric (travel-times) with the Dijkstra-Rank metric induced by it. For this reason, inspired by the notion of the doubling dimension (e.g., [2] and references therein), we consider some scalar λ ≥ 1 and functions f, g : N → [1, ∞), such that the following hold:
This property trivially holds, e.g., for λ = 1, f (n) = n, and g(n) = diam(G, D) . Of course, our interest is for the smallest possible values of λ and at the same time the slowest-growing functions f (n), g(n). Our last assumption exactly quantifies the boundedness of this correlation by restricting λ, f (n) and g(n).
Assumption 2.4. For the graph G = (V, A) and the time-dependent arc-cost metric D that we consider, it holds that there exist
Note that static oracles related to the notion of doubling dimension (e.g., [2]), demand a constant value for the exponent λ of the expansion, whereas we allow even a (not too fast) growing function of the network size n. The notion of expansion that we consider introduces some additional slackness, by allowing some divergence from the corresponding powers by polylogarithmic factors of the network size.
C Review of results in [16]
Review of the approach in [16] . The TD-oracle in [16] starts by first determining, for some ρ ∈ (0, 1), a set L of ρn independently and uniformly at random selected landmarks (vertices acting as reference points). During the preprocessing phase, all (1 + ε)-upper-approximating functions (travel-time summaries) ∆[ , v] are constructed from each landmark ∈ L towards every reachable destination v ∈ V , using the BIS approximation algorithm that keeps bisecting the common axis of departure-times from , until the desired approximation guarantee is achieved in each subinterval, for all destinations. It is proved in [16] that BIS requires
, for a given origin o ∈ V and all reachable destinations from it. The following lemma clarifies this under the lens of our TD-instnace:
calls to T DSP (o, , t o ) to provide all the summaries of minimum-travel-time functions from a given origin o ∈ V towards all destinations at distance at least 1 from o.
Proof of Lemma 13. The crucial observation, which is a direct consequence of Assumption 2.1, is that:
Exploiting the facts that
Two query algorithms were proposed, FCA and RQA, which provide constant and (1 + σ)-approximations (for constant σ > ε) to minimum-travel-times, respectively. FCA is a simple sublinear-time algorithm for evaluating 
which is a guaranteed (1+ε+ψ)-approximation; ψ is a constant depending on ε, ζ and Λ max , but not on the size of the network. RQA improves the approximation guarantee provided by FCA, by exploiting carefully a number of recursive accesses to the preprocessed information, each of which produces (via calls to FCA) additional candidate od-paths. The tuning parameter r ∈ N -the recursion budget -is the depth of the produced recursion tree. RQA works as follows: As long as the destination vertex has not yet been discovered in the explored area around the origin, and there is still some remaining recursion budget, it "guesses" (by exhaustively searching for it) the next vertex w k at the boundary of the current ball, along the (unknown) shortest od-path. Then, it grows a new TDD ball from the new center (
is the approximate suffix subpath provided by the oracle. Observe that SOL k uses a longer (optimal, if all centers lie on the unknown min-cost path) prefix-subpath P o,w1 • · · · • P w k−1 ,w k which is then completed with a shorter approximate suffix-subpath Q k • Π k . It is proved in [16] that the minimum-travel-time over all the discovered approximate od-paths discovered by RQA, is a (
The next theorem is a consequence of the analysis in [16] :
Theorem 14 ([16]). If a TD-instance with m ∈ O(n) and compliant with Assumptions 2.1 and 2.2 is preprocessed using BIS for constructing travel-time summaries from ρn landmarks chosen uniformly-at-random, then the expected values of preprocessing space S BIS
and time P BIS , and query time Q RQA for RQA, are:
where r ∈ N is the recursion depth in RQA (for r = 0 we get FCA). For the approximation guarantees the following hold: FCA returns either an exact od-path, or an approximate od-
is the minimum-travel-time to the closest landmark, and ψ = 1 + Λ max (1 + ε)(1 + 2ζ + Λ max ζ) + (1 + ε)ζ is a cost-metric dependent constant. RQA returns, for given recursion budget r ∈ N, an od-path that guarantees stretch
When K * ∈ o(n) these TD-oracles of [16] achieve both sublinear query times and subquadratic preprocessing requirements. Unfortunately, experimental evidence [14] has demonstrated that it may be the case that K * ∈ Ω(n).
D The TRAP approximation method
In this section, we provide the missing proofs of Section 3.
Proof of Lemma 1. By Assumption 2.1, for any departure-time t ∈ I k = [t s = (k−1)τ, t f = kτ ) from and any destination vertex v ∈ V , the following inequalities hold:
Combining the two inequalities we get the following bounds: ∀v ∈ V, ∀t ∈ I k :
Exploiting the fact that each minimum-travel-time function from to any destination v ∈ V and departure time from I k respects the above mentioned upper and lower bounds, one could use a simple continuous, pwl approximation of D [ , v ] within this interval: 
Analogously, (t m , D m ) is also the intersection of two lines. Therefore:
We start with the upper bound on the maximum absolute error:
Our goal is to assure that this last upper bound of δ k [ , v 
](t) is in turn upper-bounded by (1 + ε) · D[ , v](t). Based on the expression of δ k [ , v](t)
, and exploiting also the fact that τ ≥ max{t − t s , t f − t}, a sufficient condition for this to hold, is the following:
This sufficient condition is independent of the actual departure time t ∈ I k , and only depends on the travel-time values at the endpoints t s and t f , and also on the length τ of the departuretimes subinterval that we choose.
E The FLAT and TRAPONLY oracles
We start by providing the missing proof of Lemma 4.
Proof of Lemma 4.
All the properties mentioned in the statement of the Lemma, are consequences of Assumption 2.4. We also exploit the fact that the free-flow diameter diam(G, D) of G corresponds to the maximum possible Dijkstra-Rank, which is equal to n, assuming that the graph is strongly connected, if we use as root of the Dijkstra tree the origin of a longest minimum-travel-time path in (G, D). In particular, we proceed with the explanation of each property separately:
and λ ∈ o log(n) log log(n) . We start by providing the upper bound of T :
As for the lower bound of T , we have:
(ii) For the upper bound on F we have:
where the last step is because we consider instances with λ ∈ o log(n) log log(n) , and moreover due to the fact that we set our (yet unspecified) tuning parameter θ so that ν θ ∈ O(1). For the lower bound on F we have:
where the last equality is, again, valid since λ ∈ o log(n) log log(n) and ν θ ∈ O(1).
E.1 Analysis of the TRAPONLY oracle.
Recall that the preprocessing of the TRAPONLY oracle is based solely on TRAP for computing travel-time summaries, while the query algorithm is an appropriate variant of RQA (we call it RQA + ) which additionally grows a small TDD ball as soon as it settles a new landmark, in order to compute "on the fly" the exact minimum-travel-times (rather than evaluating preprocessed summaries, which do not exist) towards the nearby destinations from it. Theorem 5 provides the performance of the TRAPONLY oracle.
Corollaries 6 and 7 explore the conditions under which sublinear query-time and/or subquadratic preprocessing complexities can be guaranteed. We provide here their proofs.
Proof of Corollary 6. We consider scaled TD-instances with 1 νλ = α for some constant α ∈ (0, 1). We start with the sublinearity of the query time. For arbitrary constant δ ∈ (0, 1) such that δ = max ω · (r + 1), ωr + We continue with the demand for subquadratic preprocessing requirements. Fix now some β ∈ (0, 1). In order to assure preprocessing time and space (roughly) n 2−β+o(1) , it is necessary to assure that
Remark. Note that the query-time performance of RQA + is equal to that of RQA (cf. [16] ),
Proof of Corollary 7. We know that, for those instances for which it works, TRAPONLY achieves stretch 1
. We must assure then that
Recall that the maximum recursion budget of TRAPONLY is δ·(1+αν) α+β −1 (cf Corollary 6). A sufficient condition for guaranteeing the required budget for having stretch 1 + k · ε is thus the following:
E.2 Analysis of the FLAT oracle.
We provide in this section the proof of the corollaries that showcase appropriate parametertunings for achieving sublinear query time and subquadratic preprocessing requirements.
Proof of Corollary 10. Again we set ω = δ r+1 , in order to achieve (sublinear) query time n δ . We then set
2/ν+α . Observe that, for this value of θ, it is guaranteed that ν θ = 2+αν 1+α < 3, as was assumed in the proof of Lemma 4. To guarantee subquadratic preprocessing requirements n 2−β+o(1) , we must assure that:
The approximation guarantee is, again, the one provided by the RQA query algorithm.
Proof of Corollary 11.
Recall that, in order to assure a stretch factor 1 + k · ε, we must set the recursion budget r ≥ log( k k−1 ) log log(1+ε/ψ) −1 = η(k), as in the proof of Corollary 7. From Theorem 9 we also have an upper bound on the recursion budget. Thus, as β ↓ 0, a sufficient condition for the recursion budget, so that the required stretch is achieved is the following:
It is now straightforward that the expected query-time is indeed n δ+o(1) , whereas the preprocessing requirements are n 2−o(1) since we consider a very small value for β.
F Analysis of the HORN oracle
The construction of the travel-time summaries for HORN is based on the FLAT (BIS + TRAP) preprocessing scenario. The queries are served by the HQA query algorithm. The oracle exploits two fundamental properties: (i) the approximation guarantee of a path via some landmark strongly depends on the relative distance of the landmark from the origin o, compared to the distance of the destination d from o; (ii) given that the expected distance of a level-i from the origin is roughly 1 ρi , it is rather unlikely that the first level-i landmark will appear too early or too late (i.e., outside a sufficiently wide ring-stripe around (o, t o )).
Property (i) is exploited by the (ESC) criterion in order to handle the exceptional case where a higher-level landmark (which also happens to be informed) appears before the first informed landmark from the appropriate level. Property (ii) is actually an event that holds with high probability, as is shown in the detailed analysis of the oracle, and is exploited by the (ALH) criterion. Therefore, the event that an informed landmark appears which is also at the right distance, whereas the previously discovered landmarks (most likely of smaller levels) were uninformed, reveals an asymptotic bound for the unknown DijkstraRank Γ[o, d](t o ) of the destination.
We now provide a sequence of lemmata which will eventually be used in the proof our main technical result, concerning the complexities of HORN mentioned in Theorem 12 (cf. Section 5).
We start with an upper bound on the free-flow distance of a discovered 
By Assumption 2.1 we also know that:
We look for a particular departure-time t o −x o , and the corresponding minimum-travel-time
, so as to be at the origin o exactly at time t o . That is:
Finally, we upper-bound the free-flow distance of o from d by exploiting the triangle inequality:
which is exactly the desired inequality.
The following lemma provides an upper bound on the approximation guarantee of HQA, when an (ESC)-termination occurs. 
is an upper bound on the approximation guarantee provided by FCA (cf. Theorem 14), which is indeed simulated by HQA until the determination of the appropriate level in the hierarchy, we conclude that the eventual solution that will be provided by HQA is at least as good, since the (ESC)-termination returns the best approximate solution seen so far via an informed landmark, among which is also the one that goes via o .
We proceed now by studying the first appearance of a level-i landmark within the unique outgoing ball from (o, t o ). The next lemma shows that, with high probability, this first appearance of a level-i landmark will take place in the following ring for level-i: 
RIN G[o; i](t o
)
