Améliorer la Transparence et le Consentement dans l'Internet des Objets by Morel, Victor
HAL Id: tel-02973666
https://hal.inria.fr/tel-02973666
Submitted on 21 Oct 2020
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Enhancing Transparency and Consent in the Internet of
Things
Victor Morel
To cite this version:
Victor Morel. Enhancing Transparency and Consent in the Internet of Things. Cryptography and
Security [cs.CR]. Université de Lyon, 2020. English. ￿tel-02973666￿
N°d’ordre NNT : 2020LYSEI073
THESE de DOCTORAT DE L’UNIVERSITE DE LYON
opérée au sein de
Insa de Lyon
Ecole Doctorale N° 512 
Infomaths
Spécialité/ discipline de doctorat : 
Informatique
Soutenue publiquement le 24/09/2020, par :
Victor Morel
Enhancing Transparency and Consent
in the Internet of Things
Devant le jury composé de :
Schneider, Gerardo - Professor at the University of Gothenburg - Rapporteur
Serrano Alvarado, Patricia - Maître de conférences HDR à l'Université de Nantes - 
Rapporteure
Rivano, Hervé - Professeur des universités à l'Insa de Lyon - Examinateur
Vallet, Félicien - Docteur ingénieur au sein du service de l’expertise technologique de la 
CNIL - Examinateur
Le Métayer, Daniel - Directeur de recherche Inria - Directeur de thèse
Castelluccia, Claude - Directeur de recherche Inria - Co-directeur de thèse

E N H A N C I N G I N F O R M AT I O N A N D C O N S E N T I N T H E I N T E R N E T
O F T H I N G S
victor morel
Final Version
2020 – Classic Thesis version 4.2
Victor Morel: Enhancing Information and Consent in the Internet of Things,
Final Version, ©2020
A B S T R A C T
In an increasingly connected world, the Internet permeates every
aspect of our lives. The number of devices connected to the global
network is rising, with prospects foreseeing 75 billions devices by
2025. The Internet of Things envisioned twenty years ago is now
materializing at a fast pace, but this growth is not without consequence.
The increasing number of devices raises the possibility of surveillance
to a level never seen before.
A major step has been taken in 2018 to safeguard privacy, with the
introduction of the General Data Protection Regulation (GDPR) in
the European Union. It imposes obligations to data controllers on the
content of information about personal data collection and processing,
and on the means of communication of this information to data sub-
jects. This information is all the more important that it is required for
consent, which is one of the legal grounds to process personal data.
However, the Internet of Things can pose difficulties to implement
lawful information communication and consent management.
The tension between the requirements of the GDPR for information
and consent and the Internet of Things cannot be easily solved. It is
however possible. The goal of this thesis is to provide a solution for
information communication and consent management in the Internet
of Things from a technological point of view.
To do so, we introduce a generic framework for information com-
munication and consent management in the Internet of Things. This
framework is composed of a protocol to communicate and negotiate
privacy policies, requirements to present information and interact with
data subjects, and requirements over the provability of consent.
We support the feasibility of this generic framework with different
options of implementation. The communication of information and
consent through privacy policies can be implemented in two different
manners: directly and indirectly. We then propose ways to implement
the presentation of information and the provability of consent. A
design space is also provided for systems designers, as a guide for
choosing between the direct and the indirect implementations.
Finally, we present fully functioning prototypes devised to demon-
strate the feasibility of the framework’s implementations. We illustrate
how the indirect implementation of the framework can be developed
as a collaborative website named Map of Things. We then sketch the di-
rect implementation combined with the agent presenting information
to data subjects under the mobile application CoIoT.
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R É S U M É
Dans un monde de plus en plus connecté, Internet s’infiltre dans tous
les aspects de nos vies. Le nombre d’appareils connectés au réseau
mondial ne cesse d’augmenter, certaines perspectives prédisant 75
milliards d’appareils d’ici 2025. L’Internet des Objets envisagé il y a 20
ans se matérialise à une vitesse soutenue, mais cette croissance n’est
pas sans conséquence. Le nombre croissant d’appareils suscite en effet
des possibilités de surveillance jamais vu auparavant.
Un cap a été franchi en 2018 pour la protection de l’intimité numérique
(privacy), avec la mise en application du Réglement Européen sur la
Protection des Données (RGPD) dans l’Union Européenne. Il impose
des obligations aux responsables de traitements sur le contenu de
l’information à communiquer aux personnes concernées à propos de
la collecte et du traitement de leurs données personnelles, ainsi que
sur les moyens de communiquer cette information. Cette information
est d’autant plus importante qu’elle est une condition préalable à la
validité du consentement, une base légale de traitement. Cependant,
l’Internet des Objets peut poser des difficultés pour mettre en place la
communication de l’information nécessaire à la validité légale d’un
traitement, ainsi qu’à la gestion du consentement.
La tension entre les exigences du RGPD à propos de l’information
et du consentement et l’Internet des Objets n’est pas chose facile à
résoudre. Ce n’est cependant pas impossible. Le but de cette thèse est
de fournir une solution pour la communication de l’information et la
gestion du consentement dans l’Internet des Objets.
Pour ce faire, nous proposons un cadre conceptuel générique pour
la communication de l’information et la gestion du consentement dans
l’Internet des Objets. Ce cadre conceptuel est composé d’un protocole
de communication et de négociation des politiques de protection de
la vie privée (privacy policies), d’exigences pour la présentation de
l’information et l’interaction avec les personnes concernées, ainsi que
d’exigences pour la démonstration du consentement.
Nous soutenons la faisabilité de ce cadre conceptuel générique
avec différentes options de mise en oeuvre. La communication de
l’information et du consentement peut être effectuée de deux manières
: directement et indirectement. Nous proposons ensuite différentes
manières de mettre en oeuvre la présentation de l’information et la
démonstration du consentement. Un espace de conception (design
space) est aussi proposé à destination des concepteurs de systèmes,
afin d’aider à choisir entre différentes options de mise en oeuvre.
Enfin, nous proposons des prototypes fonctionnels, conçus pour
démontrer la faisabilité des options de mise en oeuvre du cadre
conceptuel. Nous illustrons comment la communication indirecte de
iv
l’information peut être mise en oeuvre au sein d’un site web collab-
oratif appelé Map of Things. Nous présentons ensuite la communi-
cation directe de l’information et du consentement combinée à un
agent présentant l’information aux personnes concernées à travers une
application mobile nommée CoIoT.
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Part I
B A C K G R O U N D
Arguing that you don’t care about the right to pri-
vacy because you have nothing to hide is no different than





I N T R O D U C T I O N
In an increasingly connected world, the Internet permeates every
aspect of our lives. We are now uninterruptedly accompanied by our
smartphone, our homes are equipped with smart thermostats, and our
streets with smart sensors. The number of devices connected to the
global network is rising, with prospects foreseeing 75 billions devices
by 2025. The Internet of Things envisioned twenty years ago is now
materializing at a fast pace.
This tantalising trend to digitalise the world has advantages: public
transportation can be optimized by analysing attendance, home tem-
perature can be set remotely, and we can access numerous services
from devices fitting in our pocket. But the growth of the Internet of
Things is not without consequence. The increasing number of devices
raises the possibility of surveillance to a level never seen before. It is
indeed child’s play to track bystanders through their smartphones,
and aggressive targeted advertising may become the norm if privacy
is not seriously considered.
A major step has been taken in 2018 to safeguard privacy, with the
introduction of the General Data Protection Regulation (GDPR) in
the European Union (EU). This text now regulates under what condi-
tions personal data* 1 can be collected and processed. The GDPR puts
strong requirements on data controllers*, and enhances rights of data
subjects*. However, this text can be difficult to interpret and to imple-
ment, and could be toothless if not complemented with appropriate
technology. For instance, the GDPR emphasizes requirements over
the information about personal data collection and processing to be
communicated to data subjects before the collection of such data. 2 It
imposes obligations on the content of information, and on the means
of communication of this information. 3 This information is all the
more important that it is required for consent, which is one of the
legal grounds* to process personal data. Consent must be freely given,
without ambiguity, and must be revocable, among other things. 4
The Internet of Things can pose difficulties to implement lawful
information communication and consent management. Internet of
Things devices are indeed ubiquitous, i.e., they physically surround
1 Words marked with an asterisk are described in the Glossary, see Appendix A.
2 In the following, any mention of information refers more specifically to the information
about personal data collection and processing to be communicated to data subjects
unless stated otherwise.
3 The content and the means of communication of this information is described in
Section 1.1.2.2.
4 Section 1.1.2.3 describes the requirements of the GDPR on consent with more depth.
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data subjects; various, i.e., they collect different types of data or use
different communication protocols; are often endowed with low com-
putational power; and rarely possess appropriate interfaces to present
information. Information is traditionally conveyed as privacy policies*
— long and verbose texts difficult to understand for lay-users. This
state of affairs is considered unacceptable by some scholars [102], and
the application of such a mechanism of “notice and choice” [35] is
not more appropriate in the Internet of Things than it is on the Web.
It is questionable whether having to read and consent to the privacy
policy of every Internet of Things device encountered is realistic and
acceptable in order to use the service associated.
The tension between the requirements of the GDPR for information
and consent and the Internet of Things cannot be easily solved. It is
however possible. The goal of this thesis is to provide a solution for
information communication and consent management in the Internet
of Things from a technological point of view. More specifically, it
strives to answer the following question: Is it possible to intelligibly
inform data subjects about personal data collection and processing in the
Internet of Things, and to manage consent in a privacy-preserving way, while
facilitating lawfulness for data controllers? To introduce the topic, we
first present the context in Section 1.1, with the Internet of Things,
then elements of legal background, and finally the issues arising from
the tension between the Internet of Things and legal requirements. In
Section 1.2, we finally expose the objectives of this thesis to address
the issues presented at the end of Section 1.1.
1.1 context
In order to grasp the importance to enhance information and consent
in the Internet of Things, this section first presents the Internet of
Things in Section 1.1.1, including the threats it poses to privacy. We
then present a brief overview of the GDPR, the legal framework which
provides a context to our contributions, in Section 1.1.2. Finally, we
present the issues to be addressed to enhance information and consent
in the Internet of Things in Section 1.1.3.
1.1.1 Internet of Things
The Internet of Things is not a well-defined notion. However, it is
possible to adopt the following definition, derived from its designation:
the Internet of Things is the network encompassing any digital device whose
interface allows for an Internet connection.
Its origin is to be found in Ubiquitous Computing, term coined
in 1991 by Weiser [156]. We shortly describe three common areas
of application of the Internet of Things: wearables in Section 1.1.1.1,
smart homes in Section 1.1.1.2, and smart cities in Section 1.1.1.3.
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Appendix B provides a more exhaustive overview of the Internet of
Things.
1.1.1.1 Wearables
Some Internet of Things devices can be worn by data subjects, and
are therefore denoted wearables. Tehrani & Andrew define wearables
as “electronic technologies or computers that are incorporated into items of
clothing and accessories which can comfortably be worn on the body”[140].
This incorporation of devices into the outfit invisible them. For in-
stance, glasses can record audio and video without bystanders noticing
it [77]. Smartwatches have the possibility to retrieve the pulse rate, for
which they are designed most of the time, and can also disclose the
activity of the holder: whether she is running, walking, or sitting for
example [71].
1.1.1.2 Smart homes
The smart home, also known as Wireless home automation networks
(WHANs) [59], is the enhancement of the home with connected devices
in order to facilitate the life of data subjects. Among all devices, smart
speakers embedded with virtual assistants made a notable break-
through. Major tech companies launched their own smart speaker.
Smart speakers continuously listen, and react to a wake word which
then triggers voice control. Data subjects command built-in virtual
assistants, which interact with other smart devices in the home. The
smart home is entangled with wearables which react and communi-
cate with the rest of the infrastructure. All these devices communicate
with various technologies, such as ZigBee, 6LoWPan, or Bluetooth
when wearables are considered.
1.1.1.3 Smart city
The third and last part of the Internet of Things presented in this
section is smart cities. Smart cities encompass many devices and use
cases. It is for instance common to find Wireless Sensor Networks [21]
(WSN) to measure air quality. Air pollution is considered a major
issue in big cities, and such WSN can help to monitor pollutant
emissions. Data about air quality is not personal, and does not threaten
privacy. However, other data sources are less innocuous, such as
smart grids [41] and smart meters (see Appendix B.3 (under the
term smart energy)). Smart meters can reveal the devices used, and
even the activities performed — such as whether an occupant is
cooking, sleeping, or using a laptop — if the collection granularity
is fine enough. They can be combined in a smart grid, which can
provide “the opportunity to reduce energy consumption enabled by
detailed, personalized energy consumption reports and consequent
monetary savings” [41]. Cameras have spread out in the recent years,
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and they are now connected to Internet. They allow for a real-time
and continuous monitoring, not to mention the improvement made
in facial recognition [30, 39]. At the heart of a city resides its different
means of transportation. It is no surprise to find smart mobility as
a component of a smart city [18]. In Barcelona for instance, the
combination of a smart bus network designed according to a data
analysis of traffic flow with smart traffic lights optimize the overall
transportation system [1]. In addition, the traffic lights are set to
free the road for emergency vehicles in case of a fire or an accident.
Tomorrow’s smart mobility may very well be composed of Vehicular
Ad-hoc Networks (VANETs). Connected vehicles form a VANET, and
are able to communicate together, and with the roadside [161]. This
communication can prevent accidents by warning equipped vehicles
in the vicinity, or can improve traffic efficiency.
Many self-claimed smart cities chose to put some data retrieved
from these sensors online and publicly available, when this data
is not personal. This information is labelled Open Data [15]. Open
Data denotes the set of public data opened to the public for scrutiny
and research [69]. Because of the public nature of Open Data, the
data available must not be personal, and common examples include
transportation network information, locations of bicycle-sharing docks
and their availability, Wi-Fi hotspots, air quality information, and
data unrelated to the smart city aspect such as trees locations or city
budgets [152] etc.
Summary
Capturing the different applications of the Internet of Things is diffi-
cult, as the term encompasses various types of devices, types of uses,
and types of data collected. Moreover, these devices communicate
with numerous protocols, and their sole common point may be their
connection to Internet. The Internet of Things differs from ubicomp
in that ubicomp is an historic term, rooted in academia; while the
Internet of Things is more of a current and commercial designation,
although now seized by academia. However, it does not mean than
the Internet of Things does not have a physical existence. Quite the
contrary: the Internet of Things is part of our selves, homes, and cities,
and is not less threatening to privacy than ubicomp.
1.1.2 Legal background
In Europe the deployment of IoT systems must comply with differ-
ent legal frameworks, the most recent of which is the General Data
Protection Regulation (GDPR), enacted in May 2018 in the European
Union. It has an extraterritorial scope, which makes it important for
data controllers to consider it, regardless of their location. Amongst
other things, the GDPR requires specific modalities of information,
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and of consent retrieval. Section 1.1.3 lists the issues arising from the
tension between the GDPR and the Internet of Things, but we first in-
troduce the legal framework and its main principles in Section 1.1.2.1.
Sections 1.1.2.2 and 1.1.2.3 then respectively describe the requirements
over information and consent, as well as clarifications of the WP29. 5
1.1.2.1 GDPR
The Regulation 2016/679 of the European Parliament and of the coun-
cil on the protection of natural persons with regard to the processing
of personal data and on the free movement of such data, and repealing
Directive 95/46/EC (General Data Protection Regulation, often short-
ened in GDPR) was adopted on the 27th of April 2016 and became
enforceable on the 25th of May 2018. With the growth of Internet
use, the rise of the Internet of Things, and the risks posed by the
application of machine-learning techniques to ever-growing personal
data, the previous Directive needed an update. The GDPR is now the
main text regulating personal data collection and processing in the
EU, and many non-european countries consider it as well since it has
an extraterritorial scope. Whereas the Directive had implicit principles
(e.g., proportionality and transparency, which do not appear as is
in the text), the GDPR provides its principles explicitly in Article 5.
Personal data shall be processed lawfully, fairly, and transparently; the
purpose of collection shall be specified, explicit and legitimate (purpose
limitation); only required data shall be collected (data minimization);
data shall be accurate; its storage has to be limited; and personal data
must be stored securely (integrity and confidentiality). On top of this
bundle of principles, the data controller must be able to demonstrate
compliance with these principles (accountability).
The regulation also emphasizes the implementation of data protec-
tion by design and by default in Article 25 (often denoted as privacy by
design and privacy by default). Implementing privacy by design means
that the data controller must consider “the state of the art, the cost
of implementation and the nature, scope, context and purposes of
processing [...] both at the time of the determination of the means for
processing and at the time of the processing itself”. Implementing
privacy by default means that the data controller “shall implement
appropriate technical and organisational measures for ensuring that,
by default, only personal data which are necessary for each specific pur-
pose of the processing are processed”. Finally, Article 35 requires data
protection impact assessments in certain situations. Such assessment
must prove the proportionality and necessity of processing, in line
with the stated purposes. The GDPR provides Data Protection Agen-
5 WP29 stands for Working Party 29, a European advisory board, now European Data
Protection Board (EDPB)
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cies (DPAs) with a strong economic leverage to enforce its obligations:
DPAs can impose fines up to 4% of the annual turnover. 6
1.1.2.2 Information under the GDPR
The GDPR requires data controllers to inform data subjects when they
collect and process personal data, regardless of the legal ground of
processing. It specifies the content of that information, as well as the
means to communicate this information.
Art. 13 and 14 specify the content to provide when informing:
• the identity of the data con-
troller and its contact
• the type of data collected
• its purpose
• the legal ground
• the recipient of data
• the 3rd parties involved
• the retention time
• the rights of the data subject
Art. 12 requires that information must be inter alia: concise, trans-
parent, intelligible and easily accessible; expressed in clear and plain
language; where appropriate, communicated by electronic means.
The communication of information participates in the obligation of
transparency specified by the GDPR. The WP29 has detailed in guide-
lines [155] its interpretation of transparency. For instance, it clarifies
the notion of the “appropriate measures” with which data controllers
must inform. Data controllers have to consider the timing of informa-
tion: before the collection when data is collected directly from the data
subject; the modalities of information: data controllers must take active
steps to inform data subjects and not the contrary. The WP29 also
recommends the use of layered notices to avoid information fatigue: it
recommends information to be presented in consistent layers, whose
first one must provide the most impactful information. It encourages
icons for Internet of Things environments, as a complement with “in-
formation necessary for the exercise of a data subject’ rights”. These
icons must be standardized, and machine-readable where presented
electronically.
1.1.2.3 Consent under the GDPR
Consent is one of the six legal grounds to process personal data under
the GDPR. A consent is considered as valid under the GDPR (Art.
4(11)) if it fulfils the following conditions:
• It has to be freely given
• It has to be specific
6 See the 4 million euros penalty of the CNIL against Google LLC [27].
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• It has to be informed
• It has to be unambiguous
In addition to these conditions, the data controller must be able to
demonstrate consent (Art. 7(1)), and the data controller must ensure
that consent can be withdrawn (Art. 7(3)). The Working Party 29 has
detailed in guidelines [154] its interpretation of this definition. We
summarise their interpretation below:
free The free character of consent implies that the data subject
has a real choice and control [84] over the decision. Imbalance of
power has to be taken into account, and the service provided must not
be degraded if consent is not given. Bundling unnecessary consent
with the acceptance of a required contract is not acceptable: a choice
must always be offered (the WP29 denotes it “conditionality”). Free
also means granular, and data subjects should be free to choose the
purposes to which they consent. It must be possible to refuse consent
without detriment.
specific Similar to the notion of granularity, consent has to be
specific to each purpose of processing.
informed Information must be provided to data subjects prior to
consent. We refer to Section 1.1.2.2 for the information required and
its modality of communication.
unambiguous Last, consent has to be given unambiguously by a
“statement from the data subject or a clear affirmative act”. The WP29
specifies that pursuing the browsing of a website cannot constitute con-
sent, and so are opt-out facilities — i.e., solutions considering that data
subjects accept conditions by default: data subjects should explicitly
mention their disagreement, further discussed in Section 2.2.2.
1.1.3 Issues related to information and consent
We saw in Section 1.1.1 that the Internet of Things encompasses vari-
ous application domains — i.e., wearables, smart homes, and smart
cities. This variety of contexts makes arduous to retrieve information
related to personal data collection and processing. The invisibility of
devices combined with their proliferation exacerbates the difficulty of
being informed. Weiser wrote about this invisibility in his well-known
article “The Computer for the 21st Century” [156]: The most profound
technologies are those that disappear. They weave themselves into the fabric
of everyday life until they are indistinguishable from it.
Information is all the more important that consent heavily relies on
it. Data collection and processing must rely on a legal ground to be
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lawful, and a common legal ground is consent (see Section 1.1.2.3).
Interactions are necessary to communicate consent, but it can be
difficult with devices in the Internet of Things.
The most hurdling characteristics of Internet of Things devices for
information and consent can be grouped into four features: ubiquity,
variety, low computational power, and inappropriate interface.
ubiquity The ubiquity of Internet of Things devices means they
have pervaded our everyday lives: Internet of Things devices are
everywhere.
variety Ubiquity often goes with variety. A smartwatch does not
function as a smart thermostat, does not collect the same type of
data, nor communicate using the same protocols.
low computational power Numerous devices do not have high
computational power. It is notably the case for WSNs. Such
devices are fit for a limited number of tasks, which often amounts
to collecting data and forwarding it to a central node (named
the sink). Some devices literally lack the communication means
to interact with data subjects, as they were only devised to listen
surrounding wireless communications: they are passive.
inappropriate interface Correlated with their small size and
due to the fact that they are battery-powered, most Internet of
Things devices are not endowed with user interfaces. When they
are, it is often inappropriate interfaces to convey consent.
Information communication and consent management are far from
being implemented by design in Internet of Things environments,
which causes threat for privacy. We describe the issues pertaining
to information in Section 1.1.3.1, and pertaining to consent in Sec-
tion 1.1.3.2.
1.1.3.1 Information issues
Data subjects are generally unaware of devices, and of what data is
collected, for which purposes of processing.
Their low computational power and inappropriate interface make
it difficult for devices to declare themselves, i.e., to announce their
presence, and to inform of their data practices. It contrasts with the
web where websites can provide their own privacy policy. Devices in
the Internet of Things are often limited by their capacities, i.e., they
cannot always communicate information electronically nor through
means of display, resulting in ineffective declaration (as described
below) or no declaration at all.
Because of their variety, it is difficult to design a single solution
which would permit the communication with all Internet of Things
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devices. Section 1.1.1 presented the variety of Internet of Things situ-
ations, involving different types of devices. These different types of
devices do not always function according to the same communication
protocols: they are not always equipped to communicate with data
subjects’ devices.
The absence or the inappropriateness of interfaces results in the
difficulty to intelligibly present information related to data collection
and processing to data subjects. The web is all about interactions with
users: either on the screen of a desktop computer or on a smartphone,
the web is meant to be seen; whereas the Internet of Things is meant to
be invisible. Moreover, the intelligibility of the information conveyed in
privacy policies is questionable. Privacy policies in their current format
are hard to understand [31], for lay users [102] as for experts [128].
Presenting verbose and ambiguous information is not acceptable to
inform data subjects. A last obstacle for information is therefore the
actual presentation of information.
As a consequence, the current situation is made of wall signs or
stickers, which are ineffective information means in most situations.
For example, tracking panels were installed in the Parisian subway
in early 2019, with a small sticker (a few centimetres large) placed
vertically on the side of the panels [89] as the only mean of information
(see Figure 1). Data collection and processing in the Internet of Things
happens unbeknownst to data subjects, and it is uncertain that the
few means of information deployed actually convey this information
to end-users, all the more intelligibly.
(a) The sticker is placed vertically at
90
◦ on the side of the panel.
(b) The sign translates as: “This furniture is
equipped with an anonymous audience
measurement operated by Retency on be-
half of Metrobus.”
Figure 1: Example of an ineffective information in the Internet of Things.
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1.1.3.2 Consent issues
Even when they are aware of data collection and processing surround-
ing them, data subjects have difficulties with the communication of
their choices in terms of personal data collection and processing.
Data subjects do not necessarily have the means to express their
choices in the first place, for instance whether they agree to a specific
type of data to be collected, and processed for certain purposes etc.
This is partly due to the ubiquity of Internet of Things devices: there
is no easily accessible point of access, which results in the difficulty of
expressing a choice. 7 Moreover, when a choice is available, it is often
a binary one.
Symmetrically to the reception of information, the communication
of choices is problematic due to the variety of devices. This may also
be due to the passivity of devices, to the extent that a data subject
cannot establish two-way communications with passive devices.
As far as consent is concerned, the current situation is far from ac-
ceptable. It is common to find systems considering opt-out as consent,
and even when opt-in is considered, it rarely goes beyond a yes-or-no
choice. To illustrate, some Wi-Fi hotspots consider that accepting the
terms of use and the privacy policy — required to access Wi-Fi — also
provides consent from data subjects to be geolocalised for marketing
purposes [58]. This arguably goes against the free requirement of con-
sent described in Section 1.1.2.3. It is then possible to opt-out from
this processing by sending by email the device’s MAC address. 8 This
situation is not convenient for data subjects, whose data is collected
without proper consent; but it has drawbacks for data controllers too,
who risk considerable sanctions if they cannot demonstrate consent.
Summary
Amongst information and consent issues, the Internet of Things ap-
pears to be a perilous terrain for privacy. It is difficult to inform data
subjects about data practices due to the variety, ubiquity, and lack of
appropriate interface; and managing consent — i.e., expressing and
communicating choices of data subjects so that data controllers can
demonstrate consent — is also challenging because of the variety and
the low computational power of Internet of Things devices. The issues
presented can be put in the form of a question as follows: Is it possible
to intelligibly inform data subjects about personal data collection and process-
ing in the Internet of Things, and to manage consent in a privacy-preserving
way, while facilitating lawfulness for data controllers?
7 This issue is however not a specificity of the Internet of Things, as it can happen on
the Web.
8 The MAC address is a unique identifier of a digital device.
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1.2 objectives
The Internet of Things raises numerous privacy concerns, and is
especially challenging when it comes to information communication
and consent management. And while we can rely on data protection
laws to the extent of their application, they must be complemented
with the appropriate technology not to be toothless.
The current situation is not acceptable: posters and wall signs cannot
guarantee the reception of information by data subjects, and requesting
consent from data subjects for every device encountered results in
user fatigue.
To tackle the issues presented in Section 1.1.3, we present the goal
set for this thesis. We presented it in the beginning of the document as
providing a solution for information communication and consent management
in the Internet of Things from a technological point of view. With the
elements brought in by the analysis of the specific issues of information
and consent in the Internet of Things, it can now be more specific:
the goal is to design a generic framework to communicate information and
manage consent in the Internet of Things.
The global approach uses privacy policies to communicate informa-
tion and to manage consent. Data controllers privacy policies are a
commitment to conditions of processing. Data subjects privacy policies
refer to the choices of data subjects regarding their personal data. Both
types of privacy policies are machine-readable, and as a matter of fact,
the entire framework relies on electronic setups: data subjects must
possess an electronic device, and data controllers must declare their
privacy policies with electronic devices. More details and conditions
over these privacy policies and devices will be given in the following
chapters.
We now detail the objectives such a framework must satisfy in order
to communicate information and manage consent. These objectives can
be presented according to the two notions discussed so far: information
and consent. They echo the issues aforementioned.
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1.2.1 Objectives with respect to information
As far as information is concerned, an Internet of Things system
collecting personal data must satisfy the following objectives:
Objective 1 (Systematic declaration). Data controllers must declare all
devices collecting personal data, with all the information required by the
GDPR. In addition to legal requirements, this declaration must be automatic,
and communicated by electronic means. A systematic declaration is required
to automatize information and to enable its processing by data subjects’
electronic devices.
Objective 2 (Reception of information). The information declared must
be received by the device of any data subject about whom personal data can
be collected. Similar to the declaration of information, information must be
received electronically. Ensuring the reception of information electronically is
complementary with the declaration of this information.
Objective 3 (Intelligible presentation to data subjects). The information
received must be presented to data subjects in forms and at times that should
minimize information fatigue and maximize the likelihood that data subjects
will not miss any useful information. Misleading, repetitive, or truncated
information is not acceptable, and the information presented must be carefully
designed.
The objectives of systematic declaration, of reception of informa-
tion, and of intelligible presentation tackles the lack of appropriate
information in the Internet of Things. They must be addressed with
machine-readable and user-friendly privacy policies. These privacy
policies must be received and presented on data subjects devices.
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1.2.2 Objectives with respect to consent
As far as consent is concerned, an Internet of Things system collecting
personal data must provide the following facilities:
Objective 4 (Expression of choices). Data subjects must be able to express
their choices with respect to personal data collection and processing, in forms
and at times that should minimize their fatigue and maximize the likelihood
that they make appropriate decisions regarding the protection of their personal
data. It must be possible for data subjects to reflect on their choices at a
different time than the collection of data. The expression of choices must
encompass the expression of consent in the sense of the GDPR, and its
withdrawal.
Objective 5 (Communication of consent). Consent must be received
by any data controller able to collect personal data. Data controllers must
not collect the data (or must immediately delete it) if this consent is not
consistent with their data controller policy, i.e., of this consent does not
respect data subjects’ choices. Consent must be communicated electronically,
and seamlessly if the data subject has expressed choices consistent with the
data controller policy.
Objective 6 (Demonstration of consent). Data controllers must have
the possibility to store the consents obtained from data subjects so they can
demonstrate GDPR compliance regarding consent, in particular that it has
been provided by the data subject on whom data is held. The demonstration of
consent must encompass the identity of the data subject, the conditions of pro-
cessing, and its lawfulness: i.e., its free, specific, informed, and unambiguous
character.
The objectives of expression of choices, of communication of consent,
and of demonstration of consent tackles the difficulty of consent
management in the Internet of Things. They must be addressed with
machine-readable privacy policies set by data subjects on their device.




Chapter 1 introduced the Internet of Things; the legal requirements in
terms of information about personal data collection and processing
and consent; and the problems resulting from the combination of the
Internet of Things and these requirements. The chapter concludes on
the objectives set to address these challenges.
Chapter 2 will provide an overview of the state of the art related to
information and consent in the Internet of Things. The section related
to information will successively present manners to communicate
information aimed for humans in a user-friendly way, then for ma-
chines in a machine-readable format. The section related to consent
will detail existing solutions on privacy assistants for the Internet of
Things, opt-out facilities, cookie management systems, and solutions
for the secure storing of consent.
We will pursue in Chapter 3 with the main contribution of this thesis:
a generic framework for information communication and consent
management in the Internet of Things. The main idea behind this
framework is its generic character. In addition to a set of assumptions
about its scope of application, this framework is composed of: a
protocol to negotiate privacy policies, that we denote PPNP for Privacy
Policies Negotiation Protocol; requirements to present information and
interact with data subjects as a PDC (for Personal Data Custodian); and
high-level requirements over the provability of consent, necessary for
its demonstration.
In order to prove the feasibility of the framework, we will present in
Chapter 4 different options of implementation. The communication of
information and consent through privacy policies can be implemented
in two different manners: directly and indirectly. We will then continue
on ways to implement the PDC and the ledger. A design space is then
provided for systems designers, as a guide for choosing between the
direct and the indirect implementations. The chapter concludes with
illustrating scenarios.
Chapter 5 will present the prototypes devised to demonstrate the
feasibility of the framework’s implementations. A first section will
illustrate how the indirect implementation of the framework can be
developed as a collaborative website named Map of Things. A second
section will sketch the direct implementation combined with the PDC
under the mobile application CoIoT.
Chapter 6 will close the document with a summary of contribu-
tions, discussions about design choice and designers’ responsibilities,
limitations of the work presented, and avenues for future research.
2
S TAT E O F T H E A RT
This chapter provides a state of the art of the solutions to inform
about personal data collection and manage consent in the Internet of
Things. The work presented in this chapter relates to the objectives
enumerated in Section 1.2. We present solutions to inform data subjects
in Section 2.1. An overview of solutions to manage consent is then
provided in Section 2.2.
Only a handful of solutions exists and is presented in this chapter.
It denotes both the challenge to inform and to manage consent in the
Internet of Things, as well as the need to tackle the issues presented
in Section 1.1.3.
2.1 information
The objectives presented in Section 1.2 require information to be sys-
tematic (Objectives 1 and 2), as well as intelligibly presented to data
subjects (Objective 3). A number of solutions focus on conveying
intelligible information in the Internet of Things, as sets of icons, stan-
dardized notices [35], or as a risk analysis tool, and we present them in
Section 2.1.1. Other proposals are motivated by the systematization of
information in the Internet of Things: privacy languages, and they are
described in Section 2.1.2. The latter can also participate in fulfilling
Objective 4, to the extent that choices expressed by data subjects have
to be in a format understandable by machines.
These two types of solutions to communicate information — respec-
tively user-friendly and machine-readable — can be seen as means
to express privacy policies. The first type conveys what we denote
graphical privacy policies, while the second type conveys what we
denote machine-readable privacy policies.
2.1.1 User-friendly information
A limited number of solutions provide user-friendly information for
Internet of Things environments. Egelman et al. [49] developed a set
of icons for the Internet of Things, later refined with crowdsourcing.
The final set of icons (see Figure 2b) focuses only on the type of data
collected — voice, gesture, image — and its purposes — detection of
gender, emotion, language.
A notable example of privacy icons for mobile phones are the
android permissions [60], created by Google. They present icons com-
bined with simple natural language (see Figure 3). For each application
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(a) “Is this thing on?” initial icons (b) “Is this thing on?” final icons
Figure 2: “Is this thing on?” icons
installed on a mobile phone running Android, the permission man-
ager presents a short graphical policy. Only limited information is
presented (the type of data collected, and processing in recent versions,
but not the purpose for instance), and data subjects have to look into
the application’s natural language privacy policies in order to find
more information. This proposition is presented in a standardized
manner, and heavily uses icons.
The only example of genuine standardized notice is the work of
Emami-Naeini et al. [50], who conducted a survey in order to rank
the factors of Internet of Things devices purchase. They determined
that security and privacy were among the most important factors of
purchase, and consequently developed an Internet of Things privacy
label to improve information visualization (see Figure 4).
In [124], Pardo & Le Métayer present a web interface to inform
data subjects about the potential risks of their privacy policies. The
interface is composed of a user-friendly form for data subjects to input
their privacy policies, and a set of risk analysis questions, e.g., “Can
company X collect my data?” (see Figure 5). Data subjects simply
need to click on “Analyze” to automatically obtain the answer to the
questions. Additionally, data subjects may introduce risk assumptions
in order to specify possible misbehaviours that malicious entities could
perform.
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Figure 3: Android permissions
2.1.1.1 Benefits and limitations
Graphical privacy policies have a notable benefit: to foster understand-
ing of lay-users. This is required to fulfil Objective 3. But they are
however not exempt of limitations, as they are often ambiguous, and
can rarely convey all the information required by law.
benefits Many solutions aim to provide intelligible information to
lay-users. Attempts were made to analyse what icons were recognis-
able and to measure their reliability. Egelman et al. [49] crowdsourced
privacy indicators for the Internet of Things. In their study, they found
out that some icons are well-recognized (for example, the camera sym-
bol was recognized by more than 95% of participants as representing
video recording), while others do not (only 3.6% recognized the voice
command & control icon).
These solutions often pertain to “Legal Design”. Legal design can be
defined as “[the] application of design-thinking (processes by which
design concepts are developed by designers) principles to the practice
of law, to make legal systems, products, services and processes more
useful, useable, understandable and engaging for all” [133].
limitations Though accessible to lay-users, graphical privacy
policies may be interpreted in different ways, thus leading to ambigui-
ties. The same icon can be interpreted in different ways according to
the differences in culture, education level, or context etc. For instance, a
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Figure 4: Prototype IoT label
euro symbol ¤ can represent the commercial use of collected data, or
that data subjects will be paid for having their data collected. Nothing
has been done to produce a reasonably recognized set of privacy icons
for the Internet of Things— e.g., validated by a user study — despite
the attempts of [49] to measure icons recognition.
Graphical privacy policies are also limited by their restricted scope.
Existing graphical privacy policies are not very expressive, due to the
limited number of icons available. Some aspects required by law, and
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Figure 5: Input Forms of Risk Analysis Web Application.
notably by the GDPR, are rarely mentioned, others only in comple-
mentary text and not in the graphical part of the policy.
2.1.2 Machine-readable information
Few solutions have been developed to communicate information in
the Internet of Things systematically. These solutions often take the
form of machine-readable privacy policies — i.e., privacy policies that
can be automatically processed by computers. Most of these solutions
were devised by academics, and result in what has been called privacy
languages. According to Kasem et al. [72], a privacy language is “a
set of syntax and semantics that is used to express policies”. Many
privacy languages have been proposed in the past twenty years (cf.
[72, 148]), but most are not tailored to the Internet of Things.
A pioneer project in this area was the “Platform for Privacy Prefer-
ences” (P3P) [36]. P3P was conceived as a policy language for websites.
It allows clients to declare their privacy preferences, and online ser-
vice providers (mostly websites) to inform how they use customers’
data. P3P policies are specified in XML format, and include notions
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such as purpose, retention time and conditions. Conditions may be
opt-in or opt-out choices for data subjects, or preferences based on
data subjects’ credit or service usage. Many extensions to P3P have
been proposed [5, 11, 81], where its syntax has been extended — for
instance, E-P3P [11] extends P3P’s syntax with obligations. P3P has
notably been used by Langheinrich [80] to systematically inform users
in ubiquitous environments.
Another line of work is that of formal privacy languages (formal
languages in the sequel). Formal languages are languages which have
their syntax and semantics defined by means of mathematical def-
initions. More precisely, they use formal languages such as Linear
Temporal Logic [65], First-Order Logic [65] or Authorization Logic [2]. The
only example of formal privacy language for the Internet of Things is
Pilot [123]. Pilot makes it possible to include spatio-temporal condi-
tions which allow data subjects and data controllers to describe when,
where, and by which devices data may be collected. Formal languages
give meaning to their privacy policies by means of formal semantics.
Typically, these semantics define what events may be executed de-
pending on the privacy policies selected by the actors interacting in
the system, e.g., data subjects and data controllers.
For some languages, algorithms have been devised to automatically
compare policies. The goal is to determine, given two policies, which
one is more restrictive. For example, a policy that allows data pro-
cessing for research purposes during 7 days is more restrictive than
a policy that allows data processing for advertisement and research
during 90 days. Comparison is necessary to make it possible to mech-
anize consent. If the policy of a data controller is more restrictive than
that of a data subject, then the data subject privacy preferences are
satisfied. This step, although insufficient, is necessary for consent to
be legally valid (see Section 1.1.2.3).
Formal languages can also come with tools to perform different
types of automatic analyses. Pilot uses model-checking [14] to perform
risk analysis. Given a data subject privacy policy, and a set of risk
assumptions such as “Company X may transfer data to Company Y”,
it is possible to automatically answer questions such as “Can Company
Z use my data for advertisement?” or “Can my data be collected by
Company Z?”.
2.1.2.1 Benefits and limitations
Machine-readable privacy policies have several benefits, which make
them partly suitable to fulfil Objectives 1 and 4. But they also possess
an important limitation, i.e., their low understandability, which require
them to be complemented with other solutions such as graphical
privacy policies.
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benefits As opposed to natural language or graphical policies,
machine-readable policies can be automatically enforced. Policy lan-
guages have means to guarantee that data is accessed according to the
policies. Formal languages often provide stronger guarantees as they
define how data is processed by all the parties after data collection. For
example, they enable the definition of unambiguous rules to ensure
that data is only used for purposes in the policies, or that data is only
transferred to allowed entities.
Machine-readable privacy policies enable the possibility of auditing
whether data is being handled according to their respective privacy
policies. This functionality is of great value for DPAs. Auditing mech-
anisms are typically implemented as logs that record the operations
performed on data. Ensuring the integrity of the logs is an orthogonal
issue which is crucial for the legal validity of the auditing mecha-
nism [17, 132].
The lack of ambiguity in policy languages endowed with formal
semantics makes it possible to precisely reason about their correctness,
i.e., that data is handled as stated in the privacy policies. This is
specially true for formal languages. It is important to remark that there
exists a gap between the formal semantics and its implementation —
technical details not modelled in the semantics may lead to unforeseen
violation of the properties. Therefore, formal languages should be
complemented with auditing mechanisms.
Machine-readable privacy policies enable the possibility of automat-
ing certain procedures such as information communication and con-
sent management. Data subjects can automatically receive information
on devices able to present it intelligibly, if the communicating enti-
ties have been programmed to interpret the format under which the
privacy policies are communicated. Automatic information commu-
nication facilitates transparency by making data subjects more aware
of how their data is being handled — notably in ubiquitous systems
where passive data collection is common.
This automatic information is a first step in the design of autom-
atized consent management (consent has to be informed, see Sec-
tion 1.1.2.3). Automatic communication of privacy policies also makes
possible a negotiation of privacy choices: data controllers and data
subjects can interact more quickly by means of machines. For in-
stance, instead of refusing an entire privacy policy, a data subject
could propose to negotiate a restricted set of purposes of processing.
The machine-readability of privacy policies hence greatly facilitates
the communication in such cases.
Machine-readable privacy policies can also be beneficial on the web,
where they facilitate enforcement [6]. As a matter of fact, they enable
an automatic verification of the privacy settings of data subjects and
can solve conflicts if there is any, even if the number of stakeholders is
important and their interactions complex. Machine-readable privacy
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policies can similarly be used in P2P systems [70]. Here, the machine-
readability of privacy policies enables automatic access control over
the purpose of use in P2P environments.
limitations The main limitation of machine-readable privacy
policies is their lack of usability. As adoption relies among other
things on human understandability, understandable and usable poli-
cies seems to be a condition sine qua non for their adoption and effi-
ciency.
One of the most recurring criticism of machine-readable privacy
policies is their lack of human understandability. Pilot takes into ac-
count readability requirements: it includes a natural language version
of each policy, but many other do not [107]. However, it is questionable
whether they can actually be understood.
To put things into perspective, the OECD [120] conducted a study
which shows that two third of adults from developed countries cannot
conduct a medium-difficulty task related to ICT environments. Al-
though privacy management was not mentioned in the OECD study,
it is a medium-difficulty task, and solutions tackling privacy manage-
ment must consider information-illiteracy.
Summary
Few solutions have been devised to provide the necessary information
to the data subjects before the collection of their data in the Internet of
Things. Some of them can convey intelligible information, but they are
often ambiguous. Other solutions can perform automatic information,
at the expense of a poor understandability by lay-users. The interested
reader may find more details in a joint paper with Raúl Pardo titled
“SoK: Three Facets of Privacy Policies” [107].
2.2 consent
The objectives presented in Section 1.2 include the expression of
choices (Objective 4), the communication of consent (Objective 5),
and the demonstration of consent (Objective 6). Few solutions have
been developed precisely on consent management in the Internet of
Things, and can therefore satisfy these objectives. In this section, we
successively present: privacy assistants in Section 2.2.1, that could be
considered as the closest technical achievements to a consent manage-
ment system; opt-out facilities in Section 2.2.2; Section 2.2.3 analyses
cookie management systems, a thriving research area; and finally we
describe how a secure ledger can store and help demonstrate consent
in Section 2.2.4. Privacy assistants, opt-out facilities, and cookie man-




Solutions emerged in the 2000s to centralize the management of per-
sonal data collection in the Internet of Things from a data subject
point of view. These solutions often take the form of privacy assistants.
They do not refer specifically to the idea of consent as presented in
Section 1.1.2.3, but come close to what could be defined as a consent
management system, in the sense that they offer a choice to data sub-
jects regarding personal data collection. With respect to the definition
of consent, this choice does not always fulfil all the requirements set
forth by the GDPR. For example, the choice is often free, but does
not always consider processing (only collection). It can be specific or
informed, but ambiguity is not always considered.
Privacy assistants, and their framework, can be coarsely defined
as agents interacting on behalf of data subjects, and communicating
privacy preferences in a structured format to an environment. The
environment is the set of surrounding devices able to collect personal
data or to communicate with the agent. Devices able to communicate
with the agent can be named proxies, gateways, or registries. An assistant
usually represents in a user-friendly manner the environment, its
intents in terms of data collection, and permits the data subject to set
her privacy preferences. The enforcement of privacy preferences is
not always taken into account, and when it is, it is often done on a
privacy enforcement point (PEP): an entity which controls what data can
be collected, to which purpose, according to the privacy preferences
communicated.
2.2.1.1 PawS
Langheinrich presents in [80] a privacy awareness system: PawS. This
pioneer work is composed of: i) privacy proxies, with a personal proxy
for the data subject, which communicates with one or more service
proxy of data collectors. These proxies refer to both agents (for data
subjects) and gateways (for data controllers); ii) machine-readable
privacy policies, to codify data practices and to allow automated
processes to read such policies and “take actions on them”; iii) policy
announcement mechanisms, to notice users with either implicit or
active announcement; and iv) privacy-aware databases, on which are
stored privacy preferences as privacy policies, as well as collected data.
An overview of the system is illustrated in Figure 6.
2.2.1.2 Framework for informed consent
Neisse et al. describe a framework for informed consent in the Internet
of Things in [111]. Their framework provides pseudonymity through
a privacy-preserving authentication using Idemix, to register users in
services. Privacy preferences are denoted informed consent policy rules,
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Figure 6: Overview of PawS
and use Model-Based Security Toolkit [112], but these rules do not
consider purpose and could rather be categorized as access control
rules rather than privacy policies. A service user stores policy rules in a
security gateway through her smartphone, these rules are compared to
a security policy of a service provider in a PEP, which selectively disclose
data to service providers if a consent has been given.
2.2.1.3 PrivacyBat
In a more specific setting, Cha et al. [32] propose a user-friendly pri-
vacy framework named PrivacyBat to achieve consent using Bluetooth
Low Energy devices (see Section 4.1.1.1). The framework allows the
declaration of devices as well as their data practices. Privacy pref-
erences of data subjects are communicated through what they call
Privacy Preference Expression GATT services.
2.2.1.4 CMU’s Privacy Assistants
CMU conducts a project named Privacy Assistants, spanning over
several years of research and multiple articles. 1 They developed three
components for a IoT privacy infrastructure [40], described thereafter.
The interaction among the components is presented in Figure 7.
internet of things resource registry (irr) An IRR allows
for its owners — data controllers— to declare devices in Internet of
Things environments. Such IRRs can participate in legal compliance by
declaring data collection and processing, and can also help advertising
Internet of Things resources (their functionalities and services for
1 https://privacyassistant.org/
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Figure 7: Illustrative diagram of CMU Personalized Privacy Assistants
instance). The declaration is operated by “IoT resource owners” and
administrators on a web portal, and consists in the type of data, the
granularity of collection, the purpose of processing, etc. Several IRRs
can operate within the same geographical zone, and can be discovered
through directories. Because the level of trust between IRRs may not
be the same, they propose a hierarchical management of IRRs similar
to ICANN and the regulation of domain names.
personalized privacy assistant (ppa) A PPA is an app on a
data subject’s smartphone in charge of discovering nearby IoT devices
(IoTA in Figure 7). It requests IRRs to notice data subjects about data
practices. Data subjects have the possibility to set their privacy prefer-
ences on their PPA, and these preferences are adapted according to
machine learning models. They therefore contend that data subjects
should be informed of what interest them, as opposed to what they
must legally be informed of.
privacy enforcement point (pep) A PEP is the logical entity
responsible for controlling the collection and processing of personal
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data. It does so according to privacy preferences communicated by
a PPA through APIs. A PEP stores the privacy preferences of data
subjects, and maintains them in a database. If a data subject decides
to use the service of an Internet of Things device, the device first has
to request the PEP to verify whether data collection can happen.
2.2.2 Opt-out facilities
Certain solutions offer a weak version of consent management: opt-out
facilities. Opt-out is not considered by the GDPR as a valid form of
consent, but it has been extensively used by data controllers before
the enaction of the GDPR. These solutions are often used to opt out
of tracking systems. They typically require logging into a portal or
an access point, which can either automatically retrieve the identifier
used for tracking or request the said identifier to the data subject.
For instance, the Future of Privacy Forum (FPF) uses a solution
named Smart Places [134] as an opt-out solution. Data subjects have
to manually retrieve their Wi-Fi or Bluetooth MAC address, in order
to copy/paste it on a dedicated website. Instructions are provided to
locate the addresses.
Another example is the experimental tracking system Wombat [99],
which involves an opt-out access point (see Figure 8). Data subjects
have to connect to a Wi-Fi access point explicitly denoted “Opt-Out
Wi-Fi tracking” for instance. The access point stores the address of
the device connected, and adds it to a black list. The devices whose
identifiers are in the blacklist are not tracked any more.
Figure 8: Architecture of Wombat
The settings of opt-out facilities may be considered as too technical
for lay-users when a manual input is required, and data subjects can
be tracked without having been informed of the processing.
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2.2.3 Cookies management
A notable example of consent management is offered by cookies.
Recent work analysed the rightfulness of cookie consent notices in a
post-GDPR era. Cookie consent notices (also named cookie banners)
are the prime choice for notifying data subjects of data collection
on the web, and should therefore comply with legal requirements
regarding consent. These notices are gaining interest in research, both
from a usability [78] perspective and in implementation, as we present
in this section. Cookie banners are all the more important that the
GDPR requires an informed consent. They are therefore becoming an
important component for valid consent, and 62.1% of websites in
Europe display these notices [42].
Degeling et al. [42] examine topsites from January to October 2018 —
pre- and post-GDPR. They checked the existence of privacy policies,
their updates, and their references to the GDPR. More importantly,
they analysed cookie consent notices. They observed a significant
increase post-GDPR (+16%). But these cookie banners largely lack
proper manners to provide choice, and sometimes no choice at all.
They extend this analysis in [146] where they argue that most cookie
consent notices do not comply with transparency requirements. In-
deed, cookie banners tend to use Dark Patterns* to lure data subjects
into giving their consent. Utz et al. [146] explore the influence of po-
sition, the type of choice, and content framing on consent in web
cookies context. They found out that nudging obviously influences
decision, but so is the position of the cookie banner: data subjects are
most likely to interact with consent notices placed at the bottom left
position in the browser window.
Recent work by Matte and Bielova [98] analysed Consent Man-
agement Providers (CMP) of cookie banners, with a focus on IAB
Europe’s Transparency and Consent Framework. A CMP provides
a cookie banner with the possibility to share the retrieved consents
between third parties. They found out at least one violation in 56%
of the websites studied . They identify the following four GDPR and
ePrivacy violations:
consent stored before choice The CMP stores a consent be-
fore any choice from the data subject. It violates the requirement
of prior consent.
no way to opt out The data subject cannot refuse consent, and is
only informed of data collection. This goes against the require-
ment of unambiguous consent.
pre-selected choice The CMP provides already selected boxes
or slides, and the data subject has to actively deselect them if
she refuses consent.
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non-respect of choice A consent is stored and shared even though
the data subject explicitly refuses consent.
They conclude that although the GDPR led data controllers to provide
better consent notices for cookie management, the situation is still far
from satisfactory.
2.2.4 Storing consent
The GDPR introduces an obligation for data controllers to be able to
demonstrate that they have received a valid consent, when consent is
the legal basis for processing. A strong way to demonstrate consent
should involve a proof of the identity of the data subject for whom
consent has been retrieved, and the proof of a successful storage.
Ledgers can help store consent. We mean here by ledger or registry “a
digital, auditable, and trustable log”.
Securely storing data has been a topic of interest for many years. The
literature has been extensively discussed by the Special Privacy Project
in [137]. Their study considers ledgers for storing processing activities
and personal data transactions. They list the expected functionalities of
a ledger. We only present the functionalities of interest for the present
work:
completeness All data processing and sharing events should be
recorded in the ledger.
immutability The log should be immutable such that it is not
possible to go back and modify the history.
integrity The log should be protected from accidental and/or ma-
licious modification.
non-repudiation When it comes to both data processing and shar-
ing events it should not be possible to later deny that the event
took place.
rectification & erasure It should be possible to rectify errors
in the stored personal data and/or delete data at the request
of the data subject. This feature concerns the data but not the
ledger itself.
They distinguish three options to achieve these requirements, each
option being more appropriate for certain features:
• A local ledger maintained by a single company provides perfor-
mance and scalability
• A global ledger with a trusted third party provides traceability
through event trails
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• A global ledger with a peer-to-peer network does not require to
trust any third party
Special Privacy [137] references many solutions, but Bellare [17]
and Schneier & Kelsey [132] are relevant for our goals. As integrity
is difficult to achieve in practice, [17] proposes a property that states
that existing data cannot be modified without detection, even if the
machine storing data is compromised. This property is denoted the
forward integrity security property. He also shows how this property
can be of use for auditable logs. [132] proposes a method to make
log entries unreadable and impossible to undetectably modify on a
compromised machine, if they have been generated before the compro-
mise. Both propositions are local ledgers, and provide strong integrity
guarantees. However, their implementation is far from trivial due to
the complexity of their proposal.
More recently, [117] proposed a distributed and append-only register
named Hypercore, whose contents are cryptographically hashed and
signed. Their ledger was built to prove integrity of distributed content.
Their solution replicates i) content on different nodes, ii) metadata
about this content, and iii) the ledger which ensures integrity of
content. The granularity of the replication can be parametrized. The
ledger uses Merkle Hash Trees [103, 109]. The ledger also uses a history
to keep trace of modifications, making undetectable modifications
difficult. However, an attacker can compromise the ledger if she gets
access to the machine storing the ledger. This proposition relies on
a global distributed ledger, either based on a peer-to-peer network
or a single trusted third party. Although it seems to provide lower
guarantees at first sight, due to the possibility of compromising the
ledger, its distributed nature makes the possibility to modify content
without detection difficult: the attacker would need to gain access to
all machines.
summary
This chapter provided an overview of research dealing with infor-
mation communication and consent management in the Internet of
Things. The solutions surveyed here do not take into account the
generic character of the Internet of Things. They often attempt to
answer a specific question, or are tailored to a specific setting.
The solutions informing data subjects can be categorized into those
providing user-friendly information — through graphical privacy
policies— and those providing machine-readable information — through
machine-readable privacy policies. Both the former and the latter are
scarce, and only a combination of user-friendliness and automation
can convey information as mandated by our objectives.
Solutions managing consent are even less numerous. While privacy
assistants come close in terms of goals, opt-out facilities and cookie
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management systems are often misleading, and do not consider con-
sent in the sense of the GDPR (see Section 1.1.2.3). We concluded this
chapter with a presentation of ledgers, which can provide guarantees
for the storage of consent.
Part II
C O N T R I B U T I O N S
You know, anyone who wears glasses, in one sense




F R A M E W O R K
Chapter 2 provided a state of the art of existing solutions to com-
municate information and manage consent in the Internet of Things,
and concluded with the fact that few solutions have been devised to
these ends in the Internet of Things. Today, no existing solution is
satisfactory with respect to the issue presented in the first chapter,
i.e., no solution communicates information in the Internet of Things
about data collection and processing to data subjects in a user-friendly
manner, and provides a fieldable, privacy-protective and facilitating
consent management solution for data subjects and data controllers.
Moreover, existing solutions are often specific, and cannot address the
heterogeneity of the Internet of Things. To fill this gap, this chapter
presents a generic framework for information and consent in the In-
ternet of Things. The framework is generic in the sense that it does
not depend on specific communication protocols, channels or types of
devices, nor fielding configurations: it provides a high-level solution
of information communication and consent management applicable
to any Internet of Things environment.
The framework involves three complementary components:
information The means for data controllers to communicate infor-
mation about personal data collection and processing to data
subjects.
consent The means for data subjects to communicate their consents,
and for data controllers to securely store consents received from
data subjects.
interaction The means for data subjects to interact in a friendly
manner with devices in charge of information retrieval and
consent management.
The framework provides the basis for a user-friendly solution, ad-
dresses legal compliance, and achieves these properties without re-
quiring extensive modifications of existing infrastructures. These fea-
tures are discussed along the chapter, and some are more thoroughly
described in Chapter 5.
Needless to say, we do not claim that any implementation of the
framework proposed here would be legally compliant, or even GDPR
compliant, as such compliance involves many legal principles and
practical considerations. However, one of our goals is to ensure that
the frameworks facilitates GDPR compliance regarding information
and consent in the Internet of Things. Moreover, the framework does
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not consider the enforcement of privacy policies. Enforcement is out
of the scope of this work, which focuses on information and consent
management.
We present in Section 3.1 the assumptions of the framework, and
the notation used. We then pursue with the presentation in Section 3.2
of a protocol for information and consent in the Internet of Things: the
Privacy Policy Negotiation Protocol (PPNP). PPNP mostly aims to fulfil
Objectives 1, 2, and 5. Section 3.3 presents guidelines for designing
a privacy managing agent in the Internet of Things, that we denote
Personal Data Custodian (PDC). The PDC mostly addresses Objectives 3
and 4. Finally, Section 3.4 describes how a proof of consent can be
achieved using high-level requirements. Objective 6 is satisfied by
these requirements, which can be seen as functions a system must be
able to perform. However, each component of the framework does not
exclusively address and fulfil the objectives aforementioned, and each
component participates in numerous ways to their completion.
Each component also possesses mandatory and optional requirements:
the framework cannot be implemented if the former are not met,
and the latter provide refined features. A restrictive setting of the
framework can only consider mandatory requirements, but optional
requirements are recommended for a full-fledged implementation. The
two types of requirements are summarised at the end of the chapter
in Tables 1 and 2.
3.1 assumptions and notation
The framework proposed in this section relies on a set of hypotheses:
it requires devices (Section 3.1.1) possessing certain features, which
communicate by means of specific messages (Section 3.1.2). We as-
sume that we are in a ubiquitous environment where data controllers
deploy devices that can collect personal data on data subjects. We
refer the reader to the glossary in Appendix A for a summary of the
acronyms used. 1
3.1.1 Devices
Figure 9 shows the different devices and their possible interactions. In
this figure, information and consent refers to PPNP (Section 3.2); interac-
tion and bond refer to the human-computer interactions (Section 3.3);
consent storage refers to the proof of consent (Section 3.4); potential data
collection and consent list update illustrate the collection process and the
enforcement of privacy policies.
Any device owned by a data controller is denoted Data Controller Device,
or DCD. Any device owned by a data subject is denoted Data Subject Device,
1 Note that the appendix also present important terms which are not necessarily
acronyms.
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or DSD. We describe in what follows the specific roles of these devices.
A summary of the devices required is provided in Tables 1 and 2
under Devices.
3.1.1.1 Mandatory devices
We denote DCG, for Data Controller Gateway, a device controlled by a
data controller, able to communicate information (the content of which
is described thereafter), and to retrieve consent. The DCG therefore
participates in Objectives 1 and 5. The consents received are stored on
a component denoted CSS, for Consent Storage Server. This component
contributes to Objective 6.
We denote DSG, for Data Subject Gateway, a device controlled by
a data subject and able to communicate information and consent
messages.
features A DSG must possess a Data Subject Policy (DSP), and a
DCG must possess a Data Controller Policy (DCP). 2 The privacy poli-
cies must be machine-readable, i.e., in a structured format interpretable
by a machine. More precise requirements over privacy policies are
described in Section 3.1.2.
A DSG must be able to hash files, to store cryptographic keys, and
to sign messages (see Appendix D). Requirements over cryptographic
capabilities are needed for the proof of consent (see Section 3.4).
Similarly, a CSS must be able to hash files, to store cryptographic
keys, and to sign messages. The CSS must also have the capacities to
archive consents (see Section 3.4).
A DSG must have an appropriate interface. We mean by appropri-
ate interface: a touchscreen or the combination of a screen and a keyboard,
allowing for the human-computer interactions described in Section 3.3 (con-
sultation of privacy policies, management of the DSP, and notifications
to the data subject).
3.1.1.2 Optional devices
Other devices are optional, such as other DCDs and DSDs. DCDs
are devices collecting personal data, they are not mandatory for in-
formation and consent, but considered to the extent that we assume
personal data is collected. For their part, data subjects may own several
DSDs. They are optional, but our framework supports them. DSDs
are linked to the DSG through a process denoted bonding (see Sec-
tion 3.3.2.2). Other DCDs and DSDs— i.e., non-gateway devices — ,
may have weaker computational capacities, and inappropriate or even
no interface.


















































Figure 9: Explanatory diagram of the framework. Devices and their interac-
tions are denoted with normal font, components of the framework
are denoted in italic, and the two sides of the framework are de-
noted in bold.
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3.1.2 Messages
Devices can communicate using messages, that we define below. Here,
we only consider messages for information and consent. We first
consider the privacy policies (Section 3.1.2.1) — on which operations
may be applied — then the other types of messages (Section 3.1.2.2).
A summary of the messages required is provided in Tables 1 and 2
under Messages.
3.1.2.1 Privacy policies
As stated in Section 3.1.1, DSGs and DCGs must respectively possess
a DSP and a DCP. A DCP corresponds to the commitment of a data
controller in terms of personal data management. A DSP corresponds
to the requirements of a data subject for the processing of her data.
A DSP can be seen as what data one agrees to be collected, and
under which conditions of processing. A DSP is positive in the sense
that it only states what a data subject authorizes and under which
conditions. 3
Following the guidelines provided in [107], we propose a multi-
faceted approach to privacy policies. This section presents the machine-
readable facet. A suitable privacy language for this facet must meet
requirements over the syntax, and over the operations permitted.
These requirements are detailed in the rest of the current section. Any
language meeting these requirements can be used in the framework.
A summary of the content of privacy policies required is provided in
Tables 1 and 2 (pages 62 and 63) under Privacy policies. A summary
of the required operations permitted over privacy policies is provided
in Tables 1 and 2 under Language.
mandatory requirements Privacy policies must be represented
as a set of rules, to each of which corresponds one type of data:
policy ::= (rule1, rule2, . . . , rulei)
A rule is a set of information specifying for one type of data: a) the
commitment of a data controller in terms of personal data management
if it belongs to a DCP, or b) the requirements of a data subject for the
processing of her data if it belongs to a DSP.
Content The mandatory part for a rule is:
• the type of data
• the purpose of collection
3 As opposed to a negative definition, in which every data collection and processing
would be authorized, and where a data subject would selectively opt-out of the terms
of the DSP.
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• the retention time
• the data controller concerned (DC). 4
• and the 3rd parties involved (which can be empty)
The 3rd parties involved are required by law, but not all data process-
ing include them: this item is required but can be empty. The required
content of a rule is a subset of the content required by the GDPR when
informing about personal data collection.
See example 1 for clarification.
Example 1. A DSP rule can be “I agree that my license plate is collected
for improvement of service purposes by interparking, and stored no more
than 7 days.” Reciprocally, a rule from a DCP would be “Interparking
requests your license plate for improvement of service purposes, and
store it for 7 days”.
Both DCP and DSP have the same requirements over content, but
they are interpreted differently: a DSP agrees, while a DCP requests.
Comparison It must be possible to formally compare a DSP to a
DCP, and the result is required to be deterministic. A DSP is said
to match a DCP if and only if a DSP > DCP, i.e., the DSP is more
permissive than or equal to the DCP. A consent can be communicated
iff DSP > DCP. See example 2 for clarification.
Example 2. A DSP rule can be “I agree that my location is collected for
analytics purposes by Villeurbanne, and stored no more than 30 days.” 5
Reciprocally, a rule from a DCP such as “Villeurbanne requests your loca-
tion for analytics purposes, and store it for 365 days” will not match the
rule above, as the retention time requested by the DCP is more than what I
require in my DSP. However, the two policies would match if the same DCP
had a retention time of 30 days or less.
Intersection Two privacy policies are required to be intersectable.
We denote the intersection operation ∩. The intersection of two privacy
policies should be understood as the terms on which the parties agree
according to their current policies. In other words, given two policies
DSP and DCP, the result of DSP∩DCP is the greatest DCP2 such that
(DSP > DCP2)∧ (DCP > DCP2). If DSP > DCP, then the intersection
DCP2 = DCP. Intersection is required when negotiating as we describe
in Section 3.2. See example 3 for clarification.
4 Only the name of the data controller belongs to the machine-readable facet, and we
use the term DC to distinguish it. Its contact details belong to the natural language
facet.
5 We assume that no other rule considers location as a type of data for the sake of the
example.
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Example 3. A DSP rule can be “I agree that my location is collected for
analytics purposes by Villeurbanne, and stored no more than 30 days.” 6
Reciprocally, a rule from a DCP such as “Villeurbanne requests your lo-
cation for analytics and marketing purposes, and store it for 15 days”
will not match the rule above, a purpose of collection (marketing) is not
authorized by my DSP. However, we can agree on an intersection requiring
my location to be processed only for analytics purposes and stored for 15
days.
optional requirements
Content Besides the content necessary for the operation of the
protocol, privacy policies can also contain the following information:
• the frequency of collection
• the location of DCDs
• the range of collection
Location of device, frequency and range of collection are tailored to
the Internet of Things and can provide better insights about devices.
categories Among the different items data subjects must consider
in the rules of a DSP, most could knowingly be defined in advance.
However, it may be more convenient for data subjects to define rules
for categories of DC, data or purposes than on each of them separately.
Data subjects must be able to define high-level items, or categories of
items. See example 4 for clarification:
Example 4. D = Identifiers, d1 = Wi-Fi MAC address, d2 = IMEI number.
d1,d2 ∈ D. Authorizing Identifiers will authorize both Wi-Fi MAC address
and IMEI number collection.
3.1.2.2 Other types of messages
The protocol described in the next section involves other types of
messages:
mandatory messages
Consent A consent is the authorization from a data subject to a
data controller to collect data and use it according to a DCP. A consent
consists in: a hash of a privacy policy, the set of identifiers of the
devices concerned by data collection, 7 and a cryptographic signature
6 Same comment as above, we assume that no other rule considers location as a type of
data for the sake of the example.
7 Data subjects can consent for as many DSDs as they want. Such identifiers can be
digital, such as Wi-Fi or Bluetooth MAC addresses, or physical, such as licence plates.
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for the authentication. A consent is required to be communicated in
plain text and signed — i.e., encrypted with the data subject cryp-
tographic private key. The signature authenticates the data subject,
thus ensures the origin of the consent; the hash of the DCP ensures its
integrity. A DCP always produces the same hash, and is the only DCP
able to produce this specific hash. Hash functions are presumed to
be collision-free, i.e., two different DCPs always produce two different
hashes (see Appendix D).
Dissent A data subject can also withdraw a consent by communi-
cating a dissent. A dissent consists in: a hash of a nil privacy policy,
the set of identifiers of the devices concerned by data collection, and
a cryptographic signature for the authentication. A dissent must be
communicated in plain text and signed. A data controller who pre-
viously retrieved a consent from a specific data subject can then no
longer pursue data collection, and must stop data processing. Consent
withdrawal does not affect the lawfulness of previous processing [53,
Art. 7(3)].
Refusal It is a message sent by a DSG to a DCG to inform that no
agreement can be conducted.
optional messages In order to agree on an intersection policy,
data subjects and data controllers undertake what we denote as a nego-
tiation. This process requires other messages besides privacy policies
and consents:
Deny It is a message sent by a data controller to a DCG to inform
that the privacy policy intersection is rejected
Accept It is a message sent by a data controller to a DCG to inform
that the result from the intersection is accepted
3.2 protocol
The protocol presented in this section is one of the main components of
the framework. We denote this protocol Privacy Policy Negotiation Protocol
or PPNP for short. The protocol provides a generic approach to in-
form data subjects and to manage their consents by communicating
machine-readable privacy policies. PPNP is generic in the sense that
it relies on few technical assumptions. The protocol consists in three
main phases: information, consent, and interaction. Negotiation is an
optional requirement for our framework. The phases information and
consent consider machine-to-machine communications, while interac-
tion considers natural persons (data subjects). Note that interactions
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with data subjects is not the focus of PPNP: they are described with
more precision in Section 3.3.
Even if it is an optional requirement, negotiation is still an important
part of consent. As a matter of fact, the possibility for data subjects
to negotiate the terms rebalances power between data controllers and
data subjects. Data subjects are no longer constrained to either accept
all terms of data collection and processing or refuse them altogether;
data controllers can also refuse the new policy, denoted intersection
policy, proposed by data subjects.
The use of PPNP does not in itself guarantee legal compliance, but
the protocol specifically addresses the notion of informed consent:
consent is communicated after the information of the data subject. As
a matter of fact, PPNP ensures that a consent can be communicated if
and only if 1) the DSG has received the DCP, and 2) the DSP matches
the DCP.
We first present a semi-formal definition of the protocol using
state diagrams in Section 3.2.1, and then using sequence diagrams in
Section 3.2.2.
A summary of the features required by the protocol is provided in
Tables 1 and 2 under Protocol.
3.2.1 State diagrams
This section presents a view of the DCG and the DSG through UML
state diagrams [144]. These state diagrams provide abstract repre-
sentations of machines, and can be useful for implementation and
reasoning. We consider both mandatory and optional requirements.
Entities are denoted with lower cases. Variables are denoted with
UPPER CASES, other messages with regular Title Cases.
We first describe the states and transitions used by the diagrams;
then the state diagram of the DSG and the DCG as directed graphs.
3.2.1.1 States and transitions
The states of the PPNP protocol include the following information:
DCP, DSP, CONSENT, and DISSENT (see Section 3.1.2 for more de-
tails about the content and format of these messages). Similar to Sec-
tion 3.2.2, we implicitly consider generic entities dealing with the same
type of data for the sake of simplicity and explanation. Transitions
can be triggered by events, or by conditions. States are represented
by rounded rectangles, except the initial state represented as a black
circle denoted S1. Choice pseudo-states are represented by diamonds,
and address conditions. Transitions are represented by arrows from a
state to another.
conditions Conditions are boolean tests over state variables. An
event occurs only if the test evaluates to true. For instance, in the
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DSG state diagram (see Section 3.2.1.3), the arrow from S2 to a choice
pseudo-state means that: if the DSP is less restrictive than the received
DCP, then we go to state S3, and a consent is issued to the DCG which
communicated the DCP; if the DSP is more restrictive, then we go to
state S4 etc. Our systems are deterministic in the sense that there is
always only one transition such that its condition evaluates to true in
a given state.
events Our state diagrams involve two types of events: internal
and external. Internal events trigger external events. In the case where
more than one event happen, the events are separated by a “,” and it
means they happen consecutively.
Internal events Some events in the state diagram of an entity are
triggered by the entity itself:
• Send(A, b) where A is an information communicated to another
entity b.
Send(A, b) by entity c triggers a Receive(A, c) in entity b.
• Set timer. A timer set will eventually expire, triggering a change
of state
• Prompt(A, b) where A is an information communicated to an-
other entity b. Prompt is used to request a new policy from the
data subject (through his PDC) or acceptance of a policy from
the data controller.
External events Some events in the state diagram of an entity are
triggered by another entity, or by the expiration of a timer:
• Receive(A, b) where A is an information received from another
entity b. It implicitly changes the configuration of the entity
receiving the information
• Timer expires
3.2.1.2 Mandatory and optional requirements
We refer the reader to Tables 1 and 2 presented at the end of the
chapter for a distinction between the mandatory and the optional
requirements over the state diagrams.
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In the following, we use sequence diagrams [144] showing events
that happen sequentially from the top to the bottom. These sequence
diagrams consider both mandatory and optional requirements, and are
complementary of the state diagrams. We use here the same notation
as for the state diagrams when it can be applied; this is not the case
for the communication between the DSD and the CSS for instance,
which is not considered in the state diagrams. Devices and actors (data
subject and data controller) are represented on the top of the diagram.
Continuous arrows from an entity (device or actor) to another are
requests. Dashed arrows are answers to requests. Continuous arrows
from an entity to itself provide information about the state of the
entity, or the result of an operation. The entities considered in the
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diagrams are DCDs, a CSS, a DCG, a data controller denoted DC, a
DSG, a data subject denoted DS, and DSDs. We implicitly consider
generic entities dealing with the same type of data for the sake of
simplicity and explanation. Note that DCDs and DSDs are presented
to illustrate how data collection could happen.
3.2.2.1 Information (mandatory)
The DCG initiates the communication by providing the DCP. The
DCP is received by the DSG. PPNP does not consider the actual com-
munication means, and can therefore be implemented on different
technologies as shown in Chapter 4. Consequently, we do not consider
communication failures, and, as a result, non reception of messages
should be dealt with carefully at the implementation level.
3.2.2.2 Consent (mandatory) and negotiation (optional)
Upon reception, the DSG compares the DCP and his own policy (called
DSP) for the type of data and data controller specified in the DCP,
and issues a consent message if they match (see Figure 10). We refer







Can collect data according to the DCP
DCD CSS DCG DSG DSD
Figure 10: The policies match
If the two privacy policies do not match, the DSG prompts the
data subject, sets a timer, and awaits for a new DSP— denoted DSP’
— from the data subject (see Section 3.3.1.4). In doing so, we dis-
tinguish the machine-to-machine (M2M) communication from the
human-computer interaction (HCI). The inputted DSP’ becomes the
new DSP for this type of data. Note that the input of a new DSP’
is important for data subjects to consider purposes of processing or
DC that were not considered in their original DSP (or modalities of
processing in a broader meaning).
After the input of the new DSP’ from the data subject (or the
expiration of the timer), the DSG checks whether the DSP’ matches
the DCP:
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• The policies match (i.e., the DSP’ is less restrictive than the DCP,












Can collect data according to the DCP
DCD CSS DCG DSG DS DSD
Figure 11: The policies do not match at first, the DSG requests an interaction
from the data subject. The modification results in a match.
• The policies do not match and their intersection is null (i.e., the
data controller and the data subject cannot agree on any data
collection according to their current privacy policies, see Section
3.2.1), the DSG issues a message of refusal (see Figure 12). This
means that, based on the current privacy policies, the data con-
troller and the data subject cannot agree on any data collection.
As a result, the communication is stopped. A more detailed
description is presented in Section 3.2.1.
• (Optional) The policies do not match but their intersection is not
null (i.e., they can agree on some terms of data collection and
processing), in that case the DSG sends the new DSP’ to the DCG
(see Figures 13 and 14). The intuition is that the data controller
and the data subject can negotiate terms of data collection as
long as they have some terms on which they agree.
The DCG, after having sent the DCP, awaits for answers from the
DSG:
• If the DCG receives a consent, this consent is forwarded to the
CSS.













DCD CSS DCG DSG DS DSD
Figure 12: The policies do not match, and the data subject does not interact.
DSP  DCP
Set timer












Can collect data according to the intersection
DCD CSS DC DCG DSG DSD
Figure 13: (Optional) The policies do not match, but an agreement is made
on the intersection of policies
• (Optional) If the DCG receives a DSP, it requests its data con-
troller for permission to use the intersection policy between the
DCP and the DSP, and sets a timer. The data controller can either
accept or deny this intersection policy. Accepting the intersec-













DCD CSS DC DCG DSG DSD
Figure 14: (Optional) The policies do not match, the data subject agrees to a
new DSP’, but the data controller denies the policy
denoted DCP’ — specifically for the collection of data from this
data subject. The DCP provided originally does not change and
will be used for the next requests. If it is accepted, the inter-
section is sent to the DSG, and the DCG awaits for a consent,
a refusal, or a new DSP (see Figures 13 and 14). Otherwise (a
denial or the expiration of the timer), the collection of data is
not allowed.
The data subject can withdraw her consent at any moment by
sending a dissent message to the DCG (see Figure 15). The withdrawal
of consent corresponds to a requirement from the data subject to stop
data collection and further data processing by the data controller (see
Section 3.1.2.2). All consents and dissents are forwarded to the CSS,
which accepts only these two types of messages. The CSS provides a
list of consents, and dissents if there is any, to his DCDs on request.
A DCD must query the CSS regularly — or it can be updated by
the CSS — in order to maintain an up-to-date list of consents. As
mentioned before, the enforcement of the DCP by the data controller
is out of the scope of this study. The data controller must consider the
most recent consent or dissent input (see Section 4.3.3.1).
The information through the DCP, the communication of consent
and the negotiation can be performed on different channels (see Chap-
ter 4).













Can no longer collect data. Processing must stop
DCD CSS DCG DSG DS DSD
Figure 15: The data subject dissents
3.3 human-computer interactions
PPNP provides means to inform data subjects, but it does not con-
sider how the information is presented. Similarly, the protocol also
provides means to communicate consent, to negotiate, and it assumes
that data subjects interact, but it is silent on how these interactions
should occur. The present section proposes guidelines to present in-
formation and interact with data subjects, introducing the notion of
Personal Data Custodian (PDC).
A PDC can be seen as a software agent operating on behalf of data
subjects, installed on the DSG. The role of the PDC is to reduce the
burden of personal data management upon data subjects.
A PDC must provide certain facilities: presenting DCPs, displaying
and managing DSP, and notifying the data subject when prompted. To
each of these facilities corresponds a User Interface (UI), i.e., a screen
on the Personal Data Custodian. The facilities are described thereafter,
and mapped to the UIs, presented as state diagrams in Figure 16.
The PDC is required to display DCPs intelligibly — see UI “Consult
DCP” (Section 3.3.1.1). This feature is required to fulfil Objective 3.
The PDC is required to provide access to the DSP— see UI “Consult
DSP” —, and control over the creation, modification, and deletion
of rules — see UI “Add/modify/delete”. These features are required
to fulfil Objective 4. The PDC is required to deal with notifications
when negotiating — see “Negotiation” (Section 3.3.1.4). This feature is











Figure 16: Global functioning of the Personal Data Custodian.
“Consult DCP” is a state corresponding to the UI of DCPs.
“Consult DSP” is a state corresponding to the UI of the DSP.
“Add/modify/delete” is state corresponding to the UI of the mod-
ification of the DSP.
(Optional) “History” is state corresponding to the UI of consents,
a summary of the data collected by a given data controller, and a
versioning of the DSP.
“Notification” deals with external outputs such as Prompt() re-
quests of PPNP, and with answers to these requests using Send().
present a history of important events, such as consents given — see
UI “History” (Section 3.3.2.4).
A summary of the features required by the PDC is provided in
Tables 1 and 2 under PDC.
3.3.1 Mandatory requirements
3.3.1.1 Consult DCP
Expressing privacy policies only in natural language is not enough
for two reasons: because it makes automatic analysis difficult, and
because it is ambiguous and difficult to understand for lay-users
(see [107]). Those two issues can be mitigated by adopting a multi-
faceted approach to the expression of DCPs, which combines natural
language, graphical, and machine-readable facets of privacy policies.
We proposed a machine-readable format in Section 3.1.2, along
with the content required for the framework: type of data, purpose
of processing, retention time, DC, and 3rd parties. Following the
guidelines provided in [107], we now introduce the graphical facet.
The graphical facet of DCP must present the mandatory content
(see Section 3.1.2) in the foreground. The PDC must not present all
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information on the first UI, but is required to provide access to more
details if the data subject requests it.
The standard and mandatory way to present information on a
PDC is denoted rule-per-rule. A rule-per-rule presentation consists in
presenting the content of each rule one after the other in a sequential
order. A solution consists in representing each rule in simple natural
language, combined with icons (see [107]).
See example 5 for clarification.
Example 5. A rule-per-rule presents DCPs as follows:
“Elgoog requests your Wi-Fi MAC address for analytics and marketing
purposes, and store it for 30 days.”
“Koobecaf requests your Bluetooth MAC address for marketing purposes,
and store it for 60 days.”
The PDC must also provide a link to the natural language version
in order to be legally compliant (see [107]). In doing so, data subjects
can easily access a more detailed version without compromising the
usability of the UI. The link to the natural language version is not part
of the rules.
3.3.1.2 Consult DSP
In addition to the display of DCPs, the PDC must present the DSP.
Being able to consult her own DSP is a condition sine qua non for its
management, and its presentation must meet the same requirements
as the DCP, except for the link to the natural language version, only
required for data controllers for accountability purposes [107]. Similar
to DCPs, the DSP must be proposed rule-per-rule.
3.3.1.3 Add/modify/delete
Unlike a DCP, a DSP is likely to be created and modified by a data
subject. The modification of a DSP must be done rule per rule, hence,
a data subject must be able to add, modify, and delete rules. These
operations must be conducted from a different UI used to consult the
DSP, but the addition of a rule must be particularly put forward when
consulting the DSP.
3.3.1.4 Notifications
The PDC must handle notifications, especially when an interaction
occurs (Prompt(DCP, ds) in PPNP). The data subject is requested by
the PDC when the DSG receives a DCP and the policies do not match.
The PDC can trigger a physical notification on the DSG such as a
vibration or a sound, or can be mute and only display the request as a
visual notice. Vibrations must be designed carefully as they can tend
to over-burden data subjects. The modality of notifications is at the
sole designer’s discretion. Their content is however a requirement.
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The data subject answers with a Send(*, dsg) (according to PPNP
notation). The answer is a DSP if the request was a DCP. This DSP
can be a new one, or the current one if no change is made (illustrated
in Figure 12). A data subject can also spontaneously communicate a
consent withdrawal (DISSENT) through this medium.
3.3.2 Optional requirements
Additionally, the following optional functionalities can alleviate data
subjects’ burden when managing their DSPs.
3.3.2.1 Alternative presentation
A sorted presentation consists in selecting an instance of an item,
and presenting all the rules associated with the selected instance. See
example 6 for clarification.
Example 6. A presentation sorted by the purpose of collection marketing
presents DCPs as follows:
“DCPs requesting data for marketing purposes:
Elgoog requests your Wi-Fi MAC address, and store it for 30 days. Koobe-
caf requests your Bluetooth MAC address, and store it for 60 days.”
3.3.2.2 Bonding other DSDs
Data subjects must be able to bond other DSDs. Here bonding refers
to the addition of the identifier of a DSD to the set of identifiers of a
consent (see Section 3.1.2.2). This step consists in either 1) automati-
cally bonding a device. It requires the other DSD to be in a bonding
state and a communication protocol intended for this purpose; or
2) manually inputting an identifier when automatic bonding is not
possible. Bonding another DSD does not need a dedicated UI, it can
be done on any UI.
3.3.2.3 Preset items
When creating or modifying a rule, a data subject should be proposed
to choose among preset items to reduce fatigue. For instance, when
entering the type of data of a new rule, a data subject must be proposed
a list of common or already used types of data. This can be achieved
through a drop-down menu, or pull-up list [8]. Preset items can be
restricted according to the first characters inputted. Every item may
propose a set of preset items.
See example 7 for clarification:
Example 7. A data subject wants to modify an existing rule. A list contain-
ing “Bluetooth MAC address, Wi-Fi MAC address, Licence plate” is
proposed when the data subject has to input the type of data. The list can be
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restricted to “Bluetooth MAC address, Wi-Fi MAC address” if the data
subject has already input the letters “MAC” in the input field because only
these two items contain the substring “MAC”.
3.3.2.4 History
The PDC should also provide a visual summary of consents previously
given. This feature empowers data subjects because it raises awareness
about personal data disclosed. Data subjects should be able to access
the consents with respect to the DCP to which they have consented.
Similarly, the PDC should be able to display a versioning of the DSP.
A history could also encompass a summary of the data collected by
surrounding devices.
3.4 proof of consent
Proof of consent is a necessary component of our framework. Indeed,
demonstration of consent by data controllers is a legal requirement
of the GDPR. A lot of research has been conducted on the secure
storage (as described in Section 2.2), and we propose a way to reuse
and adapt them to our goal: facilitating consent demonstration. Both
data subjects and data controllers have an interest in keeping a trace of
consents. On the one hand, data subjects wish to ensure their consent
cannot be forged, altered nor changed afterwards, and that they can
withdraw consent (consent withdrawal is a right under the GDPR);
on the other hand, data controllers wish to prove they obtained every
consent, and that the proofs cannot be tampered with nor denied.
To verify these properties, the best way is to provide an auditable
system. The audit must be conducted by an independent third-party.
Such third-party must not have interests colluding with the data
controller, and it typically is a DPA. We consider the third-party a
DPA in what follows. The auditability of such a system is therefore
the most important requirement. However, it is not the only one,
and while data controllers have requirements over a system storing
consents, data subjects have requirements as well. In this section, we
provide details of data subjects and data controllers requirements in
Section 3.4.1. These requirements can be achieved using cryptographic
properties, described in Section 3.4.2.
A summary of the functions required by the proof of consent is
provided in Tables 1 and 2 under Proof of consent.
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3.4.1 Requirements
This section presents the requirements a system must meet in order to
securely store consents and to be audited. At this level, these require-
ments can be seen as functions the system must be able to perform.
Each function is composed of one or multiple steps a data controller
or a data subject must be able to conduct. Chapter 4 describes how
each of these steps can be performed on a technical level.
These functions are not independent of each other, and they must
be performed in a certain order. Figure 17 gives an overview of these
requirements, and of their interactions. An Audit can be conducted
only after the consent has been stored (Archive), this consent would
have been verified before being stored (Verification), and the starting






Data controller Data subject
Archive Access
Figure 17: High-level requirements over a system demonstrating the proof of
consent. Requirements are inside small boxes. Entities are denoted
in bold and their range of action is symbolised by the large boxes.
The arrows represent a temporal order, except the dashed arrow
which represents that the function Revocation impacts the function
Archive. Note that Revocation is a requirement for both data
controllers and data subjects.
3.4 proof of consent 57
3.4.1.1 Data controllers requirements
To proceed to a secure storage of consents compliant with the protocol
presented in Section 3.2 and with the GDPR, a data controller must
be able to archive consents, verify their well-formedness, accounts for
revocation of consents, and enable an audit from a third-party. Note
that all data controllers requirements are mandatory.
archive We denote archive the steps during which consents are
stored. The archive must provide a complete and tamper-evident
storage of consents. This requirement is needed for the storage
of consents.
verification We denote verification the steps assessing the well-
formedness of the consents communicated by the data subject.
The verification must provide unforgeability of the consents
communicated, their non-repudiation by data subjects, and their
non-impersonation. This requirement is needed to check the
validity of the consents communicated: that they originate from
an un-impersonable data subject, and that they correspond to a
DCP.
revocation We denote revocation the steps during which a data
controller receives and accounts for a consent withdrawal from
a data subject. Accounting for a consent withdrawal means that
the data controller modifies the storage of the proofs of consents
(the function Revocation impacts the function Archive, see the
dashed arrow in Figure 17) so as to stop considering valid the
consents previously given by the data subject considered. The
revocation must provide unforgeability of dissents, their non-
repudiation by data controllers, and their non-impersonation.
This requirement is needed to provide the withdrawal of consent
(as prescribed by the GDPR [53, Art 7.3]).
audit We denote audit the steps performed by a DPA on the sys-
tem. This function can be seen as orthogonal because it is not
conducted by the data controller. However, it is the role of the
data controller to bring the guarantees necessary to conduct the
audit. The audit encompasses all properties considered in our
context, i.e., it must be possible to verify the compliance of all
entries (completeness), it must be possible to detect modifica-
tions (tamper-evidence and unforgeability), the entries must
be authenticated (non-impersonation) and undeniable (non-
repudiation). This requirement is the highest-level goal of the
proof of consent, insofar that the best way to bring guarantees
for a technical system is make it auditable.
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3.4.1.2 Data subjects requirements
For their part, data subjects must be able to generate a consent with
certain guarantees, communicate their consent withdrawal, and access
a history of their consents for a given data controller. Not all data
subjects requirements are mandatory.
generation We denote generation the steps during which a data
subject produces a consent as well as the guarantees over this
consent. The generation must provide unforgeability of consents,
and their non-impersonation. This requirement is needed be-
cause proofs of consents need to originate from the data subject
herself: only the data subject can consent for herself.
revocation We denote revocation the steps during which the data
subject communicates a consent withdrawal to the data controller
(note that this requirement echoes to the data controller require-
ment of the same name). The revocation differs from the data con-
troller side in that the data subject is not involved in the archive.
However, the revocation must provide non-impersonation and
unforgeability (for the revocation can only consider consents of
a given data subject). This requirement is needed to provide the
withdrawal of consent (as prescribed by the GDPR [53, Art 7.3]).
access (optional) We denote access the steps enabling a data sub-
ject to see her previously given consents. The access must pro-
vide non-impersonation. This optional requirement is needed
to provide an overview of the past action of data subject in an
empowering perspective.
3.4.1.3 Mapping with the rest of the framework
This high-level presentation of the requirements over the proof of
consent can be linked with the other parts of the framework. Note
that some functions perfectly correspond to components previously
described, while others overlap different modules of the protocol.
generation The generation of the proof of consent happens on
the DSG, and it is its communication to the data controller side which
maps part of the protocol.
In the proof of consent, the arrow from generation to verification
corresponds to S8→ S1 Send(CONSENT,dcg) in the DSG diagram (see
Section 3.2.1.3), and to its counterpart S2→ S3 Receive(CONSENT,dsg)
in the DCG diagram (see Section 3.2.1.4).
revocation The revocation of the proof of consent (or more specif-
ically the generation of a proof of dissent) happens on the DSG, and
similar to the generation, it is its communication to the data controller
side which maps part of the protocol.
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In the proof of consent, the arrow from revocation to verification
corresponds to S10→ S1 Send(DISSENT,dcg) in the DSG diagram (see
Section 3.2.1.3), and to its counterpart S1→ S7 Receive(DISSENT,dsg)
in the DCG diagram (see Section 3.2.1.4).
access The access by a given data subject to her previous proofs of
consent corresponds to a UI described in Section 3.3.2.4. As a matter
of fact, the History feature of the PDC encompasses the access to
previously given consents.
3.4.2 Properties
We stated cryptographic properties to achieve the requirements stated
above. These properties are more thoroughly detailed in this section.
They are drawn from [137] and [149]
completeness In our context, completeness means that a ledger
must store all consents and consents withdrawal received.
tamper-evidence In our context, tamper-evidence (or tamper-detection)
is the ability to detect on a ledger any unwilling modification,
i.e., any modification which does not correspond to our scheme.
Tamper-evidence is required for data controllers because the
guarantee of proving consents is the main goal of the ledger.
unforgeability Unforgeability is the resistance against forgery, i.e.,
against an attack “trying to fabricate a digital signature for a
message without having access to the respective signer’s private
signing key” [149]. In our context, unforgeability is required
against the fabrication of consents. Consents must not be forge-
able because it should not be possible to impersonate a data
subject (as prescribed by the GDPR [53, Art 7.1]).
non-impersonation Impersonation denotes “an attack in which
an adversary successfully assumes the identity of one of the
legitimate parties in a system or in a communications[sic] pro-
tocol” [149]. A system with a non-impersonation property is
therefore protected against such an attack. This property is typi-
cally enforced with a strong authentication. Non-impersonation
is required for liability purposes to ensure consents originate
from a given data subject.
non-repudiation Non-repudiation prevents a party from deny-
ing the performance of a contract [149]. In our context, non-
repudiation means that a data subject cannot deny having sent a
consent, and that a data controller cannot deny having received
a dissent. Note that it implies that a data subject cannot deny
having sent a dissent, and that a data controller cannot deny
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having received a consent, but we assume these last two events
to be against these respective interests.
summary
We described in this chapter a generic framework for information and
consent in the Internet of Things. The framework is composed of a
protocol to communicate information and consent, PPNP (Section 3.2);
guidelines for implementing an agent for human-computer interac-
tions, the PDC (Section 3.3); and a solution for proof of consents, the
ledger (Section 3.4), which focuses on consent. These three components
articulate to fulfil the objectives stated in Section 1.2. Tables 1 and 2
respectively summarize our mandatory and optional requirements.
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Devices
Rationale Entities Features
Obj. 1 and 5 DCG 1 DCP
Obj. 2, 3, and 5 DSG
1 DSP
1 interface
Hash files / store keys / sign messages




Obj. 3 and 4 Req1.1 Type of data (cannot be ∅)
Obj. 3 and 4 Req1.2 Purpose of collection (cannot be ∅)
Obj. 3 and 4 Req1.3 Retention time (cannot be ∅)
Obj. 3 and 4 Req1.4 DC (cannot be ∅)
Obj. 3 and 4 Req1.5 3rd parties (can be ∅)
Messages
Rationale Requirements (Type) Content
Functioning of the protocol
Req2.1 Consent














Rationale Requirements (High-level features) Edges
Obj. 2 Req4.1 DSG: Information S1→ S2: Receive(DCP,dcg)
Obj. 5 Req4.2 DSG: Consent
S2→ S3: DSP > DCP
S3→ S1: Send(CONSENT, dcg)
S6→ S8: DSP > DCP
S8→ S1: Send(CONSENT,dcg)




Obj. 3 and 4 Req4.3 DSG: Interaction
S2→ S4: DSP  DCP
S4→ S5: Prompt(DCP, ds), Set timer
S5→ S6: Timer expires
S5→ S6: Receive(DSP,ds)
Obj. 1 Req4.4 DCG: Information S1→ S3: Send(DCP, dsg)
Obj. 5 and 6 Req4.5 DCG: Consent
S2→ S1: Receive(Refusal dsg)
S2→ S3: Receive(CONSENT, dsg)





Obj. 3 Req5.1 Consult DCP
Obj. 4 Req5.2 Consult DSP
Obj. 4 Req5.3 Add/modify/delete
Link with PPNP Req5.4 Notifications
Legal compliance Req5.5 Natural language
Obj. 3 Req5.6 Rule-per-rule presentation
Table 1: Mandatory requirements for our framework
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Rationale Requirements (Functions) Properties required
Obj. 6
Req6.1 DC Archive Completeness and tamper-evidence
Req6.2 DC Verification Unforgeability, non-repudiation (of consent) and non-impersonation
Req6.3 DC Revocation Unforgeability, non-repudiation (of dissent) and non-impersonation
Req6.4 DC Audit Completeness, tamper-evidence, unforgeability, non-repudiation and non-impersonation
Req6.5 DS Generation Unforgeability and non-impersonation
Req6.6 DS Revocation Unforgeability and non-impersonation
Table 1: Mandatory requirements for our framework.
Rationale denotes either the objectives motivating the requirement or
another motivation for a mandatory requirement.
Devices indicates the mandatory devices (under Entities) and their
mandatory features (under Features).
Privacy Policies indicates the mandatory content of privacy policies.
Messages indicates the mandatory messages other than privacy
policies. Content refers more specifically to their required content if
applicable.
Language indicates the mandatory features of a language defining
policies.
Protocol indicates the mandatory high-level features for the DSG
and the DCG. Edges refers more specifically to the edges of their
state diagrams.
PDC indicates the mandatory features of the PDC.
Proof of consent indicates the mandatory functions of a secure
consent system. Properties required refers more specifically to the
cryptographic properties required by each requirement.
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Devices
Rationale Entities

















Rationale Requirements (High-level features) Edges
Fine-grain consent Req4.6 DSG: Negotiation
S6→ S7: (DSP  DCP)∧ (DSP ∩DCP 6= ∅)
S7→ S1: Send(DSP, dcg)
Fine-grain consent Req4.7 DCG: Negotiation
S2→ S4: Receive(DSP, dsg)
S4→ S5: Prompt(DSP, dc), Set timer
S5→ S6: Receive(Accept, dc)
S6→ S2: Send(DCP ∩DSP, dsg)
S5→ S1: Receive(Deny, dc) ∨ Timer expires
PDC
Rationale Requirements (Features)
Raises awareness Req5.7 History
User-friendliness Req5.8 Preset items
Multiple DSDs support Req5.9 Bonding
User-friendliness Req5.10 Sorted presentation
Proof of consent
Rationale Requirement (function) Property required
Raises awareness Req6.7 DS Access Non-impersonation
Table 2: Optional requirements for our framework.
Rationale denotes the motivation for an optional requirement.
Devices indicates the devices optionally required.
Privacy Policies indicates the optional content of privacy policies.
Messages indicates the optional messages other than privacy poli-
cies.
Language indicates the optional features of a language defining
policies.
Protocol indicates the optional high-level features of the DSG and
the DCG. Edges refers more specifically to the edges of their state
diagrams.
PDC indicates the optional features of the PDC.
Proof of consent indicates the optional functions of a secure consent
system. Properties required refers more specifically to the crypto-
graphic properties required by each requirement.

4
T E C H N I C A L O P T I O N S
The framework introduced in Chapter 3 is high-level and defines re-
quirements that can be implemented in different ways. In this chapter,
we present technical options to implement the framework depend-
ing on the context and the capacities of the DCDs. We first describe
the implementation of the communications between DCGs and DSGs,
which corresponds to the manners to implement PPNP (presented in
Section 3.2). We consider two approaches for communicating informa-
tion and consent: direct communication and indirect communication.
For each solution, we discuss its compliance with the requirements
stated in Chapter 3 and its benefits and limitations.
The main difference between these two approaches is that direct
communication uses a peer-to-peer connection while the indirect com-
munication relies on an external medium, i.e., Internet. Another no-
table difference is for the information phase. Direct information hap-
pens through a broadcast channel, and DCPs are retrieved passively:
the DCG initiates the communication. The indirect information hap-
pens through an unicast channel and consists in an active request: the
DSG has to initiate the communication.
Section 4.1 considers direct communications between devices while
Section 4.2 focuses on indirect communications. We show in Section 4.3
how the proof of consent can be implemented. Then, we suggest
ways to implement the PDC (following the requirements presented
in Section 3.3) in Section 4.4. We provide an analysis of the design
space for information and consent in Section 4.5, and we conclude this
chapter with illustrative scenarios in Section 4.6.
At the end of each section, we describe how each technology ad-
dresses the requirements set forth in Tables 1 and 2. Direct and indirect
communications mostly address the Protocol requirements: Informa-
tion, Consent, and Negotiation. A ledger combined with cryptographic
signatures addresses the Proof of consent requirements. The app for
the PDC mostly address the PDC requirements, but it also details a
requirement over the Proof of consent (consent signature), and ad-
dresses the requirement over the Protocol (Interaction). Finally, the
language of the PDC addresses the Privacy policies and the Opera-
tions requirements. A summary table is provided in each case.
4.1 direct communications
A first option to implement information and consent is through di-







Figure 18: Example of direct communications.
this option (hereinafter “direct communication”), DCGs use a direct
communication channel to advertise their presence and communicate
all the information required, as defined in Section 3.1.2. The same
communication channel or a different one can be used by data subjects
to transmit their potential consent to the data controller.
4.1.1 Candidate technologies
Direct communications can typically be implemented using medium
and short range wireless communication technologies, such as Blue-
tooth or Wi-Fi which are now common place and are embedded in
many devices. In addition, their range (several meters to tenths of
meters) matches the scale of the area of operation of Internet of Things
systems, and their protocol can be leveraged to carry the information
required for declaration and consent. As an example, devices such
as the Espressif ESP32 [48] can be used as a DCG. In this section, we
focus on the BLE and Wi-Fi Direct technologies. In what follows, we
refer to the DCG in direct communications as the Privacy beacon. A
beacon refers to a passive type of signal in the nautical lexicon, but
the term has been used for devices able to actively communicate in
the Internet of Things lexicon [142].
4.1.1.1 BLE protocol
Bluetooth Low Energy (BLE or LE) features a discovery mechanism
that allows the detection and identification of devices as well as the
transmission of small amounts of data. This mechanism can be used
to implement direct communications between the DCG and the DSG.
An important distinction to make in the context of the study is the
distinction between roles. The Bluetooth system defines a base profile
implemented by all Bluetooth devices [20, Vol. 1, Part A, sec. 6.2]. This
profile is the Generic Access Profile (GAP), which defines the basic
requirements of a Bluetooth device. A device may support multiple
LE GAP roles. In LE, GAP defines four specific roles: Broadcaster,
Observer, Peripheral, and Central. Only the Central and the Peripheral
roles are relevant in our context:
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Central The Central role supports multiple connections and is the initia-
tor for all connections with devices in the peripheral role.
Peripheral The Peripheral role is optimized for less complex devices than
Central devices.
In the direct communication of consent, the DCG endorses the role
of Peripheral, while the DSG endorses the role of Central. 1 Indeed, the
DSG has to initiate connections when needed, i.e., when consent is to
be communicated. On the other hand, the DCG, although possessing
more computational capacities, is less complex than the DSG as it
does not have 1) to sign messages cryptographically, nor 2) to display
anything.
advertising In BLE, device discovery is implemented using Ad-
vertising Packets [20, Vol. 3, Part C, sec. 11] (AP), that are broadcast
at regular intervals and can be received by any device in range with
means of communicating in BLE. Those packets are typically used
by devices to broadcast information defining their intentions without
requiring a connection, and for our needs, they can be configured to
carry data necessary for the declaration of DCDs (see Section 3.1.2).
A typical manner to convey a DCP through these packets is to
encode it in a byte format [127]. The byte format must be readable by
both DCG and DSG. A DSG in the range of the data controller Privacy
beacon will thus be able to passively retrieve the declaration data by
collecting the Advertising Packets. The DSG must then extract the
relevant information, i.e., the DCP, from the Advertising Packets, and
decode that information from a byte format into a text format. This













Figure 19: Illustration of the conversion and communication of a DCP from
a Privacy beacon to the PDC.
1 Note that the information phase does not require a connection.
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attribute protocol Another feature offered by BLE is the At-
tribute Protocol (ATT) [20, Vol. 3, Part F] that allows for the exposure
of services and the transmission of small amounts of information
through a light-weight connection. ATT defines two roles, the server
and the client role. The server defines a set of attributes, and the client
can access this set. Note that the same device can encompass the two
roles concurrently, but only one server profile shall be defined per
device. This feature can be leveraged to implement the communication
of consent: the DSG connects to the Privacy Beacon in a light-weight
process and sends the consent data (see Section 3.2) using the ATT
protocol.
The DCG must possess a Generic Attribute Profile (GATT) to be
queried by the DSG. GATT is built on top of ATT, it is a “service
framework using the Attribute Protocol for discovering services, and
for reading and writing characteristic values on a peer device” [20,
Vol. 3, Part G]. The DSG has then to write messages into a characteris-
tic [20, Vol. 3, Part G, sec. 3.3], i.e., a writeable field. This characteristic
has to be defined and determined beforehand by both parties. The
DSG can write strings or bytes in this characteristic. It can therefore
communicate a DSP in a byte format (see Section 4.1.1.1), or a signed
consent in a string format (as required in Section 3.1.2).
4.1.1.2 Wi-Fi Direct
Wi-Fi Direct is a protocol developed by Wi-Fi Alliance, whose aim is
to provide direct — i.e., one-hop — Wi-Fi communications between
devices [158]. It is denoted Wi-Fi Peer-to-Peer (P2P) in its specifications.
Similar to BLE, Wi-Fi Direct can be used to implement direct commu-
nications between the DCG and the DSG. Wi-Fi Direct is notably used
to communicate with printers.
The protocol also makes a distinction between roles (see [158, Chap-
ter 2]). By default, any device is considered a P2P Device, which can
be instantiated into either a P2P Group Owner or a P2P Client.
P2P Group Owner The P2P Group Owner role is similar to an Access Point, on
which another P2P Device connects.
P2P Client The P2P Client role is typically for devices to connect to a P2P
Group Owner.
In our case, the DCG endorses the P2P Group Owner role, while
the DSG endorses the role of P2P Client, because the DSG can then
scan for Privacy Beacons.
p2p discovery In Wi-Fi Direct, the high-level procedure that en-
ables P2P Devices to find each other and form a connection is denoted
P2P Discovery (see [158, Chapter 3, Section 1]).
A major component of P2P Discovery is Service Discovery. This
feature allows a P2P Device to discover available high-layer services
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without requiring a connection. The procedure can be used to find a
list of services offered by a P2P device, and information about that
service. Service Discovery can be used to directly inform data subjects:
a DCG can broadcast its DCP in the Vendor-Specific field (described
thereafter) of a service, a DSG can then request the list of services, and
retrieve the DCP if it exists.
Another major component of P2P discovery in Wi-Fi Direct is the
Group Formation. This phase is used to determine which device will
be the P2P Group Owner. Once the roles have been determined, a
connection is formed between the two devices: they can securely
exchange data.
information element Data can be communicated through P2P
Information Element (IE) frames (see Figure 20 and [158, Chapter 4,
Section 1]).
Figure 20: P2P IE format
These frames contain a field P2P Attributes (see Figure 21), which
itself contains an Attributes body field (see Figure 22). The attribute
ID 221 “Vendor specific attribute” can be used for our purposes, i.e.,
to convey the messages required by PPNP.
Figure 21: General format of P2P attribute
4.1.2 Benefits and limitations
4.1.2.1 Benefits
Direct communications have several benefits: 1) they do not require
Internet connectivity: the locality of the communications reduces the
risk of further tracking by a remote entity; 2) from the point of view
of the data subject, the information part is collected passively by
collecting the data transmitted by the Privacy Beacon. This means that,
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Figure 22: P2P Attribute ID definitions
in order to be informed, the data subject does not expose his presence;
and 3) the cost of DCGs is affordable (the ESP32 mentioned before
costs 6 $ apiece).
4.1.2.2 Limitations
Direct communications also raise several challenges: 1) all devices
should be able to declare themselves. Tracking systems involving pas-
sive devices thus need to be enhanced (for example with an additional
Privacy Beacon) to enable these declarations; 2) the communication pro-
tocol should support the communication of the messages described
in Section 3.1.2; and 3) in addition, the coverage of the declaration
mechanism should match the area in which the data collection is
taking place.
4.1.2.3 Fulfilment of requirements
Direct communications fulfil the requirements Information, Consent,
and Negotiation of the Protocol presented in Tables 1 and 2. Table 3
summarizes how direct communications fulfil our requirements.
Name of the requirement Type of requirement
Technology able to fulfil it
BLE Wi-Fi Direct
Req4.1 and Req4.4 Information (DSG and DCG) Mandatory AP Service Discovery
Req4.2 and Req4.5 Consent (DSG and DCG) Mandatory ATT P2P Discovery
Req4.6 and Req4.7 Negotiation (DSG and DCG) Optional ATT P2P Discovery
Table 3: Fulfilment of requirements by direct communications





Figure 23: Representation of indirect communications.
Another option to implement information and consent is to use a reg-
istry (hereinafter “indirect communication”) (see Figure 23). Registries
can be used both by data controllers (to inform data subjects), and
by data subjects (to communicate consent). A registry is a database
freely accessible through the Internet, storing all relevant information
about DCDs, including the DCPs. They must provide the required
information in machine-readable format queryable by a PDC. They
should also include a human-readable version that can be consulted
directly by data subjects.
4.2.1 Candidate technologies
Unlike a privacy beacon, a registry can have an interface. The interface
can take the form of a website, as it can provide front-ends readable
by machines (see Sections 4.2.1.1 and 4.2.1.2) and by humans directly
(see Section 4.2.1.3), or as versatile solutions for back-ends such as
distributed databases. Figure 24 provides an overview of how these








Figure 24: Integration of the different components of a registry
72 technical options
4.2.1.1 HTTP
The most versatile way to communicate with a website is by the well-
known Hypertext Transfer Protocol (HTTP). HTTP was initiated by
Tim-Berners Lee [104]. HTTP defines methods to perform different
tasks on a resource, and two of them are suitable for our requirements.
They were defined as follows:
GET “The GET method means retrieve whatever information (in the
form of an entity) is identified”.
POST “The POST method is used to request that the destination server
accept the entity enclosed in the request as a new subordinate of
the resource identified.”
HTTP can be secured by using HTTPS, an extension of HTTP en-
crypted with Transport Layer Security (TLS).
information Indirect information can be implemented through
the application of a GET to a DCP or a list of DCPs.
consent Indirect consent can be implemented through the ap-
plication of a POST to a CONSENT message. Negotiation can be
implemented through the application of GET and POST methods to
PPNP.
4.2.1.2 API
For registries to be automatically requested by a PDC, their front-end
can also include an Application Programming Interface (API). APIs
can be queried by most devices, since such queries are usually not
demanding in terms of computational capacities.
Roy Thomas Fielding presents in [56, Chapter 5] a type of API
denoted REST for Representational State Transfer. This type of API
architecture is widely used [164] and supported by various tools. A
RESTful API can be managed with HTTP methods, which are typically
used as follows in a RESTful API:
GET The GET method retrieves a representation of the member re-
source in the response body.
POST The POST method creates a member resource in the member
resource using the instructions in the request body.
information Indirect information can be implemented through
the application of a GET to a DCP. Information must apply to a DCP
or a list of DCPs. Common formats to retrieve data from an API are
JSON [23] and XML [129].
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consent Indirect consent can be implemented through the appli-
cation of a POST to a CONSENT message. Negotiation is applying
GET and POST methods to PPNP.
4.2.1.3 Responsive interface
Websites can be accessed from a desktop browser or a mobile browser
in addition to a PDC. Websites can be queried outside of a PDC
by different types of devices if they possess a responsive interface.
A responsive interface is an interface which takes into account the
difference in size of screens (e.g., common sizes of a desktop screen
ranges from 13 to 15", while a mobile screen is usually around 5").
A responsive interface can be implemented using frameworks such
as Bootstrap [121], or Materialize [46] (based on the Material Design
principles [96]) for instance.
information A responsive presentation of information can be
communicated to any device endowed with a screen. A responsive
interface should however only be used for information. A registry can
also be accessed through a PDC’s interface using an API as explained
in the previous section, as well as through a responsive interface.
consent Consent should only be communicated through the PDC,
and not through a responsive interface. As a matter of fact, only the
PDC ensures the requirements over consent stated in Section 3.4 (the
generation first of all). The next section explains how these requirements
are met.
4.2.2 Benefits and limitations
4.2.2.1 Benefits
Indirect communications have several advantages compared to direct
communications: 1) they enable the consultation of DCPs regardless
of the location of data subjects, which means that data subjects can
be informed about the collection of data before visiting an area; and
2) they provide a flexible management approach for DCPs — they
do not require a specific infrastructure or particular capabilities of
the devices except for an Internet connection. Therefore, they can be
well-suited to passive devices such as cameras.
4.2.2.2 Limitations
However, implementation of indirect communications raises several
challenges: 1) DSDs must always be aware of all surrounding devices:
registries should be easily accessible; 2) registries must be properly
managed, up-to-date and accurate in order to meet the requirements
defined in the previous section.
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4.2.2.3 Fulfilments of requirements
Indirect communications fulfil the requirements Information, Consent,
and Negotiation of the Protocol presented in Tables 1 and 2. Table 4
summarizes how indirect communications fulfil our requirements.
Name of the requirement Type of requirement Technology able to fulfil it
Req4.1 and Req4.4 Information (DSG and DCG) Mandatory HTTP and API (GET), responsive interface
Req4.2 and Req4.5 Consent (DSG and DCG) Mandatory HTTP and API (POST)
Req4.6 and Req4.7 Negotiation (DSG and DCG) Optional HTTP and API (GET and POST)
Table 4: Fulfilment of requirements by indirect communications
4.3 proof of consent
We described our requirements for proof of consent in Section 3.4.1.
We propose here a manner to meet this requirements combing a secure




Distribution on different nodes
Figure 25: Distributed ledger
The ledger provides the completeness and tamper-evidence required
for the archive and audit. The signatures provide the unforgeability,
non-repudiation and non-impersonation required for the generation,
verification and revocation.
4.3.1 Ledger
A distributed ledger using Merkle Hash Trees, as proposed by [117],
provides the required completeness and tamper-evidence required
for archive and audit.
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4.3.1.1 Data structure
A Merkle Hash Tree consists in an authenticated binary search tree
of a set of elements x1, x2 . . . xi, whose leaves contain the hash values
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Figure 26: Illustration of a Merkle Hash Tree by Azaghal 2
The father nodes contain the hash of the concatenation of their
children, e.g., a non-leaf node whose children are v1 and v2 will
contain h(v1||v2). The root node is therefore unique with respect to
its leaves, it is signed by a private key, and this signature is the only
information needed to trust the rest of the tree’s content. Merkle Hash
Trees are widely used in peer-to-peer networks such as BitTorrent, to
verify content integrity.
Such a ledger can provide completeness and tamper-evidence by
distributing the consents (both their plain text and signed versions)
on nodes controlled by third parties. Distribution is necessary to
ensure the tamper-evidence: an entity controlling all the nodes could
otherwise modify the content of the ledger without being detected.
In that case, a third party could be an audit agency, or any other
peer: it does not have to be a trusted third party, but it must provide
access to competent authorities for accountability purposes. The only
requirement about the third party is that it must not be controlled nor
influenced by a data controller. It typically refers to a honest-but-curious
scenario in computer security terms [38]. As a matter of fact, the ledger
can be compromised if the same actor controls all nodes (which refers
to a malicious users scenario). It is therefore of prime importance that
third parties do not have any interest in providing access to the data
controller. The Merkle Hash Tree containing consents is replicated on
the nodes, and any undesired modification is detected as soon as the
tree is reconstructed.
2 Own work, CC0, https://commons.wikimedia.org/w/index.php?curid=18157888
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4.3.1.2 Implementation
An implementation of such a ledger is provided by Hypercore, the
register of the Dat protocol.
the dat protocol Dat [117] is a protocol for distributed data
synchronisation. It has been designed primarily for data-driven science,
in order to keep track of changes in large datasets. It is possible to
fully or partially replicate the content of a remote Dat repository over
different peers. Dat has been implemented in Javascript. The most
interesting part in our context is the register used to prove the integrity
of data distributed.
hypercore The Dat storage, content integrity, and networking
protocols are implemented in a JavaScript module called Hypercore,
whose source code is freely available [26]. Hypercore is agnostic to the
format of the input data, it operates on any stream of binary data.
Hypercore is made of registers, Hypercore Registers, which are the
core mechanism used in Dat. They are binary append-only streams
whose contents are cryptographically signed (see Section D.1) and
hashed (see Section D.2), and can therefore be verified by anyone with
access to the public key of the writer.
Dat uses two registers, content and metadata. The content register
contains the files in the repository, and the metadata register contains
the metadata about the files including its name, size, last modified
time, etc. Dat replicates the two registers when synchronizing with
another peer.
When files are added to Dat, each file gets split up into a number
of chunks depending on the size of the file, and the chunks are then
arranged into a Merkle Hash Tree (see Section 4.3.1), which is used
later for version control and replication processes.
In our case, the files are consents (defined in page 41). Adding a
consent Consent1 to the ledger splits the consent into chunks (it may be
only one chunk if the size of the consent is small enough). The meta-
data of Consent1 — such as its name, size, date of last modification
etc.— are compared to metadata of existing files. If the exact same file
already exists, the file is skipped. Otherwise, the chunks of Consent1
are arranged into a Merkle Hash Tree, and distributed over the differ-
ent nodes hosting the ledger. In our context, a tree corresponds to a
ledger. A tree is used to store consents, but their representation and
their order is agnostic of the underlying storage.
Hypercore can be easily and quickly implemented as a JavaScript
server using npm [116], the Node.js’s package manager. A minimal
working example can be found in Listing 7 of Appendix C.
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4.3.2 Cryptographic signatures
We stated in Section 3.4 that consents must be generated in order to
be verified before being archived. This step can be done through cryp-
tographic signatures (see Appendix D). Cryptographic signatures pro-
vide the unforgeability, non-repudiation, and non-impersonation
properties required for the generation, the verification, and the revocation
(through the authentication of dissents) requirements over the proof
of consent.
A consent signed by a data subject’s private key is then guaranteed
to originate from the said data subject (non-impersonation), to the
extent that the private key is not compromised. Moreover, the content
signed cannot be altered without modifying the signature. As data
controller cannot forge data subjects private keys, cryptographic signa-
tures provide unforgeability. Data subjects cannot deny the signature
for the same reason: consent signature also provide non-repudiation.
4.3.3 Other requirements
The above description of the ledger combined with cryptographic
signatures provides insights about the fulfilment of some requirements
for the proof of consent. However, revocation and access have not
been explicitly addressed yet. This section presents how these two
requirements are met.
4.3.3.1 Revocation
One mandatory requirement cannot be met by merely considering the
ledger and the signature of consents: revocation.
order of entries To tackle this issue, the order of entries in the
ledger has to be considered. In our context, an entry is either a consent
or a dissent. As mentioned in Section 3.2, data subjects may object to
a previously-sent consent by communicating a dissent. A dissent is
a consent to a nil DCP. Data controllers must therefore always take
into account the last input from a data subject in order to ensure
consent withdrawal. Note that data controllers are allowed to conduct
processing on data before the dissent is received.
preventing replay attacks Revocation paves the way for mali-
cious behaviour. While a data controller does not have interest in not
storing a consent, it may deny the reception and storage of a dissent
in order to continue processing after the reception of a consent.
To prevent replay attacks where the data controller is malicious, and
would supersede a withdrawal with a consent previously communi-
cated, it is possible to enhance the protocol with the issuing of a nonce
signed along the consent. The DSG has to request the nonce before
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communicating consent, the nonce is issued by the DCG. The consent
is then signed with the nonce, ensuring the uniqueness of the consent
communicated.
Note that a history of consents is optionally kept on the DSG to
establish the proof of consent communication, and more importantly
dissent communication: data controllers cannot deny a consent with-
drawal even if they do not store it if a trace is kept on the DSG.
4.3.3.2 Access (Optional)
The optional requirement of access can be fulfilled in two ways. It only
requires the non-impersonation property.
The first way consists in keeping a local version of the history of
consents on the PDC (see above). This manner does not require addi-
tional authentication measures, and can be conducted by providing
access to the logs storing consents communication of the PDC.
The second way consists in providing selective access to the ledger.
This selective access must only encompass entries for which the data
subject can be authenticated. Authentication must be as strong as the
one required for generation and verification, i.e., it must use crypto-
graphic proofs.
4.3.3.3 Fulfilments of requirements
A combination of a ledger and cryptographic signatures fulfils our
requirements for the proof of consent. Note that how cryptographic
signatures are handled by the PDC is explained in Section 4.4.1. Table 5
summarizes how our requirements are fulfilled.
Name of the requirement Type of requirement Technology able to fulfil it
Req6.1 DC Archive Mandatory Ledger
Req6.2 DC Verification Mandatory Cryptographic signatures
Req6.3 DC Revocation Mandatory Cryptographic signatures & Order of entries
Req6.4 DC Audit Mandatory Ledger
Req6.5 DS Generation Mandatory Cryptographic signatures
Req6.6 DS Revocation Mandatory Cryptographic signatures
Req6.7 DS Access Optional Cryptographic signatures & History of consents
Table 5: Fulfilment of requirements by the different technologies proposed
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Direct and indirect communications only concern machine-to-machine
communications, and therefore the implementation of PPNP. They
should be complemented with communication means between the
PDC and data subjects. We describe in this section how a PDC meeting
the requirements defined in Section 3.3 can be implemented (see Fig-
ure 27). We first present how it can be implemented as an application
(“app” in what follows) for both Android and iOS in Section 4.4.1, we
then describe in Section 4.4.2 a privacy policy language fulfilling the







Figure 27: Representation of interactions with the PDC.
4.4.1 App
A PDC is a software agent on a DSG. Considering that most adults
today own a smartphone [110], with a screen and capacities to run a
PDC, an app appears to be the most appropriate to implement a PDC.
The two main platforms for apps are Android (owned by Google
and totalling around 84% of mobile market shares late 2018) and
iOS (owned by Apple and totalling around 10% of mobile market
shares early 2019). We focus on Android, as the prototype presented
in the next chapter has been developed as an Android app. We chose
Android because it is the most used mobile operating system [165],
and therefore the most promising to reach a large audience. 3 We also
present more briefly how a PDC can be developed on iOS. We examine
how an app is appropriate for our objectives in the next two sections.
4.4.1.1 Android
This section describes how Android satisfies our requirements for
the PDC. Listings of code excerpts are provided in Appendix C. We
3 It may be argued that Android is not the most privacy-friendly platform because that
it is owned by a company known to spy on emails [95], for instance [126]. However,
alternative mobile Android OSs such as LineageOS [92] exist. They considerably
reduce the dependency to Google because a Google account is not required to make
use of all features, and still run Android apps.
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successively present how Activities, Notifications, BLE, Wi-Fi direct, and
Cryptographic signatures can be leveraged to satisfy our requirements.
activities On Android, a display corresponds to an activity. To
be more precise, an activity is a combination of a window and a sheet
of code in Java or Kotlin. The window is made of elements — e.g.,
buttons, text fields, lists, autocomplete — which can trigger functions
in the code sheet. Users interact only with the window part, which
then interacts with the code sheet, and therefore the back-end of the
app. To each UI (required in Section 3.3) must correspond an activity.
Users can navigate (which corresponds to the arrows presented
in Figure 16) between activities using intents. Intents are messaging
objects one can use to request an action from an activity. They trigger
activity changes, and can convey information.
As a result, activities are perfectly suitable to implement the different
UIs and the navigation between them, as required in Section 3.3.
notifications If users are solicited by a notification (see Sec-
tion 3.3.1.4), Android provides facilities to inform them [115]. A notifi-
cation can appear as four different visual elements, three of which are
suitable for our use case:
status bar A notification first appears as an icon in the status bar.
Users can swipe down on the status bar to open the notification
drawer, where they can view more details and take actions with
the notification. Users can drag down on a notification in the
drawer to reveal the expanded view, which shows additional
content and action buttons, if provided. A notification remains
visible in the notification drawer until dismissed by the app or
the user.
heads-up Since Android 5.0, notifications can briefly appear in a
floating window called a heads-up notification. This behaviour is
normally for important notifications that the user should know
about immediately, and it appears only if the device is unlocked.
The heads-up notification appears the moment an app issues
the notification and it disappears after a moment, but remains
visible in the notification drawer as usual.
lock screen Since Android 5.0, notifications can also appear on the
lock screen.
These three elements — status bar, heads-up, and lock screen no-
tifications — can efficiently represent the notifications required in
Section 3.3.1.4. Indeed, when a request actively notifies data subjects,
a heads-up notification covering over the current app activity or, less
intrusively, a simple status bar notification can be used. A lock screen
notification ensures data subjects do not miss a request when not
using their DSG.
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ble A PDC must be able to communicate either directly or indirectly,
and ideally both. Whereas communicating indirectly is trivial — it
consists in retrieving and posting JSON files — communicating directly
is technically more difficult.. We now examine the facilities provided
by Android for managing BLE, as it is one of the technology described
in Section 4.1.1. Android introduced BLE support in version 4.3 (API
18) [19], and refined it in versions 5.0 (API 21) [130] and 6.0 (API
23) [19]. Most of the excerpts are examples from [19]. The interested
reader may find tailored implementations of these concepts in [94].
As far as information is concerned, BLE on Android has packages
for scanning peripheral devices which use advertisement packets. For
instance, one can scan for BLE devices using the snippet provided
in Listing 1 (page 133). For every BLE device found, the Android
app (in our case, the PDC) triggers a function named a callback (see
Listing 2 page 134). It is then possible to inspect the content of the
advertisement packets communicated, and to retrieve the DCP.
As far as consent is concerned, it is also possible to write strings
in GATT (see Section 4.1.1.1), and therefore to communicate a DSP in
order to consent if the policies match, or to negotiate (see Section 3.2).
As an example, Listing 3 (page 135) shows how to connect to a GATT
server. Listing 4 (page 136) shows how to retrieve a descriptor (an
optional attribute nested in a characteristic that describes the specific
value and how to access it, see Section 4.1.1.1), and write a consent in
a GATT characteristic using this descriptor (see [13] for a full working
example, and [94] for the source code of the prototype presented in a
next chapter).
wi-fi direct We presented in Section 4.1.1.2 another protocol
to communicate directly: Wi-Fi Direct. Similar to BLE, Wi-Fi Direct
enables the communication of information and consent.
Wi-Fi direct has features similar to BLE for directly communicating
information and consent. As far as information is concerned, it is
possible to discover nearby services and to retrieve information about
them (see [145]). As far as consent is concerned, Android provides
facilities for secure connections (see [37]).
cryptographic signatures Android provides facilities to cre-
ate and import private keys, as well as to sign and to verify data using
asymmetric keys [7]. The Android keystore system manages different
hash functions and algorithms, including AES, RSA, and SHA512.
The RSA algorithm is appropriate for our scenario, notably with a
sufficiently long key size (up to 4096 bits). For instance, it is possible
to create a pair of keys using the simple Listing 5 (page 136).
Signing data is straightforward, as shows Listing 6 (page 137). Note
that consents must be communicated both in plain text and in their
signed version as stated in Section 3.1.2.2.
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4.4.1.2 iOS
The most used mobile operating system after Android is iOS. In this
section we succinctly present some important components of iOS app
which, without getting into the details, demonstrate the same ability
to communicate than Android.
windows On iOS, a UI corresponds to a window. A window is a
container for the content of an app, and displays the content managed
by a view controller [159]. A window is made of elements such as text
— lists, autocomplete etc.—, buttons, which can trigger functions in the
controller.
Similar to Android’s activities, iOS’s windows are suitable to imple-
ment the different UIs required.
notifications Notifications are handled natively in iOS [114]. A
notification can appear in one of these two styles:
Banner “Appears at the top of the screen for a few seconds while the
device is in use, then disappears.”
Alert “Appears at the top of the screen while the device is in use and
stays there until manually dismissed.”
Notifications can also appear on the lock screen.
ble iOS can manage BLE communications through its Core Blue-
tooth framework [3]. An iOS app can scan for advertising BLE devices,
and communicate by writing in GATT [125].
keychain iOS manages keys and passwords through an API
coined Keychain [74]. It is possible to create and import keys [75],
as well as sign and verify data.
4.4.1.3 Fulfilments of requirements
An app developed either for Android or iOS fulfils the requirements of
the PDC presented in Tables 1 and 2, as well as the consent signature
of the Proof of consent. It fulfils the Interaction requirement of the
Protocol as well. Table 6 summarizes how an Android or an iOS app
fulfils our requirements.
4.4.2 Language
As discussed in the introduction, consent is valid in the sense of the
GDPR only if it is freely given, specific, informed and unambigu-
ous. Each of these conditions brings forward strong requirements on
the PDC, more particularly on the language used to express privacy
policies:
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Name of the requirement Type of requirement
Technology able to fulfil it
Android iOS
Req5.1 Consult DCP Mandatory Activities (text and lists) Windows (text and lists)
Req5.2 Consult DSP Mandatory Activities (text and lists) Windows (text and lists)
Req5.3 Add/modify/delete Mandatory Activities Windows
Req5.4 Notifications Mandatory Notifications Notifications
Req5.5 Natural language Mandatory Activities (text and lists) Windows (text and lists)
Req5.6 Rule-per-rule presentation Mandatory Activities (text and lists) Windows (text and lists)
Signatures (see Section 4.3) Mandatory Android signatures Keychain
Req4.3 DSG interaction Mandatory Activities and notifications Windows and notifications
Req5.7 History Optional Activities (text and lists) Windows (text and lists)
Req5.8 Preset items Optional Activities (autocomplete) Windows (autocomplete)
Req5.9 Bonding Optional Activities (buttons) Windows (buttons)
Req5.10 Sorted presentation Optional Activities (text and lists) Windows (text and lists)
Table 6: Fulfilment of the PDC and the Protocol (Interaction) requirements
by Android and iOS apps
• Consent must be freely given: any personal data and privacy policy
communicated should reflect the genuine choices of the data
subjects.
• Consent must be specific: the privacy policy language must be rich
enough to allow data subjects to express granular choices, for
example about the types of data, data controllers or authorized
purposes.
• Consent must be informed: the PDC must not disclose personal
data to a DCD that has not communicated its DCP.
• Consent must be unambiguous: in order to avoid any ambiguity,
the privacy policy language should be endowed with a formal
semantics and the interface used to interact with the data subject
should not be misleading.
A privacy policy language meeting these requirements is described
in [123]: Pilot. Pilot was designed to enhance informed consent and
consequently meets the above requirements. The syntax of Pilot poli-
cies is defined as follows:
PilotPrivacy Policy ::= (datatype, dcr, TR)
Data Communication Rule (dcr) ::= 〈condition, entity, dur〉
Data Usage Rule (dur) ::= 〈Purposes, retention_time〉
Transfer Rules (TR) ::= {dcr1, dcr2, . . .}
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The abstract syntax of Pilot therefore consists in a Pilot Privacy Policy,
which comprises a datatype, a dcr (for Data Communication Rule) and a
TR (which stands for Transfer Rule). A TR a set of dcr. A dcr comprises
an entity, a dur (for Data Usage Rule), and possibly condition. Finally,
a dur is composed of one or more Purposes as well as a retention time.















Figure 28: Pilot high-level structure in a UML fashion. Entities are joined by
composition links. Multiplicity should be understood as follows:
1 denotes a requirement for the framework, 0...1 and 0...∗ denotes
an option for the framework, note that an empty set of Purposes
corresponds to an empty policy, dcr stands for Data Communica-
tion Rule, dur stands for Data Usage Rule, TR stands for Transfers
Rules.
In Pilot, what they denote as a Pilot Privacy Policy corresponds to
one rule of our privacy policies: 4
rule ::= Pilot Privacy Policy
See example 8 for clarifications:
Example 8. The following is an example of a DCP rule in Pilot: rule1 ::=
(datatype = Email address, dcr =
〈condition = ∅, entity = Villeurbanne, dur =
〈Purposes = {Audience Measurement}, retention_time = 15〉〉, TR = ∅)
4.4.2.1 Operations
Two operations are relevant in our context: the Policy Subsumption
and the Policy Join. Pilot provides strong guarantees thanks to its
formal semantics, we refer the interested reader to [123, Appendix]
for the proofs.
4 As a result, one of our privacy policy can encompass several types of data.
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policy subsumption It is a formal definition of what we de-
note the Comparison operation. Given two Pilot privacy policies
π1 = 〈t1, dcr1, TR1〉 and π2 = 〈t2, dcr2, TR2〉, Pilot defines a notion
of subsumption between policies such that π1 subsumes π2 is equiv-
alent to π1 6 π2 in our terms. Consent is communicated iff the DCP
subsumes the DSP.
policy join Pilot also introduces a notion of policy join which is a
formal definition of what we denote the Intersection operation. Given
two Pilot policies p = (t1, dcr1, TR1) and q = (t2, dcr2, TR2), the result
of a policy join is more restrictive than both operands.
4.4.2.2 Categories
Pilot defines a partial order over entities, datatypes, and purposes, which
implement our optional requirement over categories. For instance,
since the company Google belongs to the company Alphabet, a rule
defined for the entity Alphabet applies to the entity Google as well.
4.4.2.3 Fulfilments of requirements
The Pilot privacy policy language allows for the expression of all our
mandatory and optional content. Table 7 summarizes how Pilot fulfils
these requirements.
mandatory requirements In Pilot’s terms, the framework re-
quires the datatype (type of data in our requirements), a dcr comprising
an entity (DC in our requirements) and a dur, which itself comprises
the purpose and the retention time (both terms are denoted the same
way in our requirements). TR is required but can be empty, they rep-
resent 3rd parties when included in a policy (which is not always the
case: a data controller may very well never disseminate data). The
requirement Comparison is fulfilled by Policy Subsumption.
optional requirements In Pilot the conditions field is required
but it can be the value True. They represent the optional requirements
over the content of privacy policies: frequency of collection, location of
DCDs, and range of collection. The requirement Intersection is fulfilled
by the Policy Join. The requirement Categories is fulfilled by Pilot’s
partial order.
4.5 design space
As illustrated by the previous sections, a variety of technical solutions
can be implemented to make information and consent more effective in
Internet of Things environments. However, depending on the precise
context, in particular the features of the devices, not all options are
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Name of the requirement Type of requirement Technology able to fulfil it
Req1.1 Type of data Mandatory Pilot datatype
Req1.2 Purpose of collection Mandatory Pilot Purposes
Req1.3 Retention time Mandatory Pilot retention time
Req1.4 DC Mandatory Pilot entity
Req1.5 3
rd parties Mandatory Pilot TR
Req1.6 Collection frequency Optional Pilot conditions
Req1.7 Location of DCD Optional Pilot conditions
Req1.8 Collection range Optional Pilot conditions
Req3.1 Comparison operation Mandatory Pilot Policy Subsumption
Req3.2 Intersection operation Mandatory Pilot Policy Join
Req3.3 Categories Optional Pilot partial order
Table 7: Fulfilment of requirements by Pilot
always possible. In this section, we provide some guidance to designers
with an outline of the main parameters to be considered and their
impact on the available options. The guidelines presented in this
section are illustrated through several case studies in the next section.
Table 8 and Table 9 show, for each feature in the first column, the
technical options that are possible or not for the implementation of
information and consent respectively. In Table 8, the first column
refers to the DCD, with an exception for the physical absence of the data
subject, whereas in Table 9 it refers to the DSD, the data subject, or the
specificities of the scenario. The physical absence of the data subject
denotes use cases where a data subject is informed of DCPs without
being within range of DCDs. For the sake of readability, we only show
negative answers in the tables and take the convention that empty
boxes are interpreted as the fact that the feature does not prevent the
technical option. In order to decide if a technical option is possible
in a given context, the designer must check that none of the features
of this context corresponds to a “7” in the column representing this
option. Occurrences of “(7)” denote situations in which the feature
does not prevent the technical option but the technical option is
likely to be either unnecessary (for example, in Table 8, the use of
an additional beacon is probably not necessary for sensors endowed
with an extensible protocol) or insufficient (for example, in Table 8,
indirect communications will probably not be sufficient for moving
sensors, such as cameras mounted on vehicles, unless the registers can
be updated in real time).
A passive sensor in Table 8 is a sensor, such as a camera, able to
collect data but not to communicate a privacy policy. An extensible
protocol is defined as a protocol, such as Wi-Fi or Bluetooth (see
Section 4.1.1), which can be configured to communicate a privacy



















































































































































































































































































































































































































































policy. The beacons considered in Table 8 are Privacy beacons that can
be added to a device to allow it to communicate a privacy policy (see
Section 4.1.1).
In Table 9, a device with substantial resources is assumed to be a
device that can be used to define and manage privacy policies without
significant drawbacks as defined in Section 3.3. The difference between
a systematic collection process and a selective collection process is the
fact that in the first case it is not possible to prevent the collection
of certain data while this is possible in the latter. For example, video
recording is a systematic collection process. The collection process
can be systematic for certain data (such as MAC addresses for Wi-
Fi access points) and selective for other data (for example, payload
data in a Wi-Fi protocol). When the collection process is systematic,
it cannot filter out data for which consent has not been granted:
the only solution in this case is to implement consent a posteriori, by
deleting or anonymizing the data as soon as it is collected. Pre-existing
relationships corresponds to the situation where the data subject and
the data controller know each other through any type of identifier that
can be used to declare their respective privacy policies.
4.6 scenarios
In order to illustrate the versatility of the framework and of its possible
implementations, we now present its application to various scenarios.
These scenarios range from existing situations to more futuristic ones,
and illustrate the different areas of the Internet of Things presented in
Section 1.1.1.
The design space introduced in the previous section is used to
choose the most appropriate solution in each case.
4.6.1 Bluetooth-based tracking
Systems that monitor individuals based on the Bluetooth MAC address
of their device are becoming commonplace. They are deployed in
various instances of the smart city such as shopping malls [118] and
music festival events [83]. Those systems passively collect the MAC
addresses [43] found in messages broadcast by portable and wearable
devices such as smartphones, smartwatches, wristbands, etc. Any
person entering the operation area of such a system must be informed
and able to provide her consent. This is particularly challenging in
open venues like shopping malls where there is generally no existing
link between the visitors and the entity operating the system. As a
result, the visitors are currently informed of those tracking systems
via posters and consent requirement is simply ignored.
Let us consider an area (shopping mall, museum, music festival











Figure 29: Bluetooth-based tracking
Bluetooth devices in this area can have their MAC address recorded
and associated with other data (time, location, etc.). This is a situation
in which the DCDs (Bluetooth sensors) are fixed, passive, and they
implement a systematic collection process. Let us further assume
that the data controller in charge of the tracking system has no prior
link with the data subject: there is no pre-existing relationship. This
means that, before the data subject enters the area, the data subject
and the data subject have not been able to communicate and that any
exchange of information must be done on the spot. We consider a data
subject equipped with a DSG and another DSD: a Bluetooth wristband.
As of today, wearable devices such as wristband are supporting an
extensible protocol, but they have reduced user interface and limited
energy resources. They must therefore be paired because of their
reduced user interface and limited energy resources.
The design guidelines presented in Section 4.5 show that enforce-
ment must be done a posteriori and that direct communications must
apply due to the lack of pre-existing relationship. This case can be
addressed with Privacy Beacons as illustrated in Figure 29. Such bea-
cons can be deployed in the monitored area and around it in order
to inform data subjects as soon as they enter the area. The scenario
is the following: when entering the area, the PDC will automatically
detect the Privacy Beacon and directly retrieve the DCP of the tracking
system. If this DCP complies with the DSP, the PDC automatically
sends the consent through the BLE direct communication channel.
This consent contains the MAC addresses of both the DSG and the
wristband, a hash of the DCP, and the data subject’s cryptographic
signature. Once this consent is received and securely stored in a ledger,
the tracking system is allowed to collect data on the subject identified
by the identifiers. By default, the system discards any data for which
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Figure 30: Wi-Fi hotspots
Most medium and large cities are equipped with Wi-Fi hotspots.
These hotspots are installed in airports, malls, restaurants, and some-
times along the street [58]. They provide free Wi-Fi for registered users,
after they have accepted the terms and conditions. However, some
data controllers desire to track users to provide them marketing fea-
tures such as coupons. While some personal data must be collected to
deliver the Wi-Fi service (relying on contract as the legal ground), the
use of data for marketing purpose must be based on consent as a legal
ground. Data subjects have to be informed of both purposes, but it is
important to make a distinction between the two legal grounds and to
request consent for marketing purpose. This scenario is typical of the
smart city (see Section 1.1.1.3, and Appendix B.4 for more details).
In this scenario, DCDs are fixed and passive, but the collection
process is selective: hotspots are able to make a difference at the
time of collection according to the identifiers (here the Wi-Fi MAC
address), even though they need to collect it beforehand. Therefore,
enforcement can be conducted a priori. We assume data subjects have
a DSG hosting a PDC. In this scenario, data subjects are aware of the
existence of hotspots, and even have a pre-existing relationship with
data controllers.
This use case can be addressed through both direct and indirect
communications according to Tables 8 and 9. However, the variety of
actors involved and the two purposes favours an indirect communi-
cation, as presented in Figure 30. A registry can indeed inform of the
legal obligation and of the marketing features. This choice of indirect
communication also allows all actors to manage their DCP themselves
while providing a single access point to data subjects. In that setup,
access to the registry is known by data subjects, who can lookup the
DCPs. The registry can be accessed from any device, but only a PDC
can communicate a consent. Data subjects are informed of all purposes
of processing, and can consent a priori if their DSP matches the DCP.
By default, hotspots collect but immediately discard data for which
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they have not obtained consent. Hotspots collect required data, but












Figure 31: Vehicle tracking
Vehicles may be subject to passive data collection by systems that
detect and record their presence. One of the main technologies al-
lowing this data collection is Automatic Number Plate Recognition
(ANPR) [47] based on images captured by CCTV cameras. Given the
nature of the location where those systems are deployed (road sec-
tions, parking lots), data subjects and data controllers have usually no
pre-existing relationship. Furthermore, the driving activity requires
full attention of the driver, which cannot be disturbed by tasks related
to information and consent.
This scenario involves fixed and passive sensors, with no pre-
existing relationship and a systematic collection process. The situa-
tion is therefore similar to Scenario 4.6.1 except that the identification
of data subjects relies on number plates rather than MAC addresses:
the DSD considered is a car.
The constraints put on the driver attention and the lack of pre-
existing relationship require a direct communication. This scenario is
represented in Figure 31. Before entering a monitored area, the DSG
of the driver (e.g., her smartphone) communicates with the Privacy
Beacons to retrieve DCPs and to return a potential consent including
the car plate number. Furthermore, the PDC running on the DSG im-
plements the consent decision without requiring the driver interaction,











Figure 32: Smart hotel
A more prospective scenario can be imagined in a smart hotel. Some
hotels are getting equipped with smart speakers, hosting a virtual
assistant [147]. It is now possible to order room service or manage the
light and temperature through such speakers, which are continuously
listening (see Section 1.1.1.2, and Appendix B.3 for more details).
These facilities pose privacy issues with respect to information and
consent. For instance, guests may invite friends unregistered at the
hotel. As a result, these friends would not be informed of possible data
collection, and do not necessarily possess a PDC. However, we assume
they posses a DSG. This scenario is then particularly challenging
for privacy, but we can imagine manners to preserve it using our
framework.
In that setup, DCDs are fixed and active. Given the fact that they are
endowed with speech recognition, we also suppose that they have an
extensible protocol. The collection process is systematic, but it must
stop if all the persons present in the room have not given their consent.
It is then required for the smart speakers to be able to accurately detect
the number of persons in a room. 5 The data collected in that scenario
is speech, which also acts as an identifier. We suppose a pre-existing
relationship for some data subjects, but not for all. Guests renting the
room are assumed to have a PDC, but not their friends.
This challenging use case can be solved using both direct and
indirect communications, as Figure 32 shows. The smart speaker
regularly compares the number of persons in the room with the
number of consents stored, and does not listen as long as it has not
received a number of consents equivalent to the number of persons
detected.
5 For instance, Hashimoto et al. [63] achieved an accuracy of 98% using pyroelectric
infrared array detector close to doors.
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In a first option, we use the direct communication. When entering
the room, the PDC detects the smart speaker (acting as a DCG). It
retrieves the DCP and communicates the consent if the two policies
match.
In a second option, a hybrid approach is favoured. This approach
uses an indirect information through a registry, and a direct communi-
cation of consent. Invited friends are informed of the DCDs on a local
registry operated by the hotel. They may not have a PDC, the registry
can therefore encourage them to install one through its responsive
interface, but they are not encouraged to give their consent without
a thorough reflection. The invited friends have to communicate their
consent directly if they deem it useful.
summary
We described in this chapter technical options for implementing the
framework described in Chapter 3. The machine-to-machine com-
munications can be implemented directly (Section 4.1), or indirectly
(Section 4.2). The two options are complementary: it is possible to
inform with direct communications, to consent with indirect communi-
cations, and vice-versa. We showed in Section 4.3 how the requirements
presented in Section 3.4 can be implemented as a combination of a
ledger and cryptographic signatures. We showed here how to imple-
ment a PDC as an app, by defining a DSP using the privacy policy
language Pilot (Section 4.4). A design space was proposed to help en-
gineers and designers devising information and consent management
solutions (Section 4.5). Finally, we illustrated the different implemen-
tations through scenarios in Section 4.6, to show the benefits of the
design space and the use of these criteria.

5
T H E M A P O F T H I N G S A N D C O I O T P R O T O T Y P E S
We proposed in Chapter 3 a framework for enhancing information and
consent in the Internet of Things, and technical options to implement it
in Chapter 4. These technical options have been implemented as func-
tional prototypes, and these prototypes are presented in the present
chapter. The prototypes act as proofs of concept for the framework,
and aim to illustrate the different possibilities in which the framework
can operate, as well as the design space.
These prototypes, although fully functional, do not aim to be used as
is. They rather are the proof that the statements made in the previous
chapter are feasible at a low cost and without extensive modifications
of hardware and software infrastructures. All the prototypes devel-
oped are under free licences and use free licences: we hope that they
will be reused thanks to the accessibility of the code, or at least be a
source of inspiration for systems designers.
We illustrate the framework with two prototypes: Map of Things
and CoIoT. The former is a registry, it implements the indirect commu-
nication of information. Map of Things is presented in Section 5.1. The
latter is a mobile application fully-fledged for the direct communica-
tion of information and consent, and also able to retrieve information
indirectly from the registry Map of Things. The application, coined
CoIoT, is presented in Section 5.2. We have also developed two com-
plementary components, which can be used in conjunction with the
prototype, Privacy Beacons and the ledger, which are presented more
succinctly in Section 5.3.
A summary of the requirements fulfilled by these prototypes and
the additional components is presented as a table at the end of each
prototype, with 3 meaning that the requirement is fulfilled, and
7 meaning that the requirement is not fulfilled.
5.1 map of things
Map of Things (MoT) is a prototype website for indirect informa-
tion of privacy policies in the Internet of Things. Map of Things
has been developed [94] to show that the indirect information can
be implemented without any software or hardware modification on
DCDs. MoT illustrates Scenario 4.6.2: the variety of actors involved in
a smart city favours an indirect communication of information. MoT is
supported by the framework Laravel [82]. It displays the map of Open-
StreetMap [119] using the module Leaflet [85]. It is currently hosted
at https://mapofthings.inrialpes.fr. The registry is endowed with
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the Wi-Fi hotspots of the French cities of La Rochelle and Grenoble,
associated with their respective privacy policies. Note that it also
displays dummy CCTVs for the sake of the example. The following
sections present the different features offered by the tool, e.g., a user-
friendly map, a list of DCDs and of their respective privacy policies.
A focus has been put on an experimental version of multi-faceted
privacy policies.
5.1.1 Map
Its main interface is a map 1 displaying DCDs, their range of collection,
and a simple notice of the personal data that they can collect (see
Figure 33). The simple notice is composed of the type of device,
the data controller, the type of data collected, and the purpose of
collection.
Figure 33: Excerpt of a DCD in MoT, its range of collection, and its simple
notice.
Clicking on the hyperlink provides more information to data sub-
jects (see Figure 34). 2 This second layer of information informs of the
coordinates of the DCD, its collection range in meters and frequency
in times per second, and the contact of the DPO.
1 https://mapofthings.inrialpes.fr/map
2 https://mapofthings.inrialpes.fr/device/52 for instance.
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Figure 34: Example of a second layer of information in MoT.
The interested user can click on a button labelled DATA COLLEC-
TION DETAILS, which triggers a pop-up window (see Figure 35).
The pop-up window displays the natural language privacy policy,
which additionally informs of the legal basis for processing and of the
retention time.
Figure 35: The natural language privacy policy provided by the data con-
troller.
The map focuses on the user-friendliness of the presentation of
content (see Section 3.3.1.1), and is fully responsive (see Section 4.2.1.3).
It presents the graphical facet of privacy policies (see [107]).
5.1.2 List
The registry can also present DCDs and their privacy policies as a list. 3
The list has the same interface as a single device (see Figure 36). This
feature presents the natural language facet of privacy policies (see [107]).
Figure 36: List of devices hosted by MoT.
Note that a device has a red button alongside the DATA COLLEC-
TION DETAILS button, this functionality is explained in Section 5.1.3.
3 https://mapofthings.inrialpes.fr/device
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5.1.3 Collaborative edition
MoT allows for a collaborative edition the DCDs and of their respective
privacy policies. Registered users 4 can click on a red button located
on the bottom-left corner of the map to add a device (see Figure 37),
and end up on a new window 5 after a confirmation of the location
(see Figure 38).
Figure 37: Add a device.
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The new window awaits for the input of the information required
by the list of devices (see Figure 39). Note that all inputs are controlled
before the addition of a DCD: coordinates are pre-filled according to
its location, and mandatory items (see Section 3.1.2) cannot be left
empty. Registered users can modify the DCPs of DCDs of which they
are the creators. This feature is available through a red pencil button
located on the right of the devices’ list (see Figure 36).
Figure 39: Add the privacy policy of a device.
5.1.4 API
The information stored on the registry can also be accessed from an
API (see Section 4.2.1.2). 6 The API enables the automatic retrieval of
the DCP in a machine-readable format (see Figure 52 in the Appendix).
This feature presents the machine-readable facet of privacy policies
(see [107]).
Fulfilment of requirements
MoT does not fulfil all the requirements of indirect communications.
As a matter of fact, communication of consent is not implemented,
whereas it is a mandatory requirement since it focuses on information
and does not implement consent. In contexts where consent is required,
MoT should therefore complemented by additional means such as the
CoIot application presented in the next section.
6 https://mapofthings.inrialpes.fr/api/devices for all devices.
https://mapofthings.inrialpes.fr/api/devices/1 for one device, here for device
with id 1.
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5.2 coiot
CoIoT [94] (which stands for Consent and information in the Internet
of Things) is a prototype Android app for direct information and
consent, and indirect information, in the Internet of Things. It is our
implementation of a PDC. CoIoT has been developed to show that
seamless consent communication and DSP management can be op-
erated without extensive technical knowledge nor efforts from data
subjects. CoIoT can illustrate a large range of scenarios such as Sce-
narios 4.6.1 and 4.6.3, but it can also operate in Scenario 4.6.4 (the
technical difficulties would then be put on the DCG to count the
numbers of persons). 7 CoIoT implements all the requirements from
Section 3.3, as shown in the rest of this section.
Figure 40: Menu on the left drawer.
5.2.1 DSP management
CoIoT is an implementation of a PDC. Therefore, it is possible for data
subjects to manage their DSPs as required in Section 3.3.1.3. It cor-
responds to the requirements Consult DSP and Add/modify/delete.
Data subjects can consult their DSP (see Figure 41) and modify existing
rules (see Figure 42); these features are accessible from the “Visualize
my policy” choice on the menu (see Section 40). The DSP is presented
rule-per-rule. Data subjects can also add new rules (see Figure 43);
this feature is accessible from the “Add a rule” choice on the menu
(see Section 40). Note that items are preset to alleviate the burden of
DSP management.
7 Note that Scenario 4.6.2 cannot be illustrated because indirect communication of






Figure 43: Adding a rule
in a DSP.
5.2.1.1 Generic categories
Data subjects can also define categories of items as required in Sec-
tion 4.4.2.2. Only the type of data can be defined generically in the
current prototype. Clicking on the on/off button when adding or mod-
ifying a rule (as seen in Figure 42) results in the definition of a whole
category. Note that items are preset according to categories when the
button is clicked. Categories can be managed within a separate activity
(see Figure 44); this feature is accessible from the “Manage categories”





Figure 46: Visualizing the
history of con-
sents.
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5.2.1.2 Bond another DSD
Data subjects can bond other DSDs as required in Section 3.3.2.2.
The bonding is hard-coded and only considers a smartwatch for the
demonstration, i.e., it is not possible to choose the identifier added.
Data subjects have to click on the bottom-left corner button to bond
the DSD (see Figure 45).
5.2.1.3 History of consents
Data subjects can access a visual summary of consents previously
given as mentioned in Section 3.3.2.4 (see Figure 46).
5.2.2 Visualizing DCP
CoIoT can retrieve information directly through a local scan, or by
fetching resources from a registry, such as MoT. In both case, DCPs
are presented rule-per-rule.
5.2.2.1 Local scan
CoIoT scans for DCPs on the background. It displays retrieved DCPs
on the main screen (see Figure 47), and warns if the DCP does not
match the DSP (through a toast, and a notification in the drawer
marked as a + on the top-left corner, see Figure 47).
Figure 47: Result of a BLE scan. Figure 48: Fetching DCPs from MoT.
5.2.2.2 Retrieval from registry
CoIoT can also retrieve DCPs from the registry Map of Things. The
feature is accessed from a separate activity (see the menu in Figure 40),
and displays the results of the API of MoT (see Figure 48). Note that
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this feature is experimental insofar that it does not permit a fine-grain
tuning, e.g., according to geolocation.
5.2.3 Consent
CoIoT can communicate consent directly, it also implements negotia-
tion as specified in PPNP (see Section 3.2).
CoIoT automatically sends a signed consent if it retrieves a DCP
matching the DSP. However, if the DCP does not match the DSP, it
sends the DSP. An answer composed of a more restrictive DCP (see
Section 3.1.2.1) results in the communication of a consent for the new
DCP. The consent and the negotiation are illustrated with Figures 49
and 50 respectively.
Figure 49: This screenshot shows the serial output of the Privacy Beacon
retrieving a consent from CoIoT. The consent is displayed as a
string made of the identifier of the device concerned and a hash
of the DCP.
Fulfilment of requirements
CoIoT successfully fulfils all mandatory requirements of a direct im-
plementation of the Protocol, of the PDC, of the Proof of consent
(the one delegated to the PDC), Privacy Policies, and operations over
the Language. Additionally, it also fulfils most optional requirements.
Table 10 summarizes which requirements CoIoT fulfils. Note that we
consider that bonding is only partially fulfilled due to its hard-coded
implementation.
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CoIoT
Category Name of the requirement Type of requirement Fulfilled
Protocol Req4.1 and Req4.4 Information (DSG and DCG) Mandatory 3
Protocol (direct)
Req4.2 and Req4.5 Consent (DSG and DCG) Mandatory 3
Req4.6 and Req4.7 Negotiation (DSG and DCG) Optional 3
PDC
Req5.1 Consult DCP Mandatory 3
Req5.2 Consult DSP Mandatory 3
Req5.3 Add/modify/delete Mandatory 3
Req5.4 Notifications Mandatory 3
Req5.5 Natural language Mandatory 3
Req5.6 Rule-per-rule presentation Mandatory 3
Req4.3 DSG interaction Mandatory 3
Req5.7 History Optional 3
Req5.8 Preset items Optional 3
Req5.9 Bonding Optional (3)
Req5.10 Sorted presentation Optional 7
Proof of consent Signatures (see Section 4.3) Mandatory 3
Privacy
Policies
Req1.1 Type of data Mandatory 3
Req1.2 Purpose of collection Mandatory 3
Req1.3 Retention time Mandatory 3
Req1.4 DC Mandatory 3
Req1.5 3
rd parties Mandatory 3
Req1.6 Collection frequency Optional 7
Req1.7 Location of DCD Optional 7
Req1.8 Collection range Optional 7
Language
Req3.1 Comparison Mandatory 3
Req3.2 Intersection Mandatory 3
Table 10: Fulfilment of requirements by CoIoT
5.3 privacy beacons and ledger
This last section provides short explanations of the last two compo-
nents of our implementation: Privacy Beacons and the ledger.
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5.3.1 Privacy Beacons
To provide a full-fledged implementation of direct communication, a
prototype of Privacy Beacons has been developed [106]. They are based
on ESP32 (see Section 4.1.1). They implement PPNP through BLE, and
work in tandem with CoIoT. They continually broadcast their DCP
(encoded in bytes with protobuf [127], see Section 4.1.1.1), and can
retrieve consents (see Figure 49) through ATT (see Section 4.1.1.1).
They are programmed to accept any negotiation (see Figure 50).
Figure 50: This screenshot shows the serial output of the Privacy Beacon when
a negotiation is successfully undertaken. The DSP is first received,
then the consent. The DSP is presented rule-per-rule.
5.3.2 Ledger
Finally, the ledger proposed in Section 4.3 has been implemented as
well [105]. It runs thanks to a python script that combines the serial
display of the ESP32 and the secure storage of consents in Hypercore
for demonstration purposes.
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summary
This chapter presented the prototypes implemented as proofs of the
concepts proposed in Chapter 4. Section 5.1 presented Map of Things
(MoT), a registry for indirect information in the smart city. Section 5.2
provided an overview of CoIoT, a PDC able to communicate informa-
tion directly and indirectly, and consent directly. Section 5.3 succinctly
showed the prototypes of the Privacy Beacons and of the ledger.
Note that some features presented in this chapter are hard-coded
for the sake of simplicity. However, the prototypes presented here are
mere examples, and can be extended for industrial deployments.
Part III
C O N C L U S I O N
Alas, I have studied philosophy, the law as well as
medicine, and to my sorrow, theology; studied them well
with ardent zeal, yet here I am, a wretched fool, no wiser
than I was before.
Faust in Faust’ Johann Wolfgang von Goethe
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C O N C L U S I O N
We asked in the introduction of this work whether it is possible to design
a generic framework to communicate information and manage consent in the
Internet of Things. This document argues in favour of a positive answer
to this question. Indeed, this work proposed a technical infrastructure
to inform and manage consent in the Internet of Things.
After a) a contextualization through a definition of the Internet of
Things and its privacy issues, an overview of the GDPR requirements
in terms of information and consent, and the tension resulting from
the application of the latter to the former in Chapter 1; and b) a
review of the means to inform and of the means to manage consent
in the Internet of Things in Chapter 2; we provided in Chapter 3 a
framework for information and consent in the Internet of Things as a
main contribution.
This framework is composed of: 1) a protocol to inform and manage
consent through the communication of machine-readable privacy poli-
cies for both data controllers and data subjects; 2) functionalities for
human-computer interactions to display and manage privacy policies;
and 3) requirements over the proof of consent.
We proposed in Chapter 4 technical options to implement the frame-
work, a design space to help systems designers, and scenarios illus-
trating the use of the framework can be used. Some of these technical
proposals have been developed as prototypes to show their feasibility,
they are presented in Chapter 5.
In this last chapter, we summarize the contributions of this thesis
(see Section 6.1), discuss the design choices (see Section 6.2), highlight
the limitations (see Section 6.3), and present perspectives for future
research (see Section 6.4).
6.1 summary of contributions
The main contribution of this study is the generic framework pre-
sented in Chapter 3. This framework addresses the challenges set forth
in the introduction, namely, the need to accommodate a great vari-
ety of situations (genericity), to take into account legal requirements
(GDPR compliance), to ensure user-friendliness and to facilitate im-
plementations. This framework is also an additional element brought




The framework is generic in the sense that it does not depend on
specific communication protocols, channels or types of devices, nor
fielding configurations. This generic character is what makes it differ-
ent from related work, which are usually tailored to specific settings
(see Chapter 2). It therefore tackles the heterogeneity of the Internet of
Things (see Section 1.1.1).
6.1.2 Legal compliance
The framework addresses legal compliance, it has been carefully de-
signed for informed consent according to the GDPR requirements. We
presented the requirements for information and consent under the
GDPR in Section 1.1.2, and devised the framework to the end.
6.1.3 User- and privacy-friendliness
The framework considers user- and privacy-friendliness in many ways.
First, it provides minimum interruptions: while notifications are
part of the human-computer interactions, they are only required under
specific conditions, e.g., when a negotiation is undertaken.
Second, no data is disclosed by default: unlike opt-out facilities
(see Section 2.2.2), our solution favours a fine-grain opt-in approach.
Data subjects have to selectively and actively consent to data collection
processing, in line with the definition of consent in the GDPR, and
with the clarifications of the WP29.
Third and last, optional features — such as negotiation or preset
items — have been designed so as to make our framework more usable.
They can reduce user fatigue, and empower data subjects by providing
more choice.
6.1.4 Implementation
The framework can easily be implemented, as demonstrated by the
multiple technical options presented in Chapter 4. As a matter of
fact, the greatest care has been taken to make every aspect of the
framework easy to implement. The two options to implement the
framework are inexpensive: the direct communication relies on DCGs
covering a large area for less than 6$, and the indirect communication
does not require additional devices (only a website without specific
computational needs). The PDC can run on devices owned by a large
number of persons — smartphones —, and does not require intense
computational capacities (for this kind of device). The implementation
of the ledger can run on small devices as well. All our prototypes are
based on free software, and are under free licences as well.
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6.1.5 ePrivacy Regulation
Although a large-scale deployment of the implementations of the
framework could undoubtedly impact society, this framework shows
that consent can be effectively retrieved in the Internet of Things.
A part of personal data in the EU is regulated by the Privacy and
Electronic Communications Directive 2002/58/EC on Privacy and
Electronic Communications, also known as the ePrivacy Directive. Its
scope encompasses mainly metadata, such as traffic data, or cookies.
This directive will be superseded by the ePrivacy Regulation, today
at the state of proposal. The ePrivacy Directive and the Regulation
operates as complements of the GDPR on specific topics. The regula-
tion may impose less stringent requirements over consent: the initial
version proposed by the commission [52] did not require consent to
geolocate data subjects using their end-users terminal equipment (see
Art. 8(2) of the initial proposal). This provision has been deleted in
the current version of the parliament [54], and new requirements have
been set on data controllers, such as the possibility to object to such
physical tracking (Art. 8(2a.d) of the parliament report). The current
draft can lead to various outcomes, ranging from a privacy protective
to a privacy intrusive legislation [79].
We aimed to show with this work that the difficulty to manage
and retrieve consent is a fallacious argument, and that consent can
be retrieved in a privacy-protective manner for data controllers who
respect the legislation.
6.2 discussion
The framework proposed in this thesis hinges upon certain hypotheses
that may raise some questions with respect to design choices. We strive
in Section 6.2.1 to provide answers to these interrogations.
The overall approach followed during this document, i.e., creating
frictionless interactions between humans and machines for consent
retrieval, may also be questioned. Section 6.2.2 attempts to clarify
ethical concerns related to the responsibility of designers.
6.2.1 Design choices
Some high-level choices made may appear as arbitrary. We discuss
two of them below, i.e., the choice to protect privacy by policy, and the
necessity for data subjects to own a DSG.
6.2.1.1 Privacy by policy
Spiekermann & Cranor proposed in [138] a distinction between privacy
by architecture and by policy. Building on top of a three-layer model
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of user privacy concerns (data transfer, storage, and processing), they
develop guidelines for building privacy-friendly systems.
Privacy by policy focuses on the implementation of legal require-
ments, the Fair Information Practices [55] in the article, but it can be
generalized to modern legislations. It is the most obvious choice when
data can be linked to a natural person. For instance, the Internet of
Things is a difficult environment to evolve in without being tracked.
Technical anti-tracking measures are difficult to implement, if not
impossible. But a system may choose to advertise its data practices,
and offer the choice not to track [99].
Privacy by architecture attempts to minimize the digital traces left
by diminishing the collection of personal data. This choice is preferred
when a system does not require to identify its users, and displaces
trust from institutions to technical architectures [131]. As an example,
the TOR network implements privacy by architecture: users cannot be
identified, or with difficulty [101].
These two approaches do not necessarily oppose each other, and can
be complementary. However, we contend that privacy by architecture
is intrinsically complex to implement in the Internet of Things, notably
when the collection process is systematic. Even though it is possible
to limit physical tracking [97], a privacy by policy approach — all the
more after the enforceability of the GDPR — can have a better reach
than a privacy by architecture approach in that case.
Data subjects may want to use services requiring identification,
which makes privacy by architecture, and consequently anonymity,
unsuitable. Unlike web browsing, most Internet of Things services —
e.g., the smart home or wearables — are tailored to individuals, and
therefore cannot be used anonymously. Moreover, it is unusable to
protect privacy with an architectural approach in certain setups, such
as video recordings. Even though artists have created make-up [28] or
masks [143] to prevent facial recognition, these techniques are clearly
impractical: privacy by policy is to be favoured in our case.
6.2.1.2 Gateway device
The necessity for data subjects to possess a DSG, often a smartphone,
may be questioned. We stipulated in Section 3.1.1 that data subjects
need a DSG for the framework to be applicable. Actually, very little
data collection can happen if data subjects do not have such a DSG.
The smartphone is often a condition sine qua non for data collection
to happen: only video can otherwise be recorded, or the presence
detected. The main device subject to data collection becomes the cus-
todian of privacy. Note that we assume data collection cannot happen
without consent: a data subject without DSG cannot communicate
consent in our framework and cannot therefore be subject to data
collection. For instance, a data subject possessing a DSD but no PDC
(see Scenario 4.6.4) must in no case have her data collected.
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6.2.2 Ethics
We proposed in this thesis a facilitating approach to manage con-
sent. While we took care not to encourage data subjects to provide
their consent against their interests, 1 this facilitating approach has
to be questioned ethically because it may infringe autonomy of data
subjects. Here, the responsibility of the designer is engaged insofar
that designing Privacy Enhancing Technology (PET) can reduce the
latitude of data subjects, for instance when such technology assists
decision-making. But is full autonomy always desirable? [139]
“Code is law” said Lessig [90], this assertion implies that system
designers can influence actions and have a normative effect. They can
design systems ranging from total choice to pre-determined choice.
We denote this the spectrum of choice. What is the right cursor position
on the spectrum of design interaction? Total choice may seem unattain-
able: every element of a system has an effect on decision-making, albeit
minor; and pre-determined choice, although theoretically possible,
is rarely found in real systems. Most systems fall in between, and
influence users while letting them choose certain settings. In any case,
it is a fair assumption to say that design is always manipulative to a
certain extent. This manipulation can however be in favour or at the
expense of data subjects’ interests.
A typical malevolent influence of design are Dark Patterns [61], and
a typical benevolent influence can be nudges [4] and soft paternalism.
How can we ensure designers are indeed benevolent? Even if they are,
can they really pretend to be aware of users’ interests? Even though
designers may follow a benevolent end, it is uncertain that the effective
result would be a choice in favour of users’ interests. They may think
the system they designed actually reflects everyone’s interests, but it
is with difficulty that a small set of persons can reasonably determine
a large group of persons’ interests. Privacy designers are undoubtedly
more knowledgeable than most people on privacy topics, but interests
differ between individuals [91, 93]. A possible manner for groups
of users to verify whether a system matches their interests would
be to understand its functioning, its biases, and to be in a position
permitting the modification of the said system.
Another important parameter to take into account is the “Rule of
default”: 95% of users do not change their default settings [45], this
choice is therefore crucial.
Based on this parameter, we contend that, by default, users do not
wish their data to be collected and processed when the legal ground is
consent, i.e., when data collection is not mandatory for the functioning
of a service. 2
1 Through 1) the negotiation process, 2) the granularity offered when managing consent,
in addition to 3) careful interaction design guidelines, see Section 6.1.3
2 This is in line with the guidance of ICO, the British DPA, on the use of cookies [66].
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This choice differs from the CMU approach (see Section 2.2.1) which,
on the grounds of more individual freedom, let neglecting users make
choices against their interests. This approach is strengthened by the
use of machine learning, which reinforces existing carelessness.
6.3 limitations
In this section, we present the limitations of the framework in two
parts, considering respectively: the theoretical limitations in Section 6.3.1,
i.e., the very essence of what the framework cannot cope against; and
the technical limitations in Section 6.3.2, i.e., what the prototypes
cannot do.
6.3.1 Theoretical limitations
Our framework meets three high-level difficulties: 1) the very notion
of consent to personal data processing; 2) unlawful data collection,
against which it is toothless (see Section 6.2.1); and 3) other legal
grounds than consent — e.g., legitimate interest, that may be invoked
to process data without having to retrieve consent.
6.3.1.1 Limitations of consent
The very idea of consent, and of “notice and choice” [35] have been
criticized by numerous scholars. These privacy paradigms are indeed
far from being perfect, and we expose their most prominent critiques.
Nissenbaum contends that consent — at least in its current interpre-
tation — should be abandoned [113]. The idea that individuals can
effectively manage their own privacy by themselves is, according to
her, a fallacy. Nissenbaum advocates for stronger collective protections
instead of individual empowerment.
Some have a more balanced point of view with respect to privacy
self-management, such as Solove [135]. He contends that existing
methods to protect privacy are inherently limited, because of cognitive
problems — individuals are not properly informed, and decision-
making can be skewed — as well as structural problems — the number
of decisions can scale up to becoming unmanageable. Aggregation
of data is hard to predict from an individual vantage point, and
harm done to individuals can be hard to assess. However, Solove
does not go as far as Nissenbaum, and advocates a hybrid solution:
rethinking consent and nudges [4] without falling into paternalism,
developing partial privacy self-management (“one possible answer
might be to find ways for people to manage their privacy globally for
all entities rather than one at a time”) 3, and more generally what he
3 Note that it goes in favour of a privacy-by-policy approach
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calls “moving towards substance over neutrality”, i.e., the idea that
one should not be able to consent to anything.
This idea of proposing a consent limited in scope has also been
proposed by Lionel Maurel (also known as Calimaq), a French librar-
ian, jurist, and privacy advocate, in [163]. Lionel Maurel distinguishes
what he denotes the “two faces of consent”:
subjective consent is when individuals are mandated to make
a decision, whereas they are subject to numerous biases. This
interpretation of consent allows data subjects to weaken their
own rights, if they choose to do so.
objective consent is about framing the conditions in which data
subjects can communicate their consent. According to him, the
GDPR emphasizes this face of consent with the precisions brought
to its legal validity.
He says about objective consent: “It is then less about giving individ-
uals the power to consent than, on the contrary, to define what they
cannot consent to”. 4
As a result, we can conclude that: 1) consent is difficult to manage,
especially when blended with technical systems, and one must be
conscious of these difficulties when devising consent management
systems, but 2) it can be a valid approach if thoroughly though and
carefully designed.
6.3.1.2 Unlawful data collection
Data controllers can choose not to comply with their privacy poli-
cies [98]. The news often title the non-compliance of some companies
with their announced privacy policies [87]. The penalties risked by
data controllers— up to 4% of their annual turnover — strongly en-
courage them to respect the GDPR, but without proper enforcement
and audit, a privacy by policy approach is inefficient.
6.3.1.3 Other legal grounds
Finally, our framework addresses information, which is required for
any personal data collection. 5 But it also considers consent, which
is one out of six legal grounds for personal data processing. One
legal ground in particular has been in the spotlight due to its unclear
application scope: legitimate interest. Claiming legitimate interest for
data processing does not require authorization from data subjects.
DPAs however clarified that it should not be invoked in place of
consent, notably for online advertising [24].
4 Translation by the author, original sentence: “Il s’agit donc moins en réalité de donner
à l’individu un pouvoir de consentir que de définir, au contraire, ce à quoi il ne peut
pas consentir.”
5 The few exceptions do not compromise our approach.
116 conclusion
6.3.2 Technical limitations
Finally, it is to be noted that the prototypes presented in Chapter 5 suf-
fer from technical limitations due to time shortage and technological
obstacles.
The limitations due to time shortage are of little importance for
a proof of concept implementation. For instance, the collaborative
edition of MoT (see Section 5.1.3) could be restricted according to a
level of trust, i.e., trusted users should be marked as such and the
privacy policies they upload should not have the same impact as
privacy policies uploaded by random users. Similarly, CoIoT only
proposes generic categories for the type of data (generic categories
is an optional requirement). Note that not all technical options have
been implemented: Wi-Fi Direct, the indirect negotiation, and an IoS
app have not been developed as prototypes.
The prototypes also suffer from actual technological obstacles, due
to the inherent limitations of the technologies used. For example,
CoIoT cannot automatically retrieve the MAC addresses of the de-
vices on which it is installed. Indeed, modern versions of Android
prevent any app — even with a root access explicitly granted by the
data subject — from accessing network information such as MAC
addresses.
6.4 perspectives
We conclude this document with research perspectives with respect to
the work presented along this document.
6.4.1 Testing and refining
First, the prototypes, albeit carefully designed, lack user studies to
determine their usability, and improve it if necessary. These user stud-
ies may encompass a questionnaire, asking feedback to data subjects.
Such a questionnaire may answer the following questions: 1) to what
extent does the prototype convey information intelligibly? 2) is it us-
able for every categories of population, notably those lacking digital
literacy [120]? 3) could the prototype be ready to be used in the real
world? 6 From the results of such tests, the prototypes could be refined,
and tested again to measure the improvement in usability.
6 Note that the deployment of the different contact tracing apps following the COViD-
19 pandemic may bring additional insights to the deployment of large scale Bluetooth
technology.
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6.4.2 Beyond individual consent?
This work strived to propose a privacy-preserving approach to consent
management, even though consent intrinsically suffers from limita-
tions (see Section 6.3.1.1). Letting individuals choosing whether to
disclose their personal data may not always be the best path to em-
powerment, notably when information is distributed asymmetrically,
and the decisions resulting from the disclosure entail more than just
the requested individuals.
As a matter of fact, personal data processing has also a collective
dimension [29], this fact is notably illustrated with certain types of
data such as our DNA or our facial traits. It is for instance possible
to identify the quasi-totality of the population using only 2% of the
population’s DNA [51]: our individual choices can impact more than
ourselves. Facial recognition also gives an example of a type of data
with a systemic impact [30], as its development in the public space
may lead to dreadful outcomes.
These two examples surely are more extreme than a geolocation
trace left by a smartphone, and as biometrical data they must be
considered under the regime of sensitive data. However, a fact remains:
personal data gains value when combined with other personal data,
and with that a potential for harm. It is for that reason necessary to
consider a large scope when dealing with privacy.
Collective approaches to privacy have thus been proposed by dif-
ferent disciplines. Lawyers advocated that privacy is a right for in-
dividuals, but which must be dealt with collectively [22]. Computer
scientists proposed a collaborative access control framework for social
networks [6]. A research avenue would be to consider more specifically
consent as a collective right as well, and to propose technical measures
to collectively enforce that right.
With the GDPR now in action, and consent a cornerstone of privacy
management, another promising research avenue would be to frame
the conditions under which consent must be considered lawful from
a Human-Computer Interactions point of view. Toth et al. conduct
research in that direction [141], with an opinion paper on cookies
and other trackers. A set of privacy-preserving design guidelines, in UI
(User Interface) for the web, or in UX (User eXperience) in a broader
sense would participate in that endeavour.

Part IV
A P P E N D I X

A
G L O S S A RY
To avoid any ambiguities, we highlight terms considered as important
for the reading. We present a glossary to help the reader as it is possi-
ble to find redundant terms in the literature, and different concepts
expressed under the same word.
cookie A cookie is a small piece of data sent from a website and
stored on the user’s computer by the user’s web browser while
the user is browsing.
CSS Consent Storage Server
A CSS is a role for a server on which consents are securely stored.
dark patterns Dark Patterns are “instances where designers use
their knowledge of human behaviour (e.g., psychology) and the
desires of end users to implement deceptive functionality that is
not in the user’s best interest” [61].
data controller According to the GDPR, “[data] controller means
the natural or legal person, public authority, agency or other
body which, alone or jointly with others, determines the pur-
poses and means of the processing of personal data; where the
purposes and means of such processing are determined by Union
or Member State law, the controller or the specific criteria for
its nomination may be provided for by Union or Member State
law”. 1 We may name the data controller DC in this document.
DCD Data Controller Device
A Data Controller Device is a device controlled by a data con-
troller.
DCG Data Controller Gateway
A DCG is a role for a DCD in charge of declaring other DCDs,
retrieving DSPs and communicating them to the DSG.
DCP A Data Controller Policy is the privacy policy of a data controller.
It is a commitment of the data controller regarding its processing
of personal data.
data subject According to the GDPR, a data subject is “an iden-
tified or identifiable natural person”. 2 We may name the data
subject DS in this document.
1 See Article 4 of the GDPR.
2 See Article 4 of the GDPR, and the definition of personal data in this Glossary.
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DSD Data Subject Device
A DSD is a device which belongs to a data subject, usually either
worn or carried. It may be subject to data collection.
DSG Data Subject Gateway
A DSG is a role for a DSD, usually either worn or carried. It has
the capacity to retrieve DCPs, and to communicate a DSP.
DSP A Data Subject Policy is the privacy policy of a data subject.
It defines the requirements of the data subject concerning the
processing of this data by data controllers.
graphical privacy policy A graphical privacy policy is a privacy
policy expressed graphically [107].
item An item is a piece of information provided in a privacy policy.
legal ground A legal ground is a rational motive or basis for a
belief, conviction, or action taken, such as a legal action or ar-
gument. The GDPR considers in its Article 6 six legal grounds:
a) consent, b) necessity for the performance of a contract, c) ne-
cessity for the compliance with a legal obligation, d) necessity in
order to protect vital interests, e) public interest, and f) legitimate
interests.
machine-readable privacy policy A machine-readable privacy
policy is a privacy policy expressed in a format readable my
machines [107]. This format is usually derived from a privacy
policy language with a well-defined syntax, and a formal seman-
tics in some cases.
natural language privacy policy A natural language privacy
policy is a privacy policy expressed in natural language [107].
personal data According to the GDPR, “personal data means any
information relating to an identified or identifiable natural per-
son (‘data subject ’); an identifiable natural person is one who
can be identified, directly or indirectly, in particular by reference
to an identifier such as a name, an identification number, loca-
tion data, an online identifier or to one or more factors specific to
the physical, physiological, genetic, mental, economic, cultural
or social identity of that natural person”. 3 Personal data can
identify someone directly and uniquely — e.g., a social security
number — with less precision — e.g., a pseudonym — or by
combination with other information — e.g., metadata left by
online behaviour. Personal data is used in the European legal
context.
3 See Article 4 of the GDPR.
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personnally identifiable information PII refers to personal
data in the US legal context.
privacy policy A privacy policy is a statement made by data sub-
jects or data controllers to declare respectively their requirements
and commitments in terms of personal data management.
privacy policy language A privacy policy language is a language




I N T E R N E T O F T H I N G S
The Internet of Things is not a consensual and well-defined notion.
However, it is possible to adopt the following definition, derived from
its designation: the Internet of Things is the network encompassing any
digital device whose interface allows for an Internet connection.
This vagueness does not prevent institutional organs to use the term,
and the WP29 published an opinion on its recent development [153].
The WP29 refers the Internet of Things in its document to “an infras-
tructure in which billions of sensors embedded in common, everyday devices
– “things” as such, or things linked to other objects or individuals – are
designed to record, process, store and transfer data and, as they are associ-
ated with unique identifiers, interact with other devices or systems using
networking capabilities.” These devices and sensors — usually called
smart things — can collect various types of data: non personal such
as the temperature, the light intensity, or the air quality; or personal
data. Data is considered personal when it relates to an identified or
identifiable natural person (see Appendix A).
The collection and processing of such personal data can have ne-
farious impacts on society at large [162], insofar that it permits the
implementation of a real size Panopticon [57]. The Panopticon is the
prison invented by Bentham in which all prisoners can be observed by
a single guard without knowing whether they are actually watched.
To prevent the advent of such apparatus, it is necessary to define what
is meant by the “Internet of Things”.
Its origin is to be found in Ubiquitous Computing, term coined in
1991 by Weiser [156], that we present in Section B.1. We then describe
three common areas of the Internet of Things, corresponding to three
social spheres: 1
the self With wearables in Section B.2;
the private sphere With the Smart Home in Section B.3; and
the public sphere With the Smart City in Section B.4.
Note that the three spheres stated are not exhaustively described.
For instance, we omitted what is denoted Smart Campus [40] for con-
cision purposes. Additionally, the distinction is not exclusive: certain
use cases can overlap multiple spheres. For example, a Smart Build-
ing [122] can be encountered in both private and public spheres. The
1 While the distinction public/private is borrowed from their respective definitions by
Arendt in the Human Condition [10], we hear by “self ” what relates specifically to
the individual as a distinct entity (opposed to, e.g., the family, which belongs to the
private sphere without being reducible to a single individual).
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distinction however corresponds to differences in uses and scenarios:
while it is likely to be aware of the presence of devices at home, it is
not the case in a public space.
b.1 from ubicomp to internet of things
Ubiquitous Computing, often named ubicomp for short, has been
envisioned by Weiser [156] in 1991, then head of Xerox PARC. In this
pioneer paper, Weiser exposes a vision of “the computer for the 21st
century”. He draws a picture where technology would disappear in
the background, and be used intuitively without having to be though
consciously. A user does not have to use a classical trio keyboard/-
mouse/screen in this vision, as natural interactions with everyday
objects become the norm. Such a paradigm can be fulfilled with three
elements: 1) cheap, low-power computers that include equally con-
venient displays, 2) software for ubiquitous applications, and 3) a
network that ties them all together.
This vision turned out to be true, in part. As a matter of fact,
we are now surrounded by devices with specialized software and
bridged to Internet. From the smartphone to the smart fridge, smart
things pervade our daily lives, giving rise to pervasive computing.
But the current state of affairs is much more messy than planned [16].
Devices are not always compatible, connections are not as seamless
as envisioned, and the single desktop computer has not exactly been
replaced by a fleet of invisible machines, but rather reduced in size
and enhanced by sensors.
The term Internet of Things exists for more than twenty years
— the term was coined by Ashton in a conference in 1999 [12] —
but it flourished only recently. In 2003 and 2004, the term was used
in non-academic publications such as the Guardian, and the UN’s
International Telecommunications Union published a report about
it in 2005 [67]. We now live in a world where IPv6 2 allows for the
connection of 30 billions devices as of early 2020. This number is
growing exponentially: we expect 75 billions devices for 2025 [68].
The following sections present the Internet of Things through three
spheres: the self, the private sphere, and the public sphere.
b.2 wearables
Wearable devices are what happen when the Internet of Things is
devised for a single individual. They are denoted as such because
they are worn by data subjects. Tehrani & Andrew define wearables as
2 IPv6 is the sixth version of the Internet Protocol (IP), which provides an identification
and location system for computers on networks and routes traffic across the Inter-
net. IPv6 replaces IPv4, short of addresses, and enable the direct addressing of an
important number of devices.
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“electronic technologies or computers that are incorporated into items of cloth-
ing and accessories which can comfortably be worn on the body”[140]. This
incorporation of devices into the outfit invisible them. For instance,
glasses can record audio and video without bystanders noticing it [77].
Smartwatch have the possibility to retrieve the pulse rate, for which
they are designed most of the time, and can also disclose the activity
of the holder: whether she is running, walking or sat for example [71].
However, the growth of wearables does not go without concerns from
a privacy perspective [86].
Wearable devices enabled a new trend: that of gathering data about
oneself. This trend is often denoted Quantified Self (QS) [88]. The term
was coined by Wolf and Kelly in 2007 [157]. QS consists in gathering
data such as weight, running scores, the number of steps, or sleep
quality, often to fitness ends. This data is predominantly captured by
a smartphone, but fitness wristbands are also common in such use
cases. Other devices may be used, such as smart scales for weight
control. The dominant communication protocol is Bluetooth [20], as
most interactions occur within a small physical range. Leibenger et
al. [88] lists four benefits of QS:
report Reporting health data can be used for trivial purposes or
control behaviour
competition Users can compare their results with other users
correlation Users can analyse the impact of a change in a variable
on another, such as the regularity of runs on global health
research When considering both different types of data and a suf-
ficiently large number of users, analyse of QS data can provide
new insights to researchers
Future wearables will include smart fabric to infer your health or
even the mood, smart lenses to analyse your emotions, or smart shoes
to finely track your exercise. It is argued that the future may give
rise to a new type of networks as wearables meld with the body:
the Internet of Bodies [100]. However, not all these predictions are
desirable from a privacy point of view, as many of these technologies
are too intrusive to answer any kind of legal liability.
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b.3 smart home
The private sphere is our next step to present the Internet of Things.
The obvious category of Internet of Things in that case is the smart
home. The smart home, also known as Wireless home automation net-
works (WHANs) [59], is the enhancement of the home with connected
devices in order to facilitate life of data subjects. Among the possible
improvements, Gomez and Paradells [59] list the following:
light control Light bulbs can automatically be turned on when
the presence of a person is detected, the intensity of light can
be proportionate to the luminosity, and light control can be
managed from remote, for instance with an smartphone app
remote control Remote control is not restricted to light, as it can
encompass TV, HiFi, or air conditioning
smart energy The temperature can be controlled remotely, and
coupled with a smart thermostat, but the most prominent use
case is probably the smart meter: connected to a smart grid, a
smart meter can help to manage energy over large area
remote care Blended with wearables, remote care benefits to pa-
tients, disabled and elderly people. For instance, a smart wrist
can detect through its accelerometers when someone falls on the
ground and triggers an alarm
security and safety Smoke detectors warn firefighters, and mo-
tion sensors call the police when a break-in occurs. Surveillance
cameras, both to protect from intruders and to watch toddlers,
are now connected to Internet and can be accessed remotely.
Among all use cases, smart speakers embedded with virtual as-
sistants made a notable breakthrough. Major tech companies each
launched their own smart speaker: Google devised Home, Amazon
designed Echo, Facebook offers Portal, Apple created HomePod, and
Microsoft launched Invoke. Smart speakers continuously listen, and
react to a wake word which then trigger voice control. Data subjects
command built-in virtual assistants, which can interact with other
smart devices in the home. The smart home can spy on our conver-
sations using smart speakers, notably when guests are invited over:
they may not be aware of the data collection happening.
As a result, the smart home mainly considers a private sphere, but
it is entangled with wearables which react and communicate with the
rest of the infrastructure. All these devices communicate with various
technologies, such as ZigBee, 6LoWPan, or Bluetooth when wearables
are considered.
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b.4 smart city
The third and last part of the Internet of Things presented in this
section is the smart city. Whereas the first two parts focused on the
self and the private sphere, the smart city considers the public sphere.
Many definitions emerged to describe the smart city [34], such as
“a city connecting the physical infrastructure, the IT infrastructure,
the social infrastructure, and the business infrastructure to leverage
the collective intelligence of the city” [62], whose “[...] final aim is to
make a better use of the public resources, increasing the quality of the
services offered to the citizens, while reducing the operational costs of
the public administrations” [160].
A possible manner to present the different types of smart cities is
achieved through the prism of its main operators [151]:
techno-city The techno-city is driven by the industry, sensors rule
the urban development. It results in a centralized city and a top-
down approach. A typical example of such a city is Songdo in
Korea. Cisco produced most of the equipment, and an operation
centre manages city functions. This type of smart city is the least
favourable to privacy due to the uncontrolled multiplication of
devices.
contributive city The contributive city is impulsed by citizens
and usages of urban space. Such citizens are referred to hackers
or makers, and they promote a collaborative and peer-to-peer
approach. Some initiatives such as sous-surveillance [136] —
a collaborative map to surveillance cameras — illustrates the
concept. A contributive city may give birth to a more privacy-
protective kind of city due to the collaborative aspect.
e-city The e-city is fostered by public institutions, and results in
a bottom-up approach. Here, citizens participation (not to be
confused with contribute initiatives of the contributive city) is
encouraged, and Open Data is fostered. Barcelona belongs to this
category with its open participatory platform for deliberation
Decidim [9].
Note that these types of smart cities are not mutually exclusive, and
Vievard [151] advocates for a discussion between the three dominant
operators at the root of the three models — i.e., equipment manufac-
turers, citizens, and public authorities — in order to model a balanced
smart city.
Yet another manner to define the smart city is through its numerous
devices and their uses. It is for instance common to find Wireless
Sensor Networks [21] (WSN) to measure air quality. Air pollution
is considered a major issue in megalopolises, and such WSN can
help to monitor pollutant emissions. Data about air quality is not
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personal, and does not threaten privacy. However, other data sources
are less innocuous, such as smart grids [41] and smart meters (see
Section B.3 (under the term smart energy)). Smart meters can reveal the
devices used, and even the activities performed — such as whether
an occupant is cooking, sleeping, or using a laptop — if the collection
granularity is fine enough. They can be combined in a smart grid,
which can provide “the opportunity to reduce energy consumption
enabled by detailed, personalized energy consumption reports and
consequent monetary savings” [41]. Cameras have spread out in the
recent years, and they are now connected to Internet. They allow for
a real-time and continuous monitoring, not to mention the improve-
ment made in facial recognition [39]. At the heart of a city resides
its different means of transportation. It is no surprise to find smart
mobility as a component of a smart city [18]. In Barcelona for instance,
the combination of smart bus network designed according to a data
analysis of traffic flow and smart traffic lights optimize the overall
transportation networks [1]. In addition, the traffic lights are set to
free the road for emergency vehicles in case of a fire or an accident.
The smart mobility of tomorrow may very well be composed of Vehic-
ular Ad-hoc Networks (VANETs). Connected vehicles form a VANET,
and are therefore able to communicate between each other, and with
the roadside [161]. This communication can prevent over-accidents
by warning equipped vehicles in the vicinity, or can improve traffic
efficiency. Many self-claimed smart cities chose to put some data re-
trieved from these sensors online and publicly available, when this
data is not personal. This information is labelled Open Data [15]. Open
Data denotes the set of public data opened to the public for scrutiny
and research [69]. Because of the public nature of Open Data, the
data available must not be personal, and common examples include
transportation network information, locations of bicycle-sharing docks
and their availability, Wi-Fi hotspots, air quality information, and
data unrelated to the smart city aspect such as trees locations or city
budgets [152] etc.
The smart city thus raises to a whole new level the capacities of
surveillance, while providing innovative services for citizens [33]. Cer-
tain smart city apparatus considers personal data (e.g., smart grids),
but not all (e.g., WSN), and while certain facilities aim to improve
services (e.g., Open Data), others strive to monitor citizens (e.g., cam-
eras). Van Zoonen proposes a privacy framework to grasp privacy
concerns in the smart city, based on a 2x2 matrix [150]. Challenges are
split according to two axes: whether the data collected is personal or
impersonal, and whether its purpose is service or surveillance. It is
then possible to categorize privacy concerns within this framework: a
smart bin provides a service if it simply announces when it is full; but
it can also become a tool of surveillance if authentication is required
to throw rubbish (see Figure 51).
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Figure 51: Van Zoonen’s privacy framework applied to a smart bin.
The variety of policies applied to the smart city and the number of
use cases makes difficult to encompass all variations of the term. How-
ever, we observe that the concept of smart city is not purely technical,
and that simply adding more technology does not automatically solve
urban issues [108]. Authors from social science fields are critical of
this label put on urban development. For instance, Hollands [64] con-
tends that the smart city is yet another evolution of the entrepreneurial
city, prioritizing business interests over social justice, and aggravating
gentrification. However, this state of affairs is not inevitable, and the
smart city can become progressive and welcoming if all groups of
people are included in its development. Kitchin [76] advocates for
better consideration of security and privacy in smart cities. He ad-
vocates for a multi-pronged approach that blends together market,




C O D E E X C E R P T S
Listing 1: Minimal implementation of a BLE Scanner in Java for Android
/**
* Activity for scanning and displaying available BLE devices.
*/






// Stops scanning after 10 seconds.
private static final long SCAN_PERIOD = 10000;
...

































45 // Device scan callback.




















Listing 3: Minimal implementation of a GATT connection in Java for Android
public class BluetoothLeService extends Service
{
private final static String TAG = BluetoothLeService.class.
getSimpleName();
private BluetoothGatt bluetoothGatt;
70 private int connectionState = STATE_DISCONNECTED;
private static final int STATE_DISCONNECTED = 0;
private static final int STATE_CONNECTED = 2;
public final static String ACTION_GATT_CONNECTED =
"com.example.bluetooth.le.ACTION_GATT_CONNECTED";
75 public final static String ACTION_GATT_DISCONNECTED =
"com.example.bluetooth.le.ACTION_GATT_DISCONNECTED";














Log.i(TAG, "Connected to GATT server.");
Log.i(TAG, "Attempting to start service discovery:
" + bluetoothGatt.discoverServices());
}













Listing 4: Override of methods in order to write a consent on a GATT char-
acteristic.
@Override











public void onDescriptorWrite(BluetoothGatt gatt,








Listing 5: Generating a pair of keys using KeyPairGenerator with KeyPair-
GeneratorSpec.
/*
* Generate a new EC key pair entry in the Android Keystore by
* using the KeyPairGenerator API. The private key can only be
130 * used for signing or verification and only with SHA-256 or
* SHA-512 as the message digest.
*/








KeyPair kp = kpg.generateKeyPair();
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Listing 6: Generating a pair of keys using KeyPairGenerator with KeyPair-
GeneratorSpec.
/*
* Use a PrivateKey in the KeyStore to create a signature over
145 * some data.
*/
KeyStore ks = KeyStore.getInstance("AndroidKeyStore");
ks.load(null);
KeyStore.Entry entry = ks.getEntry(alias, null);
150 if (!(entry instanceof PrivateKeyEntry))
{
Log.w(TAG, "Not an instance of a PrivateKeyEntry");
return null;
}
155 Signature s = Signature.getInstance("SHA256withECDSA");
s.initSign(((PrivateKeyEntry) entry).getPrivateKey());
s.update(data);
byte[] signature = s.sign();
Listing 7: Minimal working example of Hypercore.
var hypercore = require(’hypercore’)









if (err) throw err
170 feed.get(0, console.log) // prints hello




Figure 52: Excerpt of the API.
D
A P P L I E D C RY P T O G R A P H Y
Some solutions presented in Chapter 4 rely on cryptography: a set of
techniques, backed up by mathematical properties, devised to prevent
unauthorised entities the access to information. However, uses of
cryptography do not only lie in the encryption of data — i.e., the
encoding of data in such a way that only authorised parties can access
it. It can also help authenticate and verify the integrity of data —
respectively prove the identity of the originator of data, and prove
data has not been altered according to a previous state. These other
aspects of cryptography, authentication and integrity, are presented
in this section. Authentication and integrity can be achieved in other
ways when applied to physical entities, such as manual signatures
and seals respectively. However, cryptography provides mathematical
proof, and is more appropriate in a digital context. Explanation of
these two aspects provides the reader the basis of an understanding
of cryptographic signatures and Merkle hash trees, later used in this
document. The content of this section comes from Katz et al. [73] if not
specified otherwise.
d.1 authentication
A well-known area of cryptography is public-key cryptography, first
proposed by Diffie and Hellman in [44]. This part of cryptography
consists in the encryption of data by a party and the decryption by
another, using a pair of keys named public and private keys. A pair of
keys can also provide authenticity of data.
d.1.1 Public and private keys
Asymmetric keys consist of pair of keys: public keys which may
be disseminated widely, and private keys which are known only to
the owner. Each pair of keys is unique: to a public key corresponds
only one private key, and vice versa. It is practically impossible to
counterfeit a private key, the computational cost is way beyond the
current capacities of modern computers, and the theoretical limits
of non-quantum computing makes it impossible for large size keys
such as 256 bits [25]. The public key is used to encrypt data, i.e., made
understandable only be authorized parties. Encrypted data is usually
denoted as ciphertext, as opposed to plain-text. This ciphertext can




Asymmetric keys can also be of use to uniquely sign data, i.e., to ensure
the authenticity. In that case, the private key is used, and anyone can
verify the resulting signature using the public key. Usually, a hash of
the data is signed and not the data itself, due to complexity issues: a
hash is always a (relatively) small character string, whereas the data
to whom it belongs may not.
d.2 integrity
Another important use of cryptography is the verification of the in-
tegrity of data. A typical way to verify data is through the use of hash
functions.
d.2.1 Cryptographic Hash Functions
A Cryptographic Hash Function (CHF) is a function that maps data
of any size to a single and fixed value and that is considered suitable
for cryptography. CHF are of use for Merkle hash trees in our case. A
function h is required to have certain properties to be considered a
CHF suitable for cryptography:
compression A function h maps an input x of arbitrary finite
bitlength, to an output h(x) of fixed bitlength n.
ease of computation Given h and an input x, h(x) is easy to
compute.
preimage resistance For essentially all pre-specified outputs, it
is computationally infeasible to find any input which hashes to
that output, i.e., to find any preimage x ′ such that h(x ′) = y
when given any y for which a corresponding input is not known.
This property is also named one-way.
2nd-preimage resistance It is computationally infeasible to find
any second input which has the same output as any specified
input, i.e., given x, to find a 2nd-preimage x ′′ = x such that
h(x) = h(x ′). This property is also named weak collision resistance.
collision resistance It is computationally infeasible to find any
two distinct inputs x, x ′ which hash to the same output, i.e., such
that h(x) = h(x ′). This property is also named strong collision
resistance.
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