We consider the problem of self-calibration of a camera whose intrinsic parameters are known, besides the focal length. In the past, algorithms were mainly proposed for estimating two values of the focal length, for two images taken with different zoom. While there exist closed form solutions based on the fundamental matrix, their applicability is limited due to a generic singularity that occurs whenever the optical axes intersect, leading to numerical instabilities in most practical situations. Here, we consider the case of two views with identical focal length. We derive closed form solutions (one quadratic and two linear equations). Their respective singularity conditions are studied analytically and experimental results on their stability are given,
Introduction
It has been shown that camera self-calibration is possible by making rather simple assumptions on the intrinsic parameters. For example, the knowledge that pixels are rectangular allows in principle to (self-) calibrate all parameters of the pinhole model, even if they are different for all views [9,13]. In practice however, one usually tries to use as much a priori information on the intrinsic parameters as possible. Typically, it is possible to know the aspect ratio rather accurately, pixels are nearly perfectly rectangular and the assumption of the principal point in the center of the image has been shown to be valid [ 11. Thus, it is possible to concentrate, in an initial stage, on the parameter most likely to be unknown, the focal length. If required, the other parameters may be refined subsequently, using bundle adjustment, which usually also includes parameters that model deviations from the perfect pinhole assumption.
Hartley has shown that the values of a varying focal length can already be estimated from two views of an unknown (static) scene [5] . Simple algorithms for this purpose are proposed in [ 1,7, 121. Basically, given the fundamental matrix of the two views, one can derive a quadratic equation in any of the two values of the focal length. The main drawback is the existence of singularities, especially the case of coplanar optical axes, which does not allow to compute the focal length, with any algorithm [ 121.
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Brooks et al. have considered the case of identical focal length for the two views [2, 31. Their analysis is restricted to the case of a typical stereo system: the optical axes are perfectly coplanar and the relative motion between the two views is planar motion, the normal of the motion plane being parallel to the image plane's 2 or y axis. This gives rise to a special form of the fundamental matrix and a linear equation on the focal length. It has been noted that the coplanarity of the optical axes does not generally imply singularity, however singularity exists if the two vergence angles are identical (up to sign), or, equivalently, if the optical centers are equidistant from the optical axes' intersection point (including the case of parallel optical axes) [2] .
In this paper, we generalize this work to any two-view configuration. We show that even in the general case, linear equations exist (on the squared focal length). Concretely, two linear and one quadratic equations can be derived from the singular value decomposition (SVD) of the fundamental matrix. We derive all generic singularities for the problem at hand, i.e. singularities that can not be solved by any algorithm. While the three equations are of course dependent in general, each one may be singular for different configurations. We reveal all such configurations, and especially show that the quadratic equation only suffers from generic singularities, whereas the linear equations are singular for coplanar optical axes and in another, less relevant case.
The paper is organized as follows. We analytically formulate the problem in 52. In 53, we derive the equations on the focal length. Generic and equation specific singularities are described in 554 and 5 respectively. The complete algorithm is given in $6. Simulation results are reported in 57, followed by conclusions in 88.
Notations. Geometric entities are represented by homogeneous coordinates. Matrices are represented in sans serif (e.g. K), vectors in bold face (e.g. q) and scalars in italics. The ith coefficient of the vector u1 e.g., is written as u1i. Equality of matrices or vectors, up to scale, is denoted by w . 
Problem Formulation
Throughout this paper, we use perspective projection as camera model, with the following intrinsic parameters: the focal length f , the aspect ratio T and the principal point (210, WO) . A 3D point Q is projected to an image point q via:
q -P Q -K R ( I
I -t ) Q
where the rotation matrix R and the vector t represent the camera's orientation and position, and the calibration matrix K is defined as:
In the following, we suppose that two images of a static scene are given and that a projective reconstruction is possible or, equivalently, that the fundamental matrix can be computed. Without loss of generality, we assume that the first camera is located at the origin and that its rotation matrix is the identity. With R and t the extrinsic and K' the intrinsic parameters of the second camera, the fundamental matrix of two images is given by [8]:
We suppose that the aspect ratio and the principal point are known for both images and that their focal lengths are identical. We can thus move from a completely uncalibrated space to a "semi-calibrated" one, by computing an intermediate between the fundamental matrix and the essential ma (1)
In the next section, we will establish equations for the computation of the focal length f, based on the singular value decomposition of the semi-calibrated fundamental matrix G.
Note that the optical axes are coplanar exactly if G33 = 0 in the above parameterization'.
Calibration Equations
Let the singular value decomposition with C = diag(a, b, 0) the diagonal matrix of singular values (a, b > 0) and U and V orthogonal matrices. Let us denote by ui and vj the ith respectively jth column of U respectively V. Note that the second epipole e' associated with G (i.e. the epipole of the semi-calibrated image plane) is its left nullvector and is thus equal (up to scale) to the third column of U, i.e. e' -u 3 .
It can be shown [17] that the following relationship exists that links the fundamental matrix and the epipole, with the unknown intrinsic parameter (these equations are often called Kruppa equations):
In terms of the SVD of G, this can be written as:
Multiplying the equation by UT from the left and U from the right gives, due to the orthogonality of U: The equality up to scale of these two symmetric matrices gives rise to three individual quadratic equations in f2. Two of them have the trivial solution f 2 = 1. Factoring this out, we thus obtain two linear equations and a quadratic one, shown at the top of the following page. These are our (self) calibration equations. They are of course algebraically dependent, but we see in $5 that they may be singular in different conditions.
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Generic Singularities
Before discussing singularities associated with the above calibration equations, we describe the generic singularities of the underlying problem, i.e. those that can not be overcome by any algorithm. Due to lack of space, we do not provide proofs for the following statements, but they can be obtained rather directly by specializing the results obtained for varying focal lengths [ l l , 12, 14, 151.
The only critical configurations for the (self) calibration of a constant focal length from two views occur if: 0 the optical axes are parallel to each other. 0 the optical axes intersect in a finite point and the optical centers are equidistant from this point.
.
Kahl and Triggs have derived critical configurations in
[lo]. However, their results are not as clearly stated as above, and it seems to us that they are slightly incomplete (their "turntable" rotation about the intersection point of the optical axes, can not produce all possible cyclotorsions of the two cameras).
In both critical cases, there are infinitely many solutions for the focal length.
Coplanarity of the optical axes is a necessary condition for a singular configuration with equal focal lengths, whereas it is already sufficient if two diferent focal lengths have to be estimated [ l l , 12, 14, 151. The different focal lengths case is subject to additional singularities (but which are not that likely to occur in practice). These are not generically singular for the equal focal length case, although we will see in 55 that they affect the two linear equations.
Intuitively, the stability of calibration in near-degenerate situations should be higher for the equal focal length case.
Singularities of the Calibration Equations
Naturally, it is worthwhile and even recommended to examine the singularities of the above calibration equations. They are indeed versions of the Kruppa equations which are known to suffer from additional singularities besides the generic ones [17, 161. We would thus like to determine under which conditions each of the equations becomes singular. This would allow to conclude if they suffer from nongeneric singularities and possibly to determine which equation to use under which condition, or to determine a single equation that should always be used.
Let us define singularity of the equations. All three calibration equations have the true squared focal length as solution. Singularity means the existence of additional, wrong solutions (however, we neglect here the spurious solution of the quadratic equation). This happens exactly if all coefficients of an equation vanish (there will be infinitely many solutions).
In the following, we establish the conditions where this is the case. Concretely, we determine singular relative camera poses. Due to lack of space, we omit all proofs; they can be found in an extended version of this paper;?. The analysis is rather tricky, since the equations are formulated using the singular value decomposition of the fundamental matrix, which is not analytically available. Let us just note that the proofs are based on the fact that the free parameters (focal length, relative rotation R and relative position, up to scale, t) defining our matrix G, can not produce all possible 3 x 3 rank-2 singular value decompositions.
Naturally, all three equations vanish in the generic singular conditions given in 54. As for the quadratic equation, there are no further singularities (unlike the general Kruppa equations that are subject to non-generic singularities). As for the linear ones, they vanish as soon as the optical axes are coplanar, and in another, less relevant case that is illustrated in figure l. In the case of coplanar optical axes, the quadratic equation turns into a linear one, i.e. there is no spurious solution. In the other case where the linear equations vanish, the spurious solution of the quadratic equation for the squared focal length is always negative and can thus be ruled out. Hence, with the exception of generically singular configurations, it is always possible to have a unique solution (the true one if there is no noise): either the quadratic equation has a single admissible solution (positive value for squared focal length), or the spurious solution can be ruled out using the linear equations.
As a sidenote, it is interesting to note that the singularities for the linear equations correspond to generically singular camera configurations for the case of diferent focal lengths (cf. [ 11, 12, 14, 151). 
Algorithm
Our complete algorithm looks as follows:
1.
2.
3.
4.
5.
6.
Estimate the fundamental matrix between the two views (we use the linear method given in [6]).
"Undo" the known intrinsic parameters, as shown in equation (1).
Also undo a typical value fo for the focal length (usually of the order of lo3): N diag(fo, fo, 1) G diadfo, fo, 1) .
G'
Further, scale G' e.g. to unit Frobenius norm. These two steps may improve numerical conditioning of the calibration equations, and we indeed observed a higher accuracy in practice.
Compute the SVD of G' and extract the coefficients 
Construct and solve any of the equations (3) -(5).
Multiply the solution(s) by fo, to undo the effect of step 3. In practice, we only solve the quadratic equation. The spurious solution can either be ruled out using the linear equations, or by simply taking the solution closest to fa (in simulations, the spurious solution was always observed to be far off the true one).
Optionally, the result can be improved by bundle adjustment, after having estimated the relative pose of the cameras.
Experimental Results
We conducted simulated experiments in order to assess the sensitivity of the calibration equations in close-tosingular situations. Figure 2 shows the simulated scenarios.
The starting position of the cameras is depicted on the left: it is the typical stereo situation, with symmetric vergence angles. This situation is singular of course: the optical axes are coplanar and the optical centers are equidistant from the intersection point of the optical axes. In the first scenario, the second camera rotates away from the plane spanned by the initial position of the optical axes, by an angle between 0" and 5" ("elevation angle"). In figure   2 , this rotation would be towards the reader.
In the second scenario (shown on the right of figure 2), the second camera moves along its optical axis. The optical axes stay coplanar, but the distances of the optical centers to the intersection point of the optical axes are no longer equal. Hence, the scenario is not singular any more (generically, and for the quadratic equation), besides for the case of a zero vergence angle (parallel optical axes). The baseline of the system is b = 1000 units, and the displacement of the second camera is by d = -250, -200 , . . . ,250 units.
For both scenarios, experiments are done for different vergence angles, with a between 0" (parallel optical axes in the initial position) and 30". 3D points in the common field of view are created randomly (each camera has a field of view of 25"). They are projected to the images and centered Gaussian noise with a standard deviation between 0 and 1 pixels, is added to the image point coordinates. These image points are the input to the algorithm.
The following figures show results for the quadratic equation. Results for the linear equations are not shown here: they are singular in the second scenario, and rather unstable in the first one. Displayed are the median values of the relative errors on the focal length (the true value is 1000, expressed in pixels), over 100 trials for each noise level. Second scenario: displacement of the second camera. Figures 5 -8 show results for the second scenario. Figure   5 shows the influence of the vergence angle for a fixed, relatively small displacement (5% of the baseline) of the second camera. For a vergence angle of O", the optical axes are parallel and the situation remains singular for any displacement, which is reflected by the fact that the corresponding curve is outside the graph. Figure 5 shows that close to 0' vergence, the results are still affected by the near-singularity and noise, but they stabilize with increasing vergence angle. Figure 6 shows the failure rates for the same situation, for a noise level of 0.6. The algorithm was considered to have failed if the quadratic equation gave complex conjugate solutions. As expected, the failure rate is high for zero vergence and around 10% otherwise. Figure 7 shows the results with respect to varying displacement, for a fixed vergence angle. The curve for zero displacement is outside the graph, the others show a roughly symmetric behaviour: lowest are the curves for the largest displacements, of f250, and highest the curves for the small displacements of f 5 0 units. Figure 8 shows that the failure rates get rather low with increasing displacement of the second camera. 
Conclusions
We have analyzed the problem of focal length calibration from two views of an unknown scene, given their epipolar geometry and the assumption that the views have identical focal length. Closed form solutions have been derived, which consist in one quadratic and two linear equations (which are algebraically dependent). We have described the often be close to such a situation, it is rather easier to avoid than the general situation of coplanar optical axes, in which case methods for estimating two diflerent focal lengths, fail.
Simulated experiments have been conducted that seem to indicate that even relatively small deviations from singular configurations allow accurate and reliable calibration.
(Accuracy is here interpreted relative to typical sub-optimal self-calibration methods.) Overall we believe that the proposed algorithm, together with the singularity analysis, may constitute a small, though useful module in systems for e.g. 3D modeling from images. Future work will concern the evaluation of the algorithm's sensitivity to errors in the assumed or given values of the other intrinsic parameters, as in [3], or to non perfectly identical focal lengths. It would also be interesting to derive a similar method for the three-view case, via the trifocal tensor.
