Abstract: Weighted total least squares (WTLS) has been widely used as a standard method to optimally adjust an errors-in-variables (EIV) model containing random errors both in the observation vector and in the coefficient matrix. An earlier work provided a simple and flexible formulation for WTLS based on the standard least-squares (SLS) theory. The formulation allows one to directly apply the available SLS theory to the EIV models. Among such applications, this contribution formulates the WTLS problem subject to weighted or hard linear(ized) equality constraints on unknown parameters. The constraints are to be properly incorporated into the system of equations in an EIV model of which a general structure for the (singular) covariance matrix Q A of the coefficient matrix is used. The formulation can easily take into consideration any number of weighted linear and nonlinear constraints. Hard constraints turn out to be a special case of the general formulation of the weighted constraints. Because the formulation is based on the SLS theory, the method automatically approximates the covariance matrix of the estimates from which the precision of the constrained estimates can be obtained. Three numerical examples with different scenarios are used to demonstrate the efficacy of the proposed algorithm for geodetic applications.
Introduction
In many geodetic applications, constraints are widely used to incorporate prior knowledge on a linear system of equations. Such constraints can be incorporated into a system to improve the precision and accuracy of the results by reducing the number of unknown parameters, or accordingly by increasing the redundancy of the system. There are two kinds of constraints. So-called equality constraints may guarantee the stability of the linear system (Regalia 1994; Lacy and Bernstein 2003) , and so-called inequality constraints may be incorporated to guarantee the feasibility of a system solution. For example, a positive variance estimate is feasible, whereas a negative one is not. Nonnegativity constraints guarantee feasible variance estimates (Moghtased-Azar et al. 2014) .
In geodetic applications, the equality constraints are classified either as minimum constraints or as extra ones. The former, which are used to deal with the so-called free network adjustment, are introduced to compensate the rank deficiency of the linear system. This problem is usually referred to as the problem of datum definition in geodetic networks (Teunissen 1985a (Teunissen , 2006 Dermanis 1994) . It is also referred to as the minimum constraints problem in which the datum constraints are just enough to compensate the rank deficiency of the system of equations. They can accordingly be handled by generalized inverses of which the Moore-Penrose (or pseudo) inverse is a special case. For estimability analysis on variant and invariant quantities in a rank deficient system, the reader is referred to Baarda (1973) , Dermanis and Grafarend (1981) , Teunissen (1985a) , and Dermanis (1994) . The latter, which is the subject of discussion in this paper, is motivated due to the existence of (redundant) prior knowledge, which includes specific relationships between the unknown parameters (Teunissen 2004, p. 84) .
The constraints can also be classified as hard and weighted. Both will be addressed in the present contribution. Hard constraints can often represent a case in which there exist known functional relations between the unknown parameters. Looser constraints are, however, the so-called weighted constraints for which such functional relations can slightly be violated depending on their precision. Weighted constraints may also be referred to as an additional linear system of equations or a pseudoobservation model.
Total least squares (TLS) originates from the work of Golub and van Loan (1980) who introduced the errors-in-variables (EIV) models in mathematical literature. Many other researchers used TLS for various science and engineering problems (van Huffel and Vandewalle 1991; Golub et al. 1999; Markovsky and van Huffel 2007) . For a mathematical and statistical literature review the reader may refer to Xu et al. (2012) . A linear EIV model differs from the standard linear model because the coefficient matrix connecting the parameters to the random observables is also affected by random errors. In geodetic literature, an EIV model treated as the twodimensional (2D) nonlinear symmetric Helmert transformation was introduced by Teunissen (1988) , who gave the exact solution using a rotational invariant covariance structure. Since then, many researchers have contributed to the solution of the EIV models in geodetic literature (Felus 2004; Akyilmaz 2007; Schaffrin and Wieser 2008; Schaffrin and Felus 2009; Fang 2011 Fang , 2013 Fang , 2014a Fang et al. 2015 Fang et al. , 2017 Zhou and Fang 2016; Lu et al. 2014; Tong et al. 2011 Tong et al. , 2015 Shen et al. 2011; Xu et al. 2012; Xu and Liu 2014) .
Previous work on the equality constrained TLS problems can be summarized as follows. van Huffel and Vandewalle (1991) and Dowling et al. (1992) proposed closed-form solutions based on the singular value decomposition (SVD) for a TLS problem subject to only linear constraints (LCs). Schaffrin (2006) presented an iterative algorithm for the TLS problem with linear stochastic constraints. The TLS with quadratic constraints (QCs) was investigated by Golub et al. (1999) , Sima et al. (2004) , and Beck and Ben-Tal (2006) . Schaffrin and Felus (2009) proposed an iterative algorithm for TLS subject to both LCs and QCs. Fang (2011 Fang ( , 2014a Fang ( , 2015 and Mahboub and Sharifi (2013a, b) proposed the weighted total least squares (WTLS) subject to both LCs and QCs. They considered a full covariance matrix of observed quantities in the observation vector and in the coefficient matrix. The former, in addition, takes their possible correlation into consideration. Zhang et al. (2016) proposed a constrained TLS with identity covariance matrices. They converted physical constraints into mathematical forms and used constrained TLS to solve a 2D affine transformation. Research is also ongoing in the field of TLS problems with inequality constraints (De Moor 1990; Zhang et al. 2013; Fang 2014c) .
Some of the work performed in the field of EIV models with singular covariance matrices (SCMs) is now addressed. Fang (2011) and Snow (2012) presented the WTLS estimates in an EIV model subject to a priori information and with SCMs. Schaffrin et al. (2014) presented an algorithm under a rank condition that indicates the existence of a unique TLS solution. Neitzel and Schaffrin (2016) considered the case of SCMs within the Gauss-Helmert model establishing necessary and sufficient conditions for a unique residual vector and the parameter vector. In particular they treat the case when the covariance matrix of the predicted observables in the Gauss-Helmert model is singular. Jazaeri et al. (2015) presented WTLS adjustment with multiple constraints under SCMs. It is highlighted that the WTLS estimate in EIV models with SCMs has also been investigated by many other researchers as well (Fang 2013 (Fang , 2014a (Fang , c, 2015 Tong et al. 2011 Tong et al. , 2015 Amiri-Simkooei 2013; Jazaeri 2012, 2013) . Xu et al. (2012) , Xu and Liu (2014) , and Shi et al. (2015) treated the singularity of the covariance matrix using their partial EIV model. The goal in investigating the singularity of the covariance matrices in an EIV model is to present a mathematical proof on the equivalence of the WTLS solutions obtained either from the generalized inverse of the singular matrix or its regular inverse from a set of functionally independent variables.
The WTLS was formulated using the standard least-squares (SLS) theory by Amiri-Simkooei and Jazaeri (2012) . An alternative derivation, without using Lagrange multipliers, was provided by . This formulation allows one to apply the existing SLS theory to the EIV models. Based on this formulation, Amiri-Simkooei and Jazaeri (2013) applied the data snooping procedure to the EIV models. The theory of variance component estimation was applied to an EIV model by Amiri-Simkooei (2013) . Amiri-Simkooei et al. (2016a) applied the same idea to a mixed EIV model. This contribution presents another application, namely the WTLS subject to linear and nonlinear constraints of which particular attention is paid to the SCMs.
The WTLS is formulated subject to linear(ized) constraints, in which the covariance matrix Q A of the coefficient matrix has a general structure. This work differs from the previous works in the following aspects. (1) The WTLS formulation can take into consideration any number of linear and nonlinear constraints. Most previous works have considered only one QC. This is an exception for Fang (2015) who also considered multiple nonlinear constraints using an iterative Newton method. This contribution, however, presents an alternative algorithm using the SLS theory. (2) The formulation is generally presented for the weighted constraints. A simple algorithm of the weighted constraints in an EIV model, with identity covariance matrices, has been proposed by Schaffrin (2006) for the case of LCs. Fang (2011 Fang ( , 2014b also treated the EIV model with weighted constraints to compare it with hard constraints. The general formulation of the weighted constraints can handle the hard constraints as a special case. (3) The formulation takes into account possible singularity of the covariance matrix Q A using the theory of generalized inverses. Fang (2015) proposed a method that formulates the objective function without a generalized inverse; hence, the covariance matrix is regular. There is, however, a great deal of research ongoing when such a covariance matrix is singular. This contribution provides the rigorous background theory on this problem. (4) Because the formulation is based on the SLS theory, the available SLS theory with constraints can directly be applied to the WTLS problem with constraints. For example, without derivation, the method automatically provides the covariance matrix of the estimates from which the precision of the constrained estimates can be obtained. (5) The formulation is shown to be conceptually simple and practically efficient and to have algorithmically low complexity. Three numerical examples with different scenarios are used to demonstrate the efficacy of the proposed algorithm in geodetic applications.
This paper is organized as follows. The next section uses the theory of generalized inverses to deal with the singularity of the covariance matrix Q A . A general solution is then presented to the WTLS problem with weighted and hard constraints. In a later section a few remarks on the formulation of the WTLS with constraints are highlighted. Special attention is paid to the WTLS with LCs and QCs. Simulation studies and empirical examples are then provided to give insight into the efficacy of the proposed algorithm. Finally, some conclusions are drawn in the last section.
EIV Model with SCMs
Consider the following EIV model:
of which its stochastic properties are characterized by
where e y = m vector of the error of observations; A = m Â n coefficient matrix; E A = m Â n random error of the coefficient matrix A; x = n vector of unknown parameters; D e y ð Þ ¼ s 2 0 Q y and D e A ð Þ ¼ s 2 0 Q A are the corresponding symmetric and nonnegative dispersion matrices of size m Â m and mn Â mn for the vector of observation and coefficient matrix, respectively; vec denotes the operator that converts a matrix to a column vector by stacking the columns one column underneath the other; and s 2 0 = (un)known variance factor of the unit weight. In some cases it is more convenient to rewrite Eq. (1) in the form
where e A ¼ vec E A ð Þ and a ¼ vec A ð Þ; and is the Kronecker product.
Singularity of Q A in an EIV Model
Possible singularity of Q A is addressed in this section. Any symmetric nonnegative definite matrix can be used as the observables covariance matrix (Rao 1973b) . One may use the theory of generalized inverses (Rao 1973a) to handle the singularity of Q A in the least-squares solution. In an EIV model Q A can in fact be a nonnegative definite covariance matrix and, hence, a singular matrix. Amiri-Simkooei et al. (2016a) have treated the singularity of Q A using a set of functionally independent elements in their EIV formulation. Zeng et al. (2017) also derived a similar formulation. They in particular presented the EIV formulation in which no generalized inverse of the singular cofactor matrix is used.
This section provides an in-depth investigation on the singularity of Q A . Dermanis (Some remarks on the EIV model with singular covariance matrix, unpublished research paper) identified two kinds of singularities as extreme cases in an EIV model :
Case 1: The entries of A are functions of a smaller number of random variables y A , polluted by errors e y A with a regular covariance matrix Q yA ¼ Q ey A . This may happen when, for example, dealing with duplication of elements and/or constant entries in A (AmiriSimkooei et al. 2016a).
Case 2: The entries of A are functionally independent, but their observations are obtained from prior estimates, which are stochastically dependent with SCM. This may result when the prior estimates (e.g., coordinates) are obtained by means of the minimal constraints (A. Dermanis, Some remarks on the EIV model with singular covariance matrix, unpublished research paper).
Special Form of Singularity (Case 1)
To show the equivalence of the solutions using the theories of generalized and regular inverses, one may rewrite the elements of the design matrix A as
where J = mn Â k full column rank matrix; y A = vector of functionally independent random elements of A; and a 0 = mn vector containing the constant elements of vec A ð Þ. When taking the errors of A into account, one obtains
which follows:
Eq. (3) reads then
The WTLS solution of the EIV model is then sought in the following minimization problem: 
where Q y A = positive definite. Application of the error propagation law to Eq. (6) yields
Because the errors in e y A are functionally independent, Eq. (6) is considered to be a consistent system of equations with an exact solution. One of the many ways to solve this equation uses the following equation:
where the subspace R J C ð Þ is complementary to R J ð Þ, i.e., R J ð Þ È R J C ð Þ ¼ R mn , where È = direct sum of two subspaces; and R = range space of a matrix. 
where
is a reflexive generalized inverse (Rao 1973a; Teunissen 1985a; Dermanis 1998) (11) can indeed be considered as an alternative formulation to that proved by Zeng et al. (2017) .
This formulation shows that any reflexive generalized inverse
A can be used as the weight matrix in an EIV model. The generalized inverse Q À A could also be followed directly from Eq. (9) as
, which gives:
The preceding generalized inverse, in addition to the previously mentioned properties, satisfies two symmetric properties as
General Form of Singularity (Case 2)
Dermanis (Some remarks on the EIV model with singular covariance matrix, unpublished research paper) suggested a general case in which Q A suffers from two kinds of rank deficiencies: (1) duplication of elements in A and (2) intrinsic rank deficiencies of the functionally independent elements of A (e.g., due to datum problem). This section briefly explains this approach, which is closely related to the study by Grafarend and Schaffrin (1993) on the use of SVDs. Let the rank of Q A be rank Q A ð Þ ¼ r; it suffers from a rank deficiency of d ¼ mn À r. One may use the eigenvalue decomposition of Q A as (Dermanis and Rummel 2000)
is an orthogonal matrix satisfying
having the covariance matrix
indicating that
A natural contribution to the WTLS problem is the quadratic form ɛ
, satisfies the generalized inverse, reflexive property, and two symmetric properties. This indicates that W A is indeed the pseudoinverse of Q A , i.e.,
Interrelation between Two Representations
To interrelate the methodologies of the previous two subsections, for any nonsingular r Â r matrix S and mn Â mn matrix T, one may choose (A. Dermanis, Some remarks on the EIV model with singular covariance matrix, unpublished research paper)
which gives (19), with Eq. (23), yields
which, with e A ¼ Je y A , gives
Application of the error propagation law to the preceding equation yields
Therefore, one has
1 of the previous formulation. A more general case may start from Eq. (12) with a looser generalized inverse (i.e., reflexive generalized inverse). One may use
Eqs. (23) and (24) will
, which simplifies to
is an orthogonal matrix. Eq. (10), with Eq. (29), gives
Application of the error propagation law gives Q e y A ¼
The corresponding natural contribution to the least-squares principle is then
where 
Eq. (34) will then simplify to
which is identical to W A ¼ Q þ A of the previous formulation and satisfies the four properties of the pseudoinverse of Q A .
WTLS with Weighted and Hard Constraints
The EIV model in Eq. (1) is subject to k linear(ized) constraints on its unknown parameters as
with the stochastic properties of the form
To keep the generality of the formulation, the constraints are assumed to be weighted constraints, which in the geodetic literature may also be referred to as an additional linear system of equations or pseudoobservations. Hard constraints turn out to be a special case of the general formulation with Q c ¼ 0. The constraints are assumed to have the same variance factor s 2 0 as that of the observables in y and A. For the sake of brevity, without loss of the generality, it is assumed s 2 0 ¼ 1.
General Formulation of Weighted Constraints
Having the formulation on the use of Q À A or Q þ A as the weight matrix, the WTLS subject to weighted constraints seeks to solve the following minimization problem:
where λ and m are the m vector and k vector of Lagrange multipliers, respectively. The first partial derivatives of Eq. (39) with respect to the vectors e y ; e c ; e A ; λ; m ; and x follow, respectively:
where ($) and (b : Þ = predicted and estimated quantities, respectively. The predicted and estimated residual vectors follow from Eq. (40) and Eq. (41) as:
and
Eq. (42) 
Having substituted Eqs. (46) and (49) into Eq. (43) yields
Substitution of Eq. (47) into Eq. (44) gives
Eq. (44) 
is the total residuals of the original model and the operator ivec reconstructs an mn vector to an m Â n matrix. The WTLS estimate b x is given from Eq. (45). Substitution of Eqs.
(50) and (52) into this equation gives
After a few simple mathematical operations, the estimated unknowns follow as:
The formulation looks similar to the SLS formulation, but the so-called normal matrix is not generally 
Therefore, when taking the linear(ized) constraints into account, the WTLS solution becomes
can be obtained after using the identity (Koch 1999; Teunissen et al. 2005) and applying a few simple mathematical operations. The use of Eqs. (59b) is superior to Eq. (59a) because possible singularity of Q c , or even Q c ¼ 0, of the hard constraints can only be handled by this equation (see later).
A first approximation for the covariance matrix of the constrained WTLS solution is
This approximation is due to the intrinsic nonlinearity of the WTLS problem in general and due to the possible linearized constraints in particular. The least-squares estimate of the variance factor of the unit weight is b s 
Equivalent Formulation of Objective Function
The minimized target (Lagrange) function is of the form 
This formula is reformulated such that it can handle the case of hard constraints when indeed Q c ¼ 0. The only issue is then to rewrite b e 
, where:
One then has b e c ¼ c
Using the identity 
The quadratic form b e 
Having this formulation available, the variance factor of unit weight is reformulated as
Special Form of Hard Constraints
The formulation of an EIV model subject to hard constraints can be obtained in the following two subsections.
Using Weighted Constraints with Q c 50
In a special case in which the constraints are hard (absolute), it follows that Q c ¼ 0. With the reformulated terms of the previous section, with Q c ¼ 0, it follows that:
The reformulated objective function in Eq. (68) can now be used as a special case. This will give
The least-squares estimate b x in Eq. (59b), with Q c ¼ 0, is
with the covariance matrix
Further, the variance factor of the unit weight in Eq. (69) simplifies to
where b e ¼ y À Ab x = total least-squares residuals.
Using Lagrange Multipliers
In the case of hard constraints, the following objective function is to be minimized:
A similar procedure as the one presented after Eq. (39) can be used to solve this minimization problem. The derivation is not presented.
Remarks on WTLS with Constraints
In the absence of the constraints, the WTLS estimate b x of the EIV model y ¼ A À E A ð Þ x þ e y is given by (Amiri-Simkooei and Jazaeri 2012)
remarks are highlighted in the following two subsections.
Resemblance with SLS
The WTLS formulation resembles the SLS method. The resemblance and, hence, generalization of the SLS theory to the EIV model are motivated as follows. Assume x be a deterministic (un) known vector. In y ¼ A À E A ð Þ x þ e y , the total randomness of the model is due to y (through e y ) and A (through E A x), which equals
is in fact a known matrix because the actual error E A is subtracted from the erroneous A. One can rewrite the preceding equation as y À E A x ¼ A À E A ð Þ x þ e y À E A x in which the second-order moments of y À E A x are the same as those of e y À E A x, and both are equal to the total randomness of the model, i.e., D y À E A x ð Þ . Therefore, the EIV model can be rewritten as y ¼
Ax þ e and D y ð Þ ¼ Q y . The corresponding terms are compared with the standard linear model y ¼ Ax þ e in Table 1 . The SLS formula can then be applied to this structure because the design matrix is deterministic and the covariance matrix of the observables y is provided by D y ð Þ ¼ Q y . The existing body of knowledge of the least-squares theory can then be applied to the EIV models. There is only one complication. In the presented formulation x and E A are unknown. Therefore, A; y; and Q y are unknown accordingly. The best one can do is to use the estimate b x instead of x, and use the predicted e E A instead of the actual E A . Therefore, from the implementation point of view the previously described procedure should be solved through iterations in which all the terms involved (i.e., the design matrix, the covariance matrix, and the observable vector) are unknown random variables, which are also to be determined through the iterations. The following aspects of the previous formulation are highlighted: 1. In earlier studies (Amiri-Simkooei 2013; Amiri-Simkooei and Jazaeri 2012 Jazaeri , 2013 Amiri-Simkooei et al. 2014 , 2016b this issue was explained with the concept of biasness of the estimates and their covariance matrices for the nonlinear problems, which have been investigated in the studies by Teunissen (1985b Teunissen ( , 1990 ). 2. To obtain some of the statistics of the estimates (e.g., the covariance matrix of b x) one may apply the previous formulation. Without any derivation, the covariance matrix of the unknown
. Therefore, b Q y is not the covariance matrix of b y ; it just approximates Q y . This latter formula was shown to be identical to the covariance matrix of the nonlinear Gauss-Helmert model by Amiri-Simkooei and Jazaeri (2012). For a better approximation, one can apply the nonlinear error propagation law to Eq. (77) in which the randomness of y, A, and b x are simultaneously considered (Amiri-Simkooei et al. 2016b). 3. The previously mentioned WTLS formulation was proved to be efficient in practice. A formulation similar to Eq. (77) was presented by Fang (2011) . The formulation was alternatively proved by , in which Eq. (77) was derived without Lagrange multipliers. This formulation allows one to use the existing body of knowledge of the SLS theory in a broad field of applications. The theory of data snooping in the EIV models is presented by Amiri-Simkooei and Jazaeri (2013) . The theory of least-squares variance component estimation (LS-VCE) is applied to the EIV models by Amiri- Simkooei (2013). Also, the mixed EIV model has been treated by Amiri-Simkooei et al. (2016a) . This contribution presented another application. Although, without derivation, the SLS theory with constraints could directly be applied to the WTLS problem with constraints, a rigorous mathematical derivation was, however, presented.
Design matrix
A A ¼ A À E A b A ¼ A À e E A Observation vector y y ¼ y À E A x b y ¼ y À e E A b x Residual vector e e ¼ e y À E A x b e ¼ e e y À e E A b x Covariance matrix Q y Q y ¼ Q y þ x t I m ð Þ Q A x I m ð Þ b Q y ¼ Q y þ b x t I m À Á Q A b x I mð
Implementation of WTLS with (Non)Linear Constraints
The equality constraints can generally be nonlinear as c ¼ f x ð Þþ e c . As a by-product of the WTLS formulation with LCs, one can use linearization of the nonlinear constraints using the Taylor series expansion. Fang (2011) also showed that any general nonlinear constraint can be treated as pseudoobservation equations in an EIV model. The constraints used in many WTLS research papers are usually a combination of LCs and QCs. It is thus relevant to investigate these constraints because they are used when presenting the numerical results. The QCs are in fact well-behaved functions and, hence, such a linearization can be used.
Let there exist k 1 weighted LCs on the unknown parameters as
and k 2 QCs as (previous works mainly consider only one QC)
where L t and R i , i ¼ 1; …; k 2 are given matrices of size k 1 Â n and n Â n, respectively; ' is a given vector of size k 1 ; and r i , i ¼ 1; …; k 2 are k 2 given numbers. The total number of constraints is then k ¼ k 1 þk 2 : The constraints are generally assumed to be weighted constraints. The LCs are supposed to have the stochastic properties as
The vector r ¼ r 1 ; …; r k 2 t Â of the QCs has the covariance matrix
Again, it is assumed s 2 0 ¼ 1. With the approximate values of the unknown parameters x 0 , one may use the Taylor series expansion to obtain
which has a linear structure. The total number of linear and nonlinear constraints is then presented in the linear(ized) form as
where e c ¼ e t ' ; e t r Â Ã t is the k vector of the error of the weighted constraints, and ; c ¼ ' 
For the hard constraints, one has Q ' ¼ 0 and Q r ¼ 0, which follows Q c ¼ 0.
Because of the intrinsic nonlinearity of the WTLS and the QCs used, the WTLS problem is to be solved by an iterative algorithm. One has to start with an initial guess for the unknown parameters for which one relies on the ordinary least squares without taking the constraints into account. Fig. 1 shows the schematic algorithm to solve the WTLS problem with the constraints. The estimated vector is then used as an updated initial guess, and the procedure is repeated until the estimates do not change by further iterations.
Numerical Results and Discussions
The following three examples (with different scenarios) demonstrate the efficacy of the proposed WTLS algorithm subject to linear and quadratic weighted or hard constraints.
Simulated Example
The first example is a simulated example over 1,000,000 independent runs. The aim is to study the efficacy of the presented WTLS formulation subject to the constraints. The results of three scenarios are presented: (1) solution without the constraints, (2) solution with a LC, and (3) solution with both LCs and QCs.
Consider a simulated example for the system of equations þ E A Fig. 1 . Algorithm for solving a WTLS problem subject to linear and QCs and x ¼ 1 2 3 ½ t . Therefore, in this simulated example, the actual observation vector, the actual design matrix, and the unknown parameters are given. Random errors e y and E A are then added to the observation vector and the design matrix. The random errors are assumed to be independent and normally distributed of which the expected values are zeros and the variances are provided in Table 2 . These errors are added up to the actual observation vector and the design matrix to make the simulated observations. The linear and quadratic hard constraints of the three scenarios are x 3 À x 1 ¼ 2 and
The unknown parameters are then estimated using the WTLS formulation presented in Fig. 1 for the three scenarios explained earlier. The simulated process is repeated over 1,000,000 independent runs. The histograms of the estimated unknown parameters are presented in Fig. 2 for the three scenarios. The average (over 1,000,000 runs) values of the estimated parameters are presented in Table 3 . The results are very close to their expected values, i.e., x 1 ¼ 1, x 2 ¼ 2, and x 3 ¼ 3, indicating that the bias induced due to the nonlinearity of the WTLS and the QC is indeed not significant (Teunissen 1984 (Teunissen , 1985b (Teunissen , 1990 ). Fang (2011, 2014a) and Mahboub and Sharifi (2013a, b) algorithms were also implemented in the previously mentioned results. The results were identical to those of the Fang algorithm using the LCs and/or QCs. This also held using Mahboub's algorithm for the LCs, but this algorithm failed to converge to the optimal solution when including the QC. The covariance matrix of the constrained estimates is now presented, which has not been provided by the studies of Fang (2011 Fang ( , 2014a and Mahboub and Sharifi (2013a, b) . It is provided using the following two strategies. (1) The covariance matrix Qb x is directly obtained using its general form in Eq. (74) for the previously mentioned scenarios for each run. The final Qb x is then obtained as the average of the Qb x s over 1,000,000 independent runs. (2) The second strategy uses the estimated values of x to estimate its covariance matrix. Let b x 1 , b x 2 , and b x 3 be three vectors of size 1,000,000 Â1 consisting of the estimates for x 1 ¼ 1, x 2 ¼ 2, and x 3 ¼ 3, respectively. The 1,000,000 Â3 residual matrix of the estimates is obtained by
The covariance matrix of the unknown parameters can then be unbiasedly estimated by the LS-VCE method in a multivariate model as
b E x =1;000;000. For more information one may refer to Teunissen and AmiriSimkooei (2008) and Amiri-Simkooei (2007 , 2009 .
The correlation matrix Rb x obtained from Qb x and Rb x is presented in Table 4 . The results of these two strategies are nearly identical, indicating that the covariance matrix Qb x presented in Eq. (74) is indeed a very good approximation of the real covariance matrix of the WTLS estimates, both for the unconstrained and constrained cases. The least precise estimates are obtained for the unconstrained case, whereas the most precise estimates are obtained when including both the LCs and QCs (Fig. 2) . This is what one would expect because introducing constraints will increase the degrees of freedom (or accordingly reduce the number of unknowns) resulting in more precise estimates. Another observation is that the histograms in Fig. 2 show that the posterior distribution of the estimated parameters is approximately normal provided that the original observations are normally distributed. This is what one would expect from the SLS theory, but the results presented here confirm this issue for the application considered in an EIV model.
2D Affine Transformation
The second example is a 2D planar linear affine transformation. The model for the planar affine transformation consists of six parameters as c 1 and c 2 (shifts along the u-and v-axes, respectively) and a 1 , a 2 , b 1 , and b 2 , which are related to four physical parameters of a 2D linear transformation including two scales along the u-and v-axes, one rotation, and one nonperpendicular parameter (Amiri-Simkooei and Jazaeri 2013). The coordinates of 10 data points, measured in the start and target coordinate systems, are listed in Table 5 . The data come from Amiri-Simkooei and Jazaeri (2013) of which an intentional gross error of size 0.1 was added to one of the components. This data set is used without the gross error. The nominal standard deviation of the measurements is 0.01 m in both systems.
The WTLS results of four scenarios are presented for this data set. The first scenario takes no constraint into account. The second scenario takes a LC into account; the third scenario takes a LC and a QC [LC þ QC(1)]; and the fourth scenario takes a LC and two QCs [LC þ QC (2)]. For each scenario, the constraints are considered once to be hard and once to be weighted. The studies of Fang (2011 Fang ( , 2014a and Mahboub and Sharifi (2013a, b) cannot handle the fourth scenario for the hard constraints and the second, third, and fourth scenarios for the weighted constraints. Fang (2015) In this case, the first and second QCs will make the covariance matrix of the weighted constraints Q r ¼ 0:001 2 I 2 m 2 , where I 2 is an identity matrix of size 2. The estimated affine transformation parameters along with their standard deviations for four cases are presented in Table 6 . The results include (1) the WTLS estimates in which no constraint is used (Case 1), (2) the WTLS estimates subject to a LC (Case 2), (3) the WTLS estimates subject to a LC and a QC (Case 3), and (4) the WTLS estimates subject to a LC and two QCs (Case 4). A few observations can be highlighted from the results of this table. First, including more constraints to the WTLS problem will normally increase the precision of the estimates. This is what one would expect because adding a constraint to a linear system will increase the number of equations (or accordingly decrease the number of unknowns) both of which increase the precision of the estimates. Second, a similar situation (with the first observation) holds when comparing the results of the hard constraints with those of the weighted constraints. The precision of the estimates, in case of the hard constraints, is better than that of the weighted constraints. The third observation is that the WTLS estimates subject to the hard constraints fulfill the constraints exactly. For example, one can simply verify that the LC b c 1 À b c 2 ¼ 0 holds for the three scenarios mentioned earlier. This is also what one would expect and somehow a confirmation on the appropriate formulation of the proposed method. This issue is, however, not the case (as expected) when using the weighted constraints.
Photographed Points Using Terrestrial Cameras
The third observation is a real example presented by Mikhail and Ackermann (1976) . Fig. 3 shows two object points, A and B, which are photographed by three terrestrial cameras S 1 , S 2 , and S 3 . The principal distance of the cameras is f ¼ 100 mm. The distances l 1 , l 2 , l 3 , l 4 , l 5 , l 6 , s 1 , and s 2 are observed (Table 7) . A constraint is also used assuming the distance between points A and B is exactly known as d AB ¼ 7:8 m (Mikhail and Ackermann 1976) . Two kinds of solutions are now presented, i.e., without the constraint and with the constraint. This example has already been solved, without the constraint, using the mixed EIV model, by Amiri-Simkooei et al. (2016a) . An alternative solution is now presented using the theories developed in the present contribution, both for the unconstrained and constrained cases. Based on the geometry, one can write six observation equations as follows:
which can be reformulated as Note: WTLS = WTLS without constraints; UC = unconstrained; LC = with a linear constraint; LC þ QC(1) = with a linear and a quadratic constraint; LC þ QC(2) = with a linear and two quadratic constraints; WC = weighted constraints; HC = hard constraints; SD = standard deviation. constraint. In the second scenario, the hard constraint d AB ¼ 7:8 m is also implemented to the final coordinates of A and B. For both scenarios the coordinates of the two points are estimated with the threshold of e ¼ 10 À12 in Fig. 1 . Both scenarios converge to the final solutions after a few iterations. Starting from the same initial values, the problem is converged to the final solution in five and six iterations for the unconstrained and constrained cases, respectively. Table 8 provides the estimated unknown parameters along with their standard deviations. As expected, the precision of the estimates increases when taking the distance constraint (d AB ¼ 7:8 m) into consideration. The estimated variance factors of the unit weight are b s 2 0 ¼0.822842 (for WTLS) and b s 2 0 ¼0.565310 (for WTLS plus constraint). All results presented here are in agreement with those presented by Mikhail and Ackermann (1976) . They have, however, solved the problem using a nonlinear mixed (combined) model, whereas a linearly structured WTLS model was used in this contribution.
Concluding Remarks
This contribution presented the formulation of the WTLS subject to linear(ized) equality constraints. The formulation is based on the SLS theory when several (non)linear constraints (e.g., QCs) on the unknown parameters are to be incorporated into the model. A simple iterative algorithm was provided to solve the WTLS problem with such constraints. The algorithm was shown to be efficient for the applications considered in the present contribution. A few aspects of the research are highlighted. (1) The formulation takes a general covariance matrix Q A of the design matrix A into account. Particular attention was paid to the singularity of Q A . A proper Q A is constructed based on the application of the error propagation law to the columns of the design matrix. (2) The formulation can easily take into account any number of linear and nonlinear constraints. For example, there is no restriction to use any number of QCs in this formulation. Most previous work has considered only one QC. (3) The WTLS formulation with constraints is generally presented for the weighted linear and QCs. Having an arbitrary covariance matrix Q c makes the weighted constraints more general (looser) compared with the hard constraints that consider Q c ¼ 0. Therefore, hard constraints turn out to be a special case of the general formulation. (4) The WTLS with constraints was formulated based on the SLS theory. Therefore, the existing body of knowledge of the standard least-squares theory (with constraints) can be applied to the WTLS problem (with constraints). For example, the method automatically approximates the covariance matrix of the estimates from which the precision of the constrained estimates can be obtained. It is a fairly good approximation of real precision based on the results of the simulated example. (5) The presented WTLS formulation with constraints was shown to be very efficient in practice. Three numerical examples demonstrated the efficacy of the proposed algorithm in geodetic applications. The consistency of the results with the expectation, when including the constraints into account, along with the high convergence rate of the algorithm confirmed that the proposed method can be used for many EIV geodetic applications when there exists a few linear and/or QCs on the unknown parameters. Because the hard constraints are a special case of the weighted constraints, one would expect a linear convergence rate for the WTLS with hard constraints. The convergence rate of the WTLS solution with hard constraints should be further investigated.
