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ABSTRACT 
Long-standing problems in operator theory hinge on the manner in which the 
polynomial bound K(T) of a matrix T can differ from its completely (polynomially) 
bounded norm M(T). We introduce a new and simpler class of examples where 
K(T) < M(T) can occur. In particular, we show that this happens for certain 4 × 4 
matrices, and that this phenomenon depends on the interpenetration of dual ellipsoids 
inscribed in a tetrahedron. 
1. INTRODUCTION 
In this section we shall introduce some of the main notions and notations 
figuring in the paper. We shall also give a brief history of the basic question 
that lies behind this work: 
QUESTION 1.1. How can we characterize "'intrinsically" those Hilhert- 
space operators that are similar to contractions? 
It is understood here that we are dealing with a complex Hilbert space H 
and that a contraction operator C is simply a linear transformation  H such 
that IIcII << 1, where I1"11 denotes the Banach norm, i.e. the Lipschitz 
constant for the transformation relative to the given inner-product norm on 
H. 
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This question was perhaps first suggested by the striking theorem of 
Sz.-Nagy [16]: 
THEOREM 1.2. An operator T on It is similar to a unitary operator iff 
sup{llTNl: -~  < n < ~} < ~. 
The easy part of that theorem depends on the observation that if T = SCS- 1 
for some contraction C then IITnll = IIaC"S-111 ~ IISIl" IIS-Xll for all n >1 0. 
For such operators, then, the quantity Ko(T) defined by 
Ko(T) = sup{llT"ll:0 ~< n < ~} (1) 
is finite. An operator T such that Ko(T) < ¢¢ is often called "power-bounded", 
and for some time it was reasonable to suggest hat a good answer to 
Question 1.1 might be: T is similar to a contraction iff T is power-bounded. 
It is easy to show that this is correct if l-I is finite-dimensional. In [8], 
however, Foguel presented an example of a power-bounded T that is not 
similar to a contraction. 
Meanwhile the famous von Neumann inequality from [17] suggested a 
more subtle answer to Question 1.1. Let D denote the open unit disc in the 
complex plane C; let ~0 denote_ the class of functions f that are analytic on 
D and also have values in D. If C is a contraction, von Neumann's inequality 
ensures that f(C) is also a contraction whenever f ~ ~'0. Adapting the earlier 
observation, we see that if T = SCS -1, then the quantity K(T) defined by 
K(T) = sup{llf(T)ll : f  ~i '0} (2) 
is finite, and in fact K(T) <<. IISIl" IIS-~ll. In (2) we may as well take the f to 
be polynomials; thus operators T such that K(T)< :¢ are often called 
"polynomially bounded." Halmos included the following question in [10], 
and, though still unanswered, it has since generated many interesting ideas: 
QUESTION 1.3. Is every polynomially bounded operator similar to a 
contraction? 
The argument based on von Neumann's inequality clearly tells us that 
K(T) <~ M(T), where M(T) is defined by 
M(T) = inf{llSII" IIS-111: IIS-~TSll ~ 1}. (3) 
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If we make the convention that M(T) = oo when no such S exists, then the 
Halmos Question 1.3 may be expressed as follows: does K(T) < oo ~ M(T) 
< 007 Again, it is clear that the answer is yes in the finite-dimensional case; 
there, however, it is important to ask whether M(T) is bounded by a function 
of K(T) that is independent of the dimension of H. If not, a direct-sum 
construction implies that the answer to the Halmos question is no in general. 
Several methods have been devised to obtain bounds for M(T) in terms of 
K(T) and dim H. It seems that the best result of this type is found in 
Bourgain [4]: 
THEOREM 1.4. If 1 < d imH < oo then M(T) < CoK4(T)logdimH, 
where C O denotes ome universal constant. 
One of the many interesting ingredients in Bourgain's argument is the 
following theorem of Paulsen (see Theorem 8.11 of [15]): 
THEOREM 1.5. If p denotes the homomorphism from polynomials to 
operators taking the polynomial p to p(T), then M(T) = II pllob, the com- 
pletely bounded norm of p. 
The condition II pllcb < 0o is complicated (though structurally natural), but 
it may be considered an "intrinsic" condition on T. Thus Paulsen's Theorem 
1.5 provides one answer to the basic Question 1.1. This possibihty was 
pointed out by Arveson, whose work on unitary dilation and complete 
contractivity (see [1, 2]) was crucial for these developments. 
It is surprising, perhaps, that in spite of all the foregoing it is not easy to 
display examples where K(T)< M(T). In [11] and [12] we noted that 
K(T) = M(T) when dim H = 2 and that there exists T with K(T) < M(T) 
when dim H = 12. Our present aim is to extend and clarify this work and to 
show, in particular, that K(T) < M(T) can occur when d imH = 4. This 
phenomenon turns out to be related to certain geometric properties of 
ellipsoids inscribed in tetrahedra. 
We shall not need the Paulsen characterization (Theorem 1.5) of M(T), 
but it will be useful to think of M(T) as a "distortion coefficient"; consider 
another inner product norm I" I on I t  such that ITI < 1 and set 
U - {u ~ H:  lul = 1}, M = max Ilull, m = min Ilull, 8 = M/m. 
u~U u~U 
(4) 
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The minimum such distortion coefficient 8 (the ratio of equivalence between 
the two norms) is M(T). This is an elementary observation [consider the 
norm Ihl --IIS-lhll where S is as in (3), etc.], but is has certain technical 
advantages, and it fosters an instructive geometric approach. 
2. BIG SPECTRA 
Consider an operator T on H where dim H -- n < o~; equivalently, think 
of a complex n × n matrix acting on C n. If K(T) < ~, then all eigenvalues 
of T must lie in D. Here we say T has big spectrum if it has N distinct 
eigenvalues z k such that I zkl = 1 with the exception of at most one k. 
THEOnV.M 2.1. For operators T with big spectrum, K(T) and M(T) 
depend only on the eigenvectors and not on the eigenvalues. That is, if u k 
(k = 1 . . . . .  n) is a basis of eigenvectors for T and A, and both have big 
spectra, then K(T) = K( A) and M(T) = M( A). 
Before proving this theorem, we shall discuss some of its consequences, 
and make some preparations. 
Our paper [12] dealt with the special case of operators with big spectra (in 
our present erminology) that are "crypto-unitary", i.e. such that all eigenval- 
ues are on c~D. In view of Theorem 2,1, several of the results from [12] 
extend without further effort to all operators with big spectra. For example, 
we have (combining Theorem 2.1 with Theorem 2.2 from [12]): 
THEOnEM 2.2. For any operator T with big spectrum, M(T) <~ K2(T). 
We remark that this theorem is essentially a combination of the renorm- 
ing idea of Sz.-Nagy's Theorem 1.2 with the almost-periodicity of (finite-di- 
mensional) unitary operators. The special properties of crypto-unitaries allow 
us to show K(T) < M(T) can occur, but they cannot answer the Halmos 
Question 1.3 by providing examples where M(T) increasingly outstrips K(T) 
as dim H ~ oo. Such examples, if they exist, must come from matrices with 
(some) eigenvalues strictly inside D. The significance of Theorem 2.1 is that 
it makes no difference to move just one eigenvalue inside. 
The following proposition is elementary; it may be proved directly for 
operators with big spectra, or derived from Proposition 2.1 of [12] via 
Theorem 2.1. 
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PROPOSITION 2.3. If T has big spectrum and I" I ~ an inner-product 
norm such that IT[ <~ 1, then the eigenvectors of T are mutually orthogonal 
with respect o the corresponding inner product. 
In the situation of Proposition 2.3, choose igenvectors u k ~ U [recall the 
notation of (4), which we attempt o use consistently in what follows]. Let 
( . , -)  denote the inner product corresponding to I" [. Given u ~ U, let s(u) 
denote the vector x with x k = t(u, uk)l 2. Since the u k form an orthonormal 
basis for I-I, s(U) is the simplex of probability vectors in R n, i.e. 
s(U) =conv(e~ . . . . .  en) , (5) 
where "'conv" denotes convex hull and the e k are the standard unit vectors in 
R n . 
Recalling the notation of (4), let us also set 
u,  = {u ~ u: Ilull = m} and U* = {u ~ U: Ilull = M}. (6) 
The following theorems are obtained by combining Theorem 2.1 (above) with 
Theorems 3.1 and 3.2 (respectively) from [12]: 
THEOREM 2.4. For any T with big spectrum, M(T) = ~ iff 
conv(~(V,)) n conv(,(v*))  * ~. (7) 
THEOREM 2.5. For any T with big spectrum, K(T) = ~ iff 
s(U,) n ~(u*) . 0.  (8) 
As we shall see in the next section, the existence of operators T (with big 
spectra) such that K(T)< M(T) depends on the geometric distinction 
between (7) and (8). 
The following "interpolation lemma" is the principal ingredient in the 
proof of Theorem 2.1. Since only an "approximate" version is actually 
needed, an alternative would be to modify the proof of Lemma 3.3 from [12]. 
However, we feel that it is more instructive to see this result as a variant of 
the Pick-Nevanlinna theorem (see, for example, Section 1.2 of Garnett's book 
[9]). 
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LEMMA 2.6. I f  z k ~ D (k = 1 . . . . .  n) are distinct and z k ~ aD with at 
most one exception, then given any w k ~ D (k = 1 . . . . .  n) there is f ~ ~o 
such that w k =f(z  k) (k = 1 . . . . .  n). 
Proof. Consider first the case where each z k ~ aD, i.e., z k = e i°k for 
distinct 0 k E [0, 2~r). Given 0 < r < 1, the Pick-Nevanlinna condition for 
{rzk) ~ and {Wk} ~ is that 
1 - w j~ k 
Q(r )  = 1 - r2ei(°J- ok) J. k= t 
is positive definite. The off-diagonal part of this (self-adjoint) matrix is 
bounded independently of r, while the diagonal part is bounded below by 
(1 - maxlwkl2)In 
1 - -  r 2 
so that Q(r )  is positive definite for r sufficiently close to 1. The Pick-Nevan- 
linna theorem then ensures that g(rz k) = w k (k = 1 . . . . .  n) for some g ~ '0  
(in fact, we may take g to be a finite Blaschke product). Let f ( z )  = g(rz) in 
this case. 
Now consider the case where z 1 ~ D. Let /~1 be a MSbius function (i.e. 
an automorphism of D) such that ~1(zl) = 0, and let /~ be another such 
that g2(0) = w 1. The values/zl(z k) (k = 2 . . . . .  n) are distinct points on aD; 
by the foregoing paragraph there is h E ~'0 such that 
h(/zx(zk)  = (k = 2 . . . . .  n). 
It follows that the function f ~ ~'0 defined by 
f ( z )  =/~2(/xl( z ) "  h ( /x l ( z ) ) )  
satisfies f ( z  k) -- w k (k = 2 . . . . .  n). In addition, f ( z  l) = ~(0"  h(0)) = 
/x2(0) = w 1. • 
For the proof of Theorem 2.1 we also recall some simple facts (discussed 
in [11]) about K(-) and M('). If f ~ oqg' 0 then K( f (T ) )  ~ K(T )  and M( f (T ) )  
~< M(T); if T m -~ T then K(T)  ~< lim inf K(T  m) and M(T)  ~< lim inf M(Tm). 
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PROOF OF THEOREM 2.1. Let Tu k = zku k and Au k = otku k. Applying 
the interpolation Lemma 2.6 with w k = (1 - 1/m)otk, we obtain fm ~"~0 
such that 
fm(Zk) - - *a  k as m ~  (k= 1 . . . . .  n). 
Thus fro(T) ~ A, so that 
K (A)  ~< lim inf K(fm(T)) <~ K(T) and 
M(A)  <~ lim inf M(f~(T))  <~ M(T).  
By symmetry we also have K(T) <~ K(A) and M(T) <~ M( A). 
3. ELLIPSOIDS 
The sets U, and U* defined in (6) are clearly the intersections with U of 
spectral subspaces of the positive operator R such that Ilhll z= (Rh, h). 
Specifically, if E ,  and E* are the eigenspaces of R corresponding to the 
smallest and largest eigenvalues (respectively), then U, = E ,  f3 U and 
U* = E* N U. We use the following sort of shorthand: if E ,  is two-dimen- 
sional and E* is one-dimensional, we may say that "U, is two-dimensional" 
or that we have the "2-1 situation." Note that this would mean that 
u, ={an, +/3v,  :a ,~e c, l~l~ +1~12 = 1} (9) 
for any choice of orthogonal u , ,  v ,  ~ U,,  and 
U* = {e%* :0 ~ R} (10) 
for any u* chosen from U*. 
In the case of (10), it is clear that s(U*) is a single point [e.g. s(u*)]; thus 
there is no distinction between (7) and (8) in any 1-1 situation. The following 
theorem notes that if n = 3 there is never a distinction between (7) and (8): 
THEOREM 3.1: If n = 3, both s(U,) and s(U*) are convex. In the 
two-dimensional situation, the set is a filled ellipse inscribed in the triangle 
s(U) = conv(e 1, e 2, e 3) (i.e. tangent o each edge of that triangle). 
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COROLLARY 3.2. For any 3 × 3 matrix T with big spectrum, M(T) = 
K(T). 
Proof. The corollary follows by taking I" I to be the norm with minimum 
distortion coefficient 8, i.e. such that M(T) = 8. Then Theorem 2.4 ensures 
(7), which is the same as (8), since the sets are already convex; hence also 
K(T) = ~, by Theorem 2.5. 
For the theorem, note that in the 1-1 situation both s(U,) and s(U*) are 
single points. The remaining possibilities are the situations 1-2 and 2-1, which 
are handled similarly. Let us show that if U, is represented as in (9) then 
s(U, ) is a filled ellipse tangent to the edges of conv(e 1, e 2, e~). Let u = au,  
+ [3v, and s(u)= (x 1, x 2, x3). Then s(U,) touches the edge {x k = 0}, 
because a two-dimensional subspace always contains a unit vector orthogonal 
to any given vector (u k in this case). Since x 3 = 1 - x I - x 2, it only remains 
to show that {(x 1, x2): u ~ U,} is a filled ellipse in R 2. A calculation reveals 
that x k = (Akw)*w, where 
,11, 
runs over the unit vectors w in C 2 and 
lakl ~k#k] 
A k = 
~k#k I#kl~J 
(12) 
where a k = (u , ,u  k) and /3 k = (v , ,uk) .  Note that the matrices A k are 
self-adjoint, so that {x 1 + ixz:u ~ U,} is exactly the numerical range of the 
matrix A l + iA~. The well-known Hausdorff-Toeplitz heorem tell us that 
the numerical range is convex and that in the two-dimensional case it is, 
indeed, a filled ellipse in C. • 
The editor has pointed out that the inscribed ellipses of the last theorem 
occurred, with a different application, in the work of B. Mirman [14]. 
The appearance of numerical ranges in the proof of Theorem 3.1 provides 
a clue to the discovery of nonconvex s(U, ). In [5] Chandler Davis noted that 
the numerical range of an operator may be viewed as the linear image of a 
union of 2-spheres (one for each 2-dimensional subspace of the Hilbert space 
on which the operator acts). See Davis [6] and [7] for related work. The 
following theorem reflects the fact that the linear image of such a 2-sphere 
will be faithful (generically) when mapping into R 3. 
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THEOREM 3.3. If n = 4 and U, is two-dimensional, then (generically) 
s(U,) is a hollow ellipsoid inscribed in the tetrahedron conv(el, e2, e3, e 4) 
(i.e., the ellipsoid is tangent o each of the four faces of the tetrahedron). 
Similar statements apply for two-dimensional U*. 
Proof. Using again the notation of (11) and (12), we have s(u)= 
(x l ,x 2,x 3,x4), where x 4= 1 - (x  1 +xz+x 3) and x k=(Akw)*w= 
ww* -Ak; here • indicates the Frobenius inner product of matrices. Thus 
(xl ,  x2, x3) = ( ww* . Al, ww* " A z, ww* " Az) (13) 
displays (U, ) as a linear image in R 3 of the set of matrices ww* as w ranges 
over the unit sphere of C 2. It is easy to verify that this set is a copy of the 
ordinary 2-sphere (centered at ~I2) among the trace-one self-adjoint 2 × 2 
complex matrices (with Frobenius inner product). Generically, then, the 
linear image will be faithful, i.e. a hollow ellipsoid in R 3 [and in 
conv(e 1, e2, e3, e4)]. 
The tangency argument proceeds much as in the proof Theorem 3.1: 
since E ,  is two-dimensional, it must contain vectors u orthogonal to u k, i.e., 
such that x k = 0. • 
THEOREM 3.4. There exist 4 × 4 matrices T with big spectrum such that 
K(T) < M(T). 
Proof. Choose the standard basis in C 4 as eigenvectors for T, and use 
any convenient big spectrum. Let [. I denote the usual Euclidian norm in C a, 
so that ITI = 1, It remains to define another inner product norm I1" II on C 4 
to which Theorems 2.4 and 2.5 may be applied. 
Choose an orthonormal basis u , ,  v , ,  u', v' for C 4, and let E and E' be 
the ellipsoids (as discussed in Theorem 3.3) corresponding to u , ,  v ,  and 
u', v' (respectively). These "dual" ellipsoids may or may not interpenetrate. 
The two possibilities are illustrated in Figures 1 and 2; these figures are 
samples taken from the video output of a program that first chooses an 
orthonormal basis "'at random," then plots points (at random) on the two 
corresponding ellipsoids as seen within an outline of the tetraheclron s(U). 
The program allows us to examine the ellipsoids from various viewpoints and 
in addition highlights the horizontal cross sections at level x 1 = 0.3. These 
devices make it clear that interpenetration frequently occurs, and by this 
means we first obtained a "video proof" of Theorem 3.4, in the sense of ]. 
Horgan's recent article [13]. Since video proofs are controversial s well as 
fashionable, we have included an alternative argument of a more traditional 
type at the end of this discussion. 
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FIG. 1. Interpenetration f "dual" ellipsoids E and E' inside the tetrahedron 
conv(e 1, e~, e 3, e4). The highlighted rings show horizontal cross sections at x 1 = 0.3. 
See the proof of Theorem 3.4 for more information. 
When interpenetration ccurs, we may choose a unit vector u* in the 
span of u', v' such that s(u*) lies strictly inside ellipsoid E. It remains to 
define I1" II so that s (U , )  = E and s(U*) = s(u*). This may be done by 
choosing v such that u , ,  v , ,  u*, v is an orthonormal basis and setting 
Ilhll z = I (h ,u , ) l  2 + I (h ,v , ) l  z + 21(h,v)l z + 41(h,u*)l 2. (14) 
It follows that 8 = 2 = M(T)  (by Theorem 2.4) but that K(T)< 2 (by 
Theorem 2.5). 
It is also possible (after some experimentation!) to make specific choices 
for u , ,  v ,  ,u*. For example, let 
U,  
and 
1 1 1 ) 
~ o , / -5 ,~,g  5 , 
~ 1 1 1 )  
Oj 2 - -  
v,  2 '2¢ff '  ~Y~- '  2¢ff ' 
U* ~ ( - -1  1 1 0221"~ ~,~, oJ~, ~1' 
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FIG. 2. Disjointness of"dual" ellipsoids; cf. Figure 1. 
where w is a primitive cube root of 1. Then u , ,  v , ,  u* are orthonormal, 
s(u , )  is the midpoint of the base of the tetrahedron (picture e 1 as the top 
vertex in Figure 3), and s (v , )  is above it and interior to the tetrahedron. 
Since the ellipsoid E must also be tangent o the other three faces of the 
tetrahedron, it is certainly hollow; since s(u*) is strictly interior to the line 
segment joining s(u , )  and s(v ,), we have the required geometry, i.e., s(u* ) 
is in conv(s(U,)) but not in s(U,) itself. Figure 3 shows E and E' with these 
choices and with u' = u* and 
1 21  1)  
v '~ , 
whence s(v') = s (u , )  ~ ¢a ± ! 1~ ~,~, 3 ,3 ,3  / • • 
In these arguments it is clear that we are often concerned with the 
convexity question for what are sometimes called "'joint numerical ranges." 
Given self-adjoint matrices B 1 . . . . .  B m acting on C k, the corresponding joint 
numerical range is the subset of R m comprising the points 
(( Blw, w) , . . . ,  ( Brow, w)) ,  (15) 
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FIG. 3. Interpenetration f the ellipsoids chosen for the specific example de- 
scribed (as an alternative to "video prooF') at the end of the proof of Theorem 3.4. 
where w ranges over the unit vectors in C k. As in the special cases above, we 
can rewrite (15) in the form 
( ww*  " B 1 . . . .  , ww*  • B in ) ,  
which displays the joint numerical ranges as a linear image of the set 
{ww*:w ~ C k, Ilwll = 1}. 
We are indebted to Man-Duen Choi for a helpful discussion of this matter 
and for pointing out the work of F. V. Atkinson (apparently unpublished) and 
P. Binding [3] on this convexity question. Binding introduces certain topologi- 
cal techniques, but our proof of the following theorem is by a more direct 
construction: 
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THEOREM 3.5. I f  U, is (n - 1)-dimensional, then s(U,)  is convex. 
Similarly for U*. 
Proof. Here t t  is n-dimensional nd U, comprises those unit vectors 
that are orthogonal to a given vector h. Given unit vectors a and b 
orthogonal to h, and given t ~ [0, 1], we construct a unit vector c orthogonal 
to h such that 
s (c )  = ts (a )  + (1 - t)s(b) (17) 
in conv(e 1. . . . .  en). Represent I  as C", and let the kth coordinate of a, b, h 
be denoted by a e, b e, qe, respectively. Let z e = ak~-/e and w e = bk~-/e. Con- 
sider the vectors v e = (vq'ze, ~/1 - tw  e) in C 2. Since a,b 3_ h, we have 
E~v e = 0, so that the triangle inequality ensures that Ilvell ~< E,~ellvjll for 
each k, This is precisely the condition eeded to form an n-gon in the plane 
(i.e. in C) with kth side of length Ilvell. Thus we have ote ~ C such that 
E~a e = 0 and 
a e = v/tlakl 2 ÷ (1 - t)lbel21qele '°k (Oe e R). (18) 
Now if qe = [qe[ ei6k (qbk ~ R), we set 
c k = ~/tlakl 2 - (1 - t)lbel 2 e '(°k+6k). (19) 
By construction, e 3_ h and we have (17). • 
The following theorem was provoked in part by a discussion with Peter 
Rosenthal, who suggested that a closer look at the geometry of ellipsoids 
might yield a quantitative version of Theorem 3.4. The surprising result is 
that the amount by which M(T)  can exceed K(T) when T is four-dimen- 
sional and with big spectrum is, in fact, more limited than the general 
Theorem 2.2 would suggest. 
THEOREM 3.6. I f  T is a 4 × 4 matrix with big spectrum, then M(T)  
<~ v~K(T).  
Proof. Consider an inner-product norm l" I for which ITI = 1 and ~ = 
M(T). Theorem 2.4 implies that conv(s(U, )) and conv(s(U*)) intersect. The 
rest of the proof depends on the various possible dimensional situations for 
U, and U*: 
1-1, 1-2, 2-1, 2-2, 1-3, 3-1. (20) 
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Whenever only dimensions 1 and/or 3 are involved, the corresponding sets 
s(U.) and s(U*) are already convex: they are either single points (corre- 
sponding to dimension 1) or more complicated solid shapes with convexity 
guaranteed by Theorem 3.5 (with n = 4). Theorem 2.5 then ensures that 
K(T) = 3, so that M(T) = K(T) in all of these cases. 
In the 2-2 situation, s(U.) and s(U*) are hollow ellipsoids, as in 
Theorem 3.3. Since the convex hull (i.e. the filled ellipsoids) intersect, the 
ellipsoids themselves could only fail to intersect if one were entirely interior 
to the other; this is impossible in view of Theorem 3.3, which notes that each 
ellipsoid is tangent o all four faces of the tetrahedron s(U). Again, Theorem 
2.5 implies that M(T) = K(T). 
In the 1-2 situation, we know (Theorem 3.4) that M(T) > K(T) can 
occur, but we can limit the inequality by invoking the following geometric 
fact: given an ellipsoid inside a tetrahedron, we can always choose a base 
(from one of the four faces) so that the ellipsoid lies in the lower half of the 
tetrahedron (see Proposition 3.7, below). Suppose s(U.) is a single point 
s(u. ) inside the ellipsoid s(U*), and assume for convenience that 
s(U*) c {x ~ conv(e,, e~, e3, e4): x, ~< ~}. (21) 
Let s(u . )  = y, and extend the line segment from e 1 through y until it hits 
s(U*) at x. Then x=(1  +r )y - re  1 for some r>0,  so that we have 
xl <Yl  and, for j=2 ,3 ,4 ,  x j=( l+r )y j .  But r~< 1, since we would 
otherwise have 
x ,=y, - r (1 -y , )  <2y, -  1~<0 (22) 
[because y is inside s(U*), we must have Yl ~< ~]- Thus xj ~< 2yj for all j .  
Now let x = s(u*). We have seen that u* = E4akuk and u .  = E4/3kuk 
with lakl ~< v~l/3kl. By Lemma 2.6, given ~ > 0, we have f~ '0  such that 
- -  , (23)  f ( zk )  ~/~ + 
where the z k are the eigenvalues (big) of T. Thus f (T)u.  = u*/(~t2 + ~), 
and it follows that 
M/m 
IIf(T)ll ~ V~ + ~' (24) 
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i.e., K(T) >i ~/ (v~ + E) = M(T)/(vc2 + e). Since ~ can be arbitrarily 
close to 0, we conclude that M(T) <<. v~K(T).  
In the reverse situation (2-1) where s(U*) is a single point s(u*) inside 
the ellipsoid 
s (U . )  c{x~eonv(e l ,  e2,ea, e4) :x l  <~},  (25) 
we proceed in a similar way: let x = s(u*), and take y ~ s(U.) on the line 
• .< 1 xj <~ 2yj for all j. Let segment [x, el] ;  agmn we can use Yl "~ 7 to see that 
y = s(u . ) ,  and complete the argument as before that M(T) <<. v~K(T). • 
A key element in the proof above was the following proposition, which 
may well be known in classical geometry; we offer a computation-free proof. 
PnoPosmon 3.7• I f  E is an ellipsoid lying inside a tetrahedron 
conv(v 1, v 2, v 3, v 4) (in R 3) then there is at least one vertex of the tetrahedron, 
say vk, that is "'avoided" by E in the following sense: 
E c tjvj: 0 <~ tj, Y'~ tj = 1, and t k ~< . (26) 
1 
Proof. By applying an affine transformation to R 3 we may assume that 
E is a sphere, and we may expand E until it is tangent to all four faces of the 
tetrahedron. Suppose that E is the unit sphere centered at the origin; then it 
is a matter of showing that Ilvkll >/3 for at least one k. But if we minimize 
max Ilvk II, we have the regular tetrahedron with the unit sphere inscribed (i.e. 
tangent o the centroid of each face). Truncating this tetrahedron at the 
midpoints of the edges, we obtain the regular octahedron which, by symme- 
try, must be tangent o the sphere on all eight faces. Thus, in this symmetric 
situation, the ellipsoid "avoids" all four vertices to the prescribed egree. 
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