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A ana´lise da marcha humana e´ considerada como uma nova ferramenta
biome´trica pela capacidade de obter as me´tricas do corpo a` distaˆncia.
Os identificadores biome´tricos possuem propriedades que tecnologica-
mente podem medir e analisar as caracter´ısticas do corpo humano,
utilizados como forma de identificac¸a˜o e controle de acesso para se-
guranc¸a. O reconhecimento atrave´s da apropriada interpretac¸a˜o dos
paraˆmetros da marcha e´ um problema importante para classificac¸a˜o
de padro˜es. Este trabalho possui como finalidade desenvolver um sis-
tema de processamento de imagens que seja capaz de extrair padro˜es
do movimento para a ana´lise da marcha e apresentar um diagno´stico
comparativo entre diferentes tipos de redes neurais, para a aplicac¸a˜o de
te´cnicas que possam determinar a qualidade e efica´cia das estat´ısticas
para a identificac¸a˜o humana. Para este objetivo, utilizou-se dados de
volunta´rios a partir do aplicativo desenvolvido em C# com base na
ana´lise tridimensional feita pela caˆmera Kinect da Microsoft, onde e´
poss´ıvel identificar o esqueleto humano e extrair automaticamente os
paraˆmetros cine´ticos e cinema´ticos. Os resultados obtidos revelaram a
viabilidade para o processo de extrac¸a˜o dos paraˆmetros da marcha e do
reconhecimento do corpo humano.




The analysis of human gait is considered as a new biometric tool for
the ability to obtain the metrics of the body at a distance. Biometric
identifiers have properties that technology can measure and analyze
the characteristics of the human body, used as a form of identification
and access control for security. The recognition through suitable in-
terpretation of parameters of the gait is a major problem for pattern
classification. This work has as purpose to develop an image processing
system that is able to extract patterns of movement for gait analysis
and to present a comparative diagnosis between different types of neu-
ral networks, for applying techniques that can to determine the quality
and efficacy of the statistics for human identification. For this objec-
tive, we used data from volunteers from the application developed in
C# based on three-dimensional analysis made by Microsoft’s Kinect
camera, where it is possible to identify the human skeleton and auto-
matically extract the kinetic and kinematic parameters. The results
obtained proved the feasibility to extraction process of gait parameters
and the recognition of the human body.
Keywords: Pattern Recognition. Gait analysis. Kinect. Biometrics.
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1 INTRODUC¸A˜O
A marcha e´ um modo das pessoas andarem e e´ considerada como
novo me´todo biome´trico de identificar os seres humanos. Identificadores
biome´tricos possuem propriedades que tecnologicamente podem mode-
lar e rastrear as caracter´ısticas do corpo humano. O fato de sua me´trica
ser obtida a` distaˆncia, promove sua diferenc¸a com relac¸a˜o aos outros
me´todos biome´tricos.
E´ poss´ıvel efetuar a ana´lise para o reconhecimento do movimento
devido as suas caracter´ısticas serem definidas por segmentos corporais,
que sa˜o descritos em termos de localizac¸a˜o e orientac¸a˜o, para criar o
sistema espacial humano (ROBERTSON et al., 2013).
Um sistema promissor para a extrac¸a˜o dos paraˆmetros da mar-
cha e´ o sensor Kinect da Microsoft, lanc¸ado em 2011 juntamente com
um pacote de desenvolvimento, SDK (Software Development Kit), que
permite aos desenvolvedores criarem aplicac¸o˜es em linguagem de pro-
gramac¸a˜o C# utilizando o software Microsoft Visual Studio (GEERSE;
COOLEN; ROERDINK, 2015).
Seu estudo baseado em sequeˆncias de v´ıdeos tridimensionais au-
mentou relativamente devido a`s necessidades de interpretar os movi-
mentos cine´ticos e cinema´ticos, tendo em vista facilitar a identificac¸a˜o
de problemas f´ısicos voltados a` sau´de e a biomecaˆnica, ou tambe´m apli-
cados a` a´rea de seguranc¸a e tecnologia (ZERPA et al., 2015).
O presente trabalho consiste em extrair os paraˆmetros da marcha
humana para estudos direcionados a´ sua ana´lise, a partir do desenvol-
vimento de um proto´tipo de software que consiga gerar valores para
efetuar o diagno´stico correto com base em te´cnicas de reconhecimento
de padro˜es em aprendizagem de ma´quina, a fim de distinguir indiv´ıduos
no campo biome´trico.
1.1 MOTIVAC¸A˜O E FORMULAC¸A˜O DO PROBLEMA
A presente pesquisa e´ motivada pelo grande interesse em sistemas
biome´tricos para identificar pessoas, e a ana´lise da marcha e´ uma nova
ferramenta para isto. Deste modo, o trabalho se propo˜e a estudar
esta nova te´cnica biome´trica e criar uma ferramenta para a extrac¸a˜o de
caracter´ısticas de imagens de v´ıdeo, onde a marcha e´ o objeto de estudo.
De acordo com o problema apresentado o autor conduziu-se por uma
metodologia, ao pesquisar em projetos e artigos ja´ existentes no meio
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acadeˆmico sobre o assunto, para solucionar e enriquecer o campo de
estudo. Quanto aos procedimentos metodolo´gicos para execuc¸a˜o deste
trabalho destaca-se:
 Especificar quais os requisitos para a elaborac¸a˜o do proto´tipo de
software, de acordo com as caracter´ısticas da marcha humana;
 Definir e testar as ferramentas f´ısicas, o sensor Kinect, para a
captura dos dados;
 Coletar dados de movimentos com o Kinect da Microsoft ;
 Implementar um co´digo em C# utilizando o pacote de desenvol-
vimento SDK, para captura de v´ıdeo;
 Fazer os ca´lculos, para extrac¸a˜o dos paraˆmetros da marcha, em
func¸a˜o da cine´tica e cinema´tica do movimento na biomecaˆnica;
 Implementar um co´digo em C# que extraia caracter´ısticas se-
quenciais da marcha e mostre o esqueleto como modelo de lo-
comoc¸a˜o humana;
 Criar um aplicativo WPF (Windows Presentation Foundation)
para extrair os dados da marcha, em um formato que seja flex´ıvel
para manipular;
 Efetuar a conversa˜o de dados do aplicativo WPF para o Matlab,
a fim de aplicar a classificac¸a˜o dos dados oﬄine;
 Plotar os gra´ficos dos movimentos cine´ticos e cinema´ticos no Ma-
tlab para ana´lise dos resultados e validac¸a˜o do aplicativo;
 Implementar um algoritmo no Matlab que possa efetuar a ana´lise
dos dados, a partir do reconhecimento de padro˜es para mu´ltiplas
classes em diferentes classificadores;
 Analisar e avaliar o avanc¸o dos algoritmos de aprendizagem de
ma´quina para o reconhecimento da marcha humana.
Como comentado anteriormente, este tema tem despertado inte-
resse na a´rea acadeˆmica, em busca de resultados relevantes para o de-
senvolvimento tecnolo´gico. Na Figura 1, mostra-se o resultado de uma
busca de dados na plataforma SCOPUS (ELSEVIER, 2016), que permite
analisar o nu´mero de publicac¸o˜es em confereˆncias e revistas ao decor-
rer dos anos, utilizando as seguintes palavras-chave para a pesquisa:
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Figura 1: Nu´mero de publicac¸o˜es sobre o tema de pesquisa ao decorrer
dos anos.
Fonte: Elsevier (2016).
Gait Analysis with Kinect, Skeleton with Kinect e Human Motion with
Kinect.
E´ visto na Figura 1 que desde as primeiras pesquisas houve um
crescimento relativo de trabalhos produzidos em func¸a˜o deste tema ate´
o atual ano. Abaixo sera˜o apresentados alguns investigadores desta
linha de pesquisa da extrac¸a˜o, ana´lise e classificac¸a˜o da marcha humana
utilizando o sensor Kinect como a ferramenta de estudo.
De uma forma geral, os sistemas biome´tricos para ana´lise da
marcha humana baseados em v´ıdeo, utilizam um sistema de visa˜o capaz
de obter imagens em 3D (Treˆs dimenso˜es) (como por exemplo, o sensor
Kinect ou um estereosco´pio) de um indiv´ıduo em movimento. No qual
efetua a captura dos aˆngulos de algumas juntas do corpo ao longo de
um determinado tempo de aquisic¸a˜o de imagem e extrac¸a˜o de algumas
caracter´ısticas adicionais derivadas destas, como velocidade, acelerac¸a˜o
e forc¸as que sera˜o descritas no Cap´ıtulo 3.
Esses diversos paraˆmetros sa˜o enta˜o utilizadas primeiramente
para treinar um sistema de reconhecimento de indiv´ıduos aplicando
te´cnicas de aprendizagem de ma´quina, e que apo´s o treinamento serviu
para a identificac¸a˜o biome´trica propriamente dita. Como se trata de um
problema de reconhecimento de padro˜es, tais sistemas utilizam te´cnicas
como redes neurais, Suport Vector Machine (SVM), redes bayesianas,
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Este trabalho tem por finalidade, a pesquisa e elaborac¸a˜o de
um proto´tipo de sistema de processamento de imagens de v´ıdeo, que
seja capaz de extrair caracter´ısticas do movimento humano para aplicar
te´cnicas de reconhecimentos de padro˜es, a fim de analisar e realizar o
reconhecimento biome´trico do indiv´ıduo inspecionado.
1.2.2 Objetivos espec´ıficos
 Realizar as capturas de movimento da marcha humana pelo sensor
Kinect, utilizando me´todos baseados em visa˜o computacional.
 Elaborar uma plataforma para capturas frontais e laterais do
corpo em um ambiente controlado.
 Implementar co´digo utilizando o pacote de desenvolvimento para
que seja poss´ıvel visualmente a identificac¸a˜o do esqueleto do in-
div´ıduo.
 Desenvolver um proto´tipo de ferramenta que possa auxiliar nos
processos e estudos da ana´lise de marcha.
 Aplicar te´cnicas de diferentes classificadores, para o processo e
ana´lise de reconhecimento de padro˜es, a fim de reconhecer o in-
div´ıduo a partir da marcha.
1.3 ESTRUTURA DA DISSERTAC¸A˜O
 Cap´ıtulo 2: aborda a fundamentac¸a˜o teo´rica do tema proposto
nesta pesquisa para compreender o movimento humano, o que as
pessoas, a arte, cieˆncia e a tecnologia contribu´ıram para a ana´lise
da marcha humana.
 Cap´ıtulo 3: relata as definic¸o˜es ba´sicas do movimento humano,
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teoria e ca´lculos para implementar a extrac¸a˜o dos paraˆmetros
cine´ticos e cinema´ticos do corpo.
 Cap´ıtulo 4: descreve o desenvolvimento do proto´tipo de soft-
ware, a partir dos estudos da biomecaˆnica para a extrac¸a˜o dos
paraˆmetros da marcha.
 Cap´ıtulo 5: apresenta os mecanismos estat´ısticos utilizados na
classificac¸a˜o dos dados de entrada, extra´ıdos pelo proto´tipo de
software desenvolvido para aquisic¸a˜o dos paraˆmetros da marcha,
e os resultados obtidos de cada classificador.
 Cap´ıtulo 6: conclui e lista os trabalhos futuros que podera˜o ser





Visando aprofundar o conhecimento sobre o assunto, na funda-
mentac¸a˜o teo´rica sera˜o abordadas questo˜es de como compreender o
movimento humano, o que as pessoas, a arte, cieˆncia e a tecnologia
contribu´ıram para a ana´lise da marcha humana e qua˜o avanc¸ada esta´
a tecnologia para realizar estudos dos movimentos com uma base de
dados e quais tipos de sistemas utilizados.
2.1.1 O movimento humano na histo´ria
Devido as curiosidades e necessidades, o movimento humano tem
sido estudado desde muito tempo na histo´ria da humanidade. Na Fi-
gura 2 podemos ver os pioneiros no estudo da biomecaˆnica. O filo´sofo
grego Aristo´teles (384a.C - 322a.C) publicou um texto sobre a marcha
dos animais, ale´m de outros estudos que complementaram o assunto.
Esse texto conte´m temas que abordam qual seria o motivo de homens
e pa´ssaros, embora sendo b´ıpedes, possuem uma curvatura oposta nas
pernas e o conhecimento ba´sico geome´trico para ca´lculos e ana´lises (RO-
SENHAHN; KLETTE; METAXAS, 2008).
Leonardo da Vinci (1452 - 1519), na renascenc¸a, desenvolveu
va´rios estudos detalhados sobre a anatomia humana, uma parte desses
foram direcionados para a cinema´tica do movimento humano. Em 1897
o foto´grafo ingleˆs Edward Muybridge introduziu os primeiros estudos
sobre movimentos a partir do uso de va´rias caˆmeras para captar os
saltos efetuados por equinos, e lanc¸ou sua obra Animal Locomotion.
A partir destes ensinamentos e de outros estudiosos que tambe´m con-
tribu´ıram para estas descobertas, obtivemos um ponto de partida para
o desenvolvimento de estudos na a´rea (ROSENHAHN; KLETTE; META-
XAS, 2008).
A cieˆncia que estuda o movimento humano surgiu devido ao
fasc´ınio dos estudiosos analisarem o comportamento motor animal. A
maneira como nada um peixe, como o pa´ssaro voa, como o homem
anda e quais sa˜o os limites da forc¸a muscular, levaram o homem a
desenvolver a cieˆncia do movimento humano, denominada cinesiologia
(LEHMKUHL; SMITH; WEISS, 1989).
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Figura 2: Pioneiros no estudo da biomecaˆnica.
Fonte: Rosenhahn, Klette e Metaxas (2008).
2.1.2 Cinesiologia
A cinesiologia e´ uma a´rea da cieˆncia que estuda o movimento
humano e animal, seu termo em ingleˆs kinesiology tem origem da pala-
vra grega kinesis que significa movimento e logos que significa estudo
(SILVA, 2015).
Segundo (OLIVEIRA et al., 2011) a cinesiologia e´ uma disciplina
multidisciplinar, envolvendo conhecimentos de anatomia, fisiologia ar-
ticular e aplica os mesmos aos movimentos humanos simples e comple-
xos. Estudar cinesiologia e´ relacionar a mesma de forma permanente
com o estudo das multiplicidades dos movimentos executados pelo ser
humano, compreendendo as forc¸as internas e externas atuantes e seus
limites, possibilitando em muitos casos ate´ a prevenc¸a˜o de leso˜es.
Esta a´rea se consolidou como cieˆncia a partir do se´culo XX, de-
vido aos avanc¸os tecnolo´gicos e metodolo´gicos, como as te´cnicas de ava-
liac¸a˜o do movimento. Assim surge a biomecaˆnica, uma subdisciplina
derivada da cinesiologia, que efetua as ana´lises f´ısicas dos diferentes
sistemas biolo´gicos, inclusive o movimento humano (SILVA, 2015).
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2.1.3 Biomecaˆnica
A biomecaˆnica descende dos estudos referentes ao movimento e
ana´lises f´ısicas do corpo humano. Fisicamente o corpo humano pode ser
definido como um sistema de segmentos articulados. Este movimento
provem de forc¸as internas que atuam fora do eixo circular do corpo ou
fora deste corpo (AMADIO et al., 1999).
E´ preciso seis coordenadas para representar a posic¸a˜o e ori-
entac¸a˜o de um corpo f´ısico em um espac¸o tridimensional, pois este
corpo possui seis graus de liberdade para movimentar-se. Para que
essas coordenadas sejam designadas e´ preciso medir a posic¸a˜o 3D de
pelo menos treˆs marcadores na˜o colineares em cada segmento (ARAU´JO;
ANDRADE; BARROS, 2005).
E´ necessa´rio evidenciar a complexidade estrutural do movimento
e a aplicac¸a˜o dos seus me´todos de avaliac¸a˜o das diversas a´reas da
cieˆncia, sua investigac¸a˜o consiste em combinac¸o˜es simultaˆneas e sin-
cronizadas de procedimentos cinema´ticos e dinaˆmicos que sa˜o funda-
mentais para examina´-lo (AMADIO et al., 1999).
O movimento e´ descrito quando e´ ligado ao sistema de coorde-
nadas relativas a variac¸a˜o da posic¸a˜o e orientac¸a˜o durante uma cami-
nhada. Os seis segmentos corporais devem trabalhar juntos com um
sistema de coordenadas, pois a orientac¸a˜o deve estar ligada com os eixos
anatoˆmicos do corpo, para chegar nos resultados desejados (ARAU´JO;
ANDRADE; BARROS, 2005).
Em ac¸o˜es esta´ticas a posic¸a˜o e a orientac¸a˜o na˜o variam com o
tempo, e´ poss´ıvel caracteriza´-la apenas com a orientac¸a˜o dos segmentos
corporais ligados a forc¸a da gravidade. Ja´ as ac¸o˜es dinaˆmicas variam
com o tempo em relac¸a˜o a posic¸a˜o e orientac¸a˜o (SOUSA, 2008).
2.1.4 Sistemas biome´tricos
Um sistema biome´trico pode operar em dois modos descritos por
Ross, Jain e Prabhakar (2004):
 Modo verificac¸a˜o: neste o sistema tenta validar a identidade do
usua´rio por ferramentas como carto˜es inteligentes, nu´meros de
PIN (Personal Identification Number) ou nome de usua´rios, fun-
damentado na comparac¸a˜o com o banco de dados, para validar
se o reconhecimento da identidade e´ positivo.
 Modo identificac¸a˜o: o sistema identifica usua´rios buscando a par-
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tir de modelos f´ısicos e comportamentais, para impedir que outros
indiv´ıduos usem va´rias identidades, como por exemplo a leitura
de digitais, escaneamento da retina, ana´lise de marcha, etc.
Um indiv´ıduo biome´trico possui caracter´ısticas fisiolo´gicas ou
comportamentais humanas que podem ser usadas como uma carac-
ter´ıstica biome´trica (ROSS; JAIN; PRABHAKAR, 2004).
A extrac¸a˜o e o processamento de informac¸o˜es que caracterizam
cada indiv´ıduo de forma natural esta˜o sendo bastante utilizados em
mecanismos de identificac¸a˜o. Na qual manifestam-se novas tecnologias
que simplificam a execuc¸a˜o de va´rios atos, movimentos e atividades co-
muns no cotidiano de monitoramento, identificac¸a˜o e controle de acesso
(TAKEDA et al., 2014).
Com o intuito de autenticar usua´rios para assegurar que a pessoa
que esta´ acessando o sistema e´ quem diz ser, sem a utilizac¸a˜o de senhas
alfanume´ricas, pois sa˜o formas de autenticac¸a˜o vulnera´veis ao usua´rio
caso caia em ma˜os erradas, surgem as caracter´ısticas biome´tricas f´ısicas.
Elas baseiam-se em utilizar impresso˜es digitais, exames de retina, lei-
tura da palma da ma˜o, ana´lise da voz, facial e entre outros como sis-
temas e produtos biome´tricos mais seguros existentes atualmente mos-
trados na Figura 3 (HEINEN; OSO´RIO, 2004).
Figura 3: Diferentes tipos de sistemas biome´tricos.
Fonte: TECH (2016).
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O uso do caminhar como um sistema biome´trico ainda e´ uma no-
vidade, quando contraposto com os outros me´todos de reconhecimento.
As variac¸o˜es do jeito de caminhar sa˜o utilizadas como um identifica-
dor biome´trico para detectar as pessoas individualmente (JAIN; FLYNN;
ROSS, 2008). Sa˜o discernidos alguns paraˆmetros como a velocidade na
cinema´tica linear, a movimentac¸a˜o do quadril, tornozelo e joelho na
cinema´tica angular e as forc¸as atuantes no corpo pela cine´tica linear.
2.1.5 Reconhecimento da marcha
Caminhar e´ ta˜o comum e muito importante para nos movimen-
tarmos. A ana´lise deste movimento decorre da medic¸a˜o e avaliac¸a˜o de
caracter´ısticas biomecaˆnicas que esta˜o associadas com va´rias tarefas.
Ha´ progressos significativos sobre a ana´lise de marcha, que auxiliam
no desenvolvimento dos sistemas de gravac¸a˜o de movimento, exigindo
menos tempo de processamento de dados (??).
A partir da ana´lise de marcha podemos assumir quais sa˜o as
funcionalidades do corpo quando esta˜o em movimento, e´ poss´ıvel obter
a estimac¸a˜o do movimento da marcha efetuando ca´lculos referentes a
posic¸a˜o espacial do centro de massa e os centros de giro das articulac¸o˜es
do corpo (MARTI´NEZ; GO´MEZ; ROMERO, 2009).
A marcha pode ser definida como uma combinac¸a˜o de movimen-
tos, eles devem acontecer em um padra˜o temporal espec´ıfico para ela
ocorrer e possuir um me´todo repetitivo entre etapas c´ıclicas, com a
alternaˆncia dos pe´s, isto faz com que seja um fenoˆmeno u´nico (BOYD;
LITTLE, 2005).
O movimento possui ciclos que incluem ac¸o˜es desde o contato
inicial de uma extremidade ate´ a outra extremidade entrar em contato
com o solo, possuindo a fase de apoio e a oscilante. A fase de apoio
corresponde a 60% do ciclo, sendo o momento em que o pe´ encontra-
se no cha˜o e a fase oscilante possui os 40% restantes do ciclo (SOUSA,
2008). Mesmo que as fases da marcha humana possuam um padra˜o de
comportamento, cada ser humano produz imagens diferentes durante
seu movimento.
Pequenas variac¸o˜es no estilo de marcha podem ser usados como
um identificador biome´trico para identificar as pessoas individualmente,
a extrac¸a˜o dos paraˆmetros da marcha, geram diversas amostras que po-
dem ser empregadas para recursos de aprendizagem para a classificac¸a˜o.
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2.2 TRABALHOS RELACIONADOS
Sistemas de classificac¸a˜o sa˜o muito utilizados para a ana´lise da
marcha humana, ha´ diversos estudos com foco no tema. Estes estudos
aplicaram diferentes te´cnicas, utilizando o Kinect e caˆmeras convenci-
onais, a fim de encontrar a soluc¸a˜o para o problema.
Haro (2014) efetua a ana´lise da marcha humana utilizando uma
caˆmera convencional, com o objetivo de descrever e especificar as utili-
dades dos paraˆmetros para aplicac¸o˜es cl´ınicas em termos de doenc¸as. E
quais sa˜o os processos de aquisic¸a˜o e ana´lise da imagem com propo´sito
de definir o perfil de comportamento da marcha em func¸a˜o do tempo.
Kewatkar e Kathle (2012) utiliza uma caˆmera convencional, o
autor propo˜e um projeto baseado no reconhecimento humano, sendo a
marcha o objeto de estudo no desenvolvimento de um programa utili-
zando a biblioteca OpenCV. E como procedimento de avaliac¸a˜o e classi-
ficac¸a˜o dos dados, foi aplicado o algor´ıtimo k-Nearest Neighbors (kNN),
um me´todo na˜o parame´trico em que as entradas consistem em k exem-
plos de treinamento, em que uma amostra e´ classificada pelo voto da
maioria dos vizinhos, sendo que ela esta´ atribu´ıda a` classe mais comum
entre os seus k vizinhos.
Nieto-Hidalgo et al. (2016) apresentou uma especificac¸a˜o geral
da marcha, como anormal ou normal, para identificar as caracter´ısticas
com a execuc¸a˜o dos seguintes classificadores utilizando o Kinect. O Su-
port Vector Machine (SVM) encontra uma linha de separac¸a˜o chamada
de hiperplano entre dados de duas ou mais classes, essa linha busca ma-
ximizar a distaˆncia entre os pontos mais pro´ximos em relac¸a˜o a cada
uma das classes. O Naive Bayes (NB), um classificador probabil´ıstico
com base na aplicac¸a˜o do teorema de Bayes e o k-Nearest Neighbors
(kNN).
Gianaria et al. (2014) utilizou o sensor Kinect e aplicou o SVM
para mostrar que o conjunto de caracter´ısticas comportamentais re-
lacionadas com os movimentos da cabec¸a, joelhos e cotovelos, e´ uma
ferramenta eficaz para a caracterizac¸a˜o da marcha e reconhecimento de
pessoas.
Araujo, Gran˜a e Andersson (2013) utiliza o Kinect e propo˜e a
avaliac¸a˜o do esqueleto humano pelo classificador Multi-Layer Percep-
tron (MLP), uma rede neural artificial feedforward composta por va´rias
camadas de neuroˆnios ligadas entre si por sinapses de pesos, que utiliza
a aprendizagem supervisionada com a te´cnica de retro propagac¸a˜o para
treinar a rede. O classificador C4.5 e´ utilizado para gerar uma a´rvore de
decisa˜o e minerac¸a˜o de dados sendo considerado um classificador proba-
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bil´ıstico. O Random Forest (RF) ou florestas de decisa˜o aleato´ria, e´ um
classificador que opera atrave´s da construc¸a˜o de um grande nu´mero de
a´rvores de decisa˜o, e´ a me´dia de mu´ltiplas a´rvores de decisa˜o profundas,
formadas em diferentes partes de um mesmo conjunto de treinamento
para a reduc¸a˜o da variaˆncia, e por fim, o classificador kNN citado an-
teriormente.
A proposta de Ball et al. (2012) investigou a possibilidade de
reconhecer pessoas individualmente a partir da marcha utilizando o
Kinect e aplicou o algoritmo K-means, que e´ um me´todo de clustering,
utilizado em minerac¸a˜o de dados. Este classificador particiona va´rias
amostras em grupos, onde cada uma pertence ao conjunto mais pro´ximo
da me´dia.
O sensor Kinect foi utilizada por Preis et al. (2012), que deter-
mina a aplicac¸a˜o de treˆs diferentes classificadores para avaliar as carac-
ter´ısticas do corpo. Primeiramente o algor´ıtimo One Rule (1R), gera
uma regra de classificac¸a˜o para cada classe com base em um u´nico re-
curso nos dados de treinamento, e seleciona a amostra com menor erro
como regra. O autor utiliza tambe´m os classificadores C4.5 e Naive
Bayes citados anteriormente.
2.3 CONCLUSA˜O
Neste cap´ıtulo aprensentou-se um pouco da histo´ria da marcha
humana, quais foram as primeiras ideologias sobre a a´rea de pesquisa,
com o surgimento da cinesiologia e da biomecaˆnica e presentes estudos
relacionados com o tema. Tal qual estas disciplinas sa˜o de grande im-
portaˆncia para a aplicac¸a˜o tecnolo´gica ao desenvolver qualquer sistema
biome´trico para a identificac¸a˜o de usua´rios.
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3 CARACTERI´STICAS DA MARCHA HUMANA
3.1 INTRODUC¸A˜O
O presente cap´ıtulo mostrara´ um esboc¸o de alguns aspectos do
movimento humano para a aplicac¸a˜o deste estudo. A ana´lise deste mo-
vimento decorre da medic¸a˜o de caracter´ısticas biomecaˆnicas que esta˜o
associadas a va´rias tarefas (??). E´ o que nos faz interagir com o ambi-
ente, desde um exerc´ıcio na academia, um simples passo na caminhada
pela rua ou ate´ a participac¸a˜o em um campeonato de futebol. Ele de-
corre da mudanc¸a de lugar, da posic¸a˜o e da postura em algum ponto
no ambiente.
O sistema de coordenadas associadas a` mudanc¸a da posic¸a˜o e ori-
entac¸a˜o no decorrer de uma caminhada, expo˜e as caracter´ısticas do mo-
vimento. O sensor Kinect fornece as coordenadas espaciais distribu´ıdas
em 20 pontos espec´ıficos no corpo humano, formando um modelo tri-
dimensional do esqueleto como na Figura 4 (CUJI et al., 2013).
Figura 4: Coordenadas espaciais do Kinect.
Fonte: Research (2016).
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3.1.1 O ciclo da marcha
A marcha e´ um movimento c´ıclico, composta por um ciclo ba´sico
de repetic¸o˜es, o ciclo da marcha. Este consiste no tempo em que o pe´
de refereˆncia (direito ou esquerdo) esta´ no cha˜o ou na˜o esta´ em contato
com o solo (OATIS, 2003).
A Figura 5 exemplifica pontos significantes para analisar o ciclo,
que incluem:
 Stride: e´ o movimento ocorrido durante o ciclo da marcha em
ambos os membros, definido como a passada.
 Single e Double Support : Sa˜o dois breves per´ıodos do ciclo, o
apoio u´nico(single) tem a durac¸a˜o de contato com o solo de um pe´
ate´ o contato novamente com o mesmo pe´. O apoio duplo(double)
e´ o per´ıodo em que o primeiro pe´ esta´ em contato com o solo ate´
o outro pe´ entrar em contato com o solo.
 Right e Left Step: representa o passo direito e o passo esquerdo,
respectivamente.
 Stance Phase: e´ a fase de apoio que representa 60% do ciclo, na
qual o membro de refereˆncia esta´ em contato com o solo.
 Swing Phase : e´ a fase de balanc¸o, representada por 40% do ciclo,
onde o membro de refereˆncia na˜o esta´ em contato com o solo.
Figura 5: Caracter´ısticas do ciclo da marcha.
Fonte: Oatis (2003).
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3.2 PARAˆMETROS DE INFLUEˆNCIA
3.2.1 Descric¸a˜o dos movimentos ba´sicos
De acordo com Hamill e Knutzen (2014) na combinac¸a˜o das ar-
ticulac¸o˜es do corpo ocorrem seis diferentes movimentos exibidos na Fi-
gura 6.
 Flexa˜o (a) e (b): movimento no qual o aˆngulo relativo da arti-
culac¸a˜o entre dois segmentos adjacentes diminui.
 Extensa˜o (a) e (b): movimento de alisamento em que o aˆngulo
relativo da articulac¸a˜o entre dois segmentos adjacentes aumenta,
conforme a articulac¸a˜o retorna para a posic¸a˜o inicial. A hiperex-
tensa˜o (a) ocorre quando o movimento vai ale´m da faixa normal
da flexa˜o.
 Abduc¸a˜o (c): movimento de abertura do segmento na direc¸a˜o
oposta a linha me´dia do corpo.
 Aduc¸a˜o (c): movimento de retorno do segmento em direc¸a˜o a
linha me´dia do corpo. A hiperaduc¸a˜o (c) ocorre quando o movi-
mento vai ale´m da faixa normal da aduc¸a˜o.
 Rotac¸a˜o medial (d): movimento de rotac¸a˜o interno.
 Rotac¸a˜o lateral (d): movimento de rotac¸a˜o externo.
3.2.2 Sistema de planos e eixos
O sistema de coordenadas referente a` variac¸a˜o e posic¸a˜o durante
uma caminhada e´ composto por diferentes planos e eixos anatoˆmicos
representados na Figura 7 (WHITTLE, 2014).
 Plano sagital: ocorre o movimento para frente ou para tra´s sobre
o eixo mediolateral.
 Plano frontal: tambe´m chamado de plano coronal, ocorre o movi-
mento para direita ou para esquerda sobre o eixo aˆntero-posterior.
 Plano transversal: tambe´m chamado de plano horizontal, ocorre
o movimento para dentro ou para fora sobre o eixo longitudinal.
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Figura 6: Movimentos ba´sicos do corpo.
(a) Flexa˜o, extensa˜o e hiperex-
tensa˜o.
(b) Flexa˜o e extensa˜o.
(c) Abduc¸a˜o, aduc¸a˜o e hi-
peraduc¸a˜o.
(d) Rotac¸a˜o medial e lateral.
Fonte: Hamill e Knutzen (2014).
3.2.3 Cinema´tica linear
A ana´lise cinema´tica linear envolve o estudo do movimento em
linha reta para determinar se o objeto esta´ se movendo, qual a altura
que atinge ou a que distaˆncia se desloca em metros, representados pelos
eixos x, y e z. As equac¸o˜es (3.1), (3.2) e (3.3) sa˜o utilizadas para
calcular as velocidades instantaˆneas Vx, Vy e Vz pois ha´ necessidade de
calcula´-las em um instante espec´ıfico, para melhor ana´lise biomecaˆnica
(HAMILL; KNUTZEN, 2014).
Por diferenciac¸a˜o nume´rica e´ poss´ıvel descrever os meios para
calcular as derivadas dx, dy e dz em func¸a˜o de dt, na qual t e´ determi-
nado pelo tempo em segundos (DEMAILLY, 2012):
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Figura 7: Planos e eixos do corpo humano.



















Pelo ca´lculo da magnitude vetorial e´ determinada pela equac¸a˜o







Segundo Hamill e Knutzen (2014), a acelerac¸a˜o consiste na va-
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riac¸a˜o das velocidades dVx, dVy e dVz em func¸a˜o do tempo, assim foi
aplicado o mesmo com as acelerac¸o˜es instantaˆneas Ax, Ay e Az, calcu-
ladas conforme as equac¸o˜es (3.5), (3.6) e (3.7).
Para o ca´lculo das derivadas de 2ª ordem e´ considerado as ex-

















z(t+1) − 2z(t) + z(t−1)
(4t)2 (3.7)









Para determinar a posic¸a˜o da articulac¸a˜o, e´ preciso definir o
aˆngulo de cada articulac¸a˜o. O sensor Kinect possui um algoritmo capaz
de efetuar a conversa˜o das medidas por pixels em unidades vetoriais,
as coordenadas x, y e z, no que possibilita o ca´lculo dos aˆngulos das
articulac¸o˜es (CUJI et al., 2013).
Figura 8: Aˆngulo relativo entre dois segmentos.
Fonte: Hamill e Knutzen (2014).
45
Na biomecaˆnica calcula-se os aˆngulos de duas maneiras, o pri-
meiro e´ chamado aˆngulo relativo, na qual e´ medido em relac¸a˜o a uma
refereˆncia mo´vel e define o aˆngulo inclu´ıdo entre o eixo longitudinal de
dois segmentos demonstrado na Figura 8 (HAMILL; KNUTZEN, 2014).
Figura 9: Demonstrac¸a˜o dos segmentos.
Fonte: Sulino (2014).
O aˆngulo relativo dos segmentos produzidos sera´ obtido pelas
coordenadas tridimensionais de cada ponto anatoˆmico (SULINO, 2014).






















A magnitude dos vetores de acordo com as equac¸o˜es (3.11) e
(3.12) define o seu comprimento em treˆs dimenso˜es. O mesmo e´ cal-
culado utilizando uma variac¸a˜o do teorema de Pita´goras, devido a
formac¸a˜o de triaˆngulos quando o vetor e´ dividido em componentes.
Estas representam as diferentes forc¸as atuando sobre um objeto e o

























E finalmente foi calculado o aˆngulo θ pela func¸a˜o (3.14) e (3.15)







| AB | × | CB | (3.14)
θ =
(




De acordo com Hamill e Knutzen (2014) o segundo e´ o aˆngulo
absoluto, um aˆngulo de inclinac¸a˜o do segmento do corpo medido em
relac¸a˜o a uma refereˆncia fixa e descreve a orientac¸a˜o do segmento no
espac¸o demonstrado na Figura 10.
Figura 10: Aˆngulo absoluto: brac¸o(a), quadril(b), coxa(c), perna(d)
Fonte: Hamill e Knutzen (2014).
Este pode ser calculado utilizando a relac¸a˜o trigonome´trica da
tangente, onde ela e´ definida com base nos lados de um triaˆngulo
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A cine´tica linear e´ a a´rea de estudo que examina as forc¸as que
atuam em um sistema como o corpo humano, definindo as forc¸as causa-
doras do movimento. O diagrama de corpo livre e´ um instrumento ex-
tremamente u´til nos estudos biomecaˆnicos (HAMILL; KNUTZEN, 2014).
A Figura 11 exibe o desenho do sistema, a identificac¸a˜o das forc¸as atu-
antes definem o problema e determinam como a ana´lise deve processar.
Figura 11: Diagrama de corpo livre, define o sistema pela Fa = Forc¸a
de atrito, Fp = Forc¸a peso e Fs = Forc¸a de reac¸a˜o do solo.
Fonte: Enoka (2000).
A equac¸a˜o (3.17) determina o vetor peso que e´ direcionado para o
centro da Terra, e se origina de um ponto chamado centro de gravidade.
Este ponto representa o equil´ıbrio entre todos os segmentos corporais,
isto indica que a massa do sistema esta em equil´ıbrio em torno dele
(HAMILL; KNUTZEN, 2014).
Assim temos que definir o ca´lculo estimativo da massa e a loca-
lizac¸a˜o do centro de gravidade de cada um para encontrar a localizac¸a˜o
vetorial do centro de gravidade total. Os segmentos definidos para o
ca´lculo sa˜o determinados pelo nu´mero de articulac¸o˜es em que ocorre o
deslocamento angular durante o movimento.
48
A partir de estudos feitos por Chandler et al. (1975) em cada´veres,
temos dados mais concretos dispon´ıveis para calcular as equac¸o˜es re-
gressivas. Ao somar o momento de forc¸a de cada segmento em func¸a˜o
das coordenadas x, y e z pela equac¸a˜o (3.18), e´ poss´ıvel determinar a
localizac¸a˜o do centro de gravidade do corpo humano. O mesmo ca´lculo
e´ feito para os outros vetores (ENOKA, 2000).
Fp = m.g (3.17)
∑






A forc¸a de reac¸a˜o do solo (FRS) foi calculada por um me´todo
utilizado por Bobbert, Schamhardt e Nigg (1991), no qual os valo-
res cinema´ticos sa˜o derivados das acelerac¸o˜es dos centros de massa de
cada um dos segmentos, onde a FRS retrata as acelerac¸o˜es deles in-
dividualmente, devido ao seu movimento. A FRS e´ o somato´rio das
forc¸as verticais de todos os segmentos do corpo, em func¸a˜o da gravi-




Segundo Hamill e Knutzen (2014) e´ dif´ıcil medir o coeficiente
de atrito e a forc¸a de atrito com precisa˜o sem equipamentos sofisti-
cados. Ambos, no entanto, podem ser medidos com uma plataforma
de forc¸a. Assim e´ poss´ıvel determinar a resultante da forc¸a de atrito
pela equac¸a˜o (3.20) e os componentes de cisalhamento Fx e Fy, res-
pectivamente sa˜o as forc¸as de atrito nas direc¸o˜es aˆntero-posterior e
mediolateral. O componente Fz e´ utilizado como a Forc¸a Normal (N),
e estima-se o coeficiente de atrito dinaˆmico pela equac¸a˜o (3.21):







Neste cap´ıtulo sa˜o apresentados os me´todos de calcular os paraˆ-
metros cine´ticos e cinema´ticos do corpo que influenciam na ana´lise da
marcha. Para este trabalho foram utilizados apenas os paraˆmetros in-
feriores: quadris, joelhos, tornozelos e pe´s para a extrac¸a˜o dos dados
cinema´ticos angulares. Foram calculados os dados cinema´ticos linea-
res, tais como, velocidade e acelerac¸a˜o pois estes influenciam na com-
putac¸a˜o dos dados da cine´tica linear ao calcular a forc¸a de reac¸a˜o do
solo. A forc¸a atrito na˜o foi aplicada neste estudo visto que segundo




4 DESENVOLVIMENTO E IMPLEMENTAC¸A˜O DE UM
SISTEMA DE EXTRAC¸A˜O AUTOMA´TICA DOS
PARAˆMETROS DA MARCHA
4.1 INTRODUC¸A˜O
Neste Cap´ıtulo aborda-se os procedimentos efetuados para as
etapas de desenvolvimento do proto´tipo de software utilizando a caˆmera
Kinect da Microsoft e os me´todos de extrac¸a˜o dos paraˆmetros, basea-
dos nos ca´lculos apresentados pelos estudos da biomecaˆnica citados no
cap´ıtulo anterior.
O presente trabalho consiste em extrair os paraˆmetros da marcha
humana para estudos direcionados a` sua ana´lise de reconhecimento de
indiv´ıduos no campo biome´trico. Propo˜e-se um proto´tipo de software
que consiga gerar valores por comportamento gra´fico das varia´veis, se-
jam elas definidas pelos aˆngulos das articulac¸o˜es ou coordenadas da
posic¸a˜o determinaremos a forc¸a do movimento em func¸a˜o do ciclo da
marcha.
Nas pro´ximas sec¸o˜es sera´ apresentada a metodologia aplicada,
uma ana´lise da validac¸a˜o dos valores das varia´veis e seus respectivos
resultados.
4.2 DESENVOLVIMENTO
4.2.1 Kinect e pacotes de desenvolvimento
Pode-se visualizar na Figura 12 o sensor Kinect. Sua caˆmera
RGB consegue capturar os treˆs componentes ba´sicos da cor. A caˆmera
possui tambe´m um sensor de profundidade, com um projetor de infra-
vermelhos e combinado com o Complementary Metal Oxide Semicon-
ductor (CMOS) monocroma´tico. Ele gera imagens em um espac¸o 3D
(treˆs dimenso˜es) e captura imagens em condic¸o˜es bastante varia´veis e
ate´ desfavora´veis de iluminac¸a˜o, permitindo a identificac¸a˜o dos pon-
tos de marcac¸a˜o no corpo, assim elimina a utilizac¸a˜o de marcadores e
procedimentos de calibrac¸a˜o (ZERPA et al., 2015).
Para obter o mapa de profundidade o Kinect utiliza um modelo
geome´trico derivado da triangulac¸a˜o este´reo (em imagem computacio-
nal e´ quando duas caˆmeras tiram diferentes fotos da mesma cena a par-
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Figura 12: Sensor Kinect.
Fonte: Research (2016).
tir de distintos pontos de vista). A triangulac¸a˜o na geometria este´reo
conta com a calibrac¸a˜o de duas caˆmeras de visualizac¸a˜o do mesmo ob-
jeto para a obtenc¸a˜o de imagens em 3D (SMISEK; JANCOSEK; PAJDLA,
2013).
Para trabalhar com esta caˆmera e´ necessa´rio ter conhecimento
de treˆs pacotes de software para o seu funcionamento no sistema ope-
racional Microsoft Windows. Sa˜o eles:
 OpenNI: e´ o pacote principal que conte´m a documentac¸a˜o com-
pleta e exemplos de visualizac¸a˜o, transmissa˜o e gravac¸a˜o do Ki-
nect.
 NITE: desenvolvido em C# possui documentac¸o˜es e exemplos
sobre o rastreamento do esqueleto feito pelo sensor.
 SensorKinet: e´ um driver desenvolvido pela PrimeSense, usado
com a interface OpenNI.
A Microsoft criou o pacote Software Developer Kit (SDK), exclu-
sivamente para o desenvolvimento de aplicativos utilizando o Kinect.
Contendo Application programming interface (API), interface de dis-
positivos, a documentac¸a˜o te´cnica e amostras do co´digo fonte.
4.2.2 Aplicativo
O me´todo teo´rico da ana´lise cine´tica e cinema´tica do movimento,
pode ser implementado computacionalmente por um aplicativo Win-
dows Presentation Foundation (WPF) mostrado na Figura 13, um mo-
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delo de programac¸a˜o unificado pela plataforma Microsoft Visual Studio
2015, na linguagem C#, que permite simular, visualizar o esqueleto hu-
mano e o movimento, e analisar os dados obtidos graficamente pelos
ca´lculos citados, na qual estes valores foram armazenados em arquivos
.txt.
Para aquisic¸a˜o de imagens e extrac¸a˜o dos paraˆmetros foi utili-
zado o Kinect. Ele foi posicionado paralelamente ao indiv´ıduo, a fim
de analisa´-lo nos planos sagital, frontal e transverso. Para que o sensor
possa identificar o esqueleto na tela do aplicativo, o volunta´rio inicia o
movimento de caminhar no espac¸o predeterminado, seguindo as espe-
cificac¸o˜es te´cnicas que variam de 1.8m a` 2.4m de distaˆncia (CUJI et al.,
2013) e automaticamente extrai os paraˆmetros do corpo de acordo com
o tempo espec´ıfico de um ciclo da marcha.
Figura 13: Aplicativo WPF.
Fonte: Pro´pria autoria.
O sistema de medic¸a˜o Kinect permite ao usua´rio identificar
visualmente os pontos de interesse da alimentac¸a˜o de v´ıdeo, foi utili-
zado o algor´ıtimo de rastreamento de co´digo aberto dos marcadores do
corpo, no qual permitiu a implementac¸a˜o dos ca´lculos da biomecaˆnica
simultaneamente para a medic¸a˜o de distaˆncias e paraˆmetros a serem
tomados.
4.2.3 Resultados gra´ficos
Os valores alcanc¸ados foram gerados pelo proto´tipo software de-
senvolvido, comparados e julgados a partir de resultados presentes nos
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estudos da biomecaˆnica apontados por Hamill e Knutzen (2014). Fo-
ram executados os testes em cada volunta´rio, ao total de 10 pessoas,
para avaliar a correlac¸a˜o entre os valores obtidos e validar os resultados.
Foi extra´ıdo a FRS como paraˆmetro cine´tico e os paraˆmetro ci-
nema´ticos da parte inferior do corpo, a seguir:
 Aˆngulo obl´ıquo da pelve.
 Aˆngulo de rotac¸a˜o da pelve.
 Aˆngulo de flexa˜o do quadril direito.
 Aˆngulo de flexa˜o do quadril esquerdo.
 Aˆngulo de aduc¸a˜o do quadril direito.
 Aˆngulo de aduc¸a˜o do quadril esquerdo.
 Aˆngulo de flexa˜o do joelho direito.
 Aˆngulo de flexa˜o do joelho esquerdo.
 Aˆngulo de flexa˜o do tornozelo direito.
 Aˆngulo de flexa˜o do tornozelo esquerdo.
No sistema 3D, para obter uma identificac¸a˜o precisa e´ necessa´rio
possuir como refereˆncia os eixos x, y e z. O conceito de profundidade
pelo eixo z, medial e lateral, deve ser acrescentado aos outros vetores
bidimensionais da altura pelo eixo y, para cima e para baixo, e largura
pelo eixo x, para frente e para tra´s (HAMILL; KNUTZEN, 2014).
A intersecc¸a˜o dos eixos e´ definida pelo ponto (0,0,0), no eixo x
os movimentos sa˜o horizontais e para a direita, no eixo y sa˜o verticais
e para cima e no eixo z sa˜o horizontais e para frente, assim todas
as coordenadas no primeiro quadrante sa˜o positivas. Os movimentos
negativos sa˜o para a esquerda em x, para baixo em y e para traz em z
(HAMILL; KNUTZEN, 2014).
Apo´s o contato com o solo, a reac¸a˜o a` carga agrega ao peso
do corpo, assim a cinema´tica e´ descrita pelos movimentos angulares
inferiores do corpo neste caso. Por me´todo de comparac¸a˜o, e´ poss´ıvel
analisar os resultados dos volunta´rios 1 e 2 e volunta´rios 5 e 9 pelas
Figuras 14 e 15 respectivamente. Elas exibem os valores angulares do
movimento de flexa˜o plantar do tornozelo direito e movimento de flexa˜o
do joelho esquerdo, resultantes de cinco testes distintos.
O gra´ficos apresentaram os resultados em func¸a˜o de um padra˜o
temporal, o ciclo da marcha (ANDERSON, 1999). De acordo com Oatis
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(2003), Knutsson (1972), Murray (1967) a partir de estudos da bi-
omecaˆnica, o ciclo da marcha tem durac¸a˜o de aproximadamente um
segundo em uma caminhada. Para este projeto o aplicativo contabiliza
os valores em func¸a˜o deste per´ıodo, definindo o percentual da marcha.
Figura 14: Aˆngulos de flexa˜o plantar do tornozelo direito.







































E´ visto que entre volunta´rios diferentes ha´ variac¸a˜o dos valores
para o mesmo movimento e os resultados para os testes do mesmo
volunta´rio permanecem com valores aproximados, na˜o ideˆnticos, pois
e´ evidente que existem diferenc¸as na marcha em relac¸a˜o a magnitude
vetorial do deslocamento em func¸a˜o da variac¸a˜o da velocidade e aos
intervalos temporais.
O mesmo acontece com os demais paraˆmetros, eles apresentaram
as mesmas semelhanc¸as aos intervalos angulares, ao analisar os testes
de cada volunta´rio separadamente.
Os resultados cine´ticos sa˜o representados na Figura 16 pela forc¸a
de reac¸a˜o do solo, seu conceito e´ descrito pela lei de ac¸a˜o e reac¸a˜o de
Newton, admite as reac¸o˜es do solo em func¸a˜o da acelerac¸a˜o de todos
os segmentos do corpo (ENOKA, 2000).
A FRS se caracteriza por possuir uma forma bimodal, onde ob-
temos dois valores ma´ximos, o primeiro pico representa a fase em que
todo corpo e´ abaixado apo´s o contato do pe´, ocorrendo a sustentac¸a˜o
completa do peso e a massa corporal e´ acelerada para cima. A forc¸a
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Figura 15: Aˆngulos de flexa˜o do joelho esquerdo.







































Figura 16: Forc¸a de Reac¸a˜o do Solo.






























diminui quando o joelho flexiona, acarretando uma reduc¸a˜o parcial da
carga. O segundo pico representa o empuxo em func¸a˜o do solo, para o
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movimento do passo seguinte (HAMILL; KNUTZEN, 2014).
4.3 CONCLUSA˜O
A partir das ana´lises biomecaˆnicas identificados na revisa˜o da
literatura, foi poss´ıvel desenvolver o aplicativo de extrac¸a˜o automa´tica
dos paraˆmetros. Com objetivo de desenvolver um sistema de medic¸a˜o
de baixo custo utilizando o sensor Kinect, obte´m-se um mecanismo que
consegue determinar as caracter´ısticas da ana´lise de marcha humana




5 IDENTIFICAC¸A˜O BIOME´TRICA DE INDIVI´DUOS
ATRAVE´S DO RECONHECIMENTO DE PADRO˜ES
5.1 INTRODUC¸A˜O
Nesse Cap´ıtulo sera˜o apresentados os mecanismos estat´ısticos
utilizados na classificac¸a˜o dos dados de entrada, extra´ıdos pelo aplica-
tivo de aquisic¸a˜o dos paraˆmetros da marcha, apresentado no cap´ıtulo
anterior. Utilizando a ferramenta Toolbox do software Matlab, aponta-
se a estrutura empregada e os resultados de cada classificador durante
a implementac¸a˜o e validac¸a˜o.
O reconhecimento de padro˜es e´ um ramo da aprendizagem de
ma´quina que incide sobre o reconhecimento e regularidades em dados,
por te´cnicas de aprendizado supervisionado ou sem supervisa˜o (NAM,
2016). Estes domı´nios teˆm evolu´ıdo substancialmente das ra´ızes da
inteligeˆncia artificial, estat´ıstica e engenharia (BISHOP, 2006).
Esta te´cnica atribui paraˆmetros para um determinado valor de
entrada, dado que a classificac¸a˜o efetua tentativas para atribuir a cada
valor de entrada um determinado conjunto de classes. Estes algorit-
mos teˆm como objetivo proporcionar uma resposta razoa´vel para todas
as entradas poss´ıveis e realizar a correlac¸a˜o entre as entradas mais
prova´veis, tendo em conta a sua variac¸a˜o estat´ıstica (BURGES, 1998;
NAM, 2016).
O aprendizado supervisionado determina um conjunto de dados
de treinamento de entrada, que consiste em um conjunto de amostras
que foram devidamente direcionadas com a sa´ıda desejada. Aplica-
se um procedimento de aprendizagem, e em seguida, gera um modelo
que tenta melhorar o desempenho sobre os dados de treinamento. A
aprendizagem na˜o supervisionada, assume dados de treino sem haver
uma sa´ıda desejada para coincidir com a resposta, por tentativas a
rede busca encontrar padro˜es inerentes, que possam ser utilizados para
determinar o valor correto da sa´ıda para novas instaˆncias de dados (FU,
1968),(BISHOP, 2006).
5.1.1 Base de dados
Para os dados de entrada foi criada uma matriz de amostras
composta por valores nume´ricos de 11 paraˆmetros da marcha, apre-
sentados no Cap´ıtulo 4, constitu´ıda por 10 volunta´rios (8 homens e 2
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mulheres), com idade entre 20 e 30 anos e massa corporal entre 50 e 110
kg. Foram efetuados 5 testes em cada volunta´rio, cada teste conte´m
os 11 paraˆmetros, e cada paraˆmetro 50 amostras. Ao total a base de
dados gera uma matriz de entrada de 11 x 2500.
Para os classificadores que utilizam o aprendizado supervisio-
nado foi determinada uma matriz de sa´ıda desejada com 10 classes,
dado que cada classe representa um volunta´rio e esta˜o direcionadas aos
paraˆmetros dos dados de entrada. O dataset armazena os paraˆmetros
da marcha humana contendo ao total 10 classes e 27500 amostras.
5.2 CLASSIFICADORES
De acordo com Lorena (2006) ha´ va´rios problemas que envolvem
a discriminac¸a˜o de dados em classes ou categorias, em func¸a˜o de uma
tarefa chamada de classificac¸a˜o. Atrave´s do conhecimento das classes,
que formam o conjunto de dados, os algoritmos de aprendizagem de
ma´quina podem ser utilizados por classificadores que conseguem fazer
a discriminac¸a˜o desejada para novos dados do mesmo domı´nio.
5.2.1 Support Vector Machine - SVM
Gianaria et al. (2014) aborda que este classificador e´ um algo-
ritmo robusto de clusterizac¸a˜o e amplamente utilizado para classificar
pessoas em func¸a˜o de suas caracter´ısticas biome´tricas e comportamen-
tais. Este me´todo faz um mapeamento de dados em um espac¸o de
entrada dimensional e constro´i um hiperplano ou conjuntos de hiper-
planos de separac¸a˜o entre as classes. O SVM utiliza me´todos de apren-
dizado supervisionado que analisam os dados para reconhecimento de
padro˜es para classifica´-los (SUYKENS; VANDEWALLE, 1999).
O problema para a classificac¸a˜o pode ser declarado em um espac¸o
de dimensa˜o finita, dado que as classes para discriminar na˜o sa˜o line-
armente separa´veis neste espac¸o. Portanto, define-se que o espac¸o de
dimensa˜o finita inicial tem que ser mapeado para um espac¸o muito
maior, tornando a separac¸a˜o mais fa´cil. Utilizando a func¸a˜o de Ker-
nel o SVM assegura uma carga computacional razoa´vel, ao calcular
mais facilmente os produtos de cada amostra referente a sua resposta
desejada (SUTHAHARAN, 2016; HEARST et al., 1998).
Os hiperplanos no espac¸o de dimensa˜o superior sa˜o definidos
como o conjunto de amostras cujo produto escalar e´ uma constante.
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Os vetores que definem os hiperplanos sa˜o definidos por uma com-
binac¸a˜o linear entre os paraˆmetros e as amostras. Assim os pontos sa˜o
mapeados no espac¸o de treinamento a partir da relac¸a˜o destes vetores
(MEYER; WIEN, 2015).
E´ efetuado o somato´rio de cada amostra de teste e sa´ıda desejada,
para determinar o grau de proximidade entre os dois termos. Deste
modo, a soma e´ utilizada para medir a proximidade relativa de cada
ponto de teste em func¸a˜o dos pontos provenientes de outras classes a
serem discriminadas (PRESS et al., 2007).
5.2.1.1 Aplicac¸a˜o e resultados - SVM
SVM foi desenvolvido para soluc¸a˜o de problemas com apenas
duas classes, tambe´m conhecidos como bina´rios. Mas para este traba-
lho requer a discriminac¸a˜o de dados em mais de duas classes. E´ visto
que este me´todo e´ um classificador linear bina´rio na˜o probabil´ıstico,
assim podemos obter a performance da classificac¸a˜o na˜o linear utili-
zando me´todos de Kernel o que implica em uma mapeamento de ca-
racter´ısticas de altas dimenso˜es (KUMAR; SINGH, 2015).
Para a classificac¸a˜o na˜o linear, o espac¸o dimensional da func¸a˜o
e´ mapeado em um espac¸o maior, para que seja poss´ıvel encontrar um
hiperplano de separac¸a˜o linear como margem ma´xima neste espac¸o (GI-
ANARIA et al., 2014).
Implementou-se no software Matlab o algoritmo SVM, utili-
zando a estrutura svmtrain, svmclassific e a func¸a˜o kernelfunction po-
linomial foi configurada para mapear os dados de treinamento. As
func¸o˜es utilizadas sa˜o pre´ definas pelo software, de acordo com a docu-
mentac¸a˜o MathWorks (2016d, 2016e). Ao utilizar a func¸a˜o Kernel na˜o
necessita ca´lculo expl´ıcito dos dados no espac¸o, apenas precisa-se com-
putar os produtos internos entre todos os pares de dados (SHMILOVICI,
2005).
Os dados de entrada foram divididos em grupos de treinamento
e teste. Os paraˆmetros sa˜o computados usando o procedimento de
validac¸a˜o cruzada para que o conjunto de treinamento seja dividido
em subconjuntos de igual tamanho e um u´nico e´ testado usando o
classificador treinado nos restantes. O processo e´ repetido va´rias vezes
para cada um e os resultados sa˜o calculados por estimativa.
Para avaliac¸a˜o do desempenho usamos a precisa˜o da classificac¸a˜o
pela Equac¸a˜o (5.1), onde λ e´ o nu´mero de amostras classificadas corre-
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A precisa˜o da classificac¸a˜o obtida pelo SVM foi de 96,58%. De
acordo com a Figura 17, pode-se analisar a matriz confusa˜o onde a
diagonal em destaque, na cor verde, representa as amostras classificadas
corretamente. Os demais valores, na cor em vermelho, sa˜o os erros de
classificac¸a˜o.
O eixo vertical na matriz confusa˜o corresponde ao resultado da
classificac¸a˜o das classes determinado pelo SVM, apo´s o treinamento. O
eixo horizontal representa as classes da sa´ıda desejada, utilizada para
o treinamento. Apenas o volunta´rio 10 obteve 100% de acerto na clas-
sificac¸a˜o. O tempo decorrido para o treinamento foi de 5,255 segundos
e a taxa de erro foi 0,034.
Figura 17: Resultados - SVM.
Fonte: Matlab.
5.2.2 Multilayer Perceptron Neural Network - MLP
A rede neural de mu´ltiplas camadas, e´ um tipo de rede feed-
forward que forma grupos sensoriais com uma camada de entrada, uma
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ou mais camadas escondidas e uma camada de sa´ıda, onde sinal de en-
trada e´ propagado atrave´s desta arquitetura (HAYKIN et al., 2009). Este
classificador possui um potencial maior por tratar de dados na˜o linear-
mente separa´veis de mu´ltiplas sa´ıdas (ORTIZ, 2010).
As camadas de neuroˆnios ocultas permitem que a rede aprenda
tarefas complexas extraindo informac¸o˜es dos padro˜es de entrada em
cada etapa do processo de treinamento. A aplicac¸a˜o de va´rias camadas
ocultas pode ocasionar o aumento do espac¸o de padro˜es que a rede
representa, tornando-a um processo dinaˆmico (ORTIZ, 2010; ORHAN;
HEKIM; OZER, 2011).
O treinamento desta rede e´ feito utilizando o algor´ıtimo Backpro-
pagation, o qual tem como princ´ıpio utilizar o gradiente descendente e
estimar o erro das camadas intermedia´rias pelas estimativa do resultado
encontrado no erro da camada de sa´ıda. Este algor´ıtimo e´ supervisio-
nado (BISHOP, 2006) e usa pares de entrada e sa´ıda da rede para efetuar
o ajuste dos pesos (WANG; SHUN, 2016; KAUR et al., 2016).
Na fase de propagac¸a˜o, apo´s determinado os dados de entrada, a
resposta e´ propagada como entrada da pro´xima camada, ate´ identificar
a reposta da rede e calcular o erro, na camada de sa´ıda. Durante a
retropropagac¸a˜o do erro, a partir da camada de sa´ıda ate´ a camada de
entrada, sa˜o feitos os ajustes dos pesos (HAYKIN et al., 2009).
Durante o treinamento a sa´ıda e´ comparada com o valor dese-
jado para computar o erro global da rede, que influencia na correc¸a˜o
dos pesos, na retro propagac¸a˜o, enta˜o calcula-se o erro e este e´ retro-
alimentado para as camadas intermedia´rias, para o ajuste dos pesos.
Os pesos sa˜o atualizados ate´ atingir o nu´mero de e´pocas (iterac¸o˜es)
necessa´rias, e os ajustes sa˜o feitos conjunto aos erros para cada padra˜o
apresentado pela rede (ORTIZ, 2010).
5.2.2.1 Aplicac¸a˜o e resultados - MLP
Nesta etapa foi implementado a rede neural de mu´ltiplas ca-
madas para analisar os paraˆmetros da marcha humana utilizando o
software Matlab. A estrutura da rede e´ composta pela camada de en-
trada com 2500 amostras dos 11 paraˆmetros, uma camada oculta sendo
a primeira com 40 neuroˆnios e a camada de sa´ıda com 10 classes refe-
rente aos volunta´rios, exibida na Figura 18. Os dados de entrada foram
divididos em grupos de treinamento, validac¸a˜o e teste.
Para o treinamento utilizamos a func¸a˜o Backpropagation que
utiliza derivadas Jacobianas, estes algoritmos podem ser mais ra´pidos
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Figura 18: Estrutura da MLP.
Fonte: Matlab.
mas requerem mais memo´ria para seu processamento, conhecido como
Levenberg-Marquardt backpropagation (trainlm). Na camada oculta
utiliza-se a func¸a˜o de transfereˆncia sigmoide sime´trica (tansig), e na ca-
mada de sa´ıda a func¸a˜o de transfereˆncia Softmax. As func¸o˜es utilizadas
sa˜o pre´ definas pelo software Matlab, de acordo com a documentac¸a˜o
MathWorks (2016a), estas realizam a conversa˜o dos dados de entrada
da camada em dados de sa´ıda.
Para avaliac¸a˜o do desempenho usamos a precisa˜o da classificac¸a˜o
pela Equac¸a˜o (5.1), assim adquire-se o valor da MLP em 97,6%. De
acordo com a Figura 19, pode-se analisar a matriz confusa˜o onde a
diagonal em destaque, na cor verde, representa as amostras classificadas
corretamente. Os demais valores, na cor em vermelho, sa˜o os erros de
classificac¸a˜o.
O eixo vertical na matriz confusa˜o corresponde ao resultado da
classificac¸a˜o das classes determinado pelo MLP, apo´s o treinamento. O
eixo horizontal representa as classes da sa´ıda desejada, utilizada para
o treinamento. As amostras dos volunta´rios 8 e 10 foram 100% classi-
ficadas. O tempo decorrido para o treinamento foi de 0,961 segundos e
a taxa de erro foi 0,024.
5.2.3 Random Forest - RF
Random forest ou floresta aleato´ria e´ um classificador que con-
siste em uma colec¸a˜o de classificadores estruturados por a´rvores de
decisa˜o, onde cada amostra e´ distribu´ıda de forma ideˆntica em cada
a´rvore. A sa´ıda final e´ dada quando obter o resultado mais comum
para cada amostra, assim a nova amostra e´ alimentada em todas as
a´rvores com o propo´sito de elegerem um voto de maioria para cada
modelo de classificac¸a˜o (GARG et al., 2016; BREIMAN, 2001).
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Figura 19: Resultados - MLP.
Fonte: Matlab.
O nu´mero de a´rvores e´ um paraˆmetro livre, depende do tama-
nho e da natureza do conjunto de treino. Um nu´mero ideal pode ser
encontrado observando o erro, sendo este o erro de predic¸a˜o me´dio em
cada amostra de treinamento. Quando o conjunto de treinamento da
a´rvore atual e´ feito por amostragem com substituic¸a˜o, cerca de um
terc¸o dos casos sa˜o deixados de fora da amostra. A estimativa de erro e´
feita para essas amostras que na˜o foram utilizadas durante a construc¸a˜o
da a´rvore, chamado de erro Out-of-bag (oob) (SALLES et al., 2015). A
formac¸a˜o e erro de teste tendem a se estabilizar apo´s algum nu´mero
de a´rvores estejam com um alta margem de classificac¸a˜o (JAMES et al.,
2013).
5.2.3.1 Aplicac¸a˜o e resultados - RF
Para este trabalho implementou-se no Matlab o classificador Ran-
dom forest citado por (BREIMAN, 2001), na qual aplica-se a func¸a˜o
fitensemble e em sua estrutura definiu-se o me´todo bagging, esta pala-
vra e´ uma abreviac¸a˜o de bootstrap aggregating, ele leva as subamostras
(por substituic¸a˜o) a partir do conjunto de dados inicial e treina o mo-
delo preditivo sobre essas subamostras. O modelo final e´ obtido pela
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me´dia dos modelos e geralmente produz melhores resultados (BREI-
MAN, 1996, 2001). As func¸o˜es utilizadas sa˜o pre´ definas pelo software,
de acordo com a documentac¸a˜o MathWorks (2016d, 2016e).
Esta te´cnica incorpora a regularizac¸a˜o dos dados e somente e´
necessa´rio escolher bons paraˆmetros para os algoritmos de base. A
me´dia dos modelos leva a eliminar os modelos insta´veis que podem ser
produzidos a partir de dados tendenciosos (SALLES et al., 2015).
Para avaliac¸a˜o do desempenho utilizamos o me´todo de predic¸a˜o
out-of-bag (SALLES et al., 2015). O valor obtido da precisa˜o pela RF
foi de 97,4% de acerto. De acordo com a Figura 20 pode-se observar
o comportamento do erro em func¸a˜o do nu´mero de a´rvores. Conforme
a Figura 21, pode-se analisar a matriz confusa˜o onde a diagonal em
destaque, representa as amostras classificadas corretamente. Os demais
valores, sa˜o os erros de classificac¸a˜o.
O eixo vertical na matriz confusa˜o corresponde ao resultado da
classificac¸a˜o das classes determinado pelo RF, apo´s o treinamento. O
eixo horizontal representa as classes da sa´ıda desejada, utilizada para
o treinamento. As amostras dos volunta´rios 8 e 10 foram 100% classi-
ficadas. O tempo decorrido para o treinamento foi de 1,923 segundos e
a taxa de erro foi 0,026.
Figura 20: Resultados - RF - Erro Out-of-bag.
Fonte: Matlab.
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Figura 21: Resultados - RF.
Fonte: Matlab.
5.2.4 Probabilistic Neural Network - PNN
As redes neurais probabil´ısticas foram desenvolvidas como um
diferente paradigma, e com novas regras de aprendizagem, para de-
terminar estatisticamente um conjunto de amostras de treinamento e
classificar os novos padro˜es com bases nestas estat´ısticas definidas por
Specht (1990). Operacionalmente e´ uma rede de fa´cil treinamento, ao
contra´rio de muitas outras redes ela opera completamente em paralelo
sem a necessidade de realimentac¸a˜o de neuroˆnios individuais para as
entradas (SPECHT, 1990; ABDULLAH; ABDEL-QADER, 2016).
Segundo (TEMURTAS, 2009) a rede PNN oferece uma soluc¸a˜o
para problemas de classificac¸a˜o de padro˜es, a partir de uma aborda-
gem estat´ıstica dos classificadores Bayesianos (LANGLEY; IBA; THOMP-
SON, 1992; MIR et al., 2016) e tambe´m utiliza estimadores de Parzen
(LAPKO; LAPKO, 2016; PW, 1976) desenvolvidos para construir func¸o˜es
probabil´ısticas de densidade pela teoria de Bayes (GONG et al., 2016;
SHAHADAT; PAL, 2015; SAHA et al., 2016).
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Na arquitetura mostrada na Figura 22, quando uma entrada e´
apresentada, a primeira camada calcula as distaˆncias do vetor de en-
trada para os dados treinamento, e produz um vetor cujos elementos
indicam qua˜o pro´ximo esta˜o os dados de entrada para os de treina-
mento. A segunda camada resume essas contribuic¸o˜es para cada classe
de entradas, produzindo como sua sa´ıda um vetor de probabilidades.
Finalmente, uma func¸a˜o de transfereˆncia concorrente na sa´ıda da se-
gunda camada escolhe o ma´ximo dessas probabilidades, produzindo 1
ou 0 para a determinar a precisa˜o da rede (MATHWORKS, 2016b; SPE-
CHT, 1990).
Figura 22: Arquitetura PNN.
Fonte: Matlab.
E´ visto que a quantidade de neuroˆnios na camada da func¸a˜o
de transfereˆncia de base radial (PRATHIBA et al., 2016; MATHWORKS,
2016c), e´ diferente de outras redes neurais. O nu´mero de neuroˆnios e´
igual a distaˆncia vetorial entre seu vetor peso e seu vetor de entrada,
multiplicado pelo bias. A` medida que essa distaˆncia diminui, a sa´ıda
aumenta. Assim, o neuroˆnio de base radial atua como um detector que
produz o valor 1 sempre que a entrada e´ ideˆntica ao seu vetor peso
(MATHWORKS, 2016b; TEMURTAS, 2009).
5.2.4.1 Aplicac¸a˜o e resultados - PNN
Para este estudo foi elaborada um rede neural probabil´ıstica de
multicamadas implementada no Matlab, na qual utiliza-se a func¸a˜o
newpnn. As func¸o˜es utilizadas sa˜o pre´ definas pelo software, de acordo
com a documentac¸a˜o MathWorks (2016b). Sua estrutura mostrada na
Figura 22 e´ composta de uma camada oculta ligada a uma camada de
sa´ıda. Sendo o vetor de entrada definido com os valores dos paraˆmetros
da marcha e a sa´ıda com 10 classes, referente a cada volunta´rio.
O vetor de entrada e´ destinado para os no´s da camada oculta
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pelos pesos, este no´ calcula a distaˆncia euclidiana (OZYILDIRIM; AVCI,
2016; ABDULLAH; ABDEL-QADER, 2016) entre o centro e o vetor de
entrada da rede, entregando o resultado para a func¸a˜o de base radial
(Radial basis function - RBF) do tipo gaussiana (PRATHIBA et al., 2016;
MATHWORKS, 2016c; OZYILDIRIM; AVCI, 2016).
Para avaliac¸a˜o do desempenho usamos a precisa˜o da classificac¸a˜o
pela Equac¸a˜o (5.1). O valor obtido pela PNN foi de 100% . De acordo
com a Figura 23 pode-se analisar a matriz confusa˜o onde a diagonal em
destaque, representa as amostras classificadas corretamente. Os demais
valores, sa˜o os erros de classificac¸a˜o.
O eixo vertical na matriz confusa˜o corresponde ao resultado da
classificac¸a˜o das classes determinado pelo PNN, apo´s o treinamento. O
eixo horizontal representa as classes da sa´ıda desejada, utilizada para
o treinamento. As amostras de todos volunta´rios foram 100% classifi-
cadas. O tempo decorrido para o treinamento foi de 1,147 segundos e
a taxa de erro foi 0,000.
Figura 23: Resultados - PNN
Fonte: Matlab.
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5.2.5 Naive Bayes - NB
Naive Bayes e´ um classificador probabil´ıstico que utiliza o teo-
rema de Bayes (JØSANG, 2016; PFEIFER, 2016) para aplicac¸a˜o. Sa˜o
altamente escala´veis, exigindo uma se´rie de paraˆmetros lineares no
nu´mero de varia´veis no problema de aprendizagem. O treinamento
pode ser feito atrave´s da avaliac¸a˜o de uma expressa˜o de forma fechada,
em vez da aproximac¸a˜o iterativa utilizado por outros tipos de classifi-
cadores (RUSSELL et al., 2003).
Este modelo atribui classes para instaˆncias de problemas, re-
presentados como vetores de caracter´ısticas, onde essas classes sa˜o ex-
tra´ıdas de um conjunto finito. A classificac¸a˜o tem como objetivo um
algor´ıtimo de aprendizagem que treine o conjunto de dados de entrada
em func¸a˜o das classes determinadas (XU, 2016; LEWIS, 1998).
Apesar de ser simplista, classificadores Naive Bayes teˆm traba-
lhado muito bem em diferentes e complexas situac¸o˜es do mundo real,
precisando apenas de um nu´mero de dados de treinamento para estimar
os paraˆmetros necessa´rios para a classificac¸a˜o (ZHANG, 2004).
5.2.5.1 Aplicac¸a˜o e resultados - NB
Para este estudo foi elaborado um classificador Naive Bayes im-
plementado no Matlab, utilizando a func¸a˜o fitcbn. Dado que o vetor
de entrada e´ definido com os valores dos paraˆmetros da marcha e a
sa´ıda desejada com 10 classes, referente a cada volunta´rio. As func¸o˜es
utilizadas sa˜o pre´ definas pelo software, de acordo com a documentac¸a˜o
MathWorks (2016e).
Para avaliac¸a˜o do desempenho usamos a func¸a˜o resubloss, que
define a precisa˜o da classificac¸a˜o. Esta func¸a˜o mede a imprecisa˜o de
modelos de classificac¸a˜o (MATHWORKS, 2016e). Ao comparar o mesmo
tipo de perda entre muitos modelos, a baixa perda indica um melhor
modelo. A precisa˜o obtida pela NB foi de 97.6%.
De acordo com a Figura 24 pode-se analisar a matriz confusa˜o
onde a diagonal em destaque, representa as amostras classificadas cor-
retamente. Os demais valores, sa˜o os erros de classificac¸a˜o.
O eixo vertical na matriz confusa˜o corresponde ao resultado da
classificac¸a˜o das classes determinado pelo NB, apo´s o treinamento. O
eixo horizontal representa as classes da sa´ıda desejada, utilizada para
o treinamento. As amostras volunta´rio 1 foram 100% classificadas. O
tempo decorrido para o treinamento foi de 2,069 segundos e a taxa de
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erro foi 0,024.
Figura 24: Resultados - NB
Fonte: Matlab.
5.2.6 Learning Vector Quantization Neural Network - LVQ
O LVQ foi introduzido por Kohonen (1986) e poˆde ser expressado
como um caso especial de rede neural artificial (Artificial neural network
- ANN), dado que aplica-se a te´cnica de treinamento winner-take-all
(BIEHL; GHOSH; HAMMER, 2006; AMEZCUA; MELIN; CASTILLO, 2016).
Este algoritmo e´ um precursor de um tipo de rede neural arti-
ficial que e´ treinada utilizando o aprendizado na˜o supervisionado para
produzir a representac¸a˜o de baixa dimensa˜o do espac¸o de entrada das
amostras de treino, chamado de self-organizing maps (SOM) (KOHO-
NEN, 1995; KOHONEN; SOMERVUO, 1998; NEBEL; VILLMANN, 2016).
Winner-take-all e´ um caso de aprendizagem competitiva em re-
des neurais. Os no´s da sa´ıda da rede inibem mutualmente um ao outro,
enquanto simultaneamente sa˜o ativados pelas conexo˜es reflexivas. De-
pois apenas um no´ na camada de sa´ıda sera´ ativado, correspondente
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a entrada mais forte. (GROSSBERG, 1982; BIEHL; GHOSH; HAMMER,
2006; AMEZCUA; MELIN; CASTILLO, 2016).
O algoritmo de treinamento winner-take-all determina, para cada
amostra, a classe que esta´ mais pro´xima da entrada de acordo com a
distaˆncia. Assim a classe vencedora e´ adaptada, ou seja, o vencedor que
aproximou-se corretamente classifica a amostra ou o mais distante clas-
sifica incorretamente os dados (GROSSBERG, 1982; AMEZCUA; MELIN;
CASTILLO, 2016).
De acordo com (TEMURTAS, 2009) uma rede LVQ particiona os
dados em conjuntos de treinamento e teste, baseando-se na similaridade
deles. Esta rede tem uma camada competitiva que classifica a entrada
dos vetores, e uma camada de sa´ıda linear para transformar as clas-
ses da camada competitiva, chamadas de subclasses, em classificac¸o˜es
definidas pelo usua´rio.
Aprendizagem competitiva e´ utilizada em redes neurais que pos-
suem uma camada oculta, chamada de camada competitiva (SALATA,
2011). As classes definidas na camada de sa´ıda linear sa˜o denominadas
classes de destino(VILLMANN et al., 2016).
Segundo Salata (2011), para cada vetor de entrada, os neuroˆnios
competitivos competem uns aos outros para encontrar o neuroˆnio ven-
cedor, na qual seu vetor peso tem que possuir a maior semelhanc¸a com
esse outro vetor de entrada em particular.
O algoritmo LVQ e´ implementado atrave´s de uma rede neural
utilizando uma camada competitiva. Assim e´ necessa´rio a inicializac¸a˜o
dos pesos, e em cada e´poca um vetor e´ apresentado como entrada para
a rede. A distaˆncia de cada centroide e´ calculada e o neuroˆnio vencedor
possui o menor valor da distaˆncia Euclidiana (OZYILDIRIM; AVCI, 2016;
ABDULLAH; ABDEL-QADER, 2016). Por fim atualiza os vetores de pesos,
devido ao movimento do neuroˆnio vencedor em relac¸a˜o ao vetor de
entrada. Onde a quantidade de movimentos e´ definida por uma taxa
de aprendizado (SALATA, 2011; RAO; MURTHY, 2016).
Segundo Kohonen (1995) o sistema LVQ e´ utilizado em uma
variedade de aplicac¸o˜es pra´ticas e pode ser aplicado a problemas de
classificac¸a˜o multi-classe de forma natural.
5.2.6.1 Aplicac¸a˜o e resultados - LVQ
Para este estudo foi elaborado um classificador LVQ implemen-
tado no Matlab, utilizando a func¸a˜o lvqnet. As func¸o˜es utilizadas sa˜o
pre´ definas pelo software, de acordo com a documentac¸a˜o MathWorks
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(2016a).
Utilizou-se neste trabalho a constituic¸a˜o da rede por uma camada
oculta, a camada competitiva, e a camada de sa´ıda linear. O dados de
entrada foram definidos com os valores dos paraˆmetros da marcha e a
sa´ıda com 10 classes, referente a cada volunta´rio. O vetor de entrada
e´ encaminhado para os no´s da camada oculta atrave´s dos pesos e o no´
camada oculta calcula a distaˆncia euclidiana entre o centro e o vetor
de entrada da rede, e retorna o resultado para as func¸o˜es competitivas,
assim definindo uma estrutura de multicamadas.
Ao efetuar o treinamento com a matriz de entrada composta pe-
los 5 testes de cada volunta´rio, o algor´ıtimo se torna incapaz de proces-
sar os dados, necessitando de uma grande demanda de processamento
da ma´quina e em certas etapas na˜o consegue efetuar todo processo.
Neste caso determinamos um valor menor de amostras na entrada da
rede, de 27500 para 1650 amostras, composta por apenas 1 teste de
extrac¸a˜o dos paraˆmetros referentes aos volunta´rios 1, 2 e 3.
Para avaliac¸a˜o do desempenho usamos a Equac¸a˜o (5.1) que define
a precisa˜o da classificac¸a˜o. A precisa˜o obtida pelo LVQ foi de 36,0%.
De acordo com a Figura 25, pode-se analisar a matriz confusa˜o onde a
diagonal em destaque, na cor verde, representa as amostras classificadas
corretamente. Os demais valores, na cor em vermelho, sa˜o os erros de
classificac¸a˜o.
O eixo vertical na matriz confusa˜o corresponde ao resultado da
classificac¸a˜o das classes determinado pelo LVQ, apo´s o treinamento. O
eixo horizontal representa as classes da sa´ıda desejada, utilizada para
o treinamento. Mesmo ao reduzir a quantidade de amostras a ser clas-
sificadas, o algor´ıtimo na˜o apresentou uma precisa˜o satisfato´ria para o
treinamento dos paraˆmetros da marcha humana.
O tempo decorrido para o treinamento de menor nu´mero de
amostras foi de 17,129 segundos e a taxa de erro foi 0,640. Quando
efetuado o treinamento para 27500 amostras, o tempo de treinamento
foi superior a 1 hora, e apresentava erro na operac¸a˜o do programa ou
fechava o software.
5.2.7 k-Nearest Neighbors - kNN
O classificador kNN e´ um me´todo na˜o parame´trico aplicado para
classificac¸a˜o em reconhecimento de padro˜es (ANAVA; LEVY, 2016). Nesta
classificac¸a˜o a entrada e´ formada por amostras de treinamento e a sa´ıda
e´ uma associac¸a˜o de classes. Uma amostra e´ classificada pelo voto da
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Figura 25: Resultados - LVQ
Fonte: Matlab.
maioria de seus vizinhos, que e´ atribu´ıda a` classe mais comum entre os
seus vizinhos mais pro´ximos (ALTMAN, 1992; ZHANG et al., 2016).
Os exemplos de treinamento sa˜o vetores em um espac¸o recurso
multidimensional, para cada classe. A fase de treinamento do algoritmo
consiste apenas armazenar os vetores de caracter´ısticas e as classes das
amostras de treinamento. Na fase de classificac¸a˜o, o vetor de teste e´
classificado pela atribuic¸a˜o da classe mais frequente entre as definidas
pelas amostras de treinamento mais pro´ximo a esse ponto de consulta
(ANAVA; LEVY, 2016; JASKOWIAK; CAMPELLO, 2011).
Os dados podem ser escalares ou vetores multidimensionais, con-
tidos em um espac¸o me´trico. A distaˆncia utilizada para a me´trica
das varia´veis cont´ınuas e´ a distaˆncia euclidiana. Muitas vezes, a pre-
cisa˜o da classificac¸a˜o de kNN pode ser significativamente melhorada se
a me´trica de distaˆncia e´ treinada com algoritmos especializados (WU;
YANG; WANG, 2016; JASKOWIAK; CAMPELLO, 2011), como large margin
nearest neighbor (WEINBERGER; BLITZER; SAUL, 2005; WEINBERGER;
SAUL, 2009) ou neighbourhood components analysis (GOLDBERGER et
al., 2004).
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5.2.7.1 Aplicac¸a˜o e resultados - kNN
Para este estudo foi elaborado um classificador kNN implemen-
tado no Matlab, utilizando a func¸a˜o fitcknn. Dado que o vetor de en-
trada e´ definido com os valores dos paraˆmetros da marcha e a sa´ıda
desejada com 10 classes, referente a cada volunta´rio. As func¸o˜es uti-
lizadas sa˜o pre´ definas pelo software, de acordo com a documentac¸a˜o
MathWorks (2016e).
Para avaliac¸a˜o do desempenho usamos a func¸a˜o resubloss, que
define a precisa˜o da classificac¸a˜o. Esta func¸a˜o mede a imprecisa˜o de
modelos de classificac¸a˜o (MATHWORKS, 2016e). Ao comparar o mesmo
tipo de perda entre muitos modelos, a baixa perda indica um melhor
modelo. A precisa˜o obtida pela kNN foi de 99,2%.
De acordo com a Figura 26 pode-se analisar a matriz confusa˜o
onde a diagonal em destaque, representa as amostras classificadas cor-
retamente. Os demais valores, sa˜o os erros de classificac¸a˜o.
O eixo vertical na matriz confusa˜o corresponde ao resultado da
classificac¸a˜o das classes determinado pelo kNN, apo´s o treinamento. O
eixo horizontal representa as classes da sa´ıda desejada, utilizada para
o treinamento. As amostras dos volunta´rios 1, 3, 4, 8, 9 e 10 foram
100% classificadas. O tempo decorrido para o treinamento foi de 0,626
segundos e a taxa de erro foi 0,008.
5.2.8 k-means
k - means e´ um me´todo de quantizac¸a˜o vetorial, muito utilizado
para ana´lise de cluster em minerac¸a˜o de dados. Este algor´ıtimo parti-
ciona as amostras em grupos, onde cada amostra pertence ao conjunto
das mais pro´ximas da me´dia. Isso resulta na fragmentac¸a˜o do espac¸o
de dados e tende encontrar aglomerados de amostras neste espac¸o para
comparac¸a˜o e classificar novos dados (VATTANI, 2011; PE´REZ et al.,
2016).
Dado um conjunto de amostras, o algoritmo particiona as n
amostras, para minimizar o within cluster sums of squares (WCSS)
(KAMINKA et al., 2016), caracterizado como a soma das distaˆncias de
cada ponto para o centro dos grupos, na qual seu objetivo e´ encontrar
onde a me´dia dos pontos (SINGH; NAGAR; SANT, 2016).
Segundo Mackay (2003) o algoritmo alterna entre duas etapas:
 Etapa de atribuic¸a˜o: ele atribui cada amostra ao cluster cuja
me´dia produza o WCSS. Uma vez que a soma dos quadrados e´ o
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Figura 26: Resultados - KNN
Fonte: Matlab.
quadrado da distaˆncia Euclidiana, isto e´, o mais pro´ximo. Onde
cada amostra e´ atribu´ıda exatamente em um conjunto, mesmo
que pudesse ser atribu´ıda a dois ou mais deles.
 Etapa de atualizac¸a˜o: esta etapa calcula as novas me´dias para
ser os centroides, ponto associado ao centro geome´trico, das ob-
servac¸o˜es nos novos clusters. A me´dia aritme´tica e´ um estimador
de mı´nimos quadrados, isso tambe´m minimiza WCSS.
O algor´ıtimo converge quando as atribuic¸o˜es na˜o mudam mais,
como ele e´ um algoritmo heur´ıstico, na˜o ha´ nenhuma garantia que ira´
convergir para o o´timo global, e o resultado pode depender dos grupos
iniciais (MACKAY, 2003; KAMINKA et al., 2016).
5.2.8.1 Aplicac¸a˜o e resultados - k-means
Para este estudo foi elaborado um classificador k-means imple-
mentado no Matlab, utilizando a func¸a˜o kmeans. Os dados de entrada
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foram definidos com os valores dos paraˆmetros da marcha e a sa´ıda
com 10 classes, referente a cada volunta´rio. As func¸o˜es utilizadas sa˜o
pre´ definas pelo software, de acordo com a documentac¸a˜o MathWorks
(2016e).
Para avaliac¸a˜o do desempenho usamos a func¸a˜o (5.1) que define
a precisa˜o da classificac¸a˜o. Ao efetuar o treinamento com a matriz de
entrada composta pelos 5 testes de cada volunta´rio, o algoritmo na˜o
consegue classificar as amostras, totalizando a primeira performance
do k-means em 13,2%.
De acordo com a Figura 27 pode-se analisar a 1ª matriz confusa˜o
onde a diagonal em destaque, representa as amostras classificadas cor-
retamente. Os demais valores, sa˜o os erros de classificac¸a˜o. O eixo
vertical na matriz confusa˜o corresponde ao resultado da classificac¸a˜o
das classes determinado pelo k-means, apo´s o treinamento. O eixo
horizontal representa as classes da sa´ıda desejada, utilizadas para o
treinamento.
Figura 27: Resultados - k-means - 1ª Matriz
Fonte: Matlab.
Logo determinamos um valor menor de amostras na entrada da
rede, de 27500 para 1650 amostras, composta por apenas um teste de
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extrac¸a˜o dos paraˆmetros referentes aos volunta´rios 1, 2 e 3. A Figura
28 mostra a 2ª matriz confusa˜o, mesmo reduzindo a quantidade de
amostras, o algoritmo na˜o apresentou uma precisa˜o satisfato´ria para o
treinamento dos paraˆmetros da marcha humana, totalizando a segunda
precisa˜o em 36%. O tempo decorrido para o treinamento da 1ª e 2ª
performance foi de 0,434 e 0,203 segundos respectivamente e a taxa de
erro foi 0,868 e 0,640.
Figura 28: Resultados - k-means - 2ª Matriz
Fonte: Matlab.
5.2.9 A´rvore de decisa˜o
A A´rvore de decisa˜o mapeia observac¸o˜es sobre uma amostra,
representada pelos ramos, e as concluso˜es sobre o valor desejado desta
amostra e´ representado pelas folhas. Assim sua classificac¸a˜o apresenta
respostas que sa˜o nominais. Este me´todo e´ uma das abordagens de
modelagem preditiva utilizadas em estat´ısticas, minerac¸a˜o de dados e
aprendizagem de ma´quina (ROKACH; MAIMON, 2014; OLIVER; HAND,
2016).
Na Figura 29 temos um exemplo de a´rvore de decisa˜o para clas-
sificac¸a˜o. Esta a´rvore preveˆ a classificac¸a˜o em duas classes x1 e x2.
Iniciam no no´ superior representado por um triaˆngulo. A primeira de-
cisa˜o e´ saber se x1 e´ menor que 0.5, caso seja, segue-se o ramo esquerdo
e a a´rvore classifica os dados como do tipo 0. Se, no entanto, x1 exceder
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0.5 seguira´ o ramo direito para o no´ inferior direito. Aqui a a´rvore ques-
tiona se x2 e´ menor do 0.5, caso seja, direciona para o ramo esquerdo
e a a´rvore classifica do tipo 0. Caso seja maior que 0.5, direciona para
o ramo direito e a a´rvore classifica os dados do tipo 1.
Figura 29: Modelo de a´rvore de decisa˜o.
Fonte: MathWorks (2016e).
5.2.9.1 Aplicac¸a˜o e Resultados - A´rvore de decisa˜o
Para este estudo foi elaborado um classificador por a´rvore de
decisa˜o implementado no Matlab, utilizando a func¸a˜o fitctree. Dado que
o vetor de entrada definido com os valores dos paraˆmetros da marcha e
a sa´ıda desejada com 10 classes, referente a cada volunta´rio. As func¸o˜es
utilizadas sa˜o pre´ definas pelo software, de acordo com a documentac¸a˜o
MathWorks (2016e).
Para avaliac¸a˜o do desempenho usamos a func¸a˜o resubloss, que
define a precisa˜o da classificac¸a˜o. Esta func¸a˜o mede a imprecisa˜o de
modelos de classificac¸a˜o (MATHWORKS, 2016e). Ao comparar o mesmo
tipo de perda entre muitos modelos, a baixa perda indica um melhor
modelo. A precisa˜o obtida foi de 96%.
De acordo com a Figura 30 pode-se analisar a matriz confusa˜o
onde a diagonal em destaque, representa as amostras classificadas cor-
retamente. Os demais valores, sa˜o os erros de classificac¸a˜o. O eixo
vertical na matriz confusa˜o corresponde ao resultado da classificac¸a˜o
das classes determinado pela a´rvore de decisa˜o, apo´s o treinamento. O
eixo horizontal representa as classes da sa´ıda desejada, utilizada para
o treinamento. As amostras do volunta´rio 10 foram 100% classificadas.
O tempo decorrido para o treinamento foi de 0,997 segundos e a taxa
de erro foi 0,039.
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Figura 30: Resultados - A´rvore de decisa˜o
Fonte: Matlab.
5.2.10 Deep Neural Network - DNN
Deep Neural Networks sa˜o desenvolvidas como uma rede neural
artificial feedforward, com va´rias camadas ocultas entre as camadas de
entrada e sa´ıda. DNNs podem modelar dados na˜o lineares complexos,
e suas camadas extras permitem a composic¸a˜o dos dados das camadas
mais baixas, modelando dados complexos com menos unidades (BEN-
GIO, 2009; MIAO et al., 2016).
Aprendizado profundo (Deep learning) e´ uma nova a´rea de apren-
dizagem de ma´quina com base em conjuntos de algoritmos que tentam
modelar abstrac¸o˜es de alto n´ıvel em dados usando va´rias camadas de
processamento, normalmente utiliza-se redes neurais artificiais e a mai-
oria dos modelos da arquitetura profunda sa˜o baseados em aprendizado
na˜o supervisionado (GRAUPE, 2016).
De acordo com Deng e Yu (2014) as caracter´ısticas de uma Deep
Neural Networks sa˜o:
 Utilizam uma cascata de mu´ltiplas camadas de processamento
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para a extrac¸a˜o e transformac¸a˜o das caracter´ısticas, onde cada
camada sucessiva utiliza uma sa´ıda a partir da camada anterior
como entrada, e os algor´ıtimos podem ser por treinamento super-
visionado ou na˜o supervisionado;
 Baseiam-se na aprendizagem de mu´ltiplos n´ıveis de recursos, sendo
que as caracter´ısticas de n´ıvel superior sa˜o derivados de recursos
de n´ıvel inferior para formar uma representac¸a˜o hiera´rquica;
 Fazem parte do campo de aprendizagem de ma´quina mais amplo
com representac¸o˜es de aprendizagem de dados;
 Aprendem va´rios n´ıveis de representac¸o˜es que correspondem a
diferentes n´ıveis de abstrac¸a˜o, que por fim formam uma hierarquia
de conceitos.
5.2.10.1 Aplicac¸a˜o e resultados - DNN
Nesta etapa foi implementado a estrutura Deep Neural Network
para analisar o paraˆmetros da marcha humana utilizando o Matlab.
As func¸o˜es utilizadas sa˜o pre´ definas pelo software, de acordo com a
documentac¸a˜o MathWorks (2016e). A estrutura da rede exibida na
Figura 31 e´ formada por treˆs camadas, a primeira e a segunda utiliza
autoencoders e a u´ltima uma camada softmax.
Figura 31: Arquitetura - DNN
Fonte: Matlab.
A matriz de entrada e´ formada por 2500 amostras dos 11 paraˆme-
tros, e a sa´ıda com 10 classes referente aos volunta´rios. Os dados de
entrada foram divididos em grupos de treinamento, validac¸a˜o e teste.
Para treinar o primeiro autoencoder, utiliza-se a func¸a˜o trainAu-
toencoder, inicia-se os dados de entrada de treinamento sem utilizar o
dados da sa´ıda desejada. Ele e´ uma rede neural artificial utilizada para
a aprendizagem na˜o supervisionada de co´digos eficientes. Seu objetivo
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e´ aprender uma representac¸a˜o (codificac¸a˜o) para um conjunto de da-
dos, tipicamente para o efeito de reduc¸a˜o de dimensionalidade (LIOU et
al., 2014).
Na Figura 32 e´ visto a arquitetura do 1º autoencoder, e´ deter-
minada pelos dados de entrada com 11 paraˆmetros da marcha. Em
seguida a primeira camada oculta com 50 neuroˆnios, sendo esta o co-
dificador, que mapeia os dados. E logo apo´s, a segunda camada, o
descodificador que reverte o mapeamento para reconstituir a entrada
original. Sendo que a camada de sa´ıda possui o mesmo nu´mero de
neuroˆnios como a camada de entrada, com a finalidade de reconstruir
as suas pro´prias entradas, sem prever suas sa´ıdas, utilizando o treina-
mento sem supervisa˜o.
Figura 32: Arquitetura - 1º Autoencoder
Fonte: Matlab.
Para treinar o segundo autoencoder, utiliza-se a mesma estrutura
anterior, como mostrado na Figura 33. Mas com a diferenc¸a de que os
dados de entrada sera˜o o dados gerados a partir do treinamento do
autoencoder anterior e o nu´mero de neuroˆnios na camada oculta sa˜o
reduzidos para 40, de modo que o codificador do segundo autoencoder
treine uma representac¸a˜o menor de dados de entrada.
Figura 33: Arquitetura - 2º Autoencoder
Fonte: Matlab.
Em seguida treina-se a u´ltima camada softmax utilizando a func¸a˜o
trainSoftmaxLayer, ao contra´rio dos autoencoders, o treinamento desta
83
camada sera´ de modo supervisionado, onde determinamos os dados da
camada de sa´ıda com a matriz de sa´ıda desejada. Observa-se que os
dados de entrada sera˜o os dados gerados a partir do treinamento do
segundo autoencoder.
Mostra-se na Figura 34, que em redes neurais a func¸a˜o softmax
e´ implementada na u´ltima camada para classificac¸a˜o, na qual essa rede
treina sob regime de perda, resultando em uma variante na˜o linear de
regressa˜o log´ıstica multinomial. Segundo Bishop (2006) func¸a˜o soft-
max e´ uma generalizac¸a˜o da func¸a˜o log´ıstica, na qual e´ usada para
representar uma distribuic¸a˜o catego´rica, ou seja, uma distribuic¸a˜o de
probabilidade sobre diferentes resultados poss´ıveis. Apo´s efetuado os
Figura 34: Arquitetura - Softmax
Fonte: Matlab.
treinamentos de cada camada, utiliza-se a func¸a˜o stack para formar
a rede de profundidade DNN vista da Figura 31. Como ajuste fino,
podemos melhorar o desempenho da rede atrave´s da realizac¸a˜o da re-
tropropagac¸a˜o, utilizando a func¸a˜o train em toda rede de multicamada.
E´ feito a reciclagem dos dados de treinamento de forma supervisionada,
utilizando o grupo de testes.
Para avaliac¸a˜o do desempenho usamos a precisa˜o da classificac¸a˜o
pela Equac¸a˜o (5.1), assim adquire-se o valor da DNN em 99,8%. De
acordo com a Figura 35, pode-se analisar a matriz confusa˜o onde a
diagonal em destaque, na cor verde, representa as amostras classificadas
corretamente. Os demais valores, na cor em vermelho, sa˜o os erros de
classificac¸a˜o.
O eixo vertical na matriz confusa˜o corresponde ao resultado da
classificac¸a˜o das classes determinado pelo DNN, apo´s o treinamento. O
eixo horizontal representa as classes da sa´ıda desejada, utilizada para
o treinamento. As amostras dos volunta´rios 1, 3, 4 e 9 apresentaram
erros na classificac¸a˜o. O tempo decorrido para o treinamento foi de
99,505 segundos e a taxa de erro foi 0,0016.
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Figura 35: Resultados - DNN
Fonte: Matlab.
5.3 CONCLUSA˜O
Neste Cap´ıtulo exibimos os resultados obtidos de 10 diferentes
tipos de mecanismos para classificar os paraˆmetros da marcha humana.
A classificac¸a˜o e´ efetuada em 10 pessoas sendo definidas por 10 classes,
na qual este sistema e´ determinado por mu´ltiplas entradas e mu´ltiplas
sa´ıdas, e se for necessa´rio realizar a identificac¸a˜o de uma pessoa, isto
sera´ um caso particular das abordagens utilizadas neste cap´ıtulo.
Sa˜o utilizados o Neural Network Toolbox e Statistics and Ma-
chine Learning Toolbox para aplicac¸a˜o dos classificadores implementa-
dos no software Matlab. Em cada um foi apresentado seus me´todos
para criar a estrutura, processar o treinamento do algor´ıtimo e expor a
precisa˜o, seguindo as documentac¸o˜es MathWorks (2016d, 2016e, 2016a,
2016b, 2016c).
Na Tabela 1 podemos analisar a precisa˜o da classificac¸a˜o e o
tempo de treinamento de cada um deles. O tempo de computac¸a˜o
e´ uma medida importante para avaliar diferentes modelos de classi-
ficac¸a˜o. O ca´lculo foi implementado em um notebook com processador
Intel(R) Core(TM) i7-4510U 2,60 GHz, 8 GB de RAM e o sistema ope-
racional Windows 10 Pro de 64 bits. Sa˜o adicionados dois comandos
no co´digo, tic e toc, para efetuar a leitura do tempo decorrido durante
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Tabela 1: Resultados dos classificadores.













Por comparac¸a˜o o classificador com melhor precisa˜o foi o Pro-
babilistic Neural Network (PNN), seguido do Deep Neural Networks
(DNN) e o k-Nearest Neighbors (kNN), que apresentou o melhor tempo
de treinamento. Os classificadores que tiveram o pior desempenho fo-




A ana´lise da marcha humana tem aplicac¸o˜es em diferentes cam-
pos de estudo, como por exemplo: na medicina, com propo´sito de de-
tecc¸a˜o de doenc¸as relacionadas ao movimento; Em construc¸o˜es de jogos
que utilizam as imagens para reproduc¸a˜o do inanimado em persona-
gens virtuais; Nos esportes para o diagno´stico do rendimento do corpo
baseado nos movimentos que realizam. Este trabalho traz como con-
tribuic¸a˜o a iniciac¸a˜o dos estudos da marcha humana voltados a` novos
desenvolvimentos no campo biome´trico. Esta tecnologia surge como
uma ferramenta de apoio indispensa´vel para o obtenc¸a˜o de resultados
instantaˆneos e precisos, dado que a seguranc¸a se torna uma das priori-
dades nos tempos atuais.
No Cap´ıtulo 2, retratou-se a histo´ria do movimento humano, e
quais foram as primeiras ideias sobre a a´rea de pesquisa. A partir da
colaborac¸a˜o de importantes estudiosos de diferentes e´pocas, com a for-
mulac¸a˜o de como o corpo humano executa tais atividades e dinaˆmicas.
Assim surge um meio de compreender as multiplicidades dos mo-
vimentos executados pelo ser humano, e as forc¸as internas e externas
atuantes e seus limites, envolvendo o conhecimento da anatomia e fisio-
logia articular. Ao aplicar os mesmos em uma cieˆncia multidisciplinar,
denominadas por cinesiologia e biomecaˆnica. Tornando o estudo destas
duas disciplinas a fonte de desenvolvimento e aplicac¸a˜o da teoria em
sistemas biome´tricos, para a ana´lise do movimento humano.
O Cap´ıtulo 3 aborda os conceitos chave para a introduc¸a˜o da
investigac¸a˜o do estudo da biomecaˆnica humana, na qual expo˜e o com-
portamento dinaˆmico do sistema atrave´s de equac¸o˜es do movimento
segundo a literatura. Assim, foram apresentados os termos mais co-
muns, as metodologias mais frequentes, e as varia´veis requeridas pela
teoria para avaliac¸a˜o biomecaˆnica da marcha. Ao mostrar os me´todos
para calcular os paraˆmetros cine´ticos e cinema´ticos do corpo que influ-
enciam nesta ana´lise.
Para este projeto foram utilizados apenas os ca´lculos dos paraˆme-
tros da parte inferior do corpo, sendo eles: os quadris, joelhos, tor-
nozelos e pe´s, para a aplicac¸a˜o da extrac¸a˜o dos valores cinema´ticos
angulares. Os dados cinema´ticos lineares, tais como, a velocidade e
acelerac¸a˜o geram influeˆncia nos ca´lculos dos dados da cine´tica linear.
Portanto sa˜o empregados diretamente na aquisic¸a˜o da forc¸a de reac¸a˜o
do solo. A forc¸a atrito na˜o foi utilizada neste estudo visto que segundo
Hamill e Knutzen (2014) se necessita de equipamentos sofisticados e
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mais precisos para sua estimac¸a˜o.
A primeira aplicac¸a˜o pra´tica das te´cnicas da biomecaˆnica e´ abor-
dada no Cap´ıtulo 4. Nesta etapa o presente trabalho retratou um
me´todo automatizado de calcular os paraˆmetros da marcha humana,
ao desenvolver um aplicativo, baseado na utilizac¸a˜o da caˆmera Kinect
que forneceu uma o´tima precisa˜o na segmentac¸a˜o temporal e no desem-
penho para computar os dados.
Para validar os resultados efetuou-se mu´ltiplos testes em pes-
soas, extraindo varia´veis relacionadas ao movimento do caminhar hu-
mano com grande aproximac¸a˜o aos valores apresentados na teoria da
biomecaˆnica. Visto que foi realizado apenas a ana´lise dos membros infe-
riores do corpo, o Kinect possui uma alta variabilidade para executar
o rastreamento em todo o esqueleto, podendo em futuras aplicac¸o˜es
aprimorar os resultados com mais paraˆmetros. Em func¸a˜o da im-
plementac¸a˜o, dispomos de uma ferramenta confia´vel, um sistema de
medic¸a˜o de baixo custo, que consegue determinar as caracter´ısticas
da ana´lise da marcha humana para a aplicac¸a˜o em reconhecimento de
padro˜es.
Apo´s realizada a extrac¸a˜o dos paraˆmetros da marcha, por crite´rio
de classificac¸a˜o utilizamos mecanismos de reconhecimento de padro˜es
para avaliar se estes dados sa˜o coerentes em func¸a˜o da identificac¸a˜o
automa´tica de pessoas a fim de utiliza´-los em aplicac¸o˜es de sistemas
biome´tricos.
O Cap´ıtulo 5 mostrou a topologia de cada classificador para criar
sua estrutura, processar o treinamento do algor´ıtimo e expor a precisa˜o.
Foram obtidos resultados de 10 diferentes tipos de mecanismos para
classificar os paraˆmetros da marcha humana em sistemas de mu´ltiplas
classes, implementados no software Matlab e utilizando as ferramentas
Neural Network Toolboxe Statistics and Machine Learning Toolbox.
Os resultados mostraram que os classificadores PNN, DNN e
kNN, foram os algor´ıtimos que alcanc¸aram melhor desempenho em
relac¸a˜o a taxa de precisa˜o, na casa dos 99%. Os algor´ıtimos SVM,
MLP, NB, RF e a´rvore de decisa˜o, tambe´m tiveram um bom desem-
penho na faixa de 97%. O classificador kNN foi o que obteve menor
tempo de processamento do treinamento em 0,626 segundos. Entre
os dez apenas dois algor´ıtimos, LVQ e k-means, apresentaram a pior
precisa˜o, em 36% e 13,2% respectivamente.
A partir dos resultados obtidos pela ana´lise dos classificadores, e´
visto que as metodologias e estruturas de reconhecimento de padro˜es,
garantem o uso dos dados extra´ıdos dos paraˆmetros da marcha para
aplicac¸o˜es do reconhecimento de pessoas. Desta maneira, com os obje-
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tivos alcanc¸ados pelos resultados dos classificadores, pode-se perceber
que e´ via´vel o projeto para extrac¸a˜o e classificac¸a˜o dos paraˆmetros da
marcha humana. Pois este trabalho abre diversas lacunas para traba-
lhos futuros voltados ao desenvolvimento de um software de seguranc¸a
que consiga identificar as pessoas pelo seu modo de andar.
6.1 TRABALHOS FUTUROS
Visando aprofundar o estudo dos dados da marcha humana em
func¸a˜o de aprimorar a pesquisa apresentada, vamos mostrar de forma
pontual, os trabalhos futuros que podera˜o dar continuidade a` inves-
tigac¸a˜o:
 Realizar testes da atual pesquisa em computadores com outros
processadores, para observar e analisar o desempenho da classi-
ficac¸a˜o, em func¸a˜o do tempo decorrido.
 Otimizar o aplicativo desenvolvido utilizando o sensor Kinect,
com a aplicac¸a˜o de todos os paraˆmetros do corpo humano.
 Implementar os classificadores juntamente ao aplicativo, a fim de
poder identificar um indiv´ıduo em tempo real.
 Definir os requisitos de sistema mı´nimos para a utilizac¸a˜o do soft-
ware, em func¸a˜o do comportamento, rendimento e transfereˆncias
de dados.
 Desenvolver um software que reconhec¸a pessoas a partir da uti-
lizac¸a˜o de caˆmeras convencionais, para que este produto possa ser
utilizado em variados locais que disponham de qualquer caˆmera.
 Criar uma aplicac¸a˜o de celular (mobile app), para trabalhar em
conjunto com o software de seguranc¸a principal, em func¸a˜o de dar
praticidade e acessibilidade aos usua´rios.
 Devido a necessidade de grandes processamentos, e´ visado de-
senvolver um aplicativo que utilize uma infraestrutura capaz de
armazenar e recuperar quantidades gigantescas de dados em nu-
vem.
 Efetuar a ana´lise de outras topologias de classificadores que pos-
sam lidar com dados lineares e na˜o lineares, com uma capacidade
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