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Abstract
Markovian approximation is a widely-employed idea in descriptions of the dynamics of open quantum sys-
tems (OQSs). Although it is usually claimed to be a concept inspired by classical Markovianity, the term
quantum Markovianity is used inconsistently and often unrigorously in the literature. In this report we
compare the descriptions of classical stochastic processes and quantum stochastic processes (as arising in
OQSs), and show that there are inherent differences that lead to the non-trivial problem of characterizing
quantum non-Markovianity. Rather than proposing a single definition of quantum Markovianity, we study
a host of Markov-related concepts in the quantum regime. Some of these concepts have long been used
in quantum theory, such as quantum white noise, factorization approximation, divisibility, GKS-Lindblad
master equation, etc.. Others are first proposed in this report, including those we call past-future inde-
pendence, no (quantum) information backflow, and composability. All of these concepts are defined under
a unified framework, which allows us to rigorously build hierarchy relations among them. With various
examples, we argue that the current most often used definitions of quantum Markovianity in the litera-
ture do not fully capture the memoryless property of OQSs. In fact, quantum non-Markovianity is highly
context-dependent. The results in this report, summarized as a hierarchy figure, bring clarity to the nature
of quantum non-Markovianity.
Keywords: open quantum systems, quantum Markovianity, quantum non-Markovianity, quantum
measurement, quantum control
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1. Introduction
1.1. Markovian processes: from classical to quantum
History shapes, but does not determine, the present world. So for any physical process. The study of a
dynamical system aims to model its evolution, using the language of mathematics. This places no specific
restrictions on the modeling, other than agreement with experimental observations and consistency with
relevant physical theories. However, because the ‘history’ of the process is involved, modeling the dynamics
in the generic case can be very complicated. Nevertheless, there are some physical processes which can
be well approximated using assumptions that vastly simplify the description. Such processes, descriptions,
and assumptions provide insights into the characterization of generic dynamics. One great simplification of
this type comes from the assumption that the system evolution at any future time does not depend on its
dynamical history, but only on its current state. A process that can be modeled under this assumption is
usually referred to as a Markov process, named after the Russian mathematician Andrey Markov [1].
For a classical stochastic process, the assumption of Markovianity can be straightforwardly translated
into a rigorous mathematical definition. Given a classical system, the system state at a single time is fully
described by a vector of random variables x. At any time t, xt is a (vector-valued) random variable. The
complete description of system dynamics from time t0 to t is the complete collection of random vectors at
all times, which will naturally be correlated at different times. If we consider a finite set of times t ≥ tn ≥
tn−1, . . . , t1 ≥ t0 (where we follow this ordering convention in the remainder of this report), we can partially
characterize the dynamical process by the joint probability distribution P (xt,xtn , . . . ,xt0). According to
Bayes’ theorem, this can be rewritten as P (xt,xtn , . . . ,xt0) = P (xt|xtn , . . . ,xt0)P (xtn , . . . ,xt0). That
is, the future system evolution is generally conditional on the whole of its dynamical history. A classical
stochastic process is defined to be a Markov process if, for any sequence of times t1, · · · tn within the interval
[t0, t], the conditional probability satisfies
P (xt|xtn , . . . ,xt0) = P (xt|xtn) . (1)
This is well known as the Markov/Markovian/memoryless condition, and clearly formalizes the loose char-
acterization stated above, that the future state of the system depends statistically only on its current state.
The condition is particularly natural for discrete-time stochastic processes, for which all times appear in
Eq. (1) [2]. There is general consensus that the simple and elegant formula in Eq. (1) fully characterizes
classical Markovianity. Markov processes include well-studied examples, such as Wiener processes [3], and
Poisson processes [4], which provide basic analytical tools for understanding classical stochastic processes in
general.
It is natural to attempt to employ a similar idea to define Markovianity for an open quantum system
(OQS). Unlike an ideal closed quantum system, which undergoes unitary evolution, any real quantum
system is open, namely, coupled to another quantum system, typically much larger, which is usually referred
to as the environment or bath (we will use these terms interchangeably throughout this report) [5, 6].
This coupling between the system and its environment leads to correlations between them, introducing
decoherence into the dynamics of the system. Such non-unitary dynamics can be described in a variety of
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ways, including stochastic Heisenberg equations for system operators and evolution equations for the system
density operator [7].
However, the generalization of the Markovian assumption from the classical regime to the quantum
regime immediately meets some difficulties. The quantum analogues of random variables of the classical
system are operators representing system observables. If one restricted to a set or vector of operators xˆ
that, at any one time t, are mutually commuting, then one could determine a probability distribution P (xˆ)
via the quantum state ρ at that time. But even such a restricted set of operators will not be mutually
commuting at different times. Thus there is no analogue of the classical conditional distribution appearing
in the Markovian condition of Eq. (1).1 Hence, a different approach is needed to the issue of Markovian
and non-Markovian evolution for OQSs. In particular, we will argue, there is no one concept that should be
identified with Markovianity in the quantum case, but rather a host of related concepts.
In the theory of OQSs, many methods and criteria have been developed that are conceptually related to
the general idea of Markovianity. For example, the factorization approximation and quantum white noise
limit are often employed in the derivation of the GKS-Lindblad-type master equation from a microscopic
model [11, 12]. Other methods are directly relevant to the control of OQSs: the efficacy of dynamical
decoupling is important for open-loop control (see Section 3.5.1) , while the validity of quantum unravelling
theory (see Section 3.7) is a question of importance for closed-loop control, and also for metrology. In
this report we will consider these notions, and many others, in detail. We formalize existing concepts,
introduce (and formalize) new ones, and establish the connections between them all. Some are candidate
definitions for quantum Markovianity, and many of these have previously (if less formally) been put forward
as such. Others, including those related to quantum unravellings, are not suitable as definitions of quantum
Markovianity but are intimately related to concepts that could be used as definitions. The great majority
of the concepts we consider are provably distinct from all others. That is, there are strict hierarchies in the
relations we establish in this report. The elucidation of this complicated space of ideas relating to quantum
Markovianity, illustrated in Fig. 1, is the first main aim of this paper.
Interest in distinguishing Markovianity and non-Markovianity for OQSs has grown enormously and
consistently over the last decade or so [13, 14]. There are at least four reasons for this. First, advances
in manufacturing of materials and devices on the quantum scale have made it possible to engineer, and
even to control, the coupling of a quantum system to its environment [15, 16]. Second, there has been
increasing interest in understanding the role of decoherence in quantum phenomena relevant to biology [17].
In both of these cases, accurate and efficient modelling of such precisely defined systems requires careful
consideration of which, if any, notions of Markovianity can be fruitfully applied, and whether there are
degrees of non-Markovianity. Third, the compelling long-term aim of building a quantum computer creates
the need to efficiently characterize the effect of the environment on a quantum register, and to understand
how best to minimize its damage to the computation. The Markovianity versus non-Markovianity question
is of vital importance in designing quantum error mitigation schemes [18, 19]. Finally, concepts and results
from quantum information theory have generated new ideas about how to make the distinction between
Markovian and non-Markovian evolution in OQSs (see, e.g., Refs [20, 21]).
Recent formalizations of the Markovian/non-Markovian distinction, from the quantum information sci-
ence perspective, can be roughly divided into two broad approaches. In the first approach, quantum Marko-
vianity is interpreted in terms of information constantly flowing out from the system. Thus, two initially
perfectly distinguishable system states will gradually and continuously become less distinguishable, and
eventually, in many cases, indistinguishable. Based on this approach, quantum non-Markovianity corre-
sponds to an increase in the distinguishability of system states, and so may be quantified using a suitable
measure of distinguishability such as the trace distance [20]. The second approach focuses on the divis-
ibility of the system dynamical map: a quantum system evolution is considered to be Markovian if this
1Implicit in this statement is the assumption that the tj , or, in the discrete case, the labels j, really do refer to different times.
In the classical case this is neither here nor there; classical statistics makes no fundamental distinction between correlations of
variables for the ‘same’ system at ‘different’ times j, and correlations of variables for ‘different’ systems j at the ‘same’ time.
In the quantum case, the temporal and ‘spatial’ (for want of a better word) situations are quite distinct [8]. Markov-related
concepts have also been studied for the ‘spatial’ situation, for states (“quantum Markov chains”) on a tensor-product Hilbert
space [9, 10]. In this report we are concerned only with concepts pertaining to the dynamical properties of OQSs.
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Figure 1: Hierarchy of relationships between concepts related to quantum Markovianity. We use the following abbreviations:
QWN for quantum white noise; QRF for quantum regression formula; FDD for failure of dynamical decoupling; N(Q)IB
for no (quantum) information backflow; GKS-Lindblad for Gorini-Kossakowsi-Sudarshan-Lindblad type master equation; and
MCWF for the Monte Carlo wave function method. All concepts within the blue-dotted frame explicitly require knowledge
of the system–environment interaction, while those outside this frame are formulated solely in terms of the system dynamical
map. The concepts in boxes depicted with a black border line — MPU, PU, NQIB and MCWF — should not be considered
as candidate definitions of quantum Markovianity, but are interesting concepts related to it. An arrow from one concept to
another means that the first concept is sufficient to imply the second. Thus a double-headed arrow means two concepts are
equivalent. A single-headed arrow with a bar on the tail means that the head-end concept is provably not sufficient to imply
the tail-end concept. A single direction arrow without a bar means that it is unknown whether the concepts are equivalent.
A blue (rather than green) arrow means the relation holds only when the additional specified constraint is satisfied. We use a
differently shaped box for MCWF because for it we give only a description, not a definition. See detailed explanations in the
text.
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map can be divided into a sequence of quantum channels, i.e., completely-positive maps [21], analogous
to the divisibility of classical Markov processes (see also Section 5.2.1). These two approaches are in fact
hierarchically related: quantum Markovianity in the sense of divisibility implies Markovianity in the sense
of decreasing system-state distinguishability, but not vice versa [13, 14, 22]. They have led to a number of
fruitful results [13, 14], including quantitative signatures of non-Markovianity that have been experimentally
tested [23–25].
Both of these approaches are based solely on the evolution of the quantum state (density operator) of
the system, possibly in conjunction with a non-interacting ancilla. Thus, they ignore many features of the
system–environment interaction, and the environment’s correlations with the system, which are of direct
relevance to understanding non-Markovianity more broadly. This is in contrast to other approaches reviewed
in this report, such as those based on various physical interventions on the system or environment that could
be performed to test for information backflow. In fact, a general consensus as to the ‘correct’ approach to
quantum Markovianity is still very much missing, and it remains a controversial issue: the term ‘quantum
non-Markovianity’ has very different physical meanings for different individuals and communities, causing
confusion in discussions and in the literature. Thus the second main aim of this report is to defuse the
situation by arguing strongly that there is no single concept that deserves the name quantum Markovianity.
Not only do we advocate avoiding attribution of any precise meaning to the term quantum Markovianity;
we also propose names and clear definitions for a large number of physical concepts that either have been,
or could reasonably be, used to define quantum Markovianity. (Almost all of these concepts appear in
the hierarchy of Fig. 1, although some are discussed in the text only.) If individuals were to recognize
the importance of the distinctions we make, and adopt our terminology, much misunderstanding could be
avoided. This would be the case even if different communities were still to prefer to identify just one of the
concepts we define with quantum Markovianity. We do not side with any community; we regard quantum
Markovianity as very much context-dependent. That is, the evolution of an OQS can be said to be Markovian
or non-Markovian only when one has identified which of our conditions is relevant to the context of the work
in question, and tested whether the evolution satisfies or fails that condition.
To avoid any semantic ambiguity, we rigorously define all the Markovianity conditions we introduce using
a unified framework which is very general. We do not restrict our attention to particular types of systems
and baths, nor to the derivation of specific master equations under particular ‘Markov approximations’.
Thus, the formal definitions of Markovianity in this report, and the hierarchical relations between them, are
universally applicable. Further, while we do not aim for the mathematical rigour of, say, axiomatic quantum
field theory—some derivations, for example, being strictly rigorous only for finite Hilbert spaces—we expect
our results to be valid in all non-relativistic scenarios of physical interest.
1.2. Outline of the paper
We begin by introducing the standard formalism for describing the dynamics of a general OQS in Sec-
tion 2. This serves as the basic ingredient for rigorously defining various Markovian-related concepts in
Section 3. These concepts fall into two fundamental categories. The first category corresponds to the boxes
falling within the dotted boundary in Fig. 1: those that require explicit consideration of the interaction
between the system and the environment, thus providing clear physical pictures as to the role of the envi-
ronment in the corresponding definitions of Markovianity. This category, covered in Sections 3.1–3.7, includes
concepts related to the factorization approximation, quantum white noise, temporal correlation functions,
interventions such as dynamical decoupling, correlation-breaking operations, and pure-state unravellings of
the evolution. A number of the concepts in this category are defined more generally than hitherto in the
literature, and others are introduced here for the first time. The second category, by contrast, comprises
concepts formulated solely in terms of the dynamics of the reduced state of the system. The corresponding
definitions of Markovianity, all covered in Section 3.8, have no explicit physical role for the environment
of the system. They include the definitions based on divisibility and decreasing system distinguishability
mentioned earlier, as well as definitions based on the description of the system evolution via dynamical
semigroups, GKS-Lindblad-type master equations, and stochastic Schro¨dinger equations.
In Section 4, piece by piece, we sort out the relations between all the concepts we have defined, which, as
summarized in Fig. 1, form a nontrivial hierarchy. This figure clearly illustrates the key point we have already
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emphasized: ‘Markovianity’ in the quantum case is a term which has various different possible physical
interpretations, resulting in different mathematical characterizations. Any rigorous discussion of quantum
non-Markovianity must therefore begin with a clear understanding of which definition of Markovianity is
being used.
As mentioned above, classical Markovianity is well defined and studied. It is therefore of interest to
consider the classical analogue of the complex hierarchy of quantum concepts of Markovianity in Fig. 1.
Unsurprisingly, as discussed in Section 5, the corresponding classical hierarchy is much simpler: some
concepts in the quantum case are either inapplicable in the classical case, or simply merge with each other.
Through this classical analogy, one can also better understand how the more complex hierarchy of quantum
Markovian concepts in Fig. 1 emerges from the simpler classical hierarchy in Fig. 5.
Finally, we summarize and discuss the main results in Section 6.
2. Open quantum systems
2.1. System–bath evolution and interaction frames
We use the standard approach to the dynamics of OQSs, in which the system and its environment
together are considered as an isolated composite system. The total Hilbert space is Hse = Hs ⊗ He, where
Hs and He are the Hilbert spaces for the system and the environment respectively. The total Hamiltonian
can be written in the form
Hˆtot = Hˆ0 + Hˆint . (2)
Here
Hˆ0 = Hˆs ⊗ Iˆe + Iˆs ⊗ Hˆe , (3)
where Iˆ represents the identity operator, Hˆs and Hˆe are the system and the environment Hamiltonians,
respectively, and Hˆint is an interaction term, which can be written as
Hˆint =
∑
k
Cˆk ⊗ Ξˆk . (4)
The sum here is typically taken to be finite, and can always be taken thus for a finite-dimensional Hs.
Note that any of the terms in Hˆtot can, in general, be time-dependent. Note also that we do not
require Hˆtot to be an element of B(Hse), the set of all bounded operators on Hse. Indeed, we even allow
Hamiltonians that only exist as a singular limit of regular models [26], as required to describe ‘quantum
white noise’ [27, 28]. A simpler class of singular Hamiltonians is those describing kicked systems, with a
Hamiltonian of the form Kˆ0 +
∑∞
j=1 δ(t − tj)Kˆj , with all Kˆj Hermitian. For the latter type of system
it is natural to consider the evolution only at the times tj , and we will formulate our definitions, where
appropriate, to apply to discrete as well as to continuous time. Thus, for example, the constraint t ≥ t0 will
refer to either to the discrete set {tj : j = 0, 1, 2, . . . } or to the continuous interval [t0,∞), as appropriate.
For a given physical system, the splitting of Hˆtot in Eq. (2) is not unique. Any Hermitian operators of
the form Dˆ ⊗ Iˆ or Iˆ ⊗ ∆ˆ can be added to Hˆint, while maintaining the form in Eq. (4), by subtracting these
terms from Hˆs ⊗ Iˆe and Iˆs ⊗ Hˆe respectively. This is usefully exploited in standard derivations of master
equations in quantum optics where, for example,
∑
k(Cˆk⊗ Iˆ)Tre[ρe(t0)Ξˆk] is subtracted from Hˆint and added
to Hˆs ⊗ Iˆe [7]. Once a particular split into Hˆ0 and Hˆint has been chosen, the former can be removed by
moving to the “interaction frame”, in which the “free evolution” generated by Hˆ0 is “rotated away”, leaving
only a (changed) interaction term, Hˆ ′tot = Hˆ
′
int (hence the name [12]). This is also a standard procedure
in describing and deriving approximations to OQS dynamics, and will be explained in more detail below.
While various choices of how to express the system–bath Hamiltonian might make it simpler to analyse a
given OQS, any definition of Markovianity should be independent of this choice. That is indeed the case for
all of the definitions we discuss.
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The evolution generated by Hˆtot, from an initial time t0, can be described by a one-parameter family
{Uˆ tt0 : t ≥ t0} of unitary operators Uˆ tt0 ∈ U(Hse). (Here U(H) ⊂ B(H) denotes the set of all unitary operators
on the Hilbert space H). Specifically,
Uˆ tt0 = T
{
exp
[
−i
∫ t
t0
Hˆtot(τ) dτ
]}
, (5)
where ~ is set to one, T is the time ordering operator, and we have explicitly indicated the possible time-
dependence of Hˆtot. Note that from the one-parameter family of unitaries {Uˆ tt0 , t ≥ t0} we can define the
unitary evolution between any two times by Uˆ t2t1 = Uˆ
t2
t0 Uˆ
t1†
t0 . To describe the evolution in an interaction
frame we first define, for any t ≥ t0,
Uˆ0
t
t0 = T
{
exp
[
−i
∫ t
t0
Hˆ0(τ) dτ
]}
= Vˆ tt0 ⊗ Wˆ tt0 . (6)
We say an interaction frame, rather than the interaction frame, because the unitary operators here, Vˆ tt0
acting on the system and Wˆ tt0 acting on the environment, are non-unique due to the above arbitrariness in
defining Hˆint. The unitary evolution in the chosen interaction frame is then described by Uˆ
′ = Uˆ†0 Uˆ , for
any initial and final times. This unitary evolution is generated by
Hˆ ′tot(t) = Hˆ
′
int(t) := Uˆ0
t†
t0Hˆint(t)Uˆ0
t
t0 . (7)
The time t0 is special because we assume throughout this paper, as is standard, that the combined state
at this initial time is factorizable. That is,
ρse(t0) = ρs(t0)⊗ ρe(t0) . (8)
Note that, unlike other operators, we do not put a hat on the state or density operator. In the Schro¨dinger
picture, this state then evolves according to
ρse(t) = U tt0
[
ρs(t0)⊗ ρe(t0)
]
, t ≥ t0 . (9)
Here U t2t1 Xˆ := Uˆ t2t1 XˆUˆ t2†t1 for any operator Xˆ ∈ B(Hse). This U is an example of a superoperator, mapping
operators to operators. In this report, we always represent superoperators by calligraphic letters, and only
use calligraphic letters for superoperators. Moreover if we have previously defined a unitary operator using
some letter, such as Wˆ , then the corresponding calligraphic W denotes the corresponding unitary map.
For a bounded Hamiltonian Hˆtot ∈ B(Hse), Eq. (9) corresponds to the dynamical differential equation
dρse(t)/dt = −i[Hˆtot(t), ρse(t)].
2.2. Schro¨dinger picture evolution
The initially uncorrelated system and environment will typically become correlated, and often entangled,
due to the interaction term Hˆint in the Hamiltonian. Although (9) formally contains all the information about
the total state, the complexity and size of a typical environment will make an exact analysis intractable.
However, it is often the evolution of the system, rather than the total state, that is of interest, described by
taking the partial trace over He in Eq. (9):
ρs(t) = Tre
[U tt0 [ρs(t0)⊗ ρe(t0)]] . (10)
Even if the initial system and bath states were pure, any entanglement induced by the interaction will make
ρs(t) mixed for t > t0, corresponding to decoherence. It is worth emphasizing that this decoherence effect
arises from focusing on the system alone; the evolution of the system and bath considered as a whole remains
reversible, as it is described by the unitary transformation in Eq. (10). By making suitable approximations,
the evolution of the reduced state ρs(t) may become relatively simple to model. This was the original context
for the introduction of ‘Markov’ approximations and models of various kinds for OQSs [7, 29].
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Since Eq. (10) is valid for any initial system state ρs(t0), we can more formally describe the system
evolution in terms of a one-parameter family {Ett0 , t ≥ t0} of dynamical maps. That is, ρs(t) = Ett0ρs(t0),
where Ett0 is a dynamical map for the system, defined by
Ett0Xˆ := Tre
[
U tt0 [Xˆ ⊗ ρe(t0)]
]
(11)
for all Xˆ ∈ B(Hs). A dynamical map defined in this way is a linear map acting on B(Hs), which maps one
quantum state to another. It is guaranteed to preserve the trace and positivity of its argument, and hence
is called positive and trace-preserving. In fact, by construction, the dynamical map has an even stronger
property than positivity, namely complete positivity (CP). This distinction is a unique feature for quantum
systems (the transition matrix for classical systems is required only to have positive elements), due to the
fact that the system could be entangled with some ancilla system. Technically, CP means that (Ett0⊗Ia)[ρsa]
is also a quantum state for any joint system-ancilla density operator ρsa, where Ia denotes the identity map
acting on the ancilla [5]. Conversely, any completely positive and trace-preserving (CPTP) linear map can
be formally represented as a dynamical map with the form of Eq. (11), with a suitable unitary evolution
and environment state constructed via Stinespring’s dilation theorem [30].
If we wished to consider the Schro¨dinger picture in the interaction frame [12], we would replace U in the
above by U ′ = U†0 U where U0 is defined in Eq. (6). Thus,
ρ′se(t) = U ′tt0 [ρs(t0)⊗ ρe(t0)] , t ≥ t0 . (12)
We can similarly define E ′tt0 = Vt†t0 Ett0 and ρ′s(t) = E ′tt0ρs(t0). Under some conditions, as will be discussed, it
is possible to derive a differential evolution equation for the system state. It is most common, in quantum
optics at least, to do this in the interaction frame, so that one has
dρ′s(t)/dt = Ltρ′s(t). (13)
This is commonly known as a master equation (ME).
2.3. Heisenberg picture evolution
Instead of the above description of evolution in the Schro¨dinger picture (whether in the interaction frame
or not), we can use the Heisenberg picture (again, in the interaction frame or not [12]). This flexibility has
a number of advantages, as we will see. In the Heisenberg picture, the state does not evolve, but operators,
for both the system and the bath, do evolve, such that all expectation values are the same in both pictures.
Using a check in place of a hat to indicate operators in the Heisenberg picture, the Heisenberg evolution of
an operator is thus given by
Xˇ(t) = U t†t0
[
Xˆ(t)
]
, t ≥ t0 . (14)
Similarly to the case in the Schro¨dinger picture, for a bounded Hamiltonian Hˆtot, this corresponds to a
dynamical differential equation dXˇ(t)/dt = i[Hˇtot(t), Xˇ(t)] + ∂Xˇ(t)/∂t. Here the second term is due to any
explicit time-dependence of the operator Xˆ(t) in the Schro¨dinger picture.
Once again, if we work in an interaction frame, we replace U with U ′ and Xˇ(t) with Xˇ ′(t). Note that if
Aˆ is a system operator, that is, Aˆ = Aˆs⊗ Iˆe, the interaction between system and environment will mean that
we cannot in general write Aˇ(t) in such a product form on the joint Hilbert space Hs ⊗He. This failure of
factorization is the Heisenberg picture counterpart to the system–bath correlation leading to decoherence in
the Schro¨dinger picture. Note, though, that here it is manifested by environment operators, acting on He,
‘contaminating’ a system operator in B(Hs). This, in very general terms, is the idea of quantum noise. The
uncertainty principle implies that there must be uncertainty in at least some of the environmental operators
at time t0, and if Eq. (8) holds then this uncertainty is uncorrelated with any properties of the system at
time t0. Thus the appearance of this uncertainty in system operators at a later time can be thought of as
quantum noise. It is the exact counterpart to classical dynamical noise in a Newtonian model (such as in
Langevin’s original approach [31]), when one focuses on the system variables.
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2.4. Relevance to the rest of the paper
This completes our coverage of general open quantum systems. All of the material is relevant to the re-
mainder of the paper, and much of it is fundamental for defining different concepts of quantum Markovianity
and non-Markovianity in Section 3 and for deriving the hierarchical relations between them in Section 4.
For the definitions that depend upon the environment (Sections 3.1-3.7), we define the dynamics of an OQS
by the pair {U tt0} and ρe(t0), where {U tt0} is understood as the one-parameter family of system–environment
unitary maps indexed by times t ≥ t0. This pair generates a corresponding one-parameter family of system
dynamical maps, {Ett0}, via Ett0Xˆ = Tre[U tt0 [Xˆ ⊗ ρe(t0)]] as per Eq. (11). For the definitions that depend
only on the system state evolution (Section 3.8), we define the dynamics of an OQS by {Ett0} alone.
3. Formalizations of quantum Markovianity
3.1. Factorization approximation
A very common approach to approximating the dynamics of open quantum systems is based on the idea
that if the system–environment interaction is weak, the effect of the system on the environment may be
negligible. A natural expression of this idea in the Schro¨dinger picture is that at any time the system–
environment state ρse(t) is well approximated by a product state. That is,
ρse(t) = U tt0 [ρs(t0)⊗ ρe(t0)] ≈ ρs(t)⊗
(
e−iHˆe(t−t0)ρe(t0)eiHˆe(t−t0)
)
, (15)
where ρs(t) = Tre [ρse(t)], and the environment Hamiltonian Hˆe is assumed to be time-independent for
simplicity. In reality ρse(t) is generally a correlated state due to the interaction term in the total Hamiltonian
in Eq. (2). The plausibility of employing Eq. (15) is usually justified in the weak-coupling limit [32], for an
environment that is much larger than the system, typically with enormously many degrees of freedom. Under
the factorization approximation (FA), the environment state is independent of the system; it cannot store
any information about the system. Hence this approximation immediately suggests memoryless evolution:
only the system state itself carries information about its past. This is why the FA is a plausible concept of
Markovianity [5, 29].
To our knowledge, the employment of a factorization approximation dates back to the 1953 paper by
Wangsness and Bloch [33] for deriving a master equation describing the dynamics of nuclear induction.
Although they did not specify a formula, or name the approximation, they use it in their derivation and
describe it thus: “the molecular system is in sufficient contact with a ‘heat reservoir’ which re-establishes
equilibrium conditions more rapidly than they would be upset by the sole action of the nuclei.” As pointed
out a decade later by Argyres and Kelley [34], “assumptions were made at a certain strategic point of the
calculation, that the spin and bath systems are uncorrelated.” About this time, Lax [35] made explicit the
approximation (15), named it ‘factorization’, and identified it with “Markovian character” in the context
of deriving the quantum regression formula (see Section 3.4.1). Similar approximations were employed by
Risken et. al [36], and Mollow [37]. We are aware that this approximation is now often known as the “Born
approximation” (see e.g. the text book [5]), a term which has its origins in scattering theory [38]. However,
it is worth pointing out that the term “Born approximation” has been used with diverse meanings, even
restricting to the context of OQS dynamics [34, 39]. Therefore, to respect historical precedent, and to avoid
potential confusion, we will exclusively call it the factorization approximation.
For the purpose of deriving rigorous relations to other Markovian concepts, we formalize the FA as
follows:
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Definition 1 (Factorization Approximation). The OQS dynamics {U tt0} and ρe(t0) satisfies the
factorization approximation if and only if for all t > t0, there exists a unitary operator Wˆ
t
t0 ∈ U(He)
such that
U tt0 [Xˆ ⊗ ρe(t0)] = (Ett0Xˆ)⊗ ρ˜e(t) , (16)
where ρ˜e(t) =Wtt0 [ρe(t0)] for all Xˆ ∈ B(Hs).
Recall that, as will remain implicit in our definitions, Ett0Xˆ = Tre
[
U tt0 [Xˆ ⊗ ρe(t0)]
]
(see Section 2.2), and
Wtt0 is the unitary map on the environment corresponding to W tt0 (see Section 2.1). This unitary map could
be removed by working in an appropriate interaction frame (see Section 2); the fact that Wtt0 is allowed to
be arbitrary is because of the arbitrariness in the decomposition of the total Hamiltonian (2), as discussed
in Section 2. Unlike in Eq. (15), we have made it explicit in Eq. (16) that Wtt0 , and hence the environment
state, is independent of ρs(t0). We have also replaced the approximate equality in Eq. (15) by an equality in
Eq. (16). These alterations make the FA a strong condition, with various implications, as shown in Fig. 1.
Even though we have stated Eq. (16) with an equality, we continue to call it the factorization approxi-
mation because it can never be exact. The left-hand-side of the equality describes unitary evolution whereas
the right-hand-side does not, unless Ett0 is always (that is, for all t) a unitary map. Readers familiar with the
derivation of master equations may be thinking that Eq. (16) is typically only used at a specific point in such
derivations, and is not meant to be taken literally. See, for example, Refs. [7, 11, 12, 29]. Nevertheless, since
it has been stated explicitly [5, 35], and used as an assumption capturing the notion of Markovianity [35],
we believe it is important to include it in our hierarchy. Other notions, relating to the possibility of making
an effective factorization approximation, will be discussed in Section 3.6.1.
3.2. Quantum white noise
Recall that in Section 2.3 we introduced the idea of quantum noise in a very general sense in the
Heisenberg picture. It is possible, and useful, to be more specific about quantum noise in a dynamical sense.
Say we work in a particular interaction frame such that, in Eq. (7),
Hˆ ′tot(t) =
∑
k
cˆ′k(t)⊗ ξˆ′k(t) , (17)
where the cˆ′k are traceless system operators, and the ξˆ
′
k are Hermitian bath operators with zero mean (with
respect to the time-independent environment state, ρe = ρe(t0)). For a finite-dimensional Hs, such a frame
always exists, and is unique, which makes Hˆ ′tot(t) unique also.
2 Moving to the Heisenberg picture in this
frame, and assuming that Hˆ ′tot(t) is bounded, we can describe the evolution of an arbitrary system operator
Aˆ (assumed constant in the Schro¨dinger picture) by the differential equation
dAˇ′(t)/dt = i
∑
k
[cˇ′k(t), Aˇ
′(t)]⊗ ξˇ′k(t) . (18)
The tensor product in Eq. (18) makes implicit use of the fact that we can define a system Hilbert space
H′s(t), such that any system operator Aˇ′(t) acts only on this Hilbert space,3 while environment operators at
that time act on an independent Hilbert space H′e(t). But the time-derivative of Aˇ′(t) in Eq. (18) includes,
in general, bath operators ξˇ′k(t) and so must be defined as acting on H′s(t) ⊗ H′e(t). In the weak-coupling
limit [32] (see also Section 3.1), the effect of the interaction on the bath operators can be expected to be
small, so that to zeroth order ξˇ′k(t) ≈ ξˆ′k(t). The statistics of the latter — the Schro¨dinger picture bath
2That is not, of course, to say that the particular decomposition of Hˆ′tot(t) in Eq. (17) is unique.
3The existence of such a Hilbert space is guaranteed by the fact that the algebra for system operators at time t is isometric
to that at time t0 [40].
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operator ξˆ′k(t) in the interaction frame — are determined solely by ρe(t0), and so can be considered to be
quantum noise from the environment, independent of the system. In the special case of Gaussian quantum
statistics [41], the noise is completely characterized by the discrete set of two-time correlation functions,
G±kk′(t, t
′) = Tr
[
ρe(t0)
1
2
(
ξˆ′k(t)ξˆ
′
k′(t
′)± ξˆ′k′(t′)ξˆ′k(t)
)]
. (19)
In some cases, G±kk′(t, t
′) depends only on the time-difference τ = t− t′, in which case we write G±kk′(τ). In
such cases we can identify
Sk(ω) =
∫ ∞
−∞
e−iωτG+kk(τ)dτ (20)
as the power spectral density of the quantum noise ξˆ′k.
Typical derivations of master equation from a microscopic model assume not only the factorization
approximation, but also a short bath-correlation time [7, 29]. The bath-correlation time(s) are the charac-
teristic decay times for the two-time correlation functions G±k,k′(τ) of Eq. (19), assumed here, for simplicity,
to depend only on the time difference τ = t− t′. In the limit where all of these correlation times are short
compared to the characteristic system evolution time (in this frame), the bath correlations can be taken to
be δ-correlated; that is, G±k,k′(τ) ∝ δ(τ). In this limit the power spectral density of the quantum noise, the
Sk(ω) in Eq. (20), become flat functions of frequency. This is the limit of quantum white noise (uniform
power across all frequencies, like white light).
One formal treatment of such noise, which makes the Gaussian assumption and takes the white-noise
limit at the start, is the so-called quantum optics input–output theory of Gardiner and Collett [28]. Their
presentation makes clear that in this limit no additional factorization approximation is necessary to derive
a master equation of the form of Eq. (13). However, the Gaussian assumption is not the most general one.
There exist quantum noise operators ξˆ′(t) where G±k,k′(τ) ∝ δ(τ) as τ → 0, but which differ from Gaussian
statistics at all higher orders. This general theory was worked out independently of, and just prior to,
Ref. [28], by the mathematical physicists Hudson and Parthasarathy [27]. Their equation is formulated for
a bosonic environment, but it can be shown to also describe a fermionic environment [42]. Using notation
based on the more recent formulation by Gough and James [26], we can define the most general type of
quantum white noise dynamics as follows. (This theory is rather specialized, and most readers would do
well to take this definition, and the remainder of this section, on trust, rather than trying to understand
its details. However, it is worth emphasizing that the following equations do correspond to a Hamiltonian
model, as shown, for example, in Refs. [28, 43].)
Definition 2 (Quantum White Noise). The OQS dynamics {U tt0} and ρe(t0) is describable as
quantum white noise if and only if for all t > t0, there exists a Wˆ
t
t0 ∈ U(He) such that
dUˆ ′tt0 ≡ Uˆ ′t+dtt0 − Uˆ ′tt0 = Gˆdt Uˆ ′tt0 , (21)
Gˆdt = −(iHˆ − 12 Lˆ†Lˆ) dt− Lˆ†SˆdBˆ(t) + dBˆ†(t)Lˆ+ tr
[
(Sˆ − Iˆ)dΛˆ
]
, (22)
where Hˆ = Hˆ† , Sˆ
†
Sˆ = Sˆ Sˆ
†
= Iˆ and, ∀t′ > t0 ,∀j, k ∈ {1, . . . ,K} ,
Bˆj(t) =
∫ t
0
bˆj(s)ds, Λˆjk(t) =
∫ t
0
bˆ†j(s)bˆk(s)ds, (23)
[bˆj(t), bˆk(t
′)] = 0 , [bˆj(t), bˆ
†
k(t
′)] = δjkδ(t− t′) , (24)
bˆj(t)ρe(t0) = βj(t)ρe(t0) . (25)
Recall from Section 2.1 that Uˆ ′ is the system–bath unitary map in the interaction frame defined for the
free evolution Uˆ0 = Vˆ ⊗ Wˆ . In the above, dBˆ(t) = Bˆ(t + dt) − Bˆ(t) is a K-dimensional column vector of
bath operators, while dBˆ†(t) is a K-dimensional row vector whose elements are the Hermitian adjoint of
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those of dBˆ(t). Similar remarks hold for Lˆ, except this is a K-vector of system operators. Similarly, we have
operator-valued second-order tensors (K×K-matrices) Sˆ, Λˆ and Iˆ, the last being simply the identity (in all
respects), and the operator-valued scalar Hˆ. The elements dBˆk(t) and dΛˆjk are infinitesimal integrals, as
per Eq. (23), over functions of bath field operators bˆk(t). The latter are similar in nature to the interaction
frame bath operators ξˆ′k(t) discussed above; here we omit the prime marking interaction-frame operators to
ease the notational burden. To further ease the notational burden we also have omitted the tensor product
sign between, and used a flexible ordering for, system and bath operators, enabling us to use the natural
vectorial and tensorial structure of the collections of operators. Note that tr means trace in this tensorial
space, not in the space B(H′se). The operators in Lˆ and Sˆ, and the scalar Hˆ, may be time-dependent in the
interaction frame for the system, but we have suppressed explicit notation for that possibility.
The writing of Eq. (21) as the difference between Uˆ at two infinitesimally different times, rather than
as a time-derivative of Uˆ , signifies that GˆdtUˆ is a quantum Itoˆ increment [27]. This is the most convenient
form for this type of evolution with white noise [12].4 This subtlety arises because of the singularity of
the commutation relations for the dBk(t) terms, where the product of two such terms at the same time
can be as large as a first order infinitesimal, dt, rather than a second-order infinitesimal (dt)2. Indeed,
using the relation dBˆk(t) = bˆk(t)dt, when t = t
′, the δ-function in Eq. (24) is ‘cancelled’ by one dt to yield
[dBˆk(t),dBˆ
†
k(t)] = dt. It is for this reason that the dBk(t) terms are sometimes called quantum Wiener
increments, in analogy with the classical Wiener increment dW (t) which will be discussed in Section 5.1.2.
Note, however, that Eq. (22) also contains terms bilinear in dBk(t), which never occurs classically because
they would collapse to a deterministic term (since dWj(t)dWk(t) = δjkdt in the Itoˆ calculus [44]). These
terms are actually more closely related to a classical Poisson increment dN(t) ∈ {0, 1}, the other type of
classical white noise, as will be discussed in Section 5.1.2.
The Hudson–Parthasarathy dynamics as an instantiation of the idea of quantum Markovianity can be
most easily appreciated in the Heisenberg picture. The quantum Itoˆ increment for the Heisenberg picture
evolution in the interaction frame, of an arbitrary system operator Aˇ′(t) is
dAˇ′(t) :=(U ′t+dtt − I)†Aˇ′(t) (26)
=
(
Lˇ†(t)Aˇ′(t)Lˇ(t)− 12
{
Lˇ†(t)Lˇ(t), Aˇ′(t)
}− i[Aˇ′(t), Hˇ(t)]) dt+ dBˆ†(t)Sˇ†(t)[Aˇ′(t), Lˇ(t)]
+ [Lˇ†(t), Aˇ′(t)]Sˇ(t)dBˆ(t) + tr[(Sˇ
†
(t)Aˇ′(t)Sˇ(t)− Aˇ′(t))dΛˆ†(t)] , (27)
where {Xˆ, Yˆ } denotes the anticommutator XˆYˆ + Yˆ Xˆ. Note that the quantum white noise operators dBˆ(t)
and dΛˆ(t) appearing here are not in the Heisenberg picture, hence their being capped by a hat, not a check.
[The distinction between bˆ(t) and bˇ(t) accounts for the less-than-obvious unitarity of Eq. (21).] That is, the
statistics of these noise operators are determined by the initial bath state ρe(t0), completely independent
from the system. This is exact, given the δ-function bath correlation functions implied by Eqs. (24) and
(25), not an approximation. Thus the increment, in the Heisenberg picture, of an arbitrary system operator
at time t depends only upon itself, and other system operators, at the same time, and upon bath operators
that are δ-correlated and strictly independent from the system at that, or any earlier, time. It is thus very
natural to describe Eq. (26) as a Markovian quantum stochastic differential equation, as indeed is done in
Refs. [27, 28].
3.3. Past–future independence
Quantum white noise, as introduced above, is the natural counterpart to classical white noise, which will
be covered in Section 5.1.2. However, classical Markovianity (as defined in Section 1.1) is more general than
classical white noise. The latter gives multi-time probabilities that obey Eq. (1), but in addition guarantees
that the single-time probability P (xt) evolves differentiably in time. In contrast, classical Markovianity
can be formulated for discrete time evolution, and also in situations where, even though time is treated
4This is so even though it makes it less apparent that Eq. (21) does in fact correspond to unitary evolution: the operator
Gˆdt, despite its role in Eq. (21), is not simply an anti-Hermitian operator like its first term, −iHˆdt, in Eq. (22).
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as continuous, the system configuration changes so ‘violently’ that no differential equation for P (xt) can
be derived (an example of such ‘violent’ evolution would be completely discarding the system at some
predetermined time and ‘loading’ a new system). The same should be true for quantum Markovianity, i.e.,
it should not be restricted to cases where a differential equation for ρs(t) exists (as it does for QWN, as
will be discussed in Section 3.8.3). In this section we introduce just such a broader concept of quantum
Markovianity, which we call past–future independence (PFI).
The intuition behind PFI is that a Markovian environment can be thought of as a sequence of initially
uncorrelated components such that each of them independently interacts with the system in sequence. This
can be visualized as a ‘one-way’ train, passing through a station (representing the system), as illustrated
in Fig. 2. Relative to any time t, the environment can be divided into a past part (having already passed
the station), and a future part (incoming toward to the station). This imposes a tensor structure of He at
any time, including the existence of a ‘current’ part relating to an interval [t1, t2), which is what remains
when the past part at time t1 and the future part at time t2 are excluded. Moreover, we can impose
dynamical restrictions relating this to the system–bath evolution, in addition to restrictions on the initial
bath correlations. The dynamical rules on each part of He and Hs should be specified. By doing so, we
formalize the concept of the PFI as follows:
Definition 3 (Past–Future Independence). The OQS dynamics {U tt0} and ρe(t0) exhibits past–
future independence if and only if for all t2 ≥ t1 ≥ t0, the environment factorizes into three subsys-
tems, He = Hp1 ⊗He21 ⊗Hf2 , such that
(i) the ‘current’ part of the environment will become part of the ‘past’ at the end of the interval:
Hp2 = Hp1 ⊗He21 (28)
(ii) the initial environment state factorizes as
ρe(t0) = ρp1(t0)⊗ ρe21(t0)⊗ ρf2(t0) , (29)
where ρp1(t0) ∈ B(Hp1), ρe21(t0) ∈ B(He21) and ρf2(t0) ∈ B(Hf2) ;
(iii) the unitary evolution of the system and the environment in the interval [t1, t2) factorizes as
Uˆ t2t1 = Uˆ
t2
t1 (p1)⊗ Uˆ t2t1 (s, e21)⊗ Uˆ t2t1 (f2) (30)
with Uˆ(p1) ∈ U(Hp1), Uˆ(s, e21) ∈ U(Hs ⊗He21), and Uˆ(f2) ∈ U(Hf2).
We now explain this definition in detail. Hp1 is the Hilbert space for the part that has been involved in
the interaction with the system from time t0 to t1. It is like the passed ‘carriages’ of the train (see Fig. 2),
and is thus called the past (p) part. From time t1 to t2, the system will interact with a new part of the
environment, which, as shown in Fig. 2, can be understood as a carriage of the train that passes the station
within that time interval. The corresponding Hilbert space is denoted by He21 . Similarly, Hf2 is the Hilbert
space of the part of He that has not yet (at time t2) interacted with the system. It is like the ‘carriages’ in
Fig. 2 that are still to arrive at time t2, and is called the future (f) part.
The division of He depends on the times t1 and t2. If t1 = t0, there is in fact no p part as the interaction
has not even started and thus obviously we have Hf0 = He, as indicated in Fig. 2. Furthermore, as required
by condition (i), the p part with respect to time t2 consists of Hp1 and He21 since both of them have already
interacted with the system after t2. It can be easily shown from condition (i) that Hf1 = He21 ⊗ Hf2 . That
is, for increasing tk the size of Hpk increases, as per Eq. (28), while that of Hfk decreases correspondingly.
Thus, for any time tk ≥ t0 the environment Hilbert space can always be decomposed as He = Hpk ⊗ Hfk
(hence the name for this model).
Condition (ii) requires that subsystems in the past component of the environment, relative to time t1
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Figure 2: A train model for the concept of past–future independence. The system is represented by the train station and the
environment is interacting with it like a passing train, which consists of indefinitely many independent segments, like carriages,
and can always be divided into two parts: the past part Hpn and the future part Hfn with respect to the time tn. As shown in
the figure, at time t1, the past part Hp1 has already passed by (interacted with) the station (system), and would never come
back again (thus there is no influence on the system evolution from the past part at later times). The future part Hf1 can only
interact with the system after time t1.
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or t2, are initially uncorrelated with any subsystem in the future component of the environment relative
to that time. Thus, correlations between the ‘carriages’ in Fig. 2 can only arise via interaction with the
system. Further, such interactions are causally constrained by conditions (iii). In particular, condition (iii)
requires that, on any given time interval [t1, t2), the system can only interact with the ‘current’ part of the
environment, He21 , while the past Hp1 and future Hf2 parts of the environment must evolve independently.
To demonstrate that these conditions preserve independence between past and future parts, let tk > tj >
t0. Then from Eqs. (29) and (30) one has
ρse(tj) = Uˆ
tj
t0 ρs(t0)⊗ ρe(t0) Uˆ
tj†
t0 = ρspj (tj)⊗ ρfj (tj) , (31)
where ρspj (tj) := Trfj [ρse(tj)] ∈ B(Hspj ), and ρfj (tj) := Trspj [ρse(tj)] ∈ B(Hfj ). Thus, by time tj , the
system has only become correlated with the part of the bath described by Hpj . From time tj to tk it then
follows that
ρse(tk) = Uˆ
tk
tj ρse(tj)Uˆ
tk†
tj = ρspk(tk)⊗ ρfk(tk) , (32)
where the terms are defined analogously to those in Eq. (31). Indeed, the right-hand side of Eq. (32) is of
the same form as that of Eq. (31), with tj advanced to tk. The necessity of imposing condition (iii) is even
clearer when moving to the Heisenberg picture. In particular, for any system operator Aˆ, it implies that
Uˆ tk†tj (Aˆ⊗ Iˆe) Uˆ tktj = Uˆ tk†tj (Aˆ⊗ Iˆpj ⊗ Iˆekj ⊗ Iˆfk) Uˆ
tk
tj = Iˆpj ⊗ Aˆsekj ⊗ Iˆfk , (33)
where Aˆsekj ∈ B(Hekj ). Eq. (33) shows that the ‘contamination’ in the system operator after time tj , i.e.,
the ‘quantum noise’ discussed in Section 2.3, comes only from the future part of the environment at time tj ,
up to time tk. There are no contributions from the past (already interacted) part at tj , nor from the future
(yet to interact) part at time tk.
It is worth emphasizing that all these three conditions together are necessary to define past–future
independence. If any one of them fails, the system evolution could be strongly non-Markovian, by any of
the usual measures. In the case of continuous time, where tk can take any real value ≥ t0, these conditions
are not strictly physical. To say that the part of the environment interacting with the system up to time
tk is completely uncorrelated with the part interacting after time tk implies a bath correlation time that
is strictly zero. Indeed, this assumption (zero bath correlation time) is required to define QWN, which is
a special case of PFI. Any physical system will have a finite bath correlation time, but when this is short
compared to any interesting system evolution, PFI can be reasonably said to hold. For more details see the
earlier discussion in Section 3.2.
In contrast to the continuous time case, if we consider only discrete times τk, with t > · · · > τk+1 >
τk > · · · > t0, then the PFI can be an arbitrarily good approximation to the true evolution of the system.
If the total unitary evolution is such that, in each time interval (τk, τk+1), the system interacts with a
different ‘carriage’ in the environment, and each interaction is strictly finished within each interval, and the
carriages are initially uncorrelated, then the PFI will hold exactly at the times τk. A specific case of such
an interaction is the ‘collision model’ [13, 45–47], so called because the interaction of the system in each
interval can be thought of as a collision with an environment ‘particle’. We note that Rau [48] introduced
this type of model in 1963, albeit without specifying any name for it. In the collision model, it is assumed
that each environment ‘particle’ (or ‘carriage’ in our metaphor) is in the same initial state ρe, independent
of the environment in preceding intervals.5
3.4. Correlation functions
The concepts of quantum Markovianity in the preceding sections were all formalized in terms of the dy-
namics of the system and environment, a compelling approach in consideration of the difficulty, as discussed
5It can also be generalized to allow for non-Markovian dynamics, by introducing correlations in the bath [49–51], thus
breaking the PFI condition (ii).
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in Section 1, in directly generalizing classical Markovianity to the quantum regime. However, classically it
is common to characterize the joint probability distribution P (xt,xtn , . . . ,xt0) of the dynamical process by
calculating the correlation functions of system variables at different times, which are often also experimen-
tally measurable. Indeed, there is certainly a strong link between (classical) Markovianity and correlation
functions (see Section 5.1.3). This immediately motivates another approach to defining quantum Markovian-
ity, through multi-time quantum correlation functions. This type of definition or interpretation of quantum
Markovianity was long employed implicitly in some earlier literature, as we will discuss in following sections.
The story begins with the simplest case of the two-time correlation function.
3.4.1. Quantum regression formula
For the two-time correlation function of classical systems in quasi-equilibrium, Onsager put forth his
famous postulate [52, 53] that “the average regression of fluctuations will obey the same laws as the corre-
sponding macroscopic irreversible processes” [53]. That is, the average time correlation of two macroscopic
quantities of the system, 〈A(t)B(0)〉, will follow the same decay law as that of 〈A(t)〉. Lax then showed in
the quantum regime that, even for the nonequilibrium case, a similar relation holds under certain assump-
tions [35]. This relation, originally expressed in terms of differential equations, has been reformulated in the
context of quantum optics and is now well known as the ‘quantum regression formula’ (QRF) [29, 54]. As
we will see, it simplifies the calculation of correlation functions by reducing the relevant Hilbert space from
Hs ⊗He to Hs. In this report, we generalize the definition of QRF in Ref. [54], and state it in the following
frame-independent form:
Definition 4 (Quantum Regression Formula). The OQS dynamics {U tt0} and ρe(t0) satisfies
the quantum regression formula if and only if for all times t2 ≥ t1 ≥ t0, there exists a unitary
operator Wˆ t1t0 ∈ U(He) such that the correlation function of any two system operators Aˆ and Bˆ can
be calculated via
〈Bˇ(t2)Aˇ(t1)〉 = Trs
[
Bˆ E˜t2t1
[
Aˆρs(t1)
]]
, (34)
〈Aˇ(t1)Bˇ(t2)〉 = Trs
[
Bˆ E˜t2t1
[
ρs(t1)Aˆ
]]
, (35)
where ρs(t1) = Et0t1 ρs(t0), and
E˜t2t1 Xˆ := Tre
[
U t2t1 [Xˆ ⊗ ρ˜e(t1)]
]
(36)
for all Xˆ ∈ B(Hs), with ρ˜e(t1) =Wt1t0 ρe(t0).
Comparing Eqs. (11) and (36), it is seen that E˜t2t1 is a generalized dynamical map for the evolution of the
system from t1 to t2, which corresponds to replacing the joint state ρse(t1) at time t1 by a factorized state
ρs(t1) ⊗ ρ˜e(t1). Hence QRF is conceptually related to (but weaker than) the factorization approximation
defined in Eq. (16). In particular, it captures a similar memoryless aspect of the system evolution, but is
restricted to the physical context of two-time correlation functions.
The original Onsager postulate has been be proved to be equivalent to the classical Markovian condition
in Eq. (1) for Gaussian processes [55, 56]. Its quantum version, QRF, was proved by Lax, first under the
weak-coupling assumption [35], and later under the assumption of a white noise model, i.e., an environment
with a flat power spectrum, employing the quantum Langevin equation [32]. QRF has been a convenient
tool for calculating correlation functions, especially in quantum optics [7, 29]. Specifically, by computing
correlation functions of particular operators which are related to properties of the output optical fields in
the QWN limit (the ‘past’ state of the environment in terms of Section 3.3), it is possible to compute
experimentally measurable correlation functions of homodyne photocurrents derived from measuring those
output fields. More generally, the two-time correlation functions in Eqs. (34) and (35) can be given a simple
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operational meaning for any Hermitian operators Aˆ and Bˆ: adding them together and dividing by two gives
the measurable correlation of the result of a weak measurement [57] of Aˆ at time t1 with that of a (weak or
strong) measurement of Bˆ at time t2. The preceding sentence is true regardless of whether the QRF holds,
but it is obviously easier to calculate the desired correlation function if it does.
We should note that some authors deny the very existence of a QRF. In Ref. [58], Talkner made the
criticism that “[the QRF] can only give correct results in zeroth order in the damping constant according
to the weak coupling limit” and is thus “quite different from the classical case where large damping does
not exclude a Markovian modelling”. Ford and O’Connell have even claimed that “there is no quantum
regression theorem” [59], based on an explicit calculation for quantum Brownian motion in which a quantum
oscillator is coupled to an environment consisting of harmonic oscillators with a non-flat power spectrum,
showing that the QRF failed to coincide with the exact solution of the correlation function.
The arguments made in [58, 59] are correct. Like all Markovian assumptions considered thus far, QRF
is never strictly true for continuous time [60]. As pointed out by Lax [61], QRF is an idealization, accurate
in physical scenarios that can be modelled by, for example, a white noise power spectrum. Thus, it is the
range of validity of such models that is the real issue of the debate between Lax and Ford [62]. We will
not pursue the debate here, but simply accept that, just as for the classical case, no precise definition of
Markovianity will be satisfied exactly for any physical system. That does not prevent these definitions from
holding in models that, although idealized, may nevertheless be very good approximations in practice.
3.4.2. General quantum regression formula
It is possible to generalize the regression formula for calculating multi-time correlation functions. These
are also of practical interest in quantum optics. For example, the calculation of the two-time correlation
function for photon-counting requires a correlation function involving three operators, albeit only at two
times [12]. A general quantum regression formula (GQRF) is, as will be shown later, a strictly stronger
concept of quantum Markovianity. The GQRF does not allow any possible time order of operators to be
considered. Rather, it only allows time orderings such that a calculation in terms of the system alone may
be performed, using the family of maps E˜ as in QRF 6. Specifically, we define GQRF as follows:
Definition 5 (General Quantum Regression Formula). The OQS dynamics {U tt0} and ρe(t0)
satisfies the general quantum regression formula if and only if the time-ordered correlation function
for any set of system operators {Aˆj(tj), Bˆj(tj)}nj=0 can be calculated via
〈Aˇ0(t0)Aˇ1(t1) . . . Aˇn(tn)Bˇn(tn) . . . Bˇ1(t1)Bˇ0(t0)〉 = Trs[CnE˜tntn−1 . . . C1Et1t0 C0ρs(t0)] , (37)
where Cj is the superoperator defined on B(Hs) by
CjXˆ = BˆjXˆAˆj (38)
for all Xˆ ∈ B(Hs), and E˜tj+1tj is the generalized dynamical map defined in Eq. (36).
Note that this definition is consistent with QRF for the two-time case, and also with Gardiner’s multi-
time formula in Ref. [29] (which corresponds to taking one of Aˆj(tj) and Bˆj(tj) to be an identity operator,
for each value of j). A further discussion of GQRF from other perspectives is given in Section 3.5.2. The
6 Some authors (e.g. [63]) defining (G)QRF using the system propagator Gt2t1 in place of E˜
t2
t1
. Here Gt2t1 is a two-parameter
family of linear TP (but not necessarily CP) maps such that Et2t0 ρ = G
t2
t1
Et1t0 ρ, for all ρ ∈ B(Hs) (one may take G
t2
t1
= Et2t0 E ′
t1
t0
,
where here φ′ denotes the map corresponding to the Moore-Penrose pseudo-inverse of map φ [64]). While such an alternate
definition of (G)QRF might be considered a Markovian concept, it would not be elementary to derive other Markovian concepts
from it. This is in contrast with our definition, which we also consider to be better motivated physically. One might also
consider using an arbitrary CPTP map Qt2t1 in place of E˜
t2
t1
, but again we regard this as lacking a good physical motivation.
See Carmichael [54] (Sec. 1.5) for a discussion on the quantum regression formula / theorem, its history, and its relation to
Markovianity; also see Sec. 7.3.3 of that book for more on the role of system–bath correlations in the GQRF.
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generalized regression formula has been connected with quantum Markovianity in a number of works [65–67].
Further, as we will show in Section 5, an analogous classical regression formula turns out to be equivalent
to the classical definition of Markovianity.
3.5. System interventions
From an operational perspective, the multitime statistics of system operators, as discussed in the previous
section, can be regarded as the description of the effect of (measurement) operations performed on the system
at different times. The intuition behind classical Markovianity, that the future evolution depends only on
the present state, suggests that the future evolution, given the present state, should be independent of any
earlier interventions on the system. This motivates a concept of quantum Markovianity that corresponds to
the dynamical map for the system, from any time t onwards, being independent of any system interventions
at times prior to t. This operational approach to quantum Markovianity is not only conceptually natural, but
is also tightly related to applications. Specifically, quantum control technologies typically involve performing
interventions (including unitary operations and measurements) on a quantum system with some goal in mind.
The question of how to model such interventions, and whether they will be effective, is linked to whether
the system evolution is Markovian in the operational sense described here. In the following sections, we will
discuss this idea in two concrete scenarios.
3.5.1. Failure of dynamical decoupling
As discussed in Section 2, due to the interaction with the environment an OQS will typically gradually
lose its purity, a process known as decoherence. This is one of the main obstacles for the applications of
quantum technology [68]. Fortunately, there are many methods that have been proposed and developed
to protect the quantum system from decoherence [69–71]. Among them, one particularly relevant to this
report is the dynamical decoupling (DD) method [72, 73].
The idea of DD is to apply a sequence of pre-defined unitary operations on the system at specific times,
referred to as the control sequence, such that the decoherence is almost cancelled at the end of the sequence.
Consider the simplest example: the spin echo effect introduced by Hahn [74]. This concerns the dephasing of
a single qubit in the σˆz basis due to a random Hamiltonian κσˆz, where κ is a constant-in-time variable, arising
from the environment, with some probability distribution. If the system Hamiltonian is also proportional to
σˆz then one could eliminate both the self-evolution and the decoherence between time t0 and t2 by applying
the operator Uˆ = σˆx at times t1 = t2/2 and t2. These operations flip the sign of σˆz at the intermediate
time and so the evolution in the second half of the period reverses that in the first half. This works because
the environment is extremely non-Markovian — the fact that the Hamiltonian is constant in the interaction
frame means that the correlation time of the bath is infinite. (For the definition of the bath correlation
time in general, see Section 3.2.) More generally, for DD to work it is necessary that the time scales of the
control sequence (the duration of each unitary operation, and the time-separation between operations) are
much smaller than the correlation time of the bath [73]. Owing to its effectiveness and applicability, DD
has been widely applied in quantum science and technology [75–77].
The dynamics of a DD control sequence from time t0 to t can be described by a map Htt0 (where the
letter H is chosen in honour of Hahn), defined on B(Hs) by:
Htt0Xˆ = Tre
[
U ttn(Vn ⊗ Ie) . . . U t2t1 (V1 ⊗ Ie) U t1t0 [Xˆ ⊗ ρe(t0)]
]
. (39)
Here Xˆ ∈ B(Hs), Ie is the identity map on B(He), and {Vj}nj=1 is a set of unitary maps on B(Hs)
representing the controls. These controls are interventions on the system which, in this case, happen to be
unitary. For ‘memoryless’ dynamics, the past interventions are irrelevant to the future dynamics, as argued
above. This would result in the failure of DD as per the box below, which we call only a (sufficient) condition
for the failure of DD because there might be other ways that DD could fail.
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Criterion 1 (Condition for Failure of Dynamical Decoupling). The OQS dynamics {U tt0}
and ρe(t0) suffers failure of dynamical decoupling (FDD) if, for any n and all {tk}nk=1, there ex-
ist a set of CPTP maps on B(Hs), {Qtk+1tk }, such that for all unitary control sequences {Vˆk}nk=1, with
Vˆk ∈ U(Hs),
Htt0 = QttnVtn . . . Qt2t1Vt1Et1t0 , (40)
where the Hahn map Htt0 is defined in Eq. (39).
The condition (40) implies a complete failure of DD because any decoherence is caused by the dynamical
maps Q, and, if Eq. (40) holds, then DD does nothing to eliminate such decoherence.7 As noted above, DD
cannot eliminate quantum noise at frequencies higher than the frequency of the control operations (‘pulses’).
In the limit of quantum white noise, where there is noise at all frequencies, DD will fail, in the manner of
Eq. (40), no matter how many pulses are employed in a given time.
We will show in subsection 4.1.3 that FDD is indeed a logical consequence of the assumption of QWN,
and of the more general concept of PFI. Note that this is consistent with the results of Ref. [78], that,
under some assumptions that seem physically reasonable, DD is always possible. This is because the QWN
Hamiltonian, describing a quantum field, violates the assumptions of Ref. [78], as does any unitary satisfying
PFI. The relation of DD to quantum Markovianity has been recently discussed [79–81], and was linked to
issues in quantum foundations in Ref. [78]. Finally, it is worth emphasizing that because we give only
a sufficient condition for FDD, we cannot make any logical implications from FDD to other concepts of
Markovianity in Fig 1. However, given any concept of Markovianity that implies FDD, we can make a
converse deduction. That is, success, however limited, of DD is a meaningful concept of non-Markovianity.
3.5.2. Reinterpreting the general quantum regression formula
Inspired by the preceding section on DD, we now revisit the general quantum regression formula, defined
in Section 3.4.2, from a more operational perspective. First, Eq. (37) can be rewritten in the equivalent
form
Tr[CnU tntn−1 . . . C1U t1t0 C0ρse(t0)] = Trs[CnE˜tntn−1 · · · C1E˜t1t0 C0ρs(t0)] . (41)
Second, note that any linear map on the system can be written in the formMXˆ = ∑r Aˆ(r)XˆBˆ(r) for some
set of corresponding operators {Aˆ(r), Bˆ(r)}. Recalling that CjXˆ := AˆjXˆBˆj for arbitrary system operators
Aˆj and Bˆj , Eq. (41) is then equivalent to the condition
ρs(tn|M0, . . . ,Mn−1) := Tre
[
U tntn−1Mn−1 . . .U t0t1M0ρse(t0)
]
= E˜tntn−1Mn−1 . . . E˜t1t0M0ρs(t0) , (42)
for arbitrary linear mapsM0, . . . ,Mn−1 on B(Hs) applied to the system at respective time t0, . . . tn−1. It is
straightforward to show, moreover, that equivalence with GQRF still holds under the restriction that these
mapsMj are completely positive,8 thus corresponding to physical operations that act locally on the system.
7The reader might think we could define a stronger condition, such as requiring that the purity of the system be unaffected
by any unitary controls. However, this is not possible. The controls do still affect the state of the system, and with a Markovian
bath (in the sense that the correlation time of the bath approaches to zero, for example the QWN dynamics in Section 3.2), it
could still be possible, for example, to transfer population from a high-decoherence subspace to a low-decoherence subspace,
within the system’s Hilbert space. This could be a useful decoherence-minimization control strategy, but it is not the mechanism
of DD, which specifically works by taking advantage of a nonzero bath correlation time.
8Any general linear mapM can be written as a linear combinationM =M++ iM−, whereM+(Xˆ) := 12 (MXˆ+[MXˆ†]†)
and M−(Xˆ) := 12i (MXˆ − [MXˆ†]†) map Hermitian operators to Hermitian operators. Further, any map N that preserves
Hermiticity can be written as the difference of two completely positive maps N = N 1−N 2 [82]. Thus, a general linear mapM
can always be written as the linear combination, M = (M1+ −M2+) + i(M1− −M2−), of four CP maps. Noting that Eq. (42)
is linear in the maps Mj , it immediately follows that it is valid for all linear maps if and only if it is valid for all CP maps.
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It follows that the interpretation of GQRF is also related to FDD. Our condition Eq. (40) for the latter
says, roughly, that unitary interventions on the system in the past have no effect on its future evolution,
given its present state. The former relaxes the condition of unitary interventions by allowing arbitrary
interventions describable by CP maps, which could include conditional operations (measurements with a
particular result), as well as unconditional operations (CPTP maps) 9. This concept of Markovianity from
GQRF is quite similar to the one used by Lindblad in Ref. [65], and Accardi, Frigerio, and Lewis in Ref. [83].
It can be shown to be equivalent to the definition of quantum Markovianity recently suggested by Pollack et
al. [84, 85], based on “causal interventions” (see also Ref. [86]). In particular, such interventions correspond
to the special case that Mn−1 in Eq. (42) is a replacement map, with Mn−1Xˆ ∝ ρ′ for some fixed system
state ρ′, and the remaining Mj being CPTP maps.
3.6. Environment interventions
An information-based approach to the study of quantum systems has been extensively employed in
parallel with the progress in the thriving field of quantum information [87–89]. In general there will be
information flow in both directions between the system and the environment. This allows the system
evolution to be influenced by information about its earlier state encoded in the environment, as shown
in Fig. 3(a). Intuitively, this is a non-Markovian flow of information. This possibility may, however, be
excluded by passing the environment alone through a certain artificially introduced channel, which breaks its
correlations with the system, as illustrated in Fig. 3(b). If this hypothetical intervention on the environment
were to make no difference to the system evolution, we could conclude that the system evolution was
Markovian to begin with. This formulation of Markovianity in terms of interventions on the environment is
thus complementary to that involving interventions on the system as discussed in Section 3.5.
A mathematical description of the above is as follows. Consider the evolution of the system from time
t0 up to t2, in the case where a decorrelating quantum channel D has been applied to the environment
at an intermediate time t1 (see Fig. 3(b)). Say this environment intervention removes a particular type of
system–environment correlation without affecting the final system state, i.e.,
Tre
[U t2t1 (Is ⊗D) U t1t0 ρse(t0)] = Et2t0 ρs(t0) , (43)
where Is is the identity map on B(Hs), and Ett0 is the dynamical map for system evolution in Eq. (11).
Then there is no information backflow into the system via such a correlation. We will first consider two
natural classes of completely decorrelating channels, giving rise to two corresponding definitions of quan-
tum Markovianity. In addition, we will consider a decorrelating channel that does not remove all corre-
lations between system and bath, but does remove all quantum correlations. This last is achieved by an
entanglement-breaking channel, under which there may still be information backflow, but no quantum in-
formation backflow. This cannot be considered a definition of quantum Markovianity, but is an interesting
concept in its own right, with relations to other concepts in our hierarchy.
Before proceeding, it is worth pointing out that the terminology ‘information flow’ has been widely used in
the study of quantum non-Markovianity, but based on a variety of different criteria. For example, in Ref. [20]
a change in the distinguishability of system states has been interpreted as information flow, and quantified by
trace distance. Entanglement measures [90], entropic measures [25, 91] and quantum Fisher information [92]
are also considered to quantify information flow. Moreover, an ensemble-based interpretation of information
flow has been proposed in Ref. [93]. However, these approaches are either a necessary consequence of, or
equivalent to, divisibility of the dynamical map (see Section 3.8.1), which is very different from the explicit
considerations of information in terms of environment interventions that we employ here. Indeed, these
approaches do not rely on actual system–environment interactions and correlations at all. The hierarchy
relations between them will be discussed in Sections 4.1.4 and 4.3.2.
9Given the similarity of the two concepts, one might think that if we had made Eq. (40) a definition of FDD, then it would
have the same implications as GQRF when one considers the case of no interventions. This is not the case, however, as we have
made Eq. (40) as weak as possible by requiring only that the system dynamics be described by a family of CPTP maps {Qtk+1tk }.
By contrast, in GQRF, we imposed the strong restriction that these CPTP maps be the maps {E˜tk+1tk } generated on this interval
from the unitary evolution starting with an independently evolved environment state ρ˜e(tk).
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(a) Information flow in OQS dynamics
U t2t1
⇢s(t0)
⇢e(t0)
U t1t0
⇢s(t2)
⇢e(t2)D
(b) Information flow blocked due to a decorrelating intervention upon the environment
Figure 3: OQS dynamics under an intervention on the environment. The dark orange lines indicate the direction of the dynamics,
and the thick blue lines indicate information flow from the system to the environment and back again. The intervention is chosen
to remove a given type of system–environment correlation, via a decorrelating quantum channel D. If the system evolution is
invariant under this intervention, then it is not influenced by a flow of information from the correlation back into the system,
and may be associated with a corresponding type of quantum Markovianity. We consider three types of decorrelating channel
in the main text: environment-reset channels, factorization channels, and entanglement-breaking channels.
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3.6.1. Composability
The first type of decorrelating channel we introduce is a factorization channel, denoted by F , through
which the environment is reset to the initial state ρe(t0) modulo a local unitary transformation (correspond-
ing, for example, to an interaction frame). That is, there exists a unitary operator Wˆ tt0 ∈ U(He) such
that
Ft Xˆ := Tre[Xˆ]Wtt0ρe(t0) =: Tre[Xˆ] ρ˜e(t) (44)
for all Xˆ ∈ B(He). The action of Ft on a joint system-environment state is thus
(Is ⊗Ft) ρse(t) = ρs(t)⊗Wtt0ρe(t0) . (45)
Such a resetting of the environment is closely related to the factorization approximation discussed in Sec-
tion 3.1, where the latter is equivalent to
ρse(t) = (Is ⊗Ft) ρse(t) = ρs(t)⊗ ρ˜e(t) .
The environment-reset channel clearly removes all correlations between the system and environment.
Hence, as discussed at the beginning of this section, there can be no information backflow if the system
evolution is invariant under such a reset. This corresponds to D = Ft1 in Eq. (43), leading to the following
concept of quantum Markovianity, for which we have coined the term composability:
Definition 6 (Composability). The OQS dynamics {U tt0} and ρe(t0) is composable if and only if
for all times t2 > t1 > t0, there exists a Wˆ
t1
t0 ∈ U(He) such that
Et2t0 Xˆ = Tre
[
U t2t1 (Is ⊗Ft1)U t1t0 [Xˆ ⊗ ρe(t0)]
]
(46)
for all Xˆ ∈ B(Hs), where Ft is defined in Eq. (44).
The term ‘composability’ is motivated by the more condensed but equivalent definition that
Et2t0 = E˜t2t1 Et1t0 , (47)
where E˜t2t1 is the generalized dynamical map defined in Eq. (36) in terms of the unitarily evolved environment
state ρ˜e(t). Composability has a natural physical interpretation: that the system evolves as if the factoriza-
tion approximation held. That is, it is possible to make the FA (16) at any time t, and the future evolution
of the system will be the same as if that approximation had not been made. This does not mean that the
FA must hold for composability to hold, which is fortunate because, as discussed in Section 3.1, the FA is
unphysical. In fact, composability follows naturally from PFI, which is physically reasonable. Thinking in
terms of the train model discussed in Section 3.3, the unitary map W on the environment moves the train
along so that the system continually interacts with a new part of the environment. The system becomes
correlated with the past carriages but is uncorrelated with the future carriages. Imagine now a second train
that begins in the same state, and moves in parallel and in synchrony, but does not interact with the system
(this describes an environment evolving only under the unitary map W). Now say the factorization channel
F is applied to the first train at time t. This changes its state into that of the second train, enforcing the
FA at that time. But this has no effect on the future (yet-to-interact) carriages, and the future evolution of
the system will remain the same as before, as expressed by Eq. (46).
By recursively applying Eq. (47) to a time sequence t > tn > · · · > t1 > t0, it follows that composability
is equivalent to
Ett0 = E˜ttn E˜tntn−1 · · · E˜t1t0 . (48)
This condition may be recognized as a special case of the general quantum regression formula as given in
Eq. (41), corresponding to Cj ≡ Is. Thus, composability is a weaker formulation of quantum Markovianity
than GQRF. Composability is of particular interest in that it is in fact rather centrally placed within the
hierarchy of definitions of quantum Markovianity, as will be seen in Section 4 (see also Fig. 1).
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3.6.2. No information backflow
While composability is a sufficient condition for no backflow of information from the environment to the
system, it assumes a specific form, F , for the decorrelating channel D. Thus a natural generalization of the
definition (which in this case means to weaken this concept) is to allow D to be any channel that removes all
correlations between the system and environment at time t1. We call these replacement channels, meaning
that there exists an environment state σe(t) such that
Rt Xˆ := Tre[Xˆ]σe(t) (49)
for all Xˆ ∈ B(He). The action of Rt on a joint system-bath state follows as
(Is ⊗Rt) ρse(t) = ρs(t)⊗ σe(t) . (50)
Note that σe(t) here is an arbitrary environment state, which is not necessarily unitarily equivalent to the
initial state ρe(t0). Similarly to the factorization channel, the replacement channel also implies that the
system evolution from time t to any later time is described by a CPTP map (see Section 2). Replacing D
by Rt1 in Eq. (43), we formulate the idea of no information backflow as follows:
Definition 7 (No Information Backflow). The OQS dynamics {U tt0} and ρe(t0) exhibits no in-
formation backflow if and only if for all times t2 > t1 > t0, there exists an environment state σe(t1)
such that
Et2t0 Xˆ = Tre
[
U t2t1 (Is ⊗Rt1)[ U t1t0 [Xˆ ⊗ ρe(t0)]]
]
(51)
for all Xˆ ∈ B(Hs), where Rt is defined in Eq. (49).
Note from this definition that one can define another CPTP map Qt2t1 , with respect to σe(t1), as
Qt2t1Xˆ = Tre
[
U t2t1
[
Xˆ ⊗ σe(t1)
]]
(52)
for all Xˆ ∈ B(Hs) . A formula similar to Eq. (47) then naturally follows from Eq. (51):
Et2t0 = Qt2t1 Et1t0 . (53)
Furthermore,by recursively applying Eq. (51) for a time sequence t > tn > · · · > t1 > t0, it follows that,
similarly to Eq. (48),
Ett0 = QttnQtntn−1 . . . Et1t0 . (54)
Thus no information backflow (NIB) captures, in a more general way than composability, the idea that
information lost from the system, whether stored in the bath or in the system–bath correlation, should
never affect the system dynamics at later times. In fact, it is the most general characterization of this idea
of quantum Markovianity. We note finally that the multi-time formula for NIB, Eq. (54), can be obtained
as a special case of FDD, as per Eq (40), by setting all system unitary operators Vˆk to the identity operator.
3.6.3. No quantum information backflow
The factorization and replacement channels remove all correlations, classical and quantum, between the
system and the environment. However, it is of interest to consider the class of decorrelating channels that
remove only the quantum correlations. By this we mean channels that remove all entanglement between
the system and environment at a given time t. These are just the well known entanglement-breaking
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channels [94], which we denote as B, through which the combined state is transformed into a separable
state. Such a channel has the general form of a measure-and-prepare operation on the environment [94]:
BtXˆ :=
∑
k
Tre[Fˆk(t)Xˆ] σ
k
e (t) (55)
for all Xˆ ∈ B(He), with {Fˆk(t)} being a positive-operator-valued measure (POVM) on the environment and
σke (t) being the re-prepared environment state for measurement result k. The action of this channel on a
joint system–environment state is:
(Is ⊗ Bt)ρse(t) =
∑
k
pk(t) ρ
k
s (t)⊗ σke (t) , (56)
where pk(t) and ρ
k
s (t) are implicitly defined via pk(t)ρ
k
s (t) = Tre[ρse(t)Fˆk(t)].
If the system evolution is not affected after applying channel Bt, then, following the same style of
argument as for NIB, any quantum information that flowed from the system to the environment before time
t does not flow back after time t. Formally, we define no quantum information backflow (NQIB) as follows:
Definition 8 (No Quantum Information Backflow). The OQS dynamics {U tt0} and ρe(t0) ex-
hibits no quantum information backflow if and only if for all times t2 > t1 > t0, there exists an
entanglement-breaking channel Bt such that
Et2t0 Xˆ = Tre
[U t2t1 (Is ⊗ Bt1) [U t1t0 [Xˆ ⊗ ρe(t0)]]] (57)
for all Xˆ ∈ B(Hs), where Bt is defined in Eq. (55).
Note that NQIB does not prohibit classical information backflow, and hence we do not propose it as a
good definition of Markovianity for quantum systems.10 However, it is an obvious concept to consider, given
NIB, and is related to other concepts of interest in the context of quantum Markovianity. In particular, the
definition of NQIB, implies that the system dynamics is not affected, on average, by employing at least one
sort of measurement on the environment. That is, information about the system flowing to the environment
could be collected by a measurement on the environment, providing better knowledge about the system
state than the dynamical map provides, while remaining consistent with that map on average. Doing this
repeatedly is the essential idea of quantum unravellings [7], as will be discussed next.
3.7. Quantum unravellings
As discussed in Section 2 and elsewhere, the loss of purity that is typical for the state ρs of an OQS is due
to tracing over the environment. This amounts to throwing away any information that has leaked from the
system into the environment (or into correlations with it). However, such information need not be thrown
away. Rather, it is possible to perform measurements on the environment and thereby regain some, or even
all, of the lost information, thereby producing a more pure system state conditioned upon that information.
Moreover, as discussed in the preceding section, under a Markovian-type assumption it is possible to do this
without altering the future evolution of the system, when averaging over the result obtained. Finally, it may
be possible to repeat such measurements at arbitrarily close times (a process we call monitoring), thereby
producing a stochastic quantum trajectory [95] for the conditional system state, while still not affecting the
average evolution of the OQS. In the best situation, if the system begins in a pure state then its conditional
states will remain pure. In this case we refer to the set of such quantum trajectories, for some particular
choice of measurement, as a pure-state unravelling (PU) of the OQS dynamics. The idea is that the average
10We note it could be argued that no quantum information backflow (NQIB) captures a ‘quantum’ concept of memorylessness,
and thus is related to quantum Markovianity. In particular, an OQS satisfying NIQB cannot access any quantum memory
from its environment, but can access classical memory.
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evolution of ρs(t) can be regarded as a knitting together of pure state trajectories, which can be unravelled
by a suitable monitoring of the environment [95, 96].
One notable application for quantum unravellings is quantum feedback control technology, which plays an
important role in engineering quantum systems [12]. Roughly, through the monitoring on the environment,
the outward-flowing information is collected by the observer, who can estimate the system state in real time.
This conditioned state represents the observer’s best knowledge of the system, based on which the observer
can design control signals for the system to manipulate it in an optimal way. Technically, this requires high-
speed feedback such that the delay time in applying the control signal is much smaller than the response
time of the system. This is feasible with some current technologies, and thus the idea of feedback control
has been successfully applied to various different quantum systems [97–99].
The possibility of PU arises most naturally if the system and environment, in the absence of measurement,
are in an entangled pure state. This will always be the case if the initial system and bath states are pure.
Requiring ρs(t0) to be pure is not a restriction on the OQS dynamics (these are defined by ρe(t0) and {U tt0}),
and is unavoidable if we want the conditioned system state to be pure at all times. However, requiring
ρe(t0) to be pure would be a significant restriction on the OQS dynamics. Fortunately, such a requirement
is not strictly necessary. Because we are considering measurements on the environment, we can allow a
measurement at time t0 to put the environment into a pure state |φi(t0)〉e. If we restrict this measurement
to being performed in the basis that diagonalizes the initial bath state, ρe(t0) =
∑
i ℘i|φi(t0)〉e〈φi(t0)|,
then the measurement will not change this unconditioned environment state, and hence will not change the
average evolution of the OQS. Any subsequent rank-one measurement (see e.g. [12]) of the environment will
then collapse the system into a pure state |ψr|i(t)〉s:
e〈r|Uˆ tt0 |ψ(t0)〉s|φi(t0)〉e =
√
pr|i(t) |ψr|i(t)〉s. (58)
Here {|r〉}r forms a basis for the environment, r labels the result of the measurement in that basis at time
t, and pr(t) is the probability of obtaining that result. It is trivial to verify that the system state, averaged
over all possible results r and i, is the same as it would have been with no measurement:∑
i
℘i
∑
r
pr|i(t)|ψr|i(t)〉s〈ψr|i(t)| = Ett0 |ψ(t0)〉s〈ψ(t0)|. (59)
As the above argument shows, the existence of a random pure conditioned system state at an arbitrary
time t, that reproduces the dynamical map from t0 to t, is universal for open quantum systems. It therefore
has no relation to Markovianity. But what we require for a pure unravelling is a much stronger condition:
that it is possible to induce such a conditioned state for each of an arbitrary set of times t0 < t1 · · · < tn,
by measuring the environment at all these times, all the while leaving the average system state unchanged.
Both the initial measurement, and any further measurements on the bath at later times, will, in general, have
unpredictable outcomes r0, r1, . . . , rn, hence making the unravelling a stochastic process. We will denote
the collection of results up to and including at a given time tj by a single index rj = r0, r1, . . . , rj . Under
the conditions being considered, this indexes an ensemble of pure states {℘rj (tj) pˆirj (tj)}rj at any of the
times tj . Here we use the notation pˆi to represent a rank-one projector on Hs, and the weighting ℘ which
multiplies it is the probability with which it occurs in the ensemble.
To state our formal definition of pure unravellings, we introduce one more piece of notation,Mj = {Mjrj},
for the bath measurement at time tj . HereMjrj is an operation [12] (a completely positive trace-decreasing
map on B(He)) that acts on the bath state when result rj is obtained at time tj , reducing the trace of
the state by a factor equal to the probability of that result being obtained. The corresponding POVM
is given by {Mj†rj Iˆ}. Note that the POVM elements need not be rank-one. We refer to the collection{M0,M1, · · · ,Mn} (which may be chosen adaptively, dependent upon the result of measurements at earlier
times) as a measurement scheme.
Since we are allowing non-projective measurements, we will replace the earlier restriction, that the
measurement at time t0 be in the diagonal basis of ρe(t0), by the less restrictive requirement that it not
change the initial state on average: M0ρe(t0) = ρe(t0). Here Mj :=
∑
rj
Mjrj denotes the CPTP map
corresponding to averaging over all measurement results. Thus we can formalize PU as follows:
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Definition 9 (Pure Unravelling). The OQS dynamics {U tt0} and ρe(t0) admits a pure unravelling
description if and only if, for any initial pure system state pˆi(t0) = |ψ(t0)〉s〈ψ(t0)|, and for any finite se-
quence of times tn > · · · > t1 > t0, there exists at least one measurement scheme {M0,M1, · · · ,Mn}
on the environment which, at each time tj in the sequence, induces a conditional pure system state
ensemble {℘rj (tj) pˆirj (tj)}rj such that∑
rj
℘rj (tj) pˆirj (tj) = Etjt0 pˆi(t0) , (60)
and for whichM0ρe(t0) = ρe(t0). Formally, a pure unravelling induces, for a given initial state pˆi(t0),
an ensemble {Υ(pˆi(t0), rn)}rn of quantum trajectories, each of the form
Υ(pˆi(t0), rn) ≡ [pˆi(t0)→ ℘r1(t1) pˆir1(t1)→ . . . → ℘rj (tj) pˆirj (tj)→ . . . → ℘rn(tn) pˆirn(tn)] .
From the definition, it is easy to see that an OQS satisfying past–future independence immediately
admits a pure unravelling description. Since a pure unravelling, as just defined, allows one to conditionally
purify the initial environment state, the PFI assumption means that at any time tj the system and the past
part pj of the environment will be in a pure entangled state. Hence a suitable measurement on the pj part
of the environment will purify the system at time tj . But this indirect extraction of information about the
system can be performed without affecting the future fj part of the environment, and hence will not affect
the the system’s future dynamics on average.
The idea of PU is also clearly related to that of NQIB, as discussed in the preceding section, since the
measurements on the environment that project the system into a pure state at each time tj clearly breaks
any entanglement between the system and the environment. Note, however, that for our concept of a pure-
state unravelling it is not necessary to assume that the measurements performed on the environment realize
an entanglement-breaking channel. The measurements must break entanglement for the actual system–
bath state (which may be conditioned on past measurement results), but there is no requirement that it
break the entanglement for an arbitrary system–bath state, as there would be if it were required to be an
entanglement-breaking channel. The logical relation between PU and NQIB will be discussed in more detail
in subsection 4.1.5.
For the case of continuous time, we can consider the limit where tn is held fixed, equal to T , say, while n is
increased so that the time between measurements decreases towards zero. In this limit, we obtain the typical
idea of a quantum trajectory: a conditioned system state that is always pure, and evolves stochastically
in time. There are different types of such evolutions, including quantum jumps [100–103], and quantum
diffusion [95, 104–106]. Of course, in reality, any measurement on the bath yielding a meaningful result will
take a finite time, referred to as the measurement time τm. Recall that for the system to be described by
quantum white noise (see Section 3.2), it is necessary that the bath-correlation time τe be much shorter than
relevant system time scales τs. In this case, a continuous-time limit of pure state unravellings makes sense
as long as τe  τm  τs. The first of these inequalities is necessary for the measurement not to disrupt the
future evolution of the system, while the latter is necessary to be able to say that the system state is pure
at all times.
The reader has probably already noticed that the possible single-time conditioned system pure state in
Eq. (58) depends on the choice of basis {|r〉} in which the environment is measured. This is the phenomenon
ubiquitous to pure bipartite entangled states first noted by Einstein, Podolsky, and Rosen [107] and subse-
quently called ‘steering’ by Schro¨dinger [108]. For some OQSs, this dependence on the measurement choice
can be generalized to multiple-time measurements, giving rise to different pure-state unravellings. For ex-
ample, in the context of quantum optics, we can characterize different measurement schemes by the type of
quantum trajectories they induce in the emitting system: counting photons in emitted field induces quantum
jumps in the system, while homodyne detection (interfering the emitted field with a strong ‘local oscillator’
field prior to detection) induces quantum diffusion [12] The latter example actually includes infinitely many
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different types of quantum diffusion, depending on the phase of the local oscillator field.
For the purpose of relating to other concepts in our Markovian hierarchy, it is useful to introduce a
separate concept from PU above, namely many pure unravellings (MPU). By this we mean the existence of
infinitely many distinct PUs, which we formalize as follows:
Definition 10 (Many Pure Unravellings). The OQS dynamics {U tt0} and ρe(t0) admits many
pure unravelling descriptions if and only if PU is satisfied and, moreover, for some initial system
state pˆi(t0), there exists an infinite-cardinality set S of pure unravellings, each element of which
induces an ensemble {Υ(pˆi(t0), rn)}rn of quantum trajectories Υ(pˆi(t0), rn) (see Definition 9) which
is distinct from the ensemble induced by every other unravelling in S.
As we will see in Section 4.1.5, PU and MPU have different relations to concepts in our quantum
Markovianity hierarchy. The latter, of course, is stronger, and relates to stronger concepts of quantum
Markovianity. Another related concept, introduced in Section 3.8.5, is that of the existence of a stochastic
simulation scheme using pure states to efficiently simulate the dynamics of an OQS [101, 109]. This is
a distinct concept because an ensemble of pure-state trajectories may be useful as a numerical tool for
simulating an OQS without corresponding to anything physically realizable by a measurement scheme on
the bath. By contrast, the physical realizability of quantum unravellings has technological applications (as
discussed earlier), as well as being important conceptually.
3.8. Concepts deriving from the dynamical map
In the preceding subsections, we have explored possible definitions of quantum Markovianity based on
the character of the interaction between the system and the environment, as defined by ρe(t0) and U tt0 . In
this subsection we take a different approach, focusing on the mathematical structure of the dynamical map
Ett0 , without any reference to physical details of the system–environment interaction. This approach has been
more favoured by some groups of physicists, especially in mathematical physics and quantum information.
It leads to definitions of quantum Markovianity that are mathematically simpler. However, they correspond
to classical concepts which are strictly weaker than the classical definition of Markovianity in Eq. (1).
3.8.1. Divisibility
Divisibility of a dynamical map corresponds to the property that the evolution of the system between two
times t2 ≥ t1 can be described by a quantum information channel, i.e., by some CPTP map that takes any
state ρs(t1) at time t1 to the corresponding state at time t2. Thus, no memory about the system state prior
to t1 is required to describe its later evolution, and in this sense divisibility may be viewed as a Markovian
property.
Wolf and Cirac originally considered only a particular subclass of divisible dynamical maps to be ‘Marko-
vian’ [110] (see also Section 3.8.2). Rivas et al. subsequently suggested taking divisibility itself as a definition
of quantum Markovianity [13, 21]. Formally, divisibility is defined as follows:
Definition 11 (Divisibility). The dynamical map {Ett0} is divisible if and only if for all times
t2 ≥ t1 ≥ t0, there exists a CPTP map Qt2t1 such that
Et2t0 = Qt2t1 Et1t0 . (61)
It is seen that divisibility formally generalizes the notion of composability in Eq. (46). Recursively
applying this definition to consecutive times tn > tn−1 > · · · > t1 > t0, it further follows that divisibility is
equivalent to the existence of a corresponding set of CPTP maps {Qti+1ti }n−1i=1 satisfying
Etnt0 = Qtntn−1 Q
tn−1
tn−2 · · · Et1t0 , (62)
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similarly to Eq. (48) for composability and Eq. (54) for no information backflow (where the latter equations
further restrict the form of Qti+1ti ).
Finally, to avoid possible confusion, it is worth mentioning that divisibility of the dynamical map should
be distinguished from the related property of infinite divisibility [110, 111]: a CPTP map M is infinitely
divisible if and only if for every positive integer n it has the form M = (Mn)n, for example, when the
dynamical map corresponds to a continuous-in-time dynamical semigroup (defined below).
3.8.2. Dynamical semigroups
Up until the 1970s, the study of the dynamics of open quantum systems was dominated by the use
of time-homogeneous master equations. In this context, a concept of quantum Markovianity which was
natural to consider was that of the dynamical semigroup. This terminology was introduced by Kossakowski et
al. [112, 113], but the same idea was employed under different names at that time. For example, Davies [114]
called processes with this property “quantum stochastic processes” and Accardi [115] called them “stationary
noncommutative Markov processes”. In this report, we follow Ref. [113] in referring to a one parameter
semigroup as a dynamical semigroup, but generalize such semigroups to include discrete times, as follows:
Definition 12 (Dynamical semigroups). The dynamical map {Ett0} form a dynamical semigroup
if and only if for any r, s ≥ 0, it satisfies
Et0+r+st0 = Et0+rt0 Et0+st0 . (63)
In particular, noting for t = t0 that the dynamical map reduces to Et0t0 = Is, i.e., to the identity map
on B(Hs), the composition condition (63) implies that St := Et0+tt0 generates a one-parameter commutative
semigroup {St}, with
St1+t2 = St1St2 = St2St1 , S0 = Is . (64)
Note that Definition 12 also includes discrete time dynamics, with a fixed time interval ∆ between evolutions
such that tk − t0 = k∆ ∈ {0,∆, 2∆, . . . }, with k ∈ Z+. Letting S := S∆, it then follows that Eq. (64) is
satisfied with
Stn = (S)n . (65)
Another way to state the concept of a dynamical semigroup is that the evolution of the system state is
time-homogeneous: ρs(t2) = Et0+(t2−t1)t0 ρs(t1). Some mathematical physicists have regarded the semigroup
property as a definition of quantum Markovianity. For example, both Davies [114] and Kossakowski [112]
treated Eq. (63) as the quantum generalization of the classical Chapman-Kolmogorov equation (see also
Section 5.1.4), with Kossakowski explicitly identifying it as the condition for a “quantum Markov process”.
3.8.3. GKS-Lindblad-type master equations
For the case that the semigroup in Definition 12 is continuous in time, one can take t1 = t and t2 = dt
in Eq. (64) to give dStdt = LSt, whenever the limit L := limτ→0+(Sτ − Is)/τ exists (see, e.g., Ref. [116]
for sufficient conditions; a simple example where these conditions fail is given in Section 4.2.1). The time-
independent linear map L on B(Hs) is called the generator of the semigroup (since St = eLt). The system
state ρs(t) = St−t0ρs(t0) then obeys the time-homogeneous master equation
dρs(t)
dt
= L ρs(t) . (66)
The explicit form of L for such master equations was characterised by Gorini el al. for finite dimensional
systems [113], and by Lindblad for both finite and infinite dimensional systems (restricted to a bounded
generator) [116]. For this reason, L is often called the Lindblad superoperator, or the Lindbladian. The
equation for ρs(t) is, correspondingly, a strict GKS-Lindblad master equation:
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Definition 13 (Strict GKS-Lindblad master equation). The dynamical map {Ett0} admits a
strict GKS-Lindblad master equation if and only if the dynamics of the system can be written as
dρs(t)
dt
= Lρs(t) := −i[Hˆ, ρs(t)] +
∑
k
D[Aˆk]ρs(t) (67)
where Hˆ is an Hermitian operator (the effective system Hamiltonian) and Aˆk are coupling operators
(also called Lindblad operators). The superoperator D is defined as [12]
D[Xˆ]ρ := XˆρXˆ† − 12 (Xˆ†Xˆρ+ ρXˆ†Xˆ) (68)
for all operators Xˆ ∈ B(Hs).
Equations of the form of Eq. (67) have a long history [117–119] in the study of open quantum systems prior
to the work of Gorini el al. and Lindblad in 1976. Under the type of ‘Markovian’ approximations discussed
in Section 3.1, together with the so-called rotating-wave approximation [11], the standard techniques for
deriving a time-independent master equation for ρs(t) typically yield an equation of the GKS-Lindblad form.
However, there are exceptions. For instance, the so-called quantum Brownian motion master equation [120]
is a time-independent equation for ρs(t) which is not of the GKS-Lindblad form. It can be proven that all
such exceptions correspond to evolution that is not completely positive [113, 121].
In its most general conception, however, a quantum master equation is any time-differential form of the
dynamical map of an OQS. Strict GKS-Lindblad equations are thus only one class of master equations. In
the generic case, following the method developed by Nakajima [122] and Zwanzig [123], a master equation
for an OQS can be formally written as
dρs(t)
dt
=
∫ t
t0
K(t, τ)ρs(τ)dτ , (69)
where K(t, τ), the kernel superoperator on B(Hs), can obviously include non-Markovian memory effects, if
any, on the system dynamics. Under certain conditions, Eq. (69) can be reduced to a time-local differential
equation:
dρs(t)
dt
= Ltρs(t) , (70)
where Lt is a (in general time-dependent) superoperator onB(Hs) [64, 124–126]. A simple sufficient condition
for the existence of such a form is that for all t, Ett0 is differentiable and has a left-inverse (Ett0)−1. Then,
since (Ett0)−1 Ett0 = Is, this implies that Lt = (dEtt0/dt) (Ett0)−1. Following the methods of Gorini et al.
for dynamical semigroups [113], it may be shown that any time-local master equation can be put in the
‘canonical’ form [22]
dρs
dt
= −i[Hˆ(t), ρs] +
∑
k
γk(t)D[Cˆk]ρs (71)
where Hˆ(t) ∈ B(Hs) is Hermitian, the Cˆk(t) are traceless orthonormal operators on B(Hs), i.e.,
Tr[Cˆk(t)] = 0 , Tr[Cˆj(t)
†Cˆk(t)] = δjk , (72)
and the γk(t) are real numbers, called the canonical decoherence rates. The set of canonical decoherence
rates is uniquely determined by the dynamical map (and is invariant under any unitary transformation
ρs(t)→ V(t)ρs(t)), and has been shown to be valuable in characterising various measures of quantum non-
Markovianity [22] (see also Section 6). Note that these ‘rates’ need not be nonnegative, even though Ett0
is a completely positive map [22, 64, 127]. However, for the time-independent case, with γk(t) ≡ γk(t0),
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the rates are always nonnegative and the time-local master equation (71) reduces to a strict GKS-Lindblad
master equation as per Definition 13.
This suggests a natural generalization of strict GKS-Lindblad equations, to a larger class of master
equations that some consider to be Markovian (see, e.g., Ref. [13, 14]):
Definition 14 (Time-dependent GKS-Lindblad equation). The dynamical map {Ett0} admits
a time-dependent GKS-Lindblad master equation if and only if the evolution is described by an
equation of the form of Eq. (71) for which the canonical decoherence rates are nonnegative, i.e.,
γk(t) ≥ 0 (73)
for all k and times t ≥ t0.
If this concept of Markovianity is adopted, an OQS with at least one negative canonical decoherence rate,
γk(t) < 0, then corresponds to a form of quantum non-Markovianity. Note that, since a time-dependent
GKS-Lindblad equation generates a completely positive map over any infinitesimal time interval [22, 113],
it is natural to regard it as the differential form of divisibility as per Eq. (61).
3.8.4. System state distinguishability
Breuer et al. have suggested defining the evolution of an OQS to be Markovian if and only if system
states become less distinguishable over any time period [14, 20]. Noting that the maximum probability of
correctly distinguishing between any two quantum states ρ and σ, having respective prior probabilities w
and 1−w, is given by the Helstrom formula Pdisting = 12 (1 + Tr |wρ− (1− w)σ|)[128], this leads to [14, 129]:
Definition 15 (Decreasing system distinguishability). The dynamical map {Ett0} satisfies de-
creasing system distinguishability if and only if the maximum probability of correctly distinguishing
between any two system states is non-increasing in time, i.e., if and only if
Tr |wρs(t1)− (1− w)ρ′s(t1)| ≥ Tr |wρs(t2)− (1− w)ρ′s(t2)| (74)
for all w ∈ (0, 1), initial states ρs(t0), ρ′s(t0), and times t2 > t1 ≥ t0.
The case of fixed w = 12 was initially considered by Breuer et al. [20], and gives a criterion for decreasing
system distinguishability in terms of decreasing trace distance which is easy to evaluate. Decreasing system
distinguishability has been broadly interpreted in terms of ‘information’ flowing from the system into its
environment, but not vice versa, implying that the environment cannot store and later feed back information
to the system about its earlier history [14, 20]. Note, however, that Definition 15 is, as we will see, strictly
weaker than our more general Definition 7 of no information backflow (NIB) in section 3.6.2.
A stronger argument for considering decreasing system distinguishability as a signature of quantum
Markovianity is that, similarly to divisibility, it mirrors a related property of classical Markovianity [130].
In particular, for any classical Markovian process as per Eq. (1), the probability of correctly distinguishing
between any two probability densities, P (xt) and P
′(xt), at a given time t, is nonincreasing with time [130].
Hence, just as an increase in distinguishability for the classical case implies classical non-Markovianity
(although not vice versa), an increase of system state distinguishability in the quantum case may be taken
to imply quantum non-Markovianity (but, again, not vice versa).
3.8.5. Monte Carlo wave function simulations
The concept of pure-state unravellings (see Section 3.7) was introduced almost simultaneously with
the closely related concept of the Monte Carlo wave function (MCWF) simulation method [101, 131] (see
Ref. [132] for a review). The former concept (unravellings) emphasized that the stochastic quantum trajec-
tory for a pure state represented the evolution of its state conditioned on an ideal continuous measurement.
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The latter (MCWF) instead emphasizes the use of an ensemble of such trajectories to reproduce the proper-
ties of the system state ρs(t) at any time. The MCWF method was originally introduced [101, 131, 133] to
simulate systems obeying a (possibly time-dependent) GKS-Lindblad-type master equation such as Eq. (71).
The solution ρs(t) of the master equation is approximated by the ensemble average E[|ψ(t)〉〈ψ(t)|] over a
finite number M  1 of numerical realizations of the stochastic pure-state evolution. The original MCWF
method [101, 131] involved |ψ(t)〉 undergoing smooth evolution interspersed with quantum jumps, which
corresponds (in quantum optics) to a photon counting unravelling as discussed in Section 3.7. However, it
is equally possible, for any GKS-Lindblad-type master equation, to use a MCWF method with everywhere
continuous but non-differentiable evolution for |ψ(t)〉, corresponding to the diffusive unravellings discussed
in Section 3.7.
It might seem counter-productive to replace a single deterministic equation by an ensemble of stochastic
equations. However, there can be advantages for systems which require a Hilbert space Hs of large dimension
N in order to be represented accurately. In such cases, storing the state matrix ρs requires of order N
2 real
numbers, whereas storing the state vector |ψ〉 requires only of order N . Because of the stochastic evolution
of |ψ(t)〉, further advantages also exist in some cases, via the moving basis method [134]. This uses the fact
that |ψ(t)〉 at any given time t may be describable using a smaller Hilbert space, of dimension n, with the
(often small) additional expense of changing the Hilbert space over time as |ψ(t)〉 changes. For large N , the
time to directly compute the evolution of the state matrix via the master equation can scale as badly as
N4. This compares to the time to compute the ensemble of state vectors via the quantum trajectory which
scales, at worse, as n2M , or just n2 if parallel processors are available. Even though one requires a number
of realizations M  1, reasonable results may be obtainable with M  (N/n)2. For extremely large N
it may be impossible even to store the state matrix on an available computer. In this case the MCWF
method may still be useful, if one only wishes to calculate certain system averages, rather than the entire
state matrix, via E[〈ψ(t)|Aˆ|ψ(t)〉] = Tr[ρs(t)Aˆ]. Areas where this technique has great application include the
quantized motion of atoms undergoing spontaneous emission [131]; analysis of laser cooling schemes [135];
and simulations of many-body quantum systems [136].
Although the MCWF method was originally developed for GKS-Lindblad-type master equations, it has
been adapted in various ways for more general (“non-Markovian”) evolution [137–144]. Using the same
notation as that for PU (see Section 3.7), we can describe the general MCWF method by the following:
Description 1 (Monte Carlo wave function simulation). The dynamical map {Ett0} can be
simulated by a Monte Carlo wave function (MCWF) method if, for any initial pure system state
pˆi(t0) = |ψ(t0)〉s〈ψ(t0)|, and for any finite sequence of times tn > · · · > t1 > t0, it is possible to
numerically generate, in parallel, an ensemble of M pure state trajectories Υ(pˆi(t0), rn), each of the
form
Υ(pˆi(t0), rn) ≡ [pˆi(t0)→ ℘r1(t1) pˆir1(t1)→ . . . → ℘rj (tj) pˆirj (tj)→ . . . → ℘rn(tn) pˆirn(tn)] ,
such that, at each time tj in the sequence,
lim
M→∞
EM [pˆirj (tj)] = Etjt0 pˆi(t0) , (75)
where EM [·] denotes an equally-weighted average over the numerically-generated trajectories. More-
over, the method of generation cannot rely on explicit knowledge of the ensemble average, ρs(t) ≡
Ett0 pˆi(t0).
The last condition is necessary because otherwise it would be completely trivial to perform a MCWF
simulation: simply diagonalize ρs(tj) as an ensemble {℘rj (tj), pˆirj (tj)}, for each tj , and choose pˆirj (tj) =
pˆirj (tj) and ℘rj (tj) = ℘r1(t1) × ℘r2(t2) × · · · × ℘rj (tj). It may not always be obvious, given a simulation
method, to say whether it relies on explicit knowledge of ρs(t). This is one of the reasons we have called
the above a description rather than a definition of the MCWF method, as reflected by the shape of the box
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for this concept in Fig. 1. Another reason is that some generalizations of the MCWF method involve an
auxiliary quantum system [137, 141], and it is a matter of taste as to whether it should be necessary to
generate, actually or potentially, a pure state of the system as initially defined in order to call the technique
a MCWF method.
Despite the resultant vagueness in our characterization of the MCWF concept, we believe it is worth
introducing in the context of a discussion of Markovianity and non-Markovianity, for two reasons. First, it
is implied by concepts we have already introduced, namely divisibility (Section 3.8.1) and the existence of a
pure-state unravelling (Section 3.7), as will be shown in Sections 4.2.2 and 4.3.3, respectively. Thus it links
two branches of our hierarchy. However, it implies neither of those two concepts. In particular, it does not
imply the existence of a pure-state unravelling, and so is a distinct concept from PU. This last point (our
second reason) is often overlooked or misunderstood, and is of great importance for interpreting pure-state
trajectories in the non-Markovian case [145–147].
Finally, we note an additional subtlety: very soon after the introduction of the MCWF method for
Lindblad-type master equations it was noted that they could be used not only for simulating the properties of
ρs(t) at a single time, but also for calculating two-time correlation functions and spectra (Fourier transforms
two-time correlation functions) [148–150]. This required the generalization of evolving for each trajectory, in
parallel with |ψ(t)〉, an additional state-vector. However, it was implicit in those papers that the quantum
regression formula (QRF) holds. Thus, if we were to include this generalization as part of the MCWF
method we could no longer say that MCWF is implied by divisibility; we would need the much stronger
(and qualitatively different) assumption of QRF, from Definition 4. Whether this form of MCWF would
still be implied by PU we leave as an open question.
4. Building the hierarchy
With all Markov-related concepts well defined in Section 3, we are now ready to provide a hierarchy
view on quantum non-Markovianity. To obtain an overall impression, we summarize all relations between
these concepts in Fig. 1. This hierarchy figure consists of many blocks representing different concepts.
Concepts bearing certain physical similarities are coloured in comparable hues. All these concepts fall into
two categories: those based on modelling the interaction between the system and the bath, and those deriving
from the dynamical map, as we have discussed at length in previous sections.
The following discussions on the hierarchy of quantum non-Markovianity are thus mainly divided into
two parts: the system–environment approach (Section 4.1) and the dynamical map approach (Section 4.2).
The bridging of the two approaches then follows (Section 4.3). We provide analytical proofs for logical
relations between these concepts, and counterexamples proving the nonexistence of converse relations where
possible. We discuss conjectures for several unresolved relations in Appendix A.
4.1. The system–environment approach
In accordance with the hierarchy shown in Figure 1, we first go through the system–environment ap-
proach, starting with the factorization approximation.
4.1.1. Factorization approximation and the quantum regression formula
Theorem 1
The factorization approximation (FA) in Definition 1 is a sufficient but not necessary condition for
the quantum regression formula (QRF) in Definition 4.
Proof. We first show the sufficient direction always holds. Given any any two system operators Aˆ and Bˆ,
the correlation function 〈Bˇ(t2)Aˇ(t1)〉 may be rewritten, using the FA ρse(t1) = ρs(t1) ⊗ ρ˜e(t1) = ρs(t1) ⊗
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(Wt1t0 [ρe(t0)]) in Eq (16), as
〈Bˇ(t2)Aˇ(t1)〉 = Trse
[
(U t2†t0 Bˆ)(U t1†t0 Aˆ)ρse(t0)
]
= Trse
[
BˆUˆ t2t1 Aˆρse(t1)Uˆ
t2†
t1
]
FA
= Trse
[
BˆUˆ t2t1 Aˆρs(t1)⊗ ρ˜e(t1)Uˆ t2†t1
]
= Trs
[
BˆE˜t2t1 Aˆρse(t1)
]
. (76)
Here U t1†t0 is defined to be the dual map of U t1t0 , i.e., U t1†t0 Xˆ = Uˆ t1†t0 XˆUˆ t1t0 for all Xˆ ∈ B(Hs). A similar proof
holds for the correlation function of 〈Aˇ(t1)Bˇ(t2)〉 and is given in Appendix B.
The necessary direction, however, does not hold in general. An explicit counter-example can be found in
a model introduced by Accardi, Frigerio, and Lewis [83], which we thus call the AFL model. We present this
model, in the form in which it was recently rediscovered [78], in Appendix C, where we show it satisfies QRF,
but fails FA. Furthermore, as we later show in the proof of Theorem 3, PFI also serves as a counter-example
here. That is, an OQS satisfying PFI will also satisfy QRF, but does not necessarily satisfy FA.
Theorem 2
For an OQS with a finite dimensional Hilbert space, the factorization approximation (FA) in Defi-
nition 1 is a sufficient but not necessary condition for the generalized quantum regression formula
(GQRF) in Definition 5.
Before going to the proof, we first need to point out a limitation of FA (that it only applies to evolution
from t = t0), and how the finite dimensional Hilbert space condition of the theorem overcomes this limitation.
First, for any system operator Xˆ ∈ B(Hs), it follows from FA that, for any t2 ≥ t1 ≥ t0,
U t2t0 [Xˆ ⊗ ρe(t0)] = U t2t1 [(Et1t0 Xˆ)⊗ ρ˜e(t1)] = Et2t0 Xˆ ⊗ ρ˜e(t2) . (77)
The second equality is not in general, however, equivalent to the property
U t2t1 [Xˆ ⊗ ρ˜e(t1)] = E˜t2t1 Xˆ ⊗ ρ˜e(t2) , (78)
which we will call the generalized factorization approximation (GFA). For example, the image of the dynam-
ical map, {Et1t0 Xˆ}, can be a strictly lower-dimensional subset of B(Hs). However, we can show that GFA
does hold whenever the dynamical map is invertible, and that this is always the case for a finite dimensional
system Hilbert space when FA holds.
First, define the ‘time-reversed’ linear map
E¯t2t1 Xˆ := Tre
[
U t2†t1 [Xˆ ⊗ ρ˜e(t2)]
]
(79)
for all Xˆ ∈ B(Hs) and t2 ≥ t1 ≥ t0. It then follows from Eq. (77) that
Et1t0 = E¯t2t1 Et2t0 . (80)
Letting t1 = t0, Eq. (80) further implies
E¯t2t0 Et2t0 = Is . (81)
That is, FA implies the existence of a left inverse for the dynamical map Ett0 . If the condition of a finite
Hilbert space condition is further imposed, E¯tt0 must also be a right inverse [151], i.e., Ett0 is invertible.
Second, another important observation we need from Eq. (77) is that FA implies composability in Defi-
nition 6. In fact, by tracing over the bath on both sides of the second equality of Eq. (77), we have
E˜t2t1 Et1t0 = Et2t0 . (82)
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Finally, it then follows when the dynamical map is invertible that
U t2t1 [Xˆ ⊗ ρ˜e(t1)] = U t2t1 [Et1t0 E¯t1t0 Xˆ ⊗ ρ˜e(t1)] = Et2t0 E¯t1t0 Xˆ ⊗ ρ˜e(t2) (83)
= E˜t2t1 Et1t0 E¯t1t0 Xˆ ⊗ ρ˜e(t2) (84)
= E˜t2t1 Xˆ ⊗ ρ˜e(t2) (85)
for all Xˆ ∈ B(Hs), which is the desired GFA property in Eq. (78). We can now proceed to the proof of
Theorem 2.
Proof. We show the sufficient direction for a particular case of four-time correlation functions. The derivation
is straightforward to generalize to the general case and to higher orders. Given any system operators Aˆ, Bˆ
and Cˆ, Dˆ, the calculation of the correlation function 〈Cˇ(t2)Dˇ(t3)Bˇ(t1)Aˇ(t0)〉 follows under the FA as
〈Cˇ(t2)Dˇ(t3)Bˇ(t1)Aˇ(t0)〉 = Trse
[
(U t2†t0 Cˆ)(U t3†t0 Dˆ)(U t1†t0 Bˆ)Aˆρse(t0)
]
= Trse
[
Uˆ t2†t1 CˆUˆ
t3†
t2 DˆUˆ
t3
t1 Bˆ U t1t0 [Aˆρs(t0)⊗ ρe(t0)]
]
FA
= Trse
[
CˆUˆ t3†t2 DˆUˆ
t3
t2 U t2t1
[
BˆEt1t0 [Aˆρs(t1)]⊗ ρ˜e(t1)
]]
(86)
GFA
= Trse
[
Dˆ U t3t2
[(
E˜t2t1 BˆEt1t0 [Aˆρs(t0)]Cˆ
)
⊗ ρ˜e(t2)
] ]
(87)
GFA
= Trs
[
DˆE˜t3t2
[
(E˜t2t1 BˆEt1t0 [Aˆρs(t0)])Cˆ
]]
, (88)
where Eq. (88) is exactly the same as that predicted by GQRF via Eq. (37).
The necessary direction does not hold. This is because any physical process that can be modelled by
PFI also satisfies GQRF, as later shown in Theorem 3, where such a process certainly fails FA as the system
is correlated with the past part of the bath.
4.1.2. Quantum regression, past-future independence and quantum white noise
Continuing on the discussion of correlation functions, we show that GQRF can be derived from PFI,
where the latter can in turn be derived from QWN.
Theorem 3
Past–future independence (PFI) in Definition 3 is a sufficient condition for the general quantum
regression formula (GQRF) in Definition 5.
It is an open question as to whether the reverse direction of the theorem also holds, i.e., whether PFI and
GQRF are equivalent concepts of quantum Markovianity. This question is briefly discussed in Appendix A,
where we conjecture that PFI is in fact strictly stronger than GQRF.
Before proving the theorem, we need some important corollaries that follow from the definition of PFI.
First, note that from condition (i) in Definition 3 that He = Hp2 ⊗ Hf2 for any time t2 ≥ t0, and hence,
replacing t2 by t1, that He = Hp1 ⊗Hf1 = Hp1 ⊗He21 ⊗Hf2 for all times t2 ≥ t1 ≥ t0. It follows that
Hf1 = He21 ⊗Hf2 . (89)
That is, the future part of the environment at any time also admits a tensor product structure, as mentioned
in Section 3.3. Second, from condition (iii) we have
Uˆ t3t1 = Uˆ
t3
t2 Uˆ
t2
t1 =
(
Uˆ t3t2 (p2)⊗ Uˆ t3t2 (s, e32)⊗ Uˆ t3t2 (f3)
)(
Uˆ t2t1 (p1)⊗ Uˆ t2t1 (s, e21)⊗ Uˆ t2t1 (f2)
)
. (90)
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Ignoring explicit tensor products of identity operators for convenience, we can rewrite Eq. (90) as
Uˆ t3t1 =
(
Uˆ t3t2 (p2)U
t2
t1 (p1)
)(
Uˆ t3t2 (s, e
3
2)Uˆ
t2
t1 (s, e
2
1)
)(
Uˆ t3t2 (f3)U
t2
t1 (f2)
)
=
(
Uˆ t3t2 (p1, e
2
1)U
t2
t1 (p1)
)(
Uˆ t3t2 (s, e
3
2)Uˆ
t2
t1 (s, e
2
1)
)(
Uˆ t3t2 (f3)Uˆ
t2
t1 (e
3
2, f3)
)
, (91)
where the second line follows using Hp2 = Hp1 ⊗He21 from condition (i) and Hf2 = He32 ⊗Hf3 from Eq. (89).
From condition (iii) we also have
Uˆ t3t1 = Uˆ
t3
t1 (p1)⊗ Uˆ t3t1 (s, e31)⊗ Uˆ t3t1 (f3) . (92)
Equation (92) implies that no correlation is established between Hp1 and He31 . Noting He21 ⊂ He31 , it then
follows from Eq. (91) that
Uˆ t3t2 (p2) = Uˆ
t3
t2 (p1, e
2
1) = Uˆ
t3
t2 (p1)⊗ Uˆ t3t2 (e21) . (93)
That is, the unitary on the past part of the environment Hilbert space is factorizable. By a similar argument
it can be shown that the unitary on the future part follows a similar rule:
Uˆ t2t1 (f2) = Uˆ
t2
t1 (e
3
2, f3) = Uˆ
t2
t1 (e
3
2)⊗ Uˆ t2t1 (f3) . (94)
These factorization properties, Eqs. (93) and (94), are essential for defining generalized dynamical maps in
the following proof. The factorizable unitary on the future part further allows us to generalize condition (ii)
to all times. In particular, noting that there is no past part with respect to the initial time t0 (see discussion
in Section 3.3), we have Uˆ t1t0 (p0) = 1ˆ and Hp1 = He10 . Setting the time interval to be from t0 to t1 in Eqs. (92)
and (94), and using condition (ii), we then have
ρse(t1) = U t1t0 (ρs(t0)⊗ ρe(t0)) =
(U t1t0 (s,p1)⊗ U t1t0 (e21)⊗ U t1t0 (f2)) (ρs(t0)⊗ ρp1(t0)⊗ ρe21(t0)⊗ ρf2(t0)) (95)
= ρsp1(t1)⊗ ρe21(t1)⊗ ρf2(t1) , (96)
where ρsp1(t) := Trf1 [ρse(t)], ρe21(t) := Trsp1f2 [ρse(t)] and ρf2(t) := Trsp2 [ρse(t)]. Taking the partial trace over
Hs ⊗Hp1 , it further follows that
ρf1(t1) = ρe21(t1)⊗ ρf2(t1) . (97)
Armed with these results, we now proceed to the proof of the theorem.
Proof. We first prove Theorem 3 for the simplest case of two-time correlation functions, thus showing that
PFI implies QRF. Given any system operators Aˆ and Bˆ, the calculation of the two-time correlation function
〈Bˇ(t2)Aˇ(t1)〉 from PFI follows for t2 ≥ t1 as:
〈Bˇ(t2)Aˇ(t1)〉 = Trse
[
(U t2†t0 Bˆ)(U t1†t0 Aˆ)ρse(t0)
]
= Trse
[
Bˆ Uˆ t2t1 Aˆρse(t1)
]
= Trse
[
Bˆ
(
U t2t1 (p1)⊗ U t2t1 (s, e21)⊗ U t2t1 (f2)
)(
Aˆρsp1(t1)⊗ ρe21(t1)⊗ ρf2(t1)
)]
= Trs
[
Bˆ Tre21f2
[(
U t2t1 (s, e21)⊗ U t2t1 (f2)
)(
Aˆρs(t1)⊗ ρe21(t1)⊗ ρf2(t1)
)] ]
. (98)
Here the third line follows via condition (iii) and Eq. (96), and the partial trace is taken over Hp1 in the
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last line. One further has for any operator Xˆ ∈ B(Hs), using condition (iii) and Eqs. (95) and (96), that
Tre21f2
[(
U t2t1 (s, e21)⊗ U t2t1 (f2)
)(
Xˆ ⊗ ρe21(t1)⊗ ρf2(t1)
)]
= Tre
[(U t2t1 (p1)⊗ U t2t1 (s, e21)⊗ U t2t1 (f2)) [Xˆ ⊗ ρp1(t0)⊗ ρe21(t1)⊗ ρf2(t1)]]
= Tre
[
U t2t1 [Xˆ ⊗Wt1t0 ρe(t0)]
]
= E˜t2t1 Xˆ , (99)
where Wt1t0 := Ip1 ⊗ U t1t0 (e21) ⊗ U t2t1 (f2), and E˜t2t1 is the corresponding generalized dynamical map defined in
Eq. (36). Note that one can modify this choice of Wt1t0 by appending an arbitrary unitary evolution on
ρp1 , Wˆ
t1
t0 (p1) ∈ U(Hp1), without affecting the generalized dynamical map. Comparing Eqs. (98) and (99)
immediately yields the QRF in Eq. (34), as desired. The corresponding formula in Eq. (35) for 〈Aˆ(t1)Bˆ(t2)〉
may be similarly obtained (see Appendix B).
To show more generally that GQRF follows from PFI, we first consider the general four-time case as an
example. For this case one has
〈Aˇ0(t0)Aˇ1(t1)Aˇ2(t2)Aˇ3(t3)Bˇ3(t3)Bˇ2(t2)Bˇ1(t1)Bˇ0(t0)〉
= Tr[ C3 U t3t2 C2 U t2t1 C1 U t1t0 C0ρse(t0)] (100)
= Tr[ C3 U t3t2 C2 U t2t1 C1
(U t1t0 (s,p1)⊗ U t1t0 (e21)⊗ U t1t0 (e32)⊗ U t1t0 (f3)) C0ρse(t0)] , (101)
where CjXˆ = BˆjXˆAˆj as per Eq. (38), and the last line follows from Eqs. (92) and (94) similarly to Eq. (95).
Note that we have made a further decomposition of U t1t0 (f1). In fact, from Eq. (94), one has
Uˆ t1t0 (f1) = Uˆ
t1
t0 (e
2
1, f2) = Uˆ
t1
t0 (e
2
1)⊗ Uˆ t1t0 (f2) = Uˆ t1t0 (e21)⊗ Uˆ t1t0 (e32, f3) (102)
= Uˆ t1t0 (e
3
1, f3) = Uˆ
t1
t0 (e
3
1)⊗ Uˆ t1t0 (f3) = Uˆ t1t0 (e21, e32)⊗ Uˆ t1t0 (f3) . (103)
That is, the unitary Uˆ t1t0 (f1) does not establish any correlation between different parts of Hf1 . Hence we have
U t1t0 (f1) = U t1t0 (e21)⊗ U t1t0 (e32)⊗ U t1t0 (f3).
Also, note from condition (iii) [or equivalently Eq. (92)] that U t3t2 = U t3t2 (p2)⊗ U t3t2 (s, e32)⊗ U t3t2 (f3). Then
by factorizing U t3t2 (p2) as per Eq. (93), we have
U t3t2 = U t3t2 (p1)⊗ U t3t2 (e21)⊗ U t3t2 (s, e32)⊗ U t3t2 (f3) . (104)
Similarly, using condition (iii) and Eq. (94), one finds
U t2t1 = U t2t1 (p1)⊗ U t2t1 (s, e21)⊗ U t2t1 (e32)⊗ U t2t1 (f3) . (105)
Further, taking the partial trace of condition (ii) over Hp1 gives ρf1(t0) = ρe21(t0) ⊗ ρf2(t0), which applied
inductively yields ρf1(t0) = ρe21(t0) ⊗ ρe32(t0) ⊗ ρf3(t0). Substituting this back into condition (ii), the initial
state can be finally rewritten as
ρse(t0) = ρs(t0)⊗ ρp1(t0)⊗ ρe21(t0)⊗ ρe32(t0)⊗ ρf3(t0) (106)
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Thus by tracing over Hp1 and Hf3 , similarly to Eq. (98), it follows from Eq. (101) that
〈Aˇ0(t0)Aˇ1(t1)Aˇ2(t2)Aˇ3(t3)Bˇ3(t3)Bˇ2(t2)Bˇ1(t1)Bˇ0(t0)〉
= Trse31
[C3(U t3t2 (e21)⊗ U t3t2 (s, e32))C2(U t2t1 (s, e21)⊗ U t2t1 (e32))C1Trp1 [U t1t0 [C0ρs(t0)⊗ ρp1(t0)]⊗ ρe21(t1)⊗ ρe32(t1)]]
= Trse31
[
C3
(U t3t2 (e21)⊗ U t3t2 (s, e32)) C2 (U t2t1 (s, e21)⊗ U t2t1 (e32)) C1 (Et1t0 [C0ρs(t0)]⊗ ρe21(t1)⊗ ρe32(t1))] (107)
= Trse32
[
C3 U t3t2 (s, e32) C2Tre21
[
U t2t1 (s, e21)[C1Et1t0 [C0ρs(t0)]⊗ ρe21(t1)]⊗
(
U t2t1 (e32)ρe32(t1)
)]]
= Trse32
[
C3 U t3t2 (s, e32)
(
C2 E˜t2t1 [C1Et1t0 [C0ρs(t0)]]⊗ ρe32(t2)
)]
(108)
= Trs
[
C3 E˜t3t2 C2 E˜t2t1 C1 Et1t0 C0ρs(t0)
]
(109)
Noting that the unitary U t3t2 (p1)⊗U t2t1 (p1) from Eqs. (104) and (105) does not affect the partial trace over
Hp1 in Eq. (101), the dynamical map Et1t0 is thus defined in a similar way as we did for the general dynamical
map in Eq. (99). The generalized dynamical maps in Eqs. (108) and (109) are also obtained similarly to that
in Eq. (99), corresponding to choosing Wˆ t2t1 := Iˆp1 ⊗ Uˆ t2t1 (e21) ⊗ Uˆ t2t1 (f2) and Wˆ t3t2 := Iˆp2 ⊗ Uˆ t3t2 (e32) ⊗ Uˆ t3t2 (f3)
respectively in Eq. (36). The resulting Eq. (109) is just the GQRF in Eq. (37), for the case n = 3.
For higher-order correlation functions the above method again yields the corresponding GQRF, via
inductive generalizations of the tensor product decompositions in Eqs. (101)–(106).
As mentioned in the beginning of Section 3.3, PFI is a broader concept of Markovianity, compared to
QWN. Indeed, these two concepts are hierarchically linked by the following theorem.
Theorem 4
Quantum white noise (QWN) in Definition 2 is a sufficient but not a necessary condition for past–
future independence (PFI) in Definition 3.
Proof. In Definition 2 for QWN it is seen that the algebra of observables for the environment is generated
by {bj(t), b†k(t′)}j,k,t,t′ . These satisfy the commutation relations in Eq. (24), and hence correspond to a
continuum of bosonic field modes. Letting Ht denote the Hilbert space corresponding to those modes
having a fixed value of t, we may then formally write the environment Hilbert space as a continuous tensor
product, He = ⊗t≥t0 Ht (see Ref. [27]). It follows that at any times t2 > t1 > t0 we have the corresponding
tensor-product decomposition
He = Hp1 ⊗He21 ⊗Hf2 (110)
with Hp1 := ⊗t∈[t0,t1)Ht, He21 := ⊗t∈[t1,t2)Ht, Hf2 := ⊗t∈[t2,∞)Ht. Condition (i) in Eq. (28) for PFI
immediately follows.
Moreover, Eq. (25) for QWN implies that the initial state of the environment may be written in continuous
tensor-product form as
ρe(t0) = ⊗t |β(t)〉t〈β(t)| , (111)
where β(t) is the complex vector with jth component equal to βj(t) and |β(t)〉t ∈ Ht denotes the corre-
sponding (multicomponent) coherent state defined by bj(t)|β(t)〉t = βj(t)|β(t)〉t [29]. It immediately follows
that condition (ii) in Eq. (29) for PFI holds, with ρp1(t0) := Trf1 [ρe(t0)], ρe21(t0) := Trp1f2 [ρe(t0)], and
ρf2(t0) := Trp2 [ρe(t0)].
Finally, noting the commutation relations in Eq. (24), the bath modes at different times act on different
Hilbert spaces. One therefore can decompose the total unitary U ′t+dtt as
U ′t+dtt = U ′t+dtt (pt)⊗ U ′t+dtt (s, et+dtt )⊗ U ′t+dtt (ft+dt) . (112)
This completes the sufficient direction.
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The necessary direction, however, does not hold. For example, PFI includes discrete-time dynamical
models such as the collision models discussed in section 3.3, which are intrinsically incompatible with a
differential-in-time equation as per Eq. (22).
4.1.3. System interventions
In this section, continuing on the discussion of GQRF, we sort out the hierarchy for the concepts cate-
gorized as system interventions in Section 3.5. We begin with an obvious theorem.
Theorem 5
The general quantum regression formula (GQRF) in Definition 5 is a sufficient but not necessary
condition for quantum regression formula (QRF) in Definition 4.
Proof. It is trivial to show sufficiency, as one can just set all but two system operators in Eq. (37) for GQRF
to be the identity operator, which immediately shows QRF is valid. The reverse relation, however, is not
true. As a counterexample to the converse direction, we show in Appendix C that the AFL model [78]
satisfies QRF but fails GQRF.
In Section 3.5, we have shown how GQRF can be understood in an operational way, and introduced the
idea of FDD. These two concepts are related by the following theorem.
Theorem 6
The general quantum regression formula (GQRF) in Definition 5 is a sufficient condition for the
failure of dynamical decoupling (FDD) in Definition 1.
Proof. First let us consider the correlation function
〈Aˇ1(t1) . . . Aˇn(tn)Bˇn(tn) . . . Bˇ1(t1)〉 = Trse
[
BˆnUˆ
tn
tn−1 . . . Uˆ
t2
t1 Bˆ1Uˆ
t1
t0 ρse(t0)Uˆ
t1†
t0 Aˆ1Uˆ
t2†
t1 . . . Uˆ
tn†
tn−1Aˆn
]
, (113)
where {Aˆk, Bˆk}k are system operators. If GQRF holds, then
〈Aˇ1(t1) . . . Aˇn(tn)Bˇn(tn) . . . Bˇ1(t1)〉 = Trs
[
BˆnE˜tntn−1 [. . . Bˆ1[Et1t0 ρs(t0)]Aˆ1 . . . ]Aˆn
]
. (114)
Noting Eq. (114) is true for any choice of system operators Aˆn and Bˆn, these equations imply that
Tre
[
Uˆ tntn−1Bˆn−1 . . . Uˆ
t2
t1 Bˆ1Uˆ
t1
t0 ρse(t0)Uˆ
t1†
t0 Aˆ1Uˆ
t2†
t1 . . . Aˆn−1Uˆ
tn†
tn−1
]
= E˜tntn−1 [Bˆn−1 . . . Bˆ1[Et1t0 ρs(t0)]Aˆ1 . . . ]Aˆn−1] .
(115)
Now consider a dynamical decoupling pulse control sequence as per Eq. (39) (replacing n by n− 1):
Htnt0 [ρs(t0)] = Tre
[
Uˆ tntn−1 Vˆn−1 . . . Vˆ1Uˆ
t1
t0 ρse(t0)Uˆ
t1†
t0 Vˆ
†
1 . . . Vˆ
†
n−1Uˆ
tn†
tn−1
]
, (116)
where the unitary operation Vˆk ≡ Vˆk ⊗ 1ˆe represents the control pulse on the system at time tk. It then
follows from Eq. (115) that
Htnt0 [ρs(t0)] = E˜tntn−1
[
Vˆn−1 . . .
[
Vˆ1[Et1t0 ρs(t0)] V †1
]
. . . Vˆ †n−1
]
, (117)
which fulfils the definition of FDD as per Eq. (40) with Qtk+1tk = E˜
tk+1
tk
.
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Note that since FDD is only a criterion, providing a sufficient condition for the failure of DD, rather
than a definition of quantum non-Markovianity per se, we do not consider the reverse direction here (see
also the discussion in section 3.5.1).
An immediate corollary of Theorem 6 is that if dynamical decoupling of the system and bath is possible,
via some suitable sequence of pulses, then GQRF cannot hold. An example of this is given by the AFL
model (see Appendix C). In particular, as shown in Ref. [78], in this model the system, a qubit, can be
perfectly decoupled from the bath by employing σˆ0 = Iˆ and σˆx pulses. We show in Appendix C that
the model does not satisfy GQRF, in accordance with the theorem. Lastly, it is worth pointing out that
Theorem 6 is consistent with, but more general, than that in Ref. [81], where the starting point is QWN in
Eq. (21).
4.1.4. Environment interventions
In this section, by exploring the relation between QRF and composability, we first show how the two
classes of concepts, defined through system interventions and environment interventions (recall Section 3.6),
are connected, and then discuss the hierarchical relation of the latter to NIB and NQIB.
Theorem 7
The quantum regression formula (QRF) in Definition 4 is a sufficient condition for composability in
Definition 6.
Proof. Consider the correlation function of two system operators Aˆ and Bˆ. A direct calculation shows
〈Aˇ(t1)Bˇ(t2)〉 =Trse
[
Aˆ(t1)Uˆ
t2†
t0 BˆUˆ
t2
t0 ρse(t0)
]
=Trs
[
Bˆ Tre[U t2t0 [ρs(t0)⊗ ρe(t0)Aˆ(t1)]]
]
. (118)
From QRF, the correlation function can also be rewritten as
〈Aˇ(t1)Bˇ(t2)〉 = Trs
[
Bˆ E˜t2t1 [ρs(t1)Aˆ]
]
= Trs
[
Bˆ Tre
[
Uˆ t2t1
(
Et1t0 ρs(t0)Aˆ
)
⊗ ρ˜e(t1)Uˆ t2†t1
]]
. (119)
Note Eq. (119) is equivalent to (118) for any system operator Bˆ, thus we have:
Tre
[
U t2t0
[
ρs(t0)⊗ ρe(t0)Aˆ(t1)
]]
= Tre
[
Uˆ t2t1
(
Et1t0 ρs(t0)Aˆ
)
⊗ ρ˜e(t1)Uˆ t2†t1
]
. (120)
Recalling the definition of the (generalized) dynamical map in Eqs. (11) and (36), and setting Aˆ = Iˆ, it then
follows from Eq. (120) that
Et2t0 = E˜t2t1 Et1t0 (121)
which is the composability condition in Eq. (47), as required.
The following two theorems establish the hierarchy of the concepts introduced in Section 3.6.
Theorem 8
Composability in Definition 6 is a sufficient condition for no information backflow (NIB) in Defini-
tion 7.
40
Proof. The proof is trivial, since composability as per Eq. (46) corresponds to NIB as per Eq. (51) for the
particular choice Rt = Ft, i.e., σe(t) = ρ˜e(t) =Wtt0ρe(t0).
The discussion of the converse direction to Theorem 8 is left to Appendix A. We now show that NIB is
strictly a special case of NQIB.
Theorem 9
No information backflow (NIB) in Definition 7 is a sufficient but not a necessary condition for no
quantum information backflow (NQIB) in Definition 8.
Proof. The sufficiency direction is obviously true, since any replacement channel Rt as per Eq. (49) is
trivially an entanglement-breaking channel, corresponding to setting σke (t) ≡ σe(t) for all k in Eq. (55).
However, the necessary direction does not hold. As a first and very simple counterexample, consider two
qubits coupled through the Hamiltonian Hˆ = (σˆz/2) ⊗ |1〉〈1|, where {|0〉, |1〉} is a basis for the bath qubit
and σˆz is the Pauli z operator for the system qubit. Let the initial joint state be ρse(0) =
1
2 (|+〉s〈+|)⊗ Iˆe,
with |+〉 := (|0〉 + |1〉)/√2. We set t0 = 0 here for convenience, and take Hˆs = Hˆe = 0 for simplicity. It is
easy to show that the joint evolution is then described by the unitary operator
Uˆ(t) = Iˆs ⊗ |0〉〈0|+ e−iσˆzt/2 ⊗ |1〉〈1| . (122)
It immediately follows that ρse(t) =
1
2 (ρs ⊗ |0〉〈0| + e−iσˆzt/2ρseiσˆzt/2 ⊗ |1〉〈1|), where ρs = |+〉〈+|. NQIB
clearly holds for this example since no entanglement is ever established between the system and the bath.
Now at time t1 = pi, the reduced system state is the maximally mixed state, i.e., ρs(t1) =
1
2 Iˆs. But at a
later time t2 = 2pi, the system state goes back to ρs. That is, the system dynamics from time t1 to t2 is
entropy-decreasing. Now assume that one performs a replacement operation at time t1. Since the resulting
map E˜t2t1 is unital, it can never be an entropy-decreasing process. That means NIB fails for this example.
A second and more general counterexample, corresponding to a situation that readily arises in practice,
is a measurement-based quantum feedback control scheme. As shown in Fig. 4(a), information about the
system state is indirectly gained from measuring the environment (recall Section 3.7 on unravelling), and
is used for designing a control signal for further manipulating the system state. Let us assume that, in
the absence of feedback, PFI holds. That is, the measurement over the bath can be done on the past part
such that it will break the entanglement between the system and the bath without affecting the system
dynamics in future times (see also Theorem 10 below). Therefore, NQIB always holds, even with the
feedback operative, as the feedback control signal is classical in nature. On the other hand, this control
signal, which pilots the system state, contains classical information about the system from earlier times. In
particular, the control operation at time t is often taken to be a function of the estimated system state %s(t).
But the latter is a functional of the measurement records from time t0 to t, which will denote as r[t0,t] (see
Ref. [12] for details). Now the environment or bath is everything (relevant to the system evolution) which
is external to the system. In this case, that includes the record r[t0,t], and hence the estimate %s(t), and
hence the control signal. Thus, if one applies a replacement channel on the bath before time t, that will
replace a control which is correlated with the system state by one that is uncorrelated with it, leading to
quite different evolution after time t. That is, NIB fails.
We note that the second counterexample above, showing that NQIB and NIB are not equivalent, arises
from a strong connection between NQIB and the quantum unravellings discussed in Section 3.7. This
connection, and the corresponding counterexample, will be further expounded in the next section.
4.1.5. Unravelling connections
In this section, we show how two concepts of quantum Markovianity, namely PFI and NQIB, are re-
lated with the idea of quantum unravelling. To begin with, we show that quantum unravelling is a direct
consequence of PFI.
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system environment
control signal estimation
(a) Measurement-based feedback control
system
environment
environment
estimationcontrol signal
unravelling
(b) Measurement-based feedback control and unravelling
Figure 4: (a) The upper panel illustrates the basic idea of measurement-based feedback control. Measurements performed
on the environment provide information for estimating the system state, which is used to generate the control signal for
manipulating the system dynamics by feeding it back. Note that both the estimation and signal processing steps are dealing
with classical information, and are thus coloured in grey; the interaction between the system and the environment typically
can generate entanglement, and is marked by a fuzzy blue line. (b) In the lower panel, the system is simultaneously coupled to
two independent environments, both of which are monitored, but only one of which (bottom) is used for generating a feedback
signal. See the main text for discussion.
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Theorem 10
Past–future independence (PFI) in Definition 3 is a sufficient but not a necessary condition for many
pure unravellings (MPU) in Definition 10.
To prove this theorem we will need the following lemma, proved in Appendix D.
Lemma 1. Given a unitary Uˆ acting on the Hilbert space Hab = Ha ⊗ Hb, a pure state pˆia on B(Ha) and
a (possibly mixed) state ρb on B(Hb), such that ρ′a = Trb[Uˆ(pˆia ⊗ ρb)Uˆ†] is mixed, then either
1. the state ρb is related to ρ
′
a by an isometry (and so is also mixed), or
2. there exists a pure-state decomposition ρb =
∑
j ℘
j
bpˆi
j
b of ρb such that Uˆ(pˆia⊗pˆijb)Uˆ† is a (pure) entangled
state for at least one pˆijb with ℘
j
b 6= 0.
Note that the first possibility in the lemma can only hold if the dimension of Ha is at least as large as
the dimension of Hb. Theorem 10 may now be proved as follows.
Proof. We begin with a proof of the sufficient direction. Given an OQS described by a PFI model, let
the initial system state be pure, i.e., pˆi(t0) = |ψ(t0)〉〈ψ(t0)|. Following the definitions of PU and MPU, we
consider measurements performed on the bath at times t0, t1, t2, . . . , tn. Recalling that the initial bath state
is uncorrelated across the division of the bath Hilbert space, i.e., across He = He10 ⊗ He21 ⊗ · · · ⊗ Henn−1 , an
initial measurement on ρe(t0) can be chosen to prepare conditionally (upon result r0 ≡ i, with probability
℘i) a purified environment state of the form
|φi〉 = |φi(e10)〉 ⊗ |φi(e21)〉 . . .⊗ |φi(enn−1)〉 ⊗ |φi(fn)〉 (123)
where |φi(ejj−1)〉 means the purified bath state on Hejj−1 . Note that each component updates by its own
unitary unless interacting with the system. Recall that this initial measurement does not change the average
bath state: M0ρe(t0) =
∑
iMi0ρe(t0) =
∑
i ℘i|φi〉〈φi| = ρe(t0).
Next, we perform a rank-1 measurement (see Sec. 3.7), Pˆ 1r1 , on the past part (Hp1) at time t1. Note
that, as per the notations we introduced in Section 3.7, the bath measurement at time t1 can be written as
M1r1 = P1r1 ⊗ If1 . This measurement will leave the system in a pure state, which can be written as
pˆir1(t1) = Tre
[
(P1r1 ⊗ If1)U t1t0Mi0[ |ψ(t0)〉〈ψ(t0)| ⊗ ρe(t0) ]
]
/℘r1 , (124)
where ℘r1 is the probability of getting the record r1 = r0, r1. Note that the measurement on the past part
will not affect the future part and its interaction with the system (recall the discussion of PFI in Section 3.3).
In fact, after time t1 the bath state on B(Hp1) is uncorrelated with the system due to the measurement
Pˆ 1r1 , and the system continues to interact with the bath state on H(e
2
1) up to time t2, when we can perform
another rank-1 measurement Pˆ 2r2 on He21 for generating another pure system state pˆir2(t2)
11. By repeatedly
doing so, one can have a set of pure system states, {℘rj , pˆirj (tj)}rj , conditional on the measurement outcomes
rj (recall the notations for unravelling in Section 3.7).
Now we show that one can reconstruct the dynamical map by performing the ensemble averaging over
{℘rj , pˆirj (tj)}rj . Note that for any time tj , the rank-1 measurement Pˆ jrj on Hejj−1 can be written as Pˆ
j
rj =
|ϕj〉〈rj |, where |ϕj〉 denotes the post-measurement bath state on Hejj−1 . The system state at time tj then
can be explicitly written as pˆirj (tj) = |ψrj(tj)〉s〈ψrj(tj)|, where
|ψrj(tj)〉s = 〈rj |Uˆ tjtj−1(s, ejj−1)|φi(ejj−1, tj−1)〉 . . . 〈r1|Uˆ t1t0 (s, e10)|φi(e10)〉|ψ(t0)〉s/
√
℘rj , (125)
11Similarly, the bath measurement at time t2 is M2r2 = Ip1 ⊗ P2r2 ⊗ If2 .
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where |φi(ejj−1, tj−1)〉 = Uˆ tj−1t0 (ejj−1)|φi(ejj−1)〉. These factorization relations directly follow from the discus-
sion before the proof of Theorem 3. By performing the ensemble average, one would have
E[pˆirj ] =
∑
rj
℘rj pˆirj (126)
=
∑
rj
〈rj |Uˆ tjt0 (s, ej0)pˆi(t0)⊗ |φi(ej0)〉〈φi(ej0)|Uˆ
tj†
t0 (s, e
j
0)|rj〉 (127)
= Tre[Uˆ
tj
t0 pˆi(t0)⊗ ρe(t0)Uˆ
tj†
t0 ] = E
tj
t0 pˆi(t0) . (128)
The last line, Eq. (128), follows from the discussion in the proof of Theorem 3.
We have thus shown that there exists at least one PU for PFI. We now show that there are in fact
infinitely many, for any non-trivial PFI dynamics. That is, for any dynamics that correspond to an OQS,
rather than being unitary for the system. This entails that there must be at least one time interval for which
Trej+1j
{
U tj+1tj (s, ej+1j )[pˆirj ⊗ ρej+1j (tj)]
}
is a mixed state for some pˆirj with ℘rj 6= 0. Thus, according to Lemma 1, there are two options.
The first option is that the system state pˆirj evolves to become a mixed state, isometric to ρej+1j
(tj),
and hence the latter state must be mixed. But at the initial step M0 can realize any pure-state ensemble
{℘i|j , |φj(ej+1j )〉} such that
∑
i ℘i|j |φi(ej+1j )〉〈φi(ej+1j )| = ρej+1j (t0). Each different ensemble leads to a
different set of possible conditioned states at the system, |ψrj+1〉, where in this case the only part of rj+1
that is relevant is r0 = i. Since there are infinitely many different pure state ensembles representing the
mixed state ρej+1j
(tj), it follows that there are infinitely many different PUs, by Definition 10.
The second option is that, for some choice of initial measurement M0, there exists some |φi(ej+1j 〉 with
℘i > 0 such that Uˆ
tj+1
tj (s, e
j+1
j )[|φi(ej+1j , tj)〉 ⊗ |ψrj 〉] is a pure entangled state. Therefore, by choosing
different measurement basis for the environment, i.e., {|rj+1〉}, one can project the system into any pure-
state ensemble that represents the (by assumption) mixed state for the system at time tj+1. This is the idea
of pure-state steering proposed by Schro¨dinger in Ref. [108]. Once again it follows that there are infinitely
many different PUs, by Definition 10.
Therefore we conclude that PFI implies MPU. However it is worth remarking that the arguments in
both the first and second options above assume that there is no limitation on the measurements that
can be performed on the environment. In particular, we assume that there are no super-selection rules
that limit what observables can be measured or what preparations are possible [152]. For example, a
classical environment could be modelled by a quantum environment with a super-selection rule that forbids
measurement in anything other than a preferred, classical basis, which is also the diagonal basis in which
the environment is prepared.
The converse result, that MPU implies PFI, does not hold. Consider a model as in Fig. 4(b), in which
the system is coupled to two independent environments or baths (1 and 2), with each coupling satisfying
PFI. Assume, for simplicity, that the initial environment states are pure, and that they are both monitored
perfectly, so that the conditioned state of the system is always pure. Now suppose that the signal from
monitoring bath 2 is used to estimate the system state, and that this estimate is used to control the system
via a feedback loop. As we discussed in the proof of Theorem 9, the estimation will, in general, involve
measurement records from the past, as well as the immediately obtained record. Thus the system dynamics
as modified by the feedback will not satisfy PFI in general. Now for a fixed average system dynamics, the
unravelling of bath 2 must be fixed. However the unravelling of bath 1 is still arbitrary. Thus there will still
be many pure unravellings possible for this non-PFI system. This proves that MPU does not imply PFI.
Consistent with intuition, and also as suggested by their names, MPU is strictly a special case of PU, as
stated in the following theorem.
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Theorem 11
The existence of many pure unravellings (MPU) as per Definition 10 is a sufficient but not a necessary
condition for the existence of a pure unravelling as per Definition 9.
Proof. The sufficient direction holds trivially. To show the necessary direction does not hold, consider the
model we used in the proof of Theorem 9, but in its general case, where an initial pure system state is cou-
pled to an environment with initial state of the form ρse(t0) = |ψ〉〈ψ| ⊗
∑
℘j |j〉〈j|, through the interaction
Hamiltonian Hˆint =
∑
j Hˆ
j
s ⊗ |j〉〈j|, where {|j〉} are the energy eigenstates of a non-degenerate bath Hamil-
tonian Hˆe. The combined state at time t > t0 is then ρse(t) =
∑
j ℘je
−i(Hˆs+Hˆjs )t|ψ〉〈ψ|ei(Hˆs+Hˆjs )t ⊗ |j〉〈j|.
It is obvious from this expression that a pure unravelling scheme for the system can be realized by applying
projective measurements {|j〉〈j|} on the environment, and that this is the unique pure unravelling. That
is, in this case we could have considered a classical environment, with measurement in any basis other than
{|j〉〈j|} forbidden by a super-selection rule.
Another natural consequence from PU is given by the following theorem.
Theorem 12
The existence of a pure unravelling as per Definition 9 is a sufficient condition for no quantum
information backflow (NQIB) in Definition 8.
Proof. A pure unravelling as per Definition 9 requires making a measurement on the environment at each
time tj that leaves the system in a pure state. Hence, the joint state immediately after each measurement
must be a tensor product, and so break any entanglement between the system and the bath [94]. Further-
more, Eq. (60) for pure unravellings requires that these entanglement-breaking measurements do not affect
the system state on average, which is in agreement with Eq. (57) for NQIB. That is, there is no quantum
information backflow.
Whether the converse holds, i.e., whether NQIB implies the existence of a pure unravelling, is an open
question, and is briefly discussed in Appendix A.
4.2. The dynamical map approach
We have shown the relations between Markovian concepts defined through the system-environment ap-
proach, as illustrated within the dotted border in Fig 1. In this section, we will investigate the hierarchical
relations between those concepts outside the frame, corresponding to the dynamical map approach. As
many of the theorems in this section are well-known results, the reader will be guided to the original proofs
or other reviews for details.
4.2.1. Semigroups and GKS-Lindblad equations
Dynamical semigroups are closely related to GKS-Lindblad master equations, as stated in the following
theorem.
Theorem 13
A dynamical semigroup as in Definition 12 is a necessary but not a sufficient condition for the
existence of a strict GKS-Lindblad master equation as in Definition 13.
The necessary direction holds trivially. Given a strict GKS-Lindblad master equation as in Eq. (67), it
admits a dynamical map for the system, Ett0 = eL(t−t0), which obviously satisfies the semigroup property.
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The sufficient direction fails because Definition 12 for dynamical semigroups includes the case of discrete-
time dynamics, where there is no master equation. It can also fail for continuous-time dynamics, with a
simple example being given by the dynamical semigroup defined by S0 := Is and StX :=
∑
n |n〉〈n| 〈n|X|n〉
for t > 0, where {|n〉} is some orthonormal basis for Hs. However, it is worth emphasizing that, for
continuous-time evolutions, the sufficient direction does hold whenever the semigroup dynamical map St is
norm continuous, as per the well known result in Ref. [116].
4.2.2. Divisibility and master equations
Divisibility is a generalization of the semigroup property. Similarly to the above, there is a theorem
relating it to a more general master equation.
Theorem 14
Divisibility in Definition 11 is a necessary but not a sufficient condition for a time-dependent Lindblad
equation as in Definition 14.
In Ref. [13] this is also called the GKSL theorem, since the derivation is based on the pioneering works
by Gorini, Kossakowski and Sudarshan in Ref. [113], and Lindblad in Ref. [116], which studied the time-
independent case in detail. For proofs of the time-dependent case see Refs [22, 121, 153]. The converse
direction does not hold, similarly to Theorem 13, since divisibility includes the case of discrete time dynamics,
for which there is no differential equation.
It is obvious that the strict GKS-Lindblad master equation is just a special case of the time-dependent
GKS-Lindblad master equation. Thus we have the following trivial theorem.
Theorem 15
A strict GKS-Lindblad master equation as in Definition 13 is a sufficient but not a necessary condition
for a time-dependent GKS-Lindblad master equation as in Definition 14.
The time-dependent GKS-Lindblad equation, which is widely used for many different physical systems, is
in general hard to solve analytically. This fact motivates the development of the MCWF simulation method,
which shows high efficiency in computation via the use of state vectors rather than density matrices (see
discussion in Section 3.8.5). In Ref. [109], the authors show that quantum evolutions described by Lindblad-
type master equations can always be simulated by MCWF method, and the method can be naturally
generalized to discrete-time evolutions using quantum jumps. By Theorem 14, it follows that divisible
processes can always be simulated by MCWF method.
However, MCWF simulation is not restricted to models satisfying divisibility, but also can be applied to
systems explicitly identified as non-Markovian, as discussed in Sec. 3.8.5. In this sense, it is not surprising
to see almost all concepts in Fig 1 lead to MCWF simulation. We again emphasize that the pure states
generated in a typical non-Markovian MCWF simulation have no physical meaning, at least within the
standard interpretation of quantum mechanics [145, 146]; they need only serve a numerical purpose.
To summarize, we have the following theorem.
Theorem 16
Divisibility in Definition 11 is a sufficient but not a necessary condition for Monte Carlo wave func-
tion (MCWF) simulation as in Description 1.
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4.2.3. Divisibility and system state distinguishability
Theorem 17
Divisibility in Definition 11 is a sufficient but not a necessary condition for decreasing system state
distinguishability in Definition 15.
This theorem is discussed and proved in detail in a recent review [13]. The sufficient direction follows
immediately from Eq. (61) and the fact that trace distance is non-increasing under any CPTP map. An
analogous result holds if trace-distance is replaced by any other measure of system-state distinguishability
that is non-increasing under such maps [13, 14]. A counterexample for the necessary direction is provided
by the ‘eternally non-Markovian’ qubit master equation in Ref. [22]:
dρs(t)
dt
=
1
2
3∑
j=1
γj(t)[σˆjρs(t)σˆj − ρs(t)] , (129)
where σˆj are Pauli operators and
γ1(t) = γ2(t) = 1, γ3(t) = − tanh t . (130)
The associated dynamical map is non-divisible, but the trace distance between any two system states is
non-increasing for this model at all times t > t0.
We note that Chrus´cin´ski et al. [129] have shown that the property of decreasing system distinguishability
is equivalent to the existence of a positive map Ptt′ on Hs, for any two times t > t′ > t0, such that
Ett0 = Ptt′ Et
′
t0 . (131)
This property, referred to as P -divisibility [13, 130, 154], is clearly weaker than the property of divisibility in
Eq. (61). However, recalling that a map Q on B(Hs) is completely positive if and only if Q⊗IA is positive
on B(Hs ⊗ HA), for any ancilla A, it follows immediately that requiring decreasing distinguishability to
hold for joint states of a system and any ancilla decoupled from the environment is equivalent to requiring
divisibility [13]. Buscemi and Datta have recently obtained a similar result, based on the distinguishability
of ensembles rather than just pairs of system states [155].
4.3. Bridging the two approaches
We have clarified the relations within the two approaches in previous sections. Now we complete the last
elements of the hierarchy in Fig. 1 by bridging these two classes of Markovian concepts.
4.3.1. Composability and dynamical semigroups
The dynamical semigroup is connected, under certain conditions, to composability by the following
theorem.
Theorem 18
Suppose that an OQS dynamics {U tt0} and ρe(t0) has a total Hamiltonian Hˆtot that is time-
independent, and has a bath state that in some frame is also time-independent. Then the dynamics
of the OQS is composable as per Definition 6 if and only if the family of its dynamical maps forms
a semigroup as in Definition 12.
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Proof. First, we show there are some important properties of the generalized dynamical map following from
the assumptions made in the theorem. Note that since ρ˜e(t) ≡ ρ˜e for all times, it must be the same as the
initial environment state, i.e., ρ˜e(t) = ρe(t0). Recalling the definition of the generalized dynamical map in
Eq. (36), i.e.,
E˜t2t1 Xˆ := Tre
[
U t2t1
(
Xˆ ⊗ ρ˜e(t1)
)]
= Tre
[
U t2t1
(
Xˆ ⊗ ρe(t0)
)]
, (132)
for Xˆ ∈ B(Hs) and t2 ≥ t1 ≥ t0, it follows from the definition of the dynamical map in Eq. (11) that
E˜t2t0 Xˆ = Et2t0 Xˆ . (133)
Therefore, noting that the total Hamiltonian is time-independent, the dynamical map for any time interval
can in general be written as
E˜t2t1 Xˆ = Tre[e−iHˆtot(t2−t1)(Xˆ ⊗ ρ˜e)eiHˆtot(t2−t1)] (134)
for all Xˆ ∈ B(Hs). It is easy to see that E˜t2t1 only depends on time difference, i.e., E˜t2t1 =: St2−t1 , and S0 = I.
Now, assuming that composability in Eq. (47) holds, Eqs. (132) and (133) immediately imply that
St2−t0 = St2−t1St1−t0 .
Letting τ1 = t1 − t0, τ2 = t2 − t1, it follows that Sτ1+τ2 = Sτ1Sτ2 . That is, {Sτ : τ ≥ 0} forms a dynamical
semigroup. The necessary direction holds by the same argument. In particular, given the generalized
dynamical map in the form of Eq. (134), as per the conditions of the Theorem, it immediately follows from
the semigroup property that the dynamical map must be composable.
Note that the assumptions made in the statement of the theorem imply that we are considering the
case of continuous time. Thus, if one made some further continuity conditions on the dynamical map, one
could show that the dynamical semigroup in the above theorem is equivalent to the existence of a strict
GKS-Lindblad master equation (see discussions under Theorem 13).
4.3.2. Environment interventions and divisibility
From Definitions 7 and 11, it is clear that NIB bears a formal resemblance to divisibility. However,
NIB provides a physical interpretation for the construction of the CPTP map Qt2t1 (see Section 3.6.2), while
divisibility emphasizes the existence of Qt2t1 (see Section 3.8.1). The following theorem illustrates the relation
between these two concepts.
Theorem 19
No information backflow (NIB) in Definition 7 is a sufficient but not a necessary condition for
divisibility in Definition 11.
Proof. The sufficient direction is trivial by noting that divisibility is a direct consequence from the definition
of NIB [see Eq. (53)].
The necessary direction does not hold. As a counterexample, we consider a two-atom model (TAM).
Given two identical two-level atoms, one (atom 1) is treated as the system and the other (atom 2) as the
environment. They are coupled through the interaction Hamiltonian (we ignore Hˆs and Hˆe for simplicity) :
Hˆse(t) = g(t)(σˆ
−
s σˆ
+
e + σˆ
+
s σˆ
−
e ) , g(t) =
1√
e2t − 1 , (135)
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where σˆ− (σˆ+) is the lowering (raising) operator, and the time-dependent function g(t) represents the
coupling strength, with t0 = 0. Assuming the initial combined state is ρse(0) = ρs(0) ⊗ |0〉〈0|, it can be
shown that the system evolution is described by the strict GKS-Lindblad master equation
dρs(t)
dt
= 2D[σˆ−s ]ρs(t) . (136)
(The derivation here is left as an exercise to the reader.) The positive coefficient in the master equation
means that the dynamics of the TAM is divisible (recall Theorem 14).
Now decouple these two atoms at time t1 by performing a replacement channel Rt1 such that
(Is ⊗Rt1) ρse(t1) = ρs(t1)⊗ σe(t1) . (137)
where ρs(t1) = Tre[ρse(t1)] and σe(t1) is an arbitrary bath state. Following the same approach to deriving
Eq. (136), it is easy to verify that the only way to get a ME of the form of Eq. (136) is to choose σe(t1) in
Eq. (50) as |0〉〈0|. But this leads to a ME with a time-dependent coefficient after time t1:
dρs(t)
dt
= 2γ(t)D[σ−s ]ρs(t) , t > t1 , (138)
where
γ(t) =
g(t)g(t1)− g2(t)
g(t)g(t1)− 1 .
Note that this γ(t) will become negative for sufficiently large t, and may even always be negative if t1 is
sufficiently large. In either case, it is clear that the system is affected by such a replacement operation. That
is, the TAM does not satisfy NIB in Definition 7. This completes the proof of Theorem 19.
As will be discussed in Section 5.2.1, the classical analogue of divisibility, classical divisibility, is only
a necessary condition for classical Markovianity. As suggested by Theorem 19, in the quantum regime
divisibility is similarly a rather weak concept of Markovianity. For example, as the reader may already
have noticed, the master equation (136) for the TAM is exactly the same as for the spontaneous decay
of a two-level atom coupled to a thermal bath [7]. As another example, the AFL model admits the same
master equation as that of a pure dephasing process (See Appendix C). This observation, that different
physical models can have the same master equation description, shows that detailed information about
the total dynamics is lost when employing dynamical map approach, where such information is crucial for
characterizing many concepts related to quantum Markovianity.
4.3.3. Quantum white noise, master equations and pure unravellings
To complete the last elements of the hierarchy in Fig. 1, we now consider the relations between stochastic
descriptions and quantum unravellings, as per the following two theorems.
Theorem 20
Quantum white noise (QWN) in Definition 2 is a sufficient but not necessary condition for a time
dependent GKS-Lindblad equation as in Definition 14.
Proof. To prove the sufficient direction, one can formally write a stochastic differential equation for the
system from Eq. (21),
dρs(t) = Tre[dUˆ
′t
t0ρse(t0)Uˆ
′t†
t0 + Uˆ
′t
t0ρse(t0)dUˆ
′t†
t0 + dUˆ
′t
t0ρse(t0)dUˆ
′t†
t0 ] . (139)
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By choosing the initial total state as ρse(t0) = ρs(t0) ⊗ |β〉〈β| where dBˆ(t)|β〉 = β(t)dt (see discussion in
Section 3.2), and using the Itoˆ rules as per Eqs. (23)-(25), Eq. (139) leads to the master equation
dρs(t)
dt
= −i[Hˆ + (Lˆ†Sˆβ(t)− β†(t)Sˆ†Lˆ)/(2i), ρs(t)] +D[Lˆ+ Sˆβ(t)]ρs(t) (140)
for the system. Here we have broadened the definition in Eq. (68) to allow D to take a vector argument, by
defining D[Lˆ] = ∑Kj=1D[Lˆj ]. Detailed discussions are given in Refs. [44, 156].
The necessary direction does not hold in general. For example, the stochastic terms in Eq. (21) are
defined in terms of field operators. But there is no stochastic evolution equation in this sense for the TAM
discussed in the proof of Theorem 19, as the combined system merely consists of two qubits.
Recalling the discussion in Sections 3.7 and 3.8.5, both PU and MCWF provide a stochastic description
of system dynamics. The relation between them is given by the last theorem of this section.
Theorem 21
Pure unravelling (PU) in Definition 9 is a sufficient but not necessary condition for Monte Carlo
wave function (MCWF) simulation in Description 1.
It is easy to understand the sufficient direction, since by PU one can generate ensembles of pure system
states, from which the statistical information about the system can be recovered—a procedure that MCWF
simulation aims for. To see that the necessary direction does not hold, note that MCWF simulation can be
performed for an OQS coupled to a (nonclassical) bath with finite correlation time, for which a PU does not
exist as proved in Refs. [145, 147].
5. An analogous classical hierarchy
In the previous sections we have formulated a hierarchy of possible definitions of quantum Markovianity,
as per Fig. 1. The necessity (and complexity) of such a hierarchy arises because there is no direct quantum
analogue of the definition of classical Markovianity (CM) in Eq. (1). As discussed in Section 1, quantum
properties at different times cannot be represented by a joint probability distribution, and nor does the
quantum state — an obvious quantum generalization of a probability distribution — exist across multiple
times. However, a number of the quantum concepts we cover are either physically or mathematically
analogous to particular aspects of classical Markovianity. In this section we will explore the classical analogue
of our quantum hierarchy, as summarized in Fig. 5.
In the quantum case, we made a fundamental distinction between two classes of concepts: those that
required the environment to formulate them (via ρe and U), and those that could be formulated purely in
terms of the map E relating the system state ρs at different times. In the classical case the term ‘environment’
never enters the mathematicians’ lexicon when defining Markovianity or related concepts. However, the
quantum–classical difference here is not as great as it seems. There are also two classes of concepts related
to classical Markovianity. Those of the first class, including CM itself, as well as classical regression formulas,
the Chapman-Kolmogorov equation and classical white noise, involve consideration of the stochastic process,
whether formulated in terms of a multi-time probability distribution, or as a correlation function for the
process across multiple times. Those of the second, weaker, class — including the semigroup property,
classical divisibility, and its differential form – can be formulated in terms of a transition matrix T relating
the single-time probability distribution at different times.
Classical concepts in the stochastic process class are analogous to quantum processes that involve the
environment. Indeed, in some instances, the definitions of concepts are almost identical. The quantum
regression formula, involving correlations of system operators at multiple times, looks almost identical to
the classical regression formula, involving correlations of system variables at multiple times. The former is
an ‘environment’ concept in that to consider, in the same formula, system observables at different times
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requires use of the Heisenberg picture, in which system operators at the initial time become ‘contaminated’
by environment operators which can be thought of as “quantum noise”, as discussed in Section 2.3. In
the classical case the system variables are similarly ‘contaminated’ by classical noise. This classical noise
comprises random variables that are distinct from the system variables under consideration.
If, as we do in the quantum case (by the assumption of unitary evolution), we postulate that all physical
processes are fundamentally reversible, then the origin for classical noise in a classical stochastic process
must lie in something physical which is external to the system of interest. That is, it must lie in the
environment. It is noteworthy that the mathematical study of stochastic processes began with physicists in
the early 20th century [157], with the elucidation of Brownian motion by Sutherland [158], Einstein [159],
and Langevin [31]. For these physicists, the noise variable appearing in their classical equations was explicitly
understood to be of environmental origin: the liquid molecules battering the particle under study.
For mathematicians, the physical origins of the noise in their stochastic processes are irrelevant, and
we will not make explicit mention of the environment in our definitions below. If we were to introduce
the environment explicitly then we could introduce further analogues to quantum concepts of Markovianity,
such as the factorization approximation, the failure of dynamical decoupling, past–future independence, no
information backflow, and composability. Moreover these could be defined solely in terms of the stochastic
process itself, as mathematicians do, by formulations along the lines of “there exists some initial probability
distribution over a set of environmental variables, and some logically reversible dynamics on these variables
and the system variables, which generate the stochastic process for the system, such that . . . ”. As con-
ceptually interesting as such a discussion may be, in the interests of brevity we will consider only the type
of classical concepts that are generally considered by mathematicians. This leads to a classical hierarchy
(Fig. 5) much simpler than the corresponding quantum one (Fig. 1).
5.1. Concepts deriving from the stochastic process
Mathematically, a classical stochastic process can be represented by a 1-parameter family of random
variables, often denoted as {X(t) : t ≥ t0}. Formally, a random variable can be defined as a function
which maps the sample space to some set, e.g., the real numbers [2]. Here X(t) is a vector of random
variables, encoding the system configuration. We use the term ‘configuration’, rather than ‘state’, to avoid
any suggestion that the reader should regard X(t) as being analogous to the quantum state ρ(t). The
configuration takes the value xt at time t with probability Pr(X(t) = xt). For simplicity, we employ the
following notations:
P (xt) := Pr(X(t) = xt) , (141)
P (xt2 |xt1) := Pr(X(t2) = xt2 |X(t1) = xt1) , (142)
P (xtn , . . . ,xt0) := Pr(X(tn) = xtn , . . . ,X(t1) = xt0) , (143)
for any tn > tn−1 > . . . > t0. Now we proceed to the discussion of classical Markovian concepts based on
the properties of the process {X(t) : t ≥ t0}.
5.1.1. Classical Markovianity
The standard definition of classical Markovianity in Eq. (1) can be formally stated as follows:
Definition 16 (Classical Markovianity). A classical stochastic process {X(t) : t ≥ t0} satisfies
classical Markovianity (CM) if and only if
P (xtn |xtn−1 , . . . ,xt0) = P (xtn |xtn−1) (144)
for all tn > tn−1 > · · · > t0.
As discussed in Section 1, this captures the notion of memoryless evolution in an obvious way. The same
remarks as made in Section 2.1 about applicability to either discrete or continuous time also apply here.
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Figure 5: Classical analogue to the quantum hierarchy of non-Markovianity. We use the following abbreviations: GCRF for
general classical regression formula; CRF2 for the two-time classical regression formula; ME for Master Equation; and MCSM
for Monte Carlo simulation method. The concepts within the dotted frame require specification of the stochastic process at
multiple times, while those outside are based merely on the properties of transition matrices. Note that MCSM, like MCWF
in the quantum case, appears in a differently styled box because it is not a formally-defined Markovianity-related concept
(and therefore has a black border line as in the quantum hierarchy). Arrows indicate the same logical relation as those in the
quantum hierarchy figure, Fig. 1. The colours match analogous quantum concepts in Fig. 1, where applicable. See text for
detailed explanations.
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5.1.2. Classical white noise
The analogue of quantum white noise in Section 3.2 is classical white noise. This applies only for
continuous-time evolution and can be defined as follows:
Definition 17 (Classical White Noise). A classical stochastic process {X(t) : t ≥ t0} is driven
by classical white noise (CWN) if xt satisfies a stochastic differential equation of the form
dxt = A(xt, t)dt+B(xt, t)dW (t) + C(xt, t)dN(t) , (145)
where dW and dN are increments of the Wiener and jump processes respectively, which are both
assumed to be vector-valued to allow full generality.
The first term on the right hand side of Eq. (145) describes the deterministic component of the process,
and A(xt, t) is called the drift vector [44]. The remaining two terms are stochastic terms.
In the first stochastic term, dW (t) is the increments of a vector Wiener process W (t), defined by
dW (t) = W (t+ dt)−W (t) , (146)
where W (t) consists of statistically independent components, each of the form
Wj(t) :=
∫ t
t0
ξj(s)ds . (147)
Here ξj(t) is a Gaussian white noise process, defined by the moments
E[ξj(t)] = 0 , E[ξj(t)ξk(t
′)] = δjkδ(t− t′) . (148)
The singular correlation function here is directly related to the singular commutation relations in the case
of quantum white noise, Eq. (24), while the integral for Wj in Eq. (147) is analogous to that of the quantum
Wiener increment dBˆj in Eq. (23). The singularity implies that {Wj(t), t ≥ t0} is a continuous but non-
differentiable function (for a rigorous proof, see Ref. [160]), characteristic of a diffusion process. Thus, the
matrix product D(xt, t) := B(xt, t)B
>(xt, t) is known as the diffusion matrix [44] (see also Section 5.2.2
below).
In the second stochastic term, dN(t) is the increment in a vector of counting processes N(t). That is,
each element Nj(t) is an integer that can only increase with time. Thus dNj(t) takes a value of either 1 or
0, i.e., (dNj(t))
2 = dNj(t). The increments in the on-diagonal elements of the matrix of quantum operators
Λˆ(t) defined in Eq. (23) satisfy exactly the same relation. The statistics of Nj(t) are determined solely by
the single-time probability that dNj(t) = 1. In order for the expectation value of Nj(t) to remain finite, this
probability must be of order dt. Since it may also depend on the system configuration [161], so we have
Pr(dNj(t) = 1) = E[dNj(t)] = λj(xt, t)dt . (149)
Whenever dNj(t) = 1, for some j, there is, from Eq. (145), a discontinuous change in the system configuration
X. Thus, Nj(t) can be interpreted as the total number of jumps, of type j, accumulated from time t0 till
time t, and λj ≥ 0 can be interpreted as the jump rate. Finally, the effect of each type of jump on the
system configuration is determined by the matrix C(xt, t).
From the above definitions, it is easy to verify that CWN implies {X(t)} is a classical Markov process
according to definition 16. It is less obvious, but can be shown, that it is the most general Markov process in
continuous time, subject to certain continuity conditions on P (xt). For details, see for example Ref. [162].
5.1.3. Classical regression formula
The classical analogue of the general quantum regression formula discussed in Section 3.4 is given by:
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Definition 18 (General Classical Regression Formula). A classical stochastic process {X(t) :
t ≥ t0} satisfies the general classical regression formula (GCRF) if and only if its multitime correlation
functions can be calculated via
〈An(xtn)An−1(xtn−1) . . . A0(xt0)〉
=
∫
dµ(xtn) . . . dµ(xt0)P (xtn |xtn−1)P (xtn−1 |xtn−2) . . . P (xt1 |xt0)P (xt0)An(xtn) . . . A0(xt0) ,
(150)
for all time sequences tn > tn−1 > · · · > t1 > t0 and initial densities P (xt0). Here the Aj(•) are
arbitrary functions, and dµ(x) is the measure on configuration space, such that
∫
dµ(x)P (x) = 1.
Thus, the average of a product of quantities calculated at different times may be evaluated by replacing
the joint probability density P (xtn . . . ,xt1 ,xt0) by P (xtn |xtn−1) . . . P (xt1 |xt0)P (xt0). Note that, unlike
the quantum case in Definition 5, the order of the terms in the product on the left-hand side is irrelevant
because all terms commute.12
One can show that GCRF is in fact equivalent to classical Markovianity, as indicated in Fig. 5. First,
since A0, A1, . . . , An are arbitrary functions, GCRF is equivalent to the factorization property
P (xtn . . . ,xt1 |xt0) = P (xtn |xtn−1 , . . . ,xt1 ,xt0) . . . P (xt1 |xt0) = P (xtn |xtn−1) . . . P (xt1 |xt0) , (151)
for any set of times tn > · · · > t1 > t0, where the first equality follows from Bayes rule. Clearly, this property
is implied by CM in Eq. (144). Conversely, note for n = 2 that the second equality simplifies to
P (xt2 |xt1 ,xt0) = P (xt2 |xt1) (152)
for all t2 > t1 > 0, corresponding to Eq. (144) for n = 2. Recursively considering n = 3, 4, . . . yields CM for
arbitrary n.
It is also of interest to consider the nth-order classical regression formula, CRFn, corresponding to a
given value of n in either of Eqs. (150) and (151). Note that CRF1 corresponds to the trivial identity
P (xt1 |xt0) = P (xt1 |xt0), and hence always holds. However, CRF2, which is defined as follows, corresponds
to the nontrivial factorization property P (xt2 ,xt1 |xt0) = P (xt2 |xt1)P (xt1 |xt0), and is the classical analogue
of QRF in Eqs. (34)-(35):
Definition 19 (Classical Regression Formula). A classical stochastic process {X(t) : t ≥ t0}
satisfies the classical regression formula (CRF2) if and only if its two-time correlation functions can
be calculated via
〈A2(xt2)A1(xt1)A0(xt0)〉
=
∫
dµ(xt2)dµ(xt1)dµ(xt0)P (xt2 |xt1)P (xt1 |xt0)P (xt0)A2(xt2)A1(xt1)A0(xt0) , (153)
for all time sequences t2 > t1 > t0 and initial densities P (xt0).
More generally, as is partially indicated in Fig. 5, these formulas form a strict hierarchy. To be specific,
if CRFn holds for some classical stochastic process, then CRFn−1 also holds. This is trivially true as one
can simply choose An(xtn) = 1 in Eq. (150). However, the reverse implication is not valid in general, and a
family of explicit counterexamples is given in Appendix E.
12One could alternatively consider defining GCRF using the classical propagator G(t′|t) of the process [163, 164] in place of
P (xt′ |xt), analogously to the alternative definition of GQRF mentioned in footnote 6. However, the physical interpretation
and motivation for such a definition is unclear, given that the propagator can take negative values in general.
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Finally, it may be noted that for a general classical stochastic process, the two-time conditional prob-
abilities P (xt2 |xt1) in the above definitions for GCRF and CRF2 will typically depend nonlinearly on the
initial probability density P (xt0) [163, 164], via
P (xt2 |xt1) =
∫
dµ(xt0)P (xt2 ,xt1 |xt0)P (xt0)∫
dµ(xt0)P (xt1 |xt0)P (xt0)
=
∫
dµ(xt0)P (xt2 |xt1 ,xt0)P (xt1 |xt0)P (xt0)∫
dµ(xt0)P (xt1 |xt0)P (xt0)
. (154)
However, if GCRF is satisfied, or even merely CRF2, then any such dependence factorizes out via Eq. (152),
implying all memory of the initial configuration is removed. The assumption that the stochasticity in
the evolution for t > t0 is independent of P (xt0) is analogous to the assumption of initial system-bath
factorization, Eq. (8), which was fundamental to our entire quantum analysis.
5.1.4. Chapman-Kolmogorov equation
The Chapman-Kolmogorov equation is a composition property of the two-time conditional probability
density:
Definition 20 (Chapman-Kolmogorov Equation). The two-time conditional probability den-
sity of a classical stochastic process {X(t) : t ≥ t0} satisfies the Chapman-Kolmogorov equation
(CKE) if and only if
P (xt3 |xt1) =
∫
dµ(xt2)P (xt3 |xt2)P (xt2 |xt1) , (155)
for all times t3 ≥ t2 ≥ t1 ≥ t0 and initial probability densities P (xt0).
As is indicated in Fig. 5, CKE is not only weaker than CM [165], but is weaker than the classical
regression formula CRFn for any n ≥ 2. To show this, first recall that CRF2 is equivalent to taking n = 2
in Eq. (151). Integrating over xt1 then gives
P (xt2 |xt0) =
∫
dµ(xt1)P (xt2 |xt1)P (xt1 |xt0) , (156)
which, applied recursively, yields
P (xt3 |xt0) =
∫
dµ(xt2)P (xt3 |xt2)P (xt2 |xt0) =
∫
dµ(xt1)dµ(xt2)P (xt3 |xt2)P (xt2 |xt1)P (xt1 |xt0) .
Subtracting this result from Eq. (156) with t2 replaced by t3, then multiplying by P (xt0) and integrating
over xt0 , leads to ∫
dµ(xt1)P (xt1)
[
P (xt3 |xt1)−
∫
dµ(xt2)P (xt3 |xt2)P (xt2 |xt1)
]
= 0
for all possible densities P (xt1), implying Eq. (155) as desired. Finally, a counterexample by Feller [165]
shows that the converse does not hold in general (see also the discussion of semi-Markov processes in
Refs. [4, 130]).
5.2. Concepts deriving from the transition matrix
The one-time probability density P (xt) of a classical statistical process is related to the initial prob-
ability density via P (xt) =
∫
dµ(xt0)P (xt|xt0)P (xt0). Thus, the classical conditional probability density
P (xt|xt0), also called the transition matrix, plays a role to analogous to the quantum dynamical map Ett0 for
open quantum systems. Note that, unlike general two-time probability densities in Eq. (154), the transition
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matrix is always independent of the initial probability density P (xt0) [163, 164]. To emphasise this, we will
write it in the form
T (xt,xt0) := P (xt|xt0) , (157)
for any t ≥ t0, with no assumption that the process is Markovian. For a discrete-valued stochastic process,
T is indeed a matrix, depending on t, with elements T (xt,xt0). We will also use the matrix terminology for
continuous-valued processes.
The following subsections are devoted to the discussion of notable properties of transition matrices that
hold for Markovian processes, and which are analogous to concepts of quantum Markovianity defined in
section 3.8 in terms of the quantum dynamical map E .
5.2.1. Classical divisibility
Recall from Section 3.8.1 that quantum divisibility corresponds to being able to describe the evolution
of the state of an open quantum system, between two arbitrary times, by a quantum information channel.
Hence, it is natural to define classical divisibility as corresponding to being able to describe the evolution
of the probability density P (xt), between two arbitrary times, by a classical information channel. Any such
classical channel, mapping P (xt1) to P (xt2), is defined by a stochastic matrix S(xt2 ,xt1), with nonnegative
elements and satisfying
∫
dµ(xt2)S(xt2 ,xt1) = 1 [2]. Clearly, the transition matrix T (xt,xt0) is an example
of a stochastic matrix. We now formally define:
Definition 21 (Classical Divisibility). The transition matrix T (xt,xt0) of a classical stochastic
process {X(t) : t ≥ t0} satisfies classical divisibility (CD) if and only if for all times t2 ≥ t1 there
exists a stochastic matrix S(xt2 ,xt1) such that
T (xt2 ,xt0) =
∫
dµ(xt1)S(xt2 ,xt1)T (xt1 ,xt0) . (158)
The integral in Eq. (158) may be regarded as a generalized matrix product. As is indicated in Fig. 5,
classical divisibility is not only weaker than CM [165], but is weaker than the classical regression formula
CRFn for any n ≥ 2. In particular, it follows immediately from Eq. (156) that classical divisibility is
satisfied, with S(xt2 ,xt1) = P (xt2 |xt1), whenever CRF2 holds.
5.2.2. Classical master equation
In the analysis of some classical stochastic processes, it is both possible and convenient to use a differential
(in time) form of divisibility. Various terminologies are used in the literature, but here we refer to it as the
classical master equation.
Definition 22 (Classical master equation). The transition matrix T (xt,x0) of a time-
continuous classical stochastic process {X(t) : t ≥ t0} admits a classical master equation (CME)
if it satisfies
∂T (xt,xt0)
∂t
=−∇ · [A(xt)T (xt,xt0)] +
1
2
Tr[∇∇>D(xt)T (xt,xt0)]
+
∫
dµ(yt) [J(xt|yt)T (yt,xt0)− J(yt|xt)T (xt,xt0)] (159)
for all times t ≥ t0, where A and D ≥ 0 are (differentiable) vector and matrix functions respectively,
and J ≥ 0 is a non-negative function.
The existence of a classical master equation (CME) implies classical divisibility holds in the sense that,
solving Eq. (159) with the appropriate initial condition gives a solution satisfying classical divisibility [166].
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Thus, the relation between classical divisibility and CME in the classical hierarchy is analogous to that
between divisibility and time-dependent GKS-Lindblad equation in the quantum hierarchy (see Theorem 14).
This suggests one may take CME as the classical analogy of the time-dependent GKS-Lindblad equation.
Recall that the existence of the latter can be derived from the open quantum system dynamics being a
QWN process (Section 3.2). Similarly, the CME can be derived from the classical stochastic process being
described by CWN (Section 5.1.2), as discussed below. Note, however, that even though QWN has analogues
of the jump and diffusion terms in CWN, the GKS-Lindblad master equation has only one type of irreversible
term, unlike the CME which inherits its jump and diffusion terms directly from CWN. Indeed, in the MCWF
method (Section 3.8.5), any Lindblad term can be simulated by either saltatory or diffusive evolution for
|ψ(t)〉.
For the details of the derivation of the CME from CWN, see Ref. [44]. The parameters of the two
descriptions are related as follows. The drift vector A(xt, t) is the same in both descriptions. The positive
semidefinite and symmetric diffusion matrix D is given by D(xt, t) = B(xt, t)B
>(xt, t). Finally, the jump
function in the DCKE is given by J(xt|yt) =
∑
j λj(xt, t)δ(xt − yt − cj(yt)), where cj is the j-th column
vector of matrix C in Eq. (145). Note that the sum here is over the number of jump channels (the dimen-
sionality of the vector dN). For a discrete configuration space, the number of jump channels can be taken
to be countable. In this case jumping is the only possible dynamics, so A = 0 and B = 0, and one must
replace the Dirac-δ functions above by Kronecker-δ functions. In this situation the J(x|y) are the elements
of the so-called jump rate matrix [44]. For a continuous configuration space, the number of jump channels
may be uncountable, allowing for J to be a smooth function. In this case it is not uncommon to consider
models with J = 0, for which Eq. (159) reduces to the well known Fokker-Planck equation. Note that the
term “master equation” is often restricted to the opposite case, where A and D are identically zero [44],
contrary to our more general meaning which is inspired by the analogue with the quantum master equation.
5.2.3. Stochastic semigroups
In this subsection, we consider a special type of stochastic process, which is homogeneous in time. First,
recalling the notation in Eq. (142), we define the stochastic matrix Sδ(x,y) for any time displacement δ ≥ 0
by
Sδ(x,y) := Pr(X(t0 + δ) = x|X(t0) = y) . (160)
Note that S0 = I, where I denotes the ‘identity’ matrix with I(x,y) = δ(x− y) for continuous state spaces
and I(x,y) = δxy for discrete configuration spaces. Note also that
Sδ(xt0+δ,xt0) = T (xt0+δ,xt0) , (161)
i.e., Sδ is determined by the transition matrix T of the stochastic process.
It is natural to define the product of any two such stochastic matrices Sr and Ss via
(Sr ◦ Ss)(x,y) :=
∫
dµ(z)Sr(x, z)Ss(z,y) . (162)
The classical analogue of a quantum dynamical semigroup (see Definition 12) is then given by:
Definition 23 (Stochastic semigroup). The transition matrix T (xt,xt0) of a classical stochastic
process {X(t) : t ≥ t0} generates a stochastic semigroup if and only if for any r, s ≥ 0, Sδ =
T (xt0+δ,xt0) satisfies
Sr+s = Sr ◦ Ss . (163)
It is easy to see that the concept of stochastic semigroup is strictly stronger than classical divisibility,
as is depicted in Fig. 5. In particular, Eqs. (161) and (163), for the choices r = t2 − t1 and s = t1 − t0,
immediately yield Eq. (158) with S = St2−t1 .
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Recall that in the quantum case, under certain conditions of continuity, a dynamical semigroup is equiv-
alent to a time-independent GKS-Lindblad equation (see Theorem 13). Similarly, in the classical time-
continuous case a stochastic semigroup is equivalent to a homogeneous classical master equation, where the
latter is defined as follows:
Definition 24 (Homogeneous classical master equation). The transition matrix T (xt,xt0) of
a classical stochastic process {X(t) : t ≥ t0} admits a homogeneous classical master equation
(HCME) if and only if Eq. (159) holds for time-independent A, B and J .
This classical equivalence was noted in Refs. [114, 116]. For a rigorous discussion of these technical
assumptions, we refer readers to Ref. [167].
5.2.4. Decreasing distinguishability
The maximum probability of correctly distinguishing between any two classical probability densities P (x)
and P ′(x), having respective prior probabilities w and 1−w, is 12 (1+
∫
dµ(x)|wP (x)− (1−w)P ′(x)|) [128].
Thus, the classical analogue of decreasing system distinguishability for open quantum systems (Definition 15)
is:
Definition 25 (Decreasing classical distinguishability). The transition matrix T (xt,xt0) of a
classical stochastic process {X(t) : t ≥ t0} exhibits decreasing classical distinguishability if and only
if ∫
dµ(xt2) |wP (xt2)− (1− w)P ′(xt2)| ≤
∫
dµ(xt1) |wP (xt1)− (1− w)P ′(xt1)| , (164)
for all w ∈ (0, 1), initial distributions P (xt0), P ′(xt0), and for all times t2 > t1 ≥ t0, where P (xt) :=∫
dµ(xt0)T (xt,xt0)P (xt0).
It follows from Theorem 2.4 of Ref. [13] that decreasing classical distinguishability is equivalent to
classical divisibility (158). Thus, the strict quantum hierarchy between divisibility and decreasing system
distinguishability (Fig. 1) collapses for the corresponding classical concepts (Fig. 5). This difference is due to
the distinction in quantum mechanics between completely positive and merely positive maps (see Sec. 4.2.3),
a distinction which does not exist in classical processes.
5.2.5. Monte Carlo simulations
An alternative way to find the probability P (xt) for a classical stochastic process is through numerical
simulations. Mathematically, the idea is to reconstruct P (xt) from sampling. This is useful when an analyt-
ical solution cannot be found, especially for large systems where an exact numerical solution is impractical.
Sampling has become increasingly used because of the development of efficient algorithms and increasing ca-
pacity in computation. A sufficiently large ensemble of stochastic paths allows one to further draw statistical
inferences of the system which are the same as that from P (xt). Any sample-based numerical simulation
method, in this regard, is usually referred to as a Monte Carlo simulation method [168]. Using the notations
developed for MCWF in Section 3.8.5, we describe Monte Carlo simulation methods (MCSMs) as follows:
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Description 2 (Monte Carlo Simulation). A classical stochastic process {X(t) : t ≥ t0} can be
simulated by a Monte Carlo simulation method (MCSM) if, for any system configuration X(t0) = x0
and for any finite sequence of times tn > · · · > t1 > t0, it is possible to numerically generate, in
parallel, an ensemble of M system trajectories Υ(x0, rt), each of the form
Υ(x0, rn) ≡
[
x0 → ℘r1(t1) x1 → · · · → ℘rj (tj) xj → · · · → ℘rn(tn) xrn
]
,
such that, at each time tj in the sequence,
lim
M→∞
EM [f(xj)] =
∫
dµ(xj)P (xj)f(xj) , (165)
where EM [•] denotes an equally-weighted average over the numerically-generated trajectories; f(•)
is an arbitrary function; and P (xj) is the true probability distribution for X(tj) = xj . Moreover,
the method of generation cannot rely on explicit knowledge of the P (xj).
It should be emphasized that not every numerical simulation method of classical stochastic processes,
which may be known under the name of a Monte Carlo method, is formulated as above, and it is certainly
not our intention to claim so. We thus call it a description, rather than a definition. In particular, following
our characterization of the MCWF method for the quantum case, we have restricted to equally-weighted en-
sembles, but weighted ensembles can of course be used, with weights calculated along with the samples [169].
Also note that, again following the MCWF case, we have required only that MCSM reproduce the correct
1-time statistics as described by P (xj), for all tj . That is, we do not require it to reproduce any multi-time
correlation functions.
It is easy to see that any stochastic differential equation as per Eq. (145) can be simulated using MCSM.
In particular, the increments, dW (t), can be sampled from Gaussian distributions, and the jumps from
an adapted binomial distribution [170]. This can be used to generate a record of the random variable
{X(t) = xt, t ≥ t0}, which, similar to MCWF, is called a trajectory (or ‘realization’) of X(t) [2]. This
direct connection from the classical white noise stochastic differential equation to the MCSM is an important
difference from the quantum case. In the latter case, the quantum white noise differential equation, Eq. (22),
describes operators on the joint system–environment Hilbert space. It has no direct correspondence to
stochastically evolving wavefunctions in the system Hilbert space as used in MCWF.
Note that MCSM can be applied to both discrete and continuous-time processes. As long as the condi-
tional probability distribution P (xt|xt′) can be sampled for a fixed xt′ , it is possible to stochastically update
the simulated system configuration from xt′ to xt. In this sense, any Markovian process can be simulated
by MCSM, as shown in Fig. 5. Thus, MCSM can be implied by any other concept that we have discussed
in this section, at least if we assume that the evolution after t0 is independent of P (xt0); see Sec. 5.1.3. In
this regard, it plays a similar role to that of MCWF for the quantum hierarchy (see Section 3.8.5).
6. Concluding remarks
In this report, we have rigorously defined many Markov-related concepts of OQSs, within a very general
framework. These concepts naturally fall into two distinct classes: those requiring knowledge of the system-
environment interaction and those relying solely on the properties of the system dynamical map. On this
basis, we then derived the complex hierarchical relations between those concepts, as summarized in Fig. 1.
We do not propose that any of our concepts should be identified as quantum Markovianity. Rather, we expect
the hierarchy figure to bring some clarity to the long-argued issue of what constitutes quantum Markovianity
or non-Markovianity. Developing new criteria, that are similarly rigorous, to distinguish amongst classes of
OQSs that are non-Markovian by all our definitions is a remaining challenge.
We hope that readers have gained, if nothing else, an understanding that ‘quantum Markovianity’ is
a term which is highly dependent on the context. This is also the main reason why we have not devoted
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much discussion to non-Markovian ‘measures’, despite the fact that they are widely used in the literature.
It now should be clear, from our hierarchy Figure 1, that the variability in constructing those measures
originates in part from the fact that there are many different perspectives that one could take to define
quantum Markovianity. For example, many possible measures of non-Markovianity based on the concepts of
divisibility and decreasing system-state distinguishability are reviewed in Refs. [13, 14, 22], while a measure
based on the quantum regression formula has been recently proposed in Refs. [63, 171]. Our hierarchy of
concepts in Figure 1 is of direct value in this regard: if a given measure detects non-Markovianity relative
to a particular concept (e.g., divisibility), then it also immediately detects non-Markovianity relative to any
concepts further up the hierarchy (e.g, PFI, QRF and NIB).
To finish, we emphasize that we make no claims about the completeness of this work. There is no reason
to think that our hierarchy has included all quantum Markov-related concepts of interest; further exploration
of dynamical decoupling is one area where we know there is current activity [172]. Also, as we have made
plain, there are still some remaining questions in our hierarchy. For some we have conjectured answers,
while others are completely open questions. For the reader’s convenience, these are listed and discussed
in Appendix A.
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Appendix A. Conjectures and open questions
From GQRF to PFI
We are tempted to conclude that a system fulfilling GQRF might satisfy PFI for time-discrete evolutions,
when PFI can be strictly fulfilled (recall the discussion in Section 3.3). We leave the necessary direction of
Theorem 3 open.
From Composability to QRF
We note that that QRF is prima facie more general than composability, and therefore conjecture that
the reverse direction of Theorem 7 does not hold. However, a concrete counterexample is still missing and
the reverse direction (from composability to QRF) is left open in Fig. 1.
From NQIB to PU
It is unclear whether NQIB can imply PU. Note that NQIB is defined for three times (recall Definition 8),
while PU is defined by performing measurements on the bath at multiple times. To our knowledge, NQIB
cannot be generalized to multiple times as was done for composability and NIB. Thus it is not obvious that
NQIB should imply PU. However, we have not found a counterexample and thus leave this direction (in
Theorem 12) open in Figure 1.
From NIB to composability
According to Definition 6 of composability and Definition 7 of NIB, the latter is a ‘stronger’ version of
composability, since it only requires the existence of an environment state which satisfies Eq. (51), while
composability requires that such an environment state must be unitarily equivalent to the initial one. We
thus conjecture that NIB is only a necessary condition for composability. However, we have not found a
counterexample to support this conjecture.
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GQRF and MPU
For those concepts in Fig. 1 that are not directly linked by any kind of arrows, one can still sort out
the relations between them based on the established hierarchy. However, there does exist an exception: the
relation between GQRF and MPU is not clear. It is known that MPU does not imply GQRF; recall the
counterexample in the proof of Theorem 10. However, it is not known whether GQRF can imply MPU and
we here leave it as an open question.
Appendix B. FA, PFI and QRF
Here we supply the promised details in the proofs of Theorems 1 and 3, for deriving QRF from FA and
PFI respectively.
I. FA and QRF (Theorem 1):
〈Aˇ(t1)Bˇ(t2)〉 = Trse
[
(U t1†t0 Aˆ)(U t2†t0 Bˆ)ρse(t0)
]
= Trse
[
BˆUˆ t2t1 ρse(t1)AˆUˆ
t2†
t1
]
FA
= Trse
[
BˆUˆ t2t1 ρs(t1)Aˆ⊗ ρ˜e(t1)Uˆ t2†t1
]
(B.1)
= Trs
[
BˆE˜t2t1 [ρse(t1)Aˆ]
]
, (B.2)
which is the same as Eq. (35).
II. PFI and QRF (Theorem 3):
〈Aˇ(t1)Bˇ(t2)〉 = Trse
[
(U t1†t0 Aˆ)(U t2†t0 Bˆ)ρse(t0)
]
= Trse
[
BˆU t2t1
(
ρse(t1)Aˆ
)]
PFI
= Trse
[
Bˆ
(
U t2t1 (p1)⊗ U t2t1 (s, e21)⊗ U t2t1 (f2)
)(
ρsp1(t1)Aˆ⊗ ρe21(t1)⊗ ρf2(t1)
)]
= Trs
[
Bˆ Tre21f2
[(
U t2t1 (s, e21)⊗ U t2t1 (f2)
)(
ρs(t1)Aˆ⊗ ρe21(t1)⊗ ρf2(t1)
)] ]
= Trs
[
BˆE˜t2t1 [ρs(t1)Aˆ]
]
, (B.3)
which is the same as Eq. (35).
Appendix C. The AFL model and its relations to FA, QRF and GQRF
In this Appendix, we discuss the AFL model13, and show it satisfies QRF but fails FA and GQRF, as
claimed in Theorems 1 and 5 respectively. Consider a qubit coupled to a single environment field mode (or
particle), through the time-independent Hamiltonian
Hˆ =
g
2
σˆz ⊗ xˆ , (C.1)
13This model was first proposed in Ref. [83]. It was independently introduced recently in Ref. [78], where the authors call
it the shallow pocket model. In this report, we follow the latter formulation, which takes the environment to be a quantum
superposition, rather than the former, which takes it to be a classical mixture.
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where g is a real number describing the coupling strength, σˆz is the Pauli z matrix of the system and xˆ is
the position operator of the field. Let t0 = 0 for simplicity. The initial combined state is assumed to be
ρse(0) = ρs(0)⊗ |ψ〉〈ψ|, in which the initial field state is pure with wave function:
ψ(x) = 〈x|ψ〉 =
√
γ
pi
1
x+ iγ
, (C.2)
where γ is a positive real number. Note that the interaction Hamiltonian is unbounded. Despite the
environment comprising only a single mode, by tracing over the field one finds that the system obeys a
dephasing-like master equation [78]:
dρs(t)
dt
=
gγ
2
D[σˆz] ρs(t) . (C.3)
Note that if the initial system state is pure, it will becomes mixed according to Eq. (C.3). Since the total
state ρse(t) is pure, it must be entangled, which means the AFL models must fail FA.
We now show the AFL model strictly satisfies QRF in Definition 4. Let ckj = 〈k|ρs(0)|j〉, where |k〉, |j〉
(and similar below) are the eigenstates of σˆz with eigenvalues λj = (−1)j . Setting γ = g/2 = 1 for
convenience, the combined system-environment state can be written as
ρse(t) = Uˆ
t
0 [ρse(0)] Uˆ
t†
0
= exp (−iσˆzxˆt)
∑
k,j
ckj |k〉〈j| ⊗ |ψ〉〈ψ|
 exp (iσˆzxˆt)
=
∑
k,j
∫∫
dxdx′ exp
(− iλkx t)ckjψ(x)ψ∗(x′) (|k〉〈j| ⊗ |x〉〈x′|) exp (iλjx′t) , (C.4)
By tracing over the field, the reduced system state reads:
ρs(t) = Ett0ρs(t0)
=
∑
k,j
∫
dx exp
(−i(λk − λj)x t)|ψ(x)|2ckj |k〉〈j| , (C.5)
=
∑
k,j
χ[f(λk − λj , t)]ckj |k〉〈j| , (C.6)
where we define f(δ, s) = exp
(−iδ x s), and χ[•] = ∫ • |ψ(x)|2 dx. Now, given two system operators Aˆ and
Bˆ, one has
〈Aˇ(t2)Bˇ(t1)〉 = Trse
[
Uˆ t2†t1 AˆUˆ
t2
t1 Bˆ Uˆ
t1
0 ρse(0)Uˆ
t1†
0
]
(C.7)
Using the notation introduced in Eq. (C.6), this can be rewritten as
〈Aˇ(t2)Bˇ(t1)〉 = Trs
∑
k,m,j
χ[f(λk − λj , t1)f(λm − λj ,∆t2)]ckjBmjAˆ|m〉〈j|
 , (C.8)
For QRF to hold for this correlation function, one requires that
〈Aˇ(t2)Bˇ(t1)〉 = Trs[AˆE˜t2t1 ρs(t1)Bˆ]
= Trs
∑
k,m,j
χ[f(λk − λj , t1)]χ[f(λm − λj ,∆t2)]ckjBmjAˆ|m〉〈j|
 . (C.9)
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It follows from Eqs. (C.8) and (C.9), recalling that Aˆ and Bˆ are arbitrary system operators, that a sufficient
and necessary condition for QRF to hold is
χ[f(λk − λj , t1)] χ[f(λm − λj ,∆t2)] = χ[f(λk − λj , t1)f(λm − λj ,∆t2)] . (C.10)
But from Eq. (C.2), |ψ(x)|2 = 1/pi(1 + x2), and one thus has
χ [f(λk − λj ,∆t)] = exp(−|λk − λj |∆t) . (C.11)
Noting that λk,j,m ∈ {−1, 1}, it follows that Eq. (C.10) is strictly satisfied, as required. One can similarly
show that 〈Aˇ(t1)Bˇ(t2)〉 also satisfies QRF.
However, the AFL model does not satisfy GQRF. As a counterexample, one can calculate 〈Aˇ(t2)Bˇ(t3)Dˇ(t1)〉.
The sufficient and necessary condition for GQRF to hold for 〈Aˇ(t2)Bˇ(t3)Dˇ(t1)〉 is
χ[f(λk − λj , t1)] χ[f(λk − λn,∆t2)] χ[f(λl − λn,∆t3)]
=χ[f(λk − λj , t1)f(λk − λn,∆t2)f(λl − λn,∆t3)] . (C.12)
This does not hold, for example, for the choice λk = λn = 1, λj = λl = −1 and t1 = ∆t2 = ∆t3.
Appendix D. Proof of Lemma 1
The proof of Lemma 1 in section 4.1.5 is given here. We first repeat the lemma for convenience.
Lemma 1. Given a unitary Uˆ acting on the Hilbert space Hab = Ha ⊗Hb, a pure state pˆia on B(Ha) and
a (possibly mixed) state ρb on B(Hb), such that ρ′a = Trb[Uˆ(pˆia ⊗ ρb)Uˆ†] is mixed, then either
1. the state ρb is related to ρ
′
a by an isometry (and so is also mixed), or
2. there exists a pure-state decomposition ρb =
∑
j ℘
j
bpˆi
j
b of ρb such that Uˆ(pˆia⊗ pˆijb)Uˆ† is a pure entangled
state for at least one pˆijb with ℘
j
b 6= 0.
Proof. We proceed by showing that if property 2 of the lemma does not hold, then property 1 must hold.
First, let H˜b ⊆ Hb denote the support of ρb, i.e., the Hilbert space spanned by those eigenvectors of
ρb corresponding to nonzero eigenvalues. If property 2 does not hold it then follows that Uˆ(pˆia ⊗ pˆib)Uˆ† is
unentangled for every pˆib = |ψ〉〈ψ| on the support of ρb, i.e., for all |ψ〉 ∈ H˜b. Hence, writing pˆia = |φ〉〈φ|,
we must have
Uˆ |φ〉 ⊗ |ψ〉 = |φ′〉 ⊗ |ψ′〉 (D.1)
for all |ψ〉 ∈ H˜b. The Hilbert space H˜Ub := {Uˆ |φ〉 ⊗ |ψ〉 : |ψ〉 ∈ H˜b}, is therefore isomorphic to H˜b and
consists solely of factorisable states in Ha ⊗Hb.
Second, note that the Hilbert space H˜Ub must be closed under superposition. However, for some fixed
|φ′0〉 ⊗ |ψ′0〉 ∈ H˜Ub , its superposition with any other factorisable state |φ′〉 ⊗ |ψ′〉 is factorisable if and only if
|φ′〉 = f |φ′0〉 or |ψ′〉 = g|ψ′0〉 for some multipliers f, g (this is the crucial property required for the proof).
Hence, every state |φ′〉 ⊗ |ψ′〉 ∈ H˜Ub is either of the form |φ′0〉 ⊗ |ψ′〉 or |φ′〉 ⊗ |ψ′0〉, for two fixed states
|φ′0〉 ∈ Ha, |ψ′0〉 ∈ Hb.
Third, one might think that Hb could contain a state of each form, i.e, two states |φ′0〉 ⊗ |ψ′〉 and
|φ′〉 ⊗ |ψ′0〉 ∈ H˜Ub . But we know from the preceding paragraph that |φ′〉 = f |φ′0〉 or |ψ′〉 = g|ψ′0〉 for some
multipliers f, g. This means that one of the two states must be equal to the fixed state |φ′0〉 ⊗ |ψ′0〉, up to
some multiplying factor. It follows that in fact Hb can only contain normalized states of just one form.
That is, recalling such states are of the form Uˆ |φ〉 ⊗ |ψ〉 as per Eq. (D.1), we have
Uˆ |φ〉 ⊗ |ψ〉 = |φ′0〉 ⊗ |ψ′〉 ∀ |ψ〉 ∈ H˜b, or Uˆ |φ〉 ⊗ |ψ〉 = |φ′〉 ⊗ |ψ′0〉 ∀ |ψ〉 ∈ H˜b, (D.2)
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for some fixed states |φ′0〉 ∈ Ha, |ψ′0〉 ∈ Hb.
Finally, note that the first possibility in Eq. (D.2) implies immediately that ρ′a = Trb[Uˆ(pˆia ⊗ ρb)Uˆ†] =
|φ′0〉〈φ′0|, i.e., that ρ′a is pure, which contradicts the assumption in the statement of the lemma. Hence,
the second possibility in Eq. (D.2) must hold. Further, since Uˆ must preserve inner products, then any
orthonormal set of states {|ψj〉} in H˜b must be mapped to a corresponding orthonormal set of states {|φ′j〉}
in Ha. It follows immediately, for an orthogonal decomposition ρb =
∑
j pj |ψj〉〈ψj |, that
ρ′a = Trb[Uˆ(pˆia ⊗ ρb)Uˆ†] =
∑
j
pj |φ′j〉〈φ′j |. (D.3)
Hence, recalling ρ′a is mixed, as per the statement of the lemma, it follows immediately that ρb is mixed,
and related to ρ′a by an isometry, as per property 1 of the lemma.
Appendix E. Hierarchy of classical regression formulas
The nth order classical regression formula, denoted by CRFn, is equivalent to (see Section 5.1.3)
P (xtn , . . . ,xt2 ,xt1 |xt0) = P (xtn |xtn−1) . . . P (xt2 |xt1) P (xt1 |xt0). (E.1)
Here we show that the sequence {CRFn} forms a strict hierarchy: in particular, while CRFn clearly implies
CRFn−1 (choose tn−1 = tn), the converse does not hold.
Feller has given an example of a non-Markovian classical stochastic process which satisfies the Chapman-
Kolmogorov equation (155) [165]. Feller’s example further satisfies CRF2 but not CRF3. However, it does
not readily generalize to higher CRFn. We therefore require a different example, that generalizes to all
values of n. We will only consider the case of discrete classical stochastic processes and times.
First, consider a set of 3 random variables {x1, x2, x3}, each taking values in {±1}, and having joint
probability distribution
p0(x1, x2, x3) :=
1
8
(1 + x1x2x3) . (E.2)
Thus these variables are statistically correlated. Further, summing over one or more variables gives
p0(xj) =
1
2
, p0(xj , xk) =
1
4
, j < k. (E.3)
We now extend these random variables to an infinite set {xn|n = 0, 1, 2, . . . }, where n is identified with a
fixed discrete time tn and xn = ±1. First, each block Bm := (x3m+1, x3m+2, x3m+3) for m ≥ 0 is defined
to have associated joint probability distribution p0(x3m+1, x2m+2, x3m+3). Second, x0 is permitted to have
some arbitrary probability distribution q(x0). Third, each block is statistically independent of x0 and all
other blocks (thus, for example, p(x0, x1, x3, x5) = q(x0)p0(x1, x3)p0(x5) = q(x0)/8). It follows immediately
that all sets of two or fewer variables are uncorrelated, with joint probabilities as per Eq. (E.3) for j > 0.
Further, p(xm|x0) = p(xm) = 12 and p(xm|xn) = p(xm, xn)/p(xn) = 12 for all m,n > 0, yielding
p(xm, xn|x0) = p(xm, xn) = 1
4
= p(xm|xn) p(xn|x0) (E.4)
for all m > n > 0. Thus, CRF2 is valid. However, it is clear from Eqs. (E.2) and (E.3) that CRF3 fails.
Note that, by iterative insertion of further statistically independent blocks between any two consecutive
times, one can construct further examples where the time difference between consecutive variables becomes
arbitrarily small.
The above counterexample is easily generalized to CRFn, and arbitrary block sizes, as follows. First,
for integers M ≥ N ≥ 2 let x1, x2, . . . , xM be M random variables with xn = ±1, with a joint probability
distribution of the form
pMN (x1, x2, . . . , xM ) := 2
−M
(
M
N
)−1 ∑
1≤j1<j2<···<jN≤M
(1 + αj1j2...jN xj1 . . . xjN ) , (E.5)
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with coefficients 0 < |αj1j2...jN | ≤ 1. Thus, p0 above corresponds to the case M = N = 4 and α1234 = 1. It
is straightforward to check that any N of these variables are correlated, with marginal distribution
pMN (xj1 , . . . , xjN ) = 2
−N
[
1 +
(
M
N
)−1
αj1j2...jN xj1 . . . xjN
]
. (E.6)
Extending these random variables to an infinite set as before, with blocks Bm = (xmM+1, . . . , xmM+M ) of
length M having joint distribution pMN (xmM+1, . . . , xmM+M ) and being statistically independent of each
other and x0, one finds that CRFn is satisfied for all n < N , but fails for n = N . We note this general
example can be extended to a stationary process, similarly to Feller’s example [165], by averaging over M
consecutive time-shifts.
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