We show analytically that the presence of a hard diffracting object inside an optical cavity, for example an aperture or a waveguide, reduces the symmetry of the system from cylindrical to rectangular. As a consequence, patterns with concentric rings of bright or dark spots made up by modes whose azimuthal indexes are not multiples of one another, appear when the zero field solution becomes unstable. This type of bifurcations are anomalous if the symmetry is cylindrical and therefore indicate the presence of polarization effects induced by diffraction. As an example of this type of systems, we investigate numerically the bifurcations of a ring laser with a metallic duct and a polarizer inside the optical cavity.
Introduction
One of the most recent and interesting development in the field of pattern formation is the discovery that optical systems are capable of sustaining static and dynamical patterns of varying degree of complexity [1, 2] . The agreement between theoretical analysis and experiments is quite good and the mechanisms that lies at the basis of optical pattern formation are well understood. However, there are experimental observations of anomalous patterns consisting of concentric rings of bright or dark spots [3, 4, 5] made up by modes with co-prime azimuthal indexes, e.g. 3 and 7, which still lack any theoretical explanation. Such patterns are forbidden on symmetry grounds in the group-theoretical analysis of the usual models exhibiting optical pattern formation [6] . These models assume a perfect O 2 symmetry: unfortunately, a pattern with co-prime number of spots cannot arise from a co-dimension one bifurcation of a rotationally symmetric system. In other words, symmetry arguments tell us that such patterns, while theoretically possible, are not generic, and, therefore, should not be experimentally observable under normal circumstances. Since these models typically treat the optical field as a scalar, generalization to a full vector treatment of the field is one possible route to the resolution of this anomaly. Vector models have been considered for pattern formation in nonlinear isotropic and anisotropic media [7, 8, 9] , where it has been shown that in isotropic media polarizers allow to represent vector fields as scalars. Instead, we show here, expanding on the results of [10] , that a full vector treatment of the field is indeed necessary for nonlinear isotropic media if both diffractors and polarizers are present. We identify a basic, but usually overlooked, mechanism by which diffraction from edges and apertures can couple orthogonal polarization states. This in turn breaks the symmetry restrictions which apparently forbid these 'anomalous' patterns and structures. We show that in optical systems containing a linear polarizer, a nonlinear isotropic medium and a metallic diffractor such as an iris or a duct, such patterns can arise in simple (co-dimension one) primary bifurcations.
Diffracting elements are very common in experiments but so far they rarely have been included in nonlinear models; their presence changes substantially the theory and together with the polarizer explains such patterns. In the following we develop a general framework based on symmetry properties which applies to diffractors such as ducts and apertures in conducting or absorbing screens. We then study numerically the case of a ring cavity laser with intra-cavity waveguide and polarizer and show that it has stationary solutions which are combinations of modes with co-prime indexes.
This paper is organized as follows. The symmetry properties of the Maxwell and paraxial equations are discussed in the next section and in Appendix A: we show that the presence of a diffracting object and a polarizer eliminates the O 2 symmetry. As an example, we study a ring laser with intra-cavity waveguide in Section 3, where we discuss the model's equations. These are derived in Appendix B together with their specific cavity modes. The symmetry group of the laser model and a discussion of features of its bifurcation structure are the subject of section 4. Numerical simulations have confirmed the theoretical predictions; numerical results and a brief description of the algorithms used are presented in Section 5. The conclusions and future applications of our symmetry analysis are discussed in the last section.
Maxwell's equations, paraxial approximation and O symmetry
Transformation properties are very important to study pattern formation in systems with symmetry because they determine the type of bifurcations that is possible to observe. The most important and general result of this section is that optical systems in which at least a part of the optical path needs to be described by a non paraxial theory can have bifurcations which are not generic in paraxial systems. This is due to the fact that the differential operators acting upon the transverse components of the electric and magnetic fields in Maxwell's equations transform as a vector while in the paraxial equations they transform as a scalar.
The results of this section can be interpreted physically by making reference to the two cavities in Figure 1 . The propagation of the electro-magnetic field in the cavity on the left is described by the paraxial equation: therefore the two components of the polarization are independent and the polarizer, represented by the shaded square with a thick arrow, just fixes a reference axis. The electric field has only one component, parallel to the polarizer, throughout the cavity and can be treated as a scalar. The application of the O 2 symmetry group is equivalent to rotating the polarizer while keeping everything else fixed. In the case of this cavity, this implies that if a new reference axis is chosen, the physics and the nature of the solutions of the problem remain unchanged.
The cavity on the right of Figure 1 , instead, contains an aperture that couples the two components of the field through the edge currents (dashed circular lines in Figure 1 ). In this case, the action of the polarizer is not only to fix the reference axis, but also to suppress at every round trip the component of the electric field orthogonal to its axis.
The final combined effect of aperture and polarizer may then appear of negligible difference form the sole polarizer case. There is however a subtle, yet macroscopically relevant, distinction. Suppose that the field before traversing the aperture is linearly polarized with angular dependence exp(in ),
where is the polar angle in the transverse plane. From geometrical considerations (the radial current on the aperture rim has maxima where the direction of the field polarization is tangent to the aperture and there are two points of this type lying on the same diameter) we can see that the angular dependence of the edge currents and, hence, of the field they generate, is exp i(n 2) ]. If both components are kept then interference effects are such that the light intensity has angular dependence 2n , as in the paraxial case. However, if a polarizer is present and only one component is left, then the intensity has angular dependence 2n , 2(n?2) , 2(n+2) . By iterating this process at each passage trough the cavity, all the n modes of equal parity are coupled together. In other words, in this case the linearly polarized cavity modes cannot depend upon a single angular harmonic, but depend upon all the even or the odd harmonics. In cavities with ducts instead of apertures, the physical mechanism for the coupling of different harmonics is the same, but it can be modeled using the waveguide modes instead of the edge currents (see Appendix B) thus simplifying the mathematical treatment.
Having clarified the physical effects of the combination of an aperture and a polarizer, we can now proceed more formally to study how and why Maxwell's equations and the paraxial equation transform differently under axial symmetry. These transformation properties explain how the presence of a linear polarizer breaks the O 2 symmetry if in at least one element of the optical system the field propagation is governed by Maxwell's equation, instead of the simpler paraxial equation. This section is complemented by the Appendix A that contains a brief summary of those elements of group and representation theory that are needed in our treatment.
We start by reviewing how the paraxial equation and Maxwell's equations transform under O 2 .
Each set of equations with appropriate, axially symmetric boundary conditions has a complete set of modes; while the two sets of modes corresponding to the boundary conditions specified later are well known, it is not generally appreciated that these modes transform in a different way under O 2 and are basis functions for a vectorial and a scalar representations of the O 2 group respectively. This is due to the different dependence of the two set of modes upon the azimuthal angle , which, in turn, is a consequence of the different transformation properties of the Maxwell and paraxial equations under O 2 . As a consequence, the transformation properties of the electric field in an optical system are the same as for the paraxial fields only if the paraxial approximation is valid along the entire propagation distance. This is not the case when diffraction from hard objects is present. 
The structure of these representations imply that only the components E ; E z of the modes TE and TM depend upon only one spatial harmonic and transform under an 
A matrix operator is equivariant with respect to O 2 only if it commutes with its matrix representation.
One can check that the only matrices that commute with the matrices in Eq. (7) are block diagonal matrices with two by two blocks consisting of scalar multiples of the two by two identity matrix.
Therefore the matrix of Eq. (9) We conclude this section by stressing the generality of our approach.The case analyzed above is known as cavity with linear amplitude anisotropy [14] . For linear phase anisotropies, the matrix (8) that describes the linear medium has imaginary coefficients. For circular amplitude or phase anisotropies, the matrices that describe the linear medium have the structure of Eq. (8) if one decomposes the fields in circular polarizations. We point out that with the same formalism used here, it is possible to show that the symmetry is reduced to D 2 also in cavities with linear phase anisotropies, while it is reduced to SO 2 in cavities with circular amplitude or phase anisotropy.
The laser with intra-cavity waveguide
The framework developed in the previous section is completely general: it applies to any optical system, passive or active, that contains an aperture and a polarization sensitive device in its optical path. In order to verify whether the vectorial effects just discussed can explain some of the experimental results observed in Ref. [3, 4] we have studied in detail a mean field model of a two level unidirectional ring laser whose cavity contains a perfectly conducting waveguide terminated with a linear polarizer (see Figure 2 ). We assume here that the astigmatism introduced by the off-axis mirrors is compensated by optical elements not shown in the figure. The choice of nonlinear medium is dictated by the desire to keep the model as simple as possible. Moreover, our purpose in introducing the laser model is to illustrate that the presence of a hard diffractor can alter completely the symmetry of the laser solutions, without any contribution from anisotropies in the medium-field interaction. Both these reasons suggests the adoption of a scalar two level medium. We can follow this suggestion because, even though the field in the waveguide is a vector, the field in the rest of the cavity is linearly polarized due to the presence of the polarizer at the exit of the waveguide. Therefore the active medium interacts only with a scalar field and there is no need to consider non isotropic or vectorial interactions between medium and field. 00 00 00 00 00 00 00 Here we discuss only briefly the mathematical derivation of the model equations while we refer the interested reader to the Appendix B for the detailed calculations. Throughout this paper the prime symbol, 0 , indicates a dimensional variable. The corresponding non dimensional version is indicated by the same letter, but without a prime. The z 0 coordinate in the model in Figure 2 , is along the cavity axis and the origin is at the left hand side of the active medium. Polar coordinates, r 0 and are used in the transverse plane. The lengths of the active medium and of the cavity are respectively L 0 and 0 . A perfectly conducting waveguide, of radius a 0 and terminated with a linear polarizer that ensures that only one component of the polarization is fed back into the active medium, is located between the coordinates z 0 1 and z 0 2 . The direction of polarization of the polarizer defines the x axis in the transverse plane. We assume that the active medium is sufficiently thin and that the gain per cavity round trip is sufficiently small for the mean field limit approximation [11] to be valid. In this approximation, we can assume that the active medium is "concentrated" at z = 0, and we can neglect the longitudinal dependence of the fields. Therefore, the dynamics of a two level laser can be described by the equations @f jm @ = ? jm (1 + i jm )f jm + 2C jm < A jm ; P >] ; (11) @P @ = ?P + FD; (12) @D @ = ? D ? (r; ) + 1 2 (F P + F P) : (13) All the quantities that appear in these equations are non dimensional: their relation to the corresponding dimensional variables are detailed in Appendix B. All the fields are assumed to be functions only of the transverse polar variables r and and of time, . P(r; ; ) represents the polarization of the active medium, D(r; ; ) is the population inversion and (r; ), 0 1, represents the pump shape. The functions f jm ( ) represent the complex modal amplitudes of the electric field, F(r; ; ), decomposed onto the cavity modes at z = 0, the position of the active medium in Figure A 1m (r; ; z) = X n a 1mn (r; z) cos(n ); A 2m (r; ; z) = X n a 2mn (r; z) sin(n ) (14) where a 1n (r; z) and a 2n (r; z) are complex linear combinations of Gauss-Laguerre functions which depend upon the coupling of the Gauss-Laguerre with the waveguide modes. It is not possible to provide an explicit form of a 1n (r; z) and a 2n (r; z) since they are the eigenvectors of very large matrices (see Appendix B). The sum is over n even or odd depending on the parity of m. Finally, the constants jm , jm and C jm represent respectively the loss, detuning with respect to the atomic frequency and the gain of the mode of indices j and m. 
Symmetry group and bifurcation analysis
The analysis of the symmetry of the laser model described in the previous section reduces to the symmetry analysis of the propagation operator P(0; 1), defined in Appendix B, and of the nonlinear interaction between the medium polarization, the population inversion and the electric field. As usual in laser systems, the equations and the boundary conditions are also invariant under the U 1 group of multiplications of field and polarization by a complex number of modulus one. This gauge invariance is a direct consequence of two operations: first, the factorization of these variables in a complex exponential oscillating at optical frequency and a slow envelope; second, the approximation of products of the real parts of field and/or polarization with Hermitian products of the corresponding complex amplitude.
When the dichroic is a linear polarizer, the active medium is coupled only with the linear component transmitted by the polarizer. In this case the interaction between the medium and the electric field is rotationally invariant. The propagation operator P(0; 1) is the composition of the paraxial propagation from the active medium to the front end of the waveguide, the polarizer, the Maxwell equations for the propagation inside the waveguide, and finally the paraxial propagation from the rear end of the waveguide to the active medium. By using the linearity of these operators and the analysis of section 2, we can see that the propagation operator is invariant under the scalar action of D 2 , the symmetry group of the Maxwell equations combined with a polarizer.
In this section we first find the irreducible representations of the D 2 and U 1 symmetry groups on suitable bases, namely the Gauss-Laguerre and the modes A jm of the cavity with waveguide (cavity modes). The representations allow us to understand how the group acts on the space spanned by the modes. We can then find the subspaces on which the subgroups of U 1 and D 2 act as the identity (each given subgroup is called "isotropy subgroup" and the space is said to be "fixed" by the action of the isotropy subgroup). One can prove [15] that group representations induced on the eigenfunctions of the linear stability operator, which is unknown in many practical cases, are similar to the one induced on the Gauss-Laguerre modes or the cavity modes A jm . Moreover, the dimension of the fixed subspaces do not depend upon the basis chosen. For this reason, the information we find in this section is general and important in determining the bifurcation structure of the zero field solution of the laser equations, as we see in the following.
We start by obtaining the representation on the Gauss-Laguerre basis. This is a relatively straightforward affair that can then be readily extended to the cavity modes. The action of D 2 on a periodic scalar function f(r; ) such that f(r; ) = f(r; + 2 ) derives by the action of the group O 2 and is
given by
x f(r; ) = f(r; ? ); y f(r; ) = f(r; ? ); R f(r; ) = f(r; ? ): (15) [see Eq. (33) in Appendix A]. By using the notation g = g pjnj (r; z), the angular dependence of the Gauss-Laguerre modes G pn (r; ; z) can be written as either g exp(in ) and g exp(?in ), as in Appendix B, or as g cos(n ) and g sin(n ), which is more convenient for the purposes of this section. The action of Eq. (15) induces on the base g cos(n ) the following two irreducible representations x = 1; y = 1; R = 1 (16) while the two irreducible representations induced on the base g sin(n ) are x = ?1;
where the + in y and R corresponds to n even and the ? to n odd. For each n the four basis functions are never mixed and each function spans an irreducible complex space of dimension one.
From the general theory [16] we know that these are the only irreducible representations of D 2 and therefore we shall consider in the following of this section only the base cos(n ) and sin(n ) and the representations (16, 17) . Note that in all these irreducible representations there is some group element that acts like the identity. These elements need to be factored out in the analysis of bifurcations, as we see in the following.
The representations of the U 1 group are complex multiples of the identity matrix, with diagonal elements all of modulus one. Therefore, each representation matrix of U 1 commutes with all the representation matrices of D 2 and vice-versa. The symmetry group of the type of lasers displayed in Figure 2 is therefore the (direct) product of U 1 and
with composition rule is the amplitude's slow frequency. The gauge invariance is therefore associated with a time shift in the periodic solution of the laser equations. We introduce the notation Z 2 (j) with j = x; y; to indicate the binary groups generated by the spatial transformations x ; y ; R respectively and Z 2 ( ; j) to indicate the binary groups generated by the spatial transformation j and the time shift exp(i ). The six isotropy subgroups of two elements with nontrivial fixed subspaces and the basis of their fixed subspaces are listed in table 1. There are also four isotropy subgroup of four elements which are listed in table 2. The extension of these results to the modes of a cavity with waveguide and polarizer is straightforward. Because of the coupling mechanism among different spatial harmonics discussed previously and in the Appendix B, there are four possible types of modes. These are combinations of odd sines, even sines, odd cosines and even cosines, as indicated in Eq. (14) . The cavity modes transform under G as the Gauss-Laguerre modes. The two tables above can be adapted to the cavity modes basis by replacing, for instance, the term sin (2n + 1) ] with cavity modes that are combinations of odd sines.
The other terms are transformed in a similar way.
We have now all the ingredients to attempt a partial study of the bifurcation structure of the zero field solution of the laser equations (11, 12, 13) . From the general theory of bifurcations in systems with symmetry we know that, if the degeneracy of the eigenvalues of the linear stability operator is finite and forced by the symmetry itself, the group representation induced on the null eigenspace of the linear stability operator which corresponds to the eigenvalue with null real part is irreducible. We recall that this eigenspace is spanned by eigenfunctions of the linear stability operator that seed the solution emerging from a symmetry-breaking Hopf bifurcation. We also know that, if the intersection of the invariant space of an isotropy subgroup and the eigenspace is one (the eigenspace is complex), then there is a bifurcating branch of solutions with the symmetry of this isotropy subgroup. In our case, however, there are exceptional features due to the fact that D 2 is Abelian and has subgroups that act like the identity on all its four irreducible representations. In order to find the symmetry that determines the bifurcations, we have to factor out, for each representation, these subgroups [17] . As a consequence, the symmetry that governs the bifurcations is reduced (to S 1 for the representation cos 2n and to Z 2 S 1 for all the others) and the isotropy groups of the solutions emerging from bifurcations of the zero intensity solution with a single control parameter are the last groups listed for each representation in table 3.
The stability of these bifurcating branches of solutions depends upon the specific model in consideration. Moreover, we expect that there will be other branches as well: their number and stability will depend not only on the model's parameters, but also on the degeneracy of the eigenvalues. In the case of the numerical solutions described in the next section, cosine and sine modes of the empty cavity are degenerate, at least numerically, forcing a mixing between the sine and cosine representations. However, also in this example the group structure is very important to classify the symmetries of the observed solutions, even if the theory for D 2 S 1 just outlined does not apply as it stands. Indeed, one can find from table 3 that a solution made up by phase-locked odd cosine and sine modes will have symmetry Z 2 ( ; ) while the symmetry of a solution made up by even cosine and sine modes will be Z 2 ( ), as it is observed in the numerical simulations. However, a complete analysis of the bifurcation structure of the laser equations is beyond the scope of this paper and it is left for future work.
Numerical analysis
The analysis of the previous sections shows that the presence of a diffractor inside an optical cavity changes the symmetry of the model and couples the modes of the cavity. However, the symmetry properties by themselves do not give any information on the strength of the mode-mode coupling nor do they allow us to state whether the symmetry breaking has any observable effect. In order to answer these questions we must resort to numerical simulations. We have used a set of numerical codes that integrate the equations of the laser with intra cavity waveguide described in Section 3 and checked that the picture outlined in the previous sections is not only correct, but also directly observable. We have, however, by no means done an exhaustive study of the solutions and bifurcation structure of the laser equations which we leave to future communications.
The first step in the numerical analysis consists in utilizing the modes of the cavity including the waveguide (see Appendix B). The numerical code first builds the matrix representation of the propagation operator onto the basis of the Gauss-Laguerre modes (see Eq. (46) of Appendix A). The core of this procedure is the projection of the Gauss-Laguerre modes onto the waveguide modes at the entrance and at the exit of the waveguide. The integration over the angular variables can be done analytically and gives rise to selection rules that greatly simplify and speed up the evaluation of the matrix elements. The integration over the radial variable is done numerically using an adaptive method.
We have then evaluated all the eigenvalues and eigenvectors of the propagation matrix. The right eigenvectors provide the cavity modes, while the eigenvalues correspond to their losses and phase shifts during propagation. Moreover, since the propagation matrix is not Hermitian, we also need the left eigenvectors to project the field onto the cavity modes.
It is obvious that it is not possible to take into account all the Gauss-Laguerre and the waveguide modes. In the simulations discussed in this article we have restricted the set of Gauss-Laguerre modes to those with radial index less than or equal to 30 and angular index whose absolute value is less than 8. All the waveguides modes with radial indices less than or equal to 25 and angular index less than 9 were considered. We have also used bigger and smaller sets of both modes to verify that the program had converged and that the cavity modes of interest (i.e. those with smallest losses) were described accurately.
A family of odd cavity modes that we have used when integrating the laser equations is depicted in Figure 3 : the rotational symmetry of the laser is clearly broken and the modes are invariant only with respect to the Z 2 ( ; ) symmetry group (see Table 1 ). This limited symmetry is not evident from the moduli of the modes (that appear to be invariant under D 2 ), but it becomes clear once the real and imaginary parts of the fields are analyzed. Consider for example, the top leftmost mode in Figure 3 ; its real and imaginary parts are shown in Figure 4 . This is an odd cosine mode and its symmetry group is D OC 2 : the mode is invariant under a reflection with respect to the horizontal axis and under a rotation by or a reflection with respect to the y axis coupled with a change of sign. The next mode in Figure 3 is an odd sine mode and, therefore, has symmetry group D OS 2 . The symmetry of the entire family of modes is the common subgroup of these two symmetries, namely, Z 2 ( ; ). Once the modes of the cavity are known it is possible to integrate numerically the laser equations (11-13) using fairly standard techniques. The polarization and population inversion are represented on a polar grid while the field is represented using the amplitudes of its decomposition along the cavity modes, exactly as in Eqs. (11) (12) (13) . The projection integral that appears in the field equation (11) is evaluated using a trapezoidal algorithm for the angular variable and a Gauss algorithm for the radial variable. The periodic boundary conditions on the angle ensure that the trapezoidal rule of integration is exponentially accurate. The resulting ordinary differential equations, for the modal amplitudes and the values of the polarization and the population inversion on the grid points, are integrated using a variable step and variable order routine. We have run most of the simulations fairly close to threshold where only one family of modes, i.e. modes whose eigenvalues are degenerate, is excited. We have found that using 32 grid points in both the radial and the angular direction produced accurate and reproducible results. For some test simulations and for higher values of the pump power, i.e. bigger values of the gain coefficients C jm , we have used up to 64 radial and 128 angular grid points.
The numerical integration has confirmed the theoretical picture discussed in the previous sections. The coupling, induced by the presence of the waveguide and already visible in the structure of the cavity modes, creates patterns with co-prime azimuthal indices. Figure 5 is an example of such pattern: the inner ring contains 6 spots, corresponding to an azimuthal index of 3, while the outer ring is formed by 10 spots, corresponding to an azimuthal index of 5. The modulus seems to have a D 2 symmetry, but the real and imaginary part show that this solution has only a Z 2 ( ; ) symmetry, corresponding to a rotation by around the origin and a sign inversion. The appearance of this solution is in accordance with the typical bifurcation structure of a D 2 symmetric system [15, 17] as discussed in Section 4.
In general the laser with intra-cavity waveguide displays multi-stability, probably a consequence of the degeneracy of the cavity eigenvalues. We have run a series of simulations with the same parameter values as in Figure 5 . A typical output is shown in Figure 6 : a simulation starting from noise settled after a transient to the stationary solution marked with (a) in Figure 6 . The pump power was then reduced to a value very close to threshold were solution (a) was no longer stable and a transition occurred to solution (b). By increasing the pump again to its original value the solution (b) lost its stability and the dynamics evolved to reach a new stationary solution, (c), different from both (a) and the solution in Figure 5 . As in the previous example, the symmetry of the modulus is somewhat misleading: even though the moduli of the three solutions appear to have different symmetries, the analysis of the real and imaginary parts of the field shows that the only symmetry common to all three solutions, is a rotation by coupled with a change of sign. Increasing the value of the gain coefficient does not lead to any further changes of the dynamics, at least in the range where we can be confident of the validity of the numerical simulations. This stability of the solutions is probably a consequence of the very reduced symmetry of the laser: very roughly, there are not "many" bifurcations that are available to our laser model. However, the limited symmetry of the laser does not preclude all temporal dynamics. On the contrary, for different values of the control parameters, an interesting Hopf bifurcation appears at threshold (see Figure 7) . Probably due to the multi-stability of the laser solutions, the laser oscillates between two states, (a) and (b), superposition respectively of sine and cosine modes (insets of Figure 7) . As the gain coefficient is increased the periodic orbit gets closer and closer to state (a) which, finally, becomes a stable attracting solution.
Conclusions
We have shown, using generic symmetry arguments, that by inserting hard diffracting objects in an optical cavity, the scalar approximation of the electric field fails and one must use the full vectorial Maxwell equations to describe the field propagation. As a consequence the symmetry of the optical system is changed from O 2 to D 2 , the cavity modes with angular indices of the same parity are coupled together and patterns, like the one in Figure 5 , that would be "anomalous" in a rotationally invariant system, appear naturally. However, we would like to stress that the symmetry breaking effects that we have discussed may not necessarily be either dominant or, in the worst possible case, observable. The strength of the effect is a balance between various factors that need to be carefully analyzed.
For example, in the prototype laser model discussed in this paper, the symmetry breaking is caused by a perfectly conducting waveguide. In practice, the conductivity of common metals is high but finite for wavelengths shorter than the microwaves. Therefore, one may be tempted to assume that the sym- metry breaking effect is negligible in optical frequency waveguide lasers. For this reason polarization effects have not been considered in waveguide lasers. These have been described by reducing the vectorial modes of the waveguides to a set of linearly polarized modes with the same angular dependence of the paraxial modes. However, this reduction can be done only when ka p = 0 u n;m , where k is the light wave vector, a the radius of the waveguide and , 0 are the dielectric constant of the metal and of the gas inside the waveguide respectively. u n;m is the m-th zero of the Bessel function of order n [18] . We can see from the condition above that while the scalar approximation is valid for modes of low radial order, it may fail for the higher order modes considered in pattern formation, especially for far-infrared and infrared lasers. Therefore, vectorial effects, that so far have generally been considered negligible, can have very important and visible consequences in real lasers. Finally, the symmetry analysis discussed in this paper applies not only to waveguides, but also to apertures. As a different example from the one just discussed, consider a laser with an intracavity aperture. Vectorial effects are far stronger for perfectly conducting apertures than for absorbing screens. This result indicates that vectorial effects induced by diffraction decrease for short wave- (20) where I is the identity element in ?. The action of ? also gives rise to transformation laws for scalar functions f : V ! C and row vector fields A : V ! C m . The element transforms f into f 0 and A into A 0 as follows [19] :
where D (v) is the Jacobian matrix of the first order derivatives of v with respect to the components of v. In physical models consisting of partial differential equations, V is the space of the independent variables such as space coordinates and time, while the functions f and A are the dependent variables.
As an example of actions, we specify the action of the group O 2 , i.e. the Lie group of rotations in the plane around the origin and the reflection about any axis passing through the origin. The standard action of O 2 on coordinates, scalar functions and row vector fields is R = + ; x = ? ; (22) R f(r; ) = f(r; ? ); x f(r; ) = f(r; ? ); (24) where r; are the usual polar coordinates, f(r; ) = f(r; + 2 ) is a scalar periodic function and f x (r; ), f y (r; ) are the Cartesian components of a two component vector function.
In the study of systems with symmetry, the two following concepts are very important: a scalar function is invariant if f( v) = f(v) (25) and a row vector field is equivariant if
Similar definitions apply to differential operators and are used in the sequel. The importance of the above definition is that a scalar model with symmetry has variables that are invariant under the scalar action of the symmetry group, while a vector model with symmetry has variables equivariant under the vectorial action of the symmetry group.
Given a Hilbert space H of functions, f, defined on V and a linear action , we can associate to each element of the group a matrix T ( ) such that T ( )f = f : (27) The set of matrices T is a group under matrix multiplication and it is called the representation of ? in H induced by the action . In practical terms, the action does not depend upon the basis functions chosen in H and may be defined only on the group generators (a set of elements of ? which generate the whole of ? under group multiplication). The induced representation T has to be defined on all the elements of the group and depends upon the basis functions: a change of basis implies a change of the matrix associated to the element . Two representations T 1 and T 2 are said to be equivalent if they differ only by a change of basis of H. A subspace W of H is ?-invariant if it is transformed into itself by the action of ? and is irreducible if it has no proper invariant subspaces. The restrictions of matrices T on W are a representation of ? which is called irreducible because these matrices cannot be all reduced to a block diagonal form by a change of basis. For discrete and compact Lie groups, the irreducible invariant subspaces have finite dimension and are orthogonal to each other.
We have now all the elements needed to develop the representation of the action of O 2 on scalar and vectorial functions in a Hilbert space H. Since we are interested in the angular dependence of the transverse modes of the laser, we choose the Fourier base exp(in ), where n 2 Z is a positive or negative integer and is the polar angle.
A scalar function of H can be represented using its Fourier components on the basis fexp(in )g, n 2 Z. The elements of the basis can be paired together and the action of Eq. (23) 
These matrices are irreducible: they cannot be all reduced to a block diagonal form by a change of basis [20] . Therefore, also the space spanned by exp(in ) and exp(?in ) is irreducible. 
and is of the same type of the action of Eq. (24) defined on vector functions. In a manner similar to the composition of angular momentum in quantum mechanics we can combine Eqs. (28) and (33), by forming their direct product, to find the matrix representation of O 2 action on the TM and TE solutions of the vectorial Maxwell equations. We call these 6 6 matrices R (v) ( ) and (v) x to stress the fact that they act on vectorial functions. They are blockdiagonal matrices made up by three 2 2 blocks obtained by multiplying each element of the matrices (28) 
B Derivation of the laser equations
The derivation of Eqs. (11) (12) (13) is by now fairly standard and its various steps can be found in the literature. However, for completeness and clarity, we outline in this appendix the main steps needed to derive them starting from first principles.
As already stated in Section 3, the prime symbol, 0 , indicates a dimensional variable. The corresponding non dimensional version is indicated by the same letter, but without a prime. The z 0 coordinate in the model in Figure 2 , is along the cavity axis and the origin is at the left hand side of the active medium. Polar coordinates, r 0 and are used in the transverse plane. The lengths of the active medium and of the cavity are respectively L 0 and 0 . A perfectly conducting waveguide, of radius a 0 and terminated with a linear polarizer that ensures that only one component of the polarization is fed back into the active medium, is located between the coordinates z 0 1 and z 0 2 . The direction of polarization of the polarizer defines the x axis in the transverse plane.
We assume that the active medium can be represented using the standard Maxwell-Bloch equations for a two level system [11] : @F @z 
All the variables that appear in these equations are non dimensional. The (non dimensional) longitudinal coordinate z is scaled with the cavity length, while the radial transverse coordinate is scaled so that the length of the cavity is the Rayleigh range of a beam of spot size equal to unity [11, 21] , ;
where the speed of light is assumed for simplicity to be the same both in the medium and in the cavity.
! A and ! C are respectively the non dimensional atomic and cavity reference frequencies and k is the dimensional population inversion decay rate. The function (r; ) represents the shape of the pump, normalized to unity (i.e. = 1 where the pump is most intense and = 0 where there is no pump). The electric field amplitude F(r; ; z; t) and the medium polarization amplitude P(r; ; z; t) are related to the full Maxwell field E 0 and medium polarization P 0 by (D is non dimensional to begin 
where the symbol means that the propagation operator P is applied to the field F.
In order to write a complete model for the ring laser we need to find an expression for the propagation operator. Once this has been obtained we can then insert the boundary condition (40) into the Maxwell-Bloch equation (37) and use the mean field limit [11] to simplify the model. The method we use to find the modes of a cavity with apertures and waveguides has been developed over the years by many authors [22, 23, 24, 25, 26, 27] . It consists in writing the propagation operator in matrix form: the modes of the cavity are the eigenvectors of the propagation matrix. The eigenvalues, instead, are related to the mode losses and frequencies.
The propagation through the cavity can be decomposed in three stages: from the active medium to the front end of the waveguide, at z = z 1 , across the waveguide and, at last, from the end of the waveguide, at z = z 2 , to the entrance of the active medium at z = 1. We indicate the propagation operator between two generic points z = c 1 and z = c 2 in free space or in the waveguide as P f (c 1 ; c 2 ) and P w (c 1 ; c 2 ) respectively. The propagation operator across the entire cavity (that is, from z = 0 to z = 1 in non dimensional units) is given by P(0; 1) = P f (z 2 ; 1) P w (z 1 ; z 2 ) P f (0; z 1 );
where represents the polarizer. The advantage of this decomposition of P is that we can use a modal representation for the two propagation operators: P f and P w can be represented as matrices acting respectively on the empty cavity and the waveguide mode decomposition of the electric field.
We start by discussing the empty cavity modes and the resulting the expression for P f . We then proceed to summarize the main properties of the waveguide modes and derive an expression for P w . Even though sections of this material taken separately are well known and can be found in the literature, for completeness and clarity sake we discuss them and their interconnections in detail. Outside the waveguide the natural representation of the fields are the empty cavity modes, or
Gauss-Laguerre modes [11] : they are an orthonormal basis on L 2 that can be used to represent a linearly polarized (i.e.scalar) field that we assume is oriented in the x direction. Their expression in the region between the two curved mirrors that contain the active medium (identified from now on as region 1) is The function u(z) represents the phase front curvature at position z, where`is the length of the region 1 and 0 is the scaled radius of curvature of the two mirrors (assumed for simplicity to be identical Notice that in the absence of the waveguide the effect of the propagation through the cavity, P f , is just be to multiply the amplitude of each Gauss-Laguerre mode by a mode dependent phase shift, 2 pq , which defines the frequency of the empty cavity modes. Inside the waveguide the natural representation of the electric field are the waveguide modes. There are two families of these, the transverse magnetic (TM) and the transverse electric (TE) modes. 
:
The waveguide modes form a basis in L 2 and are normalized, following Ref. [28] , so that Notice that in this convention the waveguide modes are not normalized to unity, because the dot product involves only the transverse components. Finally, the propagation operator through a distance z acts on a mode of the waveguide by multiplying by a phase shift, tmn , proportional to the propagation distance, tmn = tmn z. If the longitudinal wave vector is much larger than the transverse one, as in the case we are considering in this paper, the coefficient tmn is given by tmn = u 2 tmjnj 2a 2 :
Therefore the representation of the waveguide propagation operator P w (c 1 ; c 2 ) onto the basis of the waveguide modes is < W t 2 ;m 2 ;n 2 (r; ; c 2 ); P w W t 1 ;m 1 ;n 1 (r; ; c 1 ) >= e i t 1 m 1 n 1 (c 2 ?c 1 ) t 1 t 2 m 1 m 2 n 1 n 2 :
We have now all the ingredients needed to write the representation of the cavity propagation operator over the Gauss-Laguerre basis. Using the property that both the Gauss-Laguerre modes and the waveguide modes are basis of L 2 and assuming that the free space field is polarized in the x direction we can use Eqs. (41, 43, 45) to write the matrix element of the cavity propagation operator on the Gauss-Laguerre basis as: < G p 1 ;q 1 (r; ; 1); P G p 0 ;q 0 (r; ; 0) >= e i p 1 ;q 1 (z 2 ;1)+ p 0 ;q 0 (0;z 1 )] (46) X t;m;n e i tmn(z2?z1) < G p 1 ;q 1 (r; ; z 2 ); W (x) tmn (r; ; z 2 ) >< W (x) tmn (r; ; z 1 ); G p 0 ;q 0 (r; ; z 1 ) > :
The elements of the transition matrices between the Gauss-Laguerre and the waveguide modes at position z are nearly all zero. As can be seen from the expression for these two modes, the integral over the angular variable is zero unless q = n 1. This transition law confirms the general picture drawn in the previous section. A scalar Gauss-Laguerre mode of index q is coupled at the entrance of the waveguide to a vectorial waveguide mode of angular index q 1. At the exit, the reverse happens so that Gauss-Laguerre whose indices differ by two are coupled one to the other via the waveguide. The Gauss-Laguerre representation of the propagation operator is necessarily not diagonal, since the Gauss-Laguerre modes are coupled by the wave guide. However, the matrix can be diagonalised quite easily numerically and we can thus find the eigenmodes of the cavity with waveguide. Even though we do not know analytically the form of the cavity modes, we can infer part of their structure from the symmetry properties of the propagation operator. Due to the orthogonality of sines and cosines, we can infer that the Gauss-Laguerre and waveguide modes that depend on the cosine (sine) of the azimuthal angle are never coupled to modes that depend on the sine (cosine). Therefore the set of cavity modes splits into two families of "cosine" and "sine" modes. Moreover, we know that all the modes with even or odd azimuthal indices are coupled together. As a consequence, each family splits in turns into two subgroups, those with even or odd azimuthal indices. Therefore, we write the modes of the cavity as It is important to notice that the modes A 1m and A 2m cannot be obtained from one another by applying some transformations of the symmetry group of the propagation operator, G, defined in Section 4. Physically, this is due to the fact that the coupling between the A 1m and A 2m modes is different because there is a cosine mode of angular index 0, but there is no corresponding sine mode. Mathematically, this is a consequence of the fact that the cavity modes span (complex) invariant subspaces of G of dimension one.
Finally, the decomposition of the propagation operator onto the complete cavity eigenmodes is The other values of the imaginary part correspond to the same transverse modes that belong to different longitudinal modes.
Having derived the cavity modes and the representation of the propagator operator on their basis, we are now in position to simplify the laser equations. We can decompose the electric field amplitude F(r; ; z; t) onto the cavity modes A jm (r; ; z) and write F(r; ; z; t) = X jmf jm (z; t)A jm (r; ; z):
The equation for the modal amplitudesf jm (z; t) can be obtained by projecting the field Eq. (37) To cut a very long story very short, the mean field limit [11] states that if the length of the medium is short compared to the Rayleigh length of the cavity modes and if the gain/losses per pass are small then the dependence of the amplitude in Eq. (49) can be neglected, at least to first order. Therefore it is possible to rewrite the field equation as 
where the cavity mode of index s is computed at the plane z = 0. We can now put together the mean field equation, (50), and the medium polarization and population inversion equations, (38-39), to obtain Eqs. (11, 13) , reproduced here for clarity: 
Note that these three parameters depend on the mode indices through the mode loss coefficient T jm and the equivalent wave vector k jm .
