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ABSTRACT
The rapidly escalating costs of generation and transmission facilities as well as 
energy production have focussed attention on the need to optimize system capacity 
release and energy losses. The problem is generally solved by controlling the voltage or 
reactive power which also has a pivotal role within the distribution automatization 
schemes.
A review of reactive power compensators and methodologies in designing and 
controlling distribution capacitors is given. In the presence of voltage source harmonics, 
a local load reactive power compensation method, cost-constrained power factor 
optimization using an LC compensator, is discussed.
A new methodology based on a piecewise method for designing switchable 
capacitors installed on large distribution systems is described. Considered is the Var 
compensation problem concerning the optimal sizing and tap settings of capacitors 
installed on a radial distribution system such that for a given set of conforming load 
profiles, the energy and maximum power losses arc minimized while the capacitor cost is 
taken into account. The algorithm is based on tearing the system into smaller 
subsystems, optimizing the individual subsystems and coordinating the subsystem 
solutions to yield the overall system optimization. Studies on a test system show the 
piecewise method to have satisfactory results as well as the significance of using 
appropriate load models.
The extent of benefit o f shunt compensator application can be further maximized 
by providing an appropriate integrated control strategy for the compensators. An expert 
system using a two-stage artificial neural control network is proposed to control in real 
time the multitap capacitors installed on a distribution system for a nonconforming load
ix
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profile such that the system losses are minimized. The first stage of this control network 
has to predict the load profile from a set of prevailing input data obtained from direct 
measurements at certain buses as well as from the current tap positions of the capacitors. 
The second stage of the control network will select the optimal capacitor tap positions 
based on the load profile obtained in the first stage. The implementation of the control 
method to the test system shows the expert system to be computationally very efficient 
while having satisfactory results.
x
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1. INTRODUCTION
In recent years, distribution automatization schemes in various stages of 
development and demonstration are beginning to take part in electric utility systems. 
Distribution automatization is seen by the electric utility industry as an integral part of the 
hierarchical system approach to the automatic generation control, substation or feeder 
monitoring and control, and load management needs of an electric utility system and also to 
system protection. The factors motivating distribution automatization, primarily economic 
in nature, are associated with the current emphasis on the expansion of existing facilities, 
ensured sufficient reliability, improved control, quality of service, and reduced operating 
cost [1].
It is generally acknowledged that the voltage/reactive power control function has a 
pivotal role within the distribution automatization schemes. The rapidly escalating costs of 
generation and transmission facilities as well as energy production have focussed attention 
on the need to minimize peak power demand and energy losses. Developments in 
distribution automatization through substation-based computer and feeder data acquisition 
systems allow a substantial reduction of system losses by real-time control of the reactive 
power flow and voltage on the distribution system.
Independent of the Var compensator configuration, shunt capacitors are widely 
used in distribution systems for reactive power compensation to achieve energy loss 
reduction, peak power reduction or system capacity release as well as improved voltage 
profile. The extent of these benefits depends on the number, location, size, type, and 
control strategy of the capacitors. These benefits are weighted against the cost of capacitor 
installation.
Several approaches such as nonlinear, linear, dynamic, integer programming,
1
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and heuristics have been used to obtain an optimum solution for the capacitor allocation and 
control problem. The early approaches include works based on analytical methods by 
Neagle and Samson [2], Cook [3,4], Chang [3], and Schmill [6], and also a study based 
on dynamic programming developed by H. Duran [7]. These methodologies suffer from 
the lack of generality and consider an over-simplified model for the problem. Recently, 
growing needs of distribution automation have regenerated interest in the capacitor 
allocation and control problem. The resulting studies, which consider the problem in its 
more general form, can be classified into four approaches. The first one is the dynamic 
programming type approach by treating the capacitor sizes as discrete variables [8]. The 
second approach is to combine the conventional analytical methods with heuristics [9,10]. 
The third approach, pioneered by Grainger et al., is to formulate the problem as a nonlinear 
programming problem by treating the capacitor size and location as continuous variables 
[11-14]; the application of this approach which includes the voltage regulator problem is 
given in [1].
The last approach is mixed integer programming which combines the 
linear/nonlinear and integer programming in a certain arrangement. Baran and Wu [15,16] 
decomposed the problem into a "master problem" (for determining the number and location 
of the capacitors) which is solved by an integer programing method, and "base problems" 
(for obtaining the capacitor sizes) which are solved by nonlinear programming. Chiang et 
al. reformulated the problem in a more practical form and solved the discrete optimization 
problem using an annealing algorithm [17].
It is generally known, however, that a large system size presents a computationally 
very difficult, if not impossible, task for these optimal methods to converge, especially if 
the number of capacitors to be installed is not restricted. Conventional nonlinear 
optimization methods will introduce enormous computation times or divergence of the 
optimization iteration; dynamic programming methods are more suitable for feeders without 
laterals and sublaterals, and conventional integer programming methods (more known as
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3
exhaustive combinatorial search) are not feasible for a large system because of the 
tremendous growth of the required computation time with system size.
Here, it is proposed to solve the capacitor problem by tearing (dividing) the overall 
system into smaller subsystems [18]. These subsystems are sequentially optimized by 
fixing the interaction variables shared by multiple subsystems before the optimization 
process of each subsystem is started. In the optimization formulation the effect of changing 
interaction variables on the other subsystems is incorporated. The optimum solution for 
each subproblem is much easier to achieve because of the smaller system size. The 
optimum solution for the overall system is obtained by coordinating the subsystem 
solutions. Herewith, the iteration variables on which the optimum solution of each 
subsystem has been based are updated, thus necessitating the optimization procedure to be 
performed repeatedly until convergence of the solution is obtained.
The capacitor problem considered here (optimal capacitor sizing problem) and 
solved by the piecewise method involves the determination of the optimal size and tap 
settings of the capacitors installed so that for a given set of "conforming" load profiles 
(loads vary in the same proportion of the total system load), the energy and peak power 
losses are minimized while the capacitor installation cost is taken into account. A solution 
methodology will decompose the sizing and tap setting problem into "base" problems 
which are concerned only with the optimization for a constant load level. The optimal 
number and location of the capacitors can be determined by any known method [1,15]; 
therefore, it will not be discussed. The algorithm allows individual loads to be represented 
by constant power sinks or constant impedances whereas the capacitors are invariably 
modeled as admittances.
Generally, power system harmonics are not considered here because of their minute 
effect on distribution system losses. However, their existence will lower the power factor 
[19] and introduce harmonic distortion of the distribution system voltages which may 
cause some undesired effects to the customers. A second order LC  compensator is
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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proposed for optimizing the power factor of a local load while constraining the total cost of 
the compensator; its design algorithm is introduced and analyzed. Test studies on the 
compensator show that it can improve the power factor significantly while maintaining its 
cost equal to that of a pure capacitor compensator [20].
Another disadvantage of the conventional integrated design-control approach is the 
fact that most of the reactive power compensation methods for a distribution system are 
based on a load forecast where the individual loads change in the same proportion [1,8,9] 
of the total system load (conforming loads). The optimal capacitor control problem is then 
conveniently incorporated in the capacitor design and solved in its entirety. In practice, 
however, several load groups do not vary over the daily load cycle in the same manner as 
the rest of the system load so that a prevailing load profile cannot be readily predicted.
An accurate optimal capacitor control in real time can be obtained by modifying the 
algorithm of an optimal capacitor design bearing in mind that for the control part the 
capacitors are already available up to their maximum ratings. The main problem with this 
approach is the long computation time required as well as the impracticality of monitoring 
all loads continuously. The time consuming optimization procedure has to be performed for 
each load profile; similar load profiles will still require a separate optimization process. 
Therefore, it is desirable to develop a computationally efficient control strategy for the 
optimal capacitor settings which should be based on a limited number of on-line 
measurements only.
An expert system, a kind of artificial intelligence, is one of the most promising 
methods for fulfilling the requirements above. It has attracted widespread interest in recent 
years. The application of expert systems to power systems is still in an infant stage; 
however, much research has been made in this field. This includes fast power system 
voltage contingency analysis [21], automatic control of power systems in the restorative 
state [22], assisting decision making of reactive power/voltage control [23,24], intelligent 
load flow engine for power system planning [25], dynamic security assessment for electric
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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power systems [26], detection of incipient faults on power distribution feeders [27], and 
operational aid for restoration and loss reduction of distribution systems [28]. Most of 
those studies use rule-based expert systems; only two of them are based on an artificial 
neural network methodology [26,27].
A neural-net based expert system is proposed to solve the capacitor control problem 
by designing a specialized configuration of an artificial neural network which can learn 
from patterns encountered previously. The first stage of this control network has to predict 
the load profile from a set of the prevailing input data obtained from a few on-line 
measurements which include the active and reactive line power flows and the voltage 
magnitudes at certain buses as well as from the current tap positions of the capacitors. The 
second stage of the control network will select the optimal capacitor tap positions based on 
the load profile obtained in the first stage. The optimum control will not involve any 
iteration procedure, therefore, it is expected to be computationally very efficient.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
2. VAR COMPENSATION METHODOLOGIES
The determination of reactive power compensation for power systems is mainly 
influenced by the design objective, period and parameter criteria or limitations. Other 
considerations include existing facilities and system reliability.
In general, the design objectives can be ranked from the most to the least important 
as follows [29]:
a. To provide steady state security or to maintain bus voltages within specified ranges.
b . To maintain dynamic system security or stability following a contingency.
c. To better utilize transmission facilities and maximize savings obtained from reactive 
power reduction.
d. To improve reactive reserve margins and generator power factor as well as to support 
energy interchange between systems.
The objective of the reactive power design for distribution systems is more concerned with 
the first and third objectives which can be combined into maximizing the savings obtained 
from reactive power reduction while maintaining the bus voltages within a specified range 
[1,30,31].
The parameter criteria of the reactive power design include
a. allowable bus voltage range which typically varies from 95% to 105% for normal 
operation, and 90 % to 110 % during contingency operation,
b. load level variations, typically 100,85,70,50, and 30% during light load condition,
c. transformer type,
d. number, location, size, type and control strategy of the reactive power compensator,
e. contingencies considered (single, double, etc.), and
f . operating conditions considered.
6
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The determination of the reactive-power compensator parameters is considered 
more complex and important than the other parameters which can be determined 
heuristically [29]. Therefore, in the following sections the different types and applications 
of Var compensators as well as the basic computational design methodologies will be 
briefly discussed.
2.1. Type of Var Compensator
Reactive power requirements of a power system are provided by several reactive 
power sources which include synchronous generators, synchronous condensors, static Var 
compensation devices, transmission lines and in-phase transformers. In certain situations, 
network reconfiguration can ease reactive power problems [32-33]. Reactive power 
compensators can be distinguished between passive and active compensators [34]. Passive 
compensators include compensators that apart from manual-switching, they are 
uncontrolled; this type of compensator is usually used only for surge-impedance and line- 
length compensation. Active compensators are usually capable of continuous variation and 
rapid response. A more general clasification of reactive power compensator devices 
includes static and dynamic compensators [29,34-36] which will be discribed briefly in the 
next sections. Emphasis is given to shunt compensators since they are the most wideiy 
used in today's power systems.
2.1.1. Static Var Compensator
Static refers to the fact that this compensator type has no moving parts. A static Var 
compensator (SVC) can be defined as any member of the reactive compensation system 
family composed of compensation elements, thyristor-switches, and the associated control 
system to provide rapid and refined adjustment of the system reactive power flow. The 
basic elements of static Var compensators include capacitors and reactors. Without the 
thyristor-switching components, these Var compensator elements are usually 
switched manually, in which case their response is relatively slow and not suitable for
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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fast compensation. A brief description of each such element follows.
Shunt Capacitors
Shunt capacitors are the most widely used compensator element in the power 
system industry. This type of compensator element has several advantages over the other 
compensators because it is economic, flexible (can be connected in series or parallel with 
any other shunt capacitor or reactor), expandable, transportable, reliable, and also it offers 
great control capability. Compensation provided by shunt capacitors is a function of the 
line voltage (voltage dependent).
Series Capacitors
The application of series capacitors is mainly for compensating the transmission line 
reactance, thereby raising system voltages, reducing line losses and enhancing system 
stability. However, series capacitors are not commonly used because o f some 
disadvantages, i.e., they are exposed to high current all the time, causing resonance or 
ferroresonance, and subjected to high voltage in case of a short circuit.
Shunt Reactors
The application of shunt reactors includes for holding down the system bus voltage 
during periods when the system is lightly loaded and for reducing the magnitude of system 
switching surges. This type of compensator is generally found in systems with long lines 
or with a large number of underground cables.
Series Reactors
Other than for limiting or redistributing power flows on parallel lines, these Var 
compensators are hardly used.
Static Var compensators can provide continuous or discrete, instantaneous changes 
in the reactive power output and also independent phase control. The control circuit is 
generally connected through a coupling transformer or a tertiary transformer winding.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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There are three basic control methods available for the compensator elements, i.e., manual, 
supervisory and automatic control in response to the bus voltage or loading. The 
drawbacks of static Var compensators include
a. application of solid state switches and their control will raise the cost of the shunt 
compensator itself by a factor of 2 or more; moreover, it will increase the system 
maintenance requirements,
b. some configurations create harmonics; therefore, additional filters are required.
A Var compensator may consist of one or several compensator components. Each 
compensator component can be constructed by combining a compensator element with a 
thyristor-based controller. In practice, there are three basic controlled components in 
building static Var compensators:
1. Thyristor-controlled reactor (TCR). The control element is composed of thyristor 
switches shown in Fig. 2.1 as two oppositely poled thyristors which conduct on alternate 
half cycles of the supply frequency. The current contains a small in-phase component due 
to the power loss in the reactor, which may be of the order of 0.5-2.0 % of the reactive 
power. S is a manual switch for energizing the compensator component
The most common control principle is called phase control which can be explained 
as follows. Full conduction is obtained with a gating delay angle a  of 90° (with respect to 
the voltage phase angle). Partial conduction is obtained with a  between 90 “and 180°. 
The effect of increasing the gating angle is to reduce the fundamental harmonic component 
/j  of the current which can be found by Fourier analysis of the instantaneous current i:
■V (cos a  -  cos o r ) ,  a  <cot <a + a \
* = x i 
. 0 , a  + o < > ( o t < , a  + n
i -  CT~ sin q  v
i nX, (2 .1)









Fig. 2.1. Thyristor-controlled reactor
where
and
X t = (o L,
(0 = 2 n f , 
a  = 2 (7 t-  a) (2.2)
V : rms voltage across the compensator, 
o  : conduction angle,
L  : controlled reactor inductance.
Increasing a  will have the same effect as increasing Xl which will reduce the 
current and losses in both the thyristor and reactor. However, the current waveform 
becomes less sinusoidal, therefore injecting higher harmonic current into the system. The 
n* rms harmonic current component can be expressed as a function of a :
_ *v  
I n ~  3X
i -
sin ( n + l )a  sin ( n  -  l )a  
2 ( « + l )  + 2( n - 1) -  cos
sin n a \  _ ,  _ a — ^— , n=  3,5,7,.. (2.3)
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Another variant of thyristor-controlled reactor is a thyristor-controlled transformer 
which can be realized by replacing the reactor with a transformer.
2. Thyristor-switched capacitors (TSC). As illustrated in Fig. 2.2, the capacitor 
susceptance is adjusted by controlling the number of parallel capacitors connected. With nc 
capacitors in parallel, each controlled by a thyristor-switch, the resultant susceptance 









Fig. 2.2. Thyristor-switched capacitor
The resultant susceptance thus varies in a step size manner. In principle the steps 
can be made as small and as many as required by having a sufficient number of individually 
thyristor-switched capacitors.
3. Saturated reactor (SR)
This compensator type is mainly used for voltage stabilization. There are several 
basic control schemes available [341; however, only one, the polyphase, harmonic- 
compensated, self-saturating reactor, has been developed and commonly used for voltage 
stabilization purposes (Fig. 2.3).
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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The operation principle is based on the magnetization characteristic of a magnetic 
cored inductor. The fundamental voltage across the saturable reactor is practically limited 
to its saturation voltage. As the voltage exceeds the saturation voltage, more reactive
input r-
variables . = >
measurements
__________ p icontrol







Fig. 2.3. Saturated reactor
current is drawn by the reactor which will cause higher voltage drop in the transmission 
line impedance. Therefore, the terminal voltage will be lowered to a value near the 
saturation voltage.
It is noted that all the above mentioned thyristor-controlled components are usually 
installed in combination with other manually-controlled or fixed components, i.e., fixed 
reactors (FR) and fixed capacitors (FC). The fixed capacitors are very often tuned with 
small reactors to harmonic frequencies to absorb harmonics generated by the thyristor- 
controlled components.
Static Var Compensation System (SVCS)
Conventional static Var compensation systems available in the market [29] include 
several combinations of the basic components described above, i.e., thyristor-controlled
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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reactors with fixed capacitors (TCR-FC), segmented TCR-FC which consists of several 
thyristor-controlled reactors connected in parallel with a set of fixed capacitors, thyristor- 
controlled transformers with fixed capacitors (TCT-FC), TCR/TCT with manually- 
switched capacitors, thyristor-switched capacitor with thyristor-controlled reactors (TSC- 
TCR), and a combination of saturable reactors and thyristor-switched capacitors (SR- 
TSC).
Apart from the conventional SVC systems there are several new configurations 
whose objective is to better provide the reactive power requirements of a power system. 
Two of the newest compensation schemes comprised of a super conducting coil (SC) and a 
forced commutated inverter (FCI) are still in their infant stage [29]. However, several 
designs based on those schemes have been developed and proven to have exceptional 
compensation characteristics. SC compensators provide lagging compensation with 
insignificant reactor losses. FCI can provide reactive power compensation as well as 
excellent harmonic compensation; however, it still has several undesired characteristics 
such as complexity, high cost and limited reactive power compensation capability.
2.1.2. Dynamic Var Compensator
Basically, there are only two kinds of dynamic Var sources, synchronous 
generators which are mainly designed for supplying real power and synchronous 
condensors which are specifically designed to generate reactive power only.
Synchronous Generators
In addition to supplying active power, synchronous generators are a major source 
of providing reactive power and reactive absorptive capability. They possess the dynamic 
ability to respond quickly to system perturbations and maintain voltages at desired levels; 
furthermore, they assert a strong stabilizing effect on system voltages. The ability to 
absorb reactive power is generally limited by the minimum limit of machine excitation, 
which is determined such as to provide adequate margin of safety for both the machine
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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thermal and steady state stability limits. Generally, synchronous generators are not suitable 
for compensating the total reactive power flowing in the system because of the following 
factors: (a) increased reactive capability carries a heavy economic penalty, and (b) because 
of its location, it is not effective to remedy low voltage problems along the distribution 
system. The unused reactive power output of the generator is often used as a source of 
reactive reserve to fulfill the requirements due to sudden disturbances only.
Synchronous Condensors
Practically synchronous condcnsor is a synchronous machine set up to generate 
reactive power only.. It can be adjusted to deliver or absorb reactive power over a wide 
range by varying its excitation. While relatively more expensive than a static Var 
compensator, it offers some additional benefits such as continuous control, absorbtive and 
short-time overload capabilities, and better dynamic response characteristics over some 
static Var compensators.
Selecting the appropriate compensator requires a thorough analysis of the problem 
or requirement itself. This will yield a list of attributes which the candidate reactive power 
compensator must have in order to satisfy the requirements. Such attributes include
a. nature of reactive compensation, absorptive or productive,
b. magnitude,
c. extent of need, frequency and duration,
d . need for independent phase control,
e. impact of short circuit contribution, and
f. location on system with respect to load, generator and other Var devices, and system 
voltage level.
The most important attribute is the speed of response which in fact constitutes the main 
factor in classifying the reactive power requirements. An approximate guide for Var 
source applications [29] is listed in Appendix A.
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2.2. Computation Methods
Numerous methods for solving the problem of optimal capacitor allocation have 
been presented in the literature [1-17,29,37]. This section reviews the basic methods that 
are relevant to the optimal allocation problem of reactive power in transmission and 
distribution systems.
General Optimization Problem
A general optimization problem can be stated as follows. Obtain
X = [Xj, x 2, . . . JCn x ] t  which minimizes / ( X )  (2.4)
subject to the constraints
d j  (X) <0, j  = l,2 ,...nci, (2.5)
ce. (X) = 0, j  = \ 2 ,...nee, (2.6)
where
X : nx dimensional control vector,
/ ( X )  : objective function,
d p i )  : inequality constraint functions, and
c e p i)  : equality constraint functions.
Basically, there are two kinds of optimum points, i.e., local or relative optimum 
and global or absolute optimum. A function/(X) is said to have a local optimum at X = 
X* if /(X * ) £ o r £ / ( X *  + h) for all values of h sufficiently close to zero. An 
optimum point X = X* is global if f  (X*) <, or !> /(X) for all X in the domain over 
which /(X )  is defined.
Optimization schemes can be differentiated between those which require partial 
derivatives of the objective function and those which do not. Two fundamental theorems 
for optimization algorithms which make use of the differential techniques are as follows.
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Theorem 1 : Let a function/(X) be defined in the interval X a <. X <, and have a 
relative optimum at X = X* where X a ^  X* <, X b ; if all partial derivatives of f(X), 
/ '( X )  = c f (X) /dxr  i = 1,2,... nx, exist as finite numbers at X =  X*, th e n / '(X *) =
0.
Theorem 2 : A stationary point X* is an extreme point if it satisfies the following 
sufficient condition. The matrix of the second partial derivative o f/(X ) (Hessian matrix) 
evaluated at X° is positive definite when X* is a minimum point, and negative definite 
when X * is a maximum point; semidefinite cases include cases where the Hessian matrix 
may be neither positive nor negative definite at X*, e.g., the saddle point in a two 
dimensional optimizadon problem.
2.2.1. Analytical Methods
The analytical optimization methods are suitable for finding the optimum of 
continuous and differentiable functions. These methods make use of the techniques of 
differential calculus in locating the optimum points [2-6].
Based on the two fundamental optimization theorems stated earlier, several 
techniques have been developed for multivariable optimization with equality and/or 
inequality constraints [37]. The direct substitution method eliminates m variables from the 
objective function with the help of m equality constraints, the method o f constrained 
variation eliminates m variations from the derivatives of the objective function, whereas the 
method o f Lagrange multipliers eliminates the equality constraints by introducing one 
additional optimization variable to the problem for each constraint. Multivariable 
optimization with inequality constraints can be solved using the same method as with 
equality constraints; however, the inequality constraints have to be transformed into 
equality constraints by introducing non-negative slack variables and transforming the 
inequality constraints into Kulm Tucker conditions which are necessary to be satisfied at a 
relative optimum point; however, these conditions are not sufficient to ensure a relative
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optimum, except for a class of problems, called convex programming problems.
These analytical methods are intended for solving problems where the objective and 
constraint functions can be readily expressed in terms of the design variables. On the other 
hand, if the optimization problem involves an objective function and/or constraints which 
are not stated as explicit functions of the design variables or, which are too complicated to 
manipulate, these analytical methods cannot be applied. These problems can be solved by 
using numerical programming methods, e.g., nonlinear programming, linear 
programming, dynamic programming and integer or discrete programming methods.
2.2.2. Nonlinear Program m ing Techniques
An optimization problem is called a nonlinear programming (NLP) problem if any 
of the objective and constraint functions is nonlinear. This is the most general 
programming problem and all other programming problems can be considered as special 
cases of the NLP problem.
Numerical methods will be used for solving this type of problem. The basic 
philosophy of most of the numerical optimization methods is to produce a sequence of 
improved approximations to the optimum according to the following sequence.
1. Choose an initial point Xj.
2. Find a direction vector AX(. (initialize / = 1) which points in the general direction of the 
optimum point.
3. Find an appropriate iteration step for movement along the direction AX; .
4. Obtain the next approximation point X(. +1 as
Xi+1 = X (. +A.AX,- (2.7)
5. Check whether Xi+1 is optimum. If yes, stop the procedure; otherwise, repeat steps 2- 
5.
From this procedure, it is noticed that the efficiency of an optimization algorithm depends
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on the determination of X. and AX,.. Therefore, variations in the optimization methods 
will mainly be determined by the method of finding the iteration step A,. and the direction 
vector AX,..
Nonlinear programming methods are developed differently based on the nature of 
the problem [37]. There are methods developed for one-dimensional optimization 
problems, e.g., elimination techniques including unrestricted search, exhaustive search, 
dichotomous search, fibonacci method and golden section method [38], as well as 
interpolation methods which involve polynomial approximation for the given objective 
function. The assumption of unimodality is made in all the elimination techniques.
Other methods are developed to include multi-dimensional problems which could be 
constrained or unconstrained. Some relevant programming techniques include the steepest 
descent method and its modifications, i.e., Kuhn Tucker technique, penalty technique, 
Newton method and the augmented Lagrangian technique [29].
2.2.3. Other Numerical Programming Approaches
Linear Programming
Linear programming (LP) is an optimization method applicable to problems in 
which the objective function and all the constraints appear as linear functions of the design 
variables. The general linear programming problem can be stated in the following standard 
form. Optimize
/(X )  = C t X (2.8)
subject to the constraints
A X = B (2.9)
where X is the design variable vector (n x 1 matrix), A, B and C are known constants
(n x n, n x 1 and n x 1 matrices respectively). Inequality constraints can always be
transformed into equality constraints by adding slack variables. There are several linear 
programming methods, e.g., the simplex method ar.d its modifications [37].
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In linear programming methods, a nonlinear objective function, e.g., the objective 
function of Var allocation, is approximated by linear or piecewise linear function and the 
constraints are linearized around a given operating point The resulting linear programming 
problem is then solved mainly by dual or primal simplex LP algorithms [29].
Dynamic Programming
Dynamic programming is a mathematical technique well suited for the optimization 
of multi-stage decision problems. It decomposes a multi-stage decision problem into a 
sequence of single stage decision problems. Thus an N-variable problem as a sequence of 
N single-variable problems is solved successively.












Fig. 2.4. Multistage decision process
A serial multistage decision process can be represented schematically as shown in 
Fig. 2.4. The objective of a multistage decision problem is to find jCj, x2, so as to 
optimize some function of the objective functions, /( / '1, / 2, —f m ), for the individual 
stages. Since the method functions as a decomposition technique, it requires the 
separability and monotonicity of the objective function. In order to have separability of the 
objective function, the objective function has to be represented as the composition of the 
individual objective functions; this composition can be additive or multiplicative.
A dynamic programming approach can be stated as follows. Find x v  x2, ..Jtns
which optimizes
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ns




f  (Xv X2, . . . x ns)= n  f i ( s i + v x.)  (2.10)
i=i
and satisfies the design equations
= f s i (si+l^c; ), i = 1,2, ...ns. (2.11)
This programming method makes use of the concept of suboptimization and optimality in 
solving the problem.
Principle o f Optimality
This principle requires that xi be selected so as to optimize/; for a given s(+1.
This idea can be generalized and the i* subproblem can be written as
f*(s i+j) = opt [/; ( x .,  j . +1) + (s.)] i = 2, 3 ,... ns, (2.12)
where f ._  j( s.) denotes the optimal value of the objective function corresponding to the 
last i -1 stages, and si is the input to stage i -1. Using the principle of optimality as stated 
in Eqn. (2.12), the original problem in Eqn. (2.10) has been decomposed into ns separate 
subproblems, each involving only one design variable.
Integer Programming
In all the numerical programming considered so far, each of the design variables is 
permitted to take on any real (or fractional) value. If an integer ('discrete' is more 
appropriate in many applications) solution is desired, it is possible to use any other 
techniques described previously and round off the optimum values of the design variables 
to the nearest integer/discrete values. However, in many cases it is very difficult to round 
off the solution without violating any of the constraints and/or causing non-optimal 
conditions. All these difficulties can be avoided if the optimization problem is posed
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and solved as an integer programming problem.
When all the variables are constrained to take on only integer/discrete values in an 
optimization problem, it is called an integer programming problem; when only some 
variables are restricted to take on integer values, the optimization problem is called a mixed- 
integer programming problem.
Two of the most popular methods for solving linear integer/mixed-integer 
programming problems are the cutting plane algorithm of Gomory and the branch-and- 
bound algorithm [37]. A more efficient algorithm has also been developed by Balas [37] 
for a special case of integer programming problem where the optimization variables only 
take on values of either zero or one (or any other twofold values). Nonlinear integer 
programming problems are usually solved by tnt generalized penalty function method [37].
2.2.4. Gradient Methods
These methods require the partial derivative of the objective function/  with respect 
to each of the n variables which are collectively called the gradient of the function and is 
denoted by V / :
V / =
df /dx l 
dfldx  2
. dfldx,n x  J
(2.13)
Gradient methods are based on the fact that if the iteration path follows the gradient 
direction from any point in the n-dimensional space, the function increases or decreases at 
the fastest rate. However, the direction of the steepest ascent or descent is a local property 
and not a global one.
Steepest Descent Technique
This method applies the same nonlinear optimization sequence explained in section
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2.2.2. The iteration starts from an initial point Xj and iteratively moves towards the 
optimum point according to
X . = X . ±  A* V /..1+1 1 I J  t (2.14)
The addition or subtraction sign refers to the maximization or minimization process 
respectively. A* is the optimal iteration step length for the search direction vector V /  . 
and is obtained by minimizing / ( X  . ±  A(. V / . )  with respect to A ..
Several convergence criteria can be used to terminate the iterative optimization 
process, i.e.,





| X i+i - X , . | < e , (2.15)
where e is the stopping tolerance value which is a predetermined small positive number. 
As a rule, it is difficult to find A*.; therefore, a constant or gradually decreasing value for
the iteration step may be attempted.
2.3. Var Compensation for Systems with Harmonic Sources
Nonlinear loads in power systems inherently produce harmonic voltages and 
currents. From the utility customer's point of view, harmonics can be classified as those 
generated by the customer load itself (such as static converters, electric machines, arc 
funaces and arc welders, gaseous discharge lighting, and static Var compensators), which 
should be compensated locally (local compensation)', and those which are caused by 
utilities' power components (medium and high power static converters, saturated 
transformers and generators) and other utility customers whose nonlinear loads have
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created voltage distortions at a common voltage bus. A distorted bus voltage causes 
harmonic currents to flow in the linear compensated loads, particularly if series resonance 
occurs between the Thevenin source impedance and the compensated load. A customer 
with such a linear load needs to minimize the harmonic line current while simultaneously 
using a compensator to maintain a high power factor [20].
From the utility company's point of view, it is important to keep the harmonic 
contents below a certain maximum level to satisfy the quality standards, and also to prevent 
unwanted effects on the power system components. This will lead to an overall 
compensation whose objective is to lower the overall total harmonic distortion (THD) level 
regardless of the origin of the harmonic. This should be done in addition to voltage profile 
improvement and energy loss reduction.
2.3.1. Harmonic Effects
Harmonics are undesirable because of their negative effects on the utilities' power 
components and customers' power devices. It is generally known that harmonics may 
affect any of the four categories [39]:
a. power components, i.e., capacitor banks, transformers, electric machines and 
transmission-distribution lines,
b. instrumentation, e.g., watthour meters, ripple control systems and power system 
protection,
c . overall system power factor, and
d. communication systems.
Harmonic Effects on Capacitor Banks
The harmonic effect on capacitor banks is of particular interest for the design and 
control of those capacitors; a more detailed description on this subject is thought to be 
beneficial.
There are two main negative effects of using capacitor banks in the presence of
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harmonics: additional capacitor power losses and possible capacitor destruction due to 
overvoltage as well as overvoltage (and also unacceptable THD level) at some buses caused 
by harmonic resonance. The first effect can be reasoned as follows. Capacitor impedance 
decreases with higher frequency. For this reason, capacitor banks act as sinks for 
harmonic currents. In a system with distributed harmonic sources, the harmonics will flow 
through the capacitor banks, and may result in fuse-blowing or capacitor failure. The 
increased total power loss in capacitor banks in the presence of harmonics is expressed by
Pioss= 2  C tan (»n v l  (2.16)
w e C *
where tan Sn is the capacitor loss factor for the n* harmonic, Q)n is the angular harmonic 
frequency, Vn is the rms value of the n^1 harmonic voltage and Cj, is the set of existing 
harmonic orders in the system.
Secondly, capacitor banks may cause a resonant circuit with the rest of the system 
impedance at a frequency near a harmonic frequency [40-42]. This can result in 
overvoltages and excessive currents often leading to their destruction. The THD will also 
be high, which most probably will exceed the allowable THD level. Moreover, the higher 
total reactive power including the fundamental and harmonics will require a capacitor with a 
higher rating, which means a more expensive capacitor.
2.3.2. Approach Overview
Local Compensation
Several methods have been proposed for optimal power factor correction at linear 
loads where source harmonics cause a problem. Complete compensation of the reactive 
voltamperes, which is defined as the product of rms voltage and the rms value of reactive 
current components, can be accomplished by applying a single port shunt compensator 
generally consisting of N  (2N - 1) reactance elements [20], where N  is the number of 
harmonics present in the source voltage. For some particular loads, the number of
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reactance elements may be less than that given by the formula [43].
If it is desired that compensator complexity be restricted, then the reactive 
voltamperes can only be partially compensated. Shephard and Zakikhani [44], and Chu 
[38] used a shunt capacitor to maximize the power factor. A second-order shunt 
compensator in the form of a series LC branch was shown by Czamecki [45] to achieve a 
higher power factor than that achieved with pure capacitive compensation. However, the 
procedure given for the optimization would lead to an infinite number of LC combinations. 
Even if power factor were optimized with respect to both reactance elements, the resulting 
equations might not have a solution. In all these approaches to achieving the maximum 
possible power factor, the effect of harmonic voltages and currents on capacitor and 
inductor cost has been ignored. A cost constrained LC compensator will be discussed in 
the next section.
Overall Compensation
There are several approaches to eliminate or reduce the effect of harmonics on 
capacitors. In [46], an algorithm for optimizing shunt capacitor sizes on radial distribution 
lines with nonsinusoidal substation voltages such that the rms voltages and their 
corresponding total harmonic distortion lie within prescribed values is presented. The 
problem is formulated as a combinatorial optimization problem with inequality constraints. 
The optimal solution is determined by a heuristic numerical algorithm that is based on the 
method of local variation. However, it is implied that this approach only provides a cure 
for high harmonic levels caused by resonance. Therefore, it is possible that the algorithm 
will fail in finding an optimal solution when the high THD level is caused by an excessive 
amount of current harmonic injection.
Another approach is to provide an additional overall compensator-filter to detune the 
capacitor and at the same time reduce the harmonic contents in the system by drawing the 
harmonics into the ground [47].
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2.3.3. Cost-Constrained LC  Com pensator
By constraining the compensator cost, it is shown [2J- that the power factor can 
be maximized by using an LC compensator, and that this compensator cost may actually be 
lower than that for purely capacitive compensation at the same power factor.
Physical Interpretation
To illustrate the optimization process (summarized in Appendix B) and search 
regions to be used, a three-dimensional plot of the power factor as function of XL and Xc
is shown in Fig. 2.5, which is based on the parameter data given in Ref. 20 for two 
different compensator costs. Generally, a family of infinitely thin power factor ridges with 
the cost as parameter can be identified in each of the zones as shown in the figure, which 
are separated from each other by series-resonance lines.
K '2  k$ n . '5 
3 kS \
K = 2 kS 





Fig. 2.5. Cost-constrained power factor as function of XL and Xc
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A series-resonance line represents all possible combinations of XL and Xc  values 
which result in series resonance between the Thevenin impedanre and compensated load at 
a source harmonic frequency. Under these conditions, the power factor will reach a 
minimum. It is evident that the number of series-resonance lines will depend on the 
number of harmonics present in the Thevenin source.
Note that a ridge running nearly parallel to a resonance line implies that the 
corresponding LC combinations will approximately offer a constant impedance to the 
harmonic whose order corresponds to the resonance line. Where a power factor ridge 
reaches a maximum, a compromise has been achieved between the fundamental frequency 
compensation and the presence of harmonic currents which reduce power factor, such that 
the resultant line current is a minimum for the given cost. By comparing the zonal ridge 
maxima for a given cost, the global maximum power factor can be obtained. In the example 
considered, the global maximum power factors were found in the zone enclosed by the 
lowest order resonance lines. For K= 3 k$ and 2 k$, they are, respectively, 0.937 and 
0.864, and are located at X*L = 0.46 Q, X* = 5.9 Q, and X*L =0.72 Q, X* =9.18 Q.
It is noted that the global maximum of the power factor is not necessarily located in 
the zone enclosed by the lowest order series-resonance lines. A different harmonic content 
in the voltage source may result in a global maximum of the power factor in a zone 
enclosed by higher order resonance lines.
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3. OPTIMAL DESIGN OF SWITCHABLE DISTRIBUTION CAPACITORS
BY PIECEW ISE METHOD
The problem of large system size in the optimal design of switchable capacitors 
installed on a radial distribution system will be solved by a piecewise method. The 
algorithm is based on tearing the system into smaller subsystems, optimizing the individual 
subsystems, and coordinating the subsystem solutions to yield the overall system 
optimization [48]. The solution approach wiil be described after the optimization problem is 
formulated. The solution algorithm will be validated on a realistic test system for two 
types, constant power and constant impedance, of distribution system loads.
3.1. Introduction to Piecewise M ethods
The basic idea of a piecewise method is to solve a problem for a large system by 
tearing the system apart into smaller subsystems or parts. The problem for each of the 
individual parts is solved, then by combining and modifying the solutions of the parts, the 
solution to the problem for the untom system is obtained [18]. The result of the procedure 
is identical to one that would have been obtained if the system had not been com apart. One 
obvious advantage of the piecewise method is that large system problems can be solved 
efficiently because of the much smaller size of the subsystems. Another is the possible 
application of multiprocessor/multicomputer parallel computation scheme which will further 
reduce the overall computation time. Also note that piecewise methods allow different 
solution procedures and iteration algorithms for the different subsystems. Applications of 
piecewise methods to power systems include multiarea economic dispatch, multilevel 
generation control of power pools and superpools, tie modeling, inter-area matrix 
modeling, and static and dynamic system analysis [49,50].
28
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Two of the most common piecewise methods will be described in this section 
[18,50]. The first one is called the boundary iteration method which is conceptually a 
simple approach. The second one, a more sophisticated approach, is called diakoptics. 
There is mathematically no limit to the number of subsystems that can be considered, nor 
to their individual size. However, in practice, there is a restriction on how to choose the 
lines of tear and the maximum number of buses in each subsystem. In the targeted 
application the tom subsystems must be radially attached at the common bus (although the 
diakoptics theory applies to the more general case of multiple common buses [18]) and the 
maximum number of buses in each subsystem must be small enough so that the original 







^ n s  + % s
common bus 
Fig. 3.1. Overall system tom into subsystems
''ns
subsystem
The assumptions made include:
a. No mutual coupling exists between branches that are within different subsystems; 
however, mutual coupling between branches within a subsystem and also between 
links interconnecting the subsystems are allowed.
b. Series voltage sources are eliminated except those in the interconnecting branches.
Tearing Level
Both methods (boundary iterative algorithm and diakoptics) will apply the same 
tearing procedure which can be described as follows.
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Step 1. Tear the network into ns subsystems and one set of links so as to facilitate 
the computation in each subsystem, e.g., each subsystem has no more than nbmax buses 
















branch voltage vector of subsystem i, 
branch voltage vector of the set of links, 
branch current vector of subsystem i, 
link current vector,
primitive admittance matrix of subsystem i, 







Step 2: Construct the bus impedance matrices of the individual subsystems either 
by the ZBUS building algorithm or by inversion of YBUS [51], and write Eqn. (3.2) in
the following form:
---
1 1 1 N 3 o __





1 1 o N i__ i * (3.3)
with
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Z 7T = d i a g ( Z 1, Z 2, . . Z „ , )  (3.4)
where
V . = bus voltage vector of subsystem i,
I ; = bus current vector of subsystem i,
I*. = link current vector injected into subsystem i,
Z i = bus impedance matrix of subsystem i, and
Z u = diagonal impedance matrix of set of links.
The overall subsystem bus voltages can then be expressed as
Vj. = Z jj. • Iy. + Z jj. • Ij, (3.5)
Note that 1^ represents the externally applied currents, i.e., source and/or equivalent 
injected currents, and Ir  is the closed-path current vector due to the interconnection 
representing the contribution of the set of link currents i { .
Interconnecting Level
In the boundary iteration algorithm, 1  ̂ is determined by an iterative method.
Using the diakoptic method, IT is found non-iteratively for a linear case by employing
orthogonal network theory. The advantage of the boundary iteration method is its 
simplicity.
3.1.1. Boundary Iteration Algorithm
This method requires an iterative procedure among the subsystem solutions even 
for linear cases. In nonlinear cases, the interconnection of the subsystems is expected to
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contribute to increasing the number of iterations required to a degree depending on the 
relative effect of the interconnection ties.
By knowing the external injection currents I7 and equating the closed path currents
Ir  to 0, the initial estimates o f the subsystem voltages Vr  are computed by using Eqn 
(3.3); then the voltages across the link branches vz are also found, and in turn the link 
currents i / and the new closed path currents are obtained. With l j  and 1̂ . 
ascertained, the new terminal voltages in the subsystems VT are determined.
With the new bus voltages at the interconnections known, corrections in 1̂ . can
be made and the procedure is repeated until the differences between two successive values 
of i , and/or \ T are relatively small.
3.1.2. Diakoptics
Diakoptics provides a closed form solution and does not require cyclic calculation 
for the linear case. The effect of interconnection by diakoptics can be described as follows.
TStep 1. Construct the link-bus incidence matrix C/ which transforms the link 
vector i ( into the closed-path current vector 1̂ . :
(3.6)
Step 2. Compute the transformed impedance
Step 3. The set of link currents is obtained from 
* / =  — [ Z j t ]
Step 4. Solve \ T from
i /  =  - [ Z 7T]  [ ^ / ] t Z 7 T * 7
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
33
Step 5. Compute the branch current vector i b by (3.1).
It is noted that the diakoptic algorithm requires matrix inversions, in practice 
elimination or triangular factorization techniques can be employed for these inversions.
3.2. Problem  Form ulation and Approach
Consider a three-phase, balanced radial distribution system consisting of a main 
feeder, laterals and sublaterals. Fig. 3.2 presents the one-line diagram of such a network 
(no sublaterals are shown here) where a numbering system for the buses is adopted such 
that, starting with the substation bus 0, the buses in any open path on the one-line diagram 
are numbered in increasing order.
SUBSTATION
Fig. 3.2. One-line diagram of distribution system
The sizing problem involves the overall savings caused by the reduction in the peak 
power demand and energy losses while taking the capacitor cost into account, whereas the
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tap setting problem concerns only the savings caused by the energy loss reduction for each 
particular load level; therefore, the tap setting problem can be considered as a subset of the 
sizing problem. The sizing problem involves the savings in a certain design period T which 
is divided into nl time intervals Tk, k= 1,2, ...nl, during each of which the load profile is
approximated to be constant
For a given set of conforming load profiles, the overall system is to be optimized 
such that the ne t savings
Tfl kis maximized with respect to the optimization variables Sci and Sci, i e C , while 
satisfying the constraints
* bus ^  bus ^  bus > £ -1 . 2,...nl, (3.11)
(3.12)
0 Z S k.<, SmCl Cl (3.13)
where
L p (S ™) : peak power loss reduction caused by capacitor installation as a function of
the maximum capacitor ratings S™, i e  C (corresponding to the maximum 
load profile),
k k
Le (Sci) : energy loss reduction during time interval Tk at load level k, caused by 
applying the optimal tap settings, as a function of the capacitor ratings
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C. (Sc i) : cost of capacitor installation at bus i as a function of the maximum capacitor
rating Sc i ,
Kp, Ke : present worth equivalent conversion factors for system capacity release and
energy loss respectively,
£
I BUS : bus current vector injected to the system for load profile k,
Ic
Y Bus : bus admittance matrix of the system for load profile k,
V BUS : bus voltage vector of the system for load profile k ,
S°ci : maximum capacitor rating permissible as determined by practical
considerations, and 
C : set of buses where capacitors are installed.
It is noted that the constraints for the peak load level and the off-peak load levels are 
coupled through (3.13) indicating that the capacitor sizes constitute the upper bounds for 
the optimal capacitor settings at the off-peak load levels. This weak coupling makes it 
possible to decompose the problem into the sizing problem and a number of tap setting 
problems [52],
The tap setting problem can be defined by optimizing
S S  y kc;•> = K eTk 1 1  r {  / j f  -  /*j2\  i e C ,  k = x  2 ,...n l, * m (3.14)
/ > i v 1 '
with respect to capacitor admittances y*f, i e C , and constrained by (3.11) and (3.13) 
which can be rewritten as
0 <; y* <! y£j . (3.15)
Herein,
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lc ko
I . . ,  I . j  : line currents from bus i  to bus j  at load profile k,  k  =1, 2,...nl, with and
without capacitors respectively, 
r.j : line resistance between bus i and bus j ( r{.= 0  if busi is not connected
to bus j), and
: maximum capacitor admittance at bus i which corresponds to Sci in (3.12). 
Each of these subproblems can be solved by a "base" algorithm which concerns the 
optimization for one iocd level. The solutions correspond to the optimal capacitor settings, 
y *.*, for the off-peak levels considered.
The sizing problem is to optimize
I  C . ( y * ) +  I  S k ( y " l ) ,  i  e  C ,  (3.16)
i e C  *=1 C‘
k
with respect to y ”.,  i  e C , and constrained by (3.11) and (3.12) which can be written 
in terms of the corresponding capacitor admittances:
0 £ yc7  £ y°ci (3.17)
Note that in (3.16),
S * ( y £ ) =  sup { V y c*t. ) I O < y c*; < y 2 } ,  « ' e C .  (3.18)
y*s i (3.1D
This sizing problem could also be readily solved by the base algorithm if the last 
summation terms were nonexistent. The presence of these terms requires updating these 
terms at each iteration as the sizing problem is being solved by the base algorithm. This
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updating requires that at each iteration the tap setting problem be solved. However, a 
simple, heuristic scheme to update Sk and its derivatives will be used as shown in the
solution algorithm section. At the end of the optimization process of the sizing problem, 
the updated y *• values provide the optimal capacitor settings for each of the load profiles 
whereas the values of y ” determine the maximum capacitor ratings.
The optimization procedure for a given load profile is realized by tearing the overall 
system into subsystems as shown in Fig. 3.2, with each having at most a restricted 
number of nodes (e.g., seven;. Note that the lines of tear go through the nodes so that 
these nodes occur twice or more often in the subsystems but with their bus load placed in 
only one subsystem network, e.g., the one located nearest to the substation. The 
subsystems are interconnected by fictitious impedanceless links. Fig. 3.3 shows a 
subsystem where the injected currents are composed of the constant power load currents 
and the link currents which may include the substation current These link currents function 
as the interaction variables between the subsystems.
K
Fig. 3.3. One-line diagram of a subsystem
Distribution loads have been conventionally modeled as conforming active and 
reactive power sinks. However, experimental results [53] concerning the effect of
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capacitor switching on substation variables revealed that switching in of a capacitor bank 
results in decreased reactive power (as expected) but increased active power injection at the 
substation. This implies that the overall load of the system tested is voltage sensitive. 
Therefore, the load sensitivity to voltage has to be known if the economic savings derived 
from installing capacitor banks constitutes a figure of merit for the capacitor allocation 
design. Several approaches to model the load are known in the literature, e.g., Ref. 54.
In this study, a part of the distribution loads can be represented by constant 
impedances and the remainder by constant power sinks whereas the capacitors are 
invariably modeled as shunt admittances. The resulting equations, however, can be readily 
modified if some of the loads have to be represented by constant current sinks.
The subsystems are sequentially optimized starting with one of the terminal 
subsystems located farthest from the substation, and continuing with a subsystem adjacent 
to one or more optimized subsystems and located on the open path to the substation, 
through the last subsystem connected directly to the substation. Although the subsystems 
are individually optimized, precaution is taken in the formulation to reflect the reduction of 
power and energy loss taking place in the subsystems other than the one being optimized.
The optimization of each subsystem is performed on the basis of the values of the 
interaction variables at the start of the iteration process. Upon reconnection of all optimized 
subsystems, the voltages and therefore the link currents acting as the interaction variables 
are generally different from those obtained in the subsystem optimization process. Thus, 
the whole system optimization procedure is performed repeatedly until the absolute value of 
the difference between the overall savings in two consecutive iterations is sufficiently 
small.
3.3. Subsystem Optim ization [55]
A base algorithm to solve the optimization problem for a given constant load profile 
will now be developed for a subsystem. For the constant load profile, the net savings and
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constraints for subsystem J  in Fig. 3.3 can be written as
and
I = Y Vl BJ 1 BJ y BJ (3.20)
OS y . £ y ° .J  Cl J  Cl (3.21)
where
Ct (yci) : cost function of capacitor at bus i and assumed to be differentiable with respect
y ci : capacitor admittance at bus i,
I BJ : bus current vector injected to subsystem J  and composed of link currents and
VBJ : bus voltage vector of subsystem J,
YBJ : bus admittance matrix of subsystem J  including constant load impedances and
CJ : set of buses in subsystem J  where capacitors are installed.
The double summation term in (3.19) not only represents the loss reduction in all 
branches of subsystem J  but also the loss reduction in the branches of those subsystems 
located between the subsystem considered and the substation. This is because a change in 
the shunt impedance at any bus theoretically causes all currents in the overall system to 
change, primarily, however, only in those subsystem branches located on the open path to 
the substation. Therefore, for purposes of deriving a solution algorithm, the secondary 
effect of small current changes in all the other branches is neglected.
V I rated J  c i '  ’
constant power load currents,
T
capacitor admittances,
time interval of constant load profile, and
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The maximization of expression (3.19) constrained by (3.20) and (3.21) with yci,
i e CJ, as the optimization variables is a nonlinear programming problem which is here
numerically solved by the gradient technique. This method requires an expression for the 
gradient of the objective function Sj with respect to the capacitor admittances. For this
purpose, the branch current is written as
/ . .=  / . . +  SI. .  (3.22)ij tj ij v ’
where Sly  is the current differential in branch ij caused by an incremental change of the 
capacitor admittances, dycl, and the corresponding voltage differentials 5Vl at buses /, / 
> j. This current differential can be written as
61  = j  1  V dy + I  (G, + jB l )8Vl -  I  {P -  jQ ^ S V * ^ * 2 (3.23)
1 l z j  / 2 j  i z j
l e C J  l e Z f  l e S J
with G[ +jBl and Pt +jQl representing respectively the constant load admittance and load 
power at bus /, and ZJ and SJ constituting respectively the sets of buses in subsystem J  
to which constant impedance loads and constant power loads are connected.
Expressing the voltages and currents in terms of their real and imaginary 
components designated by the superscripts 'r ' and ' i ' respectively, (3.22) is converted 
into
/.’. = ( /r. + 8 1r.) + j  (/.'. + S / '.) . (3.24)ij v ij ij '  V v
Then, considering (3.19) together with (3.22-3.24) and assuming that
c i ( y ei> =  <  VL u < y J + w L  y ci <3 -25 >
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where Kc and Kc are respectively the fixed and marginal capacitor costs, and u (ycl) 
represents the unit step function,
dS
9>.ck . . . ij  lv i j  i j r  k  '  i j  i j r  ki j
(3.26)
Based on the results obtained above, the iterative algorithm is started by 















(n -1) ( » - l )  ( « - l )  (n-1)
= U K p + K s ) Z 2 r . j li;j  V '  v;
I )>l
(3.29)
W(n-1) = ] i  




and |i(>0) is a step size which has to be selected judiciously. Note that at any iteration 
step, the inequality constraint in (3.21) has to be satisfied. Thus, if at bus k the lower or 
upper limit of yck is exceeded, is set to that limit.
Based on (3.22) and (3.23), the currents in branches ij located on the open path
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y (n)between subsystem J  and the substation (including the link current /  , see Fig. 3.3)
are incremented as follows:
/o") = Iu ~ i) + j  2  2  (Cl + ^ ) v ? - l ) - v f - 2)] -
lJ lJ l i t '  1 01 l i t '  1 1 1  1
leCJ  I e Z J
(n - 1 )  (n -2 )  (n -1)  .
i  (Pt-jQ.w: -v ; i/jv; r  0 .31)
i n '
t eS J
Then, y b j  and f BJ are updated by using respectively , k  e C /, and the link current 
00
/  after which the bus voltage vector VBJ is upgraded to satisfy equality constraint 
(3.20).
The iteration process is continued until the magnitude of the gradient vector
(«)
N < e (3.32)
where e is a preselected small positive number.
3.4. Solution Algorithm
First, the base algorithm to solve the distribution system optimization for a constant 
load profile is given. Then, an overall algorithm to solve the problem for a varying load 
profile using the base algorithm as a subroutine is described.
3.4.1. Base Algorithm
Step 1. Compose the bus admittance matrix YBUS of the overall system including 
constant load impedances and updated capacitor admittances yck, k e  C.
Step 2. With the substation bus voltage V0 given, perform a load flow analysis 
based on (3.11) to find the bus voltage vector VBUS of the overall system (Note that IBUS 
is composed of the substation current and the injected currents from the constant power 
loads only).
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Step 3. Compute the branch currents
(3.33)
where y - is  the admittance of the branch connected between buses i and j. Also compute 
the currents injected to each subsystem network, e.g., at the line of tear between the two
If the iteration count n£l, and the subsystem just optimized is the last one, compute 
(«)
the overall system savings S and compare if
Cn ) (n -1)
S -  S < e s (3.35)
where es, the savings tolerance used as stopping criterion, is a preselected small positive 
number. If so, the solution has converged and the iterative computation is terminated.
Step 4. Optimize a subsystem starting with one of the terminal subsystems located 
farthest from the substation, and continuing with a subsystem adjacent to one or more 
optimized subsystems and located on the open path to the substation, through the last 
subsystem connected directly to the substation. The iterative algorithm for the subsystem 
optimization is given in the previous section. After convergence of each subsystem 
optimization, return to step 1.
3.4.2. Overall Algorithm
Step /.S e t the initial values of y™ ,i eC , to those values obtained by optimizing
the objective function (3.14) for the peak load level during the entire design period T .
K Jsubsystems K  and J  (see Fig. 3.3), the currents I { and / .  respectively injected at buses t 
and t' of subsystems K and J  and determined by
(3.34)
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Step 2. Using the base algorithm, maximize Sk in (3.14), k=l, 2,...nl, *  m,
k  k *with respect to y , which results in the optimal values y*- , i eC.
Step3a. Use the base algorithm to maximize Sm in (3.16) with respect to y ” .
Due to the existence of S k and its derivatives, the computation becomes complicated. At
. *
each iteration step during the optimization of Sm, if any value of y*  violates the new
t *value, new values for y*. , i eC , should be obtained by solving the tap setting
problem for the particular load level k; however, the computation of y *. can be
approximated as follows. As the values of y " ,  / e  C, change from iteration to iteration, 
. *
the values of y ci are also modified by applying the following rules (for iteration count
n>l):
U n - l )  * ( » - ! )  (« )
- t K  i r  v  ..ffl
i e C; k = 1, 2 ,...n l, * m.
(3.36)




/ e  C; k = 1, 2 ,...n l, * /n.
(3.38)
Step 3b. At the end of each iteration, verify if
iy.“  -  y “  I ^  e ., i e C^  CJ ■' Cl C l’ (3.39)
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where e . , i  e C, the capacitor admittance tolerances used as stopping criterion, are
preselected small positive numbers. If so, the solution has converged and the computation 
is completed; otherwise continue the iterative process until Eqn. (3.39) is satisfied.
3.5. Test Studies
Tne solution aigorithm developed in this paper was implemented on the 30 bus test 
system used in [1] and shown in Fig. 3.2. The data of the system including loads assumed 
to correspond with the peak load profile at rated voltage are listed in Table 3.1. 
Bus load forecasting can be obtained by using any known method, e.g., Ref. 56. 
Employing the piecewise method, the system was tom into 6 subsystems as indicated by 
the dashed lines in Fig. 3.2. The following parameters were adopted: Kp = 120 $/kW, Ke
= 0.03 $/kWh, K°=Q, Kc = 5 $/kVar, T = 1 yr and S°ci= 1200 kVar, / e C. The load 
duration curve was assumed to be discretized as listed in Table 3.2. Furthermore, five 
capacitors are placed at buses 13,15,19,23 and 25.
3.5.1. Constant Power Loads
Using the solution algorithm, the convergence of the optimization process is 
illustrated by plotting the individual capacitor MVars versus the number of system iterations 
in Fig. 3.4. The initial capacitor MVars were set to the optimum values obtained from 
maximizing the energy loss reduction in (3.5) for the maximum load profile without 
constraint of the capacitor size. It can be seen that for the given load duration curve, some 
of the final optimal capacitor ratings are significantly smaller than their initial values. These 
optimal capacitor ratings are listed on the first line (corresponding to 1 pu load level) of 
Table 3.3.
In Table 3.3, the tap settings provided by the sizing problem solution (indicated 
by "approx") are compared to and show a consistent agreement with the results 
(designated by "exact") obtained from solving the tap setting problem for each of the load
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profiles where the optimum sizes are used as the upper bound constraint in the optimization 
process. The difference between the total savings obtained by applying the approximate








■ * ,/« ) P(kW)
Load at Bus j &  VraUd 
<2(kVar) G(mU) -B(mU)
0 1 0.5096 1.7030 _ • _
I 2 0.2191 0.0118 522 174 0.9867 0.3289
2 3 0.3485 0.3446 - - - .
3 4 1.1750 1.0214 936 312 1.7694 0.5898
4 5 0.5530 0.4806 - - - .
5 6 1.6625 0.9365 - - - -
6 7 1.3506 0.7608 - . - -
7 8 1.3506 0.7608 - - - -
8 9 1.3259 0.7469 189 63 0.3573 0.1191
9 10 1.3259 0.7469 - . - .
10 11 3.9709 2.2369 336 112 0.6352 0.2117
11 12 1.8549 1.0449 657 219 1.2420 0.4140
12 13 0.7557 0.4257 783 261 1.4802 0.4934
13 14 1.5389 0.8669 729 243 1.3781 0.4594
8 15 0.4752 0.4131 477 159 0.9018 0.3006
15 16 0.7282 0.4102 549 183 1.0378 0.3459
16 17 1.3053 0.7353 477 159 0.9018 0.3006
6 18 0.4838 0.4206 432 144 0.8166 0.2722
18 19 1.5898 1.3818 672 224 1.2703 0.4234
19 20 1.5389 0.8669 495 165 0.9357 0.3119
6 21 0.6048 0.5257 207 69 0.3913 0.1304
3 22 0.5639 0.5575 522 174 0.9868 0.3289
22 23 0.3432 0.3393 1917 639 3.6240 1.2080
23 24 0.5728 0.4979 - • - -
24 25 1.4602 1.2692 1116 372 2.1100 7.0320
25 26 1.0627 0.9237 549 183 1.0380 0.3460
26 27 1.5114 0.8514 792 264 1.4972 0.5000
1 28 0.4659 0.0251 882 294 1.6673 0.5558
28 29 1.6351 0.9211 882 294 1.6673 0.5558
29 30 1.1143 0.6277 882 294 1.6673 0.5558
V
rated =  23 kV; Total Load at Vrattd : .̂ total = 15 >003 kW
!Q;olal =  5,001 kVar
Table 3.2. Discretized load duration
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Fig. 3.4. Capacitor MVars vs system iterations for load duration in Table 3.2






C15 C19 C23 C25
approx iexact approx exact approx exact approx exact approx exact
1.0 670 670 730 730 472 472 874 874 355 355
0.35 670 cnr\v« O 7 0 A / *J\j n*\r\ / JU *+14 472 874 874 355 355
0.7 520 575 650 594 450 472 874 874 355 354
0.5 380 385 400 371 300 275 820 874 355 334
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capacitor settings, S = 28.02 k$, and that by using the exact capacitor settings, Sexart 
= 28.07 k$, is negligible. It is noted that a fixed capacitor can be used for any capacitor 
whose settings do not change during the load profile variation.
3.5.2. Comparison with Constant Impedance Loads
The computation algorithm was also applied to assess the effect of different 
representations of the distribution loads. Considered were two extreme cases with all 
individual loads in case (a) represented by constant power sinks, and in case (b) by 
constant impedances. In both cases, the maximum load level was assumed to prevail for 
the entire design period. The operating variables before capacitor placement with a 
substation voltage V0 = 1.05 pu are summarized in Table 3.4.
Starting from zero capacitor MVars, the results of the iteration process are shown in 
Figs. 3.5 and 3.6 where the individual capacitor MVars, the total compensating MVar and 
the savings are plotted versus the number of system iterations. The results after six 
iterations corresponding with a savings tolerance es of 0.15 k$ and 0.01 k$ respectively for
the constant power and impedance loads are listed in Table 3.4.
Comparison of the cases (a) and (b) in Table 3.4 shows that the savings for 
constant power load is much greater (approximately eight times) than that for constant 
impedance load. This is because the higher load voltages caused by capacitor installation in 
both cases result in active currents which are decreasing for constant power load but 
increasing for constant impedance load whereas the currents or losses without capacitors 
are larger for constant power load than for constant impedance load.
The advantage of applying diakoptics becomes more apparent when all loads 
can be represented as constant impedances where the system ZBUS is required to 
calculate the bus voltages. By diakoptics the system ZBUS or YBUS can be constructed 
from the individual subsystem ZBUS or YBUS which will reduce the computation time 
significantly.
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Table 3.4. Comparison of savings
Variable of 
Interest
a. Const. Power Load b. Const Imp. Load
Uncomp. Comp. Uncomp. Comp.
Scl3(kVar) __ 856 _ 683
Scl5(kVar) — 790 - - 704
Sc 19 ^ a r ) — 409 — 401
5,23 OcVar) — 729 — 462
Sc25(kVar) — 567 - 408
I S  .
Cl
- 3351 - 2658
Substation:
Pa (kW) 16213 16044 14917 15249
Q0(kVar) 6521 3290 5878 3499
Total Loss:
P, (kW) 1210 1042 902 853
Qt (kVar) 1520 1322 1207 1145
Savings(k$) 47.87 5.9
Vmin (Pu> 0.854 0.891 0.888 0.911
3.6. Conclusions
A piecewise method for obtaining an optimum solution for the size and tap settings 
of capacitors installed on a radial distribution system has been developed to solve the 
problem of large system size. The results of the proposed method can be implemented 
through a centralized substation computer or directly by local controllers [57] performing 
the capacitor switchings.
The test results show a satisfactory convergence rate of the iterative algorithm. The 
results also illustrate the significance of proper load representation if the economic 
savings obtained by capacitor installation is used as a figure of merit for the capacitor 
design.
The solution algorithm can be used along with a procedure for improving the 
voltage profile [1] or, it could be modified to include voltage regulators and/or voltage 
constraints in the formulation for which further research is recommended.



















Fig. 3.5. Capacitor MVars vs system iterations
(a) Constant load power
(b) Constant load impedance













SYSTEM I T E R R T I O N S
Fig. 3.6. Savings & compensating MVars vs system iterations
(a) Constant load power
(b) Constant load impedance































4. REAL-TIME CONTROL OF DISTRIBUTION CAPACITORS 
BY NEURAL-NET BASED EXPERT SYSTEM
Artificial intelligence and expert systems will be briefly introduced and emphasis 
given to an expert system tool called feed-forward artificial neural network. The capacitor 
control problem will be formulated and solved using a neural-net based expert system [58]. 
An expert system using a two-stage artificial neural network is proposed to control in real 
time the multitap capacitors installed on a distribution system for a nonconforming load 
profile such that the system losses are minimized. The required input data are directly 
obtained from on-line measurements which include the active and reactive line power 
flows, voltage magnitudes, and the current capacitor settings at certain buses.
A simulation of the expert system has been developed in FORTRAN and validated 
on a 30 bus distribution system. A practical assumption is taken that the variation of 
nonconforming load groups ranges discretely from 50% to 100% of their maximum values, 
and the capacitors have several discrete settings which will be determined in the design 
process. Comparison between the values estimated by the neural-net based method and the 
true values computed directly from the optimization method will be made for various 
cases.
4.1. Tools and Applications of Expert Systems
Expert systems, a kind of artificial intelligence, have attracted widespread interest in 
recent years. An expert system can be distinguished from other kinds of artificial 
intelligence in several respects, i.e., it deals with a subject matter of realistic complexity that 
normally requires a considerable amount of human expertise, it must exhibit high 
performance in terms of speed and reliability in order to be a useful tool, and it must be 
capable of justifying solutions and recommendations.
52
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4.1.1. Artificial Intelligence
Artificial intelligence (AI) is concerned with designing an intelligent system that 
exhibits the characteristics associated with intelligence in human behaviour, e.g., learning, 
reasoning, solving problems and communicating, which involve such higher mental 
processes as perceptual learning, memory organization and judgmental reasoning. Research 
in AI is focused mainly on (a) making systems more useful and (b) understanding 
intelligence itself; engineering applications are primarily concerned with the first goal.
AI differs markedly from scientific and engineering calculations that are primarily 
numeric in nature and for which solutions are known that produce satisfactory answers. In 
contrast, AI's main concern is symbolic processes involving complexity, uncertainty and 
ambiguity. The processes are usually those for which algorithmic solutions do not exist 
and a heuristic search is required. AI programs mainly deal with concepts and words, and 
often do not guarantee an exact solution; some "off' decisions being tolerable as in human 
problem solving. Moreover, most AI systems employ a separate control structure from the 
domain knowledge; therefore, it is easier to modify, update and enlarge an AI system than a 
numerical program. AI components can be visualized by Nilsson's onion model [59] 
which is illustrated in Fig. 4.1. The inner ring depicts the basic elements which are used 
for the applications shown in the outer ring.
Basic Elements o f AI
One of the usual ways of representing problem solving in AI is in terms of a tree 
configuration. Heuristic search may not produce the most optimum path, but can help 
guide the search which will reduce the search space enormously. Another characteristic of 
intelligent behaviour is that it does not depend so much on the methods of reasoning, as it 
is more dependent on the knowledge one has to reason with; this is called knowledge 
representation. The most difficult to model is common sense and logic. Common sense is 
based on a wealth of experience, and logic is important to deduce something (new) from a
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set of facts or experiences. The last element of AI includes specific high level languages 
and software tools developed for different AI application domains; the main programming 


















Fig.4.1. Fundamental elements and applications of AI
Principal AI Application Areas
Based on the AI basic elements, four principal AI application areas can be 
identified. Natural language processing is concerned with natural language front ends to 
computer programs, computer-based speech and text understanding, and related 
applications. Computer vision is concerned with enabling a computer to see, to identify or 
understand what it sees and to locate what it is looking for. An expert system is an artificial 
intelligence system created to solve a problem in a particular domain; a further description 
of expert systems is given in the next section. Problem solving and planning concerns 
problems for which there are no experts, but nevertheless computer programs for their
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solutions are needed; some of these are more concerned with solution techniques than with 
knowledge.
4.1.2. Expert Systems
Non-knowledge guided search techniques or computational logic (rule-based 
search techniques) were successfully used to solve elementary problems or very well 
structured problems such as games. However, real complex problems are prone to have 
the characteristic that their search space tends to expand exponentially with the number of 
parameters involved. For such problems, these older techniques have generally proved to 
be inadequate and a new approch was needed. This new approach emphasizes knowledge 
rather than search and has led to the field of knowledge-based systems.
An expert system is basically a computer program that emulates the reasoning 
process of a human expert or the computing process of a time consuming computer 
program in a specific domain. It can also handle the uncertainties associated with the use of 
heuristic rules or real world data. The expert system is a modular program consisting of a 
knowledge base, an inference engine, a user interface, and sometimes a global data base 
[59]; this basic structure of an expert system is illustrated in Fig. 4.2. The knowledge base 
contains human expertise describing relations in the domain. The knowledge is generally 
based on the problem solving expertise developed by a human expert; if it can be stored as 
production rules, then it is often referred to as the rule base. Inference strategies in a rule- 
based system can be goal driven (backward chaining method) or data driven (forward 
chaining m ethod), or a combination of those. Other knowledge representations include 
semantic networks, frames, processes and scripts [60]. The inference engine actively uses 
the data and provides a reasoning strategy and generates solutions for the current problem. 
The user interface provides communication between the user and the expert system. The 
data base keeps track of the problem status, the input data for the particular problem, and 
the relevant problem solving history.
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The approaches used in the various expert systems are different implementations of 
two basic ideas: (1) find ways to efficiently search a space and (2) find ways to transform 











Fig. 4.2. Basic structure of expert system
4.1.3. Artificial Neural Networks
An artificial neural network (ANN), a tool for building an expert system, attempts 
to achieve good performance via dense interconnection of simple computational elements. 
An ANN structure is based on our present understanding of biological nervous systems. 
Neural-net models have greatest potential in areas where many hypotheses are pursued in 
parallel and high computation rates are required, such as speech and image (pattern) 
recognition.
An ANN can be defined as a computational model composed of many nonlinear 
computational elements (nodes) operating in parallel and connected by links with variable 
weights (a pattern reminiscent of the biological neural network). A node sums several 
weighted inputs and passes the result through a nonlinearity, e.g. hard-limiter (step 
function), threshold logic and sigmoid. The node is characterized by an internal threshold
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and the type of the nonlinearity. In general, ANN models are specified by the node 
characteristics, node connections and training or learning rules; these rules specify an initial 
set of weights and thresholds and indicate how weights and thresholds should be adapted 
during training to improve the overall network performance.
Recently, the primary application of ANN is in the pattern recognition area. 
Considered as a method for pattern recognition, ANN has several advantages over the other 
existing methods, i. e., it has a high computation speed provided by massive parallelism, it 
has a greater degree of robustness/fault tolerance than Von Neumann sequential computers, 
it adapts easily and can be continuously trained, and it is good not only for classifying old 
regions, but also for predicting new regions. Some models are capable of synthesizing a 
complex, transparent, and highly nonlinear mapping from input to output.
Several methodologies of the artificial neural network have been developed 
starting from the perceptron idea of Rosenblatt [61] which later is classified into single and 
multilayer perceptrons. Recent studies include models and methodologies developed by 
Hopfield, Carpenter-Grossberg, Rumelhart, Kohonen and Kak [61]. One of these is 
based on a feed-forward layered machine of the perceptron type as developed by Rumelhart 
et al. [62], This model is capable of synthesizing a complex and nonlinear mapping from 
input to output which is the case for the proposed capacitor control. It was shown that the 
AN network can indeed train itself autonomously as desired by using nonlinear functions 
for the activation of the "neurons" and by applying a backward error propagation algorithm 
to update the internal representation variables of the neural network (weight and threshold 
parameters) until a proper recognition capability has been obtained.
Feed-forward Artificial Neural Network
An AN network consists basically of three layers: input layer, output layer and one 
or more hidden layers. The idea underlying the design of the network is that known input 
data are supplied to the input layer units, then by minimizing the difference between the
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known output and the computed output with respect to the internal representation 
parameters, the input-output pattern can be recorded into the internal representation units. 
Provided that there are enough hidden units, learning patterns can always be encoded in a 







Fig. 4.3. A three layer feed-forward artificial neural network
A typical three layer feed-forward network is shown in Fig. 4.3. In the following, 
the subscripts;', k and / refer to any unit in the input layer, hidden layer and output layer 
respectively. The total input to unit k in the hidden layer or to unit / in the output layer is
i r = l w rsos , r = k , l \  s = j , k  (4.1)
S
where os represents the output of unit s, s=j, k, in the input/hidden layer and wr j is the 
weight for os going to unit r, r=k, I, in the hidden/output layer. The output of a particular
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unit r is
or = f ( i r ) ,  r = k ,1 (4.2)
w here/is the activation function of unit r. An activation function most commonly used in
dealing with nonlinear mapping is the sigmoidal function whose input-output relationship is 
expressed by
possible maximum value of the output variable, 
tr : the threshold value of unit r, r=k, I, whose function is to position the transition
region of the/function, and 
8r : a variable which determines the abruptness of the transition of function/ from 0 to A.
In the learning process, the network is exposed to a set of p  patterns, each pattern 
consists of an input pattern and the corresponding desired output pattern. The pattern 
number will be represented in the formulation by an additional subscript p. The weights 
and thresholds are then adjusted to a set of values which can best represent the input-output 
relationship of the given learning pattern p  by minimizing the total error function Ep,
The iterative determination of the weights is usually initiated by setting the weights 
to some small random values [61]. The weight adjustments are then made by applying the
o A r = k , l (4.3)r
1 + e
where
A : the maximum output of the activation function whose value is determined by the
(4.4)
where o° is the known output for unit / in the output layer and o [ is the computed
output.
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generalized delta rule which is based on the well-known gradient minimization method 
[62]. Weights between unit k in the hidden layer and unit I in the output layer (or between 
unit j  in the input layer and unit k in the hidden layer) can be updated by
( « +1) (n) , _  _ ( n)  (Aw =w + i) 8 o , r = k t l \ s = j , krs rs 1 r s J
where n is the iteration number, r? is the learning rate constant, and 8r is an error signal 
of output unit r. The error signal 8{ for updating weights between the hidden layer and the
output layer can be obtained by multiplying the difference between the real output and the 
computed output by the derivative of with respect to i [62]:
8t =(o°l - o l) o l ( l - ^ - )  (4-6)
Because no known ouput is specified for the hidden units, the error signal 8k of a hidden
unit k for updating weights between the input layer and the hidden layer is determined
recursively in terms of the error signals of the output units to which the hidden unit k is 
directly connected, and the weights of those connections [62]:
sr - % » - ^ } s,wn <«>
The convergence rate can be improved by adding a momentum term [62] to Eqn. (4.5):
(n+l) (n) ( " ) , / •  ( " )  ( " - ! ) ,  , j • , (A o \
= W r s +1l8r ° s  +CC(Wr s ~ Wrs r = k>l>S=J,k  (4.8)w rs
where a  is the momentum factor which reflects the effect of the previous weights on the 
current weight change. The computation time needed to obtain the weights in a particular 
AN network depends mainly on the number of input, hidden and output units, the number 
of training patterns, the extent of nonlinearity of the input-output relationship, and the 
required accuracy.
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The thresholds are learned by equating 0r , r=k,l, to a weight wrt connecting the
unit r  to an imaginary lower layer unit t which is always turned on to give unity output 
[62]. The weight wrtis iteratively updated in the same manner as the other weights by
using Eqn. (4.8) along with Eqn. (4.6) or (4.7).
The iterative algorithm for obtaining the set of weight and threshold values which 
best represents lie  input-output relationship is performed by applying Eqns. (4.1)-(4.8) to 
ail training patterns sequentially and repeating the process until
s iS  (4.9)
where
E = 1 E
p
and the error tolerance AE , a preselected very small positive number, is used as a stopping 
criterion. The algorithm does not always guarantee a global minimum solution. 
Convergence to a local minimum can be identified by a large total error value E, and can be 
corrected by selecting different initial values for the thresholds and weights. The number 
of hidden units, i) and a  are to be determined by experience; however, tj and a values 
generally vary between 0 and 1.
4.2. Capacitor Control Problem Formulation
The location and maximum ratings of capacitors installed on a distribution system 
are considered to be known from the capacitor design process where the peak power 
demand and varying load profile as well as the capacitor cost have been taken into account. 
These maximum ratings will constitute the upper bound for the capacitor kVars in 
controlling the multitap capacitors when load variations occur.
The measured variables include the active line power P, reactive line power Q, and 
voltage magnitude 1V1 at certain buses of the distribution system as well as the current
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capacitor settings. For a given set of these measurement data, the new capacitor settings 
have to be determined such that the savings
is maximized with respect to the optimization variable Sci, i e C  , while satisfying the 
constraints
LAS  .): the energy loss reduction as a function of the capacitor kVars 5 ., i e C  ,
t  c |  Cl
caused by the capacitor installation during a time period of constant load profile,
Thus, a computationally efficient control procedure for selecting the optimal 
capacitor tap positions for a given load profile is to be developed where the input variables 
are composed of a limited number of practical measurements without providing direct 
information on the individual loads themselves.
4.3. Capacitor Control Network
It is generally known that the convergence rate of the learning process of an AN 
network heavily depends on the extent of nonlinearity of the input-output relationship. The 
error in the prediction of the AN network output also becomes relatively large if this 
relationship is highly nonlinear. In such cases, it is recommended to decompose the AN 
network into several stages such that the nonlinearity of the input-output relationship for 
each stage is substantially reduced.
(4.10)
/  = Y V
BUS BUS BUS ’ (4.11)
0 <  S . < S max (4.12)Cl
where
Ke : the present worth equivalent conversion factor for energy loss, and
C : the set of buses where the capacitors are installed.
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4.3.1. Network Configuration
Considering the highly nonlinear input-output relationship in the capacitor control 
problem, it is desirable to utilize a cascade connection of two AN networks as shown in 
Fig. 4.4. In the first stage, the load profile has to be predicted from the measured active and
P Q IV I r  Current Capacitor
Tap Settings
I I____
First Stage AN Network
Load Profile
_____________I_____________
Second Stage AN Network
New Capacitor 
Tap Settings
Fig. 4.4. Block diagram of control network
reactive line powers, voltage magnitudes and the current capacitor settings. In the second 
stage, the optimal capacitor tap settings have to be selected from the load profile predicted 
by the first stage. Basically, both stages of the AN network have continuous input and 
output values; however, both outputs are discretized into several levels to enchance the 
accuracy of the results.
First Stage AN Network
The distribution system is divided into several subsystems whose aggregated loads
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do not necessarily vary in the same proportion over the load cycle. The subsystem loads 
are expressed in percents of their peak values. If the occurence of all nonoptimal 
combinations of load levels and capacitor settings throughout the entire distribution system 
is to be considered, the number of those combinations will be excessively large which will 
complicate the training process. This would also introduce a high probability that the 
input-output relationship is not unique, i.e., several input patterns may generate the same 
output pattern and vice versa.
Consequently, the problem is decomposed into several sub-problems, each of 
which concerns the determination of the load level in a corresponding subsystem only. This 
load level is estimated from the measured active and reactive line powers P and Q, the 
voltage magnitudes IV! at certain terminals, and the current settings of the capacitors 
installed on the system. Thus it is implied that the energy loss in the distribution lines is 
small compared to the load energy. Note that using Q ,IV1 and the capacitor settings 
besides P as input provides the capability to include cases where the reactive load power 
varies independently from the active load power. Although the role of IVI in determining the 
load levels is of little significance, it is essential for a voltage regulator control which is 
considered beyond the scope of this study.
Fig. 4.5 shows a number of separate parallel AN networks, each of which 
corresponds to a subsystem. Each AN network is provided with a prelayer (not shown in 
Fig. 4.3) of which the number of nodes equals the number of measurement variables and 
capacitors installed on the system. All continuous valued measurements and capacitor 
settings are supplied to the prelayer which selects the input variables appropriate to the 
particular AN network. A measured line power going into (out of) the corresponding 
subsystem is given unity (minus unity) weight between the prelayer and input layer, 
whereas zero weight is assigned to prevent inappropriate variables from being fed to the 
AN network.
The output of each AN network representing the subsytem load level is generated
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by nl output units where nl is the number of feasible load levels in the particular 
subsystem. Thus the output is expressed in nl digits, each of which represents a load level 
and only one of those digits should have a value of "1" indicating a load at a particular 
level. In some cases two of the nl digits may assume the value "1" implying that based on 
the available knowledge, two solutions are possible for the particular input If this occurs,
IVI
Current capacitor settings
ANN nsANN 1 ANN 2
Load level Load level 
of subsystem 1 of subystem 2
Load level 
of subsystem ns
Fig. 4.5. First stage AN network
the higher load level will be selected because overcompensation will have the advantage of 
a higher power factor than undercompensation.
The number of hidden units can be approximated by ni(2ni+l) where ni is the 
number of input units [61]. In practice, the exact value will be determined by experience. 
For this stage, the training data are generated by computing the measurement variables for 
several optimal and nonoptimal combinations of load levels and capacitor settings.
Second Stage AN Network
In this stage, an individual AN network is provided for each capacitor installed on 
the distribution system as shown in Fig. 4.6. Each AN network accepts the load levels of 
all subsystems as input and provides the control measures for the corresponding capacitor.
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Load level of subsystem 1
Load level of subsystem 2
Load level of subsystem ns
ANN 2ANN 1 ANN nc
Tap setting Tap setting # # » # Tap setting
of capacitor 1 o f capacitor 2 of capacitor nc
Fig. 4.6. Second stage AN network
The number of input units per AN network corresponds with the number of 
subsystems with nonconforming aggregated loads. The output of each AN network 
generated by nt output units represents the capacitor tap position and is expressed by nt 
digits where nt is the number of the capacitor settings. Each digit represents a capacitor tap 
setting: a "1" or "0" indicates whether or not the corresponding capacitor switch is closed. 
For this stage, the training data are generated by conducting an optimization process for all 
combinations of feasible levels of the load groups.
4.3.2. Training Procedure
1. Obtain a set of training data for the first stage AN network by computing the 
measurement variables for a preselected set of load profiles and capacitor settings.
2. Obtain a set of training data for the second stage AN network by performing the 
capacitor control optimization procedure for a preselected set of load profiles.
3. Train separately both stages 1 and 2 of the control network until a satisfactory 
convergence is observed, then record all the weight and threshold values. Watch for cases 
where the iteration converges to a local minimum, these conditions can be remedied by
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repeating the training procedure with different initial values for the weights and thresholds. 
Adjusting the iteration parameters V and a may also improve the algorithm to converge 
faster to the correct solution.
4. Using the weight and threshold values obtained in step 3, the load profile and the 
corresponding optimal capacitor settings can be determined for any given set of 
measurements.
4.4. Test Studies
The solution algorithm developed in this study was implemented on the same 30 
bus test system used in the capacitor design algorithm described in Chapter 3 (Fig. 3.1). 
Optimum capacitor settings have been obtained in Chapter 3; their optimum locations can 
be obtained by applying the conventional exhaustive combinatorial method [1] or the 
gradient search method proposed by Wu and Baran [15,16].
4.4.1. Distribution System Modeling
The tom system with the installed measurement devices (M) and the optimum 
capacitors (C) is shown in Fig. 4.7. The data of the system including loads are listed in 
Table 3.1. The system is tom into 6 subsystems (SS1-SS6) as indicated in the figure 
where each subsystem has an aggregated load which is nonconforming to the remaining 
system load. The location of the measuring devices (M1-M6) and 5 capacitors (C1-C5) is 
also shown.
The aggregated loads of the subsystems were assumed to change discretely among 
four levels with the active and reactive load powers in each of the subsystems varying 
proportionally. All loads were represented by constant power sinks in the power system 
simulation.
The maximum capacitor ratings are set at the assumed commercially available 
capacitor kVars nearest the optimum kVar values obtained from the design process
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Fig. 4.7. Distribution test system with the measuring device and 
capacitor locations.
[48]. The minimum capacitor settings are fixed at some commercially available kVar 
values nearest the lowest capacitor ratings obtained from the optimization process for 
the minimum load profile. Between these maximum and minimum settings, another two 
capacitor settings are assigned such that the differences of the capacitor kVars between one 
setting to another are equal (see Table 4.1).
4.4.2. Simulation Results
In this application, the outputs of the AN networks representing load levels in the 
1st stage and capacitor settings in the 2nd stage are determined by combinations of "0" and 
"1" values, each of which generated by the output units. Therefore, the value of A 
representing the maximum output of an activation function is less significant and was set 
equal to unity. The first stage AN network in Fig. 4.5 has 6 separate AN networks, each 
of which corresponds to a subsystem with a nonconforming aggregated load. Considering
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1 875 875 5 0 0 fixed at 6 0 0
2 7 0 0 7 0 0 4 2 5 750 525
3 525 525 3 5 0 4 5 0
4 3 50 350 2 7 5 375
that each load group has four feasible levels, the output of each AN network is discretized 
into four levels where each level is represented by one digit. Thus, each AN network 
has 4 output units. The number of hidden units, 24 per AN network, was determined by 
trial and error. It has to be large enough to form a decision region that is as complex as 
required for the given problem. However, it should not be too large that the many weights 
required cannot be reliably estimated from the available training data.
For each AN network, 28 (the number of hidden and output units) threshold 
parameters have to be generated. The number of weights is found from the product of the 
number of hidden units and the sum of input and output units.
The training data for the first stage AN network were generated by calculating P, Q 
and IVI at the measurement points for all feasible combinations of load levels and capacitor 
settings in each of the subsystems. As expected, the effect of adjusting a capacitor setting 
on the values of P and IVl while maintaining the load profile is much less significant than 
that on Q. The training process showed a satisfactory convergence rate for all training 
patterns. The most effective values for y and a were found to be 0.7 and 0.5 
respectively.
The second stage AN network in Fig. 4.6 now has 5 separate AN networks, each 
of which estimates the tap setting of the corresponding capacitor. Each AN network has 
an output of 4 digits whose values are either 1 or 0, the'T" and"0" values refer to a
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connected and disconnected tap position respectively. Each of the 5 AN networks has 6 
input nodes corresponding to the number of subsystems, 4 output units, and 32 hidden 
units. This leads to 320 weights and 36 thresholds whose values have to be determined 
iteratively.
For the second stage, a set of training patterns was generated by applying the 
operational optimization process for each load profile. In this example, the set consists of 
64 patterns which arc found as follows. The aggregated loads in subsystems 1,2, 3, and 
4 were assumed to occur independently at either 50% or 100% of their peak values whereas 
the percent loads in subsystems 5 and 6 were considered to vary proportionally and take on 
any value of 50%, 70%, 85% or 100%. The training load patterns are obtained by forming 
all possible combinations of the subsystem load levels. The training process for this stage 
also showed a satisfactory convergence rate with V = 0.6 and a = 0.5. In these test 
studies, the initial weights and thresholds were set to some random values near zero. The 
final weight and threshold values for any of the AN networks were obtained in less than 
200 CPU seconds (on IBM 3070/MVS). The ranges of the weight and threshold values 
for each of the AN networks are listed in Table 4.2.
The performance of the control network is illustrated for 20 different cases. The 
first 5 cases refer to input patterns previously used in the training session whereas the 
patterns in cases 6-20 have not been encountered before. Fig. 4.8 shows the discretized 
subsystem loads in percents which were estimated by feeding the continuous 
measurement variables into the first stage AN network. The hue continuous subsystem 
loads in percents were obtained by simulation of the distribution system. Feeding the 
discretized subsystem loads estimated by the first stage into the second stage AN network 
resulted in the discretized capacitor settings in kVars as shown in Fig. 4.9. The true 
discretized capacitor settings were found by rounding the continuous capacitor values 
obtained from an optimization process off to the nearest available settings. It can be
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Table 4.2. Minimum and maximum weight and threshold values
Stage-ANN#
Weight Threshold
min. max. min. max.
1-1 -18.86 +20.00 -3.73 +7.35
1-2 -51.43 +50.64 -8.00 +9.99
1-3 -44.20 +44.70 -4.88 +10.70
1-4 -43.47 +46.36 -8.62 +10.97
1-5 -13.15 +15.66 -6.81 +5.39
1-6 -26.64 +28.o3 -8.85 +9.96
2-1 -3.33 +3.45 -0.93 +1.36
2-2 -18.66 +13.56 -15.77 +26.84
2-3 -19.98 +15.27 -19.98 +11.53
2-4 -6.88 +7.55 -13.83 +8.16
observed that in all cases the load profile and the capacitor settings estimated by the expert 
system are identical or very close (no more than one step for the capacitor settings) to the 
true values. The computation of any of the optimal capacitor settings was performed in an 
average of 2.8 CPU seconds.
The estimated discretized capacitor settings in kVars are again listed in Table 4.3, 
but now compared with the true continuous optimum values. The table also shows the 
corresponding energy savings in k$/year obtained by the expert system control and that 
computed by the optimization method using the true continuous capacitor kVars. This 
comparison shows the relatively small difference in the savings which suggests the 
adequacy of the proposed capacitor control method.
4.5. Conclusions
A new approach using an artificial neural network has been developed for the real­
time control of capacitors installed on distribution systems. From the measurements at 
certain buses, the control network provides the capacitor settings such that the system 
losses are minimized for a nonconformably varying load profile.
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Fig. 4.8. Comparison between estimated and true load levels of the subsystems



























■  Estimated (Discretized) 
□  True(Discretized)
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0.6 - | ■  Estimated (Discretized) 
□  True(Discretized)
1
10 11 12 13 14 15 16 17 18 19 20
S 0.2
1 2 3 4 5 6 7 8 9 1 0 11 12 1 3 1 4 1 5 1 6 1 7 1 8 19 20
Case Number
Fig. 4.9. Comparison between estimated and true settings of the capacitors.
Featuring two stages of the neural network, this approach can synthesize a highly 
nonlinear optimization process. In the first stage, the load profile is determined from a 
limited number of measurement data as well as the current capacitor settings. In the second 
stage, the optimal capacitor settings are found from the load profile identified in the first 
stage.
The control network has been tested on a 30 bus distribution system with quite 
satisfactory results. This method requires much less computation time if compared with that 
for an optimization process; it does not involve any iteration procedure. Therefore, it is
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Table 4.3. Optimal capacitor settings & savings
Optimal Capacitor Settings (kVar)
---------------------------------------------------------------------------  Savings (k$/yr)
Case# Estimated (Discretized) True (Continuous)
Cl C2 C3 C4 C5 Cl CZ C3 C4 C5 Estimated True
1 875 875 500 750 525 875 875 500 750 600 37.7 38.8
2 350 350 350 750 450 377 428 357 750 450 10.1 10.7
3 875 875 425 750 600 850 861 423 750 600 35.5 36.7
4 350 700 500 750 600 410 617 500 750 600 19.7 20.7
5 350 700 350 750 525 381 740 377 750 457 14.5 15.1
6 875 875 425 750 600 869 861 442 750 600 36.3 37.7
7 350 350 350 750 600 414 440 356 750 600 13.0 13.7
8 875 875 425 750 600 840 875 374 750 600 33.7 34.6
9 875 875 350 750 450 831 830 342 750 592 30.8 31.7
10 350 525 350 750 600 488 481 358 750 600 15.0 16.0
11 875 525 350 750 600 746 605 380 750 600 25.9 26.7
12 875 875 500 750 600 769 804 430 750 600 31.6 32.0
13 350 525 500 750 600 494 514 500 750 600 18.2 19.4
14 875 875 500 750 600 788 875 500 750 600 37.2 37.6
15 350 350 350 750 600 393 404 336 750 600 11.1 11.7
16 350 350 275 750 525 392 388 284 750 562 9.2 9.8
17 875 875 500 750 600 789 875 500 750 600 37.2 37.6
18 350 525 425 750 600 435 495 401 750 600 14.0 14.6
19 350 875 500 750 600 475 830 500 750 600 24.0 24.4
20 525 875 500 750 600 780 830 500 750 600 34.5 34.8
suitable for on-line implementation of the capacitor control even for a very large 
distribution system. If a parallel computation scheme is used for the parallel neural 
networks, the response time of the control process would be further reduced. Additional 
off-line information obtained from the optimization techniques can be used to provide new 
training data for the expert system which will improve the accuracy of the optimal capacitor 
control.
The application of the proposed capacitor control will be mainly limited by the 
computation time required for the learning process which in turn depends on the number of 
conforming load groups and capacitors installed rather than the number of system buses. 
Considering the practically realistic number of conforming load groups and capacitors in 
the given example and the fact that the relatively time-consuming parameter computation 
is performed only in the learning stage, the applicability of the control technique to
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distribution systems with many more buses than in the example seems to be promising.
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5. GENERAL CONCLUSIONS
The high cost of generation and transmission facilities as well as energy production 
have led to the need of minimizing peak power demand and energy losses. Furthermore, 
developments in distribution automatization through the use of substation-based computer 
and feeder data acquisition systems allow the implementation of real-time control of Var 
compensators, which will result in a substantial reduction of the system losses.
The work presented in this dissertation deals mainly with the design and control of 
distribution system capacitors. A piecewise method for obtaining optimum sizes and tap 
settings of capacitors installed on a radial distribution system has been developed to solve 
the problem of large system size. The results of the proposed method can be implemented 
through a centralized substation computer, as a part of distribution automatization scheme, 
or by local controllers performing the capacitor switchings. The simulation results show the 
significance of proper load representation if the economic savings obtained by capacitor 
installation is used as a figure of merit for the capacitor design.
The capacitor control is provided by a neural-net based expert system featuring two 
stages of artificial neural network. From the direct measurements at certain buses as well 
as the current capacitor settings the first stage of the control network determines the load 
profile which is then used for finding the best capacitor settings in the next stage. This 
control algorithm is suitable for a centralized control scheme. Moreover, since it is 
computationally very efficient, it is suitable for on-line implementation even for a very 
large distribution system. The application of the proposed capacitor control will be mainly 
limited by the computation time required for the learning process which in turn depends on 
the number of conforming load groups and capacitors installed. Performance of the control 
network can be further improved by periodically retraining the control network with new
78
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learning data as well as providing a parallel computation scheme.
The design and control algorithm can be modified to include voltage regulators, 
voltage constraints, unconventional Var compensators, harmonic effects and other practical 
considerations in the problem formulation for which further research is recommended.
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Appendix A. VAR SOURCE APPLICATION GUIDE [29]
System Problem Typical Var Compensation Speed of 
response
I  rx\*r x/rtltOfTAcfc
High voltages* Shunt reactors
Large voltage variability* Fixed shunt capacitors/reactors, 
synchronous condensers
Excessive reactive power flows* Fixed shunt capacitors
Normal reactive requirements for 
HVDC converters* Fixed shunt capacitors
Steady-state stability* Fixed shunt and series capacitors
Fluctuating reactive loads or impact 
loads** Synchronous condensers, SVC slower
Switching surges or load rejection 
overvoltages** Shunt reactors, SVC
Voltage instability** Fixed shunt capacitors with SVC or 
synchronous condensers
Transient and dynamic stability** Series capacitors, SVC, 
Synchronous condensers
Instability due to subsysnchonous 
resonance** SVC
Variable system phase imbalances SVC
Dynamic reactive requirements at 
HVDC terminals** Fixed shunt capacitors and SVC faster
* Steady-state system problem 
** Dynamic system problem
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Appendix B. COST-CONSTRAINED POWER FACTOR OPTIMIZATION 
W ITH SOURCE HARMONICS USING AN LC  COMPENSATOR
A method is presented for finding the optimum LC combination for power factor 
compensation at linear loads in the presence of voltage source harmonics while the total 
voltamperes of the compensator capacitor and reactor is constrained [20].
B .l. Objective Function and Cost Constraint
A single-phase network equivalent of the system considered is shown in Fig. B.l, 
where the Thevenin nonsinusoidal source voltage is represented by
in which n is the order of harmonic present. The Thevenin source impedance for the nth 
harmonic is




and the nth harmonic equivalent impedance of the linear load is represented by
(B.3)
In
& AAM— _ m r x
Network V
X  /  n csn
O
Fig. B.l. System model
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I ,n = V ,J Z n  CB.5)
in which Zn is the impedance seen from the Thevenin source for the nth harmonic 
frequency, and given by
z - r  + i x  , + w * l - w
" « ^ J { X ^ n X L) - X c m -  <B -6 >
In (B.6), XL = (Oq L, and Xc  = 1 /(0Q C, where 0)Q is the fundamental frequency.
The LC  compensator has to be selected so as to maximize the compensated load 
power factor, which is defined as
l V laI snm S( Z V ltl- Z I , n)
PF =
where
v, = [ p i 1. ] " "  <B -8)
   ------------y  i---------------  (B.7)
,1/2
From (B.7) it follows that power factor maximization approximately corresponds to 
minimizing the rms line current which is explicitly dependent on Xc  and XL, and is
chosen as the objective function in the optimization process. However, optimizing the 
objective function with respect to both X c  and XL may not provide an economical
solution, even if such a solution exists. Consequently, optimization of the objective 
function will be constrained by holding the total voltamperes of the compensator capacitor 
and reactor, corresponding to approximately the compensator cost, constant.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
90






where the compensator current Icn is related to Im by
In (B.9) and (B.10), the harmonic voltages are added linearly in the first summation 
to emphasize the effect of peak (as opposed to rms) voltage or insulation cost. The variable 
part of the compensator cost is then
where Uc  and UL are respectively the costs of capacitor and inductor per kVA and 
considered to be constant parameters.
Equation (B.12), along with (B.9), (B.10), and (B. 11), represents the constraint 
for the minimization of objective function (B.4). Thus the values of Xc  andXL have to be
chosen such that expression (B.4) is minimized and (B.12) is simultaneously satisfied for 
any given cost K.
B.2. Optim ization Algorithm
Equation (B.12) is an implicit function of X c  andXL , and cannot be solved 
explicitly for Xc and XL for substitution in the objective function (B.4) to convert the 
constrained problem into an unconstrained minimization of Is . However, the
(B.12)
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optimization problem can be solved by the Lagrangian multiplier method by writing the 
constraint (B.12) as
g(X C- Xl )  = VC SC + ULSL - K = °  <B13)
Then the Lagrange function is
£(Xc , X l , X ) =  / /  + X g(Xc , X L) (B.14)
where A is the Langrange multiplier. The minimum of the unconstrained function £ is 
found by
T P  M 2 r) a
(B.l 5)II * ,1«?xc +
= 0 ,
II
dxL +  1 M l
=  0 ,
ii
- 8 ( x c X L) = o .
(B.l 6)
(B.17)








dx,  dxr dxL'd x c =  0 . (B.19)
Every set of values for Xc  andXL maximizing the power factor will satisfy (B.18) 
and (B.19) at a cost which can be computed by (B.17) or (B.12).
The solutions to (B.17) and (B.18) or (B.19) will be obtained with an optimization 
algorithm based on the reduced gradient technique which will locate maximum power 
factors by searching along the constant-cost power factor ridges, shown in Fig. 2.5, for the
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2
point where the gradient of ls (and thus power factor) is zero. Note that each zone in the
X c -XL plane will generally contain a family of constant-cost power factor ridges. 
Therefore, each of the zones must be searched for a maximum power factor for any given 
cost, which is then to be compared with the maximum power factors for the same cost in 
the other zones.
The algorithm proceeds as follows. A number of compensator costs are preselected 
to range from zero to approximately twice the cost of only compensating the load 
fundamental reactive voltamperes. Next, Xc is fixed to be above the highest series- 
resonance value for = 0, and XL is searched until each of the preselected costs in each 
of the zones is approximately encountered. This initializes Xc  and XL for the iterative 
optimization process. Then, taking Xc  as the control variable and XL as the dependent 
variable, the algorithm increments Xc  in the direction of decreasing Is along the constant- 
cost curve by
where a  is a scalar to control the magnitude of the Xc  increment. XL is then incremented 
by an amount AXL such that the cost given in (B.12) is constant:
To keep the step size sufficiently small in order to maintain the cost constant during 
the search, it is necessary to limit expression (B.21). If
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and Xc  as the dependent variable:
M c  = ~
dg dg
“i
, dX L d%c  J
(B.24)
Similarly, if
dg  i dg
dxL'dxc £ 1 (B.25)
equations (B.20) and (B.21) should be used.
In accordance with (B.18) and (B.19), the optimum point is obtained when the
2
gradient of Is relative to X c  and X L is zero. Therefore, the iterative search is 
terminated when \AXC I + \&XL I is sufficiently small. The power factor and compensator 
cost are then computed and recorded, Xc  is returned to its original value and the next 
initial value for XL is located. The process repeats until the power factor maxima are 
found for a sufficient number of costs in each of the zones. Then, the pairs of values of 
power factor and cost generated are ranked to eliminate the inferior zonal maxima and 
plotted as a single power factor curve against compensator cost or capacitor and reactor 
ratings. The optimization procedure is illustrated by the flowchart in Fig. B.2.
B.3. Rem arks
LC compensators for improving power factor of linear loads with source 
harmonics have been investigated. It is shown that, although a proper optimum power 
factor not constrained by compensator cost may not exist, a maximum power factor does 
exist if the cost constraint is introduced. This maximum power factor plotted against 
compensator cost can be used to select the compensation level for a given load.
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Fig. B.2. Optimization procedure
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The relationship between maximum power factor and compensator cost is 
monotonically increasing, and in the examples appears almost linear for power factor 
values below 0.9. Since the incremental cost for power factor improvement remains 
constant in the linear part of the curve, an optimal economic compensation level may lie at 
the knee of the saturating power factor curve, where the incremental cost starts to rise 
offsetting the incremental tariff savings. However, the choice of compensation level will 
also be affected by local discount policies and varying load conditions.
The results also show that LC compensators can achieve a higher power factor than 
pure capacitive compensation for most loads when source harmonics are present. 
Conversely, the LC combination may provide a higher power factor than a pure capacitance 
of the same cost, even in cases where the unit cost of reactors is higher than that of 
capacitors.
In practice, the system parameter data may be uncertain. However, the proposed 
method may still be applied by finding the power factor curves for a variety of system 
conditions commensurate with those normally encountered, and selecting the capacitor and 
reactor for the best average performance.
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