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Abstrak – web multisite yang paling populer digunakan adalah
wordpress. Penggunaan web multisite dengan jumlah pengguna
yang banyak menjadikan web tidak dapat bekerja maksimal.
Dengan bantuan http akselerator dan pemilihan tipe
penyimpanan cache yang tepat diharapkan web dapat melayani
kunjungan dalam jumlah ribuan pada satu waktu. Pada
eksperiment yang telah dilakukan, menggunakan aplikasi
benchmark jmeter, diantara 3 penyimpanan cache (memory,
SAN, dan ISCSI), cache hit yang paling stabil didapat ketika
ketika menggunakan penyimpanan HDD SAN sedangkan
responsetime yang paling optimum didapat ketika http
akselerator menggunakan cache penyimpanan berbasis hardisk
SAN berbasis fibre channel.
Kata Kunci  http akselerator,wordpress multisite,
Responsetime, Varnish, vmware, iscsi, memory, SAN
I. PENDAHULUAN
Seiring dengan perkembangan web cms (content
management system) saat ini, beberapa cms terpopuler seperti
Wordpress, Joomla, dan Drupal [1], [2] memiliki fitur
multisite. Multisite artinya sebuah sistem web dapat digunakan
oleh banyak pengguna, setiap pengguna dapat mengatur
halaman webnya masing-masing lengkap dengan kontrol panel
administratornya, selama domain utamanya masih menginduk
ke sistem yang utama. Sementara disisi pengunjung web (web
client), masing-masing halaman web pengguna tersebut
seolah-olah sistem web yang terpisah/berdiri sendiri.
http akselerator biasanya digunakan sebagai frontend/garda
depan dari sebuah sistem web, untuk menjamin web tersebut
dapat selalu diakses meskipun memiliki trafik yang sangat
tinggi, ilustrasi pada gambar 1. Fungsi utamanya untuk
melayani lonjakan kunjungan pada web multisite tersebut,
ketika pengunjung membuka sub-sub domain dibawah web
utama, agar web tersebut tidak mengalami http not responded
Gbr. 1 HTTP Reserve Proxy/Web Accelarator
Aplikasi HTTP Akselerator melakukan cache pada konten
website. Cache tersebut dimungkinkan disimpan pada media
penyimpanan memory/RAM, hardisk, atau penyimpanan
berbasis network (seperti nfs dan icsci). Pemilihan media
penyimpanan tersebut diperkirakan akan mempengaruhi
kecepatan baca/tulis cache (read/write) yang pada akhirnya
akan mempengaruhi kecepatan konten web ditampilkan disisi
pengunjung, biasa juga disebut sebagai response time.
Seiring dengan perkembangan teknologi saat ini, baik server
http akselerator maupun server web dapat berjalan pada sebuah
mesin virtual. Sistem penyimpanan server saat ini juga telah
berkembang menjadi SAN (Storage Area Network) berbasis
kabel serat optic. Penggunaan perangkat keras yang tepat pada
sebuah server, dapat mempengaruhi kinerja host yang
menjalankan http akselerator dan web server didalamnya.
II. PENELITIAN TERKAIT
Berdasarkan penelitian yang telah dilakukan, secara umum
performa VMware ESXi lebih baik dibanding aplikasi virtual
lainnya [3]. Selain itu, penggunaan mesin virtual, pemilihan
sistem operasi dan host yang ada pada mesin virtual juga
mempengaruhi performa kinerja server virtual tersebut[4], [5],
[6].
Dari hasil uji performa penggunaan varnish cache pada
server fisik [7], kemampuan web server dapat meningkatkan
concurrent sessions for 100%, mengurangi response time
hingga 90% dan meningkatkan kapasitas transfer data diatas
90%, dan meningkatkan kapasitas transfer data lebih dari 90%.
Selain itu varnish juga dapat digunakan untuk meningkatkan
keamanan web server untuk mendeteksi serangan SQL
injection, Cross Site Scripting (CSS), dan manipulasi HTTP
header[8] . Salah satu upaya meningkatkan performa varnish
adalah dengan menggunakan mekanisme zero-copy[9], namun
penelitian dilakukan masih menggunakan versi kernel linux
*) penulis korespondensi
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2.6.38, sementara kernel linux yang digunakan saat ini sudah
versi 3 atau 4.
Dari beberapa opensource cms yang paling populer,
wordpress merupakan cms yang paling banyak
penggunanya[2] dan paling baik performanya[10]. Wordpress
juga cocok digunakan dilingkungan pendidikan, misal sebagai
portofolio mahasiswa[11], sebagai library repository[12]
maupun dilingkungan pemerintahan sebagai halaman
informasi dan profil institusi[13].
Diantara beberapa pilihan network storage yang ada, ISCSI
merupakan media penyimpanan yang paling baik dan mudah
pengaturan manajemen penyimpanannya, seperti memberi hak
akses multipath dan menambah/mengurangi ukuran storage
[14] [15].
III. USULAN PENELITIAN
Penelitian yang dilakukan adalah membandingkan performa
penggunaan http akselerator berdasarkan jenis penyimpanan
cache yang digunakan. Varnish cache versi 5.1 adalah aplikasi
http akselerator yang digunakan sebagai bahan eksperiment.
Jenis storage menggunakan 3 tipe, yaitu; Memory/RAM, SAN
(Storage Area Network) menggunakan koneksi serat optik
(Fibre channel), dan ISCSI. Web server menggunakan nginx
1.10, aplikasi cms multisite menggunakan wordpress 4.7.3.
Hingga tahun 2016 rata-rata ukuran sebuah halaman web
sebesar 2MB[17, 18]. Guna mendapatkan beban trafik yang
dibutuhkan pada saat proses pengukuran performa, dibuat 300
link halaman pada web multisite dengan masing-masing total
ukuran halaman web sebesar 2MB. Web yang menggunakan
Varnish sebagai http reserve proxy, seperti pada gambar 2.
Proses pengukuran performa menggunakan aplikasi
jmeter[18]. Keunggulan jmeter yang berjalana diatas java VM
dapat mensimulasikan aktivitas user menggunakan web
browser ketika mengunjungi halaman web. Komponen
benchmark yang dibandingkan adalah response time, error
rate, dan hit-ratio yang terjadi disisi client.
IV. INFRASTRUKTUR DAN SIMULASI PENGUKURAN
A. infrastruktur
Simulasi ujibeban yang dilakukan menggunakan VM (VM)
VMware yang berjalan diatas server IBM Blade. Ada 4 VM
yang digunakan, yaitu; VM webserver, VM server database,
VM Cache Server Varnish sebagai http reserve proxy, dan VM
client yang melakukan benchmark dengan menjalankan
aplikasi jmeter. Sistem operasi yang digunakan pada VM
adalah Debian versi 7 dan 8. Berikut Spesifikasi teknis pada
masing-masing virtual server yang digunakan pada penelitian
ini;
1. Webserver : Processor 2 core @2.5Ghz, Memory 1 GB,
menjalankan service Nginx dan php-fpm sebagai php
compiler
2. Database Server : Processor 2 core @2.5Ghz, Memory 1
GB, menggunakan database MySql versi 5.6
3. Varnish Cache Server : Processor 4 core @2.5Ghz,
Memory 2 GB
4. Media penyimpanan : SAN Server IBM Storewize v7000
16GBps Fibre channel [19]
Pada gambar 3, memperlihatkan perbedaan menggunakan
ISCSI. Meskipun setiap vm menggunakan server container
yang sama, namun masing-masing vm seolah-olah berdiri
sendiri. Komunikasi antar vm hanya dapat dilakukan
menggunakan virtual network. Antara server cache dan server
ISCSI controller didalam server VMware terhubung
menggunakan virtual network.
B. Komponen benchmark
1. Hit-rate: melihat jumlah hit object cache pada varnish cache
setiap menitnya (total waktu 10 menit). Semakin besar hit
pada varnish cache maka semakin baik
2. Response time : Melihat total rata-rata perbedaan kecepatan
akses web dari sisi client dengan skenario system cache yang
berbeda. Semakin kecil response time, semakin cepat web
dapat diakses.
C. Metode Benchmark
Benchmark yang dilakukan menggunakan 300 alamat web
masing-masing memiliki sebesar 2MB. Disimulasikan ada
4800 thread/user yang akan membuka halaman web dari daftar
Gbr. 2 Varnish sebagai database Cache
Gbr. 3 perbedaan manajemen penyimpanan antara HDD SAN dan ISCSI
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alamat web yang telah disediakan. Setiap detik akan ada 8
request aktif, simulasi dilakukan selama 10 menit/600 detik,
sehingga total request selama 600 detik adalah 4800 thread
aktif. Total cache yang berhasil tersimpan sebesar 556,33 MB.
Ada 3 tipe penyimpanan cache yang digunakan, yaitu
penyimpanan menggunakan memory internal vmware, hardisk
SAN, dan network storage ISCSI. Uji beban dilakukan
sebanyak 3 kali berurutan pada 3 tipe konfigurasi penyimpanan
yang digunakan agar dapat dibandingkan hasil dari masing-
masing pengujian tersebut.
V. HPEMBAHASAN HASIL SIMULASI PENGUKURAN
A. Grafik hit-rate pada server http akselerator Varnish
Grafik hit yang terlihat pada gambar 4, 5, dan 6, garis
horizontal (x axis) adalah skala waktu. Setiap titik mewakili 30
detik. Sedangkan garis vertikal (y axis) adalah persen,
menunjukkan berapa  persen hit yang diperoleh dari total
keseluruhan cache yang disimpan.
1. Cache disimpan pada Memory Host VM
Gbr. 4 Hit-ratio penyimpanan cache memory
2. Cache disimpan pada Hardisk SAN Fibre channel
Gbr. 5 Hit-ratio penyimpanan cache di HDD SAN
3. Cache disimpan pada Hardisk Network ISCSI
Gbr. 6 Hit-ratio penyimpanan cache di HDD ISCSI
Gambar 4, 5, dan 6 memperlihatkan hit-ratio disisi server.
hit-ratio yang paling baik adalah garis yang paling stabil. Pada
gambar 4 dan 5 memperlihatkan hit yang hampir sama diantara
penyimpanan cache menggunakan memory dan HDD SAN,
namun terlihat hit yang lebih stabil adalah pada saat
menggunakan HDD SAN. Sedangkan ketika cache disimpan
di hdd iscsi, hitrate menurun dan hitrate naik turun tajam tidak
stabil seperti yang terlihat pada gambar 6.
B. Tabel response time disisi client
TABEL I
CACHE DISIMPAN PADA MEMORY HOST VM
Test
ke-
Samples Failure Success rate Avg.time
1 4800 395 92.25% 9940 ms
2 4800 9 99.81% 5252 ms
3 4800 1 99.98% 5536 ms
TABEL II
CACHE DISIMPAN PADA HARDISK SAN FIBRE CHANNEL
Test
ke-
Samples Failure Success rate Avg.time
1 4800 0 100% 5462 ms
2 4800 5 99.90% 5231 ms
3 4800 2 99.96% 5698 ms
TABEL III
CACHE DISIMPAN PADA HARDISK NETWORK ISCSI
Test
ke-
Samples Failure Success rate Avg.time
1 4800 134 97.2% 6983 ms
2 4800 6 99.88% 5084 ms
3 4800 0 100% 4549 ms
Tabel 1, 2, dan 3 diatas menunjukkan response time yang
diperoleh berbeda diantara tipe penyimpanan yang digunakan.
Tipe penyimpanan memory dan iscsi menunjukkan bahwa
cache harus diakses berkali-kali baru kemudian data cache
menjadi lebih stabil, failure berkurang dan response time
menjadi lebih baik. Dalam hal ini penyimpanan iscsi pada
percobaan ke-2 dan ke-3 memiliki response time yang lebih
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baik dari pada penyimpanan cache pada memory host VM itu
sendiri.
Sedangkan menggunakan penyimpanan harddisk SAN,
percobaan ke-1, ke-2, dan ke-3 lebih stabil. Meskipun ada
sedikit peningkatan failure dan penurunan response time,
namun hal tersebut masih dapat ditoleransi karena tidak terlalu
signifikan jumlahnya.
VI. KESIMPULAN
Penggunaan jenis penyimpanan pada cache http akselerator
berpengaruh terhadap hitrate dan response time akses halaman
web multisite (pada eksperimen ini menggunakan wordpress
multisite). Apalagi jika dalam kondisi lalulintas data
webserver yang sangat ramai dibebani dengan kunjungan yang
sangat banyak pada satu waktu. Dari percobaan yang telah
dilakukan, penyimpanan menggunakan metode hardisk SAN
berbasis fibre channel merupakan pilihan yang paling baik.
Namun apabila tidak memiliki fasilitas SAN, penyimpanan
menggunakan metode network ISCSI juga dapat dijadikan
alternatif karena sebanding dengan penyimpanan metode
memory ram. Terlebih lagi memory pada lingkungan VM
resource-nya terbatas dan harus berbagi dengan host VM yang
lain.
Wordpress multisite dengan jumlah pengguna yang banyak,
misalnya web multisite pada universitas untuk profil dan blog
masing-masing mahasiswa memerlukan persiapan
infrastruktur sistem baik network maupun konfigurasi cache
server yang optimum. Salah satunya dengan mengoptimalkan
penggunaan http akselerator dan media penyimpanan yang ada
agar web tersebut dapat menerima beban traffic yang besar
pada saat menghadapi pengunjung dan pengguna yang
jumlahnya ribuan pada satu waktu.
VII. PENELITIAN SELANJUTNYA
Eksperimen yang dilakukan saat ini menggunakan sebuah
server virtual yang menjalankan aplikasi http akselerator.
Untuk memaksimalkan kinerja, dapat dilakukan optimasi
dengan menggabungkan sistem cache menggunakan database
cache. Penggunaan database cache dan menentukan bagian-
bagian object yang akan dicache dimasing-masing aplikasi
cache diharapkan mampu meningkatkan performa web disisi
pengunjung. Baik dari sisi response time maupun jumlah
kapasitas pengunjung yang lebih besar lagi.
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