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Abstract
The path decomposition expansion represents the propagator of the
irreversible reaction as a convolution of the first-passage, last-passage
and rebinding time probability densities. Using path integral tech-
nique, we give an elementary, yet rigorous, proof of the path decompo-
sition expansion of the Green’s functions describing the non-reactive
case and the irreversible reaction of an isolated pair of molecules. To
this end, we exploit the connection between boundary value problems
and interaction potential problems with δ- and δ′-function perturba-
tion. In particular, we employ a known exact summation of a pertur-
bation series to derive exact relations between the Green’s functions
of the perturbed and unperturbed problem. Along the way, we are
able to derive a number of additional exact identities that relate the
propagators describing the free-space, the non-reactive as well as the
completely and partially reactive case.
1 Introduction
The transition probability density function (PDF) p(x, t|x0) is the funda-
mental dynamical quantity that describes the diffusion-influenced reaction
of an isolated pair of molecules. Traditionally, p(x, t|x0) appears as Green’s
function (GF) of the diffusion equation supplemented by suitable boundary
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conditions (BC) imposed at the encounter distance x = a that implement
the actual reaction [34, 8, 12, 13, 28, 2, 20, 23]. However, imposing BC are
not the only way to implement reactions. Alternatively, sink terms may be
added to the diffusion equation. It has been discussed that, under certain
conditions, sink terms are equivalent to a description in terms of BC, but
they provide a more general and more flexible approach than the traditional
one [35, 9, 10, 22, 19, 24, 25, 1]. Also, they offer another adavantage: The
diffusion equation with sink terms assumes a form that is quite similar to
the Schroedinger equation. In fact, it is well-known that both equations are
related by a Wick-transformation, that is by t→ −it [29, 5, 30]. In this way,
methods that have been used in a quantum-mechanical context, can be bor-
rowed to study the theory of diffusion-influenced reactions. A case in point
is the path decomposition expansion (PDX), which was originally employed
to study quantum-mechanical problems [4, 18, 33, 30, 36, 37]. Recently,
it has been shown that in the context of diffusion-influenced reactions the
GF of the irreversible reaction can be factorized in the Laplace domain as
a product of the first-, last-passage and rebinding time probability densities
[26]. In this manuscript, we present a straightforward, yet rigorous, proof
of the PDX of the propagators that play an important role in the theory of
diffusion-influenced reactions. The proof is based on another technique im-
ported from quantum mechanics. In a series of papers [14, 15, 16], Grosche
discussed the implementation of Dirichlet and Neumann BC in terms of
interaction potentials that are δ- and δ′-function perturbed. By using an
exact summation of the expansion of the corresponding path integral, an
exact convolution relation between the perturbed and unperturbed GF can
be established. Because Dirichlet and Neumann BC correspond to absorb-
ing (completely reactive) and reflecting (non-reactive) BC in the theory
of diffusion-influenced reactions, the Wick-rotated (Euclidean) version of
Grosche’s results can be immediately applied to the case of an isolated pair.
By considering different choices for the unperturbed potential, we can de-
rive several important relations between the GF corresponding to various
BC, which are far from obvious from a differential equation point of view
[3]. With these relations at our disposal, the actual proof of the PDX be-
comes rather accessible. We point out that some of the relations that we
will derive have been obtained before by using the general form of the GF
of the Smoluchowski equation [3]. Alternative proofs of the PDX have been
given in Refs. [4, 18, 33, 17]. The application of quantum field theoreti-
cal methods to diffusion-limited reactions and path integral techniques to
stochastic differential equation are reviewed in Ref. [21] and [6], respectively.
The manuscript is structured as follows. First, we will briefly describe the
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traditional BC approach and introduce the alternative formulation given in
terms of sink potentials. Then, we will briefly recall the PDX and summarize
Grosche’s results. Equipped with those, we will derive various convolution
relations, from which the PDX results. In the following, we will consider an
isolated pair in one dimension (1D) for convenience. We will study the 2D
and 3D cases in a forthcoming manuscript.
2 Theory
2.1 Boundary vs potential problems
The conditional PDF p(x, t|x0), which yields the probability to find the
molecule at position x at time t, given that it was initially localized at x0,
is the GF of the diffusion equation
∂p(x, t|x0)
∂t
= D
∂2p(x, t|x0)
∂x2
, (1)
subject to the initial condition (IC)
p(x, t = 0|x0) = δ(x− x0). (2)
The traditional, Smoluchowski-Collins-Kimball (SCK) approach [34, 8, 13,
28] to incorporate the actual binding reaction, amounts to impose a BC at
the encounter distance x = a. The Collins-Kimball, or radiation BC reads
[8, 13, 28, 2, 20, 23]
D
∂p(x, t|x0)
∂x
|x=a = κap(x = a, t|x0). (3)
The absorbing BC is recovered for κa →∞, while the non-reactive, reflective
BC is obtained for κa = 0. We will denote the GF corresponding to free-
space, absorbing, reflecting and radiation BC as pfree(x, t|x0), pabs(x, t|x0),
pref(x, t|x0) and prad(x, t|x0), respectively.
Instead of imposing BC at the encounter distance, the actual binding
reaction may alternatively be taken into account by introducing sink terms in
the diffusion equation. For instance, under certain conditions, the radiation
BC may be recovered from the diffusion equation with an additional δ-
function interaction potential [35]
∂p(x, t|x0)
∂x
= D
∂2p(x, t|x0)
∂x2
− γδ(x − a). (4)
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Note that Eq. (4) does not necessarily come with any BC imposed at the
encounter distance. Also, we emphasize that the solution of Eq. (4) is not
identical to the solution of the radiation BC problem [32], unless one makes
additional assumptions [35]. One obvious difference is that the GF solution
to Eq. (4) is also defined for x < a and x0 < a, in contrast to prad(x, t|x0).
We will use superscripts p++δ to refer to the solution of Eq. (4) for x, x0 > a.
Note that even p++δ is not equal to prad, although both are defined on the
same domain x, x0 > a [32].
2.2 Path decomposition expansion
The PDX [4, 18, 30] allows to break space into different regions and to study
the individual contributions from the propagators restricted to one region
to the complete propagator across all regions. While the decomposition of
space may be chosen arbitrarily, the existence of a non-vanishing potential
may suggest a natural decomposition. This is in particular true for a δ- and
Heaviside step-function potential. These potentials are of special interest
in the theory of diffusion-influenced reactions, because they correspond to
the SCK and Doi model, respectively [9, 10, 19, 25, 1]. It has been shown
by explicit calculation that the PDX indeed is satisfied by the associated
propagators (in 1D and 2D) [26]. Also, it was pointed out that in the
context of theories of diffusion-influenced reactions, the PDX corresponds
to the convolution of three prominent time PDF: the first- and last-passage
as well as the rebinding time PDF [26]. Furthermore, the PDX has been
employed in a stochastic simulation algorithm that does not require explicit
analytical representations of the exact GF to propagate an isolated pair
correctly [27]. Here, we shall prove the following form of the PDX
p˜(x, s|x0) = p˜abs(x, s|x0) +D
2∂p˜abs(x, s|ξ)
∂ξ
∣∣∣∣
ξ=a
p˜(a, s|a)
∂p˜abs(ξ, s|x0)
∂ξ
∣∣∣∣
ξ=a
,
(5)
where p˜(x, s|x0) refers either to p˜
++
δ (x, s|x0), p˜ref(x, s|x0) or p˜rad(x, s|x0).
The proof we shall present here is based on an exactly summable perturba-
tive expansion of a path integral that gives the propagator associated with
δ- and δ′-function perturbed interaction potentials. In the following, we will
always consider x, x0 ≥ a. Also, without loss of generality, we may assume
that a = 0.
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2.3 Path integral representation of δ-function perturbed po-
tentials
Following Grosche [14, 15, 16], we consider a potential W (x) comprised of
an arbitrary potential V (x) that is perturbed by a δ-function term:
W (x) ≡ V (x) + V(x) ≡ V (x)− γδ(x− a). (6)
The corresponding GF enjoys the following path integral representation
pW (x, t|x0) =
∫
Dx(τ)e−
∫
t
0 [
1
4D
x˙2(τ)+W (x)]dτ , (7)
while the GF for the unperturbed problem is given by
pV (x, t|x0) =
∫
Dx(τ)e−
∫
t
0 [
1
4D
x˙2(τ)+V (x)]dτ . (8)
The path integral can be expanded in a perturbation series as follows
pW (x, t|x0) = pV (x, t|x0) +
∞∑
n=1
γn
∫ t
0
dτ (n)
∫ τ (n)
0
dτ (n−1) . . .
∫ τ (2)
0
dτ (1)
× pV (a, τ
(1)|x0) . . . pV (a, τ
(n) − τ (n−1)|a)pV (x, t− τ
(n)|a).(9)
The form of this expansion suggests to use the Laplace transformed GF
p˜(x, s|x0), which is defined by
p˜(x, s|x0) =
∫
∞
0
e−stp(x, t|x0)dt. (10)
Then, by virtue of the convolution theorem of the Laplace tranform, one
obtains in the Laplace domain
p˜W (x, s|x0) = p˜V (x, s|x0) +
∞∑
n=1
γnp˜V (x, s|a)p˜V (a, s|x0)[p˜V (a, s|a)]
n−1
= p˜V (x, s|x0) + γ
p˜V (x, s|a)p˜V (a, s|x0)
1− γp˜V (a, s|a)
. (11)
As we will see, this convolution relation is sufficient to prove the PDX re-
lation by suitable choice of V (x) and W (x) and by taking certain limits.
For instance, the limit of an infinitely repulsive δ-perturbation γ → −∞
implements a Dirichlet, that is, absorbing BC [14, 15].
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2.4 Proof of the PDX
As a prerequisite, we shall derive convolution relations that connect p˜free
with p˜abs and p˜
++
δ . We point out that pfree(x, t|x0), pabs(x, t|x0), and p
++
δ (x, t|x0)
correspond to the potentials V (x) = 0, γ = 0, V (x) = 0, γ → −∞ and
V (x) = 0,−∞ < γ < 0, respectively (see Eq. (6)).
Relation between p˜++δ and p˜free
We consider first the free-particle case, that is V (x) = 0, perturbed by
V(x) = −γδ(x−a),−∞ < γ < 0. Then, by virtue of Eq. (11) it immediately
follows that
p˜++δ (x, s|x0) = p˜free(x, s|x0) + γ
p˜free(x, s|a)p˜free(a, s|x0)
1− γp˜free(a, s|a)
. (12)
As a consequence of Eq. (12), we arrive at
p˜++δ (a, s|x0)
p˜++δ (a, s|a)
=
p˜free(a, s|x0)
p˜free(a, s|a)
. (13)
Relation between p˜abs and p˜free
If we, in addition, consider the limiting case of an infinitely repulsive δ-
function perturbation, that is γ → −∞, we obtain
p˜abs(x, s|x0) = p˜free(x, s|x0)−
p˜free(x, s|a)p˜free(a, s|x0)
p˜free(a, s|a)
. (14)
Clearly, Eq. (14) leads to
∂p˜abs(ξ, s|x0)
∂ξ
∣∣∣∣
ξ=a
=
∂p˜free(ξ, s|x0)
∂ξ
∣∣∣∣
ξ=a
−
∂p˜free(ξ, s|a)
∂ξ
∣∣∣∣
ξ→a
p˜free(a, s|x0)
p˜free(a, s|a)
.
(15)
Combining this equation with an identity that results from properties of the
free-space GF only (Eq. (45)), we obtain the relations
D
∂p˜abs(ξ, s|x0)
∂ξ
∣∣∣∣
ξ=a
=
p˜free(a, s|x0)
p˜free(a, s|a)
=
D∂ξ p˜free(ξ, s|x0)|ξ=a
1 +D∂ξ p˜free(ξ, s|a)|ξ→a
=
∂ξ p˜free(ξ, s|x0)|ξ=a
∂ξ p˜free(ξ, s|x0 → a)|ξ=a
, (16)
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where we introduced the notation ∂ξ ≡ ∂/∂ξ. Eq. (16) gives rise to
D
∂2p˜abs(ξ, s|φ)
∂ξ∂φ
∣∣∣∣
ξ=φ=a
=
∂ξ∂φp˜free(ξ, s|φ)|ξ=φ=a
∂ξ p˜free(ξ, s|x0 → a)|ξ=a
=
∂ξ p˜free(ξ, s|a)|ξ→a
p˜free(a, s|a)
.
(17)
Finally, combining Eqs. (13) and (16), we are led to
D
∂p˜abs(ξ, s|x0)
∂ξ
∣∣∣∣
ξ=a
=
p˜++δ (a, s|x0)
p˜++δ (a, s|a)
. (18)
Relation between p˜ref and p˜free
We follow Ref. [16] and treat reflective BC by considering potentials that
are perturbed by the derivative of the δ-function
W (x) = V (x)− γδ′(x− a). (19)
Analogously to the absorbing BC case, we first consider the free particle as
unperturbed problem, that is V (x) = 0, and take the limit of an infinitely
repulsive perturbation γ → −∞. Then, one has [16]
p˜ref(x, s|x0) = p˜free(x, s|x0)−
∂ξpfree(x, s|ξ)|ξ=a∂ξpfree(ξ, s|x0)|ξ=a
∂ξ∂φpfree(ξ, s|φ)|ξ=φ=a
. (20)
Employing Eqs. (48) and (45), we conclude from Eq. (20) that
p˜ref(a, s|x0) = −
1
D
p˜free(a, s|x0)
∂ξ p˜free(a, s|ξ)|ξ→a
, (21)
and hence, using Eq. (16), we arrive at
p˜ref(a, s|x0)
p˜ref(a, s|a)
=
p˜free(a, s|x0)
p˜free(a, s|a)
= D
∂p˜abs(ξ, s|x0)
∂ξ
∣∣∣∣
ξ=a
=
∂ξ p˜free(ξ, s|x0)|ξ=a
∂ξ p˜free(ξ, s|x0 → a)|ξ=a
.
(22)
In addition, Eq. (21) tells us that
∂ξ p˜ref(a, s|ξ)|ξ→a = −
1
D
, (23)
Another consequence of Eq. (20) is the relation
p˜ref(a, s|a) = −
1
D2
1
∂ξ∂φp˜abs(ξ, s|φ)|ξ=φ=a
, (24)
where we have used Eqs. (21) and (17). We note that Eqs. (23), (24) and
the relation
p˜ref(a, s|x0)
p˜ref(a, s|a)
= D
∂p˜abs(ξ, s|x0)
∂ξ
∣∣∣∣
ξ=a
(25)
(see Eq. (22)) have also been obtained by other means [3].
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Relation between p˜++δ and p˜abs
Now, we are sufficiently prepared to turn to the actual proof of the PDX
version that relates p˜abs with p˜
++
δ . To this end, we make the following
construction. Starting point is the potential W (x) = V (x)−γabsδ(x−aabs),
where V (x) = −γδ(x−a), that is, we have a δ-function potential perturbed
by a second δ-function potential localized at a different position. We assume
that aabs < a. Then, the propagators p˜W (x, s|x0) and p˜V (x, s|x0) satisfy
p˜W (x, s|x0) = p˜V (x, s|x0) + γabs
p˜V (x, s|aabs)p˜V (aabs, s|x0)
1− γabsp˜V (aabs, s|aabs)
. (26)
Note that we have for the unperturbed GF p˜V (x, s|x0) = p˜
++
δ (x, s|x0), while
p˜W (x, s|x0) is not equal to any of the GF we introduced before. However, as
a next step, we consider the limit aabs → a and γabs → −∞. In this limit,
the potential W (x) assumes the form corresponding to a purely absorbing
BC, that is W (x) = − limγ→−∞ γδ(x − a). Therefore, Eq. (26) becomes
p˜abs(x, s|x0) = p˜
++
δ (x, s|x0)−
p˜++δ (x, s|a)p˜
++
δ (a, s|x0)
p˜++δ (a, s|a)
. (27)
Now, the PDX formula for p˜++δ immediately results from the just established
convolution relation by virtue of Eq. (18):
p˜++δ (x, s|x0) = p˜abs(x, s|x0)+D
2∂p˜abs(x, s|ξ)
∂ξ
∣∣∣∣
ξ=a
p˜++δ (a, s|a)
∂p˜abs(ξ, s|x0)
∂ξ
∣∣∣∣
ξ=a
.
(28)
Relation between p˜ref and p˜abs
To analyze this case we consider a potential of the form W (x) = V (x) −
γrefδ
′(x− a), where the unperturbed potential is given by a δ-function, that
is, V = −γabsδ(x− a). We take the limit of an infinitely repulsive δ- and δ
′-
potential. More precisely, we consider
lim
γabs,γref→−∞
W (x) (29)
and obtain
p˜ref(x, s|x0) = p˜abs(x, s|x0)−
∂ξ p˜abs(x, s|ξ)|ξ=a∂φp˜abs(φ, s|x0)|φ=a
∂ξ∂φp˜abs(ξ, s|φ)|ξ=φ=a
. (30)
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Then, by making use of Eq. (24), we obtain the PDX for p˜ref(x, s|x0)
p˜ref(x, s|x0) = p˜abs(x, s|x0)+D
2∂ξ p˜abs(x, s|ξ)|ξ=ap˜ref(a, s|a)∂φp˜abs(φ, s|x0)|φ=a.
(31)
We note that the considered potential (Eq. (29)) also gives rise to the relation
p˜abs(x, s|x0) = p˜ref(x, s|x0)−
p˜ref(x, s|a)p˜ref(a, s|x0)
p˜ref(a, s|a)
. (32)
Relation between p˜rad and p˜abs
It has been shwon that the GF p˜rad corresponding to a radiation BC enjoys
a path integral representation, given one considers a δ-function potential in
the presence of a Neumann BC [7, 11]. Put differently, this means that p˜rad
is obtained from the potential W (x) = V (x)+V(x), where the unperturbed
potential and the perturbation are given by
V (x) = − lim
γ→−∞
δ′(x− a), (33)
V(x) = κaδ(x− a), (34)
respectively. Using once again the general convolution formula Eq. (11), we
arrive at
p˜rad(x, s|x0) = p˜ref(x, s|x0)− κa
p˜ref(x, s|a)p˜ref(a, s|x0)
1 + κap˜ref(a, s|a)
. (35)
Eq. (35) has been derived before [31, 3] in a different way. From Eq. (35)
we obtain
p˜rad(a, s|x0) =
p˜ref(a, s|x0)
1 + κap˜ref(a, s|a)
. (36)
Using the established identity Eq. (36) as well as Eq. (22), we obtain from
Eq. (35)
p˜rad(x, s|x0) = p˜ref(x, s|x0)
− D2κa∂ξ p˜abs(x, s|ξ)|ξ=a∂φp˜abs(φ, s|x0)|φ=ap˜rad(a, s|a)p˜ref(a, s|a).(37)
By virtue of Eqs. (31), (37) and again (36), we finally arrive at the PDX for
p˜rad(x, s|x0)
p˜rad(x, s|x0) = p˜abs(x, s|x0)+D
2∂ξ p˜abs(x, s|ξ)|ξ=ap˜rad(a, s|a)∂φp˜abs(φ, s|x0)|φ=a.
(38)
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We finally note that, due to
1−
D2
κa
∂ξ∂φp˜abs(ξ, s|φ)|ξ=φ=a =
1
κap˜rad(a, s|a)
, (39)
see Eqs. (24) and (36), the PDX for p˜rad gives rise to a representation of
p˜rad in terms of p˜abs only
p˜rad(x, s|x0) = p˜abs(x, s|x0)+
D2
κa
∂ξ p˜abs(x, s|ξ)|ξ=a∂φp˜abs(φ, s|x0)|φ=a
1− D
2
κa
∂ξ∂φp˜abs(ξ, s|φ)|ξ=φ=a
. (40)
This shows that, dependent on which term of the potential W (x) is chosen
as perturbation, we obtain either Eq. (35) or (40), see also Ref. [11].
3 Appendix
Let us define
u(x, s) ≡ p˜free(x, s|x0), (41)
v(x, s) ≡ p˜free(x, s|a). (42)
Then, u(x, s)and v(x, s) satisfy the free-space diffusion equation,
su(x, s)− δ(x − x0) = D
∂2u(x, s)
∂x2
, (43)
sv(x, s)− δ(x− a) = D
∂2v(x, s)
∂x2
. (44)
Next, assuming x0 > a, multiplying Eq. (43) with v(x, s) and Eq. (44) with
u(x, s), as well as substracting the resulting equations and integrating the
outcome from a to ∞ leads to
p˜free(a, s|x0) = D
[
p˜free(a, s|a)
∂p˜free(ξ, s|x0)
∂ξ
∣∣∣∣
ξ=a
− p˜free(a, s|x0)
∂p˜free(ξ, s|a)
∂ξ
∣∣∣∣
ξ→a
]
,
(45)
where we have used the definitions Eqs. (41) and (42), the BC at infinity,
limx→∞ p˜free(x, s|x0) → 0, and p˜free(x, s|x0) = p˜free(x0, s|x). Taking the
limit x0 → a, it follows that
∂ξ p˜free(ξ, s|x0 → a)|ξ=a − ∂ξ p˜free(ξ, s|a)|ξ→a = D
−1. (46)
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Furthermore, dividing Eq. (45) by p˜free(a, s|a) and using Eq. (46), we obtain
the chain of identities
p˜free(a, s|x0)
p˜free(a, s|a)
=
D∂ξ p˜free(ξ, s|x0)|ξ=a
1 +D∂ξ p˜free(ξ, s|a)|ξ→a
=
∂ξ p˜free(ξ, s|x0)|ξ=a
∂ξ p˜free(ξ, s|x0 → a)|ξ=a
. (47)
Finally, as a consequence of Eq. (47), we arrive at
∂ξ∂φp˜free(ξ, s|φ)|ξ=φ=a
∂ξ p˜free(ξ, s|x0 → a)|ξ=a
=
∂ξ p˜free(ξ, s|a)|ξ→a
p˜free(a, s|a)
. (48)
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