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Abstract
In many scientific areas, it is crucial to group (cluster) a set of objects, based on a
set of observed features. Such operation is widely known as Clustering and it has
been exploited in the most different scenarios ranging from Economics to Biology
passing through Psychology. Making a step forward, there exist contexts where it
is crucial to group objects and simultaneously identify the features that allow to
recognize such objects from the others. In gene expression analysis, for instance,
the identification of subsets of genes showing a coherent pattern of expression in
subsets of objects/samples can provide crucial information about active biological
processes. Such information, which cannot be retrieved by classical clustering ap-
proaches, can be extracted with the so called Biclustering, a class of approaches
which aim at simultaneously clustering both rows and columns of a given data ma-
trix (where each row corresponds to a different object/sample and each column to
a different feature). The problem of biclustering, also known as co-clustering, has
been recently exploited in a wide range of scenarios such as Bioinformatics, market
segmentation, data mining, text analysis and recommender systems.
Many approaches have been proposed to address the biclustering problem, each
one characterized by different properties such as interpretability, effectiveness or
computational complexity. A recent trend involves the exploitation of sophisticated
computational models (Graphical Models) to face the intrinsic complexity of bi-
clustering, and to retrieve very accurate solutions. Graphical Models represent the
decomposition of a global objective function to analyse in a set of smaller/local
functions defined over a subset of variables. The advantages in using Graphical
Models relies in the fact that the graphical representation can highlight useful hid-
den properties of the considered objective function, plus, the analysis of smaller
local problems can be dealt with less computational effort. Due to the difficulties in
obtaining a representative and solvable model, and since biclustering is a complex
and challenging problem, there exist few promising approaches in literature based
on Graphical models facing biclustering.
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This thesis is inserted in the above mentioned scenario and it investigates the
exploitation of Graphical Models to face the biclustering problem. We explored
different type of Graphical Models, in particular: Factor Graphs and Bayesian Net-
works. We present three novel algorithms (with extensions) and evaluate such tech-
niques using available benchmark datasets. All the models have been compared
with the state-of-the-art competitors and the results show that Factor Graph ap-
proaches lead to solid and efficient solutions for dataset of contained dimensions,
whereas Bayesian Networks can manage huge datasets, with the overcome that set-
ting the parameters can be not trivial. As another contribution of the thesis, we
widen the range of biclustering applications by studying the suitability of these ap-
proaches in some Computer Vision problems where biclustering has been never
adopted before.
Summarizing, with this thesis we provide evidence that Graphical Model tech-
niques can have a significant impact in the biclustering scenario. Moreover, we
demonstrate that biclustering techniques are ductile and can produce effective solu-
tions in the most different fields of applications.
Thesis Advisor: dr. Manuele Bicego
Title: Assistant Professor
Chairman of the PhD School Council: Prof. Massimo Merro
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Chapter 1
Introduction
Every living being relies on senses to face the daily difficulties that arise in nature;
like all the other animals we, humans, also developed the use of the senses to inter-
act with the environment. Using a series of general concepts (or patterns) learned
from the experience and the cognitive ability of recognition we can, for examples,
recognize each character of the alphabet, distinguish between male and female faces
or identify a known person when hearing a voice on the phone. These tasks, that
are guided by elaborate biomolecular processes and experience, are included in the
vast field of pattern recognition [12, 112, 132, 139].
Automatic systems for pattern recognition represent a very important research
field that gained a great explosion of interest in the last century. Such systems aim at
developing automatic techniques allowing a calculator to imitate the human senso-
rial abilities to retrieve the same type of information. Once introduced, this family
of approaches instantly had an enormous impact, so much that now it is used to sup-
port the analysis of the scientists in many fields (such as Signal Processing, [9, 17],
analysis of biomedical images [36] and so on). Pattern recognition methodologies
can be divided in two big classes: supervised schemes and unsupervised schemes.
Given a new observation, and a set of possible categories, the supervised learn-
ing – better known as classification – represents the problem of recognizing to
which category the new observation belongs. This choice is made by devising
a model built on a set of observations where category memberships (labels) are
known, such set of observations is commonly named “training set”. This represents
the well known paradigm of “learning by examples”: use a set of patterns from the
problem, together with the correct categories, to learn the models so that to learn
how the different classes of the problem can be distinguished. Hence the classifica-
tion process must be preceded by a training phase where the approach “learns” the
characteristics of each category.
On the other hand, unsupervised learning - or clustering - differs from classifica-
tion principally because true labels are not known. In [64] clustering is described as
the process of grouping together points/objects, on the basis of a similarity criteria,
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i.e. points belonging to the same group (cluster) are similar, and points belonging to
different groups (clusters) are dissimilar. Clustering is an intrinsic ill-posed prob-
lem, since the definition of cluster is vague1: there exist different interpretations of
the concept similarity. In fact, given a set of points/object, these could be grouped
differently according to different similarity criteria (e.g., colour, shape). In princi-
ple, the number of groups to retrieve can vary, together with the population of each
group. Let us clarifying the concept with a macroscopic example. Consider a bas-
ket of fruits containing different types of apples and pears. One reasonable criteria
would be to consider as similar fruits belonging to the same category, thus separat-
ing apples from pears. However, let us assume that we are investigating substances
causing the different fruits pigmentations. Now a more reasonable choice would be
to divide fruits on the basis of their colours, hence obtaining red fruits on one side
and green fruits on the other side (mixing both apples and pairs).
Clustering analysis allows to distil useful information from the data, and for
this reason it finds large consensus in various scientific areas such as Biology, Eco-
nomics, Psychology and so forth [25, 40, 116, 142]. However, there are situations
where classical clustering approaches do not represent the best solution: (for ex-
ample) data contaminated with noise, or when misleading/confusing features are
present. One scenario where the limits of classical clustering approaches arise is
represented by the analysis of Gene Expression matrices derived from DNA mi-
croarray experiments. Briefly, DNA microarray is a process used to measure the
expression level of a large number of genes in different conditions (or experiments).
The result of a DNA microarray analysis is a matrix where every row represents one
of the genes analysed and every column represents one of the experimental condi-
tions, so a spot in the matrix indicates the expression level of a certain gene in a
certain experiment. This matrix is known as gene expression matrix [13]. A pos-
sible application of clustering in this context is to determine which genes show
similar behaviours over all the experiments, possibly leading to the discovery of
co-regulated mechanism. However, an interesting question in this context may be
the following: are there genes that share similar attitude only in a certain subset of
experiments? If so, can we determine those genes and experiments? Clearly, this
issue could not be solved by using a standard clustering approach, because the task
requires to find a sub-matrix of the gene expression matrix (i.e. subset of both rows
and columns). However this task can be solved by biclustering techniques which
have been introduced in microarray scenario by Cheng et al in [19].
A general definition of biclustering can be the one given by Madeira and Oliveira
in their seminal paper [83]. They defined biclustering as a “distinct class of clus-
tering algorithms that perform simultaneous row-column clustering”. It is easy to
see that biclustering is more complex than clustering since it adds another degree of
freedom with respect to the classical clustering analysis. Even if biclustering was
1However various researchers put a great deal of effort in providing a common and general
cluster definition [1, 2, 102].
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born in bioinformatics, it has been recently applied in various scenarios such as text
analysis, recommender systems and information security [3, 16, 138].
In recent years, different approaches to biclustering expression microarray data
have been presented, each one characterized by different features, such as compu-
tational complexity, effectiveness, interpretability, optimization function and others
[83,107]. Inspired by their performances in the Clustering context, a recent research
trend in biclustering regards the exploitation of Graphical Models [8, 72, 131]. Of-
ten, Computer Science problems are formalized adopting a set of variables and a
global objective function representing the relationships between variables. Such
function, associated with an inference/optimization problem, can be exploited to
obtain information on the data of interest. However dealing with the complete
function can be complicate, whereas it is easier to deal with its decomposition into
locally interacting factors. A graphical representation for such decomposition is
called Graphical Model [67]. Graphical models have been already adopted in many
scientific scenarios, such as Computer Vision [41], Biology [72], Speech Recog-
nition [11], Tracking [119], and so forth. In the biclustering context, however,
there exist only a few approaches investigating the potential of Graphical Mod-
els. Arguably, this is mainly due to the difficulty of designing Graphical Models
with an effective trade-off between representation power and computability. On the
one hand, we have to derive a decomposition of the function for the problem at
hand, which should be descriptive enough to capture its nature (in this sense, the
more complex the model, the better). On the other hand, we have to consider the
computational feasibility of the resulting optimization/inference task, which highly
depends on the structure of the model (in this case, the simpler, the better).
This thesis is inserted in this context, investigating the potential of Graphical
Models based approaches in the biclustering scenario. In particular we derive three
different class of approaches focusing on the class of Factor Graphs and Bayesian
Networks [43]. We adopt two different resolution techniques to obtain information
from the devised model, namely the Max-Sum algorithm (for Factor Graphs ap-
proaches) [45] and the Expectation-Maximization algorithm for the Bayesian Net-
works [42]. Both classes of algorithms involve the derivation and computation of
rules to solve the model, and obtaining such rules represents a significant part of
the effort of the thesis. In general, when dealing with Graphical Models, we inter-
change two distinct phases: i) the design phase where the model is devised and ii)
the resolution phase where the chosen algorithm is applied to obtain information.
Since the two stages are intrinsically connected, this results in different consecutive
passages between the two phases before obtaining a effective Graphical Model.
We test the devised Factor Graphs and Bayesian Networks approaches on both
synthetic benchmarks and real world datasets, proving that Graphical Model based
techniques can significantly improve the state-of-the-art. Moreover, we exploited
the Bayesian Network approach to face two Computer Vision scenarios (Multiple
Structure Recovery and Stable Region Correspondences); remarkably, in these sce-
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narios biclustering techniques were never applied before. In this case, the results
obtained show that biclustering approaches are versatile and they can be promis-
ingly adopted in various scenarios other than Bioinformatics.
In the following Sections we present the main contributions of the thesis, its
organization and the related publications.
1.1 Contributions
The thesis contributions can be sketched in the following points:
• Derivation of Factor Graph based approaches for biclustering: we devise
two novel algorithms exploiting Factor Graphs for the biclustering problem.
Once designed, retrieving information from a Factor Graph is not trivial; par-
ticularly the algorithm we adopt leads to the analytical derivation of rules
which must be computed iteratively. Current Factor Graphs approaches for
biclustering have a common drawback, which is represented by the scalabil-
ity issue [131]. In this thesis we make an important step toward the reduction
of this limit devising Factor Graph based approaches which scale in a more
reasonable way. We then test the performances of the proposed methods in
comparison with the current state of the art involving both Factor Graph based
approaches and not, demonstrating the proposed method potentials in both
synthetic and real datasets in terms of solutions quality (and scalability). As
a further contribution, following a recent trend involving time series datasets
and biclustering, we provide a novel extension to the devised model allowing
to analyse time series datasets; note that this represents the first Factor Graph
based approach to the Time-Series biclustering problem.
• Derivation of Bayesian Network approaches for Biclustering: the sec-
ond class of approaches faces biclustering exploiting a particular class of
Bayesian Networks, and adopting a Probabilistic Low-Rank Matrix Factor-
ization perspective [14, 60, 151]. Most of the techniques described in liter-
ature involving matrix factorization propose models including sparsity: the
number of interesting points is limited compared to the dataset size. In fact,
due to the enormous dataset size on which it is usually applied, sparsity plays
a fundamental role in devising probabilistic biclustering algorithms. Differ-
ently from what proposed in literature, we introduce a novel probabilistic
model which key ingredient is represented by a prior, called Spike and Slab
(and mainly applied in linear regression), which usefulness in the biclustering
problem was never investigated. As previously mentioned, Graphical Mod-
els resolution techniques are very sensitive to the model design, in a sense
that their efficiency is influenced by the model topology. The introduction of
Spike and Slab prior allow us to analytically derive efficient iterative updates
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for the Expectation Maximization algorithm, leading to a highly scalable and
effective technique. This is not the case of other competitors, such as [59],
where the model design did not lead to an analytically derivable resolution
algorithm. Also in this case we compared the performances with the-state-
of-the-art, proving the reliability of our approach in different biclustering sce-
narios. As a further contribution, we also provide an extension of the model
which allows the user to introduce a-priori information about rows/columns
that should belong to the same bicluster, this information being crucial in
many different scenarios.
• Widening the range of applications for biclustering: there exist a wide
range of applications, where clustering techniques are commonly adopted,
that could benefit from the biclustering analysis. In particular, in this thesis
we investigate the usefulness of our biclustering solutions on two interesting
problems of the Computer Vision scenario, namely the Multiple Structure
Recovery and the Stable Regions Correspondences. We compare the obtained
results with both classical clustering techniques (which represent the standard
choices in these contexts) and with other biclustering competitors. We show
that in both scenarios biclustering techniques favourably compare with the
current clustering state-of-the-art. Moreover, we show that our approaches
can improve the results obtained by other biclustering competitors.
1.2 Organization of the Thesis
The remainder of the thesis is organized as follows: Chap. 2 provides a detailed
description of the biclustering problem together with the relative state-of-the-art.
Chap. 3 describes the basics of the methods employed through the thesis. The tech-
niques devised during the PhD, and their experimental evaluation, are described in
Chap. 4 and Chap. 5. Chap. 6 presents the scenarios where we introduced biclus-
tering. Finally, we draw the conclusions and analyse possible future directions in
Chap. 7.
1.3 Publications
Some parts of this thesis have been published in conference proceedings or in in-
ternational journals. The Factor Graph based techniques presented in Chap. 4 has
been published on Pattern Recognition journal [28] and three conference proceed-
ings (S+SSPR14 [31], IJCAI 15 [30] and ACM-SAC 17 whose proceedings are
not available yet). The Bayesian Network approaches, described in Chap. 5, are
currently under consideration for the publication in the Pattern Recognition journal
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(second round of reviews). Concerning applications, the results on Multiple Struc-
ture Recovery described in Sec. 6.1 appeared in the S+SSPR16 proceedings [29].
Finally, material included in Sec. 6.2 is part of a paper under preparation to be
submitted as soon as possible.
Summarizing, here is the list of publication obtained from the work done in this
thesis:
1. M. Denitto, A. Farinelli, G. Franco and M. Bicego: “A binary Factor Graph
Model to biclustering”. Proceedings of IAPR Joint International Workshops
on Statistical techniques in Pattern Recognition/Structural and Syntactic Pat-
tern Recognition 2014 (S+SSPR 2014). LNCS 8621, P. Frnti, G. Brown, M.
Loog, F. Escolano, M. Pelillo, Springer, pp 394-403 (2014)
2. M. Denitto, A. Farinelli, M. Bicego: “Biclustering gene expressions using
factor graphs and the max-sum algorithm”. Proceedings of the 24th Inter-
national Conference on Artificial Intelligence 2015 (IJCAI). AAAI Press, pp
925-931 (2015)
3. M. Denitto, L. Magri, A. Farinelli, A. Fusiello, M. Bicego: “Multiple Struc-
ture Recovery via Probabilistic Biclustering”. Proceedings of IAPR Joint In-
ternational Workshops on Statistical techniques in Pattern Recognition/Structural
and Syntactic Pattern Recognition 2016 (S+SSPR 2016).
4. M. Denitto, A. Farinelli, M.A.T. Figueiredo, M. Bicego: “A biclustering ap-
proach based on factor graphs and the max-sum algorithm”, Pattern Recog-
nition, Volume 62, February 2017, pp 114-124
5. M. Denitto, A. Farinelli, M. Bicego: “Biclustering of Time Series Data us-
ing Factor Graphs”. Proceedings of ACM SIGAPP Symposium On Applied
Computing (SAC BIO 2017).
6. M. Denitto, A. Farinelli, M.A.T. Figueiredo, M. Bicego: “Spike and Slab
Biclustering”, Pattern Recognition, Under consideration
During the Ph.D., I also participated to a project aimed at the investigation of
quantum annealing solutions for the biclustering problem; which leaded to the fol-
lowing pubblication:
7. L. Bottarelli, M. Bicego, M. Denitto, A. Di Pierro, A. Farinelli: “A Quantum
Annealing Approach to Biclustering”. Proceedings of Theory and Practice of
Natural Computing 2016 (TPNC 2016).
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Chapter 2
The Problem: Biclustering
Pattern Recognition is the class of Computer Science approaches focusing on the
ability of taking decisions by analysing characteristics describing the available data
[12,129]. Specifically, Pattern Recognition aims at recovering models (the so called
“patterns”) underlying in a set of objects/points; this process is performed by rea-
soning on some measurable/detectable characteristics (called features) on the avail-
able data. As mentioned in the previous Chapter, Pattern Recognition approaches
could be roughly divided in two main categories: i) Classification (or supervised
learning) where the true nature (label) of each object is known and exploited to build
algorithms capable to distinguish between objects of different classes; ii) Clustering
(or unsupervised learning) where the labels are not known and the goal is to group
objects in different clusters on the basis of a similarity criteria.
In the next section we focus on the latter category of approaches, providing the
details about the class of clustering techniques known as biclustering.
2.1 From Clustering to Biclustering
In their seminal paper, Jain et al. define clustering as “the unsupervised classifica-
tion of patterns (observations, data items, or feature vectors) into groups (clusters)”
such that patterns in the same group are “similar” and patterns of different groups
are “dissimlar” [64]. Due to the missing labels, this problem in intrinsically more
complex than classification because validation is very difficult to be carried out.
Furthermore the concept of “group” is often difficult to formalize. For instance
given a set of objects to group, these could be clustered in different manners de-
pending on the chosen similarity criterion, and the definition of correct grouping
could be not so clear. Generally, clustering problems are described by a data matrix
where each row represents a certain patterns to analyse and each column refers to a
particular feature.
As pointed out by Madeira et al. [83], clustering algorithms run into a signifi-
cant difficulty: underlying patterns could involve groups of rows only in few specific
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· · · · · ·
user-1 1 1 1 0 1 0 0 1
user-2 1 1 1 1 0 0 1 1
user-3 0 1 0 0 0 1 0 0
Figure 2-1: Biclustering on user-item matrices can retrieve information about users having
common preferences only in small category of items (sharing common hobbies). In this
case user-1 and user-2 are both into carpentry, and have different interests concerning music
and movies. Due to the global lack of correlation, this information cannot be retrieved by
classical clustering approaches.
features. For instance, in the gene expression scenario, the general understanding
of cellular processes leads to expect subsets of genes (rows of the data matrix) to be
co-regulated and co-expressed only under certain experimental conditions (columns
of the data matrix), but to behave almost independently under other conditions.
However the same behaviour can be found in many other contexts: in the field of
recommender systems for example, let us imagine a binary matrix where an entry
(i, j) = 1 if the user i bought the object j (Figure 2-1 sketches the example). The
goal here is to find users having similar tastes, hence buying the same objects. How-
ever it is hard to expect that users act coherently among the whole list of objects
provided by a certain shop. Whereas it is reasonable to assume that users sharing
a common hobby (e.g., carpentry) could have bought same objects in that category,
and similarly, it is also reasonable to expect that the users would act independently
for items not related to that category. Since classical clustering approaches exploit
clues of whole rows, the lack of correlation in this case prevents clustering tech-
niques to retrieve such local information (users sharing carpentry as hobby).
Hence, analysing local patterns allows to retrieve relationships that could not
be apparent otherwise, introducing the concept of biclustering [19]. The difference
between clustering and biclustering is elucidated in figure 2-2. In a bicluster, each
row is selected exploiting the information contained only in a subset of the columns,
and vice versa. The goal of biclustering techniques is thus to identify subgroups of
rows and subgroups of columns, namely to reveal groups of rows that show similar
behavioural patterns under a specific subset of the columns. Biclustering techniques
are crucial for the following reasons:
• only small sets of rows can participate in behavioural patterns;
• similarly, behavioural patterns can involve only few conditions;
• a single row could participate in multiple behavioural patterns that may or not
14
clustering
rows
columns
rows+cols
Figure 2-2: Clustering versus Biclustering. Given a general data matrix (left): on the one
hand classical clustering approaches retrieve submatrices where a subset of rows behave
coherently in all the columns (middle top), or vice versa (middle bottom); on the other
hand biclustering techniques recover submatrices where a particular subset of rows behave
coherently in a certain subset of columns, and vice versa.
be co-occur in all columns;
• similarly, a single column could be involved in different behavioural patterns
that may occur or not occur in all rows.
• differently from clustering approaches, biclustering techniques are not ex-
haustive: there are rows/columns not assigned to a bicluster.
Even if biclustering was born and mainly applied in Bioinformatics scenario, it
has been recently adopted in a wider range of applications that span from mar-
ket segmentation (e.g., to identify market segments among tourists who behave
similarly) to text mining (where one example is provided by the identification of
words and documents belonging to the same topics) [16, 33, 73, 91]. Bicluster-
ing is also widely known in literature as co-clustering or bi-dimensional cluster-
ing [32, 94, 108].
In the following Sections we formally define the biclustering problem and we
illustrate the related work present in literature, explaining the differences between
the principal class of approaches.
2.2 Biclustering definition
Formally, biclustering can be formulated as follows. Given a data matrix A ∈
Rn×m, let N = {1, . . . , n} denote the set of row indices and M = {1, . . . ,m} the
15
Figure 2-3: Examples of different types of biclusters. (a) Constant bicluster, (b) constant
rows, (c) constant columns, (d) coherent values (addictive model), (e) coherent values (mul-
tiplicative model), (f) overall coherent evolution, (g) coherent evolution on the rows, (h)
coherent evolution on the columns, (i) coherent evolution on the columns, and (j) coherent
sign changes on rows and columns [83].
set of column indices. We denote as ATK the sub-matrix that includes the rows in
T ⊆ N and the columns in K ⊆ M . Using this notation, we can introduce the
concepts of clusters and biclusters as:
• a cluster of rows: sub-matrix ATM where the rows T = {t1, . . . , tp} present
coherent behaviour across the set of all columns; T ⊆ I and p ≤ n.
• a cluster of columns is defined as the sub-matrix ANK where the columns
K = {k1, . . . , kr} present coherent behaviour across the set of all rows; K ⊆
J and r ≤ m.
• a bicluster is then defined as the sub-matrixATK where the rows T = {t1, . . . , tp}
present coherent behaviour across the set columns K = {k1, . . . , kr}, and
vice versa; T ⊆ I , p ≤ n, K⊆ J and r ≤ m.
The available literature offers a wide range of coherence criteria, the choice
of which critically influences the nature of the biclusters obtained [53, 57, 83, 98].
Broadly, biclusters can be divided in four classes [83]:
• Bicluster with constant values: is defined as a sub-matrix ATK where
atk = α ∀t ∈ T , ∀k ∈ K
α is the value present the entries of the sub-matrix, as represented in the figure
by 2-3(a);
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• Bicluster with constant values on rows or columns: is defined as a sub-matrix
ATK where every rows (or columns) is one of the following
atk = α + βt (2.1a)
atk = α× βt (2.1b)
atk = α + δk (2.1c)
atk = α× δk (2.1d)
where α is the value of the bicluster and β is the row (δ for columns) ad-
justment; it could be an additive adjustment (Eq. 2.1a and Eq. 2.1c) or a
multiplicative adjustment (Eq. 2.1b and Eq. 2.1d), as described by Fig. 2-
3(b,c);
• Bicluster with consistent values: is based on an additive model and is defined
as a sub-matrix ATK where the value atk can be predicted by
atk = α + βt + γk
where α is the value of the bicluster, βt is the row adjustment coefficient for
t ∈ T and γk is the adjustment coefficient for k ∈ K, as shown in 2-3(d,e);
• Bicluster with coherent evolutions: a mathematical definition does not exist
but can be roughly defined as a set of rows (or columns) that preserve some
sort of order or relationship across the columns (or rows). An example is
a bicluster in which there exists a permutation of columns that perform a
strictly increasing trend in rows values:
atp ≤ atp−1 ≤ . . . at1
with p number of columns in the bicluster, as shown by 2-3(f,g,h,i,j).
Please note that the first three classes involve data matrix numeric values and
can be retrieved by analysing points sharing similar behaviors according to their
values. The last class aims at finding coherent behaviors considering the points
trend which can be expressed by symbols (as the increasing/decreasing order or
positive/negative changes relatively to a normal value).
Concerning biclusters size and shape, similar to clustering, it is really difficult
to assume fixed size and shapes for biclusters, as these can significantly vary de-
pending on the scenario. Plus, an important characteristic of the biclusters shape
concerns the overlap: overlapping biclusters are biclusters that share some data ma-
trix entries. Figure 2-4, taken from the survey [83], reports typical examples on the
bicluster structure and shape.
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Figure 2-4: Biclusters structure. (a) Single bicluster, (b) exclusive row and column bi-
clusters, (c) checkerboard structure, (d) exclusive rows biclusters, (e) exclusive columns
biclusters, (f) nonoverlapping biclusters with tree structure, (g) nonoverlapping nonexclu-
sive biclusters, (h) overlapping biclusters with hierarchical structure, and (i) arbitrarily po-
sitioned overlapping biclusters.
2.3 State of the Art
Due to its importance in many scientific domains, different approaches facing bi-
clustering have been proposed in literature, each one characterized by different fea-
tures, such as computational complexity, effectiveness, interpretability, optimiza-
tion criterion and others ( [39,83,91,107]). Due to the wide variance of techniques
that have been developed, many taxonomies have been introduced [83, 91, 98]. In
what follows we report the one proposed in [98] where biclustering methods are
divided into four main classes which are described in the following paragraphs.
Correlation maximization methods This class of approaches seeks for sub-matrices
where the rows (or columns) correlate highly among the columns (or rows). This
requires the definition of a correlation criterion with which validate the results. Par-
ticularly, the algorithm proposed by Cheng and Church [19] iteratively searches
for this type of biclusters by imposing the condition that the mean square residue
is below some parameter d. In more detail, authors in [19] propose different al-
gorithms all relying on the same basic idea: starting from the whole data matrix
they iteratively delete/add (the first step is forced to be a deletion) one column (or
row) at a time, keeping as current solution the operation that minimizes the mean
square residue. In each iteration the previous solution is refined and the algorithms
stop once the current solution has a mean squared residue below a certain threshold
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taken set as parameter. The FLexible Overlapped biClustering (FLOC) technique,
proposed by Yang et al. [145], is another example of correlation maximization tech-
nique. The FLOC biclustering algorithm starts from a set of seeds (initial biclusters)
and carries out an iterative process to improve the overall quality of the bicluster-
ing. At each iteration, each row and column is moved among biclusters to produce
a better biclustering in terms of lower mean squared residues. The best bicluster-
ing obtained during each iteration will serve as the initial biclustering for the next
iteration. The algorithm terminates when the current iteration fails to improve the
overall biclustering quality.
Variance minimization methods Biclusters retrieved by these techniques are ob-
tained by minimizing the row variance along the columns, or vice-versa [98]. A
typical example of this class of approaches is represented by the xMOTIF algo-
rithm presented in [93]. Briefly, authors in [93] propose to randomly select one row
and a random subset of columns where that rows contain nearly the same values;
they thus look for others rows having a nearly equal behaviour in that particular
subset of columns. The procedure is then repeated to retrieve different biclusters
and these are kept/discarded if the bicluster cardinality is above/under a certain
threshold. Another algorithm belonging to this class is the one proposed by Harti-
gan in [56] and then re-implemented in several versions (such as [136, 148]). The
original algorithm consists in the iterative splitting of the data matrix minimizing
the partitions variances on both rows and columns. The splitting stops once the
variance reduction due to further splitting is under a certain threshold by chance.
Two-way clustering methods To retrieve biclusters, this category of techniques
combines the results obtained by performing clustering on rows and columns sep-
arately. For instance, the algorithm proposed by Getz et al. in [48] repeatedly
performs clustering on the rows and samples whilst the stable clusters of rows are
adopted as the seeds for the columns clustering, and vice versa. We also proposed a
Coupled Two-Way Clustering [34] where we perform clustering iteratively on rows
and columns separately (inspired by [48]), then combining the results to obtain rele-
vant biclusters. Another example is an algorithm proposed in [122], which initiates
the analysis by clustering the rows to a predefined number of groups, and then clus-
ters the columns by featuring each group of rows. Next, the algorithm selects the
heterogeneous groups of rows and columns which best represent the distribution of
the data, and the whole process is repeated on the selected rows and columns, until
the predefined termination condition is satisfied.
Probabilistic/generative methods As suggested by the name, such techniques
exploit probabilistic models and inference tools to retrieve biclusters from a given
data matrix. Due to huge number of tools provided by probabilistic studies, a wide
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Figure 2-5: A demonstration of how the biclustering analysis on the same data matrix
(a) can give two different and valid sets of biclusters according to the algorithm used. The
solution shown in (b) can be obtained using an algorithm that recognize only not-overlapped
biclusters; solution shown in (c) can be provided by an algorithm that recognizes overlapped
biclusters, in this case the solution set is made by {A,B,C} with C = A ∩ B.
range of different probabilistic biclustering approaches have been proposed in liter-
ature. In fact, there are algorithms exploiting graph-based models (such as [121]),
approaches adopting Gibbs sampling (such as [115]) or Markov chains ( [110]).
Moreover, a recent trend of techniques exploits the results obtained in the field of
Matrix Factorization and investigates the usage of such methods in the biclustering
scenario. Among these we find the recent Factor Analysis for BIclustering Acqui-
sition [59]. This category of approaches is analysed in details in Chap. 5.
As in clustering, due to the vague definition of the problem and due to the dif-
ferent facets relying behind the concept of similarity, two different biclustering ap-
proaches may provide two different solutions of the same data matrix. An example
is shown in figure 2-5.
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Chapter 3
Background: Graphical Models
In this Chapter we present the background knowledge behind Graphical Models;
which are the basis of the algorithms devised during the Ph.D..
The idea of modelling systems using graphic representations is common to sev-
eral scientific areas (e.g. circuit diagrams, signal flow diagrams and biological
process diagrams). According to Lauritzen, models which can be described by a
graphical representation take the name of graphical model [77]. In more detail,
citing Jensen: “Graphical models are communication languages. They consist of a
qualitative part, where features from graph theory are used, and a quantitative part
consisting of potentials, which are real-valued functions over sets of nodes from
the graph” [67]. Different taxonomies and formalisms have been proposed in lit-
erature concerning the different types of Graphical Models [12, 43, 71]; each one
slightly differs from the others on the representation schemes or in the categories
subdivision. Among these, due to the suitability with the proposed approaches,
in what follows we present the taxonomy introduced by Brendan J. Frey in the
book “Graphical Models for Machine Learning and Digital Communication” [43].
To better introduce the differences among Graphical Models it is convenient to de-
scribe them from a probabilistic perspective, thus in what follows we present a brief
overview on probability and graph theory.
3.1 A probabilistic perspective
Uncertainty is a key concept in the field of Pattern Recognition deriving from noise
on measurements, as well as the finite size of data sets. Probability theory provides
a consistent framework for the quantification and manipulation of uncertainty and
forms one of the central foundations for Pattern Recognition. To describe real sce-
narios in probability terms we adopt what are known as random variables: variables
whose possible values depend on a set of uncertain outcome events (i.e., a variable
describing the possible outcomes of a coin toss, is a random variable). Considering
two discrete random variables x and y, even the most complex probabilistic manip-
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ulations can be expressed in terms of the two elementary rules of probability, know
as the sum rule and product rule:
sum rule p(x) =
∑
y
p(x, y) (3.1)
product rule p(x, y) = p(x|y)p(y) (3.2)
where the conditional probability p(x|y) reflects the probability for the event x to
occur, given the event y. The sum rule is also widely known as marginalization
and it is the sum over all possible values of y (an integral is needed if y is continue
instead of discrete). As an example of application, we can derive the Bayes’ rule by
applying two times the product rule obtaining:
Bayes’ rule p(x|y) = p(y|x)p(x)
p(y)
. (3.3)
These simple equations provide all the ingredients of probabilistic generative
models [68]. Generative modelling aims at the statistical formalization of models
explaining the observed data, as a combination of hidden variables (representing
the causes) coupled with conditional interdependencies [68]. Many different tasks
(such as inference and learning, which are presented in the following sections) can
be performed by the algebraic manipulation of the previously presented equations
(examples and details of such tasks are presented in the following sections). How-
ever, it is highly advantageous to augment the analysis using graphical represen-
tations of probability distributions, leading to the so called probabilistic graphical
models. Borrowing elements of graph theory, a graph comprises nodes connected
by edges [43]. In a probabilistic graphical model, each node represents a random
variable, and the links express probabilistic relationships between these variables.
Graphical models offer several useful properties:
1. they clearly highlight the features of a generative model structure, and this
can be exploited to design and motivate new models;
2. some properties of the model, such as conditional independence properties,
can be obtained by inspecting the graph;
3. graphical manipulations on the structure of the model, in which underlying
mathematical expressions are carried along implicitly, can be lead to complex
computations, such as inference and learning.
As proposed by Brendan J. Frey in [43], probabilistic Graphical models can
be divided in three major classes: Markov Random Field (or undirected graphical
models), Bayesian Networks (or directed graphical models), and Factor Graphs.
The techniques devised and adopted in these thesis belong to the latter two cate-
gories, which are presented in the following Sections.
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Fuel
Start
CSP
FM
Figure 3-1: Causes representation for the car-start problem.
3.2 Bayesian Networks
To introduce Bayesian Networks, it is useful to start with a toy-example (taken
from [67]).
Suppose we want to represent the car start problem with a graph, and for sim-
plicity, suppose there exist only the following variables: Fuel, Start, Clean Spark
Plugs (CSP) and Fuel Meter Standing (FMS). We also assume the variables do-
main to be {yes, no} for the first three and {full, half, empty} for the last one. In
this context we can introduce the concept of causality as the agent or efficacy that
connects one process (the cause) with another process or state (the effect), where
the first is partly responsible for the second, and the second is dependent on the
first [27]. For instance, it is easy to see that the state (value assumed by the vari-
ables) of Fuel and CSP have a causal impact on the variable Start, (i.e., if the state
of Fuel is no, thus it is reasonable to expect that also the state of Start would be no).
Similarly, the state of Fuel has an impact on the state of FMS. In Fig. 3-1 we report
what is known as causal network [68] and it sketches the causal relations between
the defined variables. Such network allows us to think about situations causing
a car-start problem. For example, if we realize to have a start problem, looking
at the diagram we can see that possible causes rely on Fuel and CSP. Hence, our
certainty of Fuel being no is increased, thus we expect FMS to be in state empty.
However, by checking the fuel meter, we read half and by reasoning backward,
we must reconsider our certainty about Fuel being no. The obvious conclusion of
this reasoning is: “Lack of fuel does not seem to be the reason for my start prob-
lem, so most probably spark plugs are not clean”. This qualitative process is called
Causal Reasoning and it is based on the concept of certainty/uncertainty and causal-
ity. However, causal relations also have a quantitative side, or strength, which is
expressed by attaching numbers to the links. Given the notions introduced in the
previous section, (conditional) probabilities represent a reasonable choice for the
strength. A Directed Acyclic Graph where the variables are connected if, and only
if, there exist a relationship of conditional probability between them takes the name
of Bayesian Network.
A Bayesian Networks graphically represents how the global joint distribution
decomposes as a product between the conditional probabilities, this is also known
as the Chain Rule for Bayesian Networks. More formally, a Bayesian Network has:
• a set of variables and a set of directed edges between variables
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abc
d
P (a, b, c, d) = P (a|c, d)P (d|b)P (b)P (c)
Figure 3-2: An example of Bayesian Network.
• each variable has a finite set of mutually exclusive states (discrete variables);
or, in the of continuous variables, they have infinite states whose uncertainty
is described by a probability density function
• variables and edges must compose a DAG
• for each variable x with parents y1, . . . , yn we specify the conditional proba-
bility p(x|y1, . . . , yn).
Hence, given a set of random variables x = {x1, . . . , xn}, a Bayesian Network on
x describes:
p(x) =
n∏
i=1
p(xi|xpai)
where xpai is the set containing the parents of xi. Please note that the definition
of Bayesian Networks does not rely on the concept of causality, and there is no
requirement that the links represent causal impact [67]. An example of Bayesian
Network is provided in Fig. 3-2.
Turning back to the car-start example, the relative Bayesian Network is depicted
in Fig. 3-3, and it expresses the following joint probability:
P (Fuel,FM,CSP, Start) =
P (Start|Fuel, CSP )P (FM |Fuel)P (Fuel)P (CSP ). (3.4)
Introducing the probabilities needed to analyse the network, we assume the prior
probabilities for Fuel and CSP to be:
P (Fuel) = (0.98, 0.02), P (CSP ) = (0.96, 0.04);
whereas the conditional probabilities for P (FM |Fuel) and P (Start|Fuel, CSP )
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Fuel
Start
CSP
FM
Figure 3-3: Bayesian Network for the car-start problem.
Fuel = yes Fuel = no
FM = full 0.39 0.001
FM = half 0.6 0.001
FM = empty 0.01 0.998
Table 3.1: Probabilities for P (FM |Fuel).
are reported in Tab. 3.1 and Tab. 3.2. Generally such probabilities are not known
and we need to estimate them. In this scenario, typical pattern recognition strategies
exploit the so-called “learning from examples” paradigm: a large set of objects or
instances of the problem is acquired and used to learn the model parameters.
The joint probabilities described by Eq. 3.4 can be exploited to retrace the
previously performed reasoning, supported by some quantitative information. For
simplicity in Tab. 3.3 and 3.4 we report the results obtained by computing Eq.
3.4. Hence, realizing to have a car-start problem means that we observe the state
of Start being no. To understand the reason we thus need to compute the prob-
abilities of the possible causes: P (CSP, Start = no) and P (Fuel|Start = no).
Thus, by marginalizing FM and Fuel in Tab. 3.4 we obtain P (CSP, Start =
no) = (0.02864, 0.03965) and, by dividing with P (Start = no) (which is the sum
of the two numbers in P (CSP, Start = no)) we obtain the conditional probabil-
ity P (CSP |Start = no) = (0.42, 0.58). This last operation is not other than a
normalization to obtain values summing up to one. Similarly, we can easily cal-
culate P (Fuel|Start = no) = (0.71, 0.29). Then, by reading the Fuel meter
we obtain the information that FM = half , hence we should limit the calcula-
tion context to FM = half and Start = no. The related probabilities are the
one presented in the second column of in Tab.3.4, hence by marginalizing and
normalizing we get P (Fuel|Start = no, FM = half) = (0.999, 0.001) and
P (CSP |Start = no, FM = half) = (0.196, 0.804). The calculus provides an
accurate estimate and we can state that the conclusion drawn previously is reason-
able and reliable.
Commonly, Bayesian Networks are exploited in much more complex scenar-
ios than the simple car-start problem just presented. In particular, concerning real
case situations it is useful to introduce hidden/latent variables: these variables are
meant to represent latent causes that influence the visible variables (the available
data) [43]. Graphically, to distinguish between them we adopt filled circles to repre-
sent visible variables and empty circles to represent hidden variables. Furthermore,
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Fuel = yes Fuel = no
CSP = yes (0.99,0.01) (0,1)
CS = no (0.01,0.99) (0,1)
Table 3.2: Probabilities for P (Start|Fuel, CSP ).
FM = full FM = half FM = empty
CSP = yes (0.363,0) (0.559,0) (0.0093,0)
CSP = no (0.00015,0) (0.00024,0) (3.9 ∗ 10−6,0)
Table 3.3: Joint probabilities for P (Fuel, FM,CSP, Start = yes). The numbers
represent (Fuel = yes, Fuel = no).
we assume that a particular visible variable is continue and it is generated by a para-
metric distribution, the information about parameters can be inserted in the model
through shapeless nodes containing the parameter name. In Fig. 3-4 we provide
an example of a simple Bayesian Network where the observable variable x is gen-
erated by choosing between a couple of Gaussian distributions having respectively
µ1, σ1 and µ2, σ2 as parameters. The distribution choice is guided by the hidden
variable h which derives from a Bernoulli distribution having α as parameter.
Different tasks have been introduced in analysing Bayesian Networks, all these
can be divided in two main categories: inference and learning.
Inference on Bayesian Networks Considering a set of random variables x =
(x1, x2, . . . , xn) that covary according to a joint distribution P (x1, x2, . . . , xn). For
any two subsets of variables x1 ⊆ x and x2 ⊆ x, we refer to a decision based
on P (x1|x2), as probabilistic inference. We can think of inference as the action
of querying a trained Bayesian Network: a Bayesian Network where all the prob-
abilities and parameters have been estimated. The quantitative reasoning proposed
for the car-start problem is a clear example of inference on a trained Bayesian Net-
work. Many different approaches for inference have been proposed in literature.
Belief Propagation (also known as sum-product) [77, 100] is one of the first and
most famous techniques proposing to propagate information between connected
nodes to perform inference. Monte Carlo inference [54] (comprising the notorious
Gibbs Sampling) makes use of pseudo-random numbers to perform inference on a
Bayesian Networks [43]. Another category of inference approaches is represented
by the Variational inference [70, 135] which adopts a nonstochastic technique to
directly address the inference quality.
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FM = full FM = half FM = empty
CSP = yes (0.00367,1.9 ∗ 10−5) (0.00564,1.9 ∗ 10−5) (9.4 ∗ 10−5,0.0192)
CSP = no (0.01514,8 ∗ 10−7) (0.0233,8 ∗ 10−7) (0.000388,0.00798)
Table 3.4: Joint probabilities for P (Fuel, FM,CSP, Start = no). The numbers
represent (Fuel = yes, Fuel = no).
α
h
x
µ1, σ1 µ2, σ2
Figure 3-4: Example of Bayesian Network where an observed variable x is gener-
ated from one of two Gaussians with different parameters chosen through a latent
variable h, and α indicates the probability to peek from one of the two Gaussians.
3.2.1 Learning on Bayesian Networks:
The Expectation- Maximization Algorithm
Complementary to probabilistic inference, we refer to learning as the procedure
aiming at the estimation of the model probabilities and parameters. Resembling the
car-start problem, the procedures allowing us to retrieve the probabilities in Tab. 3.2
and 3.1 belong to the class of learning approaches. In the learning phase, we want
to estimate plausible configurations of the model parameters. Learning is possible
provided that we are given several examples: the is that there exists a certain setting
of the parameters that produced the observed training data.
In what follows we present the Expectation-Maximization (EM) algorithm, which
is the learning algorithm we adopted to estimate the parameters of the devised mod-
els.
Expectation - Maximization
Given a Bayesian Network where where z represents the set of the missing/hidden
variables, x describes the set of visible variables and θ is the set of parameters.
Expectation Maximization is a class of iterative algorithms designed to obtain a
marginal maximum likelihood estimate θˆ = arg maxθ P (x|θ), where the marginal
likelihood results from marginalizing out a set of missing/hidden/latent variables
z, i.e., P (x|θ) = ∫ P (x, z|θ) dz (with summation rather than integration, if z is
discrete). The algorithm alternates between two steps:
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E-step: computes the conditional expectation of the complete log-likelihood, given
the current parameter estimate θˆ(t) and the observed data x, the so-called Q-
function:
Q(θ, θˆ(t)) = Ez
[
logP (x, z|θ)|x, θˆ(t)
]
.
M-step: updates the parameter estimate by maximizing the Q-function:
θˆ(t+1) = arg max
θ
Q(θ, θˆ(t)).
Briefly, this function represents the expected value of the complete log-likelihood,
expectation taken with respect to the missing variables; and maximizing it provides
a new parameters estimation.
The algorithm is initialized by choosing some starting value θ0 for the parame-
ters, then at each iteration the current estimate θold is updated by a pair of successive
E and M steps obtaining θnew. In the E-step we calculate the posterior distribution of
the latent variable P (z|x, θˆold), given the current parameters estimate; this is called
Q(θ, θold). Inside the M-step we maximize the previously obtainedQ to retrieve the
revised parameter estimate θnew:
θnew = arg max
θ
Q(θ, θold).
Shortly, the EM algorithm is composed by four parts:
1. Initialize θold to θ0
2. E-Step: calculate Q(θ, θold) = Ez[log(P (x, z|x, θold))]
3. M-Step: obtain θnew = arg maxθQ(θ, θold)
4. Check for convergence, if not θold ← θnew and repeat from Item 2.
One of the main advantages in adopting EM algorithms to estimate the param-
eters is that, although it leads to an iterative algorithm, each iteration is guaranteed
to increase the log-likelihood and the algorithm is guaranteed to converge to a local
maximum of the likelihood function.
However this is not always the case. In dealing with complex models, there
are situations where computing the expectation yielding the Q-function may not be
trivial, as it may involve intractable integration. To face this instances it is common
to exploit approximations of the intractable integrals, leading to rough estimation
of the parameter set. This class of algorithms where the E step is not derived ana-
lytically takes the name of Variational EM algorithms [44]. Another obstacle that
can arise in dealing with EM algorithms concern the maximization in the M-Step.
In fact it is not obvious that the resolution of the integral in the E-step provides to
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an exactly computable maximization step. In contrast, it is common to resort to an
approximate parameter maximization. These approaches are known as Generalized
EM. Specifically, in Chap 5 we exploit this latter category of EM.
In what follows we introduce the other class of approaches belonging to Graph-
ical Models that we adopted in the biclustering context: Factor Graphs.
3.3 Factor Graphs
As previously presented, Bayesian Networks allow to express the joint distribu-
tion of several random variables as a factorization of functions over a subset of
variables. This decomposition leads to more efficient algorithms in retrieving infor-
mation from the devised model in both inference and learning tasks; contributing to
a wide spread of these techniques in the most different scenarios [12, 66, 95].
To extend this idea Brendan J. Frey introduced a novel formalism defining the
so called Factor Graphs [45]. Factor graphs represent a generalisation of Bayesian
Networks in a sense that they can encode every Bayesian Network model, but they
also adopt the same formalism to describe non-probabilistic scenarios. In fact, Fac-
tor Graphs can be used to describe the decomposition of any function that evaluates
to a semi-ring 1 [43]. This is possible because the definition of local functions,
called factors, is not constrained to be probabilistic.
Let x be an l-dimensional vector of variables, and let g(x) denote the value of
some global function for a given configuration (x). Factor Graphs are represented
by a bipartite graph with variables and functions nodes. Formally, a factor graph
includes two types of nodes: a collection of variable nodes, one for each of the
l variables (x1, ..., xl, usually drawn as circles) and a collection of factor nodes
(f1, ..., fd, usually drawn as squares). The graph is bipartite in the sense that there
are only edges/connections between factor and variable nodes (not between two
variable or two factor nodes). The function g can be represented by a Factor Graph
if it can be factored as
g(x) =
d∏
t=1
ft(xSt), (3.5)
where St ⊆ {1, ..., n} is the subset of variable nodes indices to which factor node
ft is connected, and xSt denotes the corresponding sub-vector of x (i.e., the scope
of ft). The Fig. 3-5 represents an example of how the Bayesian Network for the car
start problem depicted in 3-3 can be expressed as a Factor Graph.
As in the general case of Graphical Models, one of the operations for what Fac-
tor Graphs have been widely exploited is inference. As presented in the previous
Section, we refer to inference as the procedure in which some of the variable nodes
1A semiring is a set together with two binary operators satisfying the following conditions: i)
Additive associativity, ii) Additive commutativity, iii) Multiplicative associativity and iv) Left and
right distributivity. For a detailed definition of semi-ring we refer interested readers to [75].
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Figure 3-5: A possible Factor Graph for the car start problem.
This is obtained by defining f1 = P (Start|Fuel, CSP ), f2 =
P (FM |Fuel), f3 = P (Fuel) and f4 = P (CSP ). Thus ob-
taining the global objective function g(Fuel, FM,CSP, Start) =
f1(Start|Fuel, CSP )f2(FM |Fuel)f3(Fuel)f4(CSP ).
are observed and we want to retrieve other variables distributions (i.e. posterior dis-
tributions). Another task where Factor Graph have been adopted, deeply connected
to inference, concerns optimization: given a global objective function g(x) we refer
to optimization as the task allowing to retrieve the variable configuration(s) x∗ such
that the function g is maximized (or minimized).
In general, there are two main classes of resolution algorithms for Factor Graphs:
message passing algorithms and search based algorithms [5]. The main difference
between these two classes is the way in which they tackle the complexity of the op-
timization: message passing algorithms aim at approximating the global objective
function described with Factor Graphs by performing local optimization and prop-
agating information throughout the graph; in contrast, search-based algorithms aim
at efficiently exploring the possible variable assignments (i.e., the search space) [5].
Thanks to their success in coding theory [5], message-passing approaches received
significant attention [141] and this led the research community to develop a gen-
eral message-passing procedure, known as Generalized Distributive Law (GDL).
GDL can greatly reduce the number of operations required in a certain class of
computational problem (for a detailed discussion of the GDL derivation and their
applicability please refer to [4]). The GDL message passing scheme provides al-
gorithms for both optimization and inference: two of the most famous algorithms
belonging to GDL are the sum-product algorithm (used for inference problems)2,
and the max-sum algorithm (used for optimization problems). A crucial role for
all GDL algorithms (i.e., max-sum, sum-product, max-product) is played by mes-
sages, which essentially contain all the relevant information for the receiving node.
Particularly message-passing algorithms quickly became the standard choice for
2Shown to be equivalent to belief propagation [133] for probabilistic graphical models.
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x1
f1
f2
f3
f4
µf 1→x1 (x1 )
µf 2→x1 (x1)
µ f 3→
x 1
(x 1
)
µx1→f 4 (x1)
µx1→f 4 (x1)
Figure 3-6: Example of computation of messages in a factor graph. In the computation
of the µx1→f4(x1) message we consider the value of all the messages entering in x1 except
µf4→x1(x1)
most applications, with the max-sum algorithm being one of the most famous in-
stances in this class, having been used in many applications of Factor Graphs mod-
els [4, 12, 35, 41, 146]3. Max-sum is a message passing scheme that exploits the
structure of the graph, using the distributive law that holds between the max and
sum operations (hence its name) [4]. It can be shown that if the Factor Graphs has
no cycles (e.g., if it is a tree), then max-sum algorithm is guaranteed to converge to
the maximum of the objective function [140].
Specifically, depending whether a message is sent from a variable to a function,
or vice versa, we can define two kinds of messages:
1. messages going from variable nodes to function nodes:
µxm→ft(xm) (3.6)
where xm is the variable node which sends the message and ft is the function
node that receives the message;
2. messages going from function nodes ft to variable nodes xm:
µft→xm(xm) (3.7)
where ft is the node which sends the message and xm is the node that receive
the message.
Typically, every message µxm→ft(xm) is calculated on the basis of the value
of all messages entering in xm, excluding the one sent by fs (µft→xm(xm)), as
described in figure 3-6 (messages that start from functions are computed in a similar
manner). The detailed operations for messages computation will be provided in the
following section.
3This algorithm has been exploited also for biclustering, without using factor graphs [97].
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x = 0 x = 1
y = 0 0.3 0.4
y = 1 0.3 0.0
Table 3.5: Example of a joint distribution over two binary variables
3.3.1 Max-Sum algorithm
In this section we provide the details to implement the Max-sum algorithm, follow-
ing the probabilistic presentation in [12]. Thus we suppose to deal with a probabilis-
tic Factor Graph representing the joint distribution over a set of random variables,
hence g(x) = P (x).
As previously mentioned, GDL algorithms exploit the distributive law that holds
between a certain couple of operations (such as max and sum, sum and product or
max and product) to retrieve information from a given Factor Graph. For example,
Sum-Product (also known as belief propagation for the Bayesian Networks) pro-
vides the marginals over the variables. Specifically, it analyses the graph to obtain
the marginals for every variable, this can be exploited to find the x∗i values maxi-
mizing the marginal. This would give the set of value that are individually the most
probable. Sum product is not the focus of this thesis, and we refer interested readers
to [12, 75, 80].
Given a factor graph, the max-sum algorithm aims at: 1) retrieving the config-
uration that maximizes the distribution p(x), and 2) calculating the value of p(x).
A typical task when dealing with Factor Graphs is represented by optimization. Its
goal is to find the set of values that jointly have the largest probability; that is, the
vector xmax that maximizes the joint distribution, as in:
xmax = arg max
x
p(x) (3.8)
Then, the value of the maximum joint probability is given by:
p(xmax) = max
x
p(x) (3.9)
Generally, the solution xmax is different from the set of variables configurations
x∗i provided by sum-product. For instance, consider the distribution presented in
the Table 3.5. The global maximum is obtained by setting x = 1 and y = 0,
which provides the value 0.4. However, the max marginal (the individual max)
for x, which is obtained by summing over the possible values of y, is equal to 0.6
(corresponding to x = 0). Similarly the marginal for y is 0.7 (corresponding to
y = 0). Hence the marginals are maximized for x = 0 and y = 0, leading to 0.3,
which is different from the joint maximum value 0.4.
To better understand the max-sum operations we can write the maximization in
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x1 x2 xnf1,2 fn−1,n
Figure 3-7: Example of factor graph constituted by a chain of variable nodes
terms of its components:
max
x
= max
x1
. . .max
xn
p((x))
where n is the number of variables, and then substitute for p(x) using Eq. (3.5) as
in
p(x) = f1(. . . ) · · · fm(. . . ).
We can now exploit the rule
max(ab, ac) = amax(b, c)
to exchange products and maximizations. Considering the example of a node chain
where functions are linked only to consecutive variables (as described in figure 3-7),
we obtain:
max
x
p(x) = max
x1
· · ·max
xn
[f1,2(. . . ) . . . fn−1,n(. . . )] (3.10)
= max
x1
f1,2. . .[· · ·max
xn
fn−1,n(. . . )]. (3.11)
Note that exchanging maximum with products leads to more efficient computations.
In the case of a more complex factor graph, a tree for instance, we need to
designate a particular node to be the root. Starting from the leaves we can propagate
messages to the root, with each node sending its message once it has received all
incoming messages from its neighbors. In this case the message sent by a node is
the max of the product of all incoming messages. Once arrived to the root the final
maximization is performed over the product of all messages arrived, thus obtaining
the maximum for p(x). This process is called max-product, note that at this stage
messages have been sent only from leaves to the root.
In practice, products of many small probabilities can lead to numerical instabil-
ity, so in many cases it is convenient to work with the logarithm of the joint distri-
bution. Plus, since logarithm is a monotonic function max operator and logarithm
operator can be interchanged:
ln max
x
p(x) = max
x
ln p(x) (3.12)
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Working with logarithms has the effect of replacing the products in the max-product
algorithm with sums and so we obtain the max-sum algorithm which propagates the
following messages:
µf→x(x) = max
x1...xn
ln f(x, x1, . . . , xn) + ∑
m∈ne(f)\x
µxm→f(xm)(xm)
 (3.13)
µx→f (x) =
∑
l∈ne(x)\f
µfl→x(x) (3.14)
With these equations we can infer the value of the joint distribution propagat-
ing the messages from leaves to root. Concerning the practical usage of Max-Sum,
where Factor Graphs present cycles, such messages are interchanged until a con-
vergence criteria is met. Such criteria usually depends on the problem under anal-
ysis; common choices concern the variable configurations or the quantity of novel
information introduced in consecutive messages. Once converged to find the con-
figuration of variables that jointly maximizes p(x), we assign to each variable the
value maximizing the sum of all the incoming messages.
xmax = arg max
x
 ∑
s∈ne(x)
µfs→x(x)
 . (3.15)
Although the derivation of Max-Sum from a probabilistic perspective, differ-
ently from other Graphical Models, the probabilistic interpretation is not mandatory.
In this thesis, we adopt this non-probabilistic view of Factor Graphs. As previously
mentioned, Factor Graphs provides very flexible representation tools and resolution
techniques, since there are no limitations on the form of the local functions or con-
cerning the variable domains. However, the choices made when designing a Factor
Graphs have a drastic effect on the difficulty of the resulting optimization problem.
In particular, it is important to note that the derivation and the efficacy of these mes-
sages highly depend on the structure of the factors and the connections in the graph,
see the maximization in Eq. 3.13.
A notorious example of a non-probabilistic Factor Graph, solved with Max-
Sum, is the Affinity Propagation algorithm [41] which we present in the following
Section. We present Affinity Propagation because it has been developed to solve
the clustering problem. Further, it provides some interesting directions to follow in
order to build an effective model.
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3.4 An Example: Affinity Propagation
Affinity Propagation (AP) is a well known clustering technique recently proposed
by Frey and Dueck [41]. The efficacy of this algorithm (in terms of clustering accu-
racy) and efficiency (due to the fast resolution) have been shown in many different
clustering contexts [41].
The main idea behind AP is to perform clustering by finding a set of exemplar
points that best represent the whole data set. Thus each point choses an exemplar
on the basis of a similarity criteria, and points choosing the same exemplar belong
to the same cluster. This is obtained by representing the input data as a factor graph
where the objective function is then optimized by running the max-sum algorithm
previously presented.
In particular, in Affinity Propagation the factor graph is composed by two parts:
the first encodes the choice of the points and their exemplars via a binary matrix C,
where an entry C(i, j) = ci,j is set to one if the point i chooses j as exemplar. This
choice is ruled by the pairwise similarity values si,j , which define the similarity
between each pair of points i and j. The values si,i, given as an input, represent the
preference for point i of being itself an exemplar: such choice influences the final
number of clusters, which is automatically found by the algorithm. The second
part of the factor graph defines two constraints, which ensure to retrieve only valid
solutions:
1. 1-of-N constraint: every point has to chose one, and only one, exemplar. This
can be represented by a function I over n nodes:
Ii =
{
0, if
∑n
i=1 ci,j = 1
−∞, otherwise (3.16)
where n is the number of the points;
2. Exemplar consistency constraint: if a point is chosen as an exemplar by some
other data point, it must choose itself as an exemplar. This constraint avoids
circular choices (“a” chooses “b”, “b” chooses “c”, “c” chooses “a”) and can
be represented by a function E over n nodes:
Ej =
{
−∞, if cjj = 0 and
∑n
i=1 ci,j ≥ 1
0, otherwise
(3.17)
where n is the number of data points.
Note that we have as many I and E functions as the number of data points in input.
Figure 3-8 reports the factor graph used in AP. The objective function expressed
by the AP factor graph is the sum of all the factors, i.e., the constraints expressed
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Figure 3-8: Factor Graph for Affinity Propagation
in Equations (3.16) and (3.17) and the sum of all similarity functions which are
defined as the similarity value si,j multiplied by the variables ci,j .
F =
n∑
i=1
n∑
j=1
sij · cij +
n∑
i=1
Ii +
n∑
i=1
Ej (3.18)
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Chapter 4
Factor Graph based approaches for
Biclustering
In this Chapter we present the relevant state-of-the-art concerning Factor Graphs
techniques for the biclustering problem, focusing on the promising approach de-
scribed by Tu et al. in [131]. Then, in Sec. 4.2 we describe our Factor Graph model
solved with a Linear Programming technique. In Sec. 4.3 we present our most im-
portant contribution concerning Factor Graphs approaches for biclustering. Finally,
we provides two variants extending this latter approach to other specific scenarios.
4.1 Related Work
The algorithm presented in [131] represents an exemplar based biclustering ap-
proach, hence it is herein referred to as Exemplar-Based biclustering (EB). As in
clustering, exemplar-based techniques aim at assigning to each point an exemplar
on the basis of a similarity criteria. Points choosing the same exemplar belong to
the same cluster. However, differently from clustering scenario, authors in [131]
considers each data matrix entry as a point to analyse. This is a reasonable choice
since we are looking for coherent sub-matrices (instead of subsets of whole rows or
columns as in clustering).
To cast this idea in a Factor Graph, authors couple to each point/entry an integer
variable cij indicating the index of its exemplar. As in Affinity Propagation the
exemplar choices are guided by a similarity criterion which is encoded with factor
CPij taking different coherent values depending on the choice of the entry (i, j).
Nonetheless authors in [131] include an hard constraint to ensure that a group of
entries choosing the same exemplar compose a bicluster; in fact, grouping similar
entries could not lead to obtain sub-matrices as solutions.
Given a data matrix A with n rows and m columns, this model leads to a com-
pact Factor Graph having n × m integer variables (with values in {1, . . . , nm})
and three different factors: one guiding the exemplar choices, one ensuring the ex-
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emplar consistency choices (as in AP) and one ensuring the bicluster integrity. In
detail, the proposed Factor Graph is sketched in Fig. 4-1 and it is composed by:
1. one variable node for each entry: it indicates the index of the chosen exemplar
2. one Coherence and Prior factor (CP factors): it encodes coherence informa-
tion in the model. Depending on the coherence adopted we can vary the type
of biclusters retrieved by this model.
3. one exemplar consistency constraint (g factors) for each couple of variables:
it prevents circular choices and ensure choices consistency. Given two vari-
ables cij and ckl such constraint is defined as:
gijkl =

−∞ if cij = idx(k, l)butckl 6== idx(k, l)
or ckl = idx(i, j) but cij 6== idx(i, j)
0 otherwise
(4.1)
where idx : N×N→ N is a function assigning to each possible couple (i, j)
a unique index z. With 1 ≤ i ≤ n, 1 ≤ j ≤ n and 1 ≤ z ≤ nm.
4. one bicluster integrity constraint (f factors) for each couple of variables: it
ensures the results to have a full rectangular shape and hence to be biclusters.
Given two variables cij and ckl such constraint is defined as:
fijkl =

−∞ if cij = ckl 6= ckj or 6= cil
or if cil = ckj 6= ckl or 6= cij
0 otherwise
(4.2)
Given a variable, note that each message sent/received by that variable should con-
tain a value for every possible assignment. In this case variables are integers going
from one to the number of data matrix entries. It is reasonable to expect that this can
lead to a scalability issue with the increasing of the data matrix dimensions. In fact,
although the presented model is compact, max-sum messages update rules cannot
be performed efficiently in this case. This is due to the design choice of adopting
integer variables (instead of binaries as in the case of Affinity Propagation). Thus,
authors exploited exact max-sum messages to analyse up to 10 × 10 matrices and,
for larger matrices, they had to resort to an approximate max-sum algorithm and a
greedy approach.
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Figure 4-1: Factor graph for the Exemplar Based biclustering approach.
4.2 Biclustering Affinity Propagation (BAP)
In this section we propose a binary exemplar-based factor graph which consider as
points the data matrix entries, as done in EB. We thus look for biclusters as sets
of “coherent” entries of the matrix respecting the specific spatial constraint (i.e.,
full rectangular shape) introduced in EB. We want to investigate the exploitation
of binary variables because their binary nature was crucial in Affinity Propagation
to derive efficient max-sum messages update rules. To obtain this, we re-define the
factor graph of Affinity Propagation (described in Sec.3.4) as follows: we introduce
one variable for each pair of entries of the data matrix A encoding the exemplar
choice; further, we introduce a constraint ensuring points belonging to the same
cluster to be a bicluster.
In more detail, since our goal is to cluster the single entries of the data ma-
trix; we encode the exemplar chosen by each entry of the data matrix A with a
four-dimensional Boolean matrix C, where an entry C(i, j, t, k) = cijtk is 1 if the
entry aij chooses atk as its exemplar. For interpretability reasons we index the
second point position with a single value (z = 1, 2, 3, · · · , n ·m) obtaining a three-
dimensional structure C(i, j, z). Now,
C(i, j, z) =
{
1, if (i, j) chose z as exemplar
0, otherwise
(4.3)
where: 1 ≤ i ≤ n , 1 ≤ j ≤ m , 1 ≤ z ≤ p , p = n ·m.
As in Affinity Propagation, the choice is guided by a similarity matrix S. Given
a pair of entries aij and atk, S(aij, atk) encodes the similarity between them. As for
C, we rearrange this four-dimensional matrix in a three dimensional one S(i, j, z),
obtaining:
S(i, j, z) = Sim(aij, az) (4.4)
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where Sim(·, ·) represents the similarity criterion adopted to choose the exemplars.
Following Affinity Propagation, we then add factors ensuring choices consistency,
particularly:
• the constraint Iij (similar to (Eq. 3.16) forces one entry to choose only one
exemplar). It is defined as
Iij =
{
0, if
∑p
z=1 cijz = 1
−∞, otherwise (4.5)
• the constraintEz (similar to (Eq. 3.17)) prevents circular choices. It is defined
as
Ez =
{
−∞, if cidx−1(z)z = 0 and
∑n
i=1
∑m
j=1 cijz ≥ 1
0, otherwise
(4.6)
where idx−1 : N → N × N is the inverse function of idx (defined in pre-
vious Section). It assigns to each value z a couple of values (i, j) such that
idx(i, j) = z and idx−1(z) = (i, j).
Next, we introduce an extra constraint, ensuring entries belonging to the same
cluster to represent a bicluster. In this perspective, we observe that, given a certain
value z, the bidimensional matrix
C(:, :, z) =

c11z c12z . . . c1mz
c21z c22z . . . c2mz
...
... . . .
...
cn1z cn2z . . . cnmz
 with 1 ≤ z ≤ n ·m (4.7)
immediately summarizes the relationships between all the entries and z: in partic-
ular, cijz = 1 indicates that ai,j has chosen az as its exemplar. This means that
every matrix C(:, :, z) represents a potential bicluster. However to be considered
bicluster, such matrix should fulfil one of the two following conditions:
1. (trivial constraint) it should contain all zeros: there are no points choosing as
exemplar the point z;
2. (bicluster integrity constraint) the coordinates of the entries with 1 (namely
the coordinates of the entries in the bicluster) should represent all the points
of a given subset of rows and columns: in simple words, after rows-columns
re-arrangements, the ones in the C(:, :, z) matrix should form a full rectangle
(a rectangle with no zero elements).
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Figure 4-2: Factor graph for the Biclustering Affinity Propagation approach.
This can be ensured by defining a constraint for every 4 points of the matrix C(:
, :, z): if cijz and ctkz are set to 1, then also cikz and ctjz should be set to 1. More
formally, the bicluster integrity constraint is defined as:
Bijtkz =
{
−∞, if cijz = 1, ctkz = 1 and cikz · ctjz = 0
0, otherwise
(4.8)
Notice that the function B is defined, for every sheet z, on all the possible pairs of
points cij and ctk. Given these ingredients, which represent the Factor Graph in Fig.
4-2 ,the objective function is defined by the sum of the intra-biclusters similarity
(via the matrix C and S) and the constraints (I , E, and B):
F =
∑
i,j,z
cijz · sijz +
∑
i,j
Iij +
∑
z
Ez +
∑
z,i,j,t,k
Bijtkz (4.9)
where: 1 ≤ i ≤ n, 1 ≤ j ≤ m, 1 ≤ z ≤ n ·m, 1 ≤ t ≤ n and 1 ≤ k ≤ m.
4.2.1 Model Optimization
In AP the binary nature of the nodes in the graph was crucial to calculate an approxi-
mation of the maximum through the max-sum algorithm. However, the biclustering
integrity constraint (defined over every pair of entries of the matrix) induces a high
number of cycles in the graph, and it is well known that the performances of the
max-sum algorithm degrade in such conditions [140]. Therefore we follow an al-
ternative route, giving a linear formulation of the objective function, and we adopt
linear programming (LP) techniques [26] to find the optimal variable assignment.
In general, LP approaches maximize/minimize an objective function where the con-
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straints defined on the data points are all linear [26]1. In the objective function (Eq.
4.9), the first addend is already written in a linear form.
Concerning the first two constraints:
• Since the set of Iij constraints are defined as a sum of variables, they can be
directly encoded in an LP solver.
• Dealing with the set ofEz constraint is slightly more complex. To represent it
in a linear form it is convenient to redefine these constraints as: if z does not
choose itself as exemplar, then nobody else can choose it as an exemplar. In
other words, if the entry in the C matrix that represents the exemplar choice
of z for itself is zero, the z-sheet must be completely zero. Considering our
model we can write it in linear form as:
if C(iz, jz, z) = 0 then
n∑
i=1
m∑
j=1
C(i, j, z) ≤ 0.
Regarding the linear representation of the biclustering integrity constraint (Eq.
4.8): the idea is that, when considering the matrix C(:, :, z), the biclustering in-
tegrity constraint is satisfied if, and only if, all rows (or columns) of this matrix
are either zero or equal to each other. By exploiting the Boolean nature of the
variables, this can be enforced by checking if, for every pair of rows (or columns)
U = (u1, . . . , um) and X = (x1, . . . , xm), one of the following conditions is true:
i) U = X , ii) U = 0, iii) X = 0. This can be expressed through Boolean algebra
as: i) NOT (
∑
i (ui ⊕ xi)), ii) NOT (
∑
i ui), NOT (
∑
i xi), where “sums” (i.e., both
“
∑
” an “+”) denote the OR operator and “⊕” is the XOR operator. By using De
Morgan laws and some proprieties of the Boolean algebra we can derive the set of
linear constraints representing the OR operation between the previous i), ii) and iii)
constraints as:
−u1 + x1 + u2 < 2 −u1 + x1 + u3 < 2 · · · −u1 + x1 + un < 2
u1 − x1 + x3 < 2 −u2 + x2 + u1 < 2 · · · u1 − x1 + xn < 2
this has to be done for all pairs of rows (or columns) of every matrix C(:, :, z).
Now, all the elements of the model (objective function and constraints) are lin-
ear, and the model can be solved by using LP approaches.
1An equation involving n variables is linear if it can be written in the form ax1 + bx2 + · · · +
cxn + d = 0
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4.2.2 Complexity and Applicability
Regarding time complexity, an Integer Programming problem is exponential in the
number of constraints (in the worst case). However, there are many well established
methods which provide, on average, fast solutions.
Concerning space complexity, given an input matrix formed by n rows and m
columns, the model contains O(n2m2) variables and O(nm) functions for the con-
straints I and E. Unfortunately, when considering the biclustering integrity con-
straint, the number of functions to completely describe all possibilities raises to
O(m3n3). While being still polynomial (and not exponential) in the number of
rows and columns of the data matrix, the number of functions to store in memory
can be very large. In particular, for typical biclustering problems (e.g., microarray
analysis), the data matrix can contain hundreds of rows and columns, hence our
approach might require a prohibitive amount of memory to store the model.
To overcome this scalability issue we provide an approximate version which is
able to work adequately on large matrices. The algorithm is defined as follows: we
run our algorithm on smaller matrices, extract biclusters and devise an aggregation
algorithm to find biclusters in the original data matrix.
The steps of such algorithm can be described as:
1. Analyse the data matrix by means of smaller, fixed dimension sub-matrices,
with no overlap;
(a) in every sub-matrix retrieve the optimal solution exploiting our model
and the LP approach.
2. Aggregation algorithm: we process the set of obtained biclusters in three
steps
(a) apply Affinity Propagation on the obtained bicluster exemplars to parti-
tion the biclusters in groups of biclusters with coherent values;
(b) for every cluster of biclusters: perform a classical agglomerative clus-
tering of biclusters by using as similarity the degree of overlapping
columns/rows. The final partition represents a set of biclusters with no
row/column overlap with the other groups.
(c) Post-process the final groups in order to be sure that they represent an
actual bicluster: this is done by removing rows (or columns) which vio-
late the bicluster definition (i.e., to be a sub-matrix).
Notice that this last step is necessary because merging biclusters may not produce
a bicluster as result.
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Figure 4-3: Examples of data matrices with low noise level (a) and high noise level
(b).
.
4.2.3 Results
The described methodology has been tested on a set of synthetic matrices which
represent a classical benchmark in the microarray scenario [107]: such set com-
prises synthetic expression matrices, perturbed with different schemes2; examples
of such matrices are sketched in Fig. 4-3. In the experiments, we have 10 non-
overlapping biclusters, each extending over 10 rows and 5 columns. Such datasets
have been widely used to investigate the effects of noise on the performance of
various biclustering approaches.
The accuracy of the obtained biclusters set has been assessed with the so-called
Gene Match Score [107]: given two set of biclusters B1 and B2, it reflects the
average of the maximum match scores for all biclusters in B1 with respect to the
biclusters in B2. The Gene Match Score is computed as:
GMS(B1, B2) =
1
|B1|
∑
(R1,C1)∈B1
max
(R2,C2)∈B2
|R1 ∩R2|
|R1 ∪R2| . (4.10)
Now, let Br being the set of retrieved biclusters and let Bgt being the set of optimal
biclusters (ground truth): the average bicluster relevance reflects to what extent the
generated biclusters represent a true bicluster in gene dimensions and it is computed
as GMS(Br, Bgt); whereas the average bicluster recovery quanties how well each
of the true biclusters is recovered by the biclustering algorithm and it is computed
as GMS(Bgt, Br) (such scores vary between 0 and 1, where the higher the better
the accuracy).
In our model we used as similarity the negative of the Euclidean distance (as
in [34]), which allows to retrieve only constant value biclusters. As in the orig-
inal Affinity Propagation model, a proper setting of the preferences (namely the
2All datasets may be downloaded from: www.tik.ee.ethz.ch/sop/bimax.
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self similarities) is crucial: in our experiments we found that a good choice is rep-
resented by the first integer number below the median. The Linear Programming
model was implemented and resolved using CPLEX (version 12.4). CPLEX repre-
sents the standard choice in the optimization community and it is widely adopted
in many different contexts (as in [24,88]); it implements the simplex method which
examines the corners of the feasible region (region in the variable space where the
constraints are respected) and stops when the optimal solution has been found (for
further details on the CPLEX solver, we refer interested readers to [26]).
Figure 4-4(a) reports the mean recovery of the retrieved biclusters by varying
the sub-matrices dimensions with respect to the noise level; similarly Fig. 4-4(b)
reports the mean relevance values for different levels of noise and for different di-
mensions of the sub-matrices, averaged over the different repetitions (also standard
deviations are displayed). In Fig. 4-4(c) and 4-4(d) we also reported the results
obtained by state-of-the-art methods on the same dataset. As expected the LP ap-
proach provides better solutions as the kernel dimension increases. Please note that
when using the [1x1] sub-matices only the aggregation algorithm described in the
previous section is employed (every data point is in its own bicluster). As we can
see in Fig.4-4, increasing the noise completely corrupts the performances of the
aggregation algorithm. Crucially, obtained results are competitive with other state
of the art approaches (as we can see by comparing the obtained results with 4-4(c)
and 4-4(d)), confirming the potentialities of the proposed approach.
4.3 One Bicluster solution
The techniques previously introduced represent a valuable example of what dis-
cussed in Chap. 1 and Chap. 3: dealing with Graphical Models requires careful-
ness in designing the model, otherwise the solution procedures could struggle in
solving the model. In fact, both EB (described in Sec. 4.1) and BAP (described
in Sec. 4.2) show a limited scalability that hinders their practical usage (10 × 10
matrices analysed with non-heuristics techniques). Specifically: in EB the exploita-
tion of integer variables (instead of binaries) leads to inefficient messages; whereas
in BAP the biclustering integrity constraint, coupled with the enormous number of
variables, introduces too many cycles for Max-Sum to be effective. However, we
think that there is much room for improvement concerning scalability; and in this
Section we present what we believe is an important step towards this direction.
We specifically reformulate biclustering as a sequential search problem, dis-
covering one bicluster at time (an approach employed by other authors in liter-
ature [7, 20, 52]). Particularly, we aim at retrieving at each iteration the largest
bicluster possible. This is because in different application scenarios (e.g., gene ex-
pression) larger biclusters are more informative. We thus derive a novel binary FG
(called OOB) that retrieves the biggest bicluster possible on the basis of a given
45
(a) (b)
(c) (d)
Figure 4-4: Results for the proposed approach: (a) recovery and (b) relevance. And for
state-of-the-art techniques: (c) recovery and (d) relevance.
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coherence criterion. Crucially, the proposed model remains compact and includes
only binary variables, allowing efficient optimization via the max-sum algorithm,
which drastically alleviates the scaling issues described above.
4.3.1 The model
The proposed model takes inspiration for what proposed in EB and BAP, and it is
composed by four main ingredients.
1. Formulation of bisclutering as an incremental search for the largest biclus-
ter. Several approaches in the literature propose techniques that sequentially
identify the bicluster, one at a time [7,20,59]. Once a bicluster is identified, it
is masked in the data matrix (e.g., by replacing it with background noise [20])
and the next bicluster is sought. In this class of methods, we use a model with
binary variables, one for each entry of the matrix, indicating whether that en-
try belongs, or not, to the solution. In our model, a solution is represented by
a binary matrix C ∈ {0, 1}n×m, where each entry cij indicates whether the
entry (i, j) belongs to the bicluster (ci,j = 1) or not (ci,j = 0). We thus use
binary variables (as in BAP), but a compact set thereof (as in EB). Since we
are looking for the largest possible bicluster, solutions where many ci,j are set
to 1 should be preferred.
2. Bicluster coherence criterion. The model should prefer solutions containing
coherent entries, or, likewise, it should penalize incoherent solutions. In our
model, the incoherence of a bicluster is measured as the sum of the pairwise
incoherences between all the points belonging to the bicluster. This differs
from BAP and EB, where only the coherence with the exemplar of the bi-
cluster is considered. We will see that our choice can lead to more robust
solutions in the presence of noise (see results in Sec. 4.3.3). There are sev-
eral possibilities to define the incoherence I(aij, atk) between two entries,
depending on which kind of bicluster we are looking for (constant-valued,
additive, multiplicative, or others [83]). The most straightforward option is
to simply use a constant-type incoherence (as in BAP):
I(aij, atk) = (aij − atk)2. (4.11)
By using this incoherence measure we direct the search towards constant bi-
clusters (i.e. biclusters with the smallest possible variance). If we are aiming
at additively coherent biclusters, the incoherence can be defined as in EB:
I(aij, atk) = (aij − atj + atk − aik)2. (4.12)
In fact, this choice directs the search towards biclusters where entry activation
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levels are given by the sum of some constants, one for each row and column;
this is useful if we are looking for patterns among the columns [83].
3. A bicluster is a sub-matrix. The model should consider only valid assign-
ments, that is, corresponding to a bicluster: this requirement can be expressed
by enforcing that the points belonging to a bicluster have to constitute a sub-
matrix (i.e., a subset of rows and columns). In particular, considering every
pair of rows (or columns) in matrix C, the constraint is satisfied if any of the
two following conditions are met: i) the rows (or columns) share the same
pattern or ii) one of the rows (or columns) is completely zero. Due to the
simplicity of this conditions, the number of constraints drastically reduces:
the EB and BAP models require one constraint for every couple of entries,
whereas this model only involves a constraint for every pair of rows (or every
pair of columns). This reduction is even more significant when the number
of rows is much smaller than the number of columns (or viceversa), such
as in relevant biology applications [83, 98]. For instance, concerning real
microarray gene expression datasets, we commonly analyse matrices having
thousands of rows and hundreds columns.
4. The entry level “counts”. The fourth ingredient is based on the observation
that in many biclustering applications (such as preference matrices, count
matrices, gene expression datasets) the most important biclusters are those
containing high-valued entries. This can be directly encoded in the model
by rewarding solutions that contain entries with high values (without loss of
generality, we assume that all entries aij have positive values). This aspect
was neglected in the EB and BAP models, where the assignment to a bicluster
was made only on the basis of the coherence.
The proposed model, graphically sketched in Figure 4-5, is fully defined by the
variables and factors that we describe next.
Given a data matrix A as defined in Sec. 2.2, the variables are organized in a
binary matrix C ∈ {0, 1}n×m, where each entry cij (for i ∈ N, j ∈ M ) indicates
if the corresponding entry belongs (ci,j = 1) or not (ci,j = 0) to the bicluster.
The objective function (to be maximized with respect to C) includes three types of
factors:
• Unary factors (one per entry, function only of the corresponding entry), given
by
Aij(cij) = aij cij =

aij, if cij = 1
0, otherwise,
(4.13)
encouraging the bicluster to contain entries of A with high activation level.
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Figure 4-5: Factor graph for the Repeatedly One Bicluster approach.
• Pairwise factors (one for each pair of entries) given by
Oij,tk(cij, ctk) = − I(aij, atk) cij ctk, (4.14)
encouraging the bicluster to minimize its internal incoherence, as assessed by
the incoherence measure I .
• Column/row pair factors (one per pair of columns or pair of rows), forcing
the maximizer of the objective function to correspond to a bicluster:
Bjk(c:j, c:k) =
 0, if
(∑
i cij
)(∑
i cik
)(∑
i |cij − cik|
)
= 0
−∞, otherwise
(4.15)
where c:j denotes the j-th column of C.
Summarizing, given the variables and factors defined above, the proposed FG
encodes the following function (to be maximized):
F (C) =
n∑
i=1
m∑
j=1
Aij(cij)+w
n∑
i=1
m∑
j=1
n∑
t=1
m∑
k=1
Oij,tk(cij, ctk)+
m∑
j=1
m∑
k=1
Bjk(c:j, c:k).
(4.16)
Apart from the Bjk factors (which ensure bicluster solutions), we have two compet-
ing driving forces: on the one hand, if two entries are in the solution, say cij = 1
and ctk = 1, their activation levels (aij and atk) are added to the objective function,
which encourages large biclusters; on the other hand, such inclusion decreases the
objective function byw I(aij, atk) (note the minus sign in Equation (4.14)), discour-
aging incoherent points from being included in the solution. The relative strength
of these two forces is controled by parameter w, whose setting is crucial to regulate
the bicluster dimensions.
49
cij
Aij
αij←−
Bmj
η
m
ij
←− −→βm ij
B1j
−→η 1ij
β 1ij
←−
Oij11 −→
σ1
1
ij
ψ1
1
ij←−−
Oijnm
σ
n
m
ij
←−−−−→ψ nmij
Figure 4-6: Sketch of the factor graph showing the connections between one vari-
able and all its factors, comprehending the interchange messages.
4.3.2 Messages
To maximize the objective function in Equation 4.16 we adopt the max-sum algo-
rithm (described in Section 3.3.1), in this section we present the derivations of each
message update rule.
These derivations represent the bottleneck of many approaches. In fact the
maximization in Eq. 3.13 is intractable since, for a given function and consider-
ing integer variables, we should analyse dk configurations (with d variables do-
main size and k number of neighbours). Furthermore, note that a general mes-
sage µ(x) should be a vector storing the message value for each possible config-
uration of x. For instance, if x can take k possible values µ should be a vector
µ = [µ(x = 1), · · · , µ(x = k)]. Once Max-Sum converges the value of a variable
is assigned as the value for whom the sum of the incoming messages is maximum.
Specifically, in the case of binary variables we should store the value of µ(x = 0)
and µ(x = 1). However, without loss of information, we can store the difference
between this values (i.e. µ = µ(x = 1) − µ(x = 0) ) and assign 1 to a variable if
the message is positive and 0 otherwise. The following messages are derived on the
basis of this consideration. Figure 4-6 shows a sketch of the FG connections for a
given variable, and the messages exchanged.
Messages from Variables to Factors
Following Eq. 3.14 the value of the message going from a variable x to factor f is
the sum of the incoming messages without considering the one arriving from f .
Given the Factor Graph in Figure 4-6 we obtain:
• ψtkij (cij) = µcij→Oijtk(cij)
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– if cij = 1
ψtkij (1) =
∑
tˆk
σtˆkij (1) +
∑
k
ηkij(1) + αij(1)
– if cij = 0
ψtkij (0) =
∑
tˆk
σtˆkij (0) +
∑
k
ηkij(0) + αij(0)
– then
ψtkij = ψ
tk
ij (cij)(1)− ψtkij (cij)(0)
=
∑
tˆk
σtˆkij +
∑
k
ηkij + αij
• βkij(cij) = µcij→Bjk(cij)
– if cij = 1
βkij(1) =
∑
kˆ
ηkˆij(1) +
∑
tk
σtkij (1) + αij(1)
– if cij = 0
βkij(0) =
∑
kˆ
ηkˆij(1) +
∑
tk
σtkij (0) + αij(0)
– then
βkij = β
k
ij(1)− βkij(0)
=
∑
kˆ
ηkˆij +
∑
tk
σtkij + αij
• The message going from a variable cij to its function Aij is not shown in
Figure 4-6 because it is commonly set to 0, hence this is not considered [41].
The intuition behind this choice is that the information provided by Aij (i.e.
the entry value) must not change across the Max-Sum iterations.
Messages from Factors to Variables
Reminding that the maximization in Eq. 3.13 is intractable and represents the
bottle-neck of many approaches; in this section we present how we can exploit
the binary nature of the variables and the hard constraints to reduce the possible
configurations in such maximization.
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Note: we exploit the following properties in the derivation:
Rule 1) a−max(a, b) = min(0, a− b);
Rule 2) max(a− b)− b = max(a− b, 0);
Rule 3) max(a, b)−max(c, d) = max[min(a− c, a− d),min(b− c, b− d)];
Rule 4) a−max(b, c) = min(a− b, a− c)
Given the Factor Graph in Figure 4-6 we obtain:
• σtkij (cij) = µOijtk→cij(cij)
σtkij (cij) = max
ctk
[
Oijtk(cij, ctk) + ψ
ij
tk(ctk)
]
– if cij = 1
σtkij (1) = max
ctk
[
Oijtk(1, ctk) + ψ
ij
tk(ctk)
]
we must consider two cases:
1. ctk = 1
σtkij (1) = w ∗ I(aij, atk) + ψijtk(1)
2. ctk = 0
σtkij (1) = ψ
ij
tk(0)
– if cij = 0
σtkij (0) = max
ctk
[
Oijtk(0, ctk) + ψ
tk
ij (ctk)
]
= max
ctk
[
ψijtk(ctk)
]
– then considering the equations just retrieved (i.e. the ones for cij = 1
and the one for cij = 0) we need to compute
σtkij = maxσ
tk
ij (1)−maxσtkij (0)
= max
[
w ∗ I(aij, atk) + ψtkij (1), ψtkij (0)
]−max [ψijtk(1), ψijtk(ctk0)]
= max
[
min
(
w ∗ I(aij, atk), w ∗ I(aij, atk) + ψijtk
)
,min
(
ψijtk, 0
)]
• ηkij(cij) = µBjk→cij(cij)
ηkij(cij) = max
cˆij
Bjk(c1j, . . . , cij, . . . , cnk) +∑
iˆ
βk
iˆj
(ciˆj) +
∑
t
βjtk(ctk)

(4.17)
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– if cij = 1
ηkij(cij) = max
cˆij
Bjk(c1j , . . . , cij = 1, . . . , cnk) +∑
iˆ
βk
iˆj
(ciˆj) +
n∑
t
βjtk(ctk)

Surely the maximizer of such function is a configuration respecting the
biclustering constraint (otherwise the B factor provides a minus infinity
in the objective function). Hence, considering the constraint in Equa-
tion (4.15) if cij = 1 there are only two possible situations where the
constraint is satisfied: i) the kth column is completely equal to the jth
or ii) the kth column is completely zero. In order to distinguish these
quantities we introduce different notations obtaining:
1. the two columns are equal:
ηkij(1) = max
cˆij
βjik(1) +∑
iˆ
βk
iˆj
(ciˆj) + β
j
iˆk
(ciˆj)
 = ηkij(1)†
note that in the second part of this equation ciˆj is used in both betas
(instead of ciˆk), this is to enforce the fact that we are considering
columns with the same configuration.
2. the kth column is completely zero
ηkij(1) = max
cˆij
∑
iˆ
βk
iˆj
(ciˆj) +
∑
t
βjtk(0)
 = ηkij(1)‡
– if cij = 0
ηkij(cij) = max
cˆij
Bjk(c1j , . . . , cij = 0, . . . , cnk) +∑
iˆ
βk
iˆj
(ciˆj) +
n∑
t
βjtk(ctk)
 .
Similarly, if cij = 0 there are only two possible situations where the
constraint is satisfied: i) the kth column is completely equal to the jth
or ii) the jth column is completely zero. Hence we obtain
1. the jth column is completely zero:
ηkij(0) = max
cˆij
∑
iˆ
βk
iˆj
(0) +
∑
t
βktj(ctk)
 = ηkij(0)‡
53
2. the two columns are equal:
ηkij(0) = max
cˆij
βjik(0) + βktj(1) + βjtk(1) + ∑
l∈N\{i,t}
(
βklj(clj) + β
j
lk(clj)
)
= ηkij(0)
†
note that if the column j is not completely zero (previous case)
hence there is at least another ctj = 1 (with t 6= i).
– then considering the four equations just retrieved (i.e the two for cij = 1
and the two for cij = 0) we must calculate
ηkij = max η
k
ij(1)−max ηkij(0)
= max(ηkij(1)
†, ηkij(1)
‡)−max(ηkij(0)‡, ηkij(0)†)
= max
[
min
(
ηkij(1)
† − ηkij(0)‡, ηkij(1)† − ηkij(0)†
)
,
min
(
ηkij(1)
‡ − ηkij(0)‡, ηkij(1)‡ − ηkij(0)†
) ]
(4.18)
In what follows we analyse each of the terms involved in (4.18) sepa-
rately. Referring to Section 3.3 we obtain:
Θ = ηkij(1)
† − ηkij(0)‡=
= max
cˆij
βjik(1) +∑
iˆ
βk
iˆj
(ciˆj) + β
j
iˆk
(ciˆj)
−max
cˆij
∑
iˆ
βk
iˆj
(0) +
∑
t
βktj(ctk)
 =
= βjik(1)−maxβjik(cik)+∑
iˆ
[
max
(
βk
iˆj
(ciˆj) + β
j
iˆk
(ciˆj)
)
−max
(
βk
iˆj
(0) + βjik(ciˆj)
)]
=
Θ = min(0, βjik) +
∑
iˆ
max
[
min(βk
iˆj
, βk
iˆj
+ βj
iˆk
),min(−βj
iˆk
, 0)
]
I = ηkij(1)
† − ηkij(0)† =
= max
cˆij
βjik(1) +∑
iˆ
βk
iˆj
(ciˆj) + β
j
iˆk
(ciˆj)
−
+max
cˆij
βjik(0) + βktj(1) + βjtk(1) + ∑
l∈N\{i,t}
(
βklj(clj) + β
j
lk(clj)
) =
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Supposing that the optimal t is given, we can write
= βjik(1) + β
k
tj(ctj) + β
j
tk(ctj)− βktj(1)− βjtk(1)+
+
∑
l∈N\{i,t}
[
max
(
βklj(clj) + β
j
lk(clj)
)
−max
(
βklj(clj) + β
j
lk(clj)
)]
= βjik +max(0,−βktj − βjtk).
Since this is the result between the difference of two maxima, and the
first maximum is fixed, we can now obtain the general value for the best
t by minimizing the second maximum and hence
I = βjik + min
iˆ
[
max(0,−βk
iˆj
− βj
iˆk
)
]
.
K = ηkij(1)
‡ − ηkij(0)‡ =
= max
cˆij
∑
iˆ
βk
iˆj
(ciˆj) +
∑
t
βjtk(0)
−max
cˆij
∑
iˆ
βk
iˆj
(0) +
∑
t
βktj(ctk)
 =
=
∑
iˆ
[
max
(
βk
iˆj
(ciˆj) + β
j
hatik(0)
)
−max
(
βk
iˆj
(0) + βjhatik(ciˆk)
)]
+
+ βjik(0)−max
(
βjik(0)
)
the first part of this equation (the one included in the sum) can be solved
adopting the third rule previously described and the final result is:
K = min(0,−βjik) +
∑
iˆ
max
[
min
(
0,−βj
iˆk
)
,min
(
βk
iˆj
, βk
iˆj
− βj
iˆk
)]
Λ = ηkij(1)
‡ − ηkij(0)† =
= max
cˆij
∑
iˆ
βk
iˆj
(ciˆj) +
∑
t
βjtk(0)
−
+max
cˆij
βjik(0) + βktj(1) + βjtk(1) + ∑
l∈N\{i,t}
(
βklj(clj) + β
j
lk(clj)
)
As previously mentioned, also in this case we assume that the best t is
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given obtaining
=
∑
iˆ
max
[
βk
iˆj
(ciˆj) + β
j
iˆk
(0)
]
− βktj(1)− βjtk(1)+
−
∑
l∈N\{i,t}
[
βk
iˆj
(ciˆj) + β
j
iˆk
(ciˆj)
]
=
= −βktj(1)− βjtk(1) + max
(
βjtk(0) + β
k
tj(ctj)
)
+
+
∑
l∈N\{i,t}
[
max
(
βk
iˆj
(ciˆj) + β
j
iˆk
(0)
)
−max
(
βk
iˆj
(ciˆj) + β
j
iˆk
(ciˆj)
)]
=
Again, the part included in the sum can be solved adopting the third
rule previously described and obtaining:
= max
(
− βjtk,−βjtk − βktj
)
+
+
∑
iˆ 6=t,i
[
max
(
min(0,−βk
iˆj
− βj
iˆk
),min(βk
iˆj
,−βj
iˆk
)
)]
This is the result for a fixed t, to obtain the general update rule we need
to minimize with respect to t resulting in:
Λ = min
t6=i
[
max
(−βjtk,−βjtk − βktj)+
+
∑
l 6=t,i
(
max
(
min(0,−βklj − βjlk),min(βklj,−βjlk)
)) ]
.
Hence the message update rule for ηkij is
ηkij = max
[
min(Θ, I),min(K,Λ)
]
These messages, starting from an assignment where are all cij = 0, are ex-
changed and updated until a convergence criterion is met. In our experiments, the
algorithm stops when the objective function does not change for a fixed number of
consecutive iterations.
Computational Complexity and Scalability
Given an n×m data matrix, the model has O(n2m2) space complexity, due to the
n2m2 factors Oij,tk. Concerning time, the message update procedure is quadratic in
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the number of columns (or rows), thus being reasonably fast. In particular, the time
complexity is dominated by ηkij messages, which are O(n
2). The other messages
are less demanding, each having the following computational costs: ψtkij is O(n);
βkij is O(n); σ
tk
ij is O(1).
The derivation of such messages allow us to analyse 50×50 matrices with exact
max-sum update rules. We think this is an important step toward efficient Factor
Graph based biclustering, since previous methods solved up to 10 × 10 matrices.
Although this promising result, the proposed approach cannot handle real matrices
directly; in particular, the memory required by the σ messages for n genes and m
conditions involves storing n2m2 values. To circumvent this difficulty, in analysing
real data we adopted a scheme similar to that employed for BAP (described in Sec.
4.2.2): the algorithm is executed on different portions of the matrices; successively,
we employ an aggregation method to merge the obtained biclusters. The idea is that
by aggregating accurate results obtained on portions of the data matrix can provide
solutions of superior quality for the overall biclustering problem. This is largely
confirmed by our experimental analysis. More in detail, we employ the following
procedure:
1. the whole matrix is randomly partitioned into non-overlapping submatrices
(a reasonable partition would not divide the data matrix on both rows and
columns, to reduce the complexity of the re-aggregation step); on each of
these submatrices, we run the proposed algorithm;
2. the obtained biclusters are grouped using AP; since every sub-matrix involves
the whole set of columns, the similarity criterion between two biclusters is
defined as the number of columns they share;
3. finally, we validate the groups of biclusters by looking at the FG objective
function in Eq. (4.16): in particular, we compute its value for each biclus-
ter group considering the matrix composed by the rows and the columns of
the biclusters belonging to that group; then, if the objective function is posi-
tive (meaning that the max-sum algorithm could have put them together), the
group is kept and the final bicluster is obtained by merging rows and columns
of all its biclusters.3
4.3.3 Experimental evaluation
In this section we evaluate the OOB approach using both synthetic and real datasets
derived from gene expressions. As a preliminary step, we provide some empirical
evidence on the effectiveness and efficiency of the max-sum algorithm we derived,
3To retrieve different biclusters the methodology is repeated varying the set of sub-matrices.
57
also comparing it with the very recent AD3 method [87], which in principle can pro-
vide better solutions but at a cost of slower convergence. AD3 is based on the alter-
nating directions method of multipliers. Like other dual decomposition algorithms,
AD3 has a modular architecture, where local subproblems are solved independently,
and their solutions are gathered to compute a global update. The key characteristic
of AD3 is that each local subproblem has a quadratic regularizer, leading to faster
convergence, both theoretically and in practice.
Next, we evaluated the quality of the solutions provided by our approach in
comparison with the other FG-based approaches (EB and BAP), as well as other
state-of-the-art techniques [20, 32, 59, 61, 107, 117, 121, 131, 145]. The goal of
these experiments is twofold: (i) to empirically show (on synthetic datasets) that
our model provides more robust solutions than previous FG-based biclustering ap-
proaches; (ii) to assess the significance of our method on real-world gene expression
datesets, also in comparison with different non-FG-based approaches.
Analysis of the optimization algorithm
We begin with some comments on the convergence of the objective function along
the max-sum iterations, then we further motivate its adoption through a comparison
with the recent AD3 algorithm [87].
Concerning the first aspect, it is known that max-sum is only guaranteed to con-
verge in the absence of cycles [12, 140], a condition that is clearly not satisfied by
the proposed FG. However, in all the experiments herein reported, the algorithm al-
ways converged, usually within the first 250 iterations, with the messages reaching
stable values. An example of the objective function evolution is shown in Figure
4-7, where it can be seen how it rapidly reaches its final value.
Concerning the second aspect, note that, as reported in Sec. 3.3, there are differ-
ent classes of methods for optimizing FG models. When the probabilistic interpre-
tation is not relevant, the max-sum algorithm is arguably the most common choice,
due to its effectiveness and efficiency in many different scenarios [4,12,35,41,146].
However, it is important to assess how max-sum compares to other techniques, such
as the recent ones based on dual decomposition [5, 49, 69, 74, 75, 87]. In particu-
lar, here we compare max-sum with the recent AD3 (alternating directions dual
decomposition [87]4). In AD3, each factor is represented as a constrained optimiza-
tion (sub)problem, solved via the augmented Lagrangian method, which works by
introducing a quadratic penalization on the constraint violation [87]. The authors
of [87] provide guidelines on how to solve exactly and efficiently some particular
types of sub-problems, namely those described with binary pairwise factors impos-
ing first-order logic constraints. However, AD3 can be adopted for arbitrary factors,
given access to a “black box MAP solver” for the sub-problems generated by that
factor. To instantiate AD3 for our FG, we re-formulate it so that it contains only
4The code is available at https://github.com/andre-martins/AD3.
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Figure 4-7: An example of objective function evolution along the max-sum itera-
tions. Each circle indicate a valid configurations (assignment respecting the con-
straints) and each cross indicates a non-valid configuration (the corresponding value
of the objective function is−∞ in these cases, thus we show the value of F without
the Bjk factors).
the type of constraints for which closed-form derivations are available (i.e. one-
hot XOR, OR, OR-with-OUTPUT, negations, De Morgans laws, and AND-With-
Output [87]). Hence, to efficiently enforce the biclustering constraints, we added
indicators selecting the “active” rows or columns and forcing a variable cij to be one
if and only if row i and column j are active. Since we are keeping the intersection
between selected rows and column, the result is always a sub-matrix and hence a
bicluster.
In order to compare the two optimization techniques, we used the following syn-
thetic dataset: (i) matrix A contains 20 × 20 random values uniformly distributed
in [0, 1]; (ii) an additively coherent bicluster, with 25% of the size of A, is placed at
a random position; (iii) finally, the entire matrix is perturbed with Gaussian noise,
with standard deviation equal to a percentage of the difference between the mean
of the bicluster and the mean of the background. Concerning this noise percentage,
we considered 5 values ranging from 0 (no noise) to 20% (high noise); for each of
these noise percentage values, 15 matrices were generated, yielding a total of 75
data matrices. Our max-sum algorithm and AD3 were compared in terms of both
computational time and quality of the solution. This last aspect has been assessed
using two standard indices: purity (i.e., the percentage of points retrieved that actu-
ally belong to the real bicluster); inverse purity (i.e., percentage of points belonging
to the true bicluster which have been retrieved by the algorithms). Notice that these
quantities are commonly known as precision and recall, in pattern recognition and
information retrieval; concerning the Gene Match Score index presented for BAP
in Sec. 4.2: purity and inverse purity respectively reflect the score provided by
relevance and recovery.
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Concerning execution time, AD3 turned out to be very slow in this problem, with
a computational time 3 orders of magnitude slower than that of our algorithm (as
shown in Figure 4-8b): this was somehow expected, namely due to the number of
constraints introduced in the adaptation of the FG to the structure of AD3. Concerns
quality, Figure 4-8a shows the averaged product of purity and inverse purity as
a function of the noise level, showing that max-sum seems to be slightly more
robust to noise in this experiment. These results provides further evidence that, if
the FG is well designed, the max-sum algorithm can provide very fast and robust
optimization.
Experiments on Synthetic datasets
We compared the OOB with the two FG-based methods described in this Chapter
(BAP and EB), using the same synthetic data generation method described in the
previous section. In this case, we used 30 matrices for each noise level (for a total of
150 matrices), and each matrix has dimensions 50×50. In this experiment, we con-
sidered two types of biclusters: constant-valued biclusters (we call this “constant
bicluster benchmark”) and additively coherent biclusters (we call this “evolution-
ary bicluster benchmark”). For both BAP and EB, we employed the approximate
versions, because the dimension of the analyzed matrices is far beyond the com-
putational capabilities of their exact versions. In particular, for BAP we used the
heuristic aggregation methodology described in Sec. 4.2, which groups results ob-
tained on smaller matrices (here we used 5x5 matrices, with no overlap). Regarding
similarity, we employed the negative of the Euclidean distance for the constant bi-
cluster benchmark, whereas for the evolutionary bicluster benchmark, we adopted
the negative of Eq. (4.12).
Concerning EB, we used the authors’ implementation5 of the greedy algorithm
given in [131] . Since this algorithm provides a pool of biclusters as solution, for
a fair comparison all parameters were varied inside the suggested range6 using ten
equally spaced values and only the bicluster which maximizes the product of purity
and inverse purity was considered.
For the proposed method, the experimental details are the following:
• Message scheduling: even if different schedule are available [4], we adopt the
most common approach of updating the messages in parallel, based on those
from the previous iteration.
• Convergence criteria: the algorithm is stopped if the variable configurations
do not change for 100 consecutive iterations.
5Available at http://sist.shanghaitech.edu.cn/faculty/tukw/sdm11code.zip
6Parameter ranges are described in the code documentation.
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Figure 4-8: The plot 4-8a shows a comparison of the Purity and Inverse Purity ob-
tained by the two optimization algorithms on a dataset with increasing noise level;
while plot 4-8b shows a comparison of the computational time occurred to obtained
such results.
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Figure 4-9: Purity and inverse purity for matrices with constant and additively coherent
(evolutive) biclusters.
• Parameterw: we tune the coherence factors weightw using the same strategy
adopted for EB: in particular, we test 8 different values ranging from 2−8 to
2−1, and we use the best result.
The results are shown in Figure 4-9, where purity and inverse purity are plotted
as a function of the noise level. Each point represents the average over the 30 runs
at the corresponding noise level.
Further, we exploit a statistical test to better understand the differences between
the results obtained by the different approaches. We thus performed a paired T-
test comparing other FG based algorithms against the one described in this section.
Specifically, in the plots, a full marker on the EB (or BAP) curve indicates that
the difference between such method and the approach just described is statistically
significant with significance level of 5%.
These results show that the approach we just present significantly outperforms
the two approximate BAP and EB methods, especially for higher levels of noise,
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Significance Level (%) 5 1 0.5 0.1 0.01
Cheng&Church ∼80 ∼70 ∼70 ∼55 ∼45
ROCC ∼98 ∼98 ∼98 ∼98 ∼98
Bimax 100 100 100 100 100
EB 100 100 100 100 100
OOB 100 100 100 100 100
Table 4.1: Results on Yeast dataset. Results for other approaches have been taken from
Figure 3 in [131]. Algorithms reference: Cheng&Church [20], ROCC [32], Bimax [107],
EB [131]
thus confirming the need for more robust optimization strategies in noisy scenarios.
Concerning the two competing FG-based methods, it is important to note that BAP
only performs well on the constant bicluster benchmark. Arguably, using Eq. (4.12)
as similarity is not enough to appropriately identify evolutionary biclusters, which
may be due to the fact that if two points are on the same row (or columns) the
function (4.12) returns zero as coherence value, increasing the chance that those
two points are included in the solution. This leads to larger biclusters including also
background entries. The EB algorithm seems to be more robust, even if suffering
more in case of additive coherent biclusters. Maybe, in this case, assuming that a
bicluster is fully described by a single entry (the exemplar) is too strict, especially
when the complexity increases due to the presence of strong noise.
Gene expression data
The OOB algorithm was tested on two real gene expression datasets: the Yeast
dataset [47] and the Breast Tumor dataset [98]. This type of matrices contains the
expression levels of genes (rows) in a set of experimental conditions (columns):
the goal is to retrieve biclusters where a subset of genes presents a coherent be-
haviour in a subset of experiments. These experiments have been performed adopt-
ing the heuristic described in Section 4.3.2. We assess the performance on both
datasets following the experimental protocol proposed by EB authors in [131]: the
obtained biclusters were evaluated by analyzing the Gene Ontology terms of the
genes belonging to the same bicluster via the FuncAssociate7 web-service, using
five significance levels. To avoid implementation mistakes, we decided to collect
other approaches performance from the state-of-the-art without re-executing the ex-
periments. Unfortunately, different methods have been tested on the two different
datasets and for these reasons, even if the evaluation protocol adopted was the same
in the two datasets, we used two different tables to show the results.
For the Yeast dataset, in order to be comparable with the results in [131], only
the 100 largest biclusters (with a maximum overlap of 25%) were considered as
7http://llama.mshri.on.ca/funcassociate/
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FABIA ISA Hiearc. SAMBA FLOC OOB
55% 63% 70% 73% 85% 87.5%
Table 4.2: Results on Breast tumor dataset. Results for other approaches have been taken
from [98]. Algorithms reference: FABIA [59], ISA [61], Hierarchical [117], SAMBA
[121], FLOC [145]
part of the solution. Table 4.1 reports percentage accuracies obtained with our al-
gorithm, for different significance levels, together with other state-of-the-art results
from [131]. The table shows that the proposed approach compares very well with
other methods on this dataset.
For Breast Tumor dataset, as it is commonly done in the literature [10, 113],
we began by performing variance-based gene selection, in order to reduce the di-
mensionality of the data matrix. Then, we applied our method, using the validation
protocol adopted in [98]: only the 40 largest biclusters were considered as part
of the solution, for which the Gene Ontology index was evaluated at a 5% sig-
nificance level. The results are reported in Table 4.2, in comparison with all the
state-of-the-art methods studied in [98]; we can conclude that our method sets a
new state-of-the-art for this dataset.
4.4 Other FG-based Approaches
One of the main advantages in using Factor Graphs is represented by the possibil-
ity of easily modifying the model by introducing or removing novel factors, given
that Max-Sum messages can be computed efficiently. This Section provides some
guidelines on how OOB can be extended to obtain more specific solutions.
First, we start by considering that setting the parameter w in Equation 4.16 may
be not trivial in some cases. In more details, this parameter “guides” the bicluster di-
mension by managing the importance of the similarity criteria (encouraging smaller
solutions) with respect to the activation level (encouraging bigger solutions). As
most parameters, its actual setting is crucial to obtain high quality solutions. To
overcome the tuning of this parameter in scenarios where the bicluster size can
be estimated, we introduce in the model the possibility to define, following some
a-priori knowledge, a favoured/fixed size for the biclusters.
Second, inspired by a recent trend (e.g., [81]), we propose an extension of
OOB algorithm allowing the analysis of time series data. In these cases, sam-
ples (columns) refer to experimental conditions or features which are temporally
related (e.g. growth stages of a plant, disease evolution, conditional measurements,
video scenes). Biclustering approaches in this scenario focus on the identification
of genes that act similarly in consecutive subset of samples [82], hence introducing
a spatial constraint that cannot be satisfied by classical biclustering approaches, see
Figure 4-10.
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Figure 4-10: Biclustering of Time Series Data. The picture shows how the data matrix
(on top) would be analysed by classical biclustering approaches (left), and how dedicated
Time-Series biclustering approaches retrieve the desired information (right).
Although OOB algorithm was not designed to retrieve biclusters of a preferred
size or to analyse temporal series, by introducing a novel set of factors, such tasks
can be performed by OOB (provided that the update rules of the max-sum mes-
sages can be computed efficiently). To devise this advanced models we resort to a
recent class of factors widely known in literature as Tractable Higher Order Poten-
tials (THOP) [123]. With the term THOP we refer to a group of factors/constraints
adoptable in binary models and for whom the Max-Sum update rules can be ef-
ficiently derived [41, 123]. Given a set of binary variables x, there exist two big
classes of THOPs: cardinality potential and order based potentials. Briefly, car-
dinality potentials concern functions assuming different values on the basis of the
number of the active variables (variables in x which are set to 1). Whereas order
based potentials involve functions assuming different values based on the position
of the active variables [123].
Preferred Size Model
In this case we resort to a class of THOP known as cardinality potentials. Given a
set of binary variables x = (x1, x2, . . . , xl), cardinality potentials allow the user to
guide the solution to be of a preferred size (i.e. the number of ones in x). Such fea-
ture can be exploited in various contexts (e.g., market segmentation where market
budget could be fixed [33]). These potentials can be specified in different manners
depending on the problem to solve:∑
i
xi = k,
∑
i
xi 6= k,
∑
i
xi > k,
∑
i
xi < k
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Figure 4-11: OOB model with the introduction of the preferred-size factor
with k ∈ N. Here we describe the general representation from which the more spe-
cific ones can be derived. The cardinality potential we present is a functionQ : N→
R, assigning a certain score to each possible cardinality value in {0, 1, 2, . . . , l}, in
this context we refer to cardinality as the sum of the active variables.
We thus insert a novel type of factors: CP . Such factors contribute to the global
objective function described in Eq. 4.16, by increasing its value for solution having
preferred size dimensions. Hence a CP factor on x is defined as
CP = Q(
∑
i
xi) (4.19)
whereQ is the above defined function. By setting the scores ofQ in correspondence
of the interested size, we can encourage solutions of that dimension. For example,
if we want to encourage the solution to have exactly k columns, we just need to set
an high score for Q(
∑
i xi) = k and apply the CP factor to each row of the model.
The introduction of such factors leads to the model described in Fig. 4-11.
Regarding messages updates for this novel factor, as illustrated in Sec. 4.3.2,
messages going from variables to functions are easy to handle since they involve
only summations. Specifically, referring to Equation 3.14, a particular message piij
(going from variable cij to factor CPi) can be computed as the summation of all the
incoming messages in cij except for χij obtaining:
piij =
m∑
k=1
ηkij +
(n,m)∑
tk=(1,1)
σtkij + αij (4.20)
For the messages going from factors to variables the computation is slightly
more complex since different steps are needed. Exploiting the cardinality potentials
described in [123], we obtain the procedure shown in Algorithm 1.
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Algorithm 1 Computation of the χijmessages
Require: Incoming messages pii:.
1: Sort pii: in descending order obtaining pii∗b where i
∗
b is the index of the incoming
message with bth largest value
2: for z ∈ {0, . . . , N} do
3: u−1(z) =
∑z
z′=1
[
pii∗
z′
+Q(z′ − 1)
]
4: u0(z) =
∑z
z′=0
[
pii∗
z′
+Q(z′)
]
5: u1(z) =
∑z−1
z′=0
[
pii∗
z′
+Q(z′ + 1)
]
6: end for
7: for z ∈ {0, . . . , N} do
8: sL1 (z) = maxz′∈{0,...,z} c1(z
′)
9: sR−1(z) = maxz′∈{z,...,N} c−1(z
′)
10: sL0 (z) = maxz′∈{0,...,z} c0(z
′)
11: sR0 (z) = maxz′∈{z,...,N} c0(z
′)
12: end for
13: χij(0) = max
[
sL0 (r(j)− 1), sR−1(r(j) + 1)
]
14: χij(1) = max
[
sL1 (r(j)− 1), sR0 (r(j) + 1)
]
15: χij = χij(1)− χij(0)
To actually plug in the novel factors in the OOB model we need to introduce
some slight modifications in the messages previously derived. By observing Equa-
tions 3.13 and 3.14, it is straightforward that only messages going from variables to
factors are affected by these modifications; which simply involve the introduction
of χ messages in the respective summation.
This variant of the OOB algorithm has been preliminary tested on synthetic
examples. However we are planning to assess its performances on real scenarios in
the real near future.
Time Series Model
As depicted in Fig. 4-10, the analysis of time-series cannot be performed with clas-
sical biclustering approaches. This is due to temporal relationship holding between
consecutive columns (or rows).
To introduce such information in the model we resort to another THOP called
convex set potential [123]. This potential, belonging to the group of order based
potentials, defines an hard constraints enforcing the set of active variables to be a
convex set (i.e., a set of ones without zeros in between). This potential reflects our
need in obtaining solution involving continuous columns (or rows). Given a set of
variable binary variables x, we define the Time-Series constraint TS as a convex-set
potential. Assuming that the columns of data matrix A represent the experimental
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Figure 4-12: Biclustering Factor Graph for Time-Series dataset
conditions, if we apply such constraint on each row of C the solution is enforced
to have contiguous columns and hence to contain a time-series bicluster. Thus, we
define the Time Series constraint as:
TSi(ci1, . . . , cim) =

0 if ones in [ci1, . . . , cim]
form a contiguous subset
−∞ otherwise;
and by applying one of this for each row, we force the solution to have contigu-
ous columns. Figure 4-12 represents the time-series model.
Concerning messages updates, as for the preferred-size model, the messages
from variables to functions involve the summation of all the messages incoming in
cij except for ρij; whereas basic messages will include ρij , as follow:
ψtkij =
∑
tˆk
σtˆkij +
∑
k
ηkij + αij + ρij.
βkij =
∑
kˆ
ηkˆij +
∑
tk
σtkij + αij + ρij.
Whereas the message going from a factor node TSi to a variable node cij can
be computed as follows:
ρij =MS(c1:j−1, cj−1 = 1) +MS(cj+1:N , cj+1 = 1)+
−max (MS(c1:j−1),MS(cj+1:N)) .
Considering ρ messages provided by each variable as weights, MS(c1:j−1, cj−1 =
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1) is a function retrieving the maximum weighted contiguous subsequence in the
subset {c1, . . . , cj−1} and forcing cj−1 to be equal to 1 (if the second part is missing,
no variables are constrained).
As for the preferred-size model, to actually plug in the Time-Series factors, we
need to introduce ρ messages in the summations concerning messages going from
variables to previously defined factors.
Note that the usage of such factors is not exclusive, hence we can obtain other
models where both of them are included allowing us to obtain more specific solu-
tions which are contiguous and, preferably, of a given size.
The Time series Factor Graph has been preliminary tested on a real gene expres-
sion dataset to assess its performances. The results are presented in what follows.
Experiments In this case we adopt the Cho et al yeast cell-cycle dataset [23].
The dataset is composed by a matrix where 6457 genes have been sampled in 17
consecutive time steps with an interval of 10 minutes.
Also in this situation the bottleneck in the practical usage is represented by
the space complexity required by the model. Hence, as previously proposed, we
run the algorithm on randomly extracted sub-matrices where about 120 rows have
been selected. First, to reduce the matrix dimensionality we applied a variance-
based gene selection, as already adopted in relevant literature [10, 113]. Each row
of the obtained matrix have been then rescaled such that the 2-sigma interval lies
in [0, 1], and missing values have been recovered using the method proposed in
[130]. We retrieve one temporal bicluster from each sub-matrix. As suggested
by results on synthetic datasets, the approach has been executed with parameter
w equal to 0.0625. The introduction of Time-Series factors does not affect the
Max-Sum convergence nor the execution time required. We keep all the obtained
temporal bicluster and we assess their quality with the following evaluation criteria:
1. Mean Square Residue (MSR) - introduced in [20] it assess the fluctuation of
expression level for all rows in the bicluster. The smaller the MSR, the higher
the correlation. Given a bicluster ATK , the MSR is computed as
MSR(TK) =
1
|T ||K|
∑
t∈T
∑
k∈K
(atk − aTk − atK + aTK)2
where aTk is the mean of the kth column in the bicluster, atK is the mean of
the tth row in the bicluster, and aTK is the mean of the whole bicluster.
2. Gene Ontology (GO) terms - as expressed in previous sections, GO terms
are a fundamental qualitative information that highlights whether the genes
contained in a certain bicluster are biologically related or not. The GO en-
richment analysis have been performed via the GOstat online application8 [6]
8http://gostat.wehi.edu.au/
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ID #Rows #Cols (first-last) MSR GO-Terms
1 20 3 (14 - 16) 0.0017
GO:0065008
GO:0022890
2 18 4 (12 - 15) 0.0011
GO:0042254
GO:0022613
3 18 3 (14 - 16) 0.0007
GO:0009063
GO:0044270
4 17 4 (6 - 9) 0.0015
GO:0005515
GO:0051649
5 17 4 (6 - 9) 0.0015
GO:0008202
GO:0016125
6 17 3 (11 - 13) 0.0008
GO:0065008
GO:0022890
7 17 3 (6 - 8) 0.0013
GO:0031974
GO:0043233
8 16 3 (3 - 5) 0.0005
GO:0031980
GO:0005759
9 16 3 (7 - 9) 0.0016
GO:0016020
GO:0031090
10 16 3 (4 - 6) 0.0017
GO:0005730
GO:0015078
Table 4.3: Top 10 largest Biclusters obtained by the proposed approach on the yeast
dataset.
setting as p-value threshold 0.05.
Table 4.3 reports the results concerning the top 10 largest biclusters, showing for
each bicluster: the number of rows composing the bicluster, the columns interval
selected, the MSR and the top 2 GO terms according to the p-value and number
of genes involved. It can be seen by the MSR that the retrieved biclusters present
high coherence (in [19] authors adopt 300 as threshold for the MSR). Furthermore,
it can be seen by the GO terms column that every bicluster contains genes involved
in the same biological processes; in fact for every bicluster we can retrieve at least
2 GO terms with p-value below 0.05. Surely it would be interesting to compare
this approach with other state-of-the-art techniques such as [82, 144, 150], however
with these preliminary results we want to demonstrate that the extension of FG
based approaches to time-series dataset is sound and, moreover, it provides accurate
and biologically meaningful solutions. To make results comparable with current
state-of-the-art a first step could be trying to merge the results thus increasing the
biclusters size. A possible solution can be similar to the one exploited in Sec. 4.2: i)
given the set of biclusters previously obtained, merge all the rows of the biclusters
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ID #Rows #Cols (first-last) MSR GO-Terms
11 38 3 (14 - 16) 0.0013
GO:0005737
GO:0022890
12 57 4 (6 - 9) 0.0015
GO:0044425
GO:0005515
Table 4.4: Result of merged biclusters. Highlighted in bold a GO term that was not en-
riched in basic results, this GO term involve 31 of the 38 genes in the bicluster.
sharing the same column subset; ii) then evaluate the FG objective function for each
novel bicluster and, if the value is bigger then the sum of the previous ones, replace
them.
Table 4.4 presents the characteristics of two biclusters obtained with the heuris-
tic just described. Although the biclusters size are two/three times bigger than the
one presented in 4.3, the MSR of the retrieved biclusters is similar. This suggests
that the proposed approach would provide accurate solution also on bigger data
matrices. Moreover grouping the results allows to retrieve different and more in-
formative GO terms: specifically in the GO term highlighted in bold 31 of the 38
selected genes are involved in the same biological processes.
4.5 Conclusions and Future Works
In this chapter we presented the Factor Graph based approaches we devised to face
the biclustering problem. In this context we produced the following contributions:
1. we devised a preliminar algorithm trying to extend what proposed in AP to
the biclustering context. We thus designed the BAP model where we propose
an exemplar based grouping of the entries; this is possible by introducing
a novel constraint ensuring groups of entries to be biclusters (i.e., having
rectangular shapes). We reformulated the model linearly and we solved it
optimally exploiting Linear Programming techniques. Results suggested that
investigating the usage of binary variables in FG approaches could lead to
more efficient and effective models.
2. We thus reformulate the biclustering problem as the iterative search of one bi-
cluster at a time. This is the basis concept of the OOB approach. We devised
this model as the iterative search of the biggest and most coherent biclusters.
Thus there are two opposite forces (sum of the entries and incoherence) reg-
ulating the bicluster composition. We also reformulate the biclustering con-
straint. The devised model allowed us to analytically derive efficient Max-
Sum update rules. We thus obtained a compact and efficient model. Results
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show the OOB favourably compares with the relevant state-of-the-art on both
synthetic and real datasets.
3. The designing of the OOB approach led to an important step forward con-
cerning the scalability issue highlighted in previous FG based techniques for
biclustering; passing from 10× 10 analysed matrices up to 50× 50 matrices.
4. We derived other two OOB variants by exploiting THOPs: a particular set of
factors whose message update rules can be computed efficiently. The novel
factors allowed us to retrieve preferred size constraint and to analyse Time
Series dataset. These extensions do not affect the complexity (in both time
and space) of the original OOB model. The principal objective of such ex-
tensions was to provide guidelines on how a Factor Graph model can be spe-
cialized/generalized by introducing/removing novel factors.
5. Finally, we experimentally tested the Time-Series approach on a real gene
expression time series dataset. In this context, preliminary results suggest
that FG based approaches are persistent to the introduction of novel factors;
and in this specific case, the model can provide coherent and biologically
significant solutions.
Although OOB provides a more scalable algorithm, the scalability problem is
still far from being solved. An interesting study in this direction concerns the inves-
tigation of integer variables (instead of binary), even though is much more difficult
to obtain efficient Max-Sum messages update rules. For this reason, it could be
also interesting to investigate the existence of particular factors (based on integer
variables) whose Max-Sum update rules could be computed efficiently (similarly to
what done with THOPS in the case of binary variables). Other research directions
may concern the investigation of the devised approaches (OOB and its extensions)
in other scenarios (biological or not); with particular dedication to the differences
between the preferred size model and the original OOB:
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Chapter 5
Bayesian Network approaches for
Biclustering
Previous chapter presented the Factor Graph based approaches for the biclustering
problem. In this Chapter we introduce the devised Bayesian Networks approaches
relying on Matrix Factorization concepts. Thus, we first present the relevant state-
of-the-art concerning probabilistic matrix factorization and biclustering. Then we
describe our novel model exploiting Bayesian Network and the EM algorithm to
solve the biclustering problem. Finally, we introduce an extension allowing to ex-
ploit prior-knowledge to improve the results.
5.1 Biclustering and Sparse Low-Rank Factorization
As widely discussed in Sec. 2.2, several different approaches have been proposed
for biclustering, and most of them can be divided into four main classes [98]: corre-
lation maximization methods, variance minimization methods, two-way clustering
methods and probabilistic/generative methods.
Among these techniques a recent trend of approaches exploits tools deriving
from the Matrix Factorization scenario [51,59,79,94,105,108,134,137,147]. Typ-
ically, a matrix factorization aims at approximating a given data-matrix through the
multiplications of other matrices. The obtained matrices can provide novel infor-
mation concerning the values distribution inside the original data matrix. A no-
torious example of a matrix factorization technique is represented by the Singular
Value Decomposition (SVD) algorithm [50] where the data matrix D is decom-
posed by the product of three matrices D = USV T [50]: in this case, considering
the matrices DDT and DTD, the matrix S provides their eigenvalues (which are
the same), whereas the eigenvectors are stored in the rows of matrix U (in one
case) and in the columns of matrix V T (in the other case). Specifically for the bi-
clustering context, recently non-negative tri-factorization techniques have been pre-
sented [79, 137, 147]; however, in what follows we do not discuss such algorithms,
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since they do not involve a probabilistic representation of the problem.
Although probabilistic approaches tend to be computational heavy, they offer
several advantages. The underlying generative model, as discussed in Sec. 3.2, can
be used to generate synthetic data, which when compared with real data, allows
assessing the validity of the model. Moreover, probabilistic inference provides esti-
mates of the confidence/uncertainty level of the obtained estimates. Different prob-
abilistic approaches to biclustering have been proposed, ranging from methods that
use graph-based models [121] to Gibbs sampling [115] and Markov chains [110].
Concerning probabilistic approaches for biclustering adopting matrix factorization,
most of them rely on what are known as latent block models [51,94,105,108,134].
Latent block models approaches are probabilistic techniques, often solved through
the EM algorithm, where the goal is to simultaneously rearrange rows and columns
of a data matrix into groups of similar response patterns. The common assumption
made by these models is that each row or column belongs exclusively to only one
row or column group. Thus the data matrix, in this case, is divided into exhaustive
and non overlapping biclusters containing similar patterns.
In contrast to what presented by previously mentioned methods, we present
a probabilistic model where matrix factorization concepts are exploited to obtain
(possibly) overlapping biclusters that do not represent an exhaustive partition of the
original data-matrix.
5.1.1 Biclustering via Sparse Low-Rank Matrix Factorization
(SLRMF)
In this section we present the connections between biclustering and sparse low-
rank matrix factorization. Firstly, for clarity purposes, we need to introduce some
notation that could slightly differ from the one presented in Sec. 2.2.
Notation: in what follows we refer to matrices using capital letters (e.g., D, V, Z),
to vectors with lower-case letters (e.g., d, v, z), and to matrix/vector elements using
subscripts (e.g., the entry (i, j) of matrix D is dij and the component p of vector
d is dp). The so-called “vec” operator (vectorization) takes a matrix argument and
returns a vector with the matrix elements stacked column by column. The reverse
operation is denoted vec−1 (i.e., such that vec−1
(
vec(D)
)
= D). A pair of useful
equalities concerning the vec operator are
vec(AB) = (I ⊗ A)vec(B) = (BT ⊗ I)vec(A), (5.1)
where I is an identity matrix of adequate dimensions and⊗ is the Kronecker matrix
product [84]. Finally, given some matrix A, ‖A‖F denotes its Frobenius norm,
which is the Euclidean norm of its vectorization: ‖A‖F = ‖vec(A)‖2.
We have described in Sec.2.2 that there exist different adoptable coherence cri-
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teria usable to solve the biclustering problem; among them one possible choice is
that entries belonging to the same bicluster should have a similar value, significantly
different from the other entries of the matrix. For example, a data matrix containing
one bicluster with rows T = {1, 2} and columns K = {1, 2} may look like
D =

10 10 0 0
10 10 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 .
From an algebraic point of view, this matrix can be represented by the outer product
D = vzT of the vectors
v =

5
5
0
0
0
0
 and z =

2
2
0
0
 .
Whereas in the case of a matrix with two biclusters with T1 = {1, 2}, T2 = {5, 6},
K1 = {1, 2} and K2 = {3, 4}, as in
D =

10 10 0 0
10 10 0 0
0 0 0 0
0 0 0 0
0 0 7 7
0 0 7 7
 .
such matrix can be represented by the outer product D = V ZT where
v1 =

5
5
0
0
0
0
 , z1 =

2
2
0
0
 , v2 =

0
0
0
0
1
1
 , z2 =

0
0
7
7
 ,
V = [v1, v2] and Z = [z1, z2]T .
In what follows we refer to v vectors as prototypes and to z vectors as factors. Note
that by observing the prototypes in V and the factors in Z we can obtain informa-
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tion about the biclusters positions and their values. Furthermore, the connection
between biclustering and sparse low-rank matrix factorization can be evidenced by
observing that the factorization of the original data matrix shows that it has rank no
larger than the number of biclusters (usually much lower than the number of rows
or columns). Therefore the matrix is low-rank. Moreover, if the size of the matrix
D is much bigger than the bicluster size (as it is typically the case in many appli-
cations), the resulting prototype and factor vectors should be composed mostly by
zeros (i.e., the prototypes and factors should be sparse).
Generalizing to p biclusters, we can formulate the biclustering problem as the
decomposition of a given data matrix A as the sum of k outer products,
D =
k∑
i=1
viz
T
i = V Z, (5.2)
where V = [v1, . . . , vk] ∈ Rn×k and Z = [z1, . . . , zk]T ∈ Rk×m.
5.1.2 Biclustering via Probabilistic SLRMF
As mentioned in the previous Section, probabilistic approaches provide several ad-
vantages: for instance the possibility to couple a confidence level to the obtained es-
timates. Other probabilistic approaches have been proposed exploiting matrix fac-
torization, among these the Factor Analysis for BIclustering Acquisition (FABIA)
algorithm [59] represents some interesting features, and it is discussed in what fol-
lows.
FABIA is a generative model for biclustering based on factor analysis [59]. The
model proposed to decompose the data matrix is obtained by adding noise to the
strict low rank decomposition in (5.2),
D =
k∑
i=1
viz
T
i + Y = V Z + Y, (5.3)
where matrix Y ∈ Rn×m accounts for random noise or perturbations, assumed to
be zero-mean Gaussian with a diagonal covariance matrix. As mentioned above the
protoypes vi in V and factors zTi in Z should be sparse. To induce sparsity, FABIA
uses two type of priors: (i) an independent Laplacian prior, and (ii) a prior distribu-
tion that is non-zero only in region where prototypes are sparse. In this latter case a
parameter spL is introduced, and the points whose prior distribution is below spL
are set to zero. However, this model formulation leads to an analytically intractable
likelihood, whose integral cannot be derived. This prevents the derivation of ex-
act forms for the steps of the EM algorithm. In particular, as presented in Chap.
3, FABIA authors estimate the parameters resorting to a Variational EM [59], thus
approximating the integral in the derivation of the Q function. Another important
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drawback of FABIA is the fact that there is not an explicit information about bi-
clusters membership. In fact, to obtain such information, authors of FABIA adopt a
downstream procedure involving two thresholds (one for the prototypes and one for
the factors) [59]. Although authors propose an automatic setting of such thresholds,
this suppose to know the percentage of rows/columns that will (on average) belong
to a bicluster.
In the next section we present the approach we devised to overcome the FABIA
drawbacks.
5.2 Spike and Slab Biclustering
As previously discussed, FABIA presents two main drawbacks: i) the prior distri-
bution adopted led to the usage of Variational EM; ii) the bicluster memberships
are recovered exploiting thresholds. In what follows we present our method which
overcomes both.
Similarly to FABIA, our method involves two main ingredients:
1. the data matrix is approximated by a low rank matrix; in particular, each bi-
cluster has rank 1 and corresponds to the outer multiplication of two vectors,
with the data matrix being modeled as the sum of a collection of such rank-1
products (i.e., biclusters).
2. the vectors that correspond to each bicluster are expected to be sparse; in fact,
most data matrices adopted in the biclustering scenario have a large number
of rows/columns (i.e., thousands by hundreds, in gene expression data) and
the biclusters typically involve only small portions thereof.
Since, in practice, no matrix of real data is exactly low rank, as in FABIA we
model deviations from the low rank assumption as a Gaussian perturbation added
to the underlying low-rank matrix. Furthermore, in order to enforce sparsity on the
factors, we propose to use a Spike and Slab prior.
In contrast with FABIA, the proposed formulation leads to a computationally
tractable likelihood, allowing us to estimate the proposed generative model param-
eters through an instance of the expectation-maximization (EM) algorithm. Before
describing the approach, we introduce the prior distribution adopted: the so called
Spike and Slab prior.
5.2.1 Spike and Slab prior
The original Spike and Slab model was proposed by Mitchell and Beauchamp [90]
for variable selection in linear regression. It was later generalized and adopted by
many authors as a general purpose sparsity-inducing prior [63]. In its basic form,
the spike and slab is a univariate prior composed by the mixture of two zero-mean
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Figure 5-1: Example of spike and slab prior distribution. The figure shows how the two
Gaussian distributions describe a sparse set of samples. The low variance Gaussian G2 =
N (0, 0.1) describes nearly zero samples, while the large variance Gaussian G1 = N (0, 1)
models large magnitude values.
Gaussian distributions: one with very small variance, modeling a high probability
of nearly zero values, and another one with large variance, which models the pres-
ence of large values. Under this density, both very large and very small (nearly
zero) samples have high likelihood, something that is not possible under a single
Gaussian. An illustration of a Spike and Slab prior is shown in Figure5-1. To gener-
ate a point from such model we randomly select (with a certain probability) one of
the two Gaussians, and then obtain a sample from the chosen distribution. The idea
is that: sampling from the Gaussian with small variance we obtain background val-
ues; whereas sampling from the Gaussian with large variance we obtain foreground
values.
Formally, for a given one dimensional point x, the spike and slab prior has the
form
P(x|α, τ1, τ2) = αN (x|0, τ 21 ) + (1− α)N (x|0, τ 22 ) (5.4)
with τ2≪ τ1, parameter 0 ≤ α ≤ 1 regulates the sparsity degree, and N (x|µ, σ2)
denotes a Gaussian density mean µ and variance σ2, computed at x.
Note that (5.4) is equivalent to the following two-stage model
P(x|h, τ1, τ2) = N (x|0, τ 21 )hN (x|0, τ 22 )(1−h), (5.5)
P(h|α) = αh(1− α)1−h, (5.6)
where h is a (not observed, or latent) binary variable following a Bernoulli distribu-
tion of parameter α. The mixture in Eq. 5.4 results from marginalizing this model
with respect to h.
5.2.2 The SSBi Model
Formalising the above-mentioned ingredients, we can define the Spike and Slab
BIclustering (SSBi) approach as follows:
1. the data matrix D ∈ Rn×m is modeled as in FABIA, i.e., with a Gaussian
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Figure 5-2: The Bayesian Network of the proposed spike and slab biclustering. The cor-
responding conditionals are given by Equations (5.7), (5.8), (5.9), (5.10), and (5.11).
distribution having the product V Z as mean (with V ∈ Rn×k, Z ∈ Rk×m, and
k represents the number of biclusters to retrieve) and σ as standard deviation
(representing the approximation noise). This part provides the “low-rank”
assumption, since the approximation matrix has rank k, at maximum.
2. the prototype and factor matrices (i.e., V and Z) are sparse, and we adopt a
spike and slab prior to induce that feature.
The Bayesian Network describing the proposed approach (which is sketched in
Figure 5-2) is formally defined as follows:
• Given the product V Z, the entries of the data matrix D are i.i.d. Gaussian
with variance σ2:
P(D|V, Z, σ2) = N (D|V Z, σ2I) (5.7)
=
n∏
i=1
m∏
j=1
N (dij|(V Z)ij, σ2).
• The entries of V follow a spike and slab prior with variances τ 21 and τ 22 (such
that τ 21  τ 22 ),
P(V |H, τ1, τ2) =
n∏
i=1
k∏
j=1
N (vij|0, τ 21 )hijN (vij|0, τ 22 )1−hij (5.8)
where the binary latent variables in matrix H follow a Bernoulli distribution
of parameter α1,
P(H|α1) =
n∏
i=1
k∏
j=1
α
hij
1 (1− α1)1−hij . (5.9)
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• The entries of Z also follow a spike and slab prior, with variances ρ21 and ρ22
(such that ρ21  ρ22),
P(Z|G, ρ1, ρ2) =
k∏
i=1
m∏
j=1
N (zij|0, ρ21)gijN (zij|0, ρ22)1−gij (5.10)
where the binary latent variables in matrix G follow a Bernoulli distribution
of parameter α2,
P(G|α2) =
k∏
i=1
m∏
j=1
α
gij
2 (1− α1)1−gij . (5.11)
Intuitively α1 and α2 regulate the sparsity degree in each prototype and factor vector
or, equivalently, the biclusters dimensions on rows and columns respectively. The
standard deviations τ1, τ2, ρ1 and ρ2 regulate the value ranges.
The joint distribution of all the variables and parameters involved in this model
can now be written as
P(D, V, Z,H,G, σ, τ1, τ2, ρ1, ρ2, α1, α2)
= P(D|V, Z, σ2)P(V |H, τ1, τ2)P(Z|G, ρ1, ρ2)P(H|α1)P(G|α2)
P(σ, τ1, τ2, ρ1, ρ2, α1, α2), (5.12)
where P(τ1, τ2, ρ1, ρ2, α1, α2) is a prior on the model parameters. In this paper, we
consider this prior to be flat, that is, we seek maximum likelihood (ML) estimates
thereof.
Finally, notice that this model may be easily extended to the case where each
bicluster has its own parameter set (the spike and slab variances and mixing proba-
bility), rather than being assumed the same for all the biclusters. However, to keep
the notation simpler, we will proceed with the simpler version that we have just
introduced.
5.2.3 Parameter Estimation
With the proposed approach we aim at retrieving k biclusters from a given data
matrix D exploiting the devised Bayesian Network in Fig. 5-2. Hence we estimate
the model parameters τ1, τ2, ρ1, ρ2, α1, α2, and σ resorting to the EM algorithm pre-
sented in Sec. 3.2.1. We want to remark that computing the expectation yielding the
Q-function may not be trivial in general, as it may involve intractable integration,
as in the case of the FABIA model [59].
Concerning the unobserved V, Z,H, and G, we have the choice of marginaliz-
ing them out, which can be done via the EM algorithm by treating them as latent
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variables, or maximizing with respect to them, which corresponds to seeing them
as parameters rather than latent variables. Inspired by [37], and in order to obtain
a simpler E-Step, we treat H and G as hidden variables, but V and Z as unknown
parameters to be estimated along with τ1, τ2, ρ1, ρ2, α1, α2, and σ. We could also
treat H and G as parameters; however, since these are matrices of binary vari-
ables, maximize with respect to them would correspond to taking hard decisions,
which may have a strong influence in the whole optimization procedure. On the
other hand, V and Z are matrices of real-valued entries, thus estimating them has
a smoother/weaker influence in the estimates of the other quantities. For these rea-
sons, we define V and Z as parameters, and H and G as hidden variables.
In what follows, we present the form that the E-step and the M-step take in the
proposed SSBi model.
The E-Step
To keep the notation more compact, we denote the complete set of parameters as
θ = {V, Z, σ2, α1, α2, τ1, τ2, ρ1, ρ2}. Recall that the joint distribution of all the
variables and parameters is given in Eq. 5.12. With D observed and H and G as
latent, the Q function (needed for the EM) is obtained by computing
Q(θ, θˆ(t)) = EH,G
[
logP(D,H,G, θ)∣∣θˆ(t), D].
After some simple but long and tedious analytic manipulations, and dropping
any terms that do not depend on θ, we obtain the following closed-form expression:
Q(θ, θˆ(t)) = (5.13)
− nm
2
log(σ2)− ||D − V Z||
2
2σ2
− ||H
(t)||F
2
log(τ21 )−
||1−H(t)||F
2
log(τ22 )
− ||G
(t)||F
2
log(ρ21)−
||1−G(t)||F
2
log(ρ22)
− 1
2
vTH
(t)
v − 1
2
zTG
(t)
z
+
( nk∑
p=1
h
(t)
p
)
log
( α1
1− α1
)
+ nk log(1− α1)
+
( km∑
j=1
g
(t)
j
)
log
( α2
1− α2
)
+ km log(1− α2)
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where v = vec(V ), z = vec(Z),
H
(t)
= diag
(h(t)1
τ 21
+
1− h(t)1
τ 22
, . . . ,
h
(t)
nk
τ 21
+
1− h(t)nk
τ 22
)
, (5.14)
G
(t)
= diag
(g(t)1
ρ21
+
1− g(t)1
ρ22
, . . . ,
g
(t)
km
ρ21
+
1− h(t)km
ρ22
)
, (5.15)
and, for p = 1, ..., nk, and j = 1, ..., km,
h
(t)
p =
α1N (vp|0, τ 21 )
α1N (vp|0, τ 21 ) + (1− α1)N (vp|0, τ 22 )
(5.16)
g
(t)
j =
α2N (zj|0, ρ21)
α2N (zj|0, ρ21) + (1− α2)N (zj|0, ρ22)
. (5.17)
The M-Step
In the M-step, the parameter estimates are updated by maximizing Q(θ, θˆ(t)) with
respect to θ. Examining the several terms in Eq. 5.13 reveals that there are two types
of problems: with respect to V and Z, we face a classic low-rank matrix factoriza-
tion problem, in the form proposed in [15]; for the other parameters, closed-form
updates can be obtained by equating the corresponding derivatives to zero.
Prototypes and Factors Considering only the terms in Q(θ, θˆ(t)) that depend on
V and Z, we have the following low-rank factorization problem,
arg min
V,Z
[ ||D − V Z||2F
2σ2
+
1
2
vTH
(t)
v +
1
2
zTG
(t)
z
]
. (5.18)
which is a generalization of the recently proposed unified model proposed in [15].
The generalization in Eq. 5.18 consists in taking weighted Frobenius norms, instead
of the plain Frobenius norm used in [15]; in fact, notice that vTSv (where v =
vec(V ) and S is some diagonal matrix) is simply the square of a weighted version
of the Frobenius norm: vTSv =
∑
i Siiv
2
i .
Inspired by the optimization method in [15], we tackle problem in Eq. 5.18
via the augmented Lagrangian method (ALM) [96], also known as the method of
multipliers (MM) [58, 106]. The first step is to re-write Eq. 5.18 as an equivalent
constrained problem, via a procedure known as variable splitting (i.e., introducing
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a new variable C to take the place of the low rank product V Z):
arg min
V,Z,C
[ ||D − C||2F
2σ2
+
1
2
vTH
(t)
v +
1
2
zTG
(t)
z
]
(5.19)
s.t. C = V Z.
For computational purposes, it is more convenient to write a fully vectorized version
of this problem; to that end (and as for v = vec(V ) and z = vec(Z)), we define
c = vec(C) and d = vec(D), leading to
arg min
v,z,c
[ ||d− c||22
2σ2
+
1
2
vTH
(t)
v +
1
2
zTG
(t)
z
]
(5.20)
s.t. c = (I ⊗ V )z,
where the constraint c = (I⊗V )z is equivalent to C = V Z (as is clear from (5.1)).
Notice that the constraint can also be written as c = (ZT ⊗I)v (as is also clear from
(5.1)). For later use, we define the two following matrices:
A(z) = (ZT ⊗ I) and B(v) = (I ⊗ V ). (5.21)
The augmented Lagrangian for problem Eq. 5.19 is obtained by adding a
quadratic penalty to the Lagrange function of problem Eq. 5.20,
Lρ(v, z, c, y) = ||d− c||
2
2σ2
+
1
2
vTHv +
1
2
zTGz +
ρ
2
||B(v)z − c||2 + yT (c−B(v)z), (5.22)
where y is the vector of Lagrange multipliers, ρ ≥ 0 is a parameter, and we have
written H = H
(t)
and G = G
(t)
to keep the notation lighter. Notice that the vector
B(v)z can also be equivalently written asA(z)v. The ALM proceeds by alternating
between minimizing Lρ(v, z, c, y) with respect to the variables v, z, c and updating
the Lagrange multipliers.
Unfortunately, Lρ(v, z, c, y) cannot be minimized in closed-form simultane-
ously with respect to v, z, c, thus we follow the approach in [15] and solve it by
a non-linear block Gauss-Seidel (NLBGS) method, i.e., we cycle through mini-
mizations with respect to v, z, and c, until some convergence criterion is satisfied,
taking advantage of the fact that each of these minimizations can be written in
closed form, simply by equating the corresponding gradients to zero. Letting the
iteration counter of NLBGS be s and denoting A(s) = A(z(s)) and B(s) = B(v(s)),
the resulting update expressions are (for s = 1, 2, ...)
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v(s+1) =
(
H + ρ
(
A(s)
)T
A(s)
)−1((
A(s)
)T
y + ρ
(
A(s)
)T
c(s)
)
(5.23)
z(s+1) =
(
G+ρ
(
B(s+1)
)T
B(s+1)
)−1((
B(s+1)
)T
y + ρ
(
B(s+1)
)T
c(s)
)
(5.24)
c(s+1) =
d− σ2y + ρB(s+1)z(s+1)
1 + σ2ρ
. (5.25)
In summary, the updated V (t+1) and Z(t+1), which are the solutions of problem
Eq. 5.18, are obtained by cycling through Eq. 5.23, Eq. 5.24, and Eq. 5.25, until
some convergence criterion is satisfied.
Other parameters The update of other parameters (τ 21 , τ 22 , ρ21, ρ22, σ, α1, α2) are
obtained by setting the corresponding partial derivatives ofQ(θ, θˆ(t)) to zero, yield-
ing the following expressions:
τ 21 =
(
vTHv
)
/‖H‖F (5.26)
τ 22 = v
T (1−H)v/‖1−H‖F (5.27)
ρ21 = z
TGz/‖G‖F (5.28)
ρ22 = z
T (1−G)z/‖1−G‖F (5.29)
α1 =
( nk∑
p=1
hp
)
/(nk) (5.30)
α2 =
( nk∑
p=1
gp
)
/(mk) (5.31)
σ2 = ‖D − V Z‖2F/(nm), (5.32)
where we have omitted the iteration counter superscript (·)(t), to keep the notation
lighter.
The Complete Algorithm
The final complete algorithm obtained by putting together the E-step and M-step
derived in the previous subsections is presented in Algorithm 2. Some comments
and explanations about the algorithm are in order, and are presented in the next few
paragraphs.
Initialization is carried out in lines 1 and 2, where TSVD(k) stands for the k-
truncated singular value decomposition, which corresponds to computing the SVD
of D and keeping only the left and right singular vectors corresponding to the k
largest singular values (this is known to correspond to the best rank k approxima-
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tion of D in the Frobenious norm sense). The other parameters are initialized as
follows: σ2 is initialized according to Eq. 5.32, using the initial V and Z; α1 and
α2 are initialized to 1/2; finally, the spike and slab variances τ 21 and ρ
2
1 are initial-
ized as the standard deviation of V and Z respectively, and τ 22 and ρ
2
2 are set to
one tenth of τ 21 and ρ
2
1. Line 5 corresponds to the E-step of the EM algorithm, as
explained in Subsection 5.2.3. Lines 6, 7, and 8 are the initialization of the ALM
method described in Subsection 5.2.3. The inner loop of the NLBGS algorithm that
implements the update step (with respect to v, z, and c) of ALM is implemented in
lines 10–16; the update of the Lagrange multipliers y is implemented in line 17. As
in [15], the ALM parameter ρ is increased at each interation, by multiplying it by
µ = 1.05 in line 18. Finally the remaining model parameter estimates are updated
according to Eq. 5.26–Eq. 5.32, in line 20, completing the M-step.
It is important to stress that the SSBi model and the SSBiEM algorithm herein
presented can be trivially generalized to the case where each bicluster has its own
spike and slab parameters; instead of a common set τ 21 , τ
2
2 , ρ
2
1, ρ
2
2, α1, α2, each bi-
cluster (i.e., each of the k rows of V and columns of Z) will have its own set
of parameters, resulting in a more complicated (but essentially equivalent) set of
update equations. To keep the notation simpler, we abstained from presenting that
more general version of the model and algorithm, but it was used in the experiments
reported below.
Since the complete algorithm includes 3 nested loops (EM, ALM, NLBGS),
it involves three stopping criteria (lines 4, 9, and 10). The EM stopping criterion
is based on the relative change of the log-likelihood function falling below some
threshold. The ALM iterations stop when the relative change in the Lagrange mul-
tiplier vector y is less than a threshold. Finally, the inner NLBGS loop is stopped
when the maximum of relative changes in the involved variables is below a thresh-
old.
Of course, the EM algorithm obtained involves an approximate M-Step (hence
providing a Generalized EM algorithm) where an iterative procedure minimizes a
highly non-convex function, thus there are no formal guarantees of convergence
and the results may depend on the initialization. However, in all the experiments
discussed in the following section, SSBiEM converged to an effective solution.
5.2.4 Experimental Evaluation
In this Section, the SSBiEM algorithm1 is experimentally evaluated on both syn-
thetic and real datasets.
1 SSBiEM is available as Matlab function (.m) at https://github.com/emme-di/SSBiEM/
85
Algorithm 2 SSBiEM
Require: Data matrix D, number of biclusters k.
1: Initialize V, Z using TSVD(k)
2: Initialize τ 21 , τ
2
2 , ρ
2
1, ρ
2
2, α1, α2, σ
2 (see text)
3: Initialize v ← vec(V ) and z ← vec(Z)
4: while EM not converged do
E-Step:
5: compute H and G using (5.14), (5.15), (5.16), (5.17)
6: B ← I ⊗ V , where V ← vec−1(v)
7: A← ZT ⊗ I , where Z ← vec−1(z)
8: c← Bz
M-Step:
9: while ALM not converged do
10: while NLBGS not converged do
11: Update v according to (5.23)
12: B ← I ⊗ V , where V ← vec−1(v)
13: Update z according to (5.24)
14: A← ZT ⊗ I , where Z ← vec−1(z)
15: Update c according to (5.25)
16: end while
17: y ← y + ρ(c−Bz)
18: ρ← min(ρµ, 1020)
19: end while
20: update parameters according to (5.26)–(5.32)
21: end while
22: returnV, Z,H,G
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Synthetic Benchmark
To obtain a fair comparison and a clear perspective on the performance of SSBi
with respect to the FABIA approach, we carry out experiments on the synthetic
benchmark datasets proposed by authors of FABIA in [59], and adopt their evalu-
ation criteria. The dataset is composed by 100 matrices of dimension 1000 × 100,
simulating real world gene expression datasets. Each matrix contains 10 implanted
biclusters, generated with a multiplicative structure, where the positions and dimen-
sions were randomly chosen, thus we run SSBiEM with k = 10. For a given set
of true biclusters T and a set of retrieved biclusters B, the accuracy of B with the
following three steps [59]:
1. compute the Jaccard similarity coefficient J(t, b) of all the pairs (t, b) ∈ T ×
B; notice that J(t, b) ∈ [0, 1], with J(t, b) = 0, if t ∩ b = ∅, and J(t, b) = 1,
if t = b;
2. via the Kuhn–Munkres algorithm (a.k.a. the Hungarian algorithm [92]), as-
sign each bicluster in T to one in B, by maximizing the sum of the Jaccard
similarities of the assigned pairs;
3. divide the resulting assignment value by max{|T |, |B|}; the final result is a
quantity in [0, 1], which is equal to 1 if and only if B = T .
The results are shown in Table 5.1, where we compare SSBiEM with two ver-
sions of FABIA and with other state-of-the-art methods (the results of FABIA and
of the other methods are those reported in [59]). SSBiEM outperforms all the other
methods on this dataset, proving its effectiveness.
Real Dataset
The SSBiEM algorithm was also compared with other state-of-the-art methods on
real microarray gene expression data: therefore we chose the Breast Tumor dataset
where FABIA was among the worst according to results reported in [91]. Since
FABIA is the closest formulation to SSBi, we decided to test SSBi on a dataset
where FABIA does not perform well, to understand if the novelties introduced in
SSBi with respect to FABIA provide a significant improvement on the results.
As discussed in Chap. 4, the performances on gene expression matrices is as-
sessed by analyzing Gene Onthology (GO) terms [83, 91]. The analysis of these
terms is performed automatically using the FuncAssociate web-server.
As also commonly proposed in the literature [10, 114], we applied a variance-
based gene selection procedure to reduce the dataset dimensionality, keeping 2500
genes. For a fair comparison, in [91] the authors selected the same number of
biclusters for each method (40). For our algorithm, since the background of the data
matrix is not zero, we run the SSBiEM algorithm with the number of biclusters set
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Method Score References
SSBi 0.606
FABIAS 0.564 [59]
FABIA 0.478 [59]
MFSC 0.057 [60]
plaid ss 0.045 [78]
plaid ms 0.072 [78]
plaid ms 5 0.083 [78]
ISA 1 0.333 [61]
ISA 2 0.299 [61]
ISA 3 0.188 [61]
OPSM 0.012 [7]
SAMBA 0.006 [121]
xMOTIF 0.002 [93]
Bimax 0.004 [107]
Table 5.1: Synthetic Dataset Results. The table compares state-of-the-art ap-
proaches on the synthetic benchmark dataset proposed in [59]. Other approaches
results have been taken from [59].
to 41. This provides a bicluster that accounts for the background noise of the data
matrix, containing all the rows and columns thereof. In the end, that background
bicluster is discarded to obtain the pool of 40 biclusters needed to assess the method.
The results are shown in Table 5.2 (the scores of the other methods are those
reported in [91]). As can be seen by the table, SSBiEM reaches the results obtained
by the OOB method (described in the previous Chapter). This confirms both the
quality of the OOB approach, which we run on sub-matrices and then re-aggregate
the results; and the efficacy of SSBiEM in isolating significant biclusters. Com-
pared to FABIA, the proposed SSBiEM outperforms the results reported in [91].
Arguably, this is probably due the automatic estimation of the biclusters member-
ships. In fact, in FABIA to obtain high quality solutions it is crucial to accurately
set the thresholds (which decide the biclusters memberships); and this, starting from
the same factorization, can obviously lead to significantly different results.
5.3 Prior Knowledge Spike and Slab Biclustering
In this section we present an extension to the previously described SSBiEM al-
gorithm, allowing to include some prior knowledge in the model. In this context
the prior knowledge could derive from prior notions about relationships between
rows or between columns. In the clustering scenario there are situations – known
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Method Score (%) References
FABIA 55 [59]
ISA 63 [61]
Hierarc. 70 [117]
SAMBA 73 [121]
FLOC 85 [145]
OOB 87.5
SSBiEM 87.5
Table 5.2: Breast Tumor Dataset Results. The table shows the results on the real
Breast Tumor gene expression dataset taken from [91]. The GO results for the other
approaches have been taken from [91].
as Semi Supervised Clustering – where labels are completely absent, but there are
(usually pair-wise) relations that one wishes to enforce or encourage [37]. Such
semi-supervision information may be hard or soft; this later is clearly the most
natural formulation for cases where one wishes to encourage, not enforce, certain
relations. An obvious example is image segmentation, seen as clustering under a
spatial prior, where neighboring sites should be encouraged, but not constrained, to
belong to the same cluster/segment.
A similar reasoning can also be performed for biclustering. In microarray anal-
ysis, for instance, prior biological information could be exploited to improve the re-
sults obtained by classical biclustering algorithm (e.g., genes belonging to the same
biological process should be encouraged to be together). Thus, with this extension,
we present a way to encourage certain pair of rows and/or columns to belong to the
same bicluster.
One example where prior information has been exploited in a biclustering sce-
nario is provided by [103]. In this case authors assume that some a priori knowledge
is available regarding genes in a gene expression matrix. Such information is thus
exploited by introducing hard constraints between interested genes, thus forcing
certain genes to be in the same bicluster.
Differently from what proposed in [103], we aim at introducing soft pairwise
preferences in the model involving rows and columns separately. In more details, in
this extension we modify the probability definition of both prototypes and factors.
Considering the set of n rows of a given data matrix D ∈ Rn×m, our goal is to
modify the probabilistic assumption made for V by casting a novel matrix Sv ∈
Rn×n indicating the preferences for each couple of rows to belong to the same
bicluster. Similarly, the same procedure is adopted for the columns of the given
data matrix, defining Sz ∈ Rm×m which is cast in the probability definition of Z.
More formally, given the model described in the previous Section, one way to
achieve this is to multiply the corresponding probability function by another one
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that encourages this pair-wise grouping. Inspired by [37], we hence modify the
definition of V matrix in Sec. 5.2 by introducing a pairwise regularized Spike and
Slab prior obtaining:
P(V |H, τ1, τ2) = 1
Ξ
[
k∏
j=1
exp
(
−β
4
n∑
i=1
n∑
l=1
Svil(vij − vlj)2
)]
(
n∏
i=1
k∏
j=1
N (vij|0, τ 21 )hijN (vij|0, τ 22 )1−hij
)
=
1
Ξ
[
k∏
j=1
exp
(
−1
2
vTj ∆vvj
)]
(
n∏
i=1
k∏
j=1
N (vij|0, τ 21 )hijN (vij|0, τ 22 )1−hij
)
(5.33)
where vectors vj denotes the j-th column of matrix V and Svil = S
v
li ≥ 0 is the in-
tensity with which we want to encourage vij and vlj to be similar (thus encouraging
them to be in the same bicluster), ∆v is the n× n Laplacian matrix of a graph with
edge weights given by Svil,
∆v = β
(
diag
(
n∑
i=1
Sv1i, . . . ,
n∑
i=1
Svni
)
− Sv
)
, (5.34)
and Sv is the matrix with elements Svil. The parameter β is adopted to tune the
importance of the prior knowledge in the model. Of course, multiplying two prob-
ability density functions does not yield a valid probability density function, unless
one carries out normalization Ξ, but this normalization is irrelevant for our purpose.
Similarly for Z we obtain:
P(Z|G, ρ1, ρ2) = 1
Ξ
[
k∏
j=1
exp
(
−β
4
m∑
i=1
m∑
l=1
Szil(zij − zlj)2
)]
(
k∏
i=1
m∏
j=1
N (zij|0, ρ21)gijN (zij|0, ρ22)1−gij
)
=
1
Ξ
[
k∏
j=1
exp
(
−1
2
zTj ∆zzj
)]
(
k∏
i=1
m∏
j=1
N (zij|0, ρ21)gijN (zij|0, ρ22)1−gij
)
(5.35)
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Figure 5-3: The Bayesian Network of the Prior Knowledge Spike and Slab Biclustering.
where vectors zj denotes the j-th column of matrix Z and Szil = S
z
li ≥ 0 is the in-
tensity with which we want to encourage zij and zlj to be similar (thus encouraging
them to be in the same bicluster), ∆z is the m×m Laplacian matrix of a graph with
edge weights given by Svil,
∆z = β
(
diag
(
m∑
i=1
Sz1i, . . . ,
m∑
i=1
Szmi
)
− Sz
)
. (5.36)
and Sz is the matrix with elements Szil.
Graphically, the previously defined Bayesian networks presents the introduction
of two other parameters ∆v and ∆z as sketched in Fig. 5-3. The above mentioned
modifications slightly affect the parameter estimation process. Specifically, con-
cerning prototype and factors, the low rank factorization problem described by Eq.
5.18 is enriched by a sum between two matrices becoming:
arg min
V,Z
[ ||D − V Z||2F
2σ2
+
1
2
vT (H
(t)
+∆v)v +
1
2
zT (G
(t)
+∆z)z
]
. (5.37)
where ∆v = block-diag(∆v, . . . ,∆v) is an (nk)× (nk) block diagonal matrix with
k copies of the ∆v (the same holds for ∆z).
Compared to the problem presented in Eq. 5.18, if we call H = H
(t)
+ ∆v and
G = G
(t)
+ ∆z we obtain exactly the same problem:
arg min
V,Z
[ ||D − V Z||2F
2σ2
+
1
2
vTHv +
1
2
zTGz
]
. (5.38)
Thus, the passages to derive the iterative rules for the M-Step are exactly the same.
Hence, we just need to replace H in Eq. 5.23 with H
(t)
+ ∆v; and G in Eq. 5.24
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Figure 5-4: Example of the PKSSBi in action. By introducing the similarity Sz
on the columns, which contains high preferences only for nearby columns, and by
changing its importance through β we can obtain whatever desired solutions.
with G
(t)
+ ∆z, to obtain:
v(s+1) =
(
(H
(t)
+∆v) + ρ
(
A(s)
)T
A(s)
)−1((
A(s)
)T
y + ρ
(
A(s)
)T
c(s)
)
(5.39)
z(s+1) =
(
(G
(t)
+∆z)+ρ
(
B(s+1)
)T
B(s+1)
)−1((
B(s+1)
)T
y + ρ
(
B(s+1)
)T
c(s)
)
.
(5.40)
Figure 5-4 presents an intuitive example about the method dynamics: increasing β
raises the importance of the preferences stored in matrices Sv and Sz. An applica-
tion for this novel extension is presented in Sec. 6.2.
5.4 Conclusion and Future Works
In this Chapter we presented Bayesian Network models tackling the biclustering
problem from a Probabilistic Sparse Low-Rank Matrix Factorization (PSLRMF)
perspective. As previously stressed, sparsity plays a central role in these approaches;
due to the enormous dimension of dataset and the (possibly) reduced dimension of
biclusters. We thus proposed to induce sparsity in the devised Bayesian Network by
exploiting the so called Spike and Slab prior. The presented formulation allowed us
to retrieve analytically closed form rules for the EM algorithm, which we adopted
to estimate the model parameters. As expected, this technique is not affected by
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scalability problems of Factor Graph approaches. In more details, with respect to
FABIA, we showed that the introduction of the Spike and Slab prior allowed us to
automatically estimate the bicluster memberships. This information is crucial to
extract high quality solutions from the obtained matrix factorisation. We tested the
approach on both synthetic and real datasets demonstrating its effectiveness when
compared to FABIA or other state-of-the-art approaches. Furthermore we propose
an extension where prior knowledge can be encoded in the model to encourage par-
ticular rows/columns to belong to the same bicluster. In the short-term scenario,
future works in this context may concern the exploitation of model selection tech-
niques to automatically retrieve the natural number of biclusters. Particularly we
can exploit the probabilistic nature of the model; or we can adopt existing indexes
(such as BIC [109] or MDL [111]). Other interesting research directions may also
concern the modification of the PKSSBi algorithm. In fact, there are other scenar-
ios where prior information prevents certain rows/columns to belong to the same
biclusters. The first idea would be to set a negative preference for rows/columns in
the Sv/Sz matrices. However, due to the formulation of ∆v (Eq. 5.34) and ∆z (Eq.
5.36) this is not doable.
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Chapter 6
Applications
In this Chapter we show that biclustering can be exploited in a wide range of other
scenarios. We thus identified two suitable Computer Vision contexts where biclus-
tering have never been applied before: Multiple Structure Recognition problem and
Stable Region Correspondencesproblem.
Briefly, Multiple Structure Recognition aims at the aggregation of 3D points
in geometric structures which can help the “scene understanding”. In this context
the goal of biclustering concerns the identification of points in a given scene that
rely on the same, predefined, structures (i.e., points belonging to the same plane, as
represented in Fig. 6-1). On the other hand, given a couple of shapes, the problem
of Stable Region Correspondences aims at the individuation of regions in the two
shape that behave coherently (i.e., face portions in two different human shapes, as
depicted in Fig. 6-2). Next sections provide the details of how these problems
represent clear instances of the biclustering problem, and how we can exploit the
devised techniques to solve them.
6.1 Multiple Structure Recovery via Biclustering
The extraction of multiple models from noisy or outlier-contaminated data – a.k.a.
Multiple Structure Recovery (MSR) – is an important and challenging problem
that emerges in many Computer Vision applications [38, 55, 99, 127]. In more
details, MSR aims at retrieving parametric models from unstructured data in or-
der to organize and aggregate visual content in significant higher-level geometric
structures. This task is commonly found in many Computer Vision applications,
a typical example being 3D reconstruction, where MSR is employed either to es-
timate multiple rigid moving objects (to initialize multibody Structure from Mo-
tion [38,99]), or to produce intermediate geometric interpretations of reconstructed
3D point cloud [55, 127] (as depicted in Fig. 6-1).
Other instances include face clustering, body-pose estimation and video motion
segmentation. In all these scenarios the information of interest can be extracted
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Figure 6-1: Example of Multiple Structures Recovery problem. Different colors
refer to different structures, red points represent outliers not belonging to any struc-
ture.
Figure 6-2: Example of Stable Region Correspondences problem. The yellow
points behave similarly in the two different shapes.
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from the observed data and aggregated in suitable structures by estimating some
underlying geometric models, e.g. planar patches, homographies, fundamental ma-
trices or linear subspaces. Since measurement errors in visual data are almost un-
avoidable in common vision applications, MSR has to be robust to outliers, and in
addition, in order to handle with the presence of multiple structures in the the data
it has also to cope with pseudo-outliers.
More formally, to set a general context, let µ be a model e.g. lines, sub-
space, homography, fundamental matrices or other geometric primitives and X =
{x1, . . . , xn} be a finite set of n points, possibly corrupted by noise and outlier.
The problem of MSR consists in extracting k instances of µ – termed structures –
from the data, defining, at the same time, subsets Ci ⊂ X, i = 1, ..., such that all
points described by the i-th structures are aggregated in Ci . Often the models con-
sidered are parametric, i.e. the structures can be represented as vectors in a proper
parameter space.
6.1.1 Clustering Approaches for MSR
In this section we present the general taxonomy concerning clustering approaches
for MSR, mainly focusing on the T-linkage and RPA algorithms.
The extensive landscape of approaches aimed at MSR can be broadly cate-
gorized along two mutually orthogonal strategies, namely consensus analysis and
preference analysis. The consensus set of a model is defined as the set of data points
that are close to the model within a certain threshold, whereas, in a dual fashion,
the preference of a model is described by the set of structures the points belongs to.
Consensus analysis can be traced back to the time-honored RANSAC paradigm
and its variants (e.g., [128]) and gave rise also to algorithms tailored for the case of
multiple structures estimation (e.g., [152]). In short, consensus-oriented methods
generate a pool of putative model hypotheses by random sampling, and retain the
structures that explain more data by maximizing their consensus sets. This idea can
also be found in the popular Hough transform and its generalization [143], where
multiple models are revealed as peaks in a properly quantized hypothesis space. It is
also the foundation of many optimization algorithms for geometric fitting, e.g., [62].
On the contrary, preference analysis reverses the role of data and models: rather
than considering models and examining which points match them, we analyse how
individual points are explained by models [21, 125, 149]. This information, is ex-
ploited to shift the MSR problem from the ambient space where data lives to a
conceptual [101] one where it is addressed via cluster analysis techniques. Prefer-
ence analysis methods can be regarded as processing the Preference Matrix, where
each entry (i, j) represents the vote/score granted by the i-th point to the j-th tenta-
tive structures (as described by Fig. 6-3). The rationale beyond this representation
is that the agreement between the preferences of two points in this conceptual space
reveals the multiple structures hidden in the data: points sharing the same prefer-
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Preference Matrix
Figure 6-3: Example of preference matrix: the big dot row presents a high score in
the column referring to the light structure, whereas it has a low one in correspon-
dence of the darker structure column.
ences are likely to belong to the same structures.
Commonly, the problem of MSR has been successfully tackled by leveraging
on clustering techniques [22, 65, 85, 86, 104, 126]. As in many other scenarios,
the data matrix to analyse reports the points to cluster on one dimension and the
features/descriptors on the other dimension [12]. In this context the feature vector
used to represent data is derived from the preferences expressed by the data points
for a pool of tentative structures (hypothesis) obtained by random sampling. Hence
cluster analysis is performed via either agglomerative or partitional methods where
distances measure the (dis)agreement between preferences.
J-Linkage [126], then improved to T-Linkage [85], and RPA [86] can be as-
cribed to these clustering-based methods as they share the same first-represent-then-
clusterize approach. More in details, RPA and T-Linkage belong to the popular class
of spectral clustering approaches. Such techniques are among the most adopted
since they result in a standard and simple-to-solve linear algebra problem, avoiding
local minima and initialization issues. Specifically, both T-linkage and RPA rep-
resent data points in a m-dimensional unitary cube as vectors whose components
collect the preferences granted to a set of m hypotheses structures instantiated by
drawing at random m minimal sample sets – the minimum-sized set of data points
necessary to estimate a structure. Preferences are expressed with a soft vote in
[0, 1], according to the continuum of points distances from the interested structures,
in two different fashions. As regards T-linkage, a voting function characterized by
an hard cutoff is employed. RPA, instead, exploits the Cauchy weighting function
(of the type employed in M-estimators) that has an infinite rejection point mitigat-
ing the sensitivity of the inlier threshold. T-Linkage captures this notion through the
Tanimoto distance, which in turn is used to segment the data via a tailored version
of average linkage that succeeds in detecting automatically the number of models.
If rogue points contaminate the data, outlier structures need to be pruned via ad
hoc-post processing techniques. RPA, on the contrary, requires the number of de-
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sired structures as input but inherently caters for gross contamination. At first a
kernelized version of the Tanimoto distances is feed to Robust Principal Analysis
to remove outlying preferences. Then Symmetric Non Negative Factorization [76]
is performed on the low rank part of the kernel to segment the data. Hence, the at-
tained partition is refined in a MSAC framework. More precisely, the consensus of
the sampled hypotheses are scrutinized and the structures that, within each segment,
support more points are retained as solutions.
While T-linkage can be considered as a pure preference method, RPA attempts
to combine also the consensus-side of the MSR problem. However it does not fully
reap the benefit of working with both the dimensions of the problem, as biclustering
does, for preference and consensus are considered only sequentially.
6.1.2 Biclustering approaches for MSR
Although it has been shown that clustering provides good solution to the MSR
problem, there are situations where the performances of clustering can be highly
compromised by data matrix structure (e.g. noisy data matrices; or rows behaving
similarly only in a small portion of the data matrix). For example let us consider
the situation in Fig. 6-4 which describes a simple MSR problem: to group similar
points on the basis of their behavior with respect to the proposed models we should
perform clustering on the Preference Matrix P which describes the relationship
between the points {x1, x2, x3, x4} and the models {m1, · · · ,m13}; specifically in
this case P is a binary matrix having ones in (i, j) if, and only if, the i-th point is
“well represented” by the j-th model. Assume we perform clustering adopting the
Hamming distance (i.e. number of different bits): since the distance between the x3
and the x4 is smaller than the distance between x3 and x2, clustering would assign
the third and the fourth point to the same group. However looking at the problem
diagram it is clear that points x1, x2 and x3 should belong to the same cluster. This
information can be retrieved performing a simultaneous clustering of both rows and
columns of the Preference Matrix, isolating a subset of models (m1,m2 and m3)
where the points x1, x2, x3 share a similar behavior (shaded area in Fig. 6-4). This
is exactly what biclustering techniques do.
More in general, the quality of the preference matrix constructed for the MSR
problem is strictly connected to the quality of the considered structures. In cases
where poor hyphotesis are considered clustering algorithms, which compare infor-
mation on all models, may get confused due to the amount of noise introduced in
the preference matrix. Furthermore, typical clustering approach (such as Kmeans,
Affinity Propagation and Hierarchical clustering techniques) do not deal with over-
lapping clusters. And particularly in MSR scenario we have that points can be
characterized by distinct subsets of models, see Fig. 6-5 for an example. Finally,
typical MSR contexts are full of outliers and clustering techniques usually provide a
partition of the data (every point under analysis is assigned to a cluster). This means
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Problem
x1 x2 x3
x4
m5 m8 m11m6 m9 m12m7 m10 m13
m1
m2
m3
m4
Preference Matrix - P
m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13
x1 1 1 1 0 1 1 1 0 0 0 0 0 0
x2 1 1 1 0 0 0 0 1 1 1 0 0 0
x3 1 1 1 1 0 0 0 0 0 0 1 1 1
x4 0 0 0 1 0 0 0 0 0 0 0 0 0
d(x2, x3) = Hamming(x2, x3) = 7
d(x3, x4) = Hamming(x3, x4) = 6
Figure 6-4: Shortfalls of clustering on MRS.
that to prune the outlier from the results we must devise an ad hoc technique.
Biclustering techniques overcome all these drawbacks since:
• bicluster algorithms focus on local correspondences (no influence from bad
hyphotesis);
• biclustering algorithms manage rows and columns overlap (they can manage
intersections);
• biclustering algorithms do not provide a partition of the data (the outliers are
removed automatically).
To the best of our knowledge there exists only a preliminar work applying bi-
clustering techniques to MSR [124]. In [124] authors show that the application of
biclustering techniques to MSR is promising and provides superior solution when
compared with clustering. While this provides a significant contribution to the state
of the art, there is large room for improvements since the method adopted by the
authors has some limitations (i.e. it works with sparse binary matrices and it needs
some pre-processing/post-processing operations to retrieve the final solutions). The
natural following step in this direction is then the use of more general biclustering
approaches to MSR, such as probabilistic biclustering methods [59, 110, 115, 121].
We hence investigate the usage of both FABIA and SSBiEM for MSR.
Summarizing, we face MSR through the preference analysis paradigm. Given
a set of points x and a set of models h, this paradigm involves the computation of
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x4
x5
m1 m2
x1 1 0
x2 1 1
x3 1 1
x4 0 1
x5 0 1
b1
b2
b3
Figure 6-5: Example of overlapping biclusters on Multiple Structure Recovery. In
this case the possible biclusters are the: b1) the points lying on m1, b2) the points
lying on m2 and b3) the points lying on the intersections.
a Preference matrix P where an entry pij provides a score indicating how “well”
the point xi is represented by the hypothesis hj (the higher, the better). We thus
propose to perform biclustering techniques on such matrix.
Experimental Evaluation
This section provides the performances comparison between some clustering meth-
ods recently applied to MSR [85, 86, 104] and the biclustering methods described
in the next Section: namely SSBiEM and FABIA. The comparison with [124] was
not possible since the code is not available. The workflow of the overall procedure
can be sketched as follows: starting from an image i) we generate the hypothesis
and compute the Preference Matrix following the guidelines in [86]; ii) then the
probabilistic biclustering technique have been applied. To assess the quality of the
approaches we used the widely adopted Adelaide real benchmark dataset1.
Adelaide Dataset We explored the performances of probabilistic biclustering on
two type of experiments, namely motion and plane estimation. In motion segmen-
tation experiments, we were provided with two different images of the same scene
composed by several objects moving independently; the aim was to recover funda-
mental matrices to subsets of point matches that undergo the same motion. With
respect to the plane segmentation scenario, given two uncalibrated views of a scene,
the goal was to retrieve the multi-planar structures by fitting homographies to point
correspondences. The AdelaideRMF dataset is composed of 38 image pairs (19
for motion segmentation and 19 for plane segmentation) with matching points con-
taminated by gross outliers. The ground-truth segmentations are also available. In
1The dataset can be downloaded from https://cs.adelaide.edu.au/ hwong/doku.php?id=data
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order to assess the quality of the results, we adopted the misclassification errors,
that counts the number of wrong point assignment according to the map between
ground-truth labels and estimated ones that minimize the overall number of mis-
classified points (as in [118]). To better clarify, this is the opposite of what we
called purity in previous sections. For fair comparison, the Preference Matrix fed
to FABIA and SSBiEM was generated relying on the guided sampling scheme pre-
sented in [86].
FABIA parameters which regulate the factors/prototypes sparsity and the thresh-
old to retrieve biclusters memberships have been varied in the range suggested
by the authors in [59]. Specifically in Tab. 6.1 we report three different results
for FABIA. “FABIA best” columns show the results where we consider, for each
different matrix, the best performance with respect to the misclassification error.
“FABIA best set” columns, which are slightly worse than the previous, are ob-
tained by selecting the best set of parameters values minimizing the misclassifica-
tion error (one for the motion segmentation and one for the plane estimation). The
second-last columns (“FABIA automatic”) show the misclassification performances
where biclusters have been selected by adopting the quality measures provided by
the FABIA algorithm. In fact, FABIA provides a score for each bicluster retrieved
indicating its amount of information. To obtain the FABIA automatic column we
kept, for each matrix, the set of biclusters with the highest average of such scores.
Finally the last columns of the table represent the results obtained with the SSBiEM
approach.
The performances of other methods are taken from [86]. Results show that bi-
clustering techniques can provide higher quality solutions on the motion segmenta-
tion dataset, and on average it performs better on the planar segmentation. Further-
more, focusing on the motion segmentation dataset, there are only three situations
where FABIA works worse than clustering approaches. A possible explanation on
why FABIA struggles could be because general biclustering approaches are tested
in scenarios where the number of biclusters is much higher than in MSR (i.e. ∼100
in Gene Expression analysis versus 3-7 in this dataset). To overcome this behavior
we run FABIA increasing the number of biclusters to retrieve and aggregating the
results on the basis of column overlap as done for OOB, this leads to an improve-
ment of the solution quality; results are reported in Table 6.2.
Comparing SSBiEM with FABIA, we want to remark that SSBiEM learns all
parameters (including memberships) directly from the data matrix without the need
to set any. Table 6.1 shows that our approach outperforms “FABIA automatic” and
favourably compares with “FABIA best set” columns, which we think represents a
fair comparison (since we choose one parameter set for each datasets). However,
although “FABIA best” retrieves better results, in this case we would set FABIA
parameters manually for each different matrix; whereas SSBiEM computes them
automatically.
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k %out T-lnkg RCMSA RPA
FABIA
best
FABIA
best set
FABIA
automatic SSBiEM
biscuitbookbox 3 37.21 3.10 16.92 3.88 3.86 4.17 62.55 8.65
breadcartoychips 4 35.20 14.29 25.69 7.50 4.2 7.76 65.40 17.89
breadcubechips 3 35.22 3.48 8.12 5.07 0.87 0.87 64.78 7.74
breadtoycar 3 34.15 9.15 18.29 7.52 0.60 0.72 66.27 5.90
carchipscube 3 36.59 4.27 18.90 6.50 1.52 1.70 63.64 8.36
cubebreadtoychips 4 28.03 9.24 13.27 4.99 1.07 9.79 73.09 11.07
dinobooks 3 44.54 20.94 23.50 15.14 9.72 10.44 56.94 20.83
toycubecar 3 36.36 15.66 13.81 9.43 9.50 25.70 64.00 10.80
biscuit 1 57.68 16.93 14.00 1.15 0 19.27 44.24 2.00
biscuitbook 2 47.51 3.23 8.41 3.23 1.32 1.58 52.49 3.93
boardgame 1 42.48 21.43 19.80 11.65 8.96 9.10 59.50 19.64
book 1 44.32 3.24 4.32 2.88 0 29.20 56.15 1.50
breadcube 2 32.19 19.31 9.87 4.58 19.42 20.66 68.18 5.12
breadtoy 2 37.41 5.40 3.96 2.76 19.62 19.65 63.19 0.97
cube 1 69.49 7.80 8.14 3.28 1.66 7.22 32.12 5.30
cubetoy 2 41.42 3.77 5.86 4.04 2.21 7.87 60.24 3.13
game 1 73.48 1.30 5.07 3.62 0 0.34 27.04 5.75
gamebiscuit 2 51.54 9.26 9.37 2.57 2.44 2.56 49.09 5.98
cubechips 2 51.62 6.14 7.70 4.57 0.53 0.85 49.65 4.30
mean 9.36 12.37 5.49 4.61 9.45 49.23 7.84
median 7.80 9.87 4.57 1.66 7.76 60.24 5.90
k %out T-lnkg RCMSA RPA
FABIA
best
FABIA
best set
FABIA
automatic SSBiEM
unionhouse 5 18.78 48.99 2.64 10.87 21.54 38.01 23.49 23.49
bonython 1 75.13 11.92 17.79 15.89 6.82 8.69 26.26 17.47
physics 1 46.60 29.13 48.87 0.00 0.00 32.26 54.72 10.38
elderhalla 2 60.75 10.75 29.28 0.93 3.04 4.77 39.25 30.37
ladysymon 2 33.48 24.67 39.50 24.67 11.81 41.43 67.51 22.36
library 2 56.13 24.53 40.72 31.29 20.47 27.81 44.65 44.65
nese 2 30.29 7.05 46.34 0.83 4.92 14.80 66.54 2.91
sene 2 44.49 7.63 20.20 0.42 2.20 4.96 52.80 5.20
napiera 2 64.73 28.08 31.16 9.25 21.85 35.36 37.09 44.04
hartley 2 62.22 21.90 37.78 17.78 23.59 40.81 38.44 42.06
oldclassicswing 2 32.23 20.66 21.30 25.25 7.92 24.22 67.55 13.25
barrsmith 2 69.79 49.79 20.14 36.31 29.88 54.69 31.12 64.81
neem 3 37.83 25.65 41.45 19.86 11.20 23.49 63.49 38.42
elderhallb 3 49.80 31.02 35.78 17.82 18.63 34.27 52.16 38.67
napierb 3 37.13 13.50 29.40 31.22 36.68 39.54 60.62 40.62
johnsona 4 21.25 34.28 36.73 10.76 17.96 19.89 79.09 25.42
johnsonb 7 12.02 24.04 16.46 26.76 24.50 43.57 87.98 48.94
unihouse 5 18.78 33.13 2.56 5.21 15.76 26.07 83.45 29.02
bonhall 6 6.43 21.84 19.69 41.67 24.02 53.03 93.82 53.09
mean 24.66 28.30 17.20 15.94 29.88 50.93 31.33
median 23.38 29.40 17.53 17.96 32.26 54.72 30.37
Table 6.1: Misclassification error (ME %) for motion segmentation (left) and planar
segmentation (right). k is the number of models and % out is the percentage of
outliers.
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biscuitbookbox
k = 3 3.86
k = 4 1.35
breadcube
k = 2 19.42
k = 4 11.36
breadtoy
k = 2 19.62
k = 4 1.22
Table 6.2: Increasing the number of biclusters improve the results obtained by
FABIA on the motion segmentation dataset.
6.2 Stable Region Correspondences
The other Computer Vision scenario where we introduce biclustering is the recent
problem of Stable Region Correspondences [46]. Given a couple of shapes, SRC
aims at the individuation of portions in the two shapes that behave similarly.
In the general scenario, the surface of a shape is commonly discretized by a
polygonal mesh whose vertices can be represented by descriptors. Descriptors
highlight local, or global, properties on the basis of each vertex neighbourhood.
However descriptors representation is non homogeneous, since they can be scalar
numbers or multidimensional arrays. Thus combining their information could be
not trivial (as depicted in Fig 6-6). To pursue this task in [46] authors derive a
similarity criteria allowing to compare two vertices on the basis of the computed
descriptors.
This score states how similarly two vertices behave on the basis of the computed
descriptors. Considering two shapes, we can now obtain this score for every couple
of vertices belonging to different shapes. If we arrange such scores in a matrix such
that the rows of this matrix represent the vertices of the first shape, and the columns
represent the vertices of the second shape, we obtain the so called Affinity Matrix.
Thus, the Affinity Matrix combines the information provided by the descriptors and,
given a couple of vertices belonging to different shapes, it assigns a score according
to the vertices behaviour: the more coherent, the higher. More formally: given a
couple of shapes S1 and S2 having respectively n and m vertices, we adopt s1i to
indicate the i-th vertex belonging to the first shape (with 1 ≤ ı ≤ n) and s2j for the j-
th vertex of the second one (with 1 ≤  ≤ m). Similarly we adopt D1(i) to indicate
the set of descriptors evaluated on the i-th vertex of the first shape, and D2(j) to
indicate the set of descriptors evaluated on the j-th vertex of the second shape. Now,
the Affinity Matrix is a matrix W ∈ Rn×m where wij = Sim(D1(i), D2(j)), where
Sim is the similarity criterion adopted to obtain the score2. This process results in
a similarity matrix W having as rows/columns the vertices of the first/second shape
2Further details on the coherence criteria is not argument of this thesis, we refer interested
readers to [46].
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descriptor_1: 0.012
descriptor_2: [0.14, 23, -4]
Figure 6-6: Shape vertices representation through non-homogeneous descriptors
indicating the similarity between a certain couple of vertices i, j.
In [46] authors tackle SRC exploiting the matrix W to obtain a stable pair of
matching regions. The general idea is exploit the Affinity Matrix to transport func-
tions iteratively from one shape to the other, and then back to the original one. The
intuition behind this reasoning is that in similar portions the transported functions
should keep similar values; and analysing the functions evolution in consecutive
iterations allows to retrieve a stable pair of regions. They then re-run this algorithm
for the number of regions to retrieve, removing every time vertices already belong-
ing to a stable region. Of course, the results obtained by the algorithm proposed
in [46] are highly influenced by the definition of the functions adopted to perform
the transportation.
Regarding the connections with biclustering, with respect to the Affinity Ma-
trix, SRC aims at highlighting subsets of first shape vertices (subset of rows) act-
ing coherently in subsets of second shape vertices (subset of columns). Thus, this
formulation of SRC (as provided by authors in [46]) is a clear instance of the bi-
clustering problem applied to the Affinity Matrix W . To clarify Fig. 6-7 shows an
example of Affinity matrix, highlighting some of the relevant biclusters. We thus
decide to assess the performances of our techniques on the SRC problem. Due to
the high number of vertices contained by common shapes (about dozens of thou-
sand vertices), we decide to investigate the usage of Spike and Slab Biclustering.
Specifically, we exploit the Prior Knowledge extension proposed in in Sec. 5.3.
6.2.1 PKSSB for Stable Region Correspondences
The intuition behind the usage of PKSSB for this problem relies on the consider-
ation that vertices in a shape carry on the intrinsic information of spatiality. Thus
we want to investigate how the unexploited information of closeness can improve
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Figure 6-7: Example of Affinity Matrix: blocks represent relevant biclusters.
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S1
S2
Sz
Sv
Aﬃnity Matrix - W
PKSSB
Figure 6-8: The framework of the the Prior Knowledge Spike and Slab Biclustering
for the Stable Regions Correspondences
the results provided by the SSBiEM algorithm. In fact it is reasonable to expect
that near vertices, hence belonging to the same region, should take part to the same
biclusters.
Summarizing what presented in Sec.5.3, PKSSB allows the user to introduce
some a-priori information about rows/columns that should take part to the same bi-
clusters. Such information can be exploited through the definition of two square
matrices: Sv for the rows and Sz for the columns. This matrices express the pref-
erences with which two points should belong to the same bicluster. Specifically
for the SRC scenario, each entry S·ij ≥ 0 (with 1 ≤ i, j ≤ n for the rows and
1 ≤ i, j ≤ m for the columns) indicates the preference magnitude with which two
vertices s·i and s·j (of the same shape) should be in the same biclusters. Such in-
formation should help in obtaining well-connected regions, hence preventing the
creation of holes. Thus, PKSSB takes as input three matrices: the Affinity Ma-
trix W and the two Preference Matrices Sv and Sz. This information, combined
with the number of biclusters k to retrieve, allows the approach to isolate regions
of the two shapes that behave coherently according to what represented by W . The
framework is depicted in Fig. 6-8.
Preliminary Results
We conduct a preliminary test taking into consideration one class of the Princeton
Segmentation Benchmark Dataset [18]. This dataset contains 380 shapes divided in
19 object classes (20 shapes for each class). Each shape is represented by a triangu-
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Stable Regions method PKSSB
0.61 0.73
Table 6.3: Preliminary results of the PKSSB method compared with the algorithm
presented in [46].
lar mesh and in each class there is a common meaningful segmentation. A manual
segmentation of the surface meshes are given and shapes in each class are divided
into semantic parts, yielding a ground truth segmentation. For this preliminar test
we focused on the glasses class since most of the shapes have contained dimensions
(about thousands vertices).
For each shape vertex we compute three different type of descriptors which are:
HKS [120], WKS and Multiscale mean curvature [89]. HKS descriptors are based
on heat diffusion and they provide information on how a certain vertex propagates
heat in its neighbourhood, after a certain amount of time taken as parameter. Sim-
ilarly to HKS WKS descriptors represents the average probability of measuring a
quantum mechanical particle at a specic location, with different levels of energy.
Finally, Multiscale mean curvature descriptors highlight different characteristics
concerning the local geometry of a surface. In this case, as in [46], we take into ac-
count a set of hundred descriptors for each type obtaining 300 descriptors for each
vertex.
Once all the descriptors have been computed, we randomly select 13 shapes
couples and for each of this we retrieve the Affinity Matrix W as described in [46].
As preference matrices, in order to exploit the spatial information, we decide to
adopt the geodesic distances between vertices. More in details, given two vertices
v1 and v2, the geodesic distance represents the length of the shortest path (on the
shape) connecting v1 to v2. This can be computed as the integral of the surface
curve evaluated from v1 to v2.
Hence we execute the PKSSB algorihm on the obtained matrices by varying the
preference magnitude through a parameter β multiplying the Sv and Sz matrices.
Figure 6-9 shows some of the preliminar results. It describes how increasing β
actually forces closer points to belong the same biclusters, improving the results
obtained by the basic SSBiEM. In fact it is clear how increasing the parameter
leads to well-defined regions without imperfections or holes.
We can also quantitatively assess the performances of PKSSB. In fact on each
shape there are some markers, positioned by hand, highlighting in the different
shapes the points that should be grouped together. This ground truth can be adopted
to compute the accuracy/purity on the retrieved stable regions. We compared the
results of PKSSB with the method presented in [46]. Table 6.3 report the results,
confirming that facing SRC problem with the PKSSB approach seems promising.
Further experiments are ongoing during the writing of this thesis.
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Increasing values of β
Figure 6-9: Results of PKSSB on the couple of shapes above. Results show that in-
creasing β (regulating the preferences magnitude) leads to less fragmented regions,
as expected. In particular, the first result is the one obtained by the classic SSBiEM
algorithm, hence β = 0.
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Chapter 7
Conclusions and Future Works
Biclustering is a complex Pattern Recognition problem aiming at the simultaneous
clustering of both rows and columns of a given data-matrix. It can extract from data
hidden information that cannot be retrieved with classical clustering techniques:
for this reason it has been exploited in many different scenarios (such as Biology,
Recommender Systemsm or Text Analysis). A recent research trend regards the
exploitation of Graphical Models to face the biclustering problem. Graphical mod-
els describe the decomposition of a global function in local sub-functions defined
over a subset of the variables; the key idea behind this decomposition is that local
sub-functions provide smaller problems easier to solve.
We inserted this thesis in the above-mentioned scenario, investigating the diffi-
culties related to the exploitation of Graphical Models in the biclustering problem.
In general, exploiting Graphical Models potential is not trivial since there exists a
dualism between representation and resolution. In fact, both efficiency and efficacy
of the resolution techniques depend on the design choices (e.g., connections be-
tween variables, presence of cycles and so forth). Hence the challenge concerns the
construction of a model which is as descriptive as possible, still remaining solvable.
Furthermore, biclustering represents a complex and challenging problem, since it
extends the combinatorial nature of clustering to both directions of a given data
matrix. In this thesis we investigated the employment of Graphical Model based
techniques in the biclustering scenario. First we analysed the relevant state-of-the-
art approaches for biclustering highlighting the drawbacks of existing techniques
based on graphical models: on one side existing approaches highly suffer the scala-
bility problem, on the other hand other techniques resort to approximations to solve
the proposed models. We thus pursued innovative research paths devising novel
Graphical Models techniques to improve such weakness (i.e., more scalable mod-
els solved with efficient analytical rules).
In more detail, this thesis provided the following contributions:
• Factor Graph approaches for biclustering. In this thesis we proposed dif-
ferent approaches based on Factor Graphs for the biclustering problem. Since
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Max-Sum algorithm (which represents the standard choice in solving Factor
Graphs) is highly influenced by the model design, and since biclustering is
a difficult problem, few approaches for biclustering based on Factor Graphs
have been proposed in literature. As a preliminar approach, we first pro-
posed the Biclustering Affinity Propagation algorithm (BAP). BAP aimed at
extending the good results obtained by the well known Affinity Propagation
Factor Graph in the clustering scenario to biclustering. We thus derived a
novel model performing an exemplar based clustering of the entries. We in-
troduced a novel set of constraints which allow us to ensure that the obtained
solutions are actually biclusters. However, these choices led to a model hav-
ing too many cycles; thus preventing an effective resolution with the Max-
Sum algorithm. We thus derived an equivalent linear formulation, and we
solved it optimally with Linear Programming techniques. As a second rele-
vant contribution, we reformulated the biclustering problem as the iterative
search of one bicluster at a time. We designed a novel Factor Graph to solve
this problem, and we derived a set of Max Sum messages update rules for
the designed model, called OOB. The analytical derivation of such messages
involved various meticulous and precise mathematical steps, thus involving a
consistent amount of effort. With these messages derived we hence obtained
an efficient biclustering technique solved with the Max-Sum algorithm. The
methods performances have been assessed in both synthetic and real scenar-
ios. For both BAP and OOB we empirically showed that Factor Graph based
approaches provide accurate solutions and can improve the results obtained
by current state-of-the-art techniques. Furthermore, OOB contributed in mak-
ing a big step toward scalability (a key limitation of previous Factor Graph
based approaches), allowing us to analyse up to 50 × 50 matrices (against
the 10 × 10 provided by the state-of-the-art). As a third relevant contribu-
tion, we proposed two variants of OOB allowing the algorithm to retrieve
more specific biclusters. In particular, we devised a novel set of factors spe-
cializing the model in two different ways: in one case we can exploit prior
knowledge to set the preferred sizes of the retrieved biclusters; on the other
hand we inserted a set of hard spatial constraint on one dimension of the
model, allowing OOB to retrieve biclusters in Time-Series Datasets. Both
these approaches (preferred size and time series) have been implemented ex-
ploiting the THOPs; a particular class of factors, defined on binary variables,
for whom Max-Sum messages update rules can be computed efficiently. In
this context we showed how it is possible to exploit Factor Graphs modular-
ity to extend the devised model, given that Max-Sum messages for the novel
add-ons can be performed efficiently. We further tested an extension of OOB
on a real Gene Expression Time Series dataset. Also in this case the Factor
Graph model provided promising results.
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• Bayesian Network approaches for Biclustering. In this context we pre-
sented a probabilistic approach for biclustering based on Sparse Low-Rank
Matrix Factorization. Due to the enormous size of common datasets for
biclustering, sparsity plays a central role in probabilistic biclustering tech-
niques. The state-of-the-art concerning probabilistic biclustering approaches
focusing on Matrix Factorization techniques principally involves what are
known as latent-block models. Briefly, the goal of such approaches is to re-
arrange both rows and columns of a given data matrix to obtain coherent
pattern blocks. This idea intrinsically implies that biclusters do not over-
lap, and that the obtained biclusters represent a partition of the original data
matrix. In contrast, only few approaches exploiting probabilistic matrix fac-
torisation tools have been proposed to implement overlapping biclusters that
do not form a partition, an example is FABIA [59]. In this thesis we devised
a novel Bayesian Network where the main ingredient is represented by the
introduction of a novel prior for the biclustering scenario: the so called Spike
and Slab prior. More in detail, we proposed to approximate the original data
matrix by a sum of rank-one matrices (plus noise). The structure and the
values in the obtained matrices can provide information concerning the bi-
clusters positions and values inside the original data matrix. Particularly, we
exploited Spike and Slab prior to induce sparsity in the model. This, after
tedious calculus manipulation, allowed us to derive efficient closed form up-
dates for the EM algorithm, which we called SSBiEM. Differently from some
state-of-the-art approaches, the choice of the Spike and Slab prior allowed us
to directly estimate membership information (i.e., which rows and columns
belong to which bicluster) from the data. SSBiEM has been favourably com-
pared with the state-of-the-art on both real and synthetic dataset. As a second
relevant contribution, inspired by a recent work on clustering, we proposed
a variant of the SSBiEM model able to incorporate some Prior Knowledge
in the form of squared similarity matrices. In more detail, we defined two
squared similarity matrices: one for the rows and one for the columns, con-
taining the preferences for each couple of rows (or columns) to be in the same
bicluster. The motivation behind this model is that, similarly to clustering, in
biclustering scenario there exist various scenarios where we have high expec-
tation for two points to be in the same group (i.e., two rows/columns to be in
the same bicluster); and with this model we can now exploit such information
to improve biclustering results.
• Applications. The third large class of contributions was aimed at enlarg-
ing the usage of biclustering techniques in alternative scenarios where it was
never applied before. In particular, we investigated the suitability of the de-
vised biclustering techniques in two Computer Vision scenarios, where bi-
clustering has been never introduced: Multiple Structure Recovery and Sta-
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ble Regions Correspondences. Briefly, Multiple Structure Recovery concerns
the extraction of multiple models from noisy or outlier-contaminated data;
whereas Stable Regions Correspondences aims at retrieving regions on dif-
ferent shapes that behave coherently (i.e., fingers of a hand). Regarding Mul-
tiple Structure Recovery we showed that biclustering approaches provide su-
perior quality results if compared with clustering techniques, which represent
the classical solution in this context. Specifically, biclustering can retrieve
accurate solutions also in highly noisy scenarios, which is the case of most
Multiple Structure Recovery instances. On the other hand, we showed that
the recent problem of Stable Regions Correspondences is an actual instance
of biclustering. We also showed that SSBiEM algorithm, together with some
Prior Knowledge information, can improve the results obtained by the cur-
rent state-of-the-art. More in general, we showed that biclustering techniques
provide efficient and accurate tools for many kind of problems, especially if
these are represented by a preference/affinity matrix.
As a general final comment, we are convinced that we had provided large evi-
dence that if the model is designed accurately, Graphical Model approaches provide
efficient and effective solutions. Obviously, design a Graphical Model is not a triv-
ial task. This arises mostly when dealing with Factor Graphs. In fact, due to the
complete freedom concerning the design phase (local functions definition is un-
constrained and the variable domain can be chosen freely), Factor Graphs allow
to represent the problem in detail (the more complex the model, the better); on
the other hand, the model complexity and its topology highly influence the reso-
lution algorithm adopted to solve the model (the simpler the model, the better).
Another problematic stems from the fact that both the resolution algorithms we
adopted (Max-Sum and Expectation-Maximization) required the analytic deriva-
tions of closed form updates. These update rules must be computed iteratively to
solve the model, thus their computation must be efficient to rend the devised ap-
proaches adoptable in real case scenarios. Further, we showed that Factor Graphs
approaches provided good results on contained size dataset; in fact, although we
improved the scalability of such approaches, the problem is not solved yet. On the
other hand, Bayesian Networks allowed to analyse bigger matrices obtaining ac-
curate results, with the drawbacks that tuning/learning the parameters represents a
complex and crucial step.
The work done in this thesis pave the way for further studies, aimed at ap-
proaching novel challenges with Graphical Models and biclustering techniques. As
presented in Chap. 4, there is still a lot of room for improvement concerning the
scalability of Factor Graph based approaches. Similarly to what done with THOPs,
a first interesting step would be to investigate the presence of particular factors, for
integer variables, that could be solved efficiently by Max Sum messages. More in
general, devising efficient resolution techniques for integer variables would open
the door to a completely novel set of compact approaches. It would be also inter-
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esting to investigate the performances of derived Factor Graphs techniques in other
scenarios with limited size datasets. In biological or medical fields, for instance,
there exist a lot of datasets that can be directly analysed by the proposed OOB,
without the downstream heuristic aggregation. Finally, another aspect that could be
faced concerns the exploration of the devised extensions, with particular dedication
to the preferred size model.
Concerning the devised Bayesian Network techniques, a possible research di-
rection in the short term may regard the automatic detection of the number of bi-
clusters to retrieve. Particularly we can exploit the probabilistic nature of the model
by adopting existing indexes (such as BIC or MDL). It would also be interesting to
assess the performances of both SSBiEM and PK-SSBiEM in other Computer Vi-
sion scenarios. One example can be the Frequency Understanding problem where,
given a set of vertices on a shape and a set of frequency functions, the goal is to
retrieve a subset of vertices behaving similarly with respect to a subset of functions.
This allows to retrieve, on a given shape, similar portions. Another problem that
can be faced with biclustering in the Computer Vision scenario is represented by the
Stable Region Correspondences applied to partial shapes. In fact, classical methods
struggle in comparing two partial shapes, since the information is not complete.
However biclustering approaches exploit the local information provided, and thus
such problem can be faced with the same accuracy of the global ones. Moreover,
in such scenarios, biclustering techniques can retrieve superior quality results if
compared to classical clustering approaches. In fact, such application contexts are
extremely noisy, and clustering approaches could fail (since they are much more
sensitive to noise).
In conclusion, this thesis demonstrated the possibility of facing the biclustering
problem adopting different types of Graphical Models. More than that, we provided
evidence that the devised techniques can be successfully exported in many other
scenarios than gene expression datasets, such as Multiple Structure Recovery and
Stables Region Correspondences.
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