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Guido Knapp,f Oliver Kuss,g Julian PT Higgins,h,i
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Meta-analyses are typically used to estimate the overall/mean of an outcome of interest. However,
inference about between-study variability, which is typically modelled using a between-study variance
parameter, is usually an additional aim. The DerSimonian and Laird method, currently widely used by
default to estimate the between-study variance, has been long challenged. Our aim is to identify known
methods for estimation of the between-study variance and its corresponding uncertainty, and to
summarise the simulation and empirical evidence that compares them. We identiﬁed 16 estimators for
the between-study variance, seven methods to calculate conﬁdence intervals, and several comparative
studies. Simulation studies suggest that for both dichotomous and continuous data the estimator
proposed by Paule and Mandel and for continuous data the restricted maximum likelihood estimator
are better alternatives to estimate the between-study variance. Based on the scenarios and results
presented in the published studies, we recommend the Q-proﬁle method and the alternative approach
based on a ‘generalised Cochran between-study variance statistic’ to compute corresponding conﬁdence
intervals around the resulting estimates. Our recommendations are based on a qualitative evaluation of
the existing literature and expert consensus. Evidence-based recommendations require an extensive
simulation study where all methods would be compared under the same scenarios. © 2015 The Authors.
Research Synthesis Methods published by John Wiley & Sons Ltd Legal Statement.
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1. Introduction
Meta-analysis combines estimates of quantities of interest, as obtained from studies addressing the same research
question. A degree of variability in study estimates is inevitably present because of within-study sampling error.
Additional variability might occur for many reasons such as differences in the way studies are conducted and
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how the treatment effects are measured; this additional variability is usually modelled using a between-study
variance parameter. Between-study variance refers to variation across study ﬁndings beyond random sampling
error, and its quantiﬁcation is often of interest and aids in the interpretation of results of a meta-analysis. Several
methods have been suggested to quantify the amount of between-study variance in meta-analytic data. In the
most popular family of methods, the between-study variance is represented by the variance of the distribution
of the true study effects, commonly denoted as τ2 in the meta-analytic literature.
Two approaches are most commonly applied for combining the study ﬁndings in a meta-analysis: (1) the ﬁxed-
effect (FE) model, and (2) the random-effects (RE) model (for a detailed description of the models, see section 2)
(Borenstein et al., 2009). These two models are associated with different assumptions and the selection between
the two might importantly impact on meta-analytic conclusions. In the FE model, the observed treatment effects
are distributed around one common true treatment effect with distribution variance informed entirely by the
within-study variances. In the RE model, the observed treatment effects estimate different study-speciﬁc true
treatment effects, which are related and assumed to come from the same underlying distribution. The variability
in the distribution is therefore attributed to both within-study variance, because of sampling error, and between-
study variance. A different approach is the ﬁxed-effects model, in which the true treatment effect parameters are
unknown and estimated by the observed effects as in the RE model, but are treated as ﬁxed and unrelated
constants (Gardiner et al., 2009; Laird and Mosteller, 1990). Although the names of the ‘ﬁxed-effect’ and ‘ﬁxed-
effects’ models are so similar, the assumptions under which the models are constructed are completely different.
The description of the ﬁxed-effects model is not presented in section 2 as it is beyond the scope of this review.
Several estimators for the between-study variance component (τ2) have been proposed that vary in popularity
and complexity. The DerSimonian and Laird (1986) (DL) method is the most commonly implemented approach
and is the default approach in many software routines. However, its default use has often been challenged in
the sense that DL may underestimate the true between-study variance, potentially producing overly narrow
conﬁdence intervals (CIs) for the mean effect (Cornell et al., 2014), especially when the between-study variance
is large (Novianti et al., 2014). The use of alternative estimation methods is in practice limited by their availability
in software. In Table 1, we summarise the between-study variance estimators currently available in various
software packages.
Simulation studies (Chung et al., 2014; Kontopantelis et al., 2013; Sidik and Jonkman, 2007) have shown that
estimates of the between-study variance are particularly inaccurate when the number of studies included in a
meta-analysis is small. Inferences about the amount of between-study variance can therefore be misleading when
only a point estimate is considered. Conﬁdence intervals for τ2 can facilitate interpretation (Ioannidis et al., 2007).
Again, several options exist to quantify the uncertainty in the estimated amount of the between-study variance.
While a measure of the between-study variance is arguably a core output of a meta-analysis, investigators often
consider it as an intermediate step when ﬁtting a RE model. In particular, the inverse-variance meta-analysis
method estimates a summary treatment effect as the weighted average of individual study ﬁndings, with weights
depending on both within-study (sampling) variance and the estimated between-study variance. Consequently,
the estimated amount of the between-study variance inﬂuences the weights assigned to each study and hence
the overall summary treatment effect and, importantly, its precision. Although it is typical to assume that the
weights are known constants when constructing conﬁdence intervals and hypothesis tests, they are in fact
unknown random variables that need to be estimated. This issue has previously been discussed for the usual tests
that, as a consequence, do not have the properties assumed for them, such as the chi-square distribution for the
Q-statistic under the null hypothesis of homogeneity (Kulinskaya et al., 2011a, 2011b), and some attempts have
been made to account for the uncertainty in the weights (Böhning et al., 2002; Malzahn et al., 2000). Hence, among
other factors, the performance of the between-study variance estimators depends on how well we estimate the
study weights.
Special attention should also be paid to the case of rare events in dichotomous outcome data using the
inverse-variance approach, where the degree of bias in the between-study estimation is proportional to the rarity
of the study events. In such cases, it has been suggested to avoid the inverse-variance method altogether and
instead either use the FE model and the Mantel–Haenszel method for unbalanced group sizes or Peto’s method
for balanced group sizes (Bradburn et al., 2007; Sweeting et al., 2004), or to switch to models/methods based on
exact distributional assumptions (Kuss, 2014; Stijnen et al., 2010).
In this paper, we provide a comprehensive overview of methods used for estimating the between-study
variance and its uncertainty. We searched in PubMed to identify research articles that describe or compare these
methods in simulation or empirical studies, and we scanned the references of the selected articles for additional
relevant literature (see Supporting Information). Eligible were methods that can be applied for any type of
outcome data. Several published papers present and compare various between-study variance estimators (Chung
et al., 2014; DerSimonian and Kacker, 2007; Novianti et al., 2014; Pullenayegum, 2011; Sidik and Jonkman, 2007;
Viechtbauer, 2005) and their CIs (Jackson, 2013; Knapp et al., 2006; Viechtbauer, 2007), while many published
empirical and simulation studies suggest different methods (Chung et al., 2014; Kontopantelis et al., 2013; Novianti
et al., 2014; Sidik and Jonkman, 2007; Thorlund et al., 2011; Viechtbauer, 2007). Therefore, there is a need to
summarise the alternative estimation options and the studies’ conclusions, and to indicate whether some
methods are preferable to others with regard to the studies’ results.
A. A. VERONIKI ET AL.
© 2015 The Authors. Research Synthesis Methods published by John Wiley & Sons Ltd. Res. Syn. Meth. 2016, 7 55–79
5
6
Ta
b
le
1
.
So
ft
w
ar
e
o
p
ti
o
n
(w
it
h
p
ac
ka
g
es
o
r
m
ac
ro
s)
fo
r
ea
ch
τ2
es
ti
m
at
io
n
m
et
h
o
d
.
Το
o
u
r
kn
o
w
le
d
g
e,
ro
u
ti
n
es
fo
r
H
ar
tu
n
g
an
d
M
ak
am
b
i,
tw
o
-s
te
p
D
er
Si
m
o
n
ia
n
an
d
La
ir
d
,
p
o
si
ti
ve
D
er
Si
m
o
n
ia
n
an
d
La
ir
d
,t
w
o
-s
te
p
H
ed
g
es
an
d
O
lk
in
,R
u
kh
in
B
ay
es
,p
o
si
ti
ve
Ru
kh
in
B
ay
es
,a
n
d
n
o
n
-p
ar
am
et
ri
c
b
o
o
ts
tr
ap
m
et
h
o
d
s
ar
e
n
o
t
av
ai
la
b
le
in
an
y
o
f
th
e
so
ft
w
ar
e
o
p
ti
o
n
s
lis
te
d
b
el
o
w
.T
h
e
re
le
va
n
t
re
fe
re
n
ce
s
fo
r
th
e
u
n
d
er
ly
in
g
p
ac
ka
g
es
an
d
m
ac
ro
s
ar
e
p
re
se
n
te
d
at
th
e
en
d
o
f
th
e
ta
b
le
.
So
ft
w
ar
e
Li
ce
n
se
ty
p
e
Es
ti
m
at
io
n
m
et
h
o
d
s
(p
ac
ka
g
es
/m
ac
ro
s)
D
er
Si
m
o
n
ia
n
an
d
La
ir
d
(D
L)
Pa
u
le
an
d
M
an
d
el
(P
M
)
H
ed
g
es
an
d
O
lk
in
(H
O
)
H
u
n
te
r
an
d
Sc
h
m
id
t
(H
S)
M
ax
im
u
m
lik
el
ih
o
o
d
(M
L)
Re
st
ri
ct
ed
m
ax
im
u
m
lik
el
ih
o
o
d
(R
EM
L)
A
p
p
ro
xi
m
at
e
re
st
ri
ct
ed
m
ax
im
u
m
lik
el
ih
o
o
d
(A
RE
M
L)
Si
d
ik
an
d
Jo
n
km
an
(S
J)
Fu
ll
B
ay
es
(F
B
)
B
ay
es
m
o
d
al
(B
M
)
C
o
m
p
re
h
en
si
ve
M
et
a-
A
n
al
ys
is
(B
o
re
n
st
ei
n
et
al
.,
20
05
)
w
w
w
.
m
et
a-
an
al
ys
is
.c
o
m
/
C
o
m
m
er
ci
al
Ye
s
—
—
—
Ye
s
—
—
—
—
—
Ex
ce
lu
si
n
g
th
e
M
et
aE
as
y
A
d
d
In
(K
o
n
to
p
an
te
lis
an
d
Re
ev
es
,
20
09
)
h
tt
p
://
w
w
w
.js
ta
ts
o
ft
.o
rg
/
v3
0/
i0
7
Fr
ee
w
ar
e
Ye
s
—
—
—
Ye
s
—
—
—
—
—
H
LM
(R
au
d
en
b
u
sh
et
al
.,
20
04
)
h
tt
p
://
w
w
w
.s
si
ce
n
tr
al
.c
o
m
/h
lm
/
C
o
m
m
er
ci
al
—
—
—
—
Ye
s
Ye
s
—
—
—
—
M
et
a-
D
iS
c
(Z
am
o
ra
et
al
.,
20
06
)
ft
p
://
ft
p
.h
rc
.e
s/
p
u
b
/p
ro
g
ra
m
as
/
m
et
ad
is
c/
Fr
ee
w
ar
e
Ye
s
—
—
—
Ye
s
Ye
s
—
—
—
—
M
et
aw
in
(R
o
se
n
b
er
g
et
al
.,
20
00
)
h
tt
p
://
w
w
w
.m
et
aw
in
so
ft
.
co
m
/
C
o
m
m
er
ci
al
Ye
s
—
—
—
Ye
s
—
—
—
—
—
M
IX
(B
ax
,2
01
1)
w
w
w
.m
ix
-f
o
r-
m
et
a-
an
al
ys
is
.in
fo
/
C
o
m
m
er
ci
al
Ye
s
—
—
—
—
—
—
—
—
—
M
Lw
in
(R
as
b
as
h
et
al
.,
20
14
)
h
tt
p
://
w
w
w
.b
ri
st
o
l.a
c.
u
k/
cm
m
/
so
ft
w
ar
e/
m
lw
in
/
Fr
ee
w
ar
e
—
—
—
—
Ye
s
Ye
s
—
—
Ye
s
—
O
p
en
M
et
a
A
n
al
ys
t
(W
al
la
ce
et
al
.,
20
12
)
h
tt
p
://
w
w
w
.c
eb
m
.
b
ro
w
n
.e
d
u
/o
p
en
_m
et
a
Fr
ee
w
ar
e
Ye
s
Ye
s
Ye
s
—
Ye
s
Ye
s
—
Ye
s
—
—
Re
vM
an
(T
h
e
N
o
rd
ic
C
o
ch
ra
n
e
C
en
tr
e,
20
14
)
w
w
w
.c
oc
hr
an
e.
or
g/
Fr
ee
w
ar
e
Ye
s
—
—
—
—
—
—
—
—
—
R
(R
D
ev
el
o
p
m
en
t
C
o
re
Te
am
,
20
08
)
h
tt
p
://
w
w
w
.r-
p
ro
je
ct
.o
rg
/
Fr
ee
w
ar
e
Ye
s
(m
et
a,
m
et
af
o
r,
n
et
m
et
a,
m
vm
et
a)
Ye
s
(m
et
a,
m
et
af
o
r)
Ye
s
(m
et
a,
m
et
af
o
r,
m
vm
et
a)
Ye
s
(m
et
a,
m
et
af
o
r)
Ye
s
(m
et
a,
m
et
aS
EM
,
m
et
af
o
r,
m
vm
et
a)
Ye
s
(m
et
a,
m
et
aS
EM
,
m
et
af
o
r,
m
vm
et
a)
—
Ye
s
(m
et
a,
m
et
af
o
r)
Ye
s
(R
2W
in
B
U
G
S,
B
Ru
g
s,
rj
u
g
s)
Ye
s
(b
lm
e)
(C
on
tin
ue
s)
A. A. VERONIKI ET AL.
© 2015 The Authors. Research Synthesis Methods published by John Wiley & Sons Ltd. Res. Syn. Meth. 2016, 7 55–79
5
7
Ta
b
le
1
.
(C
o
n
ti
n
u
ed
)
So
ft
w
ar
e
Li
ce
n
se
ty
p
e
Es
ti
m
at
io
n
m
et
h
o
d
s
(p
ac
ka
g
es
/m
ac
ro
s)
D
er
Si
m
o
n
ia
n
an
d
La
ir
d
(D
L)
Pa
u
le
an
d
M
an
d
el
(P
M
)
H
ed
g
es
an
d
O
lk
in
(H
O
)
H
u
n
te
r
an
d
Sc
h
m
id
t
(H
S)
M
ax
im
u
m
lik
el
ih
o
o
d
(M
L)
Re
st
ri
ct
ed
m
ax
im
u
m
lik
el
ih
o
o
d
(R
EM
L)
A
p
p
ro
xi
m
at
e
re
st
ri
ct
ed
m
ax
im
u
m
lik
el
ih
o
o
d
(A
RE
M
L)
Si
d
ik
an
d
Jo
n
km
an
(S
J)
Fu
ll
B
ay
es
(F
B
)
B
ay
es
m
o
d
al
(B
M
)
SA
S
(S
A
S
In
st
it
u
te
In
c.
,2
00
3)
h
tt
p
://
w
w
w
.s
as
.c
o
m
/
te
ch
n
o
lo
g
ie
s/
an
al
yt
ic
s/
st
at
is
ti
cs
/s
ta
t/
C
o
m
m
er
ci
al
Ye
s
(m
ar
an
d
o
m
.
sa
s)
—
—
—
Ye
s
(m
ar
an
d
o
m
.
sa
s,
PR
O
C
IM
L,
PR
O
C
M
IX
ED
,
PR
O
C
G
LI
M
M
IX
)
Ye
s
(P
RO
C
IM
L,
PR
O
C
M
IX
ED
,
PR
O
C
G
LI
M
M
IX
)
—
—
Ye
s
(S
A
SB
U
G
S,
RA
Sm
ac
ro
,
PR
O
C
M
C
M
C
)
—
St
at
a
(S
ta
ta
C
o
rp
,2
01
3)
w
w
w
.
st
at
a.
co
m
/
C
o
m
m
er
ci
al
Ye
s
(m
et
ar
eg
,
m
et
an
,
m
et
aa
n
,
m
vm
et
a)
Ye
s
(m
et
ar
eg
)
—
—
Ye
s
(m
et
ar
eg
,
m
et
aa
n
,
m
vm
et
a)
Ye
s
(m
et
ar
eg
,
m
et
aa
n
,
m
vm
et
a)
—
—
—
Ye
s
(g
lla
m
m
)
SP
SS
(IB
M
C
o
rp
.,
20
13
)
h
tt
p
://
w
w
w
.s
p
ss
.c
o
.in
/
C
o
m
m
er
ci
al
Ye
s
(m
ea
n
es
.s
p
s,
m
et
af
.s
p
s,
m
et
ar
eg
.s
p
s)
—
—
—
Ye
s
(m
et
af
.s
p
s,
m
et
ar
eg
.s
p
s)
—
Ye
s
(m
et
af
.
sp
s,
m
et
ar
eg
.s
p
s)
—
—
—
B
U
G
S
(T
h
o
m
as
,1
99
4)
,
O
p
en
B
U
G
S
(T
h
o
m
as
,2
01
0)
,o
r
W
in
B
U
G
S
(L
u
n
n
et
al
.,
20
00
)
w
w
w
.m
rc
-b
su
.c
am
.a
c.
u
k/
b
u
g
s/
Fr
ee
w
ar
e
—
—
—
—
—
—
—
—
Ye
s
—
R
:
m
et
a
(h
tt
p
://
cr
an
.r-
p
ro
je
ct
.o
rg
/w
eb
/p
ac
ka
g
es
/m
et
a/
m
et
a.
p
d
f)
,
m
et
af
or
(V
ie
ch
tb
au
er
,
20
13
)
(h
tt
p
://
w
w
w
.m
et
af
o
r-
p
ro
je
ct
.o
rg
/d
o
ku
.p
h
p
),
n
et
m
et
a
(h
tt
p
://
cr
an
.r-
p
ro
je
ct
.o
rg
/w
eb
/
p
ac
ka
g
es
/n
et
m
et
a/
n
et
m
et
a.
p
d
f)
,
m
vm
et
a
(h
tt
p
://
cr
an
.r-
p
ro
je
ct
.o
rg
/w
eb
/p
ac
ka
g
es
/m
vm
et
a/
m
vm
et
a.
p
d
f)
,
m
et
aS
EM
(h
tt
p
://
co
u
rs
es
.n
u
s.
ed
u
.s
g
/c
o
u
rs
e/
p
sy
cw
lm
/I
n
te
rn
et
/m
et
aS
EM
/)
,
R2
W
in
B
U
G
S
(h
tt
p
://
cr
an
.r-
p
ro
je
ct
.o
rg
/w
eb
/p
ac
ka
g
es
/R
2W
in
B
U
G
S/
R2
W
in
B
U
G
S.
p
d
f)
,
B
Ru
g
s
(h
tt
p
://
cr
an
.r-
p
ro
je
ct
.o
rg
/w
eb
/p
ac
ka
g
es
/B
Ru
g
s/
B
Ru
g
s.
p
d
f)
,
rj
u
g
s
(h
tt
p
://
cr
an
.r-
p
ro
je
ct
.o
rg
/
w
eb
/p
ac
ka
g
es
/r
ja
g
s/
rj
ag
s.
p
d
f)
,b
lm
e
(h
tt
p
://
cr
an
.r-
p
ro
je
ct
.o
rg
/w
eb
/p
ac
ka
g
es
/b
lm
e/
b
lm
e.
p
d
f)
SA
S:
m
ar
an
d
o
m
.s
as
(h
tt
p
://
w
w
w
.s
en
n
s.
d
em
o
n
.c
o
.u
k/
SA
S%
20
M
ac
ro
s/
SA
SM
ac
ro
s.
h
tm
l),
PR
O
C
IM
L
(h
tt
p
://
su
p
p
o
rt
.s
as
.c
o
m
/d
o
cu
m
en
ta
ti
o
n
/c
d
l/
en
/i
m
lu
g
/6
35
41
/P
D
F/
d
ef
au
lt
/i
m
lu
g
.p
d
f)
,
PR
O
C
M
IX
ED
(h
tt
p
s:
//
su
p
p
o
rt
.s
as
.c
o
m
/d
o
cu
m
en
ta
ti
o
n
/c
d
l/
en
/s
ta
tu
g
m
ix
ed
/6
18
07
/P
D
F/
d
ef
au
lt
/s
ta
tu
g
m
ix
ed
.p
d
f)
,
PR
O
C
G
LI
M
M
IX
(h
tt
p
s:
//
su
p
p
o
rt
.s
as
.c
o
m
/d
o
cu
m
en
ta
ti
o
n
/c
d
l/
en
/
st
at
u
g
g
lm
m
ix
/6
17
88
/P
D
F/
d
ef
au
lt
/s
ta
tu
g
g
lm
m
ix
.p
d
f)
,
SA
SB
U
G
S
(Z
h
an
g
et
al
.,
20
08
),
RA
Sm
ac
ro
(h
tt
p
s:
//
g
it
h
u
b
.c
o
m
/r
sp
ar
ap
a/
ra
sm
ac
ro
),
PR
O
C
M
C
M
C
(h
tt
p
://
su
p
p
o
rt
.s
as
.c
o
m
/
d
o
cu
m
en
ta
ti
o
n
/c
d
l/
en
/s
ta
tu
g
m
cm
c/
63
12
5/
PD
F/
d
ef
au
lt
/s
ta
tu
g
m
cm
c.
p
d
f)
St
at
a:
m
et
ar
eg
(H
ar
b
o
rd
an
d
H
ig
g
in
s,
20
08
),
m
et
an
(H
ar
ri
s
et
al
.,
20
08
),
m
et
aa
n
(K
o
n
to
p
an
te
lis
an
d
Re
ev
es
,2
01
0)
,m
vm
et
a
(W
h
it
e,
20
09
),
g
lla
m
m
(R
ab
e-
H
es
ke
th
et
al
.,
20
03
)
(h
tt
p
://
w
w
w
.g
lla
m
m
.o
rg
/p
ro
g
ra
m
s.
h
tm
l)
SP
SS
:m
ea
n
es
.s
p
s
(h
tt
p
://
m
as
o
n
.g
m
u
.e
d
u
/~
d
w
ils
o
n
b
/m
a.
h
tm
l),
m
et
af
.s
p
s
(h
tt
p
://
m
as
o
n
.g
m
u
.e
d
u
/~
d
w
ils
o
n
b
/m
a.
h
tm
l),
m
et
ar
eg
.s
p
s
(h
tt
p
://
m
as
o
n
.g
m
u
.e
d
u
/~
d
w
ils
o
n
b
/m
a.
h
tm
l)
A. A. VERONIKI ET AL.
© 2015 The Authors. Research Synthesis Methods published by John Wiley & Sons Ltd. Res. Syn. Meth. 2016, 7 55–79
5
8
After a brief description of the usual meta-analysis models in section 2, we describe 16 methods to estimate
between-study variance in section 3. We describe seven methods to quantify uncertainty in the between-study
variance in section 4, and then illustrate the application of the various methods in example meta-analyses along
with our recommendations in section 5. We conclude with a summary of the comparative studies that evaluate
the performance of the various methods in section 6. Our recommendations are based on a qualitative evaluation
of the existing literature and expert consensus. Evidence-based recommendations require an extensive simulation
study where all methods would be compared under the same scenarios.
2. Models for meta-analysis
Consider the situation where the quantity of interest is the effect of an intervention compared to a control
condition or the presence of a risk factor compared to its absence, measured in terms of an effect size (such as
the log-odds ratio or the standardised mean difference). The main two parametric models used to combine study
results are the FE model and the RE model. The FE model assumes that all studies share the same (ﬁxed) effect,
that is, there is one ‘true effect’ size and all differences in the observed effects are because of sampling error. In
the RE model, the effects in the studies are assumed to represent a random sample from a distribution of true
treatment effects, most commonly a normal distribution. The width of the distribution describes the degree of
the between-study variance. The RE model encompasses within-study (vi, index i refers to the i
th study, with
i= 1,…, k) and between-study (τ2) variation, in contrast to the FE model which includes within-study variation
only. Uncertainty in the location of the mean effect in a RE meta-analysis depends on the magnitude of the
between-study variance, the number of studies, and the precision of the individual study estimates (Hardy and
Thompson, 1996). Several approaches have been suggested to estimate a CI around the mean effect, the
performance of which has been examined in simulation studies under various scenarios (Brockwell and Gordon,
2001; Hartung, 1999; Kontopantelis and Reeves, 2012).
In the presence of between-study variance (τ2> 0), the RE model results in a wider CI compared with the FE
model, reﬂecting greater uncertainty around the mean (Villar et al., 2001). In Table 2, we provide notation and
deﬁne both models formally.
Given observed treatment effect yi in study i=1,…, k (e.g. the log-odds ratio), the common treatment effect μFE
under the FE model is estimated as
μ^FE ¼
X
wi;FEyiX
wi;FE
(1)
where wi,FE is the weight (the inverse of the variance) assigned to each study. Note that throughout the paper all
summations go from i=1 to i= k. Under the assumptions of the model, the summary treatment effect in (1) is the
uniformly minimum variance unbiased estimator of μFE (Viechtbauer, 2005).
Under the RE model, we instead estimate μRE, the mean of the distribution of true treatment effects. Let δi
denote the difference between this mean and the underlying study-speciﬁc true effect θi in a particular study.
The estimated summary treatment effect μ^RE is computed as in Equation (1) using weights appropriate to the
RE model, wi,RE, as provided in Table 2. In the following sections, we will use the notation μ^RE τ^
2ð Þ to emphasise
that the overall treatment effect depends on the estimated amount of between-study variance. Model parameters
are usually estimated under the assumption that the study variances vi are known when in fact they are estimated
from the observed study data. We make this assumption throughout the paper, so the distributions of statistics
presented are good approximations only when the study sizes are large.
3. Methods to estimate the between-study variance
We consider 16 between-study variance estimators, and these are summarised in Table 3, along with
abbreviations which we will use in the text of the sections that follow. The methods may be divided into two main
Table 2. Models to synthesise study results in a meta-analysis.
Fixed-effect model Random-effects model
yi= θi+ εi
yi= μFE + εi θi= μRE + δi
εi~Ν(0, vi) εi~Ν(0, vi)
Var(yi) = vi δi~Ν(0, τ
2)
wi,FE = 1/vi Var(yi) = vi+ τ
2
wi,RE = 1/(vi+ τ
2)
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groups: closed-form (or non-iterative) methods and iterative methods. Closed-form methods provide a parameter
estimator in a predetermined number of steps, whereas iterative methods converge to a solution when a speciﬁc
criterion is met (however, some iterative methods do not always produce a result because of failure to converge).
Methods may also be distinguished by whether they yield only positive values or whether they yield non-negative
estimates (i.e. τ^2 can be zero).
We describe known properties of the methods in terms of bias, mean squared error (MSE), and efﬁciency. Bias is
the difference between the expected value of the estimator and its true value, and is given by
Bias τ^2
  ¼ E τ^2  τ2 ¼ E τ^2  τ2 :
Negatively or positively biased estimators lead to an under- or over-estimation of the true between-study
variance. Therefore, it is desirable that an estimator for the amount of the between-study variance satisﬁes
E τ^2ð Þ ¼ τ2, that is, it is unbiased.
A good estimator should not only be unbiased, but also remain unaffected as much as possible by sampling
ﬂuctuation (efﬁciency), that is, the extent to which the estimator takes on different values with different samples.
MSE is the squared distance between the estimator and its true value:
MSE τ^2
  ¼ E τ^2  τ2 2h i ¼ Var τ^2 þ Bias τ^2  2:
If MSE τ^21
 
< MSE τ^22
 
, then τ^21 is said to be more efﬁcient than τ^
2
2. Finally, CIs produced by different estimation
methods for either τ2 or μ are often compared in terms of coverage probability (i.e. the proportion of times the
interval includes the true value of the parameter being estimated) and width. Methods that provide narrower
CIs with coverage probability close to the nominal level are preferable.
3.1. DerSimonian and Laird (DL) method
The DL estimator is possibly the most frequently used approach as it is a non-iterative method that is simple to
implement (DerSimonian and Laird, 1986). In fact, many software routines have DL as the default method to
estimate the between-study variance. The estimator is derived by equating the expected value of Cochran’s
Q-statistic with its observed value, yielding
E Qð Þ ¼ τ2
X
wi;FE 
X
w2i;FEX
wi;FE
 !
þ k  1ð Þ;
Table 3. Overview of the estimators for the between-study variance.
Estimator Abbreviation Iterative/Non-iterative Positive/Non-negative
Method of moments estimators
DerSimonian and Laird DL Non-iterative Non-negative
Positive DerSimonian and Laird DLp Non-iterative Positive
Two-step DerSimonian and Laird DL2 Non-iterative Non-negative
Hedges and Olkin HO Non-iterative Non-negative
Two-step Hedges and Olkin HO2 Non-iterative Non-negative
Paule and Mandel PM Iterative Non-negative
Hartung and Makambi HM Non-iterative Positive
Hunter and Schmidt HS Non-iterative Non-negative
Maximum likelihood estimators
Maximum likelihood ML Iterative Non-negative
Restricted maximum likelihood REML Iterative Non-negative
Approximate restricted maximum likelihood AREML Iterative Non-negative
Model error variance estimator
Sidik and Jonkman SJ Non-iterative Positive
Bayes estimators
Rukhin Bayes RB Iterative Non-negative
Positive Rukhin Bayes RBp Iterative Positive
Full Bayes FB Iterative Non-negative
Bayes Modal BM Iterative Positive
Bootstrap estimator
Non-parametric bootstrap DerSimonian and Laird DLb Iterative Non-negative
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where Q is calculated based on an estimate from a FE analysis, μ^FE with:
Q ¼
X
wi;FE yi  μ^FEð Þ2 ¼
X yi  μ^FEð Þ2
vi
:
The DL estimator can therefore be obtained as
τ^2DL ¼ max 0;
Q k  1ð ÞX
wi;FE 
X
w2i;FEX
wi;FE
8>><>>>:
9>>=>>>;:
The Cochran’s Q-statistic belongs to the ‘generalised Cochran between-study variance statistics’ (DerSimonian
and Kacker, 2007):
Qa ¼
X
ai yi  μ^að Þ2;
with ai representing weights assigned to each study that are equal to any positive value, and μ^a ¼
X
aiyiX
ai
.
Similarly to DL, equating Qa to its expected value
E Qað Þ ¼ τ2
X
ai 
X
a2iX
ai
 !
þ
X
aivi 
X
a2i viX
ai
 !
;
and solving for τ2 we can obtain the generalised method of moments (GMM) estimator:
τ^2GMM ¼ max 0;
Qa 
X
aivi 
X
a2i viX
ai
 !
X
ai 
X
a2iX
ai
8>><>>>:
9>>=>>>;:
Therefore, the DL estimator is a special case of the general class of method of moments estimators with
weights ai=wi,FE=1/vi.
Under the assumptions of the RE model assuming known within-study variances vi and before the truncation of
negative values, the generalised method of moments estimator is unbiased. However, the need to truncate
negative values to zero introduces positive bias into the estimator (Rukhin, 2013; Viechtbauer, 2005) and
consequently the DL estimator is positively biased, over-estimating the true amount of between-study variance
on average. When k decreases and/or the vi increase, the estimator becomes more variable and truncation is often
needed, leading to positive bias (Viechtbauer, 2005).
However, before truncation, the DL estimator is unbiased if the sampling variances are known rather than
estimated. Any bias in the estimator is therefore not inherent to the estimator per se, but depends on how well
sampling variances are estimated. Potential bias in the DL estimator might also stem from other factors apart from
estimation of the vi values, such as bias in the treatment effect estimates and/or correlation between the
treatment effect estimates and their corresponding sampling variances. It should be noted that DerSimonian
and Laird (1986) suggested the truncated estimator as shown above, and from now on (unless stated otherwise)
we will refer to the truncated version of their estimator as DL.
Simulation studies have suggested that the DL between-study estimate is acceptable when true levels of
the between-study variance are small or close to zero and k is large, whereas when τ2 is large, the DL
estimator can produce estimates with signiﬁcant negative bias (Bowden et al., 2011; Novianti et al., 2014;
Sidik and Jonkman, 2007, 2005a, 2005b). The negative bias that has been reported with respect to the DL
estimator seems to be something especially related to using effect size measures based on 2×2 table data
(e.g. odds ratios, risk ratios), where problems arise when using very large τ2 values in simulation studies. In
particular, very large τ2 can lead to extreme values of the effect size measure, at which point many tables
will include zero cells and the accuracy and applicability of the inverse-variance method becomes
questionable.
The DL estimator is associated with lower MSE than the HO, SJ, and PM estimators (which we describe
below) when the true between-study variance is not too large (Sidik and Jonkman, 2007). Jackson et al.
(2010) evaluated the efﬁciency of the DL estimator asymptotically, that is, they assessed whether the variance
of this estimator attains the Cramér–Rao bound for k→∞.They showed that DL is inefﬁcient when the studies
included in the meta-analysis are of different sizes and particularly when τ2 is large. However, they suggested
that the DL estimator can be efﬁcient for inference on μ when the number of studies included in the meta-
analysis is large.
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3.2. Positive DerSimonian and Laird (DLp) method
Kontopantelis et al. (2013) carried out an empirical and a simulation study for dichotomous outcome data and
concluded that τ^2DL is often estimated to be zero when its true value is positive, especially for small k. They claimed
that positive estimation methods are preferable to non-negative methods and proposed an alternative approach
to the DL method (which we denote DLp) that ensures a positive value:
τ^2DLp ¼
τ^2DL ; τ^
2
DL > 0
c ; τ^2DL ≤ 0
(
with c denoting an arbitrary positive constant. In a simulation study reﬂecting the meta-analysis of log-odds ratios,
the authors selected c=0.01 and showed that DLp has lower bias than other positive estimators (SJ, HO, RBp),
irrespective of the distribution of the study-speciﬁc true effects θi.
3.3. Two-step estimator with DerSimonian and Laird (DL2) method
DerSimonian and Kacker (2007) proposed a non-iterative, two-step estimator (DL2). It is based on the
generalised method of moments estimator and the generalised Cochran between-study variance statistic, with
ai ¼ wi;RE ¼ 1= vi þ τ^2DL
 
, and μ^RE τ^
2
DL
 
computed as in (1) using these RE weights. The estimator can be obtained by
τ^2DL2 ¼ max 0;
QwRE 
X
wi;REvi 
X
w2i;REviX
wi;RE
 !
X
wi;RE 
X
w2i;REX
wi;RE
8>>><>>:
9>>>=>>;: (2)
When all of the sampling variances are equal to each other, the estimator reduces to the HO method.
DerSimonian and Kacker (2007) compared the DL, HO, DL2, HO2, and PM methods (which we describe below)
and showed that the DL2 estimator approximates the PM estimator, which may have some desirable statistical
properties. However, Bhaumik et al. (2012) found that for rare events the DL2 estimator is downwardly biased.
3.4. Non-parametric bootstrap DerSimonian and Laird method (DLb)
Kontopantelis et al. (2013) suggested a non-parametric bootstrap version of the DL method (DLb) by randomly
sampling B sets of studies with replacement. In each set, they estimate τ2 using the DL method and then estimate
τ^2DLb as the mean of these B estimates. The authors carried out a simulation study and suggested that DLb was
associated with lower bias than SJ or RBp (which we describe below) for k ≥ 5. The same study suggested that
DLb performed better compared to DL in terms of identifying the presence of between-study variance, especially
when the number of studies was small. However, non-parametric bootstrap methods perform well only when a
large number of studies is included in the meta-analysis and the observed beneﬁt may be artiﬁcial. The study also
showed that DLb revealed greater bias compared with DL, which was more profound in small meta-analyses.
Although described for the DL method, this method can in fact be employed for every between-study variance
estimator.
3.5. Hedges and Olkin (HO) method
The HO (Hedges and Olkin, 1985) estimator (also known as Cochran estimator or variance component type
estimator) was ﬁrst introduced in a RE analysis of variance context by Cochran (1954). Hedges (1983) discussed
the estimation method for the between-study variance component in the meta-analytic context. The estimator
is obtained by setting the sample variance
S2y ¼
1
k  1
X
yi  yð Þ2
equal to its expected value and solving for τ2, which yields
τ^2HO ¼ max 0;
1
k  1
X
yi  yð Þ2 
1
k
X
vi
 
;
where y is the unweighted average of yi. DerSimonian and Laird (1986) noted that the difference between the DL
and HO method of moments estimators is that HO is based on the unweighted variance of the treatment effect
estimates, whereas DL is based on their weighted variance. The method is a special case of the generalised
method of moments estimator with ai= 1/k as DerSimonian and Kacker (2007) suggested, or with ai equal to
any other positive constant independent of i. Although the HO estimator is simple to compute and does not
require an iterative numerical solution, it is not widely used. However, it is worth noting that the HO estimator
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is exactly unbiased (before being truncated) when the sampling variances can be estimated unbiasedly
(Viechtbauer, 2005). Unbiased estimates of the sampling variances can in fact be obtained for some outcome
measures used in meta-analyses (e.g. risk differences, raw mean differences, and standardised mean differences).
DerSimonian and Laird (1986) compared the HO method with the DL, ML, and REML methods. They concluded
that, on average, the DL and REML methods yield slightly larger values than ML, but all three gave lower values
than the HO estimator. This was corroborated by an empirical study (Thorlund et al., 2011) showing that the
HO estimator produces on average larger estimates than the DL method. The HO method performs well in the
presence of substantial between-study variance, especially when the number of studies is large (i.e. k ≥ 30), but
produces large MSE (Chung et al., 2014; Panityakul et al., 2013; Sidik and Jonkman, 2007; Viechtbauer, 2005). Sidik
and Jonkman (2007) showed that for large τ2 and moderate to large k, the HO estimator has the largest MSE in
comparison with the DL, ML, REML, PM, and SJ estimators, but for large k, it has smaller bias than the DL, ML,
and REML estimators. Friedman (2000) derived the variances of the DL and HO estimators and found that the
DL estimator is more efﬁcient than the HO estimator when τ2 is zero, while the opposite occurs when the amount
of between-study variance is large. However, Sidik and Jonkman (2007) in their simulations concluded the
opposite, namely that the DL estimator is more efﬁcient than the HO estimator when τ2 is large. They attribute
the different conclusions to the fact that Friedman derives variances for the estimators that do not take into
account the truncation of negative values.
3.6. Two-step estimator for the Hedges and Olkin (HO2) method
The method of DerSimonian and Kacker (2007) is a two-step estimator and belongs to the family of the
generalised method of moments estimators. In the ﬁrst step, we start with the HO estimator and use the weights
ai ¼ wi;RE ¼ 1= vi þ τ^2HO
 
and the overall treatment effect μ^RE τ^
2
HO
 
as in (1). In the second step, we obtain the HO2
estimator as in (2). When all sampling variances are equal, the estimator reduces to the HO method. DerSimonian
and Kacker (2007) showed that the two-step estimators HO2 and DL2 approximate the PM estimator better than
the one-step HO and DL estimators, and suggest the use of either DL2 or HO2 when a non-iterative method is
desired.
3.7. Paule and Mandel (PM) method
Paule and Mandel (1982) proposed to proﬁle a special form of Qa, with ai=wi,RE= 1/(vi+ τ
2), the generalised
Q-statistic:
Qgen ¼
X
wi;RE yi  μ^RE τ2
  2e χ2k1;
until Qgen equals its expected value (i.e. E(Qgen) = k 1). Qgen is a pivotal quantity to test the null hypothesis that
the true between-study variance is equal to a certain amount τ20 ≥0ð Þ, and depends on the unknown τ2. PM is an
iterative estimator that belongs to the family of the GMM estimators, where the RE weights and overall effect are
simultaneously calculated using the true value of τ2 that is part of the pivotal quantity. Similarly to the distribution
of Cochran’s Q-statistic, the chi-square distribution of Qgen depends on how well the study-speciﬁc weights,
variances, and treatment effects are estimated.
The method is actually equivalent to the empirical Bayes estimator that was discussed by Morris (1983) and
introduced into the meta-analytic context by Berkey et al. (1995). Provided that the sampling variances and τ2
are ﬁxed and known and that the ﬁrst two moments exist, the expectation of Qgen is equal to k 1 even when
the underlying distributions are not normal (Rukhin, 2013). Because Qgen is a monotonically decreasing function
of τ2, τ^2MP is set equal to zero when Qgen< k 1 for τ2 = 0 (DerSimonian and Kacker, 2007).
Rukhin et al. (2000) showed that when assumptions underlying the method do not hold, the method is still
more robust compared to the DL estimator, which depends on large sample sizes. Panityakul et al. (2013) showed
that the PM estimator is approximately unbiased for large sample sizes and also provided R code for computing
the PM estimator. It has been shown that the PM method has upward bias for small k and τ2, whereas for large k
and τ2 it is downwardly biased (Sidik and Jonkman, 2007); but generally the method is less biased than its
alternatives. One simulation study suggested that PM outperforms the DL and REML estimators in terms of bias
(Panityakul et al., 2013). Novianti et al. (2014) compared the DL, DL2, PM, HO, REML, and SJ estimators, and showed
that the PM method performed best in terms of bias for both dichotomous and continuous outcome data. Sidik
and Jonkman (2007) highlighted the methodological similarity between the SJ and PM estimators, stating that
differences are because of the fact that SJ is simpliﬁed to two steps and avoids zero between-study variance
estimates, and they showed that the two estimators have similar MSE. In fact, if the SJ estimator would be iterated,
then it would yield the same exact value as the PM method. Although the PM estimator seems to perform well in
terms of bias, Knapp and Hartung (2003) found that it is less efﬁcient than the DL and REML estimators.
Bowden et al. (2011) carried out an empirical study comparing the DL and PM estimators and showed that as
the between-study variance increases, τ^2PM becomes greater than τ^
2
DL. The authors recommend the use of τ^
2
PM and
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provide R code to obtain the estimator, based on the general algorithm of DerSimonian and Kacker (2007), who
also recommended the PM estimator for its good properties.
For the meta-analysis of log-odds ratios, Bhaumik et al. (2012) proposed an improved PM estimator for rare
adverse events by borrowing strength from all studies when estimating each sampling variance. They suggest
instead of the conventional vi to use
vi ¼
1
nit þ 1 e
CGRιycorþτ
2
2 þ 2þ eCGRιþycorþτ22
h i
þ 1
nic þ 1 e
CGRι þ 2þ eCGRι  ;
where nit and nic are the number of subjects assigned to the treatment and control group, respectively, in study i,
CGR is the control group risk, ycor is the simple average of the yi values, and cor is referred to as the continuity
correction. In particular, the authors added a positive constant cor to the observed frequencies, estimated the
relative treatment effect, and then determined the optimal value of cor so as to retain an unbiased estimate. To
obtain the improved PM estimator, the authors suggested applying the same process as in PM using weights
wi;RE ¼ 1= τ2 þ vi
 
. They concluded that this improved method reduces bias compared with the DL, DL2, and
PM estimators. This approach could in principle be implemented for every between-study variance estimator.
3.8. Hartung and Makambi (HM) method
The HMmethod is a modiﬁcation of the DL estimation method which does not require truncation to zero (Hartung
and Makambi, 2003, 2002). Taking into account the quadratic form of the random variables yi,X
wi;FE yi  μ^FEð Þ2X
wi;FE 
X
w2i;FEX
wi;FE
¼ QX
wi;FE 
X
w2i;FEX
wi;FE
;
the HM method involves multiplying the quadratic form above by the factor Q/(2(k 1) +Q) to ensure positivity.
The estimator is therefore given by:
τ^2HM ¼
Q2
2 k  1ð Þ þ Qð Þ
X
wi;FE 
X
w2i;FEX
wi;FE
 ! :
This is a non-iterative method that always produces positive values. Thorlund et al. (2011) carried out an
empirical study comparing the DL method with the HM, REML, HO, and SJ estimators, and concluded that for
small to moderate true between-study variance values, HM and SJ produce large estimates of τ2.
3.9. Hunter and Schmidt (HS) method
The Hunter and Schmidt (2004) estimator is given by
τ^2HS ¼ max 0;
Q kX
wi;FE
( )
:
The HS estimationmethod has been shown to be negatively biased (Viechtbauer, 2005). The HS andML estimators
have similar MSEs, which in turn are lower than the MSEs of the DL, REML, and HO estimators. Nevertheless, if
unbiasedness is considered to be of importance, then the HS estimator should be avoided (Viechtbauer, 2005).
3.10. Maximum likelihood (ML) method
The ML method is asymptotically efﬁcient but requires an iterative solution (Hardy and Thompson, 1996;
Thompson and Sharp, 1999). Based on the marginal distribution yi~Ν(μ, vi+ τ
2) the estimate τ^2ML is obtained by
maximising the log–likelihood function
lnL μ; τ2
  ¼  k
2
ln 2πð Þ  1
2
X
ln vi þ τ2
  1
2
X yi  μð Þ2
vi þ τ2ð Þ :
Setting partial derivatives with respect to μ and τ2 equal to zero and solving the likelihood equations for the
two parameters to be estimated, the ML estimators for μ and τ2 can be obtained by
μ^RE τ^
2
ML
  ¼Xwi;REyiX
wi;RE
; (3)
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τ^2ML ¼ max 0;
X
w2i;RE yi  μ^RE τ^2ML
  2  vi 	X
w2i;RE
8<:
9=; ; (4)
where wi;RE ¼ 1= vi þ τ^2ML
 
. One way to perform the maximisation is to start with an initial estimate for τ^2ML, which
can be decided a priori as a plausible value of the between-study variance, or it can be estimated with any other
non-iterative estimation method. Then the ML estimates are obtained by iterating over τ^2ML and μ^RE τ^
2
ML
 
until they
converge and do not change from one iteration to the next. In each iteration step, a negative between-study
variance estimate is set equal to zero. The maximisation of the likelihood can also be performed using several
techniques, such as the Newton–Raphson method, the method of scoring, the simplex method, or the
expectation–maximisation (EM) algorithm.
A disadvantage of iterative estimators is that they depend on the choice of maximisation method, which might
fail to converge to a solution, and hence the estimator does not provide an estimated τ2 value. This is mainly
because of the maximisation method selected and a potentially ﬂat likelihood that is hard to maximise, which
is more likely to happen when k is small. In such cases, one could apply one of the closed-form estimators or
incorporate an informative prior on the between-study variance within a Bayesian framework (Pullenayegum,
2011; Rhodes et al., 2015; Turner et al., 2012). Likelihood-based methods are asymptotically unbiased, with
variance approaching the Cramér–Rao lower bound. Hence, the ML and REML methods are asymptotically
equivalent, but not in ﬁnite samples.
Simulation studies have suggested that although the ML estimator has a small MSE, it exhibits large negative
bias for large τ2 when k is small to moderate and small studies are included in the meta-analysis (Chung et al.,
2014; Kontopantelis et al., 2013; Panityakul et al., 2013; Sidik and Jonkman, 2007; Viechtbauer, 2005). The method
described above, also assumes effect estimates are normally distributed and there is currently little evidence to
suggest how the ML estimator performs under non-normal conditions. Alternative forms of the likelihood can
be used to relax the normality assumption, which result in different maximum likelihood estimators, but are
beyond the scope of this paper.
It has been shown that the ML method has the smallest MSE in comparison to the REML, SJ, HO, and PM
methods, but exhibits the largest amount of bias among them (Chung et al., 2014; Sidik and Jonkman, 2007;
Thompson and Sharp, 1999; Swallow and Monahan, 1984). Another simulation study (Viechtbauer, 2005) showed
that the ML and HS methods have approximately the same MSE across all values of k and τ2 simulated, which in
turn was lower than the MSE of the DL and REML methods. However, because of its downward bias, both
Panityakul et al. (2013) and Viechtbauer (2005) recommended avoiding the ML estimator.
3.11. Restricted maximum likelihood (REML) method
The REML method can be used to correct for the negative bias associated with the ML method. The estimate τ^2REML
is produced by setting the derivative of the restricted log-likelihood function (Raudenbush, 2009)
lnL τ2
  ¼  k
2
ln 2πð Þ  1
2
X
ln vi þ τ2
  1
2
X yi  μ^RE τ^2ML  2
vi þ τ2ð Þ 
1
2
ln
X 1
vi þ τ2ð Þ

 
;
with respect to τ2 equal to zero and solving the resulting equation for τ2. This yields
τ^2REML ¼ max 0;
X
w2i;RE yi  μ^RE τ^2ML
  2  vi 	X
w2i;RE
þ 1X
wi;RE
8<:
9=;;
wherewi;RE ¼ 1= vi þ τ^2REML
 
(DerSimonian and Laird, 1986; Sidik and Jonkman, 2007). Again, τ^2REML is calculated by
a process of iteration with an initial estimate of τ^2REML≥0. Each iteration step requires non-negativity.
Simulation studies suggested that the REML method underestimates τ2 especially when the data are sparse
(Goldstein and Rasbash, 1996; Novianti et al., 2014; Sidik and Jonkman, 2007, 2005b). For dichotomous outcome
data, it has been shown that the REML estimator is less downwardly biased than the DL estimator but has greater
MSE (Chung et al., 2014; Sidik and Jonkman, 2007). Viechtbauer (2005) used continuous simulated data to
compare the DL, ML, REML, HS, and HO methods and calculated bias and MSE with the non-truncated estimates
of τ2. He showed that the REML estimator has smaller MSE than the HO estimator, larger MSE than the ML and HS
estimators, and comparable MSE to the DL estimator. The same study showed that REML is the preferable
approach when large studies are included in the meta-analysis. For continuous outcomes, Novianti et al. (2014)
also suggest that REML may be a valid alternative than the DL method. Knapp and Hartung (2003) found that
the REML estimator has lower variance than the DL and PM estimators. Jackson et al. (2010) investigated the
asymptotic efﬁciency of the DL, ML, and REML methods and showed that ML estimation performs better for small
amounts of between-study variance, whereas for large τ2, the DL and REML estimators are more efﬁcient. Chung
et al. (2014) showed that the DL and REML methods produce similar proportions of zero estimates and lower than
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the ML estimator when k is small, but for large k, the DL, ML, and REML estimators are similar and lower in
magnitude than the HO method. An empirical study (Thorlund et al., 2011) of 920 Cochrane reviews with
dichotomous outcome data and meta-analyses including at least three studies showed that the REML estimator
can be smaller or larger in magnitude than the DL method. This agrees with a simulation study comparing DL with
REML estimates under several non-normal distributions for the effect measures, and suggests that REML is a
computationally intensive iterative method and does not perform better than DL (Kontopantelis and Reeves,
2012).
3.12. Approximate restricted maximum likelihood (AREML) method
An approximate REML (AREML) estimate is also available and it is an iterative solution to (Morris, 1983; Sidik and
Jonkman, 2007; Thompson and Sharp, 1999)
τ^2AREML ¼ max 0;
X
w2i;RE
k
k1
 
yi  μ^RE τ^2AREML
  2  vi 	X
w2i;RE
8<:
9=; ;
where wi:RE ¼ 1= vi þ τ^2AREML
 
. Although Thompson and Sharp (1999) describe the method as REML, this is an
approximation of REML using a direct adjustment for the loss of degrees of freedom. The method yields almost
identical estimates to REML (Sidik and Jonkman, 2007). In the scenario where the sampling variances are equal
(vi= v), AREML and REML estimates are identical.
3.13. Sidik and Jonkman (SJ) method
Sidik and Jonkman (2005b) introduced a non-iterative estimation method based on weighted least squares.
To obtain the SJ estimator (also known as the model error variance estimator) we ﬁrst calculate the values
q^i ¼ r^ i þ 1 with r^ i ¼ vi=τ^20 (assuming τ^20 ≠ 0) where τ^20 ¼
X
yi  yð Þ2=k is an initial estimate of the between-
study variance. Then the SJ estimator is obtained by setting the quantity
X
q^1i yi  μ^q^ ;RE
 2
equal to its
expected value
τ^2SJ ¼
1
k  1
X
q^1i yi  μ^ q^;RE
 2
;
where μ^ q^;RE ¼
X
q^1i yi=
X
q^1i is the weighted RE pooled estimate. An improvement on this estimation method
has been recommended (Sidik and Jonkman, 2007), using r^ i ¼ vi=τ^2HO (if τ^2HO ¼ 0, we set τ^2HO ¼ 0:01). The method
always yields a positive estimate of the between-study variance.
The SJ estimator has methodological similarities with the PM estimator. As in the PM method, the weights
assigned to each study when estimating τ^2SJ can be re-expressed as q^i ¼ r^ i þ 1 ¼ vi þ τ^20
 
τ^20
 1
, that is, RE
weights multiplied by the constant term τ^20 . In practice, the SJ method differs from the PM estimator in being
always positive and non-iterative.
Simulation studies suggested that the SJ estimation method has smaller MSE and substantially smaller bias
than the DL estimator for large values of k and τ2, whereas the opposite occurs when k and τ2 are small (Sidik
and Jonkman, 2007, 2005b). It was shown that the SJ method has smaller MSE compared with the HO method
irrespective of the magnitude of k and τ2, but that the latter performs better in terms of bias when τ2 is small (Sidik
and Jonkman, 2007). Additionally, the SJ estimator has been shown to have the largest bias among the DL, ML,
REML, HO, and PM estimators for relatively small values of τ2, with the bias decreasing as τ2 increases (Novianti
et al., 2014; Panityakul et al., 2013; Sidik and Jonkman, 2007). For large τ2, the SJ and PM methods are the best
estimators in terms of bias according to Sidik and Jonkman (2007). In agreement with these ﬁndings, an empirical
study (Thorlund et al., 2011) showed that the SJ estimator produces larger estimates than the DL method.
3.14. Rukhin Bayes (RB) method
Under the assumption that vi and τ
2 are random independent parameters and that the prior distribution of τ2 is
non-informative with large variance and mean τ^2prior , Rukhin (2013) derived the general form of Bayes estimators:
τ^2RB ¼ max 0;
X
yi  yð Þ2
k þ 1 þ
X
ni  k
 	
2kτ^2prior  k  1ð Þ
X
vi
 	
X
ni  k þ 2ð Þ k k þ 1ð Þ
8<:
9=;; (5)
where ni is the number of subjects in study i and τ^2prior is the mean of the prior distribution of τ
2. He showed
that estimators of class (5) have an inherent positive bias. Rukhin (2013) recommended this estimator for
small to moderate k and more speciﬁcally to estimate τ^2RB with τ^
2
prior ¼ 0 (RB0) as an alternative to the DL
method. Note that setting τ^2prior ¼ 0:5 k  1ð Þ
X
vi=kð Þ results in a positive estimator (RBp). A simulation study
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(Kontopantelis et al., 2013) for k< 5 showed that RB0 had less bias than the DL, DLp, DLb, DL2, HO, HO2,
REML, and SJ estimators.
3.15. Bayes Modal (BM) method
Chung et al. (2014, 2013) proposed the use of Bayes modal (BM) or maximum penalised likelihood estimators with
a gamma prior G(2, 10 4). To derive the BM estimator, they use the proﬁle log-likelihood:
lnLp τð Þ ¼  k2 ln 2πð Þ 
1
2
X
ln vi þ τ2
  1
2
X yi 
X
vi þ τ2
 1
yiX
vi þ τ2
 1
 !2
vi þ τ2ð Þ :
Approximating lnLp(τ) using the ML estimator and a Taylor expansion, the BM estimator is obtained as
τ^2BM ¼
Var τ^MLð Þ ; τ^ML ¼ 0
τ^ML
2
þ τ^ML
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ 4Var τ^MLð Þ
τ^2ML
s !2
; τ^ML > 0
8><>:
where Var τ^MLð Þ represents the estimated asymptotic variance of τ based on the Fisher information (see also 4.2).
The method always yields positive estimates and larger values than τ^ML (Chung et al., 2014, 2013). It has also been
shown that the REML and BM estimators provide similar results for large τ2, but for small values of between-study
variance, REML estimation underestimates τ2 in contrast to the BM estimator. When τ2 is zero, Chung et al. (2014)
showed that the BM estimator overestimates the between-study variance and has larger bias than the DL, ML,
REML, and HO estimators especially when the study sizes and k are small. When τ2 is positive, the BM estimator
has the lowest MSE, whereas for τ2 = 0, the BM estimator performed worse in terms of efﬁciency than the DL,
ML, and REML estimators, but still better than the HO method.
3.16. Full Bayesian (FB) method
Estimates of the amount of between-study variance can also be obtained with fully Bayesian (FB) approaches,
using Markov chain Monte Carlo (MCMC) methods (e.g. a Gibbs sampler) in specialised software such as WinBUGS
(see Table 1) (Smith et al., 1995). The FB approach is often preferable as it allows incorporation of uncertainty in all
parameters (including τ2), for which credible intervals can be derived from the posterior distribution not relying on
asymptotic standard errors. However, several investigators claim that in practice the differences between
frequentist and Bayesian approaches appear to be small (Morris, 1983; Thompson and Sharp, 1999). A simple
hierarchical Bayesian model for meta-analysis is
yijθi e Ν θi; við Þ;
θijμ e Ν μ; τ2ð Þ;
μ e π1 :ð Þ;
τ e π2 :ð Þ;
(6)
where π1(.) and π2(.) are prior distributions. The FB method uses non-informative priors to approximate a
likelihood-based analysis. With many studies (large k) the choice of the prior distribution does not have a
major inﬂuence on the results because the data dominate the analysis. However, the choice of prior
distribution is important when the number of studies is small because it may impact on the estimated
between-study variance and consequently estimation of the mean treatment effect (Lambert et al., 2005;
Senn, 2007).
A simulation study compared 13 different prior distributions for the between-study variance and
suggested that the results might vary substantially when the number of studies is small (Lambert et al.,
2005). The study showed that, in terms of bias, none of the distributions considered performs best for all
scenarios. More speciﬁcally, inverse-gamma, uniform, and Wishart distributions for the between-study
variance perform poorly when k is small and produce estimates with substantial bias. The same study
suggested that a uniform prior on τ performs better than other priors (e.g. uniform on log variance,
inverse-gamma on variance, DuMouchel prior) in terms of bias and convergence problems. An inverse-
gamma prior with small hyper-parameters is often considered to be an approximately non-informative prior,
but it was shown that inferences can be sensitive to the choice of hyper-parameters (Chung et al., 2013;
Gelman, 2006). Chung et al. (2014) compared the BM estimator with a FB approach using the inverse-
gamma and uniform prior distributions for τ, and found that for small τ2 the inverse-gamma produces
estimates with less bias and lower MSE than BM, but the opposite was observed for larger τ2. The uniform
prior had the largest bias and MSE among the three approaches. Informative priors were recently proposed
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for the between-study variance when meta-analysing (log) odds ratios (Pullenayegum, 2011; Turner et al.,
2012) and standardised mean differences (Rhodes et al., 2015), and these might considerably improve
estimation when few studies are included in the meta-analysis.
4. Conﬁdence intervals for the between-study variance
4.1. Proﬁle likelihood conﬁdence intervals (PL)
Hardy and Thompson (1996) established the use of proﬁle likelihood methods in meta-analysis. The proﬁle
likelihood (PL) method is based on the log-likelihood function and is an iterative process that provides CIs for
the between-study variance parameter taking into account the fact that μ needs to be estimated as well. The
log likelihood ratio statistic under the null hypothesis H0 : τ
2 = 0 is (Hardy and Thompson, 1996):
U ¼ 2ln L μ^RE 0ð Þ; 0ð Þ
L μ^RE τ^
2
ML
 
; τ^2ML
 " # e χ21:
We denote μ^RE eτ2  as the value estimated by formula (3) where eτ2 is used to calculate the RE model’s study
weights. A 95% CI for τ2 can then be obtained by the set of τ2 values satisfying (Jackson et al., 2010;
Viechtbauer, 2007):
lnL μ^RE eτ2 ;eτ2  > lnL μ^ML; τ^2ML  3:842 :
The method requires non-negativity at each iteration step. Viechtbauer (2007) found that proﬁle likelihood CIs
based on the restricted log-likelihood improves the coverage probability.
When τ2 = 0, the method produces large CIs with very high coverage probabilities, whereas as τ2 increases, the
coverage probabilities approach the nominal level (Viechtbauer, 2007). This is probably because the asymptotic
distribution of the likelihood ratio statistic when τ2 = 0 is not χ21, but a mixture of χ
2
1 and a probability mass of a
random variable centred at zero (Viechtbauer, 2007). The method is implemented in Stata using the metaan
(Kontopantelis and Reeves, 2010) command.
4.2. Wald-type conﬁdence intervals (Wt)
Assuming asymptotic normality for the ML estimate, a 95% Wald-type (Wt) CI for τ2 can be obtained as (Biggerstaff
and Tweedie, 1997):
τ^2ML ± 1:96
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Var τ^2ML
 q
:
The normal asymptotic distribution for the ML method with mean τ2 and variance equal to the inverse of the
Fisher information suggests that
Var τ^2ML
  ¼ 2 Xw2i;RE 	1
and
τ^2REML ± 1:96
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Var τ^2REML
 q
;
with
Var τ^2REML
  ¼ 2 Xw2i;RE  2
X
w3i;REX
wi;RE
þ
X
w2i;RE
 	2
X
wi;RE
 	2
0B@
1CA
1
:
Because ML and REML estimates require non-negativity, the Wt CIs should always be non-negative. Therefore, a
negative lower bound is truncated to zero. It is worth noting that the Wt CIs require a large k to perform well, as
between-study variances are skewed and do not follow a normal distribution.
The method produces inaccurate CIs when the distributions of τ^2ML and τ^
2
REML are not adequately approximated
by normal distributions (Stern and Welsh, 2000), which will be the case unless k is large (Goldstein, 1995).
Therefore, for τ2> 0, the Wt CIs are not expected to yield adequate coverage probabilities, whereas for τ2 = 0
the coverage probabilities are well above the nominal 95% level (Viechtbauer, 2007). The Wt CI is implemented
in Stata using the xtreg (Gutierrez et al., 2001) and in R using metaSEM package (Cheung, 2014).
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4.3. Biggerstaff, Tweedie, and Jackson conﬁdence intervals (BT, BJ, and Jackson)
4.3.1. Biggerstaff and Tweedie (BT) CI. Biggerstaff and Tweedie (1997) suggested to approximate the distribution
of the Cochran’s Q-statistic, Q ¼ S1  S2=S1ð Þð Þτ^2DL þ k  1ð Þ, where Sr ¼
X
wri;FE (see also section 3.1), using a
gamma distribution with shape and scale parameters r and λ respectively. Using the RE model, they obtain
E Qð Þ ¼ S1  S2S1

 
τ2 þ k  1ð Þ;
Var Qð Þ ¼ 4 S1  S2S1

 
τ2 þ 2 S2  2 S3S1 þ
S22
S21

 
τ4 þ 2 k  1ð Þ:
It follows that E(Q) = rλ and Var(Q) = rλ2, r(τ2) = (E(Q))2/Var(Q), and λ(τ2) = Var(Q)/E(Q). Denoting with f(x|r(τ2)) the
density function of the gamma distribution with shape parameter r(τ2) and scale parameter 1, the 95% Biggerstaff
and Tweedie (BT) CI can be obtained as the solutions of the equations:
∫
∞
Q
λ τ˜2ð Þ
f xjr τ˜2  dx ¼ 0:025; ∫
Q
λ τ˜2ð Þ
0
f xjr τ˜2  dx ¼ 0:025
0BB@
1CCA;
To solve these, an iterative procedure is followed as τ2 varies, and non-negativity is required at each iteration
step. In the case that ∫
Q=λ τ˜2ð Þ
0
f xjr τ˜2  dx < 0.025, the interval is set equal to the null set. Obviously, this method
depends on how well the gamma distribution approximates the true distribution of Q. SAS code to obtain the
CI was provided by the authors (Biggerstaff and Tweedie, 1997).
4.3.2. Biggerstaff and Jackson (BJ) CI. An extension of the BT CI was later proposed by Biggerstaff and Jackson
(2008) (BJ), using the cumulative distribution function of Q, FQ(x; τ
2). The authors noted that the non-truncated
version of the DL estimator is a linear function of Q, and that the HM estimator is a simple function of Q. Thus, they
express the cumulative distribution function FQ(x; τ
2) as:
F τ^ 2DL x; τ
2
  ¼ FQ sτ^2DL þ k  1; τ2 
for the untruncated DL estimator and
F τ^ 2HM x; τ
2
  ¼ FQ s x2þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 k  1ð Þsx þ sx
2
 	2r !
 FQ s x2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 k  1ð Þsx þ sx
2
 	2r !
for the HM estimator of τ2 with s ¼
X
wi;FE 
X
w2i;FE=
X
wi;FE
 	
. A 95% CI for the between-study variance can
be obtained as the solutions of the equations (Biggerstaff and Jackson, 2008):
1 FQ x; τ2
  ¼ 0:025; FQ x; τ2  ¼ 0:025 :
When 1 FQ(x; τ2 = 0)> 0.025 the lower bound of CI is set equal to zero.
The cumulative distribution function FQ(x; τ
2) may be computed using Farebrother’s algorithm (Farebrother,
1984) for positive linear combination of chi-squared random variables. The method is implemented in R using
the CompQuadForm (Jackson, 2013) and metaxa packages (Preuß and Ziegler, 2014). Preuß and Ziegler (2014)
presented a simpliﬁed version of the method that does not require the calculation of the density of Cochran’s
Q, but only the calculation of the cumulative distribution function, which reduces computation time.
4.3.3. Jackson CI. A generalisation of the BJ CI was recently suggested by Jackson (2013) and uses the Qa statistic
(see section 3.1). One option is to use ai=wi,FE but other weighting schemes are also possible. Jackson (2013)
showed that Qa, like Q, is distributed as a linear combination of χ
2 random variables so that methods similar to
Biggerstaff and Jackson can be used. The cumulative distribution function of Qa FQa x; τ
2ð Þð Þ is a continuous and
strictly decreasing function of τ2 and Jackson suggested obtaining the 95% CI as:
1 FQa x; τ2
  ¼ 0:025; FQa x; τ2  ¼ 0:025 
In the case that FQa x; τ
2 ¼ 0ð Þ < 0:025, the interval is equal to the null or empty set. In such cases, Jackson (2013)
suggests presenting the interval [0, 0] and recommends interpreting the ﬁnding as ‘the data appear to be highly
homogeneous’ or ‘the interval estimation fails’. If 1 FQa x; τ2 ¼ 0ð Þ > 0:025, the lower bound of CI is set equal to zero.
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Jackson (2013) also investigated weights of the form ai= 1/(vi+ x)
p and carried out a simulation study where x
and p are constants. He showed that the Q-proﬁle (QP) method provides narrower CIs than BJ method for large τ2,
and vice versa for small τ2. For moderate τ2, he recommends using the Jackson method with weights equal to the
reciprocal of the within-study standard errors ai ¼ 1= ﬃﬃﬃﬃvip , i.e. x= 0 and p=1/2. The method provides an exact CI
under the RE model’s assumptions. The CI approaches based on the generalised Cochran between-study variance
statistic are competitors to the QP method (see section 4.4) and may provide shorter CIs. The method can be
implemented in R software via the CompQuadForm (Duchesne and Lafaye De Micheaux, 2010) and metafor
packages. R code is also provided by the author (Jackson, 2013).
4.4. Q-proﬁle conﬁdence intervals (QP)
The QP method is based on the generalised Q-statistic (Qgen(τ
2), see section 3.7), which follows a χ2k1 distribution,
so that (Viechtbauer, 2007)
P χ2k1;0:025 ≤ Qgen τ
2
 
≤ χ2k1;0:975
 	
¼ 0:95:
Employing the inversion principle, we can derive a 95% CI for τ2 as
Qgen τ˜2
  ¼ χ2k1;0:975;Qgen τ˜2  ¼ χ2k1;0:025 	;
where the two τ˜2 values are iteratively computed from Qgen τ˜2
 
, so that the lower and upper critical values of the
distribution are reached. Note that non-negativity is required at each iteration step. If Qgen τ˜2 ¼ 0
 
< χ2k1;0:025
then the upper bound of the CI falls below zero and no CI can be provided for τ2 resulting in the null set
([0, 0]). It is also possible that the CI does not actually contain the estimate of the between-study variance.
However, the QP method in conjunction with the PM estimator prevents such strange cases (Viechtbauer,
2013). It is also worth pointing out that under the assumptions of the RE model, the method provides an exact
CI rather than an approximation.
The method has been suggested also by Hartung and Knapp (2005) for the RE model in the analysis of variance.
Knapp et al. (2006) suggested a modiﬁed QP method to determine the lower bound of the interval using a
different weighting scheme for the generalised Q-statistic. For small τ2, the modiﬁed QP is closer to the nominal
level, whereas for large τ2 the two approaches provide very similar estimates (Knapp et al., 2006).
Knapp et al. (2006) state that the QP method is preferable to the BT and PL methods with respect to attaining a
predeﬁned conﬁdence level. Viechtbauer (2007) showed that the method guarantees nominal coverage
probabilities even in small samples and that it yields the most accurate coverage probabilities among the BT,
PL, Wt parametric, and the non-parametric bootstrap methods. The method is implemented in R software in
the metafor (Viechtbauer, 2013) package. Bowden et al. (2011) also provide an R function to calculate intervals
using the Q-proﬁle method.
4.5. Sidik and Jonkman conﬁdence intervals (SJ)
Sidik and Jonkman (2005b) proposed a method based on the SJ estimator and the 2.5th–97.5th quantiles of the
χ2k1 distribution:
k  1ð Þτ^2SJ
χ2k1;0:975
;
k  1ð Þτ^2SJ
χ2k1;0:025
 !
:
As τ^2SJ takes non-negative values, the interval should also be non-negative. Simulation studies suggest that the
Sidik and Jonkman (SJ) intervals have very poor coverage probability when τ2 is small, but as k and τ2 increase the
coverage probability gets close to the nominal value (Sidik and Jonkman, 2005b; Viechtbauer, 2007).
Consequently, Sidik and Jonkman (2005b) recommend this method only when there is strong evidence that
the between-study variance is moderate to large. However, when τ2 = 0 the method never captures the true value
and Viechtbauer (2007) raised concerns about the coverage for the estimator.
4.6. Bootstrap conﬁdence intervals
The bootstrap approach yields parametric (Turner et al., 2000) and non-parametric (Switzer et al., 1992) CIs. For any
non-negative estimator of τ2, the parametric bootstrap CIs can be constructed by generating k values from the
distribution yi e Ν μ^RE τ^2ð Þ; τ^2 þ við Þ. Then the between-study variance is estimated based on the bootstrap sample.
After repeating this process B times, the CI is constructed by taking the 2.5th and 97.5th percentiles of the
distribution of τ^2 values. The non-parametric bootstrap CIs are obtained via a similar process, where k studies
are sampled with replacement from the observed set of yi and vi values. For each bootstrap sample, τ
2 can be
estimated using any estimator. Repeating the process B times, a 95% CI is given by the 2.5th and 97.5th percentiles
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of the B τ^2 values. The advantage of the non-parametric bootstrap method is that it relaxes the distributional
assumptions about the observed treatment effects. However, Viechtbauer (2007) showed that bootstrap methods
yield CIs with coverage probabilities that deviate substantially from the nominal level.
4.7. Bayesian credible intervals
Bayesian credible intervals for the between-study variance can be obtained within a Bayesian framework using
specialised software such as WinBUGS (Smith et al., 1995). As with the point estimate of the between-study
variance, the prior selection can impact a lot on the estimated credible interval when few studies are included
in the meta-analysis.
5. Illustrative examples
We illustrate the statistical methods discussed in this paper using data from a recent review by the MRC Clinical
Trials Unit (Bowden et al., 2011). We select four meta-analyses from this review, named Sarcoma (with 14 trials),
Cervix2 (with 18 trials), NSCLC1 (with 17 trials), and NSCLC4 (with 11 trials). The Sarcoma meta-analysis assessed
whether adjuvant chemotherapy improves survival in patients with localised soft-tissue sarcoma; Cervix2 assessed
whether chemoradiotherapy improves survival in women with cervical cancer compared with radiotherapy;
NSCLC1 evaluated the effect of cytotoxic chemotherapy on survival patients with non-small cell lung cancer;
and NSCLC4 compared supportive care plus chemotherapy with supportive care alone in patients with advanced
non-small cell lung cancer. We selected these on the basis of values of the I2 index, which measures the amount of
between-study variance as a percentage of the total variation in point estimates of the treatment effect (Higgins
and Thompson, 2002). The four meta-analyses represent very low (Sarcoma: I2 = 0%), low (Cervix2: I2 = 18%),
moderate (NSCLC1: I2 = 45%), and substantial (NSCLC4: I2 = 75%) between-study variance across studies. All
analyses are performed with respect to the primary outcome of overall survival, and the log hazard ratio estimates
were available from each trial. We combined the aggregated data in a RE model using the different estimation
methods for the between-study variance and its uncertainty.
In the Sarcoma meta-analysis (I2 = 0%) only the SJ, BM, HM, RBp, and FB estimates yielded values larger than
zero (Table 4). In examples with low to moderate between-study variance, the RBp method produced the highest
τ^2 value, followed by the SJ estimator. In agreement with the simulation studies, for examples with moderate and
large between-study variance (as measured by I2), the HS and ML methods estimated lower τ^2 values compared
with the other methods. For the example with large I2, the SJ, HO, HO2, and RBp methods estimated large
between-study variance values with HO yielding the largest one, followed by SJ. The differences between the
estimators can be explained to some extent by the different weighting schemes they use. For example, most
methods include both the within-study variances and an estimate of the between-study variance in the weights,
whereas the DL and DLp methods use only the inverse of the within-study variances while the HO estimator uses
Table 4. Estimation of the between-study variance using different methods. Four meta-analyses are
considered that represent zero (Sarcoma: I2 = 0%), low (Cervix2: I2 = 18%), moderate (NSCLC1: I2 = 45%), and
high (NSCLC4: I2 = 75%) between-study variance
No
between-study
variance
Low
between-study
variance
Moderate
between-study
variance
High
between-study
variance
DerSimonian and Laird (DL) 0.0000 0.0148 0.0238 0.1320
Positive DerSimonian and Laird (DLp) 0.0100 0.0148 0.0238 0.1320
Two-step DerSimonian and Laird (DL2) 0.0000 0.0130 0.0362 0.1817
Hedges and Olkin (HO) 0.0000 0.0000 0.0366 0.2243
Two-step Hedges and Olkin (HO2) 0.0000 0.0148 0.0389 0.1932
Paule and Mandel (PM) 0.0000 0.0132 0.0393 0.1897
Hartung and Makambi (HM) 0.0170 0.0305 0.0553 0.1732
Hunter and Schmidt (HS) 0.0000 0.0100 0.0190 0.1122
Maximum likelihood (ML) 0.0000 0.0151 0.0152 0.1314
Restricted maximum likelihood (REML) 0.0000 0.0201 0.0219 0.1560
Sidik and Jonkman (SJ) 0.0691 0.0469 0.0650 0.2091
Positive Rukhin Bayes (RBp) 0.1500 0.1132 0.1199 0.1970
Full Bayes * (FB) 0.0113 0.0216 0.0256 0.1838
Bayes Modal (BM) 0.0194 0.0308 0.0293 0.1649
Non-parametric Bootstrap DerSimonian and
Laird (DLb)
0.0000 0.0120 0.0231 0.1250
*Half normal prior is used (τ ~N(0, 104), τ ≥ 0).
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equal weights for all trials. The PM approach yields larger estimates than the DL method for moderate to large
between-study variance; REML estimation provides values similar to the DL estimator for low to moderate
between-study variance and larger for high between-study variance.
In Figure 1, we present the estimated CI for τ2 using the methods described in section 4. We display the results
of the four different examples discussed above. The point estimate is calculated with the ML estimator for the PL
and Wt CI methods, with the SJ estimator for the Sidik and Jonkman CI method, with the non-parametetric DL
estimator for the non-parametric bootstrap CI method, with the FB approach for the Bayesian credible intervals,
and with the DL estimator for all other CI methods. For the method suggested by Jackson (2013), we used weights
equal to the reciprocal of the within-study standard errors (i.e. with x= 0 and p= 1/2). Generally, the non-
parametric bootstrap method provides the narrowest CIs, followed by the Wt approach. In all four examples,
the QP method produces comparable CIs to the BJ and Jackson methods, whereas the SJ approach always
produces CIs that do not include zero.
6. Comparative evaluation of the methods and recommendations
We have presented 16 methods to estimate between-study variance and seven methods to present uncertainty
around the estimate. Published articles suggested that the different estimators can provide noticeably different
or even conﬂicting results and their performance might vary regarding bias and MSE.
Figure 1. Conﬁdence intervals for the between-study variance for four meta-analyses that represent zero (Sarcoma: I
2
= 0%), low
(Cervix2: I
2
= 18%), moderate (NSCLC1: I
2
= 45%), and high (NSCLC4: I
2
= 75%) between-study variance. The between-study variance in the full
Bayesian method was estimated using a half normal prior (τ ~ N(0, 10
4
), τ ≥ 0). DL: DerSimonian and Laird, DLb: Non-parametric bootstrap
DerSimonian and Laird, ML: maximum likelihood, SJ: Sidik and Jonkman, FB: Full Bayes.
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6.1. Estimating the between-study variance
Selection of the most appropriate estimator might depend on (1) whether a zero value of between-study variance
is considered plausible or possible, (2) the properties of the estimators in terms of bias and efﬁciency, which may
themselves depend on the number of studies included and the magnitude of the true between-study variance,
and (3) the ease of application (which generally favours non-iterative methods).
The DLp, HM, SJ, RBp, and BM estimators always yield a positive estimate of the true between-study variance.
Simulation studies suggest that this results in overestimation of τ2 when the between-study variance is small to
moderate or when the number of studies included in the meta-analysis is small. In contrast, the non-negative
likelihood estimators and DL method tend to underestimate τ2. Consequently, although the DL, ML, and REML
estimator have smaller MSEs than the always-positive SJ estimator, they are only recommended when the true
between-study variance in effect measures is relatively small (Sidik and Jonkman, 2007). An empirical study
(Kontopantelis et al., 2013) showed that non-negative methods perform well on average, but produce biased
results for meta-analyses with few studies where positive between-study variance methods are to be preferred.
Novianti et al. (2014) compared the estimators DL, DL2, PM, HO, REML, and SJ in a simulation study for sequential
meta-analysis when true between-study variance is zero, and showed that all methods overestimate τ2, with the
DL, PM, and REML estimators having the best properties. Thompson and Sharp (1999) compared the DL, ML,
REML, and FB estimators and concluded that the FB method may produce inﬂated estimates when τ2 is close
to zero and that REML estimation is the most appropriate estimation technique.
A standard assumption in meta-analysis is that the within-study variances are ﬁxed and known, but in reality
they need to be estimated. The non-negative DL, HO, REML, and PM estimators are approximately unbiased
(Panityakul et al., 2013; Viechtbauer, 2005) when the within-study variances vi are assumed to be known. The
HO estimator is also approximately unbiased when the within-study variances are not known, but can be
estimated unbiasedly. Still, over-estimates of within-study variances can lead to negative estimates of the
between-study variance, requiring truncation. On the other hand, when the sampling variances are exactly known,
truncation might also be needed for small k, so that estimates of τ2 have a large variance. Truncation introduces
positive bias which possibly counteracts the negative bias because of overestimation of the sampling variances.
Hence, bias because of truncation depends on how well we estimate the within-study sampling variances and
the number of studies included in the meta-analysis.
Generally, studies have found that bias increases for small number of studies and large within-study variances.
Viechtbauer (2005) recommended using REML estimation as the best approach in terms of bias and efﬁciency
compared with the DL, ML, HS, and HO methods. The simulation study by Panityakul et al. (2013) suggested that
the PM estimator is less biased than the DL and REML methods. Empirical evidence illustrates that the between-
study variance might vary with different effect measures (Deeks, 2002; Engels et al., 2000; Friedrich et al., 2011). It
is therefore possible that the performance of the estimators might differ according to the type of outcome data.
Novianti et al. (2014) recommended the use of the PM estimators for both dichotomous and continuous outcome
data, while stated that DL2 for both outcome data and REML for continuous data are valid alternatives as well. All
between-study variance estimators described in this review can be applied with any type of outcome data and
effect measure. Additional estimators have been proposed that can be applied to speciﬁc effect measures, e.g.
the estimator suggested by Malzahn et al. (2000) and the special form of HO estimator (Hedges and Olkin,
1985), which can be applied under the standardised mean difference only.
Empirical studies have shown that most meta-analyses using the log-odds ratio effect measure yield τ2 ≤ 0.4,
and that the majority of meta-analyses are informed by fewer than ten studies (Pullenayegum, 2011; Rhodes
et al., 2015; Turner et al., 2012). In such cases, evidence from simulation studies shows that the HM, HO, and SJ
methods overestimate τ2 (Panityakul et al., 2013; Sidik and Jonkman, 2007); the BM estimator performs worse
than the DL estimator (Chung et al., 2014); the ML method is associated with substantial negative bias
(Panityakul et al., 2013; Sidik and Jonkman, 2007); REML estimation is less downwardly biased than the DL
and ML estimators with greater MSE though (Sidik and Jonkman, 2007); and the PM estimator is less
downwardly biased than the DL or REML methods (Panityakul et al., 2013). After joint consideration of all
empirical and simulation studies, we conclude that for both dichotomous and continuous outcome data the
PM estimator has good performance in most studied scenarios, and for continuous data the REML estimator
appears to be preferable compared to other alternatives (Bowden et al., 2011; DerSimonian and Kacker,
2007; Novianti et al., 2014; Panityakul et al., 2013).
6.2. Estimating conﬁdence intervals for the between-study variance
Jackson (2013), Knapp et al. (2006), and Viechtbauer (2007) are, to the best of our knowledge, the only studies that
compare methods for estimating the uncertainty around τ2, applicable for any outcome data type. Tian (2008),
suggested an additional method to the approaches presented in section 4, based on generalised inference, that
can only be applied for continuous outcome data with scaled χ2—distributed within-study variances. The method
yields adequate coverage irrespective the magnitude of the between-study variance, and the number of studies
included in a meta-analysis. The same simulation study showed that Tian’s (2008) method yields on average
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comparable coverage and CI length with the modiﬁed QP proposed by Knapp et al. (2006), but for small τ2 values
the modiﬁed QP tends to have larger CI length and coverage rate.
Viechtbauer (2007) compared the QP, PL, Wt, BT, SJ, parametric, and non-parametric bootstrap methods. He
showed that the bootstrap methods have less than adequate coverage probabilities and that the QP and BT
methods yield the most accurate coverage probabilities even for small meta-analyses (Viechtbauer, 2007).
However, both the QP and BT methods can result in null sets, especially when there is low between-study variance
and the number of studies included in the meta-analysis is small (Viechtbauer, 2007). Viechtbauer (2013) suggested
employing the PM estimator of τ2 in order to avoid estimating a CI obtained with the QP method that does not
include the point estimate. The PL, Wt, and bootstrap CIs, in contrast to the QP, BT, and SJ CIs, only work well for
large meta-analyses as they are based on asymptotic results. Knapp et al. (2006) simulated data to compare the
Wt, BT, PL, and QP CIs, and showed that the BT method was rather conservative for large τ2, whereas the PL
approach was extremely conservative for small τ2. Jackson (2013) found that the QP method produces narrower
CIs than the BJ approach for moderate to large between-study variance, whereas for lower τ2, CIs obtained with
the BJ method should be preferable. The Jackson method with weights equal to the reciprocal of the within-study
standard errors appears to be a reasonable alternative that outperforms the QP and BJ CIs for small τ2. However, the
assumption of known and ﬁxed within-study variances impacts on the study weights estimation and the chi-square
approximation, and hence on the performance of these CI methods, especially for small studies.
It should be noted that the various methods for calculating conﬁdence intervals are not all appropriate for all of
the available between-study variance estimators. In Table 5, we summarise all combinations between the
Table 5. Summary of our proposals for appropriate combinations of approaches for estimating and
calculating conﬁdence intervals for the between-study variance.
Between-study
variance estimators
Conﬁdence interval for the between-study variance methods
Proﬁle
Likelihood
(PL)
Wald-
type
(Wt)
Biggerstaff,
Tweedie and
Jackson (BT,
BJ, Jackson)
Q-Proﬁle
(QP)
Sidik and
Jonkman
(SJ) Bootstrap
Bayesian
Credible
Intervals
Method of moments estimators
DerSimonian and Laird (DL) — ✓ ✓ (✓) — ✓ —
Positive DerSimonian and Laird
(DLp)
— ✓ ✓ (✓) — ✓ —
Two-step DerSimonian and
Laird (DL2)
— ✓ ✓ (✓) — ✓ —
Hedges and Olkin (HO) — ✓ ✓ (✓) — ✓ —
Two-step Hedges and Olkin
(HO2)
— ✓ ✓ (✓) — ✓ —
Paule and Mandel (PM) — ✓ (✓) ✓ — ✓ —
Hartung and Makambi (HM) — ✓ ✓ (✓) — ✓ —
Hunter and Schmidt (HS) — ✓ (✓) (✓) — ✓ —
Maximum Likelihood estimators
Maximum likelihood (ML) ✓ ✓ (✓) (✓) — ✓ —
Restricted maximum likelihood
(REML)
✓ ✓ (✓) (✓) — ✓ —
Approximate restricted
maximum likelihood (AREML)
✓ ✓ (✓) (✓) — ✓ —
Model error variance estimator
Sidik and Jonkman (SJ) — ✓ (✓) (✓) ✓ ✓ —
Bayes estimators
Rukhin Bayes (RB) — ✓ (✓) (✓) — ✓ ✓
Positive Rukhin Bayes (RBp) — ✓ (✓) (✓) — ✓ —
Full Bayes (FB) — — — — — — ✓
Bayes Modal (BM) — ✓ (✓) (✓) — ✓ —
Bootstrap estimator
Non-parametric bootstrap
DerSimonian and Laird (DLb)
— ✓ (✓) (✓) — ✓ —
Pairwise combinations are categorised in three groups: a) conﬁdence intervals naturally paired with the between-study
variance estimator, ✓; b) conﬁdence intervals paired in principle with the between-study variance estimator, but not
naturally, (✓); c) conﬁdence intervals considered unlikely compatible with the between-study variance estimator, —.
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approaches to estimate the uncertainty around the between-study variance and estimators for the between-study
variance, that we suggest are likely to be considered appropriate in practice. We use three different groups to
classify each pairwise combination. The classiﬁcation includes combinations of approaches for estimating and
calculating CIs for the between-study variance that (1) are based on the same statistical principle and can be
naturally paired, (2) could be paired in principle, but not naturally, and (3) are unlikely to be considered compatible.
It is possible some pairwise combinations that we consider compatible in Table 5 yield CIs not containing the
estimate of the between-study variance, and we would not recommend presenting them together in such
instances. The QP method is the default for all frequentist methods in the metafor package (Viechtbauer, 2013)
(except when using some version of the generalised method of moments estimator for τ2) and so this is deemed
widely appropriate in Table 5; because Jackson’s method is a competitor to the QP method, this alternative is
deemed appropriate for the same range of possibilities as the QP method (and is used by default when using
the generalised method of moments estimator). The suggestions for compatible methods for point and interval
estimation in Table 5 are only tentative and we anticipate that further reﬁnement is both possible and desirable.
6.3. Recommendations
To conclude, we offer tentative recommendations for practice based on the existing simulation and empirical studies,
and informed by the consensus of the authors. The results of the available studies depend on the particular scenarios
they investigated and properties of the methods they examined. Many approaches presented in this review have not
been compared under the same simulation settings, and hence making any clear recommendations about these
methods is difﬁcult. Also, the selection of the most preferable methods to calculate a conﬁdence interval for the
between-study variance is mostly based on coverage, because this was consistently reported in the identiﬁed simulation
studies. Further research is required to evaluate the important properties (i.e. bias, efﬁciency, complexity, coverage, and
precision) of all promising methods under the same, realistic, scenarios through a comprehensive simulation study.
In Appendix Table 1, we summarise scenarios examined by studies that compare between-study variance
estimators, and in Appendix Table 2, we present the results as described on average for each pairwise comparison
of the estimation methods. There is limited evidence to inform which estimator performs best, in particular when
the number of studies is low (<5) and when the normality assumption does not hold; and the fully Bayesian
estimator has not been evaluated extensively in comparative studies. When estimation of the between-study
variance is the aim of the meta-analysis, a sensitivity analysis using a variety of suitable methods for estimating
τ2 and its CI might be needed, particularly when studies are few in number. In Appendix Table 3, we present
the simulation results with respect to the properties of all CI methods as described in the three comparative
studies (Jackson, 2013; Knapp et al., 2006; Viechtbauer, 2007).
Overall, the popular semi-parametric DL method appears to perform adequately. However, according to the
summarised ﬁndings of the simulation studies, the PM method appears to have a more favourable proﬁle among
other estimators of the between-study variance in meta-analysis, including DL. It is easy to calculate, does not
require distributional assumptions, (Bowden et al., 2011; DerSimonian and Kacker, 2007), and has been shown
to be less biased and more efﬁcient than many alternatives. For estimation of a conﬁdence interval for the
between-study variance, a good option for large τ2 appears to be the QP method, whereas for small τ2 the BJ
method offers a reasonable approach (Jackson, 2013). The PM method in conjunction with the QP approach for
obtaining CIs ﬁt naturally together and appear to perform satisfactorily under several realistic scenarios. For
continuous outcomes, we also advocate the use of REML estimation as a preferable alternative to the DL
estimator, in agreement with other recent recommendations (Novianti et al., 2014; Viechtbauer, 2005).
Our recommendations on the estimation of the between-study variance are mostly based on non-Bayesian
approaches, as Bayesian estimators have not been fully investigated in simulations. However, Bayesian estimators
might be considered preferable to classical estimators in situations where appropriate prior information is
available and is considered suitable for use in analysis.
Our review has identiﬁed gaps and deﬁciencies in the existing literature, and hopefully facilitates investigators
in forming their own judgements about the most appropriate method for their needs. When additional evidence
becomes available, we plan to update this review and our recommendations accordingly.
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