INTRODUCTION
Average-information REML (Gilmour et al., 1995) is the most popular method for variance component estimation in animal breeding. This method has been implemented as the AIREMLF90 program in the BLUPF90 package , in ASREML (Gilmour et al., 2009) , as DMUAI in the DMU package (Madsen et al., 2010) , and in Wombat (Meyer, 2006) . Compared with Bayesian algorithms, average-information REML offers several benefits, including fast operations with medium-sized models (Misztal, 2008) .
Efficient computations in average-information REML are based on sparse matrix computations because the left-hand side (LHS) of mixed-model equations (MME) is essentially sparse (Misztal and Pérez-Enciso, 1993) . For example in AIREMLF90, sparse matrix manipulations are performed using a package, SPARSEM (http://nce.ads.uga.edu/wiki/ doku.php), with numerical computations by FSPAK (Pérez-Enciso et al., 1994) . Although the current hardware can be capable of creating the LHS from large data sets and complicated models, the current software does not efficiently process the matrix, especially when including a dense genomic relationship matrix (GRM; VanRaden, 2008 
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In addition to the sparse package, a storage format for a sparse matrix is a serious bottleneck in setting-up MME and calculations of traces in the REML equations especially for genomic models. The objective of this study was to remove bottlenecks generally found in a computer program for average-information REML. We demonstrated that supernodal methods were more advantageous than traditional methods when many covariance components or GRM were included to LHS. Also, the bottlenecks caused by the sparse storage format were determined and removed.
MATERIALS AND METHODS
Animal Care and Use Committee approval was not obtained for this study because no animals were used.
Modifications
In this study, as an example, AIREMLF90 was modified to incorporate the YAMS package and to refine the storage format. Its performance was examined with various models and data sets.
In AIREMLF90, slow computing and abnormal terminations have been identified during the setup of MME, computations of the traces, and sparse operations. The following modifications were made. First, the LHS was stored as a hash format using a faster hash function with 8-byte integer operations. Then, the hash matrix was converted to an IJA format, which is formally known as the compressed sparse row format (Barrett et al., 1994) . The hash format is flexible and allows us to add new nonzero elements to a matrix and is suitable for direct access to a specific element, whereas the IJA format is memory efficient and suitable for sequential access (Misztal, 2014) . The conversion was performed just before the call of FSPAK or YAMS because the packages accepted only the IJA format as an input matrix. The input matrix was finally rewritten with the selected elements of the inverse (sparse inverse) of the input matrix. Second, before the calculation of the traces, the sparse inverse in the IJA format was converted back to the hash format, which had already allocated on the setup of MME. For a regular animal model, the trace requires the product of sparse inverse of LHS and the inverse of a numerator relationship matrix (NRM), which is replaced with the inverse of a combined matrix including NRM and GRM for a single-step genomic BLUP (ssGBLUP) model (Jensen et al., 1996; Aguilar et al., 2010) . The hash format accelerates the search in a sparse matrix with many nonzero elements. Third, an existing sparse matrix package, FSPAK, was replaced with YAMS. The last modification was programmed as optional to enable either FSPAK or YAMS for comparisons.
Data Sets and Models
Testing involved 23 animal models as described in Table 1 (see Table S1 in the supplementary material for details). The models originated from research on broilers, swine, beef cattle, and dairy cattle at the University of Georgia. Models 1 through 4 were from commercial flocks. Models 5 through 8 were similar to models 1 through 4 but used ssGBLUP with GRM (Aguilar et al., 2010) created from 39,102 SNP. Models 9 and 10 were for BW of piglets and sows, respectively. Models 11 and 12 were for growth data in beef cattle from the study by Iwaisaki et al. (2005) . Models 13 through 15 were from the research of genotype by region interaction in beef cattle (Williams et al., 2012) . Models 16 through 18 arose from studies of test-day models with random regressions in dairy cattle. Third-order Legendre polynomials were applied to both additive genetic and permanent environmental effects for each trait. Models 19 through 22 were single-and multiple-trait models applied to subsets from the national database of final score and linear-type traits in Holsteins . Model 23 was an ssGBLUP version of model 19.
Computations
For all models, the wall-clock time was split into several parts: preparation (setting-up MME), finding the ordering (to reduce working memory in subsequent operations), symbolic factorization (setting up the data structure), numerical factorization, sparse inversion, and the remaining operations, including calculations of traces and quadratic forms (Misztal, 2014) . Programs were compiled with the Intel Fortran Compiler 14.0 (Intel Corp., Santa Clara, CA) and used multithreaded versions of BLAS and LAPACK in the Math Kernel Library (Intel Corp.). All analyses were performed on a computer running Linux (x86_64) with an Intel Xeon E5-2689 CPU (2.9 GHz) processor with 16 cores with all of the cores potentially being used.
RESULTS AND DISCUSSION
The use of refined hash format solved the crash problems in setting-up MME. The new hash function reduced wall-clock time in setting-up MME for all models. The maximum advantage was found in model 7, for which the running time was 13 min with the new function compared with 32 min with the previous function. The hash format was from 9 to 67 times faster in trace calculations than the IJA format for genomic models (models 5 to 8 and 23). For example, the trace calculations for model 8 required 8 min with the hash format and 8.8 h with the IJA format. For the models without genomic information, the trace calculations finished within 10 s in both formats.
Wall-clock times in AIREMLF90 using FSPAK and YAMS for various models are shown in Table 1 . Times are provided separately for rounds 1 and 2 in Table S2 because times for round 1 included the initial set up (setting-up MME, ordering, and symbolic factorization). In several cases, FSPAK abnormally stopped during the factorization of LHS with integer overflow in addressing because of many nonzero elements in a factor. For simpler models (models 1 and 9), both packages resulted in similar wall-clock times. As the number of traits increased (models 1 through 4), the wall-clock time increased, and runs with YAMS became faster than those with FSPAK. With genomic information (models 5 through 8), runs with FSPAK finished with only the single-trait model, whereas runs with YAMS successfully finished for models with 1 to 4 traits. To finish the first 5 rounds in averageinformation REML for model 5, the total wall-clock time was 4 h with FSPAK and 20 min with YAMS. The wall-clock time with YAMS for the 4-trait model (model 8) was approximately 5 h for the first 5 rounds. Assuming FSPAK could finish the analysis for model 8 and have 15 times less computing capability, the wall-clock time would be approximately 3 d. FSPAK requires compromises in models and the amount of data because of long computing time. The computing time with YAMS is reasonable for academic research or commercial applications.
The advantage of YAMS compared with FSPAK becomes obvious in genomic models (models 5 through 8 and 23) and in complicated models (models 10 through 23) with more fixed effects, with correlated random effects (maternal effects or random regressions), or involving additive genetic effects for sires with many progeny, especially in beef and dairy cattle. These effects form a dense block in a factor (sparse Cholesky decomposition after ordering), which can be Table 1 . Descriptions of data sets tested in our study and elapsed wall-clock time and speedup in the second round using the FSPAK and YAMS package in AIREMLF90 efficiently handled with YAMS. For instance, the order of the largest dense matrix in a factor for the Angus data sets (models 13 through 15) varied from 8,987 for a single-trait model to 51,138 for a 3-trait model. The greatest speedup from using YAMS instead of FSPAK was more than 20 times for the 2-trait analysis (model 14) in Angus cattle. Table S3 presents the wall-clock time for various operations in average-information REML iteration with each package. For simpler models (models 1 through 4 and 9), most of the time was spent in ordering, for which YAMS was up to 3 times faster than FSPAK. For the other models, ordering with YAMS was much faster, and the remaining computations with YAMS were also faster. This advantage in ordering came from the more efficient algorithm used in YAMS (Masuda et al., 2014) . The maximum speedup with YAMS was in sparse inversion for model 18, in which YAMS was 83 times faster than FSPAK.
The wall-clock time for sparse operations with different numbers of cores in the first round for model 5 in YAMS is shown in Figure S1 in the supplemental material. Even when only 1 core was used, YAMS was 8 and 11 times faster than FSPAK in factorization and inversion, respectively. The wall-clock time reduced as the number of active cores increased in all models. In FSPAK, parallel computing is not supported, and parallelization of the program is not a trivial task.
As YAMS performed better, a larger proportion of wall-clock time tended to be spent in the nonsparse operations. For example, the proportion of the wallclock time in the "Other" operation to the total time in factorization and inversion for model 5 was only 2% in FSPAK but 30% in YAMS. For model 18, these operations took 5% and 75% of the time in FSPAK and YAMS, respectively.
Temporary memory requirements with YAMS were greater, especially in inversion, than with FSPAK. For example, in model 21, the total memory usage including storage of the Cholesky factor was 1.31 GB for FSPAK and 1.77 GB for YAMS in inversion, and the difference (460 MB) was mostly from the temporary memory consumed with YAMS to accelerate sparse inversion (Masuda et al., 2014) . The maximum amount of temporary memory was consumed in model 15, in which YAMS used 915 MB of temporary memory in addition to 12.1 GB of memory for the Cholesky factor. The largest Cholesky factor was found in model 8, and the total required memory was 15.9 GB for YAMS. This amount of memory was never a limiting factor for modern computers.
For nearly all problems, most of the wall-clock time was spent in YAMS, which is already efficient. For genomic models, further speedup could be achieved with separately storing dense relationship matrices from the remaining part of the LHS. A limiting factor in genomic analysis is the number of genotyped animals because of large computational demand and large storage requirement in creating and inverting a GRM. These costs can be reduced if the inverse matrix can be approximated and stored as a sparse matrix, e.g., by the Algorithm for proven and young (APY; Misztal et al., 2014) . Memory and computing requirements of the APY inverse are approximately linear, whereas those requirements of the regular inverse are quadratic and cubic, respectively.
The refinements suggested in this study can be applied to general average-information REML programs. Supernodal methods successfully reduce the computing time in sparse operations for various animal models. A hash format accelerates the setting up of MME and removes the bottlenecks in trace calculations, especially for genomic models. The refinements need more memory than the traditional methods, but the additional memory requirement is not an issue in modern computers.
LITERATURE CITED

