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COMPLEX DIVISOR FUNCTIONS
COLIN DEFANT
ABSTRACT For any complex number c, let σc : N → C denote the
divisor function defined by σc(n) = ∑
d|n
dc for all n ∈ N, and define
R(c) = {σc(n) ∈ C : n ∈ N} to be the range of σc. We study the ba-
sic topological properties of the sets R(c). In particular, we determine
the complex numbers c for which R(c) is bounded and determine the
isolated points of the sets R(c). In the third section, we find those val-
ues of c for which R(c) is dense in C. We also prove some results and
pose several open problems about the closures of the sets R(c) when
these sets are bounded.
1. INTRODUCTION
Throughout this article, we will let N, N0, and P denote the set of positive
integers, the set of nonnegative integers, and the set of prime numbers, re-
spectively. The lowercase letter p will always denote a prime number, and
νp(n) will denote the exponent of p in the prime factorization of a positive
integer n. The letter ζ will always denote the Riemann zeta function. Further-
more, for any nonzero complex number z, we let arg(z) denote the principal
argument of z with the convention that −pi < arg(z)≤ pi .
For any complex number c, the divisor function σc : N→ C is the arith-
metic function defined by σc(n) = ∑
d|n
dc for all n ∈ N. The function σc is a
multiplicative arithmetic function that satisfies σc(p
α) = 1+ pc+ · · ·+ pαc
for all primes p and positive integers α . Of course, if pc 6= 1, then we may
write σc(p
α) =
p(α+1)c−1
pc−1 . Divisor functions are some of the most im-
portant functions in number theory; their appearances in various identities
and applications are so numerous that we will not even attempt to list them.
However, divisor functions other than σ1,σ0, and σ−1 are rarely studied.
Ramanujan did study the functions σc for c real, but his results were only
published in the last two decades [1, 3]. Recently, the author [2] has studied
the ranges of the functions σc for real c and has shown that there exists a
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constant η ≈ 1.8877909 such that if r ∈ (1,∞), then the range of the function
σ−r is dense in the interval [1,ζ (r)) if and only if r ≤ η . For any complex
c, we will let R(c) = {σc(n) : n ∈ N} be the range of the function σc. In
this article, we will study the basic topological properties of the sets R(c) for
various complex numbers c. More specifically, we will direct the bulk of our
attention toward answering the following questions:
1. For which complex c is R(c) bounded?
2. For which complex c does R(c) have isolated points?
3. What can we tell about the closure R(c) of the set R(c) for a given value
of c? In particular, what are the values of c for which R(c) is dense in
C?
We begin with a number of useful lemmas. Some of these lemmas not only
aid in the proofs of later theorems, but also provide some basic yet interesting
information that serves as a nice introduction to the sets R(c). Henceforth, c
will denote a complex number with real part a and imaginary part b. Recall
that any complex number z may be written as
z= u+ iv= reiθ = r(cosθ + isinθ)
so that u= rcosθ , v= r sinθ , r =
√
u2+ v2, and tanθ = v/u. Therefore, for
any positive real number x, we have
(1) |1+ xc|2 = |1+ ec logx|2 = (1+ xa cos(b logx))2+ x2a sin2(b logx)
= 1+2xa cos(b logx)+ x2a
and
(2) tan(arg(1+ xc)) =
xa sin(b logx)
1+ xa cos(b logx)
.
Lemma 1.1. For any n ∈ N, σc¯(n) = σc(n).
Proof. We have
σc¯(n) = ∑
d|n
da−bi = ∑
d|n
dad−bi = ∑
d|n
da ·dbi = ∑
d|n
da+bi = σc(n).
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Lemma 1.1 tells us that R(c) is simply the reflection of the set R(c) about
the real axis. In many situations, this simple but useful lemma allows us to
restrict our attention to complex numbers c in the upper half plane and then
use symmetry to deduce similar results for values of c in the lower half-plane.
Lemma 1.2. We have 0 ∈ R(c) if and only if a= 0 and b= q pi
log p
for some
prime p and some rational number q that is not an even integer.
Proof. First, suppose a = 0 and b= q
pi
log p
, where p is a prime and q is
a rational number that is not an even integer. As q is not an even integer,
pc = pbi = eqpi i 6= 1. We may write q = ℓ
m
for some nonzero integers ℓ and
m with m> 0. Then
σc(p
2m−1) =
p2mc−1
pc−1 =
p2mbi−1
pc−1 =
e2ℓpi i−1
pc−1 = 0,
so 0 ∈ R(c).
Conversely, suppose 0 ∈ R(c). Then there exists some n ∈N with σc(n) =
0. Clearly n> 1, so we may let n= pα11 · · · pαrr be the canonical prime factor-
ization of n. Then 0= σc(n) = σc(p
α1
1 ) · · ·σc(pαrr ), so σc(pαii ) = 0 for some
i ∈ {1, . . . ,r}. Let p = pi and α = αi. We know that pc 6= 1 because, other-
wise, wewould have σc(p
α)= 1+ pc+· · ·+ pαc=α+1 6= 0. Therefore, 0=
σc(p
α) =
p(α+1)c−1
pc−1 , so p
(α+1)c = 1. Now, p(α+1)c = p(α+1)ae(α+1)b(log p)i
so we must have p(α+1)a = 1 and e(α+1)b(log p)i = 1. Consequently, a= 0 and
b =
2kpi
(α +1) log p
for some integer k. Letting q =
2k
α +1
, we see that b has
the desired form. Finally, q is not an even integer because eqpi i = pc 6= 1.
Lemma 1.3. Suppose a= 0 and b 6= 0. Let Ψ(c) = {σc(p) : p ∈ P}, and let
C be the circle {1+ z ∈ C : |z|= 1}. Then Ψ(c) is a dense subset of C.
Proof. By Lemma 1.1, it suffices to prove our claim in the case b > 0. Fur-
thermore, because σc(p) = 1+ p
c for all primes p, it suffices to show that the
set Ψ′(c) = {pc : p∈ P} is a dence subset of the circleC′ = {z∈C : |z|= 1}.
We know that every point in Ψ′(c) lies on the circleC′ because |pc|= pa = 1
for all primes p. Now, choose some z ∈C′ and some ε > 0. We may write
z = eiϕ for some ϕ ∈ (−pi ,pi ]. We wish to show that there exists a prime
p such that |arg(pc)−ϕ + 2tpi | < ε for some integer t. Equivalently, we
need to show that there exists a prime p and a positive integer n such that
ϕ+2npi−ε < b log p< ϕ+2npi+ε (this is because arg(pc) = b log p+2pim
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for some m ∈ Z). Setting λ = e(ϕ−ε)/b, µ = e2pi/b, and δ = e2ε/b, we may
rewrite these inequalities as λ µn < p < λ µnδ . It follows from the well-
known fact that lim
k→∞
pk+1
pk
= 1 that such a prime p is guaranteed to exist for
sufficiently large n (here, we let pi denote the i
th prime number).
Lemma 1.4. If a> 0, then |σc(n)| ≥ ∏
p<21/a
(pa−1) for all n ∈ N.
Proof. Suppose a> 0. For any prime p and positive integer α we have
|σc(pα)|=
∣∣∣∣∣ p
(α+1)c−1
pc−1
∣∣∣∣∣≥ |p
(α+1)c|−1
|pc|+1 =
p(α+1)a−1
pa+1
≥ p
2a−1
pa+1
= pa−1.
Therefore, for any n ∈ N,
|σc(n)|=

 ∏
p|n
p<21/a
∣∣∣σc(pνp(n))∣∣∣



 ∏
p|n
p≥21/a
∣∣∣σc(pνp(n))∣∣∣


≥

 ∏
p|n
p<21/a
(pa−1)



 ∏
p|n
p≥21/a
(pa−1)

≥ ∏
p|n
p<21/a
(pa−1)≥ ∏
p<21/a
(pa−1).
In the third question that we posed above, we asked if we could find the
values of c for which R(c) is dense in C. Lemma 1.4 gives us an immediate
partial answer to this question. If a > 0, then R(c) cannot be dense in C
because there is a neighborhood of 0 of radius ∏
p<21/a
(pa−1) that contains
no elements of R(c). We will see in Theorem 2.2 that, in some sense, R(c) is
very far from being dense when a> 0.
The following lemma simply transforms an estimate due to Rosser and
Shoenfeld into a slightly weaker inequality which is more easily applicable
to our needs.
Lemma 1.5. If 285≤ y< x, then
∏
p∈[y,x]
(
1− 1
p
)
<
logy
logx
+
2
log2 y
.
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Proof. Rosser and Shoenfeld’s estimate [4, Theorem 7] states that if x≥ 285,
then
e−γ
logx
(
1− 1
2log2 x
)
< ∏
p≤x
(
1− 1
p
)
<
e−γ
logx
(
1+
1
2log2 x
)
,
where γ is the Euler-Mascheroni constant. Therefore, if 285≤ y< x, then
∏
p∈[y,x]
(
1− 1
p
)
<
(
e−γ
logx
(
1+
1
2log2 x
))(
e−γ
logy
(
1− 1
2log2 y
))−1
=
logy
logx
1+1/(2log2 x)
1−1/(2log2 y) <
logy
logx
1+1/(2log2 y)
1−1/(2log2 y) <
logy
logx
log2 y
log2 y−1
<
logy
logx
+
2
logx logy
<
logy
logx
+
2
log2 y
.
Lemma 1.6. Suppose a ≥ −1 and b > 0. Fix some β ∈
(
0,
pi
4
)
. For each
nonnegative integer k, let Gk =
[
e(2kpi−β )/b,e(2kpi+β )/b
]
. Let G =
∞⋃
k=0
Gk. If
x ∈ G , then −β ≤ arg(xc)≤ β and
|1+ xc| ≥
√
1+2xa cosβ + x2a.
In addition,
∑
p∈G
log |1+ pc|= ∞.
Proof. Suppose x ∈ G . Then xc = xaeib logx, so arg(xc) = arg(eib logx). By the
definition of G , b logx ∈ [2kpi −β ,2kpi +β ] for some nonnegative integer k.
Therefore, −β ≤ arg(eib logx) ≤ β . This implies that cos(b logx) ≥ cosβ , so
it follows from (1) that
|1+ xc| ≥
√
1+2xa cosβ + x2a.
We now wish to prove that ∑
p∈G
log |1+ pc|= ∞. This sum makes sense
(the order of the summands is immaterial) because all summands are positive
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by the preceding inequality. For sufficiently large k, we may use Lemma 1.5
to write
∏
p∈Gk
p
p−1 =
(
∏
p∈Gk
(
1− 1
p
))−1
>
(
2kpi −β
2kpi +β
+
2b2
(2kpi −β )2
)−1
=
(
1− 2β
2kpi +β
+
2b2
(2kpi −β )2
)−1
>
(
1− β
2kpi
+
2b2
(2kpi −β )2
)−1
>
(
1− β
7k
)−1
= 1+
β
7k−β .
Also, if p≥ 5, then
1+2pa cosβ + p2a > 1+
2cosβ
p
≥ 1+ 2cos(pi/4)
p
>
p
p−1 .
Hence, for sufficiently large k, we have
∑
p∈Gk
log |1+ pc| ≥ ∑
p∈Gk
log
√
1+2pa cosβ + p2a > ∑
p∈Gk
log
√
p
p−1
=
1
2
log ∏
p∈Gk
p
p−1 >
1
2
log
(
1+
β
7k−β
)
.
The desired result then follows from the fact that
∞
∑
k=1
1
2
log
(
1+
β
7k−β
)
= ∞.
Lemma 1.7. Suppose −1 ≤ a < 0 and b > 0. Fix some β ∈
(
0,
pi
4
)
. For
each nonnegative integer k, let Hk =
[
e((2k−1)pi−β )/b,e((2k−1)pi+β )/b
]
. Let
H =
∞⋃
k=1
Hk. If x ∈H , then
|1+ xc| ≤
√
1−2xa cosβ + x2a
and either arg(xc)≤−pi +β or arg(xc)≥ pi −β . In addition,
∑
p∈H
log |1+ pc|=−∞.
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Proof. The proof is quite similar to that of Lemma 1.6. Suppose x ∈ H .
Then xc = xaeib log x, so arg(xc) = arg(eib logx). By the definition of H ,
b logx ∈ [(2k− 1)pi −β ,(2k− 1)pi +β ] for some positive integer k. There-
fore, either arg(xc)≤−pi +β or arg(xc)≥ pi −β . This implies that
cos(b logx)≤−cosβ , so we see from (1) that
|1+ xc| ≤
√
1−2xa cosβ + x2a.
We now show that
∑
p∈H
log |1+ pc|=−∞.
First, we need to check that the order of the summands in this summation
does not matter. Because a > 0 and β ∈
(
0,
pi
4
)
, we have pa < 1 < 2cosβ
and, therefore, −2pa cosβ + p2a < 0 for all p ∈H . Consequently,
log |1+ pc| ≤ log
√
1−2pa cosβ + p2a < 0
for all p ∈H . In fact, if p is sufficiently large, then
(3) 1−2pa cosβ + p2a < 1− pa ≤ 1− 1
p
.
As all summands are negative, their order does not matter. Using Lemma
1.5, we see that if k is sufficiently large, then
∏
p∈Hk
(
1− 1
p
)
<
(2k−1)pi −β
(2k−1)pi +β +
2b2
((2k−1)pi −β )2
= 1− 2β
(2k−1)pi +β +
2b2
((2k−1)pi −β )2 < 1−
β
4k
.
Hence, for sufficiently large k, we may use (3) to find that
∑
p∈Hk
log |1+ pc| ≤ ∑
p∈Hk
log
√
1−2pa cosβ + p2a < ∑
p∈Hk
log
√
1− 1
p
=
1
2
log ∏
p∈Hk
(
1− 1
p
)
<
1
2
log
(
1− β
4k
)
.
We now obtain the desired result from the fact that
∞
∑
k=1
1
2
log
(
1− β
4k
)
=−∞.
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Lemma 1.8. Suppose b> 0. For each nonnegative integer k, let
Jk =
[
e((2k+
1
4)pi)/b,e((2k+
3
4)pi)/b
]
, and let J =
∞⋃
k=0
Jk. If x ∈J , then
pi
4
≤ arg(xc)≤ 3pi
4
.
Also, ∑
p∈J
1
p
= ∞.
Proof. If x ∈ J , then b logx ∈
[(
2k+
1
4
)
pi ,
(
2k+
3
4
)
pi
]
for some non-
negative integer k, so
pi
4
≤ arg(xc) ≤ 3pi
4
. For 286 ≤ u < v, we may use
Theorem 5 in [4] to write
∑
p∈[u,v]
1
p
≥ ∑
p≤v
1
p
− ∑
p≤u
1
p
> (loglogv+B−1/(2log2 v))− (loglogu+B+1/(2log2 u))
= log
(
logv
logu
)
− 1
2log2 u
− 1
2log2 v
,
where B is a real constant. Therefore, for sufficiently large k, we have
∑
p∈Jk
1
p
> log
(
(2k+ 3
4
)pi/b
(2k+ 1
4
)pi/b
)
− b
2
2pi2(2k+ 1
4
)2
− b
2
2pi2(2k+ 3
4
)2
= log
(
1+
2
8k+1
)
−
[
b2
2pi2(2k+ 1
4
)2
+
b2
2pi2(2k+ 3
4
)2
]
.
Because
∞
∑
k=0
(
b2
2pi2(2k+ 1
4
)2
+
b2
2pi2(2k+ 3
4
)2
)
converges and
∞
∑
k=0
log
(
1+
2
8k+1
)
= ∞,
it follows that
∑
p∈J
1
p
=
∞
∑
k=0
∑
p∈Jk
1
p
= ∞.
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Lemma 1.9. Let β ∈
(
0,
pi
4
)
, and let x> 0 be a real number such that xa <√
2−1. If arg(xc)> pi −β or arg(xc)<−pi +β , then
|arg(1+ xc)|< sinβ
2−√2x
a.
Proof. Let f (t) =
xa sin t
1− xa cos t , and let
ϕ =
{
pi − arg(xc), if arg(xc)> pi −β ;
pi + arg(xc), if arg(xc)<−pi +β .
Note that 0< ϕ < β , sinϕ = |sin(b logx)|, and cosϕ =−cos(b logx). Also,
for all t ∈
(
0,
pi
4
)
, we have
f ′(t) =
xa(cos t− xa)
(1− xa cos t)2 >
xa(cos(pi/4)− xa)
(1− xa cos t)2 > 0
because xa <
√
2−1< cos(pi/4). This implies that f (ϕ)< f (β ). Using (2)
along with the inequality | tan−1 θ | ≤ |θ |, which is valid for all real θ , we
find that
|arg(1+ xc)|=
∣∣∣∣tan−1
(
xa sin(b logx)
1+ xa cos(b logx)
)∣∣∣∣≤
∣∣∣∣ xa sin(b logx)1+ xa cos(b logx)
∣∣∣∣
=
xa|sin(b logx)|
1+ xa cos(b logx)
=
xa sinϕ
1− xa cosϕ = f (ϕ)< f (β )
=
xa sinβ
1− xa cosβ <
xa sinβ
1− (√2−1) =
sinβ
2−√2x
a.
2. BOUNDEDNESS AND ISOLATED POINTS
It turns out that questions 1 and 2 posed in the introduction are not too diffi-
cult to handle, so we will give complete answers to them in this section.
Theorem 2.1. The set R(c) is bounded if and only if a<−1.
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Proof. If a<−1, then R(c) is bounded because
|σc(n)|=
∣∣∣∣∣∑
d|n
dc
∣∣∣∣∣≤∑
d|n
|dc|= ∑
d|n
da <
∞
∑
k=1
ka = ζ (−a)
for all n ∈ N. Now, suppose a ≥ −1. By Lemma 1.1, we see that it suffices
to prove the result for b≥ 0. If b= 0, then
lim
x→∞ σc
(
∏
p≤x
p
)
= lim
x→∞ ∏
p≤x
σc(p) = lim
x→∞ ∏
p≤x
(1+ pa) = ∞,
so R(c) cannot be bounded. If b> 0, then the proof follows from Lemma 1.6
because
lim
x→∞
∣∣∣∣∣∣∣σc

∏
p∈G
p≤x
p


∣∣∣∣∣∣∣= limx→∞ ∏p∈G
p≤x
|σc(p)|= lim
x→∞ ∏
p∈G
p≤x
|1+ pc|= ∞,
where G is defined as in the lemma. Note that we have used the fact that σc
is multiplicative.
Theorem 2.2. If a< 0, then R(c) has no isolated points. If a= 0 and c 6= 0,
then R(c) is dense in C (and, therefore, has no isolated points). If a > 0 or
c= 0, then every point of R(c) is an isolated point of R(c).
Proof. First, suppose a < 0, and let z0 ∈ R(c). Note that z0 6= 0 by Lemma
1.2. We may write z0 = σc(n) for some n ∈N. Choose some ε > 0. To show
that z0 is not an isolated point of R(c), we simply need to exhibit a positive
integer N such that 0 < |z0−σc(N)| < ε . As a < 0, we may choose some
prime q > n such that qa <
ε
|z0| . Let N = qn. As q is relatively prime to n,
we have
|z0−σc(N)|= |z0−σc(q)σc(n)|= |z0| · |1−σc(q)|
= |z0| · |1− (1+qc)|= qa|z0|< ε.
This also shows that |z0−σc(N)| 6= 0 because qa 6= 0 and z0 6= 0.
We now handle the case a = 0, c 6= 0. In this case, c = bi 6= 0. We wish
to show that R(c) is dense in C. By Lemma 1.1, we see that it suffices
to prove this claim when b > 0. Fix some r > 0 and some θ ∈ (−pi ,pi ].
Choose ε ∈ (0,1/5). We wish to exhibit a positive integer N such that
|σc(N)| ∈
(
r(1− ε)2,r(1+ ε)2) and |arg(σc(N))− θ + 2tpi | < (r+ 9)ε for
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some integer t. This will show that reiθ is either in R(c) or is a limit point of
R(c). Because we may choose reiθ to be any nonzero complex number, this
will prove the assertion that R(c) is dense in C. By Lemma 1.3, it is possible
to find distinct primes q1,q2,q3 such that
(4) |arg(σc(qℓ))−θ/3|< ε
for each ℓ ∈ {1,2,3}. Note that −pi
3
<
θ
3
≤ pi
3
, so
|arg(σc(qℓ))|< pi
3
+ ε <
pi
3
+
1
5
for each ℓ ∈ {1,2,3}. For each ℓ ∈ {1,2,3}, we know that σc(qℓ) lies on the
circle {1+ z ∈ C : |z| = 1} and that |arg(σc(qℓ))| < pi
3
+
1
5
, so it is easy to
verify that |σc(qℓ)| ≥ 3
5
. Therefore, one may easily show that
log1.9
(
r
|σc(q1)σc(q2)σc(q3)|
)
< r+3.
Let h be a positive integer such that
log1.9
(
r
|σc(q1)σc(q2)σc(q3)|
)
< h< r+4.
If p is any prime such that |arg(pc)|< ε , then it is easy to see from (1) that
(5) |σc(p)|= |1+ pc|=
√
2+2cos(arg(pc))>
√
2+2cos(1/5)> 1.9
because |arg(pc)| < ε < 1
5
. Lemma 1.3 tells us that it is possible to choose
distinct primes P1,P2, . . . ,Ph such that
(6) |arg(Pcj )|< ε
and Pj 6∈ {q1,q2,q3} for all j ∈ {1,2, . . . ,h}. It follows from (5) that
h
∏
j=1
|σc(Pj)|> 1.9h.
Let P= q1q2q3P1P2 · · ·Ph, and let Q= r|σc(P)| . Using the fact that
log1.9
(
r
|σc(q1)σc(q2)σc(q3)|
)
< h,
12 COLIN DEFANT
we have
|σc(P)|= |σc(q1)σc(q2)σc(q3)|
h
∏
j=1
|σc(Pj)|> 1.9h|σc(q1)σc(q2)σc(q3)|> r.
Therefore, 0 < Q < 1. This implies that there exists a complex number z0
such that ℑ(z0)> 0, |z0|=
√
Q, and |z0−1|= 1. By Lemma 1.3, it is possible
to choose distinct primes q4 and q5 such that q4 ∤ P, q5 ∤ P,
(7) |arg(σc(q4))− arg(z0)|< ε,
(8) |arg(σc(q5))+ arg(z0)|< ε,
(9)
√
Q(1− ε)< |σc(q4)|<
√
Q(1+ ε),
and
(10)
√
Q(1− ε)< |σc(q5)|<
√
Q(1+ ε).
Essentially, the inequalities (7), (8), (9), and (10) serve to ensure that we
have chosen q4 and q5 so that σc(q4) is sufficiently close to z0 and σc(q5) is
sufficiently close to z0. If we let N = q4q5P, then
|σc(N)|= |σc(q4)||σc(q5)||σc(P)|
= |σc(q4)||σc(q5)| r
Q
∈ (r(1− ε)2,r(1+ ε)2) ,
where we have used (9) and (10). Also, there exists some integer t such that
|arg(σc(N))−θ +2tpi |=
∣∣∣∣∣
5
∑
ℓ=1
arg(σc(qℓ))+
h
∑
j=1
arg(σc(Pj))−θ
∣∣∣∣∣
≤
(
3
∑
ℓ=1
|arg(σc(qℓ))−θ/3|
)
+ |arg(σc(q4))− arg(z0)|
+|arg(σc(q5))+ arg(z0)|+
h
∑
j=1
|arg(σc(Pj))|.
We know from (4), (7), and (8) that
3
∑
ℓ=1
|arg(σc(qℓ))−θ/3|< 3ε
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and
|arg(σc(q4))− arg(z0)|+ |arg(σc(q5))+ arg(z0)|< 2ε.
Similarly, we know from (6) and the fact that h< r+4 that
h
∑
j=1
|arg(σc(Pj))|<
h
∑
j=1
ε < (r+4)ε.
Hence,
|arg(σc(N))−θ +2tpi |< (r+9)ε.
This completes the proof of the fact that R(c) is dense in C when a = 0 and
b 6= 0.
Now, assume a > 0. Choose some D > 0, and let m be a positive integer
such that |σc(m)|< D. Suppose pα00 |m for some prime p0 and some positive
integer α0. Let us write m = p
ξ
0y, where ξ and y are integers, ξ ≥ α0 and
p0 ∤ y. Note that
∣∣∣σc(pξ0)∣∣∣=
∣∣∣∣∣ p
(ξ+1)c
0 −1
pc0−1
∣∣∣∣∣≥
∣∣∣p(ξ+1)c0 ∣∣∣−1
|pc0|+1
=
p
(ξ+1)a
0 −1
pa0+1
≥ p
(α0+1)a
0 −1
pa0+1
and |σc(y)| ≥ ∏
p<21/a
(pa−1) by Lemma 1.4. For the sake of brevity, let M =
∏
p<21/a
(pa−1). Then
D> |σc(m)| ≥M
p
(α0+1)a
0 −1
pa0+1
.
If we fix p0, we see that α0 must be bounded above. Similarly, if we fix α0,
we see that p0 must be bounded above. Consequently, there are only finitely
many prime powers p
α0
0 that can divide m. This implies that there are only
finitely many positive integers m such that |σc(m)| < D. It follows that any
disk in the complex plane contains finitely many points of R(c), so every
point of R(c) is an isolated point of R(c).
The final case we have to consider is when c = 0. This is easy because
σ0(n) is simply the number of divisors of n. We see that R(0) = N, so every
point in R(0) is an isolated point of R(0).
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3. CLOSURES
The third question posed in the introduction proves to be more difficult than
the first two. For one thing, the first part of the question is fairly open-ended.
What exactly would we like to know about the sets R(c)? In order to ask more
specific and interesting questions, we wish to gain a bit of basic information.
First of all, if a > 0 or if c = 0, then there is not much use in inquiring
about the set R(c) because this set is the same as R(c) by Theorem 2.2. If
b = 0 (so that c is real), then R(c) is a subset of R. In that case, there are
many fascinating questions we may ask. For example, as mentioned in the
introduction, the author has classified those real c for which R(c) is a single
closed interval [2]. Here, however, we will not pay too close attention to the
sets R(c) for real c.
For the moment, let us streamline our attention toward the sets R(c) when
−1 ≤ a ≤ 0 and b 6= 0. By Theorem 2.1, these sets are not bounded. At
the same time, Theorem 2.2 tells us that R(c) has no isolated points for such
values of c, so we might hope to obtain more interesting sets than those that
arise when a > 0. In fact, if we recall the second part of the third question
posed in the introduction and decide to embark on a quest to find those com-
plex c for which R(c) =C, then we need only consider the case −1≤ a≤ 0,
b 6= 0. That is, Theorems 2.1 and 2.2 imply that if R(c) = C, then
(11) −1≤ a≤ 0 and b 6= 0.
To begin this quest, we define a set Θ(c)⊆R for each complex c byΘ(c) =
{arg(σc(n)) : n ∈N,σc(n) 6= 0}. The set Θ(c) is simply the set of arguments
of nonzero points in R(c). Clearly, if R(c) =C, then Θ(c) = [−pi ,pi ]. In fact,
the truth of the converse of this assertion (in the case −1≤ a≤ 0) will allow
us to deduce our main result. First, we need the following lemma.
Lemma 3.1. If −1≤ a< 0 and b 6= 0, then Θ(c) = [−pi ,pi ].
Proof. Choose some θ ,ε > 0. We will find a positive integer n such that
θ − ε < arg(σc(n))+2tpi < θ + ε for some integer t, and this will prove the
claim. Consider the sets Jk and J that were defined in Lemma 1.8, and
let J ∩P = {s1,s2, . . .}, where s1 < s2 < · · · . Pick some positive integer k.
Note that |sck|= sak . Because Lemma 1.8 tells us that
pi
4
≤ arg(sck)≤
3pi
4
, it is
not difficult to see from (2) that
arg(σc(sk)) = arg(1+ s
c
k)≥ tan−1
(
sak/
√
2
1+ sak/
√
2
)
.
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Using the fact that
1
sk
≤ sak < 1 along with the inequality tan−1 x≥ x(1− x),
which holds for all real x, we have
tan−1
(
sak/
√
2
1+ sak/
√
2
)
≥ s
a
k/
√
2
1+ sak/
√
2
(
1− s
a
k/
√
2
1+ sak/
√
2
)
=
sak
√
2
(
√
2+ sak)
2
>
√
2
(
√
2+1)2
1
sk
.
It then follows from Lemma 1.8 that
∞
∑
j=1
arg(σc(s j)) = ∞. Because a < 0,
lim
j→∞
arg(σc(s j)) = lim
j→∞
arg(1+ saj) = 0. Let K be a positive integer such that
arg(σc(s j)) < ε for all j ≥ K. As
∞
∑
j=K
arg(σc(s j)) = ∞, there exists some
integerM ≥K such that θ −ε <
M
∑
j=K
arg(σc(s j))< θ + ε . Setting n=
M
∏
j=K
s j,
we have arg(σc(n)) =
M
∑
j=K
arg(σc(s j))−2tpi for some integer t, from which
we obtain the desired inequalities θ − ε < arg(σc(n))+2tpi < θ + ε .
Theorem 3.1. The set R(c) is dense inC if and only if−1≤ a≤ 0 and b 6= 0.
Proof. We have seen in (11) that −1 ≤ a ≤ 0 and b 6= 0 if R(c) = C, so
we now wish to prove the converse. If a = 0 and b 6= 0, then we know
from Theorem 2.2 that R(c) is dense in C. Therefore, let us assume that
−1 ≤ a < 0. With the help of Lemma 1.1, we may also assume that b > 0.
Fix c (with−1≤ a< 0< b), and choose some θ ∈Θ(c) and some r> 0. Let
n be a positive integer such that arg(σc(n)) = θ . We wish to show that
(12) reiθ is a limit point of R(c).
If we can accomplish this goal, then we will know that any arbitrary nonzero
complex number z is a limit point of R(c). Indeed, Lemma 3.1 allows us to
choose θ arbitrarily close to arg(z), and we may set r = |z|. Since we may
choose r arbitrarily small, it will then follow that 0 is also a limit point of
R(c) so that R(c) = C.
If reiθ ∈ R(c), then we are done proving (12) by Theorem 2.2. Therefore,
let us assume that reiθ 6∈ R(c). In particular, r 6= |σc(n)| because reiθ 6=σc(n).
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Choose some β ,ε > 0 with β <
pi
4
. If r > |σc(n)|, let
Ω = 2sinβ log
(
reε
|σc(n)|
)
;
if r < |σc(n)|, let
Ω =
2sinβ
2−√2 log
( |σc(n)|eε
r
)
.
We will produce a positive integer N such that
(13) |r−|σc(N)||< r(eε −1) and |θ − arg(σc(N))+2tpi |< Ω
for some integer t. As c,n, and r are fixed, we may make |reiθ −σc(N)| as
small as we wish by initially choosing sufficiently small values of β and ε
(this is because r(eε −1)→ 0 and Ω→ 0 as ε → 0 and β → 0). Therefore, the
construction of such an integer N will prove (12) (technically, we must insist
that reiθ 6= σc(N), but this follows from our assumption that reiθ 6∈ R(c)).
Let us define Gk, Hk, G , and H as in Lemmas 1.6 and 1.7. We will also
write G ∩P = {q1,q2, . . .} and H ∩P = {w1,w2, . . .}, where q1 < q2 < · · ·
and w1 < w2 < · · · . Because a < 0, we have qck → 0 and wck → 0 as k→ ∞.
Thus, log |1+qck|< ε and log |1+wck|>−ε for all sufficiently large integers
k. Let us fix some positive integer K large enough so that for all integers
k≥K, we have log |1+qck|< ε , log |1+wck|>−ε , qk ∤ n, wk ∤ n, qak <
√
2−1,
and wak <
√
2−1.
Suppose r > |σc(n)|. Because log |1+qck|< ε for all k ≥ K and
∞
∑
k=K
log |1+qck|= ∞ by Lemma 1.6, there must exist some integer M ≥ K
such that
log
(
r
|σc(n)|
)
− ε <
M
∑
k=K
log |1+qck|< log
(
r
|σc(n)|
)
+ ε.
This yields the inequalities
(14) re−ε < |σc(n)|
M
∏
k=K
|1+qck|< reε .
Let N = n
M
∏
k=K
qk. Because qk is relatively prime to n for all k ≥ K, we have
σc(N) = σc(n)
M
∏
k=K
σc(qk) = σc(n)
M
∏
k=K
(1+qck).
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This implies that |σc(N)|= |σc(n)|
M
∏
k=K
|1+qck| ∈ (re−ε ,reε), so
|r−|σc(N)||<max{r− re−ε ,reε − r}= reε − r = r(eε −1),
as desired in (13).
We now prove that |θ − arg(σc(N)) + 2tpi | < Ω for some integer t. We
have
arg(σc(N)) = arg(σc(n))+
M
∑
k=K
arg(1+qck)+2tpi = θ +
M
∑
k=K
arg(1+qck)+2tpi
for some integer t. Therefore,
(15) |θ − arg(σc(N))+2tpi |=
∣∣∣∣∣
M
∑
k=K
arg(1+qck)
∣∣∣∣∣≤
M
∑
k=K
|arg(1+qck)|.
Let us fix some k ∈ {K,K + 1, . . . ,M}. Because qk ∈ G , we know from
Lemma 1.6 that −β ≤ arg(qck)≤ β . Also, |qck|= qak . Using (2), we have
(16) |arg(1+qck)| ≤ tan−1
(
qak sinβ
1+qak cosβ
)
<
qak sinβ
1+qak cosβ
< qak sinβ .
If we write ηk =
√
1+2qak cosβ +q
2a
k , then Lemma 1.6 tells us that
(17) ηk ≤ |1+qck|.
Recall that we chose K large enough to ensure that qak <
√
2− 1. Also,
cosβ >
1√
2
because we chose β <
pi
4
. We have q2ak <
√
2qak−qak , so
qak <
√
2qak−q2ak =
√
2qak−
1
2
(
√
2qak)
2 < log(1+
√
2qak)
< log(1+2qak cosβ )< 2logηk,
where we have used the fact that x− 1
2
x2 < log(1+ x) for all x > 0. This
shows that
(18)
qak
logηk
< 2.
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From the inequalities (15), (16), (17), and (18), we get
|θ − arg(σc(N))+2tpi | ≤
M
∑
k=K
|arg(1+qck)|<
M
∑
k=K
qak sinβ
= sinβ log
M
∏
k=K
η
qa
k
/ logηk
k < sinβ log
M
∏
k=K
η2k
= 2sinβ log
M
∏
k=K
ηk ≤ 2sinβ log
M
∏
k=K
|1+qck|.
We now use the fact that |σc(n)|
M
∏
k=K
|1+qck|< reε (obtained in (14)) to con-
clude that
|θ − arg(σc(N))+2tpi |< 2sinβ log
(
reε
|σc(n)|
)
= Ω.
This completes the proof of (13) in the case r > |σc(n)|.
Let us now assume r < |σc(n)|. The proof of this case is quite sim-
ilar to the previous case. Because log |1+ wck| > −ε for all k ≥ K and
∞
∑
k=K
log |1+wck|=−∞ by Lemma 1.7, there must exist some integerW ≥ K
such that
log
(
r
|σc(n)|
)
− ε <
W
∑
k=K
log |1+wck|< log
(
r
|σc(n)|
)
+ ε.
This yields the inequalities
(19) re−ε < |σc(n)|
W
∏
k=K
|1+wck|< reε .
In this case, we will let N = n
W
∏
k=K
wk. Because wk is relatively prime to n for
all k ≥ K, we have
σc(N) = σc(n)
W
∏
k=K
σc(wk) = σc(n)
W
∏
k=K
(1+wck).
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This shows that |σc(N)|= |σc(n)|
W
∏
k=K
|1+wck| ∈ (re−ε ,reε), so
|r−|σc(N)||< r(eε −1) once again.
Now,
arg(σc(N)) = arg(σc(n))+
W
∑
k=K
arg(1+wck)+2tpi
= θ +
W
∑
k=K
arg(1+wck)+2tpi
for some integer t, so
(20) |θ − arg(σc(N))+2tpi |=
∣∣∣∣∣
W
∑
k=K
arg(1+wck)
∣∣∣∣∣≤
W
∑
k=K
|arg(1+wck)|.
Let us fix some k ∈ {K,K+ 1, . . . ,W}. Because wk ∈ H , we know from
Lemma 1.7 that arg(wck) ≤ −pi +β or arg(wck) ≥ pi −β . Recalling that we
chose K large enough to guarantee wak <
√
2−1, we see by Lemma 1.9 that
(21) |arg(1+wck)|<
sinβ
2−√2w
a
k.
In addition,
√
2wak −w2ak > wak . Because cosβ ≥
1√
2
, we have 2wak cosβ −
w2ak > w
a
k . If we write µk =
√
1−2wak cosβ +w2ak , then Lemma 1.7 tells us
that
(22) |1+wck| ≤ µk.
We also see that µk < 1, so − logµk > 0. Using the inequality x≤− log(1−
x), which holds for all x< 1, we have
wak < 2w
a
k cosβ −w2ak ≤− log(1− (2wak cosβ −w2ak )) =−2logµk.
Thus,
(23) − w
a
k
logµk
< 2.
Combining inequalities (20), (21), (22), and (23), we get
|θ − arg(σc(N))+2tpi | ≤
W
∑
k=K
|arg(1+wck)|<
sinβ
2−√2
W
∑
k=K
wak
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=
sinβ
2−√2 log
W
∏
k=K
(1/µk)
−wak/ logµk <
sinβ
2−√2 log
W
∏
k=K
(1/µk)
2
=
2sinβ
2−√2 log
W
∏
k=K
(1/µk)≤ 2sinβ
2−√2 log
W
∏
k=K
|1+wck|−1.
Using the fact that |σc(n)|
W
∏
k=K
|1+wck|> re−ε (see (19)), we have
W
∏
k=K
|1+wck|−1 <
|σc(n)|eε
r
.
Hence, we conclude that
|θ − arg(σc(N))+2tpi |< 2sinβ
2−√2 log
( |σc(n)|eε
r
)
= Ω.
This completes the proof of (13) in the case r < |σc(n)|.
Recall the section of the proof of Theorem 2.2 in which we proved that
R(c) = C whenever a = 0 and b 6= 0. We proved this fact by describing the
construction of an integer N and showing that we could make σc(N) arbitrar-
ily close to any predetermined complex number. The observant reader may
have noticed that the integer N that we constructed was squarefree. Further-
more, we constructed N using primes that could have been arbitrarily large.
In other words, there was never an upper bound on the sizes of the required
primes. The same observations are true of the proofs of Lemma 3.1 and
Theorem 3.1. In particular, we chose θ in the proof of Theorem 3.1 to be
an arbitrary element of Θ(c), and we could have chosen n to be a square-
free number with large prime divisors. Therefore, we obtain the following
corollary.
Corollary 3.1. Let D be a positive integer, and let E(D) be the set of square-
free integers whose prime factors are all greater than D. Suppose−1≤ a≤ 0
and b 6= 0. Let σc(E(D)) = {σc(n)∈C : n∈ E(D)}. Then σc(E(D)) is dense
in C.
We now focus on the sets R(c) that arise when a<−1. We saw in Theorem
2.1 that these sets are bounded, so it is natural to inquire about the shapes of
their closures. We will prove two theorems in order to provide a taste of the
questions that one might wish to ask about these sets. The first theorem is
very straightforward, but leads to an interesting question.
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Theorem 3.2. If a<−1, then ∑
n≤x
σc(n) = xζ (1− c)+O(1).
Proof. As x→ ∞, we have
∑
n≤x
σc(n) = ∑
n≤x
∑
km=n
kc = ∑
k≤x
∑
m≤ xk
kc = ∑
k≤x
⌊x
k
⌋
kc
= x ∑
k≤x
kc−1+O(1) ∑
k≤x
kc = xζ (1− c)− x ∑
k>x
kc−1+O(1).
Now,∣∣∣∣∣x ∑
k>x
kc−1
∣∣∣∣∣≤ x ∑
k>x
|kc−1|= x ∑
k>x
ka−1 ≤ x
∫ ∞
x−1
ta−1 dt =
x
|a|(x−1)|a| = o(1),
and the result follows.
Corollary 3.2. If a<−1, then lim
x→∞
1
x
∑
n≤x
σc(n) = ζ (1− c).
Suppose a<−1. Since R(c) is Lebesgue measurable (because it is closed),
we may define A (c) to be the area of R(c) in the complex plane. Provided
A (c) 6= 0, we may let
C(c) =
1
A (c)
∫∫
R(c)
zdA
be the centroid of R(c) (where dA = d(ℜ(z))d(ℑ(z)) represents a differen-
tial area element in the complex plane). Corollary 3.2 endorses ζ (1− c) as
a potential candidate forC(c), although it certainly does not provide a proof.
Unfortunately, a rigorous determination of the value ofC(c) seems to require
knowledge of the shape of R(c) because of the apparent necessity of calcu-
lating the integrals involved in the definitions of A (c) and C(c). The limit
in Corollary 3.2 does not appear to be too useful for these purposes because
its value depends on the ordering of N. That is, if we let m1,m2, . . . be some
enumeration of the positive integers, then it could very well be the case that
lim
x→∞
1
x
∑
n≤x
σc(mn) 6= ζ (1− c) (or that this limit does not exist). Hence, for
now, we will let C(c) be.
It seems natural to ask for the values of c with a < −1 for which the sets
R(c) are connected. The following theorem will show that if a is sufficiently
negative (meaning negative and sufficiently large in absolute value), then
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R(c) is separated. In fact, the theorem states that for any positive integer
N, if a is sufficiently negative, then R(c) is a disjoint union of at least N
closed sets. This is somewhat unintuitive since, for each n ∈ N, σc(n)→ 1
as a→ −∞. In other words, the sets R(c) “shrink" while becoming “more
separated" as a→−∞.
Theorem 3.3. For each positive integer N, there exists a real number ρN ≤
−1 such that if a< ρN , then R(c) is a union of at least N disjoint closed sets.
Proof. We will assume that a<−1 throughout this proof. Note that we may
set ρ1 = −1. We will let σc(T ) denote the image under σc of a set T of
positive integers. For each j ∈ N, let p j denote the jth prime number. Let
V j be the set of positive integers that are not divisible by any of the first j
primes, and let S j denote the set of positive integers n such that the smallest
prime divisor of n is p j. In symbols, V j = {n ∈ N : pℓ ∤ n∀ ℓ ∈ {1,2, . . . , j}},
and S j = V j−1 ∩ p jN, where we convene to let V0 = N. Choose some inte-
ger k. We will show that there exists a real number τk ≤ −1 and a function
δk : (−∞,τk)→ (0,∞) such that if a< τk, then |σc(m)−σc(n)|> δk(a) for all
m ∈ Sk and n ∈Vk. This will show that σc(Sk) is disjoint from σc(Vk) when-
ever a < τk. In particular, it will follow that σc(Sk) is disjoint from σc(S j)
for all integers j > k whenever a < τk. Setting ρk+1 = min{τ1,τ2, . . . ,τk},
we will see that if a< ρk+1, then σc(S1),σc(S2), . . . ,σc(Sk),σc(Vk) are k+1
disjoint closed sets whose union is R(c).
Choose some m ∈ Sk and n ∈Vk. Note that we may write m= ptkh, where
t is a positive integer and h ∈Vk. If we let Lk(x) = ∑
v∈Vk\{1}
vx for all x<−1,
then we have
|σc(n)−1|=
∣∣∣∣∣∣∣∑d|n
d>1
dc
∣∣∣∣∣∣∣≤ ∑d|n
d>1
|dc|= ∑
d|n
d>1
da < Lk(a).
Similarly, |σc(h)− 1| < Lk(a). Observe that since pk+1 is the smallest ele-
ment of Vk \{1}, we have
Lk(x)<
∞
∑
v=pk+1
vx = pxk+1+
∞
∑
v=pk+1+1
vx < pxk+1+
∫ ∞
pk+1
ux du
= pxk+1+
pk+1
|x+1| p
x
k+1 =
(
1+
pk+1
|x+1|
)
pxk+1.
COMPLEX DIVISOR FUNCTIONS 23
This implies that Lk(x) = O(p
x
k+1) as x→−∞, so
Lk(x)(p
x
k+ p
2x
k +2)+ p
2x
k = O
(
(pk+1pk)
x+
(
pk+1p
2
k
)x
+2pxk+1+
(
p2k
)x)
= o(pxk).
Hence, there exists some number τk ≤−1 such that
(24) Lk(a)
(
pak + p
2a
k +2
)
+ p2ak < p
a
k
for all a< τk. Let us define δk : (−∞,τk)→ (0,∞) by
δk(x) =
1
1+ pxk
(
pxk− p2xk −Lk(x)(pxk+ p2xk +2)
)
.
If a< τk, then
|σc(ptk)−1|−δk(a)
|σc(ptk)|+1
=
∣∣∣(1− p(t+1)ck )/(1− pck)−1∣∣∣−δk(a)∣∣∣(1− p(t+1)ck )/(1− pck)∣∣∣+1
=
∣∣∣(1− p(t+1)ck )− (1− pck)∣∣∣−δk(a)|1− pck|∣∣∣1− p(t+1)ck ∣∣∣+ |1− pck|
=
∣∣∣pck− p(t+1)ck ∣∣∣−δk(a)|1− pck|∣∣∣1− p(t+1)ck ∣∣∣+ |1− pck| ≥
pak− p(t+1)ak −δk(a)(1+ pak)
pak + p
(t+1)a
k +2
≥ p
a
k− p2ak −δk(a)(1+ pak)
pak + p
2a
k +2
= Lk(a),
so |σc(ptk)−1|−Lk(a)(|σc(ptk)|+1)≥ δk(a). Therefore,
|σc(m)−σc(n)|= |(σc(ptk)−1)− (σc(ptk)−σc(m))− (σc(n)−1)|
≥ |σc(ptk)−1|− |σc(ptk)−σc(m)|− |σc(n)−1|
= |σc(ptk)−1|− |σc(ptk)||σc(h)−1|− |σc(n)−1|
> |σc(ptk)−1|− |σc(ptk)|Lk(a)−Lk(a)
= |σc(ptk)−1|−Lk(a)(|σc(ptk)|+1)≥ δk(a)
for all a< τk. This is what we sought to prove.
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The expressions in the proof of Theorem 3.3 get a bit messy, and we prob-
ably could have simplified the argument by using more careless estimates.
However, we organized the proof in order to give an upper bound for the val-
ues of τk. That is, we showed that we may let τk ≤ −1 be any number such
that (24) holds for all a< τk. In particular, we have the following corollary.
Corollary 3.3. If a≤−3.02, then R(c) is separated.
Proof. Preserve the notation from the proof of Theorem 3.3. Note that
L1(a) =−1+∑
2∤v
va =−1+ζ (−a)(1−2a).
Therefore, when k = 1, (24) becomes
(−1+ζ (−a)(1−2a))(2a+22a+2)+22a < 2a.
We may rewrite this inequality as
ζ (−a)(1−2a)< 2
a−22a
2a+22a+2
+1.
Noting that
2a−22a
2a+22a+2
+1=
2+2a+1
2a+22a+2
and dividing each side of this
last inequality by 1−2a yields
(25) ζ (−a)< 1+2
a
1−2a−1−23a−1 .
Therefore, we simply need to show that (25) holds for all a < −3.02. If
a≤−5, then 2
a+1
−(a+1) ≤ 2
a−1, so
ζ (−a)(1−2a−1−23a−1)≤
(
1+2a+
∫ ∞
2
tadt
)
(1−2a−1)
=
(
1+2a+
2a+1
−(a+1)
)
(1−2a−1)≤ 1+2a+ 2
a+1
−(a+1)−2
a−1 ≤ 1+2a.
Hence, (25) holds for a ≤ −5. We now show that (25) holds for −5 < a <
−3.02. The reader who wishes to evade the banalities of the following fairly
computational argument may wish to simply plot the values of ζ (−a) and
1+2a
1−2a−1−23a−1 to see that (25) appears to hold for these values of a.
COMPLEX DIVISOR FUNCTIONS 25
Let F(x) = ζ (x)− 1+2
−x
1−2−x−1−2−3x−1 and I = (3.02,5) so that our goal is
to prove that F(x)< 0 for all x∈ I. In order to reduce the number of necessary
computations, we will partition I into the two intervals I1 = (3.02,3.22] and
I2 = (3.22,5). For all x ∈ I, we have
F ′(x) = ζ ′(x)+
22x+1(3 ·2x+3 ·23x+2) log2
(2x−1)2(2x+22x+1+1)2
≤ 2
2x+1(3 ·23x+22x) log2
(2x−1)2(22x+1)2 =
(3 ·2x+1) log2
2(2x−1)2 .
Now, if x ∈ I1, then
F ′(x)≤ (3 ·2
x+1) log2
2(2x−1)2 <
(3 ·23.22+1) log2
2(23.02−1)2 < 0.2.
Numerical calculations show that if
x ∈
{
3.02+
n
2000
: n ∈ {0,1,2, . . . ,400}
}
,
then F(x)<− 1
10000
. Because F is continuous, we see that
F(x)<− 1
10000
+0.2
(
1
2000
)
= 0
for all x ∈ I1. If x ∈ I2, then
F ′(x)≤ (3 ·2
x+1) log2
2(2x−1)2 <
(3 ·25+1) log2
2(23.22−1)2 < 0.5.
For all
x ∈
{
3.22+
7n
500
: n ∈ {0,1,2, . . . ,127}
}
,
numerical calculations show that F(x)<− 7
1000
. Because F is continuous,
we see that
F(x) <− 7
1000
+0.5
(
7
500
)
= 0
for all x ∈ I2.
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Figure 1: Plots of σc(n) for 1 ≤ n ≤ 106. The top image shows a plot for
c = −1.3+ i, and the bottom shows a plot for c = −2+ 2i. In each image,
the blue dot is the point ζ (1− c).
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4. CONCLUDING REMARKS AND OPEN PROBLEMS
We have obtained a decent understanding of the ranges R(c) of the functions
σc for values of c with real part a ≥ −1, but many problems concerning the
sets R(c) that arise when a < −1 remain open. For example, it would be
quite interesting to determine the values of c for which R(c) is connected.
Corollary 3.3 provides an initial step in this direction, but there is certainly
much work that remains to be done. For example, it seems as though the
bound a < −3.02 in that corollary is quite weak since the estimates used to
derive it are far from optimal. Recall that we derived that bound by showing
that if a < −3.02, then R(c) is the disjoint union of the closed sets σc(S1)
and σc(V1) defined in the proof of Theorem 3.3. We remark, however, that
it might be more useful to look at the values of c for which σc(V2) is dis-
joint from σc(S1∪S2). Indeed, if we confine c to the real axis and decrease
c from −1.5 to −2, we will see that R(c) begins as a connected set and
then separates into the disjoint union of the two connected sets σc(V2) and
σc(S1∪S2). More formally, one may use the methods described in [2] to
show that there exist constants η ≈ 1.8877909 and κ ≈ 1.9401017 such that
if c is real and −κ < c < −η , then R(c) is the disjoint union of the two
connected sets σc(V2) and σc(S1∪S2) (this phenomenon essentially occurs
because the largest value of p j+1/p j occurs when j = 2). Nonetheless, a
full determination of those complex c for which R(c) is connected seems to
require knowledge about the specific shapes of the sets R(c). Using Mathe-
matica to plot points of some of these sets allows one to see the emergence
of sets that appear to have certain fractal-like properties (see Figure 1). How-
ever, as we can only plot finitely many points, it is difficult to predict the
shapes of the full sets R(c) and their closures.
We mention once again the open problem of determining the values of
A (c) andC(c) defined after Corollary 3.2 above. Observe the point ζ (1−c)
plotted in the top image of Figure 1 (corresponding to c = −1.3+ i). Upon
visual inspection, this point does not appear to be the centroid C(c) of R(c).
This is likely due to the fact that points of R(c) clustered in the lower part of
the image are packed more densely than those in the middle part. Finally, we
remark that, while investigating the topics discussed in Section 3, the author
found that it would be useful to have good upper and lower bounds for Θ(c).
Thus, we state the derivation of such bounds as an additional potential topic
for future research.
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