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AZRIEL ROSENFELD 
Computer Science Center, University of Maryland, 
College Park, Maryland 20742 
As a generalization of the notion of connectedness, we define a set S to be a 
D-cluster if one can move from any point of S to any other along a path of 
points in S on which successive points are at most  distance D apart. We define 
(in two ways) the D-huU of a set S, and show that S is a D-cluster if and only if 
its D-hul l  is connected. Th is  allows us to define holes in a cluster (S has "D-holes"  
if its D-hul l  has holes), and we then show that for the two definitions of D-hul l ,  
these holes are in one-to-one correspondence. We also discuss possible ways of  
defining the D-border of a D-cluster.  
1. INTRODUCTION 
The theory of connected sets in digital pictures was developed in (Rosenfeld, 
1970), where components, holes, and borders of components are defined. These 
concepts are of practical importance in the design of algorithms for counting 
(connected) objects and for following the borders of objects (Rosenfeld and Kak, 
1976, Section 9.1). 
This paper extends the concepts of components, holes, and borders from con- 
nected sets to "D-clusters", in which points are not necessarily adjacent, but 
are "close" to one another, in the sense that their distances do not exceed some 
fixed D. On digital distance functions ee (Rosenfeld and Pfaltz, 1968; Rosenfeld 
and Kak, 1976, Section 9.2). 
Intuitively, the point P is in a hole in a D-cluster S if P is farther than D/2 
from S, but any path from P to the background must pass within D/2 of S. 
How would one define an algorithm for labelling or counting such "D-holes" ? 
In this paper we take the following approach: We define the D-hull of a set S 
as the set of points within distance D/2 of S, and show that S is a D-cluster 
if and only if its D-hull is connected (Section 3). D-holes in S then turn out 
to be the same as holes (in the ordinary sense) in the D-hull of S (Section 5), 
and it becomes traightforward to label or count them, once the D-hull has been 
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constructed. We can also define the D-border of S as the set of points of its 
D-hull that are sufficiently close to its complement (see Section 6). 
An alternative way of defining the D-hull of S is presented in Section 4; 
it is the set of points that lie on geodesics (i.e., shortest paths) of length ~D 
between two points of S. (On digital geodesics see (Rosenfeld, 1978). 
We show that here again, S is a D-cluster iff its "geodesic D-hul l" is connected, 
and (Section 5) that the holes in the geodesic D-hull are in one-to-one corre- 
spondence with the holes in the D-hull. The definitions in terms of geodesics 
are of less practical significance, but it is of interest that they yield the same 
topological concepts of connectedness and holes as do the distance-based 
definitions. 
The extension of connectedness concepts to clusters, as in this paper, should 
be of practical interest in situations where regions may be represented by sparse 
sets of points, as is commonly the case in the "quantum-l imited" images of 
radiography. It may also be of some interest in connection with cluster detection 
in two-dimensional spaces. (Digital connectedness concepts can also be 
generalized to three or more dimensions (Gray, 1970; Park and Rosenfeld, 
1970), and our cluster concepts could be generalized similarly.) 
The clusters studied in this paper are sets of points on a Cartesian grid. 
Analogous results could be obtained for other grids, such as a hexagonal lattice, 
but we will not pursue this here. For the Cartesian grid, we will give results for 
two natural metrics, the "city block" and "chessboard" distances (see Section 2). 
Some of our results also hold for Euclidean distance (see Section 2 and the end 
of Section 4), but our theory will be developed primarily for the two digital 
metrics. 
2. D-CLUSTERS 
We shall say that a set of points S is a cluster if we can move from any point 
of S to any other point along a sequence of points of S whose successive points 
are relatively close together. This is a generalization of the standard notion of 
a connected set S, in which we can get from any point to any other by a path 
in S whose successive points are adjacent. 
More precisely, let us define a D-cluster (where D ~ 1) as a set of points S 
such that for all P, Q in S there exists a sequence P ~ P0, P1 ,-.., Pn z Q 
of points in S such that the distance d(P i -1 ,  Pi) ~ D, 1 ~ i ~ n. Note that 
this definition depends on how distance is defined; in particular, it could be 
Euclidean distance (d,((a, b), (c, d)) =-- ((a - -  c) 2 + (b - -  d)2)1/2), city block 
distance (d4((a, b), (c, d)) z [ a - -  e t + ] b - -  d t), or chessboard distance 
(ds((a, b), (c, d)) ~ max(] a - -  c ], ] b --  d I)). When necessary, we will specify 
which type of distance is intended by using the subscript e, 4, or 8, e.g., a 
Da-cluster is a D-cluster with respect o city block distance. 
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PROPOSITION 2.1. I f  S is a D-cluster, it is also a D'-cluster for all D' >/D 
(where the same distance function is used in both cases). | 
PROPOSITION 2.2. For any D, if  S a D4-cluster it is also a D~-cluster, and if S 
is a D,-cluster it is also a Ds-cluster. 
Proof. For all (a, b), (c, d), we have ds((a, b), (c, d)) <~ 4((a, b), (c, d)) 
d~((a, b), (c, d)). | 
PROPOSITION 2.3. S is a 14-cluster iff it is 4-connected, and a 18-clustsr iff 
it is 8-connected. 
Proof. The points at city block distance 1 from a given point are just its 
4-neighbors, while those at chessboard istance 1 are just its 8-neighbors. | 
We assume from now on that the points of S have integer coordinates; thus the 
city block and chessboard istances between two points are always integers, 
and we can take D to be an integer without loss of generality. 
It should be realized that the city block and chessboard efinitions are non- 
isotropic, since "circular" neighborhoods with respect o these distance func- 
tions are not circles, but squares (diagonally oriented and upright, respectively). 




The Euclidean distance from P to Q is 2(2) 1/2 - 2.8, while that from P to R 
is 3; but with respect o city block distance, P and R are in the same 3-cluster, 
while P and Q are not. 
D-clusters are a generalization ofconnected sets, but it may be not immediately 
obvious how to generalize some of the concepts associated with connected sets, 
such as borders and holes, to D-clusters. In the next two sections we introduce 
the notion of the D-hull of a set (using two different definitions), and show that 
S is a D-cluster if and only if its D-hull is connected. In these sections, for sim- 
plicity, we use city block distance and 4-connectedness; other definitions are dis- 
cussed at the end of Sections 4 and 5. In Section 5 we define the notion of a 
D-hole in a set, and show that D-holes in S correspond to holes in the D-hull 
of S (using either definition). Section 6 defines the D-border of a set, and discusses 
its relationship to the two definitions. 
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3. THE D-HULL 
For any set S, we define the D-hull of S as the set of points within distance 
D/2 of S. In this definition, we allow points to have half-integer coordinates; 
but we still require D to be an integer, and the points of S to have integer coordinates. 
(We shall see later that if we allowed only integer coordinates, the results obtained 
below would no longer be true.) We denote the D-hull of S by S"/~. Note that 
in the grid of points having half-integer coordinates, uccessive points on a 
path are distance ½ apart, rather than distance 1. 
PROPOSITION 3.1. I f  A, B are in S and d(A, B) <~ D, then thereexists a 
path from A to B consisting of points in SO/~. 
Proof. Let A =Ao,A  1 .... ,A  n =B be a shortest path (in the grid of 
points with half-integer coordinates) from A to B. This path has at most 2D 
(half-integer) steps, i.e., n ~ 23, since d(A, B) ~ D. Thus any point on the 
path is within D steps of either A or B, hence within distance D/2 of A or B, 
and so is in So~ 2. | 
THEOREM 3.2. S is a D-cluster if and only if S 3/2 is connected. 
Proof. To see "only if", let S be a D-cluster and let P, Q be points of SD/2. 
Let U, V be points of S such that d(P, U) ~ 3/2 and d(Q, If) ~ 3/2. Evidently, 
shortest paths from P to U and from Q to V must lie in SOl 2. Since S is a 
D-cluster, there is a sequence U = U 0 , U 1 ,..., U n = V of points in S such 
that d(Ui, Ui-1) ~ D, 1 ~ i ~ n. By Proposition 3.1, there thus exists a 
path in So~ 2 from Ui-1 to Ui , 1 ~ i ~ n. The concatenation f these paths 
from P to U = U o to U 1 to "" Un ~- V to Q thus lies in SD/~, SO that any two 
points P, Q of SO~ 2 are joined by a path in SD/2, which proves that SO~ 2 is 
connected. 
To see "if," let SD/2 be connected and let P, Q be points of S. Thus there exists 
a path P = P0, P1 ..... P~ = Q consisting of points of SD/2. Let Si be the set 
of points of S within distance D/2 of Pi , 0 ~ i <~ n. Since Pi E SD/2, St is 
nonempty. We shall now show that for any two successive Si's, one must con- 
tain the other. Indeed, suppose that there existed U ~ Si-1, ~ Si and V ~ Si-1, 
Si . Thus d(Pi-1, U) ~ D/2 but d(Pi , U) > D/2. If  d(Pi-1, U) were strictly 
less than D/2, then since d(Pi, Pi-~) -~ ½, we would have d(Pi, U) <~ D/2, 
contradiction; hence d(Pi-1, U)= D/2. Now U has integer coordinates; 
hence the sum of the coordinates of Pi-1 must be an integer if D is even, and 
half an odd integer if D is odd, By a similar argument, we have d(Pi, 17) = D/2, 
and since V has integer coordinates, the coordinate sum of P~ must be an integer 
or half an odd integer according to whether D is even or odd. But this is incom- 
patible with the fact that d(Pi, Pi-1) -~ ½. 
We have thus shown that for each i there exists a point Qi in both S~_1 and 
Si ,  1 ~ i ~ n. Consider the sequence of points P, Q1, Q~ ,..., Q,~, Q, all of 
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which lie in S. Since Q1 ~ So, we have a(P, 91) ~ d(Po, Q1) ~ D/2. Since Q1 
and Q2 are both in $1, we have d(Q1,92) ~< d(Q~, P1) q- d(Q2, P~) ~ O/2 q- 
D/2 = D. Similarly, d(Qi-1, Qi) ~< D for all 2 <~ i ~ n. Finally, Qn ~ S~, 
so that d(Q,, ~) ~ d(Q,, P~) <~ D/2. Thus successive points of our sequence 
are within distance D of one another, and since P and Q were arbitrary points of 
S, this proves that S is a D-cluster. | 
Our use of a half-integer grid was crucial in proving Theorem 3.2. In fact, 
consider the case of A a b B (integer coordinates only). Here {A, B} is not a 
2-cluster; but {A, B} 1 is connected, since a and b are adjacent. This counter- 
example breaks down when we use the half-integer grid, since we then have 
A.a.b.B, 
in which {A, B} 1 is no longer connected (the center dot does not belong to it). 
An alternative way of defining the D-hull of S might have been to first 
expand S by D/2 and then shrink it back by D/2--i.e., to construct S D/2 first, 
then complement it (call the result T), then construct To~ 2, and then complement 
it again to obtain the final D-hull of S. Expanding and reshrinking in this way 
is sometimes used to "fuse" clusters into connected sets (Rosenfeld and Kak, 
1976), so we might have expected that S would be a D-cluster if and only if its 
D-hull, as defined in this way, is connected. This is not the case, however, as 
we see from the following examples (in which we show the integer-coordinate 
points only): 
(a) A.B 
Here {A, B} is a 2-cluster, but expanding by 1 gives 
X X 
x A x B x 
X X 
and reshrinking this by 1 leaves only {A, B}, which is not connected. 
(b) 
C 
A • , D 
B 
Here {A, B, C, D} is not a 2-cluster, but expanding it by 1 gives 
X 
X X C x 
x A x x D x 
x B x x 
X 
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which is connected. [Of course, the result of expanding and reshrinking 
{4, B, C, D} is not connected on the half-integer grid; if it were, the result of 
expanding alone would certainly be connected, which is impossible since 
{A, B, C, D} is not a 2-cluster.] 
4. AN ALTERNATIVE DEFINITION OF THE D-HULL 
The D-hull S D/2 defined in Section 3 seems to be bigger than necessary; 
intuitively, it not only "fills in" gaps in the interior of S, but also expands 
beyond the borders of S. The alternative idea of expanding S and then 
reshrinking it does not work, as we saw in Section 3, since the result of expanding 
and reshrinking a D-cluster by D/2 need not be connected. In this section we 
present an alternative definition of the D-hull which is always properly contained 
in SD/2, but which still has the property that S is a D-cluster if and only if 
its D-hull is connected. 
We define the geodesic D-hull of S (in brief: the gD-hull) as the set of points 
(of the refined grid) that lie on shortest paths of length ~D between pairs of 
points of S. Intuitively, such points must lie "inside" S, but cannot lie "outside" 
it. Of course, since city block distance is nonisotropic, the gD-hull can protrude 




x B B 
since the x's are on paths of length 2 between A and B. However, this is still 
much smaller than the 2-hull {A, B} 1, which is 
X 
x 4 x 
x B x 
X 
(We have shown only the integer-coordinate points in these examples.) The 
gD.hull of a single point is just the point itself, while the D-hull is a diamond 
of radius D/2 centered at the point. We shall denote the gD-hull of S by gD(S). 
TH~Om~M 4.1. S C_go(S) C SD/2. 
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Clearly S C_ g9(S), since any P ~ S is on a path of length 0 from P to itself. 
Let P ~ g9(S), so that P is on a path of length ~<D between two points of S. 
Then P is within distance D/2 of at least one end of this path, so that P E SD/"~, 
which proves thatg9(S) C SD/2. To see that this inclusion is proper, let P = (x, y) 
be a northernmost point of S (i.e., a point with y as great as possible), and let 
Q = (x, y + 1) be the north neighbor of P. Thus Q ~ {p}1/2 C $1/2 C SD/2. 
On the other hand, Q cannot lie on a shortest path from P to any other point 
of S, since the y-coordinates on such a path must evidently be nonincreasing; 
thus Q ~ gD(S) for any value of D. | 
In fact, S D/2 is just the set of points that lie on paths (but not necessarily 
shortest paths) of length ~<D between points of S (not necessarily distinct points). 
Indeed, any point on such a path is within D/2 of one end of the path, hence in 
S D/2. Conversely, if P is in SD/2, there is a path of length <~D/2 from P to 
same point U e S; hence P lies on a path of length ~<D from U to P and back 
to U. 
Analogously to Theorem 3.2, we now have 
THEORE~,I 4.2. S is a D-cluster if and only if gD(S) is connected. 
Proof. Let S be a D-cluster and let P, Q be points of g9(S). Thus P and Q 
lie on shortest paths of length ~D between points of S, and since any point on 
such a path is also in g9(S), we see that P and Q are connected in g9(S) to points 
U, V of S. Since S is a D-cluster, there exists a sequence of points 
U = U0, U1 ,..., U~ = V of S such that d(Ui_l, Ui) ~< D, 1 ~< i ~< n. Thus 
there is a shortest path of length ~D between Ui-1 and Ui, 1 ~ i ~ n, 
and the points on this path are all in gD(S). Hence U and V are connected in 
gv(S), which completes the proof of "only if." 
Conversely, let go(S) be connected and let P, Q be in SOl 2. Thus P, Q are 
within distance D/2 of points U, V of S, respectively, and are evidently connected 
to them in SD/~. On the other hand, U and U are in S C_ gD(S), hence are con- 
nected in gv(S) C _ SD/2. Thus So~ 2 is connected, so that S is a D-cluster by 
Theorem 3.2. | 
COROLLARY 4.3. gD(S) is connected if and only if $9/~ is connected. 
The results of Sections 3 and 4 also hold if we use chessboard rather than cky 
block distance. The only modification eeded is in proving "if" in Theorem 3.2. 
Here we can observe that in order to have d(Pi-1, U)= d(Pi, V)= D/2, 
the upright squares of radii D/2 centered at U and V must be adjacent, since 
they contain the pair of adjacent points (Pi-1, Pi). I f  these are horizontally 
adjacent, Pi-1 and Pi lie on vertical sides of the squares, so that the distances 
D/2 = d(P~_l , U) = d(Pi , V) are the differences between their x-coordinates. 
Thus if D is even, both Pi-1 and Pi have integer x-coordinates, and if it is odd, 
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they both have half-odd-integer x-coordinates, a contradiction in either case. 
The argument is similar (using y-coordinates) if Pi-1 and Pi are vertically 
adjacent. Finally, if they are diagonally adjacent, the squares may be adjacent 
at their corners; but then the x- and y-coordinate differences are equal, so that 
both coordinates must be integer if D is even and half-odd-integer if D is odd, 
contradiction. The examples given in Sections 3 and 4 must also be modified; 
the details are left to the reader. 
Analogous results also hold in the Euclidean plane, if we use Euclidean 
distance. Here, if d(_//, B) ~ D, the straight line from A to B is always within 
D/2 of _d or B, which proves Proposition 3.1 and the "only if" of Theorem 3.2. 
Conversely, if $9/2 is connected, any P, Q in S can be joined by an arc lying in 
$9/2. Assuming that S is a finite set, we can thus divide the arc into a sequence 
of closed segments ~1 ..... an such that ai is within D/2 of some point U i of S. 
Since the segments are closed, they overlap at their endpoints, which we may 
call P1 ,..., P~-I ,  and we can thus construct a path from P to U 1 to/)1 to U 2 "" 
to P~-I to U~ to Q, in which each segment has length ~D/2. There thus exists 
a sequence of points P, /-71, U2 ,..., U~, Q in S at successive distances ~<D. 
The Section 4 results are straightforward. Note that in the Euclidean case, 
g9(S) consists of the straight line segments of length ~<D between pairs of 
points of S. We will not attempt o develop a "Euclidean" formulation for 
clusters in the discrete grid of (half-) integer-coordinate points. 
5. D-HOLES 
A hole in a set S is a connected component of points that are not in S, but 
such that any path from one of these points to the background B (outside S) 
must meet S. It will be recalled that conventionally, if S is a 4-connected 
set we define a hole H to be an 8-connected component such that any 
8-path from H to B meets S; and analogously with 4 and 8 interchanged 
throughout. 
Let us define a D-hole in the set S as a connected component of points (in 
the half-integer grid) that lie at distance >D/2 from S, but such that any path 
from such a point to B must pass within distance D/2 of S. In other words, 
a D-hole in S is simply a hole in S D/2. We shall assume here that the hole is 
8-connected, the path is an 8-path, and the distance is city block distance. 
The main result of this section is that the holes in gD(S) are in one-to-one 
correspondence with the holes in SD/2--specifically, that any hole in gD(S) 
contains exactly one hole in SD/2. This means that the two definitions of the 
D-hull of S lead to essentially the same definition of holes in S, except hat holes 
in SD/2 are smaller than holes in gD(S). 
We first prove that any hole in gD(S) contains at least one hole in S D/2. To 
do this, we need a few preliminary results: 
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LEMMA 5.1. Let P have distance from S which is a local maximum (i.e., all 
neighbors of P are strictly closer to S than P). Then P has this distance from two 
points of S, and lies on a geodesic between them. 
Proof. Let U be a point of S closest to P, say at distance r. Let us choose 
our coordinate system so P is at the origin, and suppose that U lies interior to 
a quadrant, say the first. Then the neighbors Q~ --- (0, -½)  and Q~ = ( -½,  0) 
of P are strictly farther from U than P is. Since P's distance from S is a local 
maximum, there must exist points V 1 and V 2 of S (not necessarily distinct) 
whose distances from Q1 and Q2 are at most r. These distances cannot be ~<r --  1, 
since then P would be at distance ~r  -- ½ from S; and they cannot be r, since 
all points of S have integer coordinates, whereas P and the Q's differ in sum of 
coordinates by ½ (see the argument used to prove Theorem 3.2). Hence 
d(Q1, V1) = d(Q~, V2) = r - -  ½, so that P is at distance exactly r from V 1 
and Ve. Since V 1 is closer to Q1 than to P, it must be in the third or fourth 
quadrant; and since V2 is closer to Q~ than to P, it must be in the second or 
third quadrant. I f  g l  or V~ is in the third quadrant, there is a geodesic from either 
of them to U that passes through P (and has length 2r). Otherwise, V I must be 
in the fourth quadrant and V 2 in the second quadrant, so that there is a geodesic 
from V 1 to V2 (of length 2r) that passes through P. The proofs for U in other 




Vlor v~.~ vl? 
I f  U lies on an axis, say the positive x-axis (and similarly for the other axes), 
thenQ = (--½, 0) is farther from Uthan P, so there must exist V~ S at distance 
~<r from Q. As in the first part of the proof, V is at distance r from P, and is in 
the second or third quadrant, so that there is a geodesic from V to U, of length 
2r, that passes through P. | 
V? 
Q P U 
V? 
LEMMA 5.2. I f  P is on a geodesic between two points of S, then any neighbor 
of P that is not farther from S than P is also on such a geodesic of at most the same 
length. 
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Proof. Let P be on a geodesic between U and V, and choose coordinates so 
that P is at the origin; thus U and V are in a pair of (closed) opposite quadrants. 
I f  U and V are interior to their quadrants, then any neighbor of P is on a 






Suppose next that U is on an axis and V interior to a quadrant, say U on 
the positive x-axis and V inside the second quadrant. Then the neighbors 
((½, 0), (0, ½), and (--½, O) are closer to U or V than P is, hence are no farther 
from S than P is, and these neighbors are on geodesics of the same length from 
U to V. I f  the remaining Q = (0, -½) is also no farther from S than P is, then 
the closest point of S to Q must lie in the lower halfplane. I f  W is such a point, 
then we have d(Q, W) = d(W, S) <~ d(P, S) <~ min[d(P, U), d(P, V]]. I fW 
is in the third quadrant, Q is on a geodesic from U to W; if W is in the fourth 
quadrant, Q is on a geodesic from V to W; and both of these geodesics are at 
least as short as the one from U to V. The proofs for other choices of U and V 
are analogous. 
Finally, if U and V are both on axes, they must be on the same axis, say the 
x-axis. Thus the neighbors (4-½, 0) are on a geodesic from U to V. I f  Q1 = (0, ½) 
is no farther from S than P is, there must be a point W ~ S in the upper half- 
plane such that d(Q1, W) ~- d(Qa , S) <<. d(P, S) ~< min[d(P, U), d(P, V)]. I f  
W is in the first quadrant, there is a geodesic from V to W through QI ,  and if 
it is in the second quadrant, there is a geodesic from U to W through Q1, 
where both of these geodesics are at least as short as the one from U to V. 
Similar remarks apply to Q2 ~ (0 , -½) ,  using w~s in the lower half- 
plane. | 
V. t ! 91 
TP P 
- -e  e , - -  o - -  
U V U 
T T 
Note that a neighbor of P that is no farther from S must be strictly closer to S, 
by the argument used in the proofs of Theorem 3.2 and Lemma 5.1. 
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COROLLARY 5.3. I f  P is not on a geodesic of length <~r between two points 
of S, then any neighbor of P that is farther from S than P also cannot lie on such 
a geodesic. 
Proof. Let Q be such a neighbor, and suppose Q did lie on a geodesic of 
length ~<r. Since P is closer to S than Q1, by Lemma 5.2 it, too, would have to 
lie on a geodesic of length ~r ,  contradiction. | 
We can now prove 
THEOREM 5.4. Any hole in go(S) contains a hole in $9/2. 
Proof. Let H be a hole in g9(S). I t  suffices to show that H contains a point Z 
that is not in S 9/2. Indeed, for any such point Z, any path to the background 
must meet g9(S) C So~ 2, so that Z is in a hole in $9/~. Let H '  be this hole; 
thus H '  is a connected component of points not in $9/2, hence not in g9(S), 
so that H '  is contained in a connected component of the complement of go(S), 
and this component must be H .  
To prove that Z exists, let P be any point of H. I f  the distance r of P from S 
is a local maximum, then by Lemma 5.1, P is on a geodesic between two points 
of S, and is at distance r from both of them, so that the geodesic has length 2r. 
Since P c H is not ing9(S), we must have 2r > D, so that r > D/2, proving that 
P ~ S D/~. 
I f  the distance of P from S is not a local maximum, P has a neighbor Q1 
farther from S than P is. Since P ~ H is not in gD(S), P is not on a geodesic of 
length ~D between two points of S; thus by Corollary 5.3, Q1 cannot be on 
such a geodesic either. Thus QI ¢ gD(S), and since Q1 is a neighbor of P, it is 
in the same connected component of the complement of gD(S) as P is, i.e., 
it is in H. I f  the distance of Q1 from s is a local maximum, then Q1 is our desired 
Z by the preceding paragraph. If not, we can repeat he argument of this para- 
graph to prove the existence of Q2 ~ H farther from S than Q1 is; and so on. This 
process cannot go on indefinitely, since S is a finite set, and points sufficiently 
far from S must be in the background, not in a hole. Thus eventually we must 
reach a local maximum, which is the desired Z. | 
We will now prove that a hole in gD(S) cannot contain more than one hole in 
SD/2. Let P, Q be in a hole in go(S), and let them not be in S 0/2. We shall show 
that there is an 8-path from P to Q that does not meet S 0/2, so that P and 
are in the same hole in SD/2. 
Since P and Q are in the same hole in gD(S), there exists an 8-path from P 
to Q that does not meet gD(S). Of all such paths, let ~r be one whose minimum 
distance r from S is as great as possible, and that has as few points as possible 
at this distance. Let Pi be such a point, and let U ~ S be such that d(P~, U) = r. 
Choose coordinates so P~ is at the origin. 
Suppose that U lies interior to a quadrant, say the first (the proofs for the others 
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are exactly analogous). Then ~r cannot ouch this quadrant (except at the origin) 
without coming closer to U than r. Thus ~r lies in the open left and lower half- 
planes. Consider the two neighbors Qi = (-½, 0) and Q2 = (0, -½)  of Pi. By 
the usual argument, they cannot be at exactly distance r from S. If  both are 
farther, then 7r could be diverted to pass through them rather than through Pi, 
and this would reduce the number of points of ~r at distance r from S, contrary 
to our choice of ,r. If Q1 is closer, ~ cannot lie in the open left half-plane; hence 
it lies in the lower half-plane, and if Q2 is farther, it can be diverted to pass 
through Q2 instead of Pi, contradiction; and similarly if Q2 is closer and Q1 
is farther. Hence both must be closer, and by the proof of Lemma 5.1, Pi 
is at the midpoint of a geodesic of length 2r between two points of S. Since ~r 
is not in g9(S), we must have 2r > D, so that r > D/2. Hence ~r is not in S 9/2, 
as was to be proved. 
-U 
QI 
g _ _  
Finally, suppose that U lies on an axis, say the positive x-axis (and similarly 
for the others). As usual, the neighbors Q1 = (0, ½), Q2 = (-½, 0), and Q~ = 
(0, -½)  of Pi can not be at distance r from S. If  they all are farther, ~r can be 
diverted through them and Pi eliminated from it, contradiction. If Q2 is closer, 
there must be a point V of S in the left half-plane at distance r from Pi, and Pi 
is the midpoint of a geodesic from U to V, which gives us the proof as in the 
preceding paragraph. I f Qa is closer, there must be such a V in the upper half- 
plane. I f  V is in the second quadrant, Pi is again the midpoint of a geodesic 
from U to V; but if it is in the first quadrant, it must be interior to that quadrant, 
and the proof of the preceding paragraph can be used, with V replacing U. 
A similar argument applies if Q~ is closer. Thus we have completed the proof of 
THEOI~M 5.5. Any hole in g,(S) contains exactly one hole in S"/2. | 
I 
Q2 I Pi u 
[Q. 
1 
The results of this section also hold if we use chessboard istance for our 
D-clusters S, and define a D-hole H to be a 4-connected component of points 
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that lie at distance >D/2 from S, but such that any 4-path from such a point to 
the background B must pass within D/2 of S. In the following paragraphs 
we sketch the modifications in the proofs that are needed to handle this 
case .  
In Lemma 5.1, if we take P at the origin and U is imerior to (say) the first 
quadrant, then the neighbor Q ~ ( -½,  -½)  of P is farther from U than P is, 
so that there must exist V ~ S such that d(Q, V) <~ r. This distance cannot be 
~r  --  1, since then we would have d(P, V) ~< r --  ½; and it cannot be r, since 
the chessboard istances of P and Q from S cannot both be integers. Thus the 
distance is r - -  ½, so that d(P, V) = r. Moreover, Q is closer to V than P is, 
so that V cannot be in the right or upper half-plane; hence V is in the third 
quadrant, so that P is on a geodesic from V to U. I f  U is on (say) the positive 
x-axis, we can use Q = ( -½, 0) to show that there exists such a V in the left 
half-plane, as in the proof of Lemma 5.1. 
In Lemma 5.2, if U and V are in a pair of opposite quadrants, whether interior 
to them or on the axes, then every neighbor of P is no farther from U or V 
than P is, and is on a geodesic of at most the same length from U to V. I f  U and 
V are interior to a pair of adjacent quadrants, then the neighbors of P in the 
same half-plane are on geodesics of at most the same length from U to V, while 
the neighbors in the other half-plane may be farther from U and V than P is. 
Thus if these neighbors are not farther from S, there must be a point W of S 
in that half-plane, and there is a geodesic of at most the given length from W 
to U or to V. Corollary 5.3 and Theorem 5.4 now once again follow from 
Lemmas 5.1 and 5.2. 
In Theorem 5.5, we take 7r to be a 4-path whose minimum chessboard distance 
from r is as great as possible, and that has as few points at that distance as 
possible. Let Pi be such a point, and let d(Pi, U) -~ r with U (say) in the first 
quadrant; then 7r must pass through the neighbors Q1 = ( -½,0)and  
Q2 = (0, -½)  of Pi. Thus both these points must be farther from S than Pi 
(they cannot be at the same distance), and we can divert 7r to pass through 
Q = ( -½, -½)  instead of through Pi ; by the argument used above in connection 
with Lemma 5.1, Q cannot be at the same distance from S as Pi, and we have 
a contradiction to the choice of 7r. The proof for U on an axis is analogous. 
We conclude this section by pointing out that our use of the half-integer 
grid has one disadvantage as regards defining holes in a set: namely, even a 
"solid" set of integer-coordinate points can have holes in it at half-integer 




has a 1-hole at x; but if we use only the integer grid, this set is connected and 
643/39/~-3 
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has no holes. I f  we wish, we can ignore holes that do not contain integer- 
coordinate points. 
6. D-BORDERS: POSSIBLE DEFINITIONS 
The border of a set S is the set of points of S that are adjacent o (i.e., at 
distance ~<1 from) the complement ofS. Analogously, we can define the D-border 
of S as the set of points of S that are "close enough" to the complement of 
SD/2. Specifically, we recall that SD/~ is the result of "expanding" S by the 
amount D/2 (see Section 3). I f  we now "re-shrink" SD/2 (i.e., expand its com- 
plement) by the same amount, we obtain a set (SD/2)-D/2 that must contain 
S (Rosenfeld and Kak, 1976). We call P E S a D-border point of S if it is a 
border point of (SD/2) -D/2. 
It may seem strange at first glance to define the D-border of S in terms of 
(SD/2)--D/~, when we showed in Section 3 that there is no simple relationship 
between the connectedness of (SD/2) -D/2 and the property of S being a D-cluster. 
One would think that when (SD/~)--D/2 disconnects, this might give rise to border 
points that should be "interior" to S. However, it is evident hat (SD/~)-D/2 
can only disconnect by losing points (of SD/2) that are within D/2 of the com- 
plement. Thus when (SD/2)-D/2 disconnects, SD/2 was "thin"; in other words, 
the border points of (SD/~)-D/~ are always close to the complement of SD/~, 
so that it is legitimate to call such points D-border points of S. 
In view of the results obtained in Sections 4 and 5, it might be xpected that 
we could establish a relationship between the D-border of S, as just defined, 
and some simple concept of "gD-border" defined in terms of geodesics--e.g., 
we might call P a gD-border point of S if some point within distance D/2 
of P fails to lie on a geodesic of length ~<2 between two points of S. However, 
this characterization of D borders in terms of geodesics does not hold, as we see 
from the simple example 
A , B 
P . 
C D 
in which P is a border point of ($1)= 1, but every point within distance 1 of P 
lies on a geodesic of length ~<2 between two points of S. It is not clear how to 
define D-borders in terms of geodesics; but in any case, the definition based 
on (SD/~) -D/2 is simpler, and easy to implement in the form of an algorithm 
for constructing the D-border. 
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7. CONCLIJSIONS 
We have shown that the notion of connectedness can be extended in a natural 
way to the concept of a "D-cluster," in which points are within distance D 
of one another. As an aid in defining holes in a D-cluster, we introduced the 
D-hull of a set, and showed that S is a D-cluster iff its D-hull is connected, and 
that D-holes in S are the same as holes in the D-hull of S. We also showed that 
an alternative definition of the D-hull, based on geodesics or shortest paths, 
yields the same criterion for c0nnectedness and the same set of holes. Defi- 
nitions of the border of a D-cluster were also discussed. It is especially interesting 
that the definitions in this paper depend on the introduction of a half-integer grid. 
A sequential computer algorithm for labelling D-clusters can be defined, 
analogously to the standard connected component labelling algorithm (Rosenfeld 
and Kak, 1976, Section 9.1), without explicit reference to the D-hull. (Compare, 
however, the "parallel" cluster detection algorithm given in (Rosenfeld and 
Kak, 1976, Section 9.2), based on expansion and shrinking, which is closely 
related to the D-hull concept.) On the other hand, labelling D-holes can only 
be done using the D-hull. Thus our results on D-hulls in this paper are of 
practical, as well as theoretical, interest. 
The D-hull of S is defined by a simple process of "expanding" S. In micro- 
scopy (Miiller, 1974) there has been considerable interest in generalized expan- 
sion and shrinking processes, based on arbitrary sets of "neighbors" of a point, 
rather than just on the neighbors that are within distance D of the point. It  
would be of interest o extend the results of this paper to "clusters" defined by 
an arbitrary concept of "neighborhood." 
One could also attempt o generalize the concept of convexity to D-clusters 
--e.g., by calling S D-convex if the midpoint between any two points of S lies 
in SD/2. (Note that the midpoint between any two integer-coordinate points 
is always a point of the half-integer grid, so that "midpoint convexity" becomes 
a very natural concept when we use this grid.) However, it should be realized 
that this yields a very non-Euclidean concept of convexity--e.g., if we use city 
block distance for S 1, the set 
A 
B C 
is 2-convex by this definition, while the set 
A B 
C 
is not. It is certainly not true that S is D-convex if and only if SD/2 is convex! 
The generalization of convexity to D-clusters deserves further study. 
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