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Introduction
This paper performs a forecasting evaluation of models used in central banks for computing early estimates of current quarter GDP and short-term forecasts of next-quarter GDP.
These models are designed to "bridge" early releases of monthly indicators with quarterly GDP.
Official estimates of GDP growth are released with a considerable delay. For the euro area as a whole, the first official number is a flash estimate, which is published six weeks after the end of the quarter. Meanwhile, economic analysis must rely on monthly indicators which arrive within the quarter such as, e.g. industrial production, retail sales and trade, surveys, and monetary and financial data.
In providing the starting point for a longer-term analysis, the assessment of the current state of the economy is certainly an important element in macroeconomic forecasting. This holds even more so as the longer-term predictability of quarterly GDP growth has declined since the 1990s (D'Agostino, Giannone and Surico, 2006) .
A key feature of this paper is that we examine the forecast performance taking into account the real-time data flow, that is, the non-synchronous release of monthly information throughout the quarter. To this end, we replicate the design of the forecast exercise proposed by Rünstler and Sédillot (2003) for the euro area and by Giannone, Reichlin and Sala (2004) and Giannone, Reichlin and Small (2005) for the United States, which has also been applied for euro area aggregate data by Angelini et al. (2008a) and Angelini, Banbura and Rünstler (2008b) . We examine a wider range of models than previous studies and consider, beside euro aggregate data, individual country datasets.
Macroeconomic indicators are subject to important differences in publication lags. Monthly industrial production data, for instance, are released about six weeks after the end of the respective month for the euro area, while survey and financial data are available right at the end of the month. Our forecast evaluation exercise is designed to replicate the data availability situation that is faced in real-time application of the models. In addition, the models are reestimated only from the information available at the time of the forecast. However, our design differs from a perfect real-time evaluation insofar as we use final data vintages and hence ignore revisions to earlier data releases.
In order to understand the importance of timely monthly information, the paper considers purely quarterly models and bridge equations developed to link monthly releases with quarterly GDP growth. Bridge equations are used by many institutions and have been studied in various papers (Baffigi, Golinelli and Parigi, 2004; Diron, 2006; Rünstler and Sédillot, 2003 (Stock and Watson, 2002b ) and the frequency domain-based two-step estimator of Forni et al. (2005) . It is therefore natural for this study to consider these estimators in the bridging with factors framework. However, these methods have to be complemented with some tool to handle missing data. We will fill the missing data of each series on the basis of univariate forecasts following common practice with bridge equations.
It is important to stress that while there are several studies that apply factor models for Our model comparison is performed for the euro area as a whole as well as for six euro area countries. Moreover, we also assess the above-mentioned models for three new members of the European Union. We end up with ten large monthly datasets, with an average dimension of more than one hundred series for each country. Hence, we provide some cross-country evidence regarding the relative performance of the different models considered.
The paper is organised as follows. Section 2 presents the models that we consider in our exercise. Section 3 discusses the pseudo real-time forecast design, while section 4 presents the data. In section 5 the empirical results are discussed. Finally, section 6 concludes.
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Beside the US and euro area applications cited above, the method is also used at Norges Bank (Aastveit and Trovik, 2007) and the Reserve Bank of New Zealand (Matheson, 2007) .
Models
This section describes several models that may be used for forecasting GDP growth in the presence of large datasets. We consider models that rely solely on quarterly data as well as models that exploit the monthly nature of the available data with models ranging from the simple autoregressive process to the more sophisticated dynamic factor models proposed in the literature.
1 QUARTERLY MODELS

Recursive mean and quarterly autoregressive model (AR)
As benchmarks we use two univariate time series models for quarterly GDP growth 
where is a constant and Q t is quarterly white noise,
The forecasting performance of these two models will serve as a reference point in forecast evaluation. Given the differences in the statistical properties of GDP growth across countries, absolute measures of forecast performance are of limited use. We use the performance relative to the above models instead.
Quarterly vector autoregressive models (VAR) -forecast averages
Another forecast that uses purely quarterly data can be obtained from vector autoregressive models. This approach has been reported to perform well, for example, for the United Kingdom 
For each indicator
x , , we run a quarterly bivariate VAR, which includes the indicator and GDP growth, These forecasting methods do not exploit early monthly releases and hence they do not deal with ragged edges due to the non-synchronous flow of data releases.
BRIDGING MONTHLY DATA WITH QUARTERLY GDP
Bridge equations (BE) -forecast average across indicators
Bridge equations are a widely used method to forecast quarterly GDP from monthly data (see, for example, Baffigi, Golinelli and Parigi, 2004) . Two steps are involved: (i) the monthly indicators are forecast over the horizon; (ii) the quarterly aggregates of the obtained forecasts are used to predict GDP growth. In averaging across a large number of indicators we follow the same bivariate approach as in section 2.2 (see also Kitchen and Monaco, 2003 
which relates quarterly GDP growth to the quarterly aggregate of the monthly indicator, evaluated in the third month of each quarter (see Mariano and Murasawa, 2003 
Bridging with factors
Giannone, Reichlin and Sala (2004) and Giannone, Reichlin and Small (2005) propose the idea of bridging with factors. They consider the bridge equation The estimation by PC requires the setting of the number of common factors r only. The lag length p and the number of common shocks q need not be specified since the PC estimator does not take into account the dynamic properties of the common factors. The latter is explicitly taken into account by the KF approach, for which all the three parameters must be set.
The forecast of GDP is obtained in a second step. The Kalman filter delivers the forecasts of the common factors needed for predicting GDP, since it takes into account their dynamic properties. The forecast of GDP growth the dynamics of the common factors are not explicitly considered. For this reason, the h -steps ahead forecast for GDP growth is computed with a direct approach, from the bridge equation 
Generalised principal components
Another factor model that accounts for factor dynamics is given by the generalised principal components model (GPC) as put forward by Forni et al. (2005) . Within this framework, no specific model is postulated for the factors. Therefore they can not be predicted directly, as it is the case with the KF approach.
In this paper, we deal with this issue by effectively running a quarterly model. We combine GDP growth and the quarterly aggregates of the monthly series in our dataset, from which before aggregating the data to quarterly frequency. Further, parameters r and q are to be specified. They are determined from the recursive minimum RMSE measure.
Pseudo real-time forecast design
In this section, the general principles underlying the forecasting exercise, which are applied to all models, are described.
1. Forecast design
The forecast evaluation exercise is designed to predict quarterly GDP growth from monthly indicators, which are published within the quarter. While flash estimates of GDP growth are released around six weeks after the end of the quarter, a considerable amount of monthly data on real activity within the same quarter is published earlier. There may be gains in making use of this information when producing short-term forecasts for GDP.
With our forecast design, we aim at replicating the real-time application of the models as More precisely, we consider a sequence of eight forecasts for GDP growth in a given quarter, obtained in consecutive months. The timing is illustrated in Table 2 and is best explained using an example. Assume that our objective is to forecast GDP growth in the second quarter of 2007. We start forecasting in January 2007: this forecast refers to next quarter GDP and we denote it as the first month one quarter ahead forecast. In moving forward in time we produce a forecast in each month, and -with the GDP flash estimate being published in midAugust -run the final forecast on 1 August. We denote the latter as the second month preceding quarter "forecast", which is actually a backcast. This sequence of forecasts is applied to each quarter of our out-of-sample period.
Another issue concerns the "unbalancedness" of the available data. The individual monthly series are published with different delays. As a result, the number of missing observations at the end of the sample differs across series. Survey and financial data, for instance, are available right at the end of the month, but industrial production data are published, for example, with a delay of six weeks for the euro area. In this paper, we fully account for unbalancedness. We download our datasets at the beginning of the month, when most of the survey and financial market data for the previous month are already available. For each forecast, we apply in a recursive way the data release pattern that we find in our datasets to the time at which the forecasts are made. Formally, our pseudo real-time datasets X t are defined as follows: given our main set of monthly observations, T x n matrix X T , as downloaded on a certain day of the month, we define with t x n matrix X t the observations from the original data X T up to period t, but with elements
.,n, and h 0).
A forecast
Q t h t y | made in period t is based on information set X t . In all cases, we also reestimate and re-specify the models in each point in time based on information set X t . Given the absence of well agreed information criteria, the specification of factor models, i.e. the choices of the numbers of static (r) and dynamic factors (q) and the number of lags p in equation (6), is based on a recursive minimum RMSE criterion. In each month of the evaluation period, we simply select the specification that has provided the best forecasts in the past. More precisely, we calculate the average RMSE across all horizons and select the specification with minimum average RMSE. We repeat this in each individual month of the evaluation period. We limit the specification search to values of r 8, q r, and p 3. In addition, we consider forecast averages across all specifications.
For those models that use only quarterly data, the same rules can be applied. At each point in time, we form the quarterly aggregates Naturally, the forecasts then remain unchanged for three consecutive months, and are updated only once new quarterly data arrives, depending on publication lags.
Data
The data used in this paper comprise ten large datasets that have been compiled for the euro area as a whole as well as for six euro area countries (Belgium, Germany, France, Italy, States where the sample period is shorter (see Table 1 for details on the datasets). Additionally, quarterly real GDP series were also collected for the corresponding sample period.
All data are seasonally adjusted. For the analysis, the data are differenced to be stationary.
For trending data (such as industrial production, employment, retail sales) we take logarithms beforehand, which amounts to calculating rates of change, while survey and financial data are not logarithmised. We use three-month differences of the monthly data, i.e. the rates of change against the same month of the previous quarter, In application, data X t are standardised to mean zero and variance one in a recursive manner.
For the factor models, we also clean the data from outliers in a recursive manner. 
Results
Concerning the out-of-sample period, for the euro area countries, we evaluate the forecast 
Forecast accuracy
Taking into account the number of models considered and the different model selection criteria, balancing methods, etc. we end up with almost forty specifications for each country. In order to make the presentation of the results tractable, we narrow the number of specifications to be presented by focusing on the specifications that performed better while discussing the sensitivity of the results obtained. 7 First, regarding quarterly VARs and traditional bridge equations, we considered two alternative sets of indicators. The first set comprises all indicators in the dataset. The second contains only those indicators that experts in central banks regard as being the most important when monitoring economic activity. In the first case, we average forecasts across all series in 4 From a theoretical perspective, month-on-month differences, 1 t t x x may be preferred as they allow for a more precise modelling of dynamics by avoiding a moving average structure of the residuals. From a practical perspective, using three-month differences has the advantage that noise in the data is reduced and data irregularities are smoothed out. We find that three-month differences tend to give better forecasts. The results are available from the authors upon request.
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Outlier detection was based on a simple rule applied to the differenced series: we identified those observations as outliers, which were five times larger in absolute value than the 20% quantile of the series' distribution. We either set these outliers as missing values (model KF) or replace them with the value of the cut-off point. 6 When using recursive RMSE criterion for the factor model specifications, we use a "burning in" phase starting in 1998 Q1 to find the initial specification. the dataset while in the second case we only average across a narrow dataset. Although the differences are minor, since the results of the latter are slightly better, we report only for those models (labelled as VAR n and BE n respectively in Table 3 ).
Second, as concerns factor models, we have considered alternative ways to specification search in addition to the recursive RMSE criterion as described in section 3.1. As one alternative option, we have combined information criteria proposed by Ng (2002, 2007) to determine the number of static and dynamic factors with the SIC to determine lag length p in equation (6). In addition, we have considered unweighted forecast averages across all specifications. Again, we find the differences to be rather small, but for all factor models, the recursive RMSE selection slightly outperforms the alternatives considered.
Third, for the PC and GPC estimation method we have also considered alternative methods to deal with ragged edges owing to the synchronicity of data releases. Precisely, in addition to the univariate models, we consider alternatives in which the predictions are obtained from multivariate models. Moreover, for the PC estimates we have also considered the EM algorithm developed by Stock and Watson, 2002a to handle missing observations. The differences are, on average, small, but the results of univariate models reported here tend to fare slightly better, in particular for PC. 8 The main results for the preferred specifications are shown in Table 3 . We report the RMSE of each model relative to the naïve benchmark of constant growth. A number lower than one indicates that the model's forecasts are more accurate than the average growth over the past sample. We report measures for individual countries and the euro area. We also report in the right panel the mean MSFE across the euro area countries (excluding the euro area as a whole) and new Member States. In the bottom panel we report the rank across models and, in the last two columns, the mean rank for euro area countries and new Member States.
The findings differ qualitatively among the euro area countries and the new Member States.
The two groups of countries are therefore discussed separately.
The results for the euro area countries included in the study might be summarised as follows: a. Models that use monthly data tend to outperform those models that use purely quarterly data. Bridge equation and factor models, that incorporate early releases, produce forecasts 8
The PC-EM algorithm estimates the factors from the available observations and uses these estimates to predict missing observations. This procedure is iterated until convergence. The differences in the average RMSE across countries are small. However, one can establish significant differences from considering the cross-country perspective. Assume that the ranks of the individual models are independent across countries and consider the null hypothesis that two models perform equally well. Under the null hypothesis, the probability that model 1 is found to perform better than model 2 in k of n countries is found from the binomial distribution with For n=7 one can establish that the probability that model 1 performs better than model 2 in six or all seven cases amounts to p=0.063 and p=0.008 respectively. Hence, we can establish from the rank statistics that the improvement of factor models extracted by KF and PC over the bridge equations, quarterly VARs and the factors extracted by GPC is significant. Equivalently, the forecasts based on factors extracted using KF are significantly more accurate than those based on factors extracted by PC. 9 Although not reported in this paper, for the Netherlands, the KF model based on information criteria performs best across all specifications including the quarterly VARs.
As regards the three new Member States, in general the model-based forecasts are not uniformly better than the naïve forecasts. These findings may be related to the short samples at hand (data start only in 1995-1998), the rapid transition of the economies, which implies unstable relationships among series, and possibly other issues regarding the quality of the data (for example, a lack of seasonally adjusted monthly data means it is necessary to use 12-month differences of the data). Tables 4a to 4c show the corresponding measures for averages of the RMSE over the individual quarters of the forecast horizon. One can see that the relative performance of the models remains stable across horizons. The factor models, in particular, continue to outperform the quarterly models and bridge equations, with a model based on factors extracted by the KF performing best for the preceding and current quarter forecasts. The differences across methods are less pronounced for the one-quarter-ahead forecasts when the relative RMSE tends to one, which represents non-forecastability.
Encompassing tests
Forecast encompassing tests are another means to assess the relative performance of models. The encompassing test between two alternative models 1 and 2 is based on a regression of the actual data , combinations of forecasts from the two models might be considered. Table 5 shows encompassing tests of the models shown in Table 3 against the bestperforming one, KF. Here, a large value of means that a model based on factors estimated by the KF dominates the alternative model. The tests are shown for the forecasts obtained in the second month of the current quarter, which represents the centre of our forecast horizon.
For the euro area countries, the results indicate some dominance of estimates based on the factor model with KF against models AR, VAR and bridge equations. Estimates of always exceed a value of 0.5 and are in many close to one. The hypothesis of 0 , i.e. that the 13 estimates based on factors extracted by the KF would not add information to forecasts from these alternative models is uniformly rejected. The opposite hypothesis of 1 , i.e. that models AR(1), BE and VAR do not add information to forecasts from the KF-based factor model is rejected only in the case of Germany. Furthermore, the KF-based estimates of the factor model also tend to attain high weights against the alternative factor models. With the exception of model GPC in case of Belgium, is estimated larger than 0.5, while the hypothesis of 0 is rejected in most cases.
We have also performed encompassing tests for other forecast horizons. With one exception, the findings remain reasonably robust across horizons. The exception is that the dominance of estimates based on the KF against the estimates based on PC is lost for higher ho ri zon s, i .e . the one -q uarte r-ahe ad q uarte r fo re c asts. A po ssi ble re ason i s re l ate d to the efficiency of model KF in dealing with unbalanced data. While this advantage may be particularly important for the very short horizons, it may become less important for the next quarter forecasts. 10 For the new Member States, the ranking among forecasts methods cannot be established. This is expected given that the evaluation and estimation samples are both very short.
Conclusions
This paper has performed a large-scale forecast exercise, involving ten large datasets for ten European countries and one large dataset for the euro area economy. We have compared simple quarterly models with models exploiting more timely monthly data to obtain early estimates and short-term forecasts of quarterly GDP growth. Amongst these models we have considered both traditional bridge equations and factor models adapted to handle unsynchronised data releases.
The forecast design has aimed at replicating the real-time application of the models as closely as possible. It deviates from a real-time application only insofar as we had to use final data releases, as such real-time data are not readily available.
The main message of the results obtained for the euro area countries is that models that exploit timely monthly releases fare better than quarterly models. Amongst those, factor models, which exploit a large number of releases, do generally better than averages of bridge equations.
This suggests that the idea of using factors to bridge monthly with quarterly information is promising and should be more systematically explored in the Eurosystem. We have also tried to establish a ranking between different estimators and between different methods to handle unbalanced data at the end of the sample. Differences between different approaches were found to be small, with the exception of the experiment based on the euro area aggregate dataset where the Kalman-filter-based procedure proposed by Giannone, Reichlin and Sala (2004) and Giannone, Reichlin and Small (2005) gives significantly better results.
Results for the new Member States, on the other hand, are difficult to interpret. All models perform quite badly with respect to naïve benchmarks, but, given the short evaluation sample, it is hard to understand what drives the results.
On the basis of this first evaluation we can outline an agenda for more detailed studies on short-term forecasting methods:
1. Evaluate the design of bridge equations which are routinely used in some institutions.
2. The bridge models can be further extended and refined both in terms of identifying key monthly releases and extending the class of models. Bayesian VARs extended to handle the bridge problem, for example, should be given further consideration.
3. For factor-based bridge equations, further thought should be given to variables selection (size of the dataset) and data transformations. 
