Compact multi-spectral pushframe camera for nano-satellites by Noblet, Yoann et al.
Compact Multi-Spectral Pushframe Camera for
Nano-Satellites
Yoann Noblet1, Stuart Bennett2, Paul F. Griffin1, Paul Murray2,
Stephen Marshall2, Wojciech Roga3, John Jeffers1, and Daniel Oi1
1Department of Physics, SUPA, University of Strathclyde,
Glasgow, G4 0NG, UK
2Department of Electronic and Electrical Engineering, University
of Strathclyde, Glasgow G1 1XQ, UK
3National Institute of Information and Communications
Technology, Koganei, Tokyo 184-8795, Japan
June 3, 2020
Abstract
In this paper we present an evolution of the single-pixel camera archi-
tecture, called ’pushframe’, which addresses the limitations of pushbroom
cameras in space-based applications. In particular, it is well-suited to
observing fast moving scenes while retaining high spatial resolution and
sensitivity. We show that the system is capable of producing colour im-
ages with good fidelity and scalable resolution performance. The principle
of our design places no restriction on the spectral range to be captured,
making it suitable for wide infrared imaging.
1 Introduction
The single pixel camera (SPC) was first demonstrated in 2008 [10], offering a
simpler and cheaper alternative to conventional 2D arrays outside of the visible
band region. This is especially true in the infrared region where commercial
2D sensors are either unavailable or very expensive. The second motivation
behind SPCs was to implement direct compressive sensing (CS) of the imaged
scene [7, 8]. Compressive sensing relies on the fact that natural scenes are
highly compressible in different bases such as wavelets, i.e. they have a sparse
representation [27]. Sampling in an incoherent basis allows reconstruction with
a number of measurements related to the sparsity of the underlying signal, which
may be orders of magnitude smaller than the overall image size.
SPCs gained interest in the last decade and have found applications in in-
frared and terahertz imaging [11, 26], three-dimensional imaging [29], ghost
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imaging [25, 28], non-line-of-sight three-dimensional imaging [19], gas leak de-
tection [13], and biomedical imaging and microscopy [17, 30, 23]. The compact
nature and ease of operation of SPCs made them perfect candidates for medical
applications when the time of exposure for radiation and size of the imager need
to be minimized.
SPCs require multiple exposures of the scene to form an image (4096 mea-
surements in order to obtain a resolution of 64 x 64 pixels), and as such the
resolution of the final image is fixed by the spatial light modulator, such as a
DMD (digital micromirror device) array, and not the detection element’s size.
Therefore, by using different types of DMD patterns, highly flexible data ac-
quisition modes can be used as required by the imaging situation. Masks can
be adapted to provide high resolution in only the regions of interest, similar to
the foveal structure of the retina [20]. Alternatively, the global resolution of the
DMD pattern can be reduced without the need for interpolation or resampling
after acquisition. Observation using scene-adapted masks has several advan-
tages in remote sensing. In coastal monitoring for example, details from deeper
waters or inland are not of interest. Masks can be designed to reject these re-
gions and only provide high resolution information in the coastal areas. This
greatly reduces the amount of data or sensor readings needed to be acquired
in the first place to reconstruct the regions of interest as well as cutting down
onboard processing or data reduction postcapture. Masks can also be used to
block off bright parts of the scene, reducing glare in darker areas of interest and
increasing the dynamic range [22].
For multispectral imaging applications, single pixel techniques enable cost-
efficient imaging at wavelengths where high-efficiency, low-noise detector arrays
are not readily or cheaply available. Furthermore, because DMDs are inher-
ently broadband compared with lenses, they allow for compact, shared-aperture
multispectral optical configurations [11]. Additionally, all spectral bands are
automatically registered, obviating the requirement for re-alignment. Together
with a spectral separator, e.g. a diffraction grating or dichroic mirrors, only a
single photodetector in each imaged wavelength is needed, instead of an array.
A camera based on a single pixel multispectral imager would be able to image
simultaneously in UV/visible, near-IR, and mid-IR bands, using commercially
available DMDs and simple detectors.
However, one of the main limitations of SPCs is the relatively long acquisition
time required to capture the image, during which the scene must not change.
There is a trade-off between resolution and speed which renders these imagers
confined to applications where either time or resolution is not an issue. More
recently other techniques based on pushbroom imaging have been developed,
which work like a line-scan camera and allow fast, high resolution imaging [12, 4].
Pushbroom cameras do not rely on a single detector but rather on a linear array
which essentially decreases the number of measurements needed to recover the
scene without decreasing the resolution [5], compared to an SPC. This technique,
however, implies a scanning motion perpendicular to the aperture slit. This
renders the technique sub-optimal when observing a static scene, but can be
overcome by scanning the aperture slit across the scene [1]. Similarly to SPCs,
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pushbroom cameras also offer the possibility of hyperspectral imaging by placing
a dispersive element and a spatial light modulator to project the wanted spectral
component on to the linear detector, leading to the reconstruction of a datacube,
i.e. two spatial dimensions and one spectral dimension [12, 4, 5]. Hyperspectral
imaging has found applications in agriculture and forestry [2], medical imaging
[18], food monitoring [14, 21], and remote sensing [31].
In this paper we present a novel SPC imaging technique working in the so-
called pushframe mode which addresses the limitations of pushbroom cameras
in space-based applications. In particular, the rapid motion of a satellite across
the Earth restricts the exposure time and consequently has a significant impact
on the signal to noise ratio of the acquired image. In a pushbroom camera the
exposure time is usually limited by image smear caused by the Earth moving
across one ground sample distance. Indeed, in prevalent SPC models the pat-
terns of light illuminating an object are changing quickly enough for the object
to be regarded as unchanged, so the dynamics of the scene determine the typical
exposure time per pattern. As the imaging spatial resolution increases with the
number of patterns, for a given capture period higher spatial resolution requires
reducing the exposure time per pattern, which leads to degradation of imaging
quality or infeasibility.
2 Working principle
2.1 Pushframe Camera
The novel imaging technique presented in this paper relies on the scanning
motion of the camera across the scene or, conversely, the motion of the scene
across the camera field of view, to apply different mask patterns to each vertical
strip of the scene. This technique alleviates the need of displaying many different
patterns as proposed in [15, 6], thus allowing moving objects to be detected.
Unlike the pushframe camera introduced in [3], which works like a snapshot
camera using the camera’s motion to capture different ’strips’ of the scene, the
pushframe concept introduced in this paper allows for compressive sensing to
be used [24, 16] and does not inherit the limitations of a snapshot architecture,
i.e. image smear, limited multi-spectral abilities and large data sets. Our novel
imaging concept is illustrated in Figure 1 where by displaying a Hadamard
pattern, i.e. a single two dimensional mask that is constructed from a full matrix
of linearly independent one dimensional patterns, a moving scene would cross
each column of the matrix. The array of photodetectors would then capture
the light intensity summed from each column and that process is repeated each
time the scene moves one pattern column. The 1D optical integration as well
as multiple exposures of each ground cell provide an increased signal-to-noise
ratio (SNR) compared to other imaging methods. This could find applications in
low-light imaging, especially in the infrared region where the quantum efficiency
of the sensors still lags behind that of the more mature and affordable visible
technology.
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Figure 1: Schematic representation of a pushframe imaging camera. Light from
a given column of a scene is reflected from different columns of the DMD as the
scene moves across the pattern. The total light reflected from each column is
measured by a pixel from the linear detector using integrating optics such as a
set of cylindrical lenses. The signals from each element of the linear detector
are gathered repeatedly, each time the scene moves across one pattern column,
which allows us to reconstruct each given column of the scene.
The rows and columns of the Hadamard matrix form a linearly independent
set of binary numbers that can be used to construct a set of linearly independent
masks to be displayed on the DMD. In this way each measurement provides
a new piece of information about the image and ensures an efficient way of
reconstructing the scene.
Though we can use a fixed mask pattern, the use of a DMD allows adap-
tive measurement schemes [9]. Instead of the static pattern used in Figure 1,
consider a situation where the measurements from the first few columns can be
used to adapt the pattern of the following columns that the object will encounter
later. This flexibility is advantageous for compressive sensing, machine learn-
ing, object-tracking, shape recognition and related techniques of scene analysis
without image recording. This versatility is not present in conventional push-
broom imaging. Our pushframe technique is an intermediate solution between
a pushbroom and a traditional snapshot camera, which inherits advantages of
both techniques, such as hyperspectral capabilities and high signal to noise ratio,
which is a crucial advantage for remote sensing.
2.2 Experimental Setup
Our experimental setup is based on a commercial DMD (Vialux V-7000 mod-
ule). This module uses a DLP7000 DMD from Texas Instruments with a
14.0× 10.5 mm micromirror array and a resolution of 1024 by 768 pixels. This
gives a mirror pitch of 13.7 µm, making the device compatible with short-wave
infrared (SWIR) imaging. Each micromirror can be individually tilted at ±12◦
along the diagonal axis, making it a bistable spatial light modulator. The di-
mensions of the module are quite modest; the controller electronics fit on a
71× 68 mm circuit board, and the DMD board is 67× 50 mm. The patterns
can be loaded on to the on-board memory of 32 Gb and the device has a maxi-
mum switching rate of 22.7 kHz. We load a Hadamard pattern on to the DMD
where the scene will be imaged. A Hadamard matrix is square, with the number
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Figure 2: Experimental setup. The fore-optics consist of a doublet lens focussing
the image of the scene on to the DMD. The scene intensity is modulated by the
pattern on the DMD, reflecting part of the light towards the detection arm
through the after-optics. The angle θ between the optical axis and the DMD
image plane is set at 24◦. A 2D sensor is used to simulate the effect of a 1D
optical integrator via post-processing.
of rows and columns being a power of two. Assuming the pattern is scaled only
by integer factors, we are therefore limited to using an area of 512 by 512 pixels
on the DMD.
As shown in Figure 2, the scene (Dog) is imaged on to the DMD using
an achromatic doublet lens (Thorlabs AC254-075-A). However, unlike a planar
mirror, the DMD’s individually tilting micromirrors mean different parts of the
reflected scene have different optical path lengths, and so can only simultane-
ously be in sharp focus at the camera if the camera is skewed: in turn causing
a poor focus on the DMD pattern. When experimenting we obtained better
results by having a sharp pattern and blurry scene on the camera (θ=24◦, i.e.
double the tilt angle of the micromirrors, with the pattern displayed on the
DMD being parallel to the detector plane) rather than a blurry pattern and
a sharp scene (θ=0◦, i.e. the DMD plane being perpendicular to the imaging
axis). For ease of alignment, because the square micromirrors tilt along their
diagonal, we rotated the DMD by 45◦ such that the mirrors tilt on a plane
parallel to the imaging axis. This means that the scene has to move along the
same axis, i.e. diagonally at 45◦. The image of the scene is then reflected off
a mirror and re-imaged on the camera (Thorlabs DCC3240M) using another
achromatic doublet lens (Thorlabs AC254-125-A).
The light integration system shown in Figure 1 happens here computation-
ally, i.e. we sum the intensity of all the pixels forming each row in software,
5
simulating a linear detector. We chose to work with a conventional 2D array as
it offers the advantage of being able to observe the pre-summation image and
evaluate whether it suffers from optical aberrations, skew, or vignetting. This
gives us the opportunity to foresee any imaging problems that might occur when
using the 1D integrating optics, as once the image has been compressed down
in one dimension, it becomes very difficult to determine what in particular is af-
fecting a reconstructed image’s quality. Preliminary work on the 1D integrating
optics has shown that it is possible to achieve the required compression, within
a nano-satellite envelope, using a set of custom-made toroidal lenses. The image
of the Hadamard pattern on the camera needs to exhibit high contrast as well
as good sharpness as it is essential to avoid pixel crosstalk.
The scene used in our pushframe camera is displayed on an LCD monitor.
This allows us to control the step size of the moving scene very accurately, mov-
ing the image consistently by one pixel on the monitor between each capture,
over the total required movement of the scene. The LCD monitor also has the
advantage of being backlit with good uniformity which is essential in a push-
frame camera (see Section 3). In practice, for space observation, the movement
of the satellite in orbit will be known precisely and the uniformity of the scene
would be ideal.
In order to set up the camera, a Hadamard pattern image occupying 512× 512
pixels is loaded on the DMD board and displayed as a static pattern. The DMD
pattern is then imaged on the camera until maximum sharpness is obtained. The
next step is to display a scene on the monitor and adjust the distance between
the scene and the first imaging lens until a sharp image of the scene is achieved
on the camera. Finally we need to match the displacement of the scene with the
size of one Hadamard pattern pixel on the DMD. It is only possible to move the
scene by a minimum of one pixel on the monitor which means that the distance
between the monitor and the first lens needs to be further adjusted until the
displacement on the screen corresponds to the size of one row of pixels on the
DMD pattern. To increase the contrast, it is imperative to minimise stray light
reaching both the DMD and the camera, which means that the imaging system
was fully enclosed. The relatively small footprint of the experimental setup
(60× 50 cm) allows for easy enclosure of the whole pushframe camera system
which also makes it a good candidate for the small payloads associated with
nano-satellites.
3 Reconstruction Algorithm
With a Hadamard sampling pattern, reconstruction is straightforward. Each
column of the reconstructed image is formed by adding together weighted ver-
sions of the columns of the Hadamard sampling pattern. The weights are the
sum of the light intensity sampled by the corresponding pattern column, while
that column was masking the relevant column of the external scene.
Therefore, if we index the columns of the DMD pattern with variable i,
and the scene moves across the DMD from column 0 to column n, with the
6
Figure 3: (Left) Image projected by the LCD monitor that is then moved across
the DMD pattern. (Right) Reconstructed image of the object depicted on the
left hand side.
column of the Hadamard matrix at column i being the vector Hi, and the sum
of column i’s samples being Si, a column first imaged at time step t = 0 (C|t=0)
is reconstructed by
C|t=0 = H0S0|t=0 +H1S1|t=1 + · · ·+HnSn|t=n . (1)
In ideal conditions this would be sufficient, but the weightings (Si) must
be correct for an accurate reconstruction. In practice, the weightings, Si, are
degraded by stray light, sensor noise and non-uniform illumination (due either
to optical aberrations or imperfections in the LCD’s backlight). Consider the
reconstruction of a uniform scene: each Hadamard column should contribute
equally, but if the illumination of the DMD is twice as bright at the column n
side compared to that at column 0, Sn will be twice the value of S0 and the
final vector C will erroneously consist of a lot more of Hn than H0.
The non-ideal contributions can be partially compensated for during recon-
struction, prior to applying Equation 1, via a per column flat-field correction. In
using column sums for this correction, only information that would be available
from an optical integration implementation is needed. Retaining compatibility
with an optical implementation does have a downside however, that illumina-
tion variation within the summed columns cannot be calibrated out: instead it
will degrade the reconstruction. Thus it is essential that the scene lighting and
optical path have very high uniformity.
4 Experimental Results
4.1 Preliminary Results
Early results obtained with this system were acquired using a 128× 128 pixels
Hadamard pattern displayed by 512× 512 pixels on the DMD array. The DMD
array was oriented such that its plane was parallel to the object plane, i.e. (with
reference to Figure 2, θ=0◦. The low resolution allows for better signal-to-noise
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Figure 4: (Left) Hadamard pattern with a sampling resolution of 128× 128
pixels. (Right) Scrambled Hadamard pattern with a sampling resolution of
128× 128 pixels.
ratio as well as limiting the pixel crosstalk to a minimum. It also makes matching
the moving scene’s step-size with the column-width of the Hadamard pattern
easier to achieve. The result can be seen on the right side of Figure 3. The
capture sequence starts when the to-be-imaged object enters the first row of the
Hadamard pattern, triggering the camera to capture the corresponding frame.
The second frame is captured when the object moves to the second row of the
Hadamard pattern and so on until the object has completely moved across and
out of the pattern. The reconstruction of the image seen in Figure 3 is then
achieved by using the algorithm introduced in Section 3.
The original image displayed on the DMD has fairly intricate details and
the reconstructed image on the right hand side manages to reproduce some,
but not all, of them. The colour rendition is accurate and the main artefact
left to correct in the reconstructed image is the presence of the vertical lines at
different locations across the picture. These vertical lines appear in the same
positions in other captured data, which suggests that they are not caused by
random noise but more likely by the reconstruction process.
4.2 Pattern Choice
The presence of the vertical lines always located in the same positions led us
to investigate the effects of different patterns on the reconstructed image. The
choice of a new pattern follows from the observation that the white calibration
values have a 2D structure which cannot be represented in a 1D vector. This is
especially important in the middle of the pattern where the corresponding row
consists of all black followed by all white Hadamard pattern pixels, hence why
the dark lines always appear where the sequence of black and white pixels of the
columns are more heavily unbalanced. The new chosen pattern is a scrambled
version of the Hadamard pattern used previously, where the columns have been
permuted to avoid long constant value sequences (see Figure 4). The result from
this new pattern can be seen on the left hand side of Figure 5. It is clear that
the reconstructed image is now free of the highly recognisable dark vertical lines
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Figure 5: (Left) Reconstructed image using the scrambled Hadamard pattern
with the DMD plane parallel to the LCD monitor (θ=0◦). (Right) Recon-
structed image using the scrambled Hadamard pattern with the DMD plane
parallel to the camera sensor (θ=24◦)
of Figure 3.
To improve the quality of the reconstructed image, we changed the orien-
tation of the DMD to be parallel to the camera sensor (situation depicted in
Figure 2), i.e. θ=24◦, at the cost of the scene no longer appearing square — a
parallelogram is fine, so long as the motion is perpendicular to the 1D summa-
tion, as this can be corrected after reconstruction. The result can be seen in
Figure 5: the colour fidelity is greatly increased and the black areas of the re-
constructed image are very dark while good brightness is maintained elsewhere.
4.3 High Resolution Mask
The resolution of the reconstructed image is only limited by the resolution of
the Hadamard pattern displayed on the DMD. The only thing to adjust when
using a finer DMD pattern is the step size of the moving scene, which becomes
smaller, requiring greater calibration accuracy to match with the Hadamard
pattern on the DMD. A slight offset in the step size induces some noise in the
reconstruction that cannot be corrected in post-processing. The difficulty here
is that the scene becomes blurry on the edge of the DMD pattern because the
latter is sitting at an angle (θ=24◦) with respect to the plane of the moving
scene (see Section 2.2), hindering straightforward step-size calibration methods.
In order to take full advantage of the higher resolution mask of 256× 256 pixels
we use a different scene with more details which should be more challenging
to reconstruct. The scene as well as the reconstructed image can be seen in
Figure 6. Unsurprisingly the reconstructed image is a lot more noisy than that
of the 128× 128 pixels pattern, this is due to a combination of things. The
more challenging nature of the scene, with finer details, makes it less forgiving
to reconstruct. This, in combination with a small step size miscalibration of the
moving scene, will lead to a significant increase in noise and will wash out most
of the finer details of the scene.
The noise present in the reconstructed image led us to investigate the con-
tribution of the different sources of noise to the overall degradation in image
quality. We have identified three main noise contributors. Perhaps the most
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Figure 6: (Left) Image projected by the LCD monitor that is then moved across
the DMD pattern. (Right) Reconstructed image of the object depicted on the
left hand side, using the 256× 256 pixels scrambled Hadamard pattern.
obvious one is the step size miscalibration of the moving scene, discussed above.
This is purely hardware-limited and requires very careful calibration of the step
size but can be almost entirely eliminated after precise calibration. The second
source of noise comes from the lack of resolution the optics provide compared to
that of the camera sensor, this is directly related to the sharpness of the image
on the sensor and can only be improved by using better imaging optics. The
camera used in the experiment has a resolution of 1280× 1024 pixels with a
sensor diagonal of 1/1.8” and a pixel pitch of 5.3 µm. It means that each pixel
of the DMD pattern (256× 256 pixels) is ideally imaged on to sixteen pixels on
the camera sensor, which corresponds to a surface area of about 20× 20 µm2.
This is well below the performance of the lens used in our experimental setup,
which is estimated to be between three to four times larger according to our
ray tracing software. This could be reduced by using high-end imaging optics
or custom-made optics tailored to match the performance required for our ap-
plication. The lack of resolution also affects the contrast of the DMD pattern
image on the camera. This is particularly problematic when the dark pixels of
the pattern have a non zero value and contribute directly to the weightings used
in reconstruction (see Section 3). Similarly, the contrast could also be improved
by using better imaging optics as well as minimising stray light entering the
system reaching the DMD or the imaging sensor. Lastly, due to the 1D light
integration scheme of a pushframe camera (as explained in Section 4.2 it is only
possible to correct the uniformity in one dimension) it is important to achieve
very good uniformity across the DMD pattern.
The pushframe camera scheme introduced in this paper involves the pres-
ence of a 1D light integration system as explained in Section 2.2. However,
we decided to perform the one dimensional light integration in post-processing
rather than using custom-made hardware for demonstration purposes. This al-
lows us to use correction algorithms that we can apply to the two dimensional
image captured by the camera. Indeed, it is possible to apply a 2D illumination
uniformity compensation to the image of the DMD pattern, thus making it per-
fectly uniform. The 2D image also allows us to correct for infinite contrast by
10
Figure 7: (Left) Reconstructed image using the 256× 256 pixels scrambled
Hadamard pattern with 1D uniformity correction. (Right) Same reconstructed
image using 2D uniformity and contrast correction.
setting the value of the black pattern pixels to zero. The result after applying
these corrections is shown in Figure 7. The image is a lot cleaner and most
of the noise is actually suppressed from the reconstructed image. This is an
encouraging result which indicates that if good uniformity were achieved as well
as using better imaging optics, we would be able to improve the quality of the
reconstructed image. It is important to note that it would not have been possi-
ble to apply these two corrections if the 1D integration was done via hardware.
This configuration allows us to understand the limitations of our experimental
setup and pinpoint the areas of improvement necessary to improve the quality
of the reconstructed image. Unfortunately, the significant amount of noise in
the uncorrected reconstructed image means there is nothing to be gained by
increasing the resolution further.
5 Discussion
The current setup is capable of producing images with good fidelity as seen in
Figure 5 and also achieved promising results at higher resolutions. However, the
reasons for the drop in image quality at the highest resolution tested (256× 256
pixels) with our setup can be easily identified, as explained in Section 4.3. The
main limitations are hardware driven, especially the imaging optics, which if
replaced could improve the quality of the reconstructed images as observed
in Figure 7. The performance of a simple achromatic doublet lens used in the
experimental setup cannot match that of multi-element lenses commonly used in
photography in order to exploit the ever decreasing pixel size and ever increasing
resolution of emerging multi-megapixel sensors.
The prohibitive cost of high performance custom-made optics (necessary for
the 1D optical compression realisation) makes it less than ideal to commit to
for an experimental setup that could not be taken out of a laboratory. It could,
however, be a more viable route for a prototype that we would then be able
to showcase and test in different real world environments but it is outside the
scope of this paper. Instead, the next natural step would be to buy an off-
the-shelf magnifying imaging lens that can resolve the resolution of our current
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camera sensor. Along with better optics, it would also be useful to use a bigger
sensor. The camera used in the experiment has a sensor with a diagonal of
1/1.8” and 1” sensors that fit in the same mechanical housing are available.
That would effectively double the size of the sensor and help decrease the strain
on the optical performance of the imaging optics. Another way of improving
the quality of the reconstructed image would be to use an object mounted on
a high precision translation stage that would give us precise control over the
alignment of the moving scene with the DMD pattern.
In this paper we showed that it is possible to create a pushframe camera with
a visible wavelength (colour) sensor and perform the 1D optical integration in
post-processing. However, this restricts the number of spectral bands the camera
can resolve to those provided by the camera (red, green and blue), as well as
having the bandwidth of each wavelength set by the performance of the Bayer
filter located on top of the sensor. This situation is not ideal and it would be
beneficial to have more than three spectral bands in the visible in order to make
this pushframe camera a true multispectral tool for remote sensing.
In order to achieve multiple bands in the visible range it is necessary to
perform the 1D optical integration using custom-made optics. The idea would
be to compress the image from the DMD down to a few hundred microns on
the camera sensor before placing a diffractive element in front of the latter, thus
providing multiple bands to be analysed. The number of bands that the camera
can resolve would depend on the performance of the compression optics: the
higher the compression the easier it is to separate the different bands. Another
solution would be to compress the image down to 0.5 mm, i.e. the maximum
pixel height of commercially-available linear arrays in the visible range, and use
multiple linear arrays stacked on top of each other where the separation between
each array would determine the wavelength to be observed on the different lin-
ear sensors. Alternatively, we could also separate each wavelength individually
using a set of different bandpass filters and then separately perform the opti-
cal compression for each linear array. The latter solution has the disadvantage
of requiring more than one set of costly 1D integration optics but gives more
freedom in both the wavelength selection and bandwidth due to the availability
of bandpass filters in the visible. We propose that a system using a diffrac-
tion grating along with a single large area sensor would meet both the space
and weight requirements for nano-satellite deployment and represent a viable
alternative to pushbroom and snapshot cameras for remote sensing.
We have just seen that there is a clear path forward for hardware improve-
ments, however there is also room for software improvements. In this paper
we have only used one kind of pattern, a Hadamard matrix, that works very
well for reconstruction but is not a pattern of choice for compressive sampling.
For remote sensing, on a nano-satellite, power consumption and therefore data
exchange between Earth and the space platform needs to be optimised. It is
therefore worthwhile to implement a suitable pattern in an instrument designed
to be mounted in a spacecraft. The working principle of a pushframe camera,
i.e. the scene moving across the different columns of the DMD pattern, could
potentially pave the way to an adaptive measurement scheme. Indeed, one could
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think of an algorithm that would be able to detect certain objects, such as a
ship, after crossing only a small portion of the DMD pattern, and then change
the remaining pattern columns to an optimised pattern tailored for the object
previously detected. Similarly, it would be advantageous to implement an adap-
tive resolution technique that would allow the pattern to modify its resolution
based on the scene under observation. For instance if the camera was observing
the ocean, when the scene was very uniform, the pattern would switch to a lower
resolution because there is nothing of interest to observe. Now imagine a ship
in the vast ocean background: the software would pick up on the new object in
the scene (before it is outside the field of view of the camera) and would adapt
both its resolution and pattern to prioritise the subsequent reconstruction of
the newly detected ocean vessel. This powerful combination would allow the
spacecraft to only transmit data when something of significant importance has
been detected. A pushframe camera would also be fertile ground for machine
learning where a camera could be trained for the detection of specific targets.
6 Conclusion
In this paper, we have made the first experimental demonstration of a 1D in-
tegrating pushframe camera. We have shown that the system is capable of
producing good quality images at various resolutions. We have demonstrated
that the new approach on the single pixel camera scheme presented in this arti-
cle has the potential to fill the gap between a pushbroom camera and its more
conventional snapshot counterpart. This new camera becomes particularly rel-
evant for space applications, low light environments where the high SNR would
be beneficial and remote sensing where data exchange needs to be minimised.
The compactness of the setup makes it an ideal candidate for space deployment
in a constellation of nano-satellites, each specialised in the detection of different
objects. The constellation of spacecraft could be tailored to suit the needs of the
client by using specific patterns and algorithms to detect and perform the recon-
struction of very specific objects. The main advantage here, is that it is possible
to change the pattern remotely which means that the constellation of satellites
could be rapidly retasked. We believe the technology to be very promising and
that the compactness, versatility and performance of such a camera would make
it an ideal candidate for remote sensing.
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