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Hybrid ion-atom systems provide an excellent platform for studies of state-resolved quantum
chemistry at low temperatures, where quantum effects may be prevalent. Here we study theoretically
the process of vibrational relaxation of an initially weakly bound molecular ion due to collisions
with the background gas atoms. We show that this inelastic process is governed by the universal
long-range part of the interaction potential, which allows for using simplified model potentials
applicable to multiple atomic species. The product distribution after the collision can be estimated
by making use of the distorted wave Born approximation. We find that the inelastic collisions lead
predominantly to small changes in the binding energy of the molecular ion.
I. INTRODUCTION.
Hybrid ion-neutral systems have been the subject of
intense research [1], offering the possibility to prepare
highly refined molecular systems, study their dynamics in
the quantum regime and possibly utilize them for quan-
tum technological applications. As charged particles are
easy to manipulate and to address with external fields,
an especially promising research direction is the study
of cold quantum chemistry involving ions, granting the
opportunity to prepare the reactants in a well defined
quantum state as well as the access to some of the reac-
tion products. Various experimental protocols have been
developed in order to bring the system to the low temper-
ature regime, where quantum effects such as resonances
can become relevant. The simplest idea relies on sym-
pathetic cooling of the ion placed in an external trap by
already ultracold atoms, which requires sufficiently large
ion-to-atom mass ratio to be fully effective. Multiple ex-
periments have been performed using this technique for
an ion in a time-dependent Paul trap (see [1] and refer-
ences therein), allowing for valuable insight in the colli-
sional dynamics of ions in a buffer gas, including inelastic
three-body recombination [2]. A related study used the
ion trap to capture the reaction products of the recombi-
nation of three neutral atoms [3]. Recently, cooling of the
system down to the s-wave regime where the ion-atom in-
teraction is taking place in a single partial wave has been
demonstrated [4]. Furthermore, it has become possible to
sympathetically cool ions which are placed in a static op-
tical trap [5], which in principle allows for reaching even
lower temperatures. Another recently developed method
is to produce an already cold ion directly from the ul-
tracold gas with a carefully designed excitation scheme
involving highly excited Rydberg states [6, 7].
Reactive molecular collisions in the ultracold domain
are very appealing from the theoretical point of view [8,
9]. Initial preparation of the collision partners with very
low kinetic energy and well defined internal states re-
stricts the initially available phase space. However, for-
mation of the collision complex opens up the possibil-
ity to rearrange the constituents and, for exoergic reac-
tions, can lead to multiple open exit channels. In such a
case, one can employ statistical methods [10–14] to ob-
tain some insight into the product distribution. The va-
lidity of statistical approaches relies on the assumption of
the complex formation and subsequent ergodicity, which
can fail for long-range processes in which the reactants do
not combine into a complex, as well as for light particles
for which the density of states is low. Another possibility
is to disregard the quantum aspects of the process and
use classical trajectory methods [15, 16], which proved to
be accurate for ion-atom systems, as the collision part-
ner acquire large kinetic energy while approaching each
other in the presence of the attractive polarization po-
tential. Full quantum scattering calculations are compu-
tationally very costly for multiple bodies and often have
to be performed on simplified potential surfaces, but can
in principle provide more complete information and test
the validity of approximate methods [17–21].
In this work, we study the collisional dynamics of a
homonuclear molecular ion placed in a dilute bosonic gas
of the same species. This setting is particularly relevant
for experiments in which the ion is directly produced from
the ultracold gas. Due to the low anisotropy of the po-
tential surface and the lack of possible products with dif-
ferent nuclear arrangement, the dominant reactive pro-
cess is the vibrationally inelastic collision. It turns out
that the vibrational quenching is governed by long-range
terms in the effective Hamiltonian, allowing for chang-
ing the internal state of the molecule without forming a
three-body collision complex. Our results qualitatively
agree with the classical trajectory calculations [16], and
provide an intuitive understanding of the reaction pro-
cess based on the Born approximation. We discuss the
experimental parameters needed to observe the molecule
dynamics and validate the theoretical predictions.
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2II. RESULTS
A. System
Let us consider a single ion of mass m moving in a di-
lute gas of neutral atoms of the same species. Through-
out this work we will focus on the case of Rb atoms which
are experimentally most relevant, but our result can also
be applied to other cases. The ion motion is assumed to
be unconstrained, meaning that the characteristic length
scale of the ion trap (if present at all) is larger than the
ion-atom interaction range as well as the typical inter-
particle distance. Such a situation can be realized e.g.
by utilizing optical ion traps or by ionization of an ul-
tracold atom directly from the gas. Once produced, the
ion will undergo collisions with the surrounding atoms.
The ion-atom interaction at long range is governed by the
−C4/r4 term (leading induction coefficient in the multi-
pole expansion) [1], with C4 =
1
2q
2α. Here, q is the ionic
charge, α the atomic polarizability, and r denotes the
ion-atom distance. One can define the length scale R?
and energy scale E? associated with this potential as
R? = (2µC4/~2)(1/2) , E? = ~2/2µ(R?)2 (1)
with µ = m/2 denoting the reduced mass of the ion-atom
system.
In addition to two-body elastic collisions and charge
transfer processes which determine the ion mobility [22],
three-body recombination is expected to occur, leading
to association of molecular ions [2]. The classical three-
body cross section for this process has been obtained
in Ref. [15] and is described with a universal formula
σ3(E) =
8pi2
15 2
5/4(R?)5(E/E?)−5/4. Although little is
known about the product state distribution after the re-
combination process, experiments and theory developed
for neutral Rb atoms interacting via van-der-Waals forces
have led to the conclusion that the resulting molecules
are mostly weakly bound [3]. Here, rather than in the
recombination, we are interested in the dynamics of the
molecular ion after it has been produced. Note that it is
also technically possible to associate molecular ions using
a Raman process without relying on three-body recom-
bination, which should give access to better control over
the initial state [23]. Atom-atom-ion three-body recom-
bination has been observed in Refs. [2, 24] for trapped
Rb+ and Ba+ ions immersed in a Rb gas prepared at
typical densities of ≈ 1 × 1012 cm−3. For the trapped
ions, the typical collision energies are in the few to tens
of mK regime, set by the trap-induced ion micromotion.
For these conditions, recombination timescales on the or-
der of a second have been observed. Note that for higher
atomic densities typical of a Bose-Einstein condensate
(≈ 1 × 1015 cm−3), the recombination time can be ex-
pected to reach even the microsecond timescale, high-
lighting the much larger cross section for ion-neutral-
neutral recombination as compared to the recombination
of three neutral atoms.
The homonuclear molecular ion does not posses a
dipole moment, and thus its long-range interaction with
the surrounding atoms is also described by the 1/r4 po-
tential. The complete interaction potential surface con-
sists of interactions among three particles, the ion (la-
beled as 1 in the equation below) and two atoms (labeled
2 and 3)
V (r12) + V (r13) + V (r23) , (2)
where V (r12) and V (r13) are the ion-atom potentials and
V (r23) describes the van-der-Waals interaction between
neutral atoms. For Rb, we have R? = 5028 a0 with a0
being the Bohr radius, while the characteristic van-der-
Waals length for Rb is only about 165 a0. The charac-
teristic energy E? in the case of Rb is h × 1640 Hz, or
equivalently kB × 78.7 nK [1].
Elastic collisions between a molecular ion and an atom
do not fundamentally differ from atomic ion - neu-
tral atom collisions, which have been widely studied al-
ready [1, 25]. At collision energies E high enough to in-
volve multiple partial waves, the elastic and reactive colli-
sion cross sections can be well approximated by quasiclas-
sical formulas derived in the framework of the Langevin
capture model, yielding σel = pi
(
4piC24
~2
)1/3
1+pi2/16
E1/3
and
σre = 2pi
√
C4
E , respectively. In the case of an initially
highly excited molecular ion, a natural question to ask is
how exactly will its internal state relax as a result of col-
lisions with the buffer gas. Here the three-body nature of
the problem becomes relevant. As we are only interested
in processes in which the molecular ion remains bound
(the collision energy is not sufficient to dissociate it), the
problem can be recast as two-body scattering, but with
multiple possible states after the collision, as described
in the next section.
B. Inelastic scattering
Let us now briefly recall the foundations of reactive
scattering theory [26]. First let us introduce the Jacobi
coordinates and denote the relative position vector be-
tween the center of mass of the molecule and the atom by
R, and the internal coordinates of the molecular ion as r.
The center of mass motion of the particles is not relevant.
At large distances where the interaction can be neglected,
the molecular ion can be described by its rovibrational
states φvj(r), where v and j label the vibrational and ro-
tational quantum number of the molecule, respectively.
It is now convenient to move to the body-fixed frame of
the molecule [27–29], introducing the quantum numbers
(J,M) for the total angular momentum and its projection
which are both conserved. The relative orbital angular
momentum ` fulfills the relation ` = J − j. The rest of
the basis states forming the basis for close-coupled equa-
tions can be labelled as ψj`JM (ωm, ωSF ), where ωm and
ωSF are the spherical angles describing the orientation
3FIG. 1: Jacobi coordinates in the body-fixed frame used
in this work.
of the molecule-atom pair and the molecule itself in the
space-fixed frame.
We note that the three-body potential landscape is
only weakly anisotropic due to the lack of a dipole mo-
ment of the molecule and the short range of the van-der-
Waals interaction. This validates the use of the coupled-
states approximation [12, 30, 31], which states that the
angular momentum projection Ω on the molecular axis
is conserved and that in general intermultiplet couplings
are negligible so that one can decouple the molecular and
orbital angular momenta.
We can now calculate the potential matrix in the chan-
nel states basis simply by integrating the full three-body
potential (2) over the molecular states. The rovibrational
molecular state with quantum numbers v, j has the cor-
responding binding energy denoted further as Evj . After
decoupling the angular momenta, one obtains
W JMvj,v′j′(R) =
(
2µ?
~2
Evj +
`(`+ 1)
R2
)
δvv′δjj′ + (3)
+
2µ?
~2
VMvj,v′j′(R) ,
with the matrix element
VMvj,v′j′(R) = 2pi
∫
φv′j′(r)Yj′M (γ, 0)V (R, r, γ)× (4)
× φvj(r)YjM (γ, 0) sin(γ)dγdr
containing the interaction between the free atom and the
molecule as the interaction term within the molecule has
been incorporated in the molecular energies. Here the
integration over the polar angle gives a constant factor
of 2pi. Furthermore, µ? = 2m/3 is the reduced mass
of the atom-molecular ion pair and the orbital angular
momentum (which is now also a good quantum number)
` =
(
J(J + 1)− j(j + 1)− 2M2 + 1/4)1/2 − 1/2 . (5)
Furthermore, Yjk denote spherical harmonics and γ is the
Jacobi angle (see Figure 1).
The nondiagonal terms of the potential matrix provide
the coupling between the channels responsible for vibra-
tionally inelastic collisions. Eq. (3) provides the potential
matrix for the multichannel scattering problem
∂2F
∂R2
+
(
2µ
~2
E −W(R)
)
F = 0 (6)
with the matrix F containing the radial wavefunctions.
Assuming the channels are open (as is the case if we start
from the weakly bound state which has higher energy
than all the others), at large distances the solution takes
the canonical form
F(R)
R→∞−→ (J(R)−N(R)K)A , (7)
where matrices J, N are diagonal and consist of spher-
ical Bessel functions, e.g. Jij = j`(kir)δij with
ki =
√
2µ(E − Ei)/~2 being the asymptotic channel
wavenumber. The amplitude matrix A can be linked
to the reactance matrix K by A = (1− iK)−1. Finally,
the scattering matrix S which contains full information
about the scattering is given by the formula
S = (1 + iK) (1− iK)−1 . (8)
The inelastic collision rate constant is given by the non-
diagonal elements of the S matrix and reads
Kif = pi~
µki
|Sif |2 . (9)
C. Effective potentials
With the basic formalism at hand, we now proceed to
the analysis of the particular case of the molecular ion
scattering with a neutral atom. The first step needed to
derive the potential matrix (3) is to calculate the two-
body rovibrational wavefunctions of the molecular ion
alone and their binding energies. State of the art ab
initio methods can be used to calculate the interaction
potential of Rb+2 in the electronic ground state with a
finite precision of the order of 1% [32]. While this kind
of accuracy is sufficient for spectroscopic data such as
the vibrational spacing of the lower levels, it is unfortu-
nately not enough to predict the binding energies of the
weakly bound Rb+2 states. This is in part due to the
large reduced mass of the system. For this reason we are
allowed to choose a simple model potential to work with
and obtain the knowledge about the general features of
the ion-molecule systems. We have tested several model
potentials such as the Lennard-Jones type interaction of
the form V (x) = −C4x4 (1−(x0/x)4) with the cutoff x0, the
flat-bottom regularization V (x) = − C4
(x2+x20)
2 for various
potential depths, as well as used the analytical solutions
4of the polarization potential [33], and found no funda-
mental difference in the behavior of the resulting effec-
tive potentials. In what follows, we will use R? and E?
of the atom-ion system as the units of length and energy,
so that asymptotically the two-body ion-atom potentials
approach −1/x4.
One might expect that the effective atom-molecule po-
tentials given by Eq. (4) will follow the R−4 power law,
but with a possibly varying coupling coefficient. This
can be understood assuming the deeply bound states
are pointlike compared to the range of the interparti-
cle potential, and the contribution to the integral (4)
comes only from r ∼ 0. The next term which can
be extracted perturbatively and takes into account the
spatial structure of the molecule can be obtained by
expanding the angle-averaged atom-molecule potential
Vat−mol = V (r13) + V (r23) at large distances R in power
series, which gives
Vat−mol
R→∞−→ − 1
R4
+
r2/2 +R66
R6
+ . . . , (10)
with R6 denoting the characteristic distance correspond-
ing to the van-der-Waals interaction R6 = (2µC6/~)1/4,
which is typically an order of magnitude smaller than
R? [34]. Thus, there is a contribution to the coupling ma-
trix element proportional to
∫
dr φvj(r)φv′j′(r)
r2
R6 . This
term should be relevant for weakly bound states whose
spatial extent cannot be neglected, both for the diago-
nal and nondiagonal matrix elements. This intuitively
explains why the potential curves are largely indepen-
dent of the exact form of the two-body potentials, as the
short-range corrections only set in at distances smaller
than R?.
Two of the diagonal matrix elements of Eq. (4) are
presented in the first panel of Fig. 2. As expected, they
decay according to the R−4 power law at long range
with the fitted C4 coefficient equal to the original one.
For the most weakly bound state, which in our case ex-
tends to around 10R? and has the binding energy of only
≈ 0.16E?, the van-der-Waals term is also clearly visible.
However, as this only provides a short-range correction
we can conclude that the elastic scattering is just gov-
erned by the polarization potential with some unknown
scattering length which depends on the short-range de-
tails.
Two exemplary cases of the coupling potential curves
are shown in the middle and the right panel of Fig. 2.
As expected, the couplings between deeply bound lev-
els (middle panel) always follow the effective power-law
potential with 1/R4 dependence. However, for the most
weakly bound state (right panel) the coupling to the state
right below it has a different form as we again observe the
impact of the 1/R6 term at R . 5R?. In addition, the po-
tential changes its sign, leading to a dip on the logarith-
mic scale that has a finite depth due to the data points
resolution. The effective C4 coupling coefficients gener-
ally decrease for states lying further from each other, as
summarized in Fig. 3.
The calculations shown here have been performed for
the ground rotational state of the molecular ion. We
have checked that the excited rotational states show the
same asymptotic behavior leading to ∼ 1/R4 dependence
of the couplings. As we are dealing with the case of
homonuclear ions, the rotationally inelastic collisions are
suppressed. This is due to the small anisotropy of the
potential surface in the absence of the charge-dipole term,
which would be present for a heteronuclear molecular ion
giving a contribution Vc−d ∝ cos(γ)/R5 [29]. In our case
the leading terms in the potential that couple different
rotational levels behave like r2/R6, being relevant only
in higher order.
Finally, let us mention that for vibrational relaxation
the impact of the atom-atom interaction in the potential
landscape is negligible due to the length scale separa-
tion between the van-der-Waals and polarization poten-
tial. The van-der-Waals forces set in only at distances at
which the particles would already form a collision com-
plex, which is beyond the scope of the current analysis.
D. Distorted wave Born approximation
Having calculated the effective interaction potential,
we now turn to the analysis of the scattering. At this
point, an issue concerning the short-range effects arises.
Namely, if the reactants form a collision complex, the
short-range three-body physics becomes relevant and im-
pacts the recombination process. Ergodic dynamics of
the complex would lead to statistical distribution of the
product states. The effective potential (3) is written in
the rovibrational state basis and thus does not capture
dynamics of the three-body complex. Furthermore, as
demonstrated above, the coupling between different vi-
brational states of the molecular ion arising in the colli-
sion has rather long-range nature. It is then warranted to
focus on the close-coupled system described by Eq. (3),
disregarding the possibility of the complex formation. A
possible minimal extension of the current results would
be to impose (partially) absorbing boundary conditions
at short range in order to mimick the long-lived complex
creation and treat the part of the flux reaching the inner
region statistically [12, 35].
Rather than solving the scattering problem set by
Eq. (3) in full, as we are anyway working with an approx-
imate model potential, we will now proceed by employing
the distorted wave Born approximation (DWBA) to es-
timate the inelastic collision rates. DWBA is a method
based on perturbation theory [26, 36], which utilizes the
knowledge of the scattering solution to the elastic part of
the problem and has been widely used to describe atom-
molecule inelastic collisions [11, 37, 38]. This is particu-
larly suitable for our problem since the diagonal poten-
tials are analytically solvable [33].
Within the DWBA, the off-diagonal elements of the K
5FIG. 2: (a) Diagonal effective potentials for the most weakly bound state (blue) and the 5th one counting from the
dissociation threshold (orange). (b) Couplings between the 5th vibrational state and the ones right below it as a
function of the atom-molecule distance. (c) Same couplings calculated for the most weakly bound state. The
binding energies Ev ≈ 2 · 104E? for v = 5 and 0.16E? for v = 1.
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FIG. 3: (a) Effective coupling coefficients Ceff4 between
the 5th vibrational state and the ones right below it in
units of the diagonal coupling constant. (b) Same, but
for the most weakly bound state.
matrix in Eq. (8) are given by
Kif = −pi
∫
dRui(R)uf (R)Vif (R) , (11)
where the ui functions denote the energy normalized
scattering solution for the diagonal potential in chan-
nel i (in our case given solely by the 1/R4 term) and
Vif is the coupling matrix element between the initial
and the final state given by Eq. (4). The elastic scat-
tering within the DWBA is not affected by the nondi-
agonal terms in the potential and can be described an-
alytically by energy- and angular momentum-dependent
FIG. 4: K matrix elements calculated within the
DWBA for vanishing collision energy as a function of
the energy difference between the channels for the
entrance channel scattering length a = R? and initial
kinetic energy E = 10−4E?.
phase shifts Kii = tan δ(`i, ki). Then the scattering ma-
trix and all observable quantities can be calculated from
Eq. (8). Note that the matrix elements need to be calcu-
lated for all partial waves involved in the collision.
Interestingly, assuming that the coupling between the
channels behaves as 1/R4, the matrix element (11) can
be calculated analytically assuming the channel wave-
functions are given by spherical Bessel functions and for
angular momenta of the two states fulfilling ` + `′ ≥ 1.
This provides the threshold law for the K-matrix element
K ∝ k`i+1/2i . In particular, for `i = 0 one obtains Kif =
2k
1/2
i k
3/2
f 2F1((−1−`f )/2, (−1+`f )/2, 1, k2i /k2f )/(`2f−1)
where 2F1 is the hypergeometric function. In the limit
of a far-from-threshold exit channel (large energy differ-
ence between the states compared to the initial kinetic
energy) this quantity scales as k
3/2
f . In practice, we are
anyway imposing a short-range cutoff to the interaction
and use the full scattering solutions of the polarization
potential which oscillate quickly at small distances giving
no contribution there.
In Fig. 4, we show the dependence of the inelastic
K-matrix element (assuming a dimensionless 1/R4 po-
6tential) on the energy difference between the two chan-
nels for the initial state with kinetic energy of 10−4E?
and scattering length equal to R?. The rapid decrease
in magnitude and fast oscillations result from the prop-
erties of the outgoing state. At relatively low energy
difference between the states (roughly below 104E?)
one could in principle expect visible resonant effects
provided that the reactants can be prepared in a sin-
gle quantum state (although when the calculated ma-
trix elements are large, DWBA cannot be trusted any
more). However, the polarization potential anyway does
not support a dense enough bound-state spectrum and
apart from the coupling between the two most weakly
bound levels one cannot expect any resonant enhance-
ment. Moreover, in experiment the results would be fur-
ther blurred by thermal averaging. More specifically,
in order to calculate the rate constant at finite tem-
perature one needs to take a convolution according to
K(T ) = 2√
pi(kBT )3/2
∫
dEK(E)E1/2e−E/kBT .
Along with the coupling coefficients calculated above,
the DWBA allows for a simple estimate of the product
distribution. As an example, we focus again on the ini-
tial vibrational state v = 5 and v = 1 counting from
the dissociation threshold. The obtained distribution is
shown in Fig. 5. The result of the collision is affected
by the magnitude of the effective coupling coefficients
as well as the difference in energy between the channels.
We have averaged the results over the rapid oscillations of
the Bessel functions involved in the integral (11). We find
that in both cases the distribution of reaction products is
rather broad and favors the nearby states, in agreement
with the classical trajectory calculations [16]. Due to the
large number of available product states, the total inelas-
tic collision cross section follows the universal Langevin
prediction σre = 2pi
√
C4
E . We have checked that as long
as the collision energy E . 103E? (≈ kB×100µK for Rb)
the product distribution does not change significantly.
III. DISCUSSION
We have analyzed the process of vibrational quenching
of an initially excited homonuclear molecular ion due to
collisions with the background gas. The effective cou-
plings between the molecular states turn out to decay
with a power law in the same way as the polarization po-
tential, but with different coupling coefficients depend-
ing on the overlap of the molecular wave functions. The
long-range nature of the process makes it possible to rely
on distorted wave Born approximation to determine the
distribution of the collision products. This approximate
quantum treatment agrees qualitatively with previous es-
timates based on classical trajectory calculations.
The total inelastic rate coefficient for vibrational re-
laxation of the weakly bound molecular ions is given by
the Langevin formula KL = 2pi~R?mol/µ? with R?mol be-
ing the characteristic length of the molecular ion-atom
◆
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FIG. 5: (a) Distribution of product states for vanishing
collision energy after the inelastic collision for the 5th
vibrational state (v = 5). (b) Same, but for the most
weakly bound state (v = 1).
pair, irrespective of the initial vibrational state. Assum-
ing the case of Rb atoms, KL ≈ 2.1 · 10−9cm3/s, which
for high atomic densities n ≈ 1015cm−3, typical for a
Bose-Einstein condensate, results in lifetimes of the or-
der of microseconds. In order to estimate the role of such
secondary relaxation processes after an initial three-body
recombination event for experiments, we consider a typi-
cal kinetic energy release of ≈ h×(10 ... 100) MHz associ-
ated with the formation of a weakly bound molecular ion.
Evidently, this yields a mean free path of the molecular
ion on the order of few micrometers between successive
collision events, significantly smaller than the typical spa-
tial extent of a trapped condensate. This means that in
a dense gas secondary collisions after the production of
the molecular ion can be highly important and can be de-
tected e.g. by monitoring the arrival time of the molecule
at the detector. For comparison, in the case of neutral
weakly bound Rb2 molecule the expected rate coefficient
is 50 times smaller.
In our model we neglected the role of possible complex
formation. Once all three particles involved come close
together, the resulting complex state may be long-lived
and provide high density of resonance states. This would
presumably impact the result of the collision by redis-
tributing the particles along all possible product states
in a statistical way. Extension of our model to involve
three-body resonances and complex formation will be the
subject of future work.
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