Abstract The way in which mining contributes to job opportunities in the region where it takes place has become increasingly important for the industry's relations to the local community. The employment impacts of mining are however far from straightforward to assess. Considering these uncertainties about real-life job impacts, it is vital that there are sound assessments of these employment effects. The purpose of this paper is to apply a novel econometric approach to assess mining-induced job multipliers in the empirical context of northern Sweden. This analysis employs data on the number of employees in selected non-mining sectors and in the mining sector, respectively, and covering the relatively recent mining boom period (2003)(2004)(2005)(2006)(2007)(2008)(2009)(2010)(2011)(2012)(2013). We also highlight differences across the two main mining counties in northern Sweden. The results show a positive statistical relationship between increases in the number of employees in the mining sector and changes in the number of employees in other sectors. The private services' sector is particularly affected, while the industrial sector also benefits in the specific case of mining municipalities. The results also indicate relatively large intercounty differences, in turn highlighting the importance of addressing the context-specific circumstances when estimating the employment effects of mining.
Introduction
This paper addresses the challenges involved in assessing the local employment impacts of mining activity. It employs a novel econometric approach based on reported employment data in the empirical context of Swedish municipalities. This permits an assessment of so-called job multipliers and a comparison of such multipliers based on other employment impact assessment methods.
Since the beginning of the new century, the global mining industry has experienced high volatility, in particular represented by a period of soaring output prices and subsequently a bust. During the boom period-from 2004 to 2014-there was a strong increase in mining investments, including the opening of a large number of new mines around the world. In most developed countries, mining takes place in remote regions with declining population trends, and this has led to a demand for a more inclusive mining sector. Host communities in countries with substantial mining investment (e.g., Australia, Canada, the Nordic countries, etc.) have increasingly emphasized the need for a more even sharing of the benefits of mining activity (e.g., O'Faircheallaigh 2013). Regional growth and local employment opportunities are often essential components of such expectations (e.g., Williams 2012; Prno 2013) . Thus, the way in which mining contributes to job opportunities in the region where it takes place has become increasingly important for the industry's relation to the local community.
The employment impacts of mining are however far from straightforward to assess, not the least since falling transport costs and technological progress have led to projects that sometimes are increasingly economically detached from the regions in which they are located (e.g., Eggert 2001 ). The industry has over time become more capital-intensive, thus leading to a decrease in the demand for local labor.
Moreover, the inputs into new mining projects must generally satisfy high technological standards, which often cannot be supplied competitively by local firms. This was pointed out already by Radetzki (1982) . For these reasons, there have also been strong concerns over so-called fly-in fly-out work practices, i.e., where long distance commuting replaces inmigration (World Bank 2010) . Indeed, the local employment effects that stem from the investment phase can sometimes be modest in the case of small host municipalities compared to those arising during the operating phase. Big firms tend to get the main contracts, and it is not always easy for local firms to act as sub-contractors, etc. These possibilities may improve during the operating phase as maintenance and repair firms set up subsidiaries in the host municipality.
This suggests that the employment impacts of mining activities tend to be highly region-specific. For instance, the larger the region is, the more likely that it will have the capacity and the labor skills to capture the expenditures. The extent to which the inputs for the mining activities will be purchased in the region will also be determined by the existing industrial structure, where more diversified regional economies will be better equipped to meet the new demands for goods and services (Rolfe et al. 2007 ). Considering these uncertainties about real-life job impacts, it is vital that there are sound assessments of the employment effects from mining. If mining cannot be seen as a vehicle for regional development and job creation, community relations may become tense and lead to costly conflicts as well as to other types of business risks for the companies (Söderholm and Svahn 2015) .
A common method in regional impact analyses is to employ so-called input-output (I/O) modeling, pioneered by Leontief (1936) and developed for regional analysis by Isard (1951) , which formalizes the linkages between various sectors in an economy. This methodological approach has typically been applied ex ante, 1 and can be used to assess the employment impacts from an exogenous change to the regional economy, such as a major mining investment. One output from I/O models is the so-called job multiplier, which states how many new jobs that are created in the rest of the regional economy when one new job in the mining industry is created. However, the use of I/O modeling has been criticized for building on restrictive assumptions, such as the absence of any agglomeration effects as well as factor supplies not responding to price changes (Fleming and Measham 2014; Eggert 2001 ). This last assumption may be particularly restrictive, as it by default implies a positive job multiplier (Weber 2012) .
2 Since a considerable part of the economic value of mining today is tied up with the manner of how mining operations are performed rather than with the initial investment itself, greater attention should be devoted to how regional economies can supply the necessary competence to support modern mining ventures. For the above reasons, there has been an increased interest in other assessment methods beyond I/O modeling. One such alternative approach includes the ex post econometric analysis of employment impacts.
The econometric approach is based on actual data on the changes in sectoral employment across various regions over a certain time period (e.g., Moretti 2010) . It avoids many of the rigidities in I/O modeling and indicates how particular sectors may be more benefited (or hurt) than others due to the presence of increases in the employment of one particular sector. Nevertheless, so far there have been few applications in the empirical context of mining employment. One exception is Fleming and Measham (2014) , who employ this approach on Australian regions. They find evidence of significant indirect employment impacts for some local services (e.g., transport, rental, and accommodation services), but insignificant impacts in the tradable goods sectors (e.g., manufacturing, agriculture, etc.). Additional studies include Black et al. (2005) and Fleming and Measham (2015) (see further BMethodological approaches in previous empirical researchŝ ection). The purpose of this paper is to apply a novel econometric approach to assess mining-induced job multipliers in the empirical context of northern Sweden. The econometric analysis relies on data on the number of employees in the non-mining sectors and in the mining sector, respectively. The regressions are made for two 5-year periods, 2003-2008 and 2008-2013 , and we also highlight inter-county effects. The mining industry is important for Sweden, but especially for the two most northern counties, Norrbotten and Västerbotten, where the lion share of the Swedish mines are located. The empirical analyses focus on these two counties, and therefore neglect the remaining municipalities in the country. Due to the recent commodity boom, investments in new mines have been exceptionally high in these counties. Since historical unemployment rates have been high, the prospects of new mines, providing large-scale employment opportunities at relatively attractive wages, may often be welcomed with open arms by parts of the local population as well as by the local and regional authorities. Earlier studies of the job multiplier of mining in Sweden have however almost exclusively relied on the use of input-output models (e.g., Vasco Advisers 2014; Ejdemo and Söderholm 2011; Hansson et al. 2010; Sörensson 2003) , thus potentially giving rise to misleading ex ante estimates of the employment impacts following new mining activity.
The reminder of the paper proceeds as follows. BMining in Sweden and the recent mining boom^section provides a brief introduction to the recent mining boom from a Swedish perspective. In BMining and regional employment: theory and empirical work^section, we discuss the employment impacts of mining addressing the nature of both direct and indirect development impacts. This section also gives an overview of the empirical research attempting to measure these impacts in various geographical contexts. BMethods and data^section introduces the empirical specifications and the data used in this paper, while the results are presented and discussed in BEmpirical results^and BDiscussion^sections, respectively. Finally, BConcluding remarks^section concludes the paper.
Mining in Sweden and the recent mining boom
In Europe, Sweden is a dominant mining country, especially in the iron ore market where the state-owned company LKAB supplies over 90% of total iron ore production in the European Union (Geological Survey of Sweden 2016). The importance of mining is also reflected in Swedish exports. The mining industry, including steel, represents about 10% of the country's gross exports and about 60% of the net exports (Vasco Advisers 2014) . Figure 1 provides a historical perspective of mining's contribution to employment in Sweden and displays total production and the number of employees in the Swedish mining sector over the period . It displays that since the beginning of the 1980s, mine production in the country has increased substantially. Still, at the same time staff requirements have become significantly lower due to investments in productivity improvements.
As was noted above, mining plays-and have played-a particularly important role in the northern parts of Sweden. In 2016, there were 12 active mines in northern Sweden, six in the county of Norrbotten and six in the county of Västerbotten.
3 Norrbotten accounts for over 83% of the export value of mining, and of the total exports from this county 64% are mineral products. The dominant part of this can be attributed to iron ore. Our focus on these two counties is also motivated by the fact that in 2013 these counties' share of total mining employment in Sweden amounted to 93% (Statistics Sweden 2015). Ejdemo et al. (2014) have calculated location quotient (LQ), i.e., a measure of regional specialization, 4 for different industrial sectors in Norrbotten. The location quotients were calculated using data for the year 2012. This ratio illustrates the concentration of regional employment in specific industries compared to the national average for that industry (Leigh 1970) . If the ratio for a particular industry is equal to one (1), it means that the industry has the same share of total employment at the regional level compared to the national level. In Norrbotten, the extraction of minerals has a location quotient of 19, thus indicating how far specialized the county has become in the mining sector in terms of employment. Specifically, this shows that the share of mining employment out of total employment is 19 times higher in Norrbotten compared to that of the country as a whole. Performing the same calculation for Västerbotten with data for 2012 yields a corresponding location quotient of 3.9. This shows that mining represents an important specialization also in Västerbotten, but regional employment is not nearly as concentrated to mining there as it is in the county of Norrbotten.
This implies in turn that the regional economies of northern Sweden, and that of Norrbotten in particular, will be sensitive to the price developments in the international commodity markets. As described earlier, the prices of mineral products have had a volatile development since the beginning of the new century. Figure 2 illustrates the development of iron ore prices over the period [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] [2014] [2015] [2016] . Here, we clearly see the presence of both boom and bust in the iron ore market. Considering that the largest mines in Norrbotten produce iron ore, the mining industry in this county did very well during the booming years. Substantial mining investment took place, and the number of employees in the sector increased by over 30% between the years (Statistics Sweden 2015 .
Still, since mining is an industry that requires large capital investments and the number of direct jobs is relatively low, at least compared to historical times (see Fig. 1 ), the most significant employment opportunities have not necessarily emerged in the remote and sparsely populated regions where the mines are located. In the Swedish case, this has been noted by, for instance, Müller (2015).
Mining and regional employment: theory and empirical work
The theoretical basis of the job multiplier An important point of departure for understanding the concept of the job multiplier is the staple theory, which describes the economic linkages that the mining industry has to the local economy. Watkins (1963) and Bertram (1967) relied on Innis (1956) and Mackintosh (1964) and developed the staple theory, and more specifically a model that could be used to analyze the regional development impacts of natural resources that are extracted from the nature and then exported (Gunton 2003) . This theory identifies that the mining industry gives rise to spillovers in the form of linkages to the rest of the economy. These linkages can in turn be divided into four different types:
& Forward linkages imply that the minerals from the mining industry can be used as a raw material in another local industry, i.e., downstream activities such as processing, refining, and fabricating the crude ores and concentrates. For instance, in Sweden, the mining industry supplies the steel industry with iron ore. & Backward linkages refer to the local production of inputs to the mining industry, i.e., the supplies needed for an investment to be implemented, such as machinery and infrastructure (e.g., a new railway). & Demand linkages refer to the incomes that employees at the mine and their households spend on goods and services in the local community or in the adjacent region. & Fiscal linkages represent the enlargement of the public revenues when taxes from the mining industry accrue to the local government. This means that the local government has more money to spend and invest in the community.
It should be noted that the econometric approach outlined in section BMethods and data^does address the first three of these linkages. The fiscal linkage (at the local and regional levels) is, though, likely to be modest in the Swedish case 1950 1955 1960 1965 1970 1975 1980 1985 1990 1995 (2011) since the tax revenues from mining are not channeled back to the municipalities. However, the econometric approach does not permit us to distinguish between the different types of linkages.
The magnitudes of these linkages will depend on how well the local community can take advantage of the opportunities offered by the mining industry. The regional employment impacts of mining will depend on the specific circumstances related to each case, such as the size of the mine and the community, geographical location, and the presence of mining cluster activities (Archibald and Ritter 2001) . It should however be noted that these linkages only address the increased induced demand for products and services in a region. Often there may also exist supply constraints offsetting these impacts. For instance, the increased demand for labor may also bid up wage levels, thus potentially diminishing the competitiveness of other private sectors and/or raise the cost of providing public services.
The indirect impacts of mining ventures are often expressed through so-called multipliers, which embody the effects of changes in demand for various goods and services (e.g., overall output) as well as inputs (e.g., labor) caused by the initial change in economic activity in mining. In this paper, we are primarily interested in the so-called job multiplier, thus showing how many jobs arise in other sectors of the economy as one new mining job sector is created.
Moretti (2010) makes a distinction between the tradable sector and the non-tradable sector. The former refers to the industry sector that trades goods, x 1 , x 2 , x 3 ,…x n , in the international market and where the prices of these products are set internationally. The non-tradable sector is the sector that is local and where prices of the goods, i.e., z 1 , z 2 , z 3 ,...z n , are set by local supply and demand conditions (e.g., housing brokers, health care, and education). Moretti (2010) also assumes that labor is perfectly mobile and can move between sectors in the local community; this assumption is likely to hold in the long run. The local labor supply curve is assumed to have an upward slope and the higher the geographical mobility is the higher is also the elasticity of labor supply.
Suppose now that there is an exogenous shock to regional economy in the sense that the demand for labor increases permanently in sector x 1 . The direct effect of this shock is the increased employment in sector x 1 . The indirect effect is what happens in terms of new jobs in the rest of the sectors, i.e., the traded goods' sector x 2 , x 3 ,…x n and the non-traded goods' sector z 1 , z 2 , z 3 ,…z n . As employment increases in sector x 1 , incomes increase due to higher tax revenues, more workers, and higher wages. This means that the demand for non-traded goods z 1 , z 2 , z 3 ,...z n increases, i.e., the number of work hours in restaurants, health care, education, and other similar jobs increases as well. These new jobs are divided between people that are moving into the region and people who already live there, and the exact nature of this distribution will depend on the degree of geographical mobility. The size of the resulting multiplier effect on the non-traded goods sectors will be influenced by three different factors:
& The type of jobs that are created in the tradable goods' sector. For instance, high-skilled jobs with higher wages will generally generate a larger multiplier and more jobs in the non-tradable sector. This is because the higher wages provide the workers with more money to spend on local services. & There are opposing effects on wages and prices as the demand shock also increases the cost of labor and there is a decline in the supply of local services. The magnitude of this offsetting impact will in turn be influenced by the elasticity of labor supply, e.g., the crowding-out effect being smaller in the presence of an elastic labor supply. & The technology, e.g., labor-intensive technology provides a higher multiplier, and the preferences for the nontradable goods locally.
The external shock to x 1 may also affect the other tradable sectors x 2 , x 3 ,…x n , but whether this effect will be positive or negative is a priori unclear. Specifically, this will depend on four different factors:
& When the cost of labor increases locally because of the increased demand for labor in sector x 1 this will have negative impacts on companies in the other tradable goods sectors x 2 , x 3 ,…x n . & Unlike in the non-tradable sectors, the prices for the tradable goods are set in international markets and it is not possible for the producing companies to pass through increased costs to their consumers. In the long term, this can lead to businesses in the tradable sectors moving their production to places where labor is less costly. & The increased output of x 1 may lead to an increasing demand for intermediate goods and services. This can affect the other companies in the tradable sector depending on how internationally dependent they are. & Companies that are similar or have related activities tend to place their businesses close to each other (i.e., agglomeration effects); if this is important, it can have a positive effect on the tradable sectors.
Finally, in diversified regions, mining could also spur innovative activities among suppliers, in turn, giving rise to know-how that spill over to other sectors. Such dynamic effects can be difficult to assess empirically in detail. One may note, though, that labor productivity in modern economies is largely dependent on the use that is made of factor inputs (apart from capital expenditures as such) (Humphreys 2002) . This should provide scope for innovative industries (e.g., ICT) to add to regional mining clusters since such spillover effects are likely to be most easily appropriated when activities are in reasonably close proximity to one another.
Methodological approaches in previous empirical research
In order to empirically estimate the local job multiplier, two commonly used methods are either I/O modeling or an econometric approach. As was noted in the introduction, the I/O approach formalizes the backward and forward linkages between various sectors in a regional economy, and empirically, it has been applied to specific mining regions or ventures. For instance, Eggert (2001) notes that previous empirical studies of mining's impacts in Australia have generated an employment multiplier of 2. Important I/O studies on Australian regions include Rolfe (2011), Tonts (2010) , and Rolfe et al. (2011) , the last of these concluding that in Queensland, the indirect impacts from the mining industry have been distributed widely in the regional economy. Tonts (2010) points, though, to the presence of long-distance commuting in Western Australia leading to limited regional benefits.
In Sweden, a majority of the I/O modeling studies have relied on the use of the so-called rAps-model. This model comprises five different modules, which in combination represents a regional economy. The model is linked to a detailed regional proprietary database maintained by Statistics Sweden, and it operates through a demand-driven iterative process between the five modules. A schematic overview of the model is presented in Fig. 3 . In the first module, population, a baseline population projection for a given year is calculated. This provides input data for the second module, labor market, where a preliminary estimate of the size of the labor force is calculated. Module 3, regional economy, calculates gross production, incomes and demand for labor. Initially, a preliminary estimate is calculated for the 49 sectors represented in the model. The fourth module considers the housing market with respect to the population projections from module 1. The model then performs several iterations between modules 2 and 3 to balance the labor market against the regional economy, solving for the condition that the number of people in the labor force plus net commuting corresponds to the number of employed plus unemployed people. Finally, module 5, the municipal model, breaks down the results in further detail and calculates the municipal incomes and expenditures based on current taxes and government grants. The technical details of the rAps model are available in Statistics Sweden (2009).
In Sweden, the rAps-model has been employed by, for instance, Ejdemo (2013) , Söderholm (2011), Hansson et al. (2010) , Wigren (2009), and Sörensson (2003) and with a strong focus on iron ore projects in the county of Norrbotten. The job multipliers in these studies vary between 1.2 and 2.5, meaning that one direct job in mining may generate between 0.2 to 1.5 additional jobs. The differences in results depend in part on the assumptions made about commuting behavior and the in-migration rate.
The use of I/O modeling has however been criticized for building on restrictive assumptions, which may bias the results presented in the above work (Fleming and Measham 2014) . First, these models assume that factor supplies (including labor and capital) at the regional level are perfectly ownprice elastic (i.e., easily available) (Weber 2012) . This means in turn that these analyses always generate positive job multipliers, and that there is no crowding-out effects from, for instance, higher wages, etc. Second, the I/O models will sometimes neglect the employment effects in the non-tradable goods sector and not the least potential gains such as agglomeration effects (Moretti 2010) . Finally, these models are static, thus neglecting changes in technology, innovation as well as the often lengthy adjustments to the economic injections provided by mining ventures. For this latter reason, they also tend to be of limited use when depicting scenarios for the future (Kilkenny and Partridge 2009) .
Given these limitations, there has also been an increased interest in other assessment methods, such as (a) computable general equilibrium (CGE) models and (b) ex post econometric modeling. The CGE models are extensively used for scenario analysis of the implementation of different economic policy measures (e.g., taxes), and they do also address the relative price changes following changes in the economy (e.g., Ye 2008; Törmä et al. 2015) .
5 CGE models typically depart from the national supply and use tables (the national accounts). These data are then regionalized by using criteria based on economic theory and the requirements of the national and regional accounts. Nevertheless, although CGE models typically contain fairly sophisticated representations of economic linkages across sectors, they are mostly designed for national and international settings; the assessment of the regional impacts of mining requires a narrower geographical scope.
Considering the limitations of both I/O and CGE modeling, scholars have increasingly employed ex post econometric models to measure the significance of employment impacts (Moretti 2010; Marchand 2012) . Here, data on changes in sectoral employment across regions over a certain time period are collected, and in the econometric specification these data can be regressed on changes in, for instance, mining employment. A key output is the elasticity of employment change in a particular sector with respect to changes in mining employment. Based on this information, the employment multiplier can be calculated. Previous studies in the empirical context of mining include Black et al. (2005) on the US coal industry, Fleming and Measham (2015) on the rise of the coal seam gas industry in Australia, and Fleming and Measham (2014) on the Australian mining regions.
However, using such econometric models to empirically estimate the employment effects of mining may also suffer from shortcomings. Van Dijk (2014) argues that the econometric approach can overestimate the job multiplier. He also questions making a distinction between tradable and nontradable goods sectors. In this paper, though, we follow the approach of Fleming and Measham (2014) and simply make a distinction between the mining sector on the one hand and a set of other sectors on the other (see further BMethods and data section^).
Methods and data
The econometric model specification used in this paper builds on Moretti (2010) , extended by Fleming and Measham (2014) . The model estimates how many jobs that are created in the non-mining sectors when one new job in the mining sector is created, i.e., the local job multiplier. Thus, the following regression equation can be specified:
In this equation, the dependent variable is the change in the log number of jobs in the non-mining sectors in time t and municipality i. The independent variables are the change over time in the log number of jobs in the mining sector, while year is a dummy variable that equals one (1) in the first period and zero (0) in the second period. The latter allows for timespecific effects, and thus essentially controls for potential structural variations across the two periods (see also Fleming and Measham 2014) . Finally, e i is an error term.
The econometric specification is employed for a number of sectors in the municipalities of Norrbotten and Västerbotten and provides an estimate of the elasticity of employment change in a particular sector with respect to changes in mining employment. Based on these elasticities, we are able to calculate the local job multiplier for each of the sectors. This is achieved by multiplying their values by the ratio of sectoral employment to mining employment. For the sake of comparison with previous studies, it should also be noted that the methodology employed here yields a job multiplier for the non-mining sectors only, while previous studies which have estimated employment multiplier effects of mining in Sweden (e.g., Ejdemo and Söderholm 2011; Hansson et al. 2010; Sörensson 2003) typically calculate a multiplier for the total change in employment, thus including the direct employment in mining.
In order to estimate the local job multiplier, data over the number of employees in different sectors have been collected from Statistics Sweden. These data cover both full time and (2009) part time employment. The data cover all 29 municipalities in the counties of Norrbotten and Västerbotten, respectively, i.e., 15 in Västerbotten and 14 in Norrrbotten. Furthermore, we focus on employment changes across two separate time periods, 2003-2008 and 2008-2013 . This panel data approach is an advantage over the I/O approach, which needs to build on data for one representative year.
The full period (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) covers the entire mining boom period, including the year 2003 with initially low prices and the eventual bust in 2013. Moreover, one advantage of dividing the period into two sub-periods (apart from gaining more degrees of freedom), is that it permits us to account for structural changes over the total period (see above). The choice of 2008 as the dividing year is motivated by the advent of the global economic crisis in this year.
The data are divided into 17 different sectors, where one is the mining sector and the other 16 sectors are divided according to SNI 2007 (the most recent classification of economic sectors in Sweden). SNI2007 lists the following 16 sectors: agriculture, forestry and fishing, manufacturing and mining, energy and environment, construction, retail trade, transport, hotels and restaurants, information and communication, credit institutions and insurance companies, real estate, business services civil authorities and military, education, health and social care, personal and cultural services, and finally unknown. The manufacturing sector also includes mining, and for this reason, the mining employment has been subtracted from this category in order not to double count. Table 1 shows the total number of employees by sector in Norrbotten and Västerbotten for the years 2003, 2008, and 2013 . In the Appendix, we display these employment data separately for the counties of Norrbotten and Västerbotten (Tables 7 and 8 ). Table 1 shows that the total number of employees increased during the time period and in most of the individual sectors. The sector that most clearly decreases during is that of manufacturing between 2008 and 2013, in part a result of the financial crises starting in the autumn of 2008. There are also sectors that stand out in a positive way; these include the sector agriculture, forestry, and fishing for which the number of employees has more than doubled during the 10-year period [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] . The latter conclusion is valid also for the mining sector, which increased its employment consistently during the same period. Specifically, between 2003 and 2013, the number of mining employees increased by a total of 46%.
The Swedish mining industry is limited to a few geographical locations 6 and a relatively small share of the total population work in the mining industry. For our purposes, the above non-mining sectors have therefore been combined into four broader sectors. These are the industrial sector, private services, business sector, and government services. The industrial sector includes agriculture, forestry and fishing, manufacturing, energy and environment, and construction. Private services include retail trade, transport, and hotels and restaurants. The business sector entails information and communication, credit institutions and insurance companies, real estate, and business services. Finally, the government services sector includes civil authorities and military, education, health and social care, and personal and cultural services. The data over employment in these four aggregated sectors are presented in Table 2 . Also here, there is evidence of important changes over the time period. All sectors increased in terms of employment, and this is particularly valid for the private services' sector.
Empirical results
In a first step, we consider the overall impact of the mining industry in northern Sweden by merging all 16 non-mining sectors into one aggregate. Three different specifications of this kind are analyzed. The first one includes all municipalities in Norrbotten and Västerbotten. The second model specification only includes municipalities in both Norrbotten and Västerbotten that host mine deposits. There are in total 10 municipalities with direct mining employment, and in this case we are interested to see if the results change when analyzing only the municipalities that are most directly affected by the mining. Finally, the third and last specification focuses on all municipalities in Norrbotten only. The largest mines are located in this county, and as indicate above, most of the mining employees reside in Norrbotten. The estimation results from these three model specifications are presented in Table 3 , and this displays differences across the two counties as well as across the mining and nonmining municipalities. Specifically, in the first specification embracing all municipalities, there is no statistically significant impact on the non-mining sector from employment increases in the mining sector. However, when addressing only the mining municipalities in the second model specification, we find a statistically significant elasticity on the aggregated non-mining sector, and a job multiplier of 0.85. The elasticity of about 0.034 suggests that if the number of jobs in the mining industry increases by one (1) per cent the number of jobs in the other sectors increase by 3.4%. Moreover, the estimated job multiplier indicates that if 10 direct jobs are created in the mining sector an additional 8.5 jobs are created in the rest of the municipality. Finally, in the model specification considering all municipalities in Norrbotten only, we get similar results as in the last case. The elasticity is statistically significant and the job multiplier increases to 0.99 (i.e., a total employment multiplier of close to 2).
In order to analyze which specific sectors in the region that are mostly heavily affected by increases in the direct employment in the mining industry, we also report results from model specifications in which we have divided the aggregated nonmining sectors into four separate sectors. Table 4 displays the results when all municipalities in Norrbotten and Västerbotten counties are included. The results show that the only positive and statistically significant impact can be found for the private services sector, which includes retail trade, transports and hotels and restaurants. In this case the estimated job multiplier is 0.49, thus suggesting that 10 new jobs in the mining tend to induce an additional five jobs in the private services sector.
Tables 5 and 6 display the corresponding results when considering only municipalities where mining employment occurs (Table 5) , 7 and when focusing only on the county of Norrbotten (Table 6) . These results paint a very similar picture. In both cases, we primarily detect a positive and statistically significant impact on the private services sector, and here, the job multipliers range between 0.63 and 0.66. Thus, municipalities with mining employment experience more employment increases in the private services sector in the presence of increases in mining sector employment. Municipalities in Norrbotten also appear to benefit more than the municipalities in Västerbotten. In addition, in the mining municipalities, we also find a positive and statistically significant impact (at the 10 % level) on the industrial sector (Table 5) . This sector includes, for instance, construction, energy and environment, and manufacturing. This strengthens the conclusion that job multipliers are stronger where mining is more present.
Discussion
The results presented above illustrate that there is a positive statistical relationship between increases in the number of employees in the mining sector and changes in the number of Source: Statistics Sweden (2015) employees in other sectors in northern Sweden. The private services sector is particularly affected, while the industrial sector also benefits in the case of mining municipalities. Overall, the job multipliers for non-mining sectors vary between 0.5 and 1.0 depending on the scope of the analysis. In comparison to other studies in which the mining job multiplier has been estimated in Sweden, the results here are similar.
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For instance, Hansson et al. (2010) estimated a job multiplier in the range 0.4-0.6 for non-mining sectors, depending on which municipality in Norrbotten that was analyzed. Ejdemo and Söderholm (2011) estimated a multiplier of 1-1.5 for nonmining sectors in Pajala, while Ejdemo (2013) came up with a corresponding estimate of about 0.6. These previous studies all have in common that they are ex ante analyses, and they impose different assumptions about demographic changes in response to new mining activities. The scenario-based methodology employed in these studies is also the reason for why their results in terms of estimated job multipliers are presented as intervals, typically reflecting demographic outcomes that range from modest to expansive. This ex post analysis suggests that the mining industry's impact on employment in non-mining sectors in northern Sweden tends to be underestimated in previous studies that have employed the rAps I/O model, with the exception of an expansive scenario in the study by Ejdemo and Söderholm (2011) . This is somewhat surprising as the rAps I/O model neglects constraints in labor supply, and therefore does not consider crowding-out effects. This could lead to overestimated positive impacts. Another contributing reason could also be that the ex ante analyses cited above may not have accurately estimated the impact of mining development on demography, or failed to account for the emergence of new or expanding firms in mining's value chain. Nevertheless, overall our results are fairly consistent with those of other studies in spite of the methodological differences (e.g., ex post versus ex ante).
The result for the four different sectors illustrates that the sector private services is most affected by new jobs in the mining industry in northern Sweden. This result is not surprising given that private services include retail trade, transport, and hotels and restaurants. Thus, when more people are employed in the mining sector, they have more money to spend on local retail trade, something which increases the number of employees in this sector. Transports are also included in private services, and when the mining industry expands, demand for more transportation increases because more goods need to be moved to and from the mines. Hotels and restaurants are also included in private services. In the presence of more mining employment people will have more money to spend on restaurants. In addition, it also implies more business travels to the mine site in terms of consultants, prospective customers, and entrepreneurs.
The results do not indicate that there are statistically significant linkages between employment in mining and in the other three aggregates: industrial sector, business sector, and government services, except for in the mining municipalities where the industrial sector also benefitted from growth in mining. In the case of the industrial sector, there is an intuitive linkage since the construction industry is heavily involved in work related to the large mining investments that have taken place in northern Sweden during the last decade. The construction industry in the region added 6331 jobs between 2003 and 2013, but in this analysis, the employment effect may be offset by the loss of 4084 jobs during the same period in manufacturing, which is also included in the industry aggregate. Another possible explanation is that firms that participate in mining related activities may be located outside mining municipalities and even in other regions not considered here. This may in particular be true for highly specialized and knowledge intensive services such as technical and environmental consulting.
We do not find negative effects on any of the studied sectors. This may however in part be a consequence of the way in which the different sectors are aggregated. For instance, tourism is not included as a separate sector. It should be clear that tourism could be both hurt and benefitted from more intense mining activity. Specifically, sometimes mining is a tourist attraction in itself (e.g., the deep iron ore mine excursions offered in Kiruna), while it may also lead to less tourists if it interferes with the desire to experience pristine nature, etc. This relationship between employment in the tourism and mining sectors is an important topic for future research.
Our results also indicate that mining has a stronger indirect impact on employment in Norrbotten than in Västerbotten county. The estimated multiplier effect of mining on non-mining sector employment was 0.99 for Norrbotten compared to 0.85 when both counties were included in the specification. These results suggest that every 100 mining jobs in the Norrbotten county generates nearly 100 additional jobs in other sectors. There are several factors that may contribute to this result:
& The mining industry is overall a much more significant employer in Norrbotten than in Västerbotten. In 2012, Norrbotten accounted for approximately 82% of all mining employment in Northern Sweden; & While mining is an important specialization in both counties, it represents a more distinct specialization in Norrbotten, as indicated by the location quotients we mentioned in BMining in Sweden and the recent mining boom^section of this article; and & Mining in Norrbotten county is dominated by iron ore 9 which is a bulk commodity. In Västerbotten, the mining industry extracts base and precious metals which are not as bulky materials as iron ore. This suggests differences in infrastructure needs and logistics operations, and this may contribute to the stronger employment impact of mining in Norrbotten compared to Västerbotten.
These results correspond well with a recent ex post study by Tano et al. (2016) , who used a propensity score matching estimator method to analyze the impact of the mining boom on labor incomes in mining towns in Norrbotten and Västerbotten. These authors found that the boom had caused substantial growth in labor incomes in the case study areas over the time period [2004] [2005] [2006] [2007] [2008] [2009] [2010] , this compared to a Bcontrol groupô f comparable residents in other geographical areas. Their results also indicate that the effect was much stronger in Norrbotten and the positive impact also involved more sectors of the economy, including those benefitted by increased household consumption, compared to Västerbotten county. Tano et al. (2016) argue that some possible explanations for the differences between the two counties could be that mining towns in Norrbotten are more dominated by mining, and that in comparison to Västerbotten, they are also more distant from the regional centers. Moreover, the result in Tano et al. (2016) that there are no significant income effects on the public sector supports our findings.
Overall, these results show that mining has a relatively strong positive impact on non-mining employment, but the impact appears to be limited mainly to the private services-aggregate. In the long run, technological progress will continue to reduce the amount of workers required to operate a mine, and this suggests over time diminishing spillover effects on the local economies. Communities and regions that depend on mining need to identify and implement strategies to face these challenges. These may comprise efforts aimed at achieving economic diversification, but losses of direct mining employment may also be offset to some extent by fostering a business climate which enables growth of local mining industry suppliers, ideally developing into a mineral cluster capable of internationalization as described by Wiberg (2009) . However, firms that are engaged in specialized and knowledge intensive activities such as technical and environmental consulting may face challenges in attracting skilled labor to relatively remote mining communities.
Concluding remarks
The main purpose of this paper has been to assess the miningdeduced job multiplier for northern Sweden, using an ex post approach based on actual employment data. An important motivation for this research is to evaluate if previous ex ante estimates for the job multiplier assessed in this area have been sound. The results overall illustrate that there is a positive 9 Still, it should be noted that copper is also extracted at the Aitik mine in Gällivare municipality in Norrbotten. statistical relationship between increases in the number of employees in the mining sector and changes in the number of employees in other sectors in northern Sweden, as about one new job in the mining sector produces almost one new job in other sectors in the region. The estimates for the job multiplier from this ex post approach are further found to be similar to the estimates of job multipliers from previous input-output studies applied in this region, which are based on an ex ante approach. This result is reassuring since it implies that the earlier studies of the job multiplier of mining in Sweden, discussed in this paper, have not been providing misleading ex ante estimates of the employment impacts following new mining activity. Regarding where the new jobs are created, in response to new jobs in the mining industry, we find that the private services sector is particularly affected. The private services sector includes employment in retail trade, restaurants and hotels and the increase in employees in this sector is not surprising given that these sectors are local, and if income from employment increases in a region, the private services sector often benefits the most from people with more money to spend. This result is also interesting as it implies that the results from the recent mining boom in northern Sweden did not suffer from fly-in/ fly-out effects, as a significant increase in the number of employees in Norrbotten is found. Further, it is found that in the mining municipalities, the industrial sector also benefitted from growth in mining. This is also intuitive since the construction industry is heavily involved in work related to the large mining investments that have taken place in northern Sweden during the last decade.
Another important conclusion to make is that there are relatively large inter-county differences between of the effects of mining in Norrbotten and Västerbotten. Our results indicate that mining has a stronger indirect impact on employment in Norrbotten than in Västerbotten county. The main explanation for this finding is given by important differences of the mining industries in the both counties. First, the mining industry in Norrbotten employs far more people compared to Västerbotten. Second, Norrbotten as a county is also to a larger extent specialized on mining. Third, iron ore dominates the mining industry in Norrbotten, and considering that it is a bulky product it increases infrastructure and logistics demands. It is thus possible that all of these differences contribute to the stronger employment impact of mining in Norrbotten compared to Västerbotten.
Finally, we would like to stress that in the long run, technological progress will likely continue to reduce the number employees required to operate a mine, and thus also reduce the spill-over effects of mining on the local communities. It is therefore important that communities and regions dependent on mining diversify their economies, and perhaps seek strategies to create so-called mineral clusters which are better equipped to face the challenges faced by mining communities with too much dependence on only extraction.
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