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Abstract
We present a model for random transport along periodic two-dimensional flows and use the concept of
rotation numbers from dynamical systems to prove a functional central limit theorem for this model. The
limiting law turns out to be a stable Le´vy process.
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1. Introduction and results
To model the transport of a particle in a landscape with periodic profile and a finite number
of different winds we propose the following model. We assume that there are K stationary
winds with periodic velocity profile. From time to time the particle gets lifted up by one of
the winds and is transported to another location. The trajectory depends on the wind that carries
the particle. After a random time the particle drops off from the wind and waits for the next lift.
The different winds may occur with different rates and the trip-length might have a distribution
with heavy tails. We allow the tail index to be different for every wind and furthermore, we
assume that the rate at which a particle is lifted into a given wind depends on the location. Most
of the time the particle is at rest and when lifted into the winds it stays in motion only for a
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relatively small period. It is therefore reasonable to assume that the wind transport is modeled by
a jump, where the particle reaches its destination without delay. In the following we introduce a
random-dynamical system which has the properties described above. For the resulting stochastic
process we are able to prove a central limit theorem toward a stable Le´vy process. The theorem
is based on the concept of rotation numbers, which can be attributed to every given periodic
two-dimensional dynamical system. This concept enables us to control the large-scale behavior
of the random-dynamical system.
Let K ≥ 2 and Ψ1, . . . ,ΨK be a collection of periodic flows on R2, which are generated by
a family of periodic C2-vector fields Ξ1, . . . ,ΞK on R2.
Let g1, . . . , gK be positive probability densities onR+ satisfying the following two properties
(1) gi behaves asymptotically like t−1−αi for an αi ∈]0, 1[, i.e.:
gi (t)/t
−1−αi −→ 1 as t →∞.
(2) gi is bounded from below on bounded intervals, i.e.:
inf
s∈]0,t] gi (s) > 0 for all t > 0.
We will denote the corresponding distribution functions by Gi , i = 1, . . . , K .
Further let σi : R2 → R; i ∈ {1, . . . , K } be periodic-positive-continuous functions.
In our model the flows will describe the trajectories of the different winds. The function σi
will describe the rate at which a particle is picked up at a certain location by the flowΨ i . Finally,
the probability density gi will describe the length of the trip along the flow Ψ i .
On a suitable probability space (Ω ,A,P) let (Wn(k))n∈N, 1 ≤ k ≤ K be independent
sequences of iid-random variables with distribution Gk, 1 ≤ k ≤ K . Furthermore, let (T (k)n )n∈N
be independent sequences of iid-random variables having exponential distribution with parameter
one. We assume that both families of sequences are independent. It is well known that if a
random variable T has an exponential distribution with parameter one and σ ∈ R+, then 1
σ
T has
an exponential distribution with parameter σ . We will use this fact to obtain suitable location-
dependent random times for the waiting-time until the particle is lifted into one of the winds.
After fixing a starting-point Lx (0) = x , we define for n ≥ 1 a triple-sequence of random
variables by iteration
Sx (n) = min
{
1
σk(Lx (n − 1))T
(k)
n ; 1 ≤ k ≤ K
}
(1)
κx (n) = min
{
k ∈ {1, . . . , K } : Sx (n) = T (k)n
}
(2)
Lx (n) = Ψκx (n)Wn(κx (n))(Lx (n − 1)). (3)
Since the coefficients σk(x); 1 ≤ k ≤ K are periodic we have that Sx (n), κx (n) are periodic and
that Lx+ei (n) = Lx (n)+ ei for e1 = (1, 0) and e2 = (0, 1).
Now, we define Σ x (n) :=∑nk=1 Sx (k) and
X xt :=
{
x for t < S1
Lx (n) for Σ x (n) ≤ t < Σ x (n + 1).
We thus obtain a stochastic process with paths that are right continuous. Further, we note that
since the exponential distribution has no memory, the random variables X xt+s, t ≥ 0 have for all
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s ≥ 0 the same distribution as X X xst , t ≥ 0; i.e.: the process X has the Markov property with
respect to its canonical Filtration Fot , t ≥ 0.
To the process X we associate a jump process ∆X t := X t − X t− and a random measure
N (ω, ]a, b], A) :=∑a<t≤b 1A(∆X t (ω)). Its compensator is given by
Nˆ (ω, ]a, b], A) :=
k∑
i=1
∫ b
a
Ki (Xs−(ω), A)ds,
where
Ki (x, A) := σi (x)
∫ ∞
0
1A(Ψ iz (x)− x)Gi (dz).
The compensated random measure
N˜ (ω, [0, t], A) := N (ω, [0, t], A)− Nˆ (ω, [0, t], A)
is then an Ft -martingale for all measurable sets A ⊂ R2.
LetΨ : R2 → R2 be a periodic Lipschitz-continuous flow, which is generated by a C2-vector
field Ξ . We assume that the first component of Ξ does not vanish at any point. We denote the
two components of the flow Ψ by Ψ (1) and Ψ (2). It then follows that the limit
R(Ψ) := lim
t→∞
Ψ (2)t (x)
Ψ (1)t (x)
is independent of the initial point x ∈ R2 (see [2, p. 102]). The number R(Ψ) is called the
rotation number. It contains the essential dynamic information of a periodic two-dimensional
dynamical system. We note that the rotation number might eventually be infinite. The following
assumption will make sure, that rotation numbers can be attributed to the flows Ψ1, . . . ,Ψ K .
LT: For all i ∈ {1, . . . , K }, the vector fields Ξi have at least one component which does not
vanish at any point.
The following assumption on the flows Ψ1, . . . ,Ψ K will assure the existence of an invariant
measure for the process X :
IR: At least two of the flows Ψ1, . . . ,Ψ K have different rotation numbers.
We will denote by P the canonical projection from R2 into the torus T2. The Lebesgue
measure on the torus T2 will be denoted by vol. Let E be an arbitrary set. For a periodic function
f : R2 → E there exists a unique function fo : T2 → E with f = fo ◦ P . For a bounded
periodic measurable function f : R2 → R and a Borel measure ν on T2 we introduce the
notation
ν( f ) :=
∫
T2
fo(x)ν(dx).
For x ∈ T2 and t ∈ R we denote Φit (x) := P(Ψ it (xˆ)) where xˆ is an arbitrary point in
the preimage of x with respect to P . Since the process X is a Markov process with periodic
coefficients the projected process X˜ := P(X) is also a Markov process. For an f ∈ L∞(T2) we
define S˜t f (x) := E[ f (X˜ xt )]. The following three propositions will be essential for the proof of
the main theorem.
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Proposition 1. Under the assumption LT the family S˜t , t ≥ 0 is a semigroup of contractions on
L∞(T2). The restriction of S˜t ; t ≥ 0 to C(T2) is a strongly-continuous contraction semigroup
on C(T2).
Proposition 2. Under the assumption IR and LT there exists an invariant probability distribution
pi for X˜ on T2. Furthermore, there exist K > 0 and µ > 0 such that for all f ∈ L∞(T2) with
pi( f ) = 0 one has
‖S˜t f ‖∞ ≤ K e−λt‖ f ‖∞, ∀t ≥ 0.
Indeed, it follows from our proof that the measure pi has a density with respect to the volume
measure vol on T2.
Proposition 3. Under the assumption LT there exists for all i ∈ {1, . . . , K } a periodic,
measurable Ψi -invariant function vi : R2 → R2 such that for all z > 0 and all x ∈ R2 one
has ∣∣∣n−1 (Ψ inz(x)− x)− zvi (x)∣∣∣ −→ 0 as n→∞.
We remark here that if the rotation number of the flow Ψ i is irrational, then there exists a unique
ergodic probability measure mi for the flow Φi on T2 (see [1]). It then follows from the proof of
Proposition 3 and the ergodic theorem, that
vi (x) =
∫
T2
Ξo,i (z)mi (dz) for mi−almost all x ∈ R2.
However, it is unknown to us whether the exceptional set, where this representation does not
hold, is a zero set with respect to vol, i.e.: whether vol is absolutely continuous with respect to
mi . In that case the measure pi would also be absolutely continuous with respect to mi . The above
representation for vi would then hold pi -almost everywhere. This would simplify the integration
in the statement of our main theorem below.
We put αo := min{α1, . . . , αk} and introduce the scaling
X (n)t := n−1/αo (Xnt − X0) .
We denote by D the space of paths ω : R+0 → R2 satisfying for all t ≥ 0
lim
s↓t ω(s) = ω(t) and lims↑t ω(s) exist.
The space D becomes a separable metric space when equipped with the Skorohod topology
(see [9]). The processes X (n) are D-valued random variables.
Theorem 1. Under assumption IR and LT, the sequence X (n) converges for n → ∞ in
distribution with respect to the Skorohod topology to an αo-stable Levy process X∗ with
characteristic exponent
ψo(ξ) :=
∫
R2\{0}
(
ei〈ξ,y〉 − 1
)
ηo(dy),
where the Le´vy measure is given by
ηo(A) :=
∑
αi=αo
∫
R+
∫
T2
1A(zvi,o(u))σi,o(u)pi(du)z−1−αo dz.
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This theorem states that on large scales homogenization occurs. Homogenization theorems
for diffusions with periodic coefficients can be found in the book of Bensoussan, Lions and
Papanicolaou (see [4]). Recently the author generalized their theorem to diffusions driven by
stable Le´vy processes with scaling index α > 1 (see [8]).
2. Proof of Proposition 1
The Lebesgue measure on the real line R will be denoted by λ. In the following we denote the
transition probabilities for X˜ by p(t, x, dy). For a measurable subset A ⊂ T2 and an x ∈ A we
say that the trajectory ΦR(x) traces A if there exists a subset J ⊂ R with λ(J ) > 0 and
ΦJ (x) = ΦR(x) ∩ A.
Lemma 1. For a fixed i ∈ {1, . . . , K }, let T be a random variable with distribution Gi . If for an
x ∈ T2 and a measurable set A ⊂ T2 we have
P(ΦiT (x) ∈ A) > 0
then ΦiR(x) is tracing A.
Proof. This follows from the fact that the distribution Gi has a positive density with respect to
the Lebesgue measure on R+. 
Lemma 2. For all t > 0 and all measurable A ⊂ T2 with vol(A) = 0 one has
vol(x; p(t, x, A) > 0) = 0.
Proof. It is well known that under condition LT, there exist closed curves Γi ; i = 1, . . . , K such
that each flow Φi intersects Γi transversally (see [10]). We denote by `i the length element on
the curve Γi and define the sets
A˜i := {p ∈ Γi ;ΦiR(p) is tracing A}.
It then follows from vol(A) = 0 that `( A˜i ) = 0 for all i ∈ {1, . . . , K }. We define the essential
set
A1i :=
⋃
p∈ A˜i
ΦiR(p)
and note that this is also a zero set with respect to vol. By Lemma 1 the set A1i contains all points
x ∈ T2 that can reach A in one jump along the flow Φi with positive probability. The set
A1 :=
K⋃
i=1
A˜i
then contains all points that reach A in one jump with positive probability. Now, we define the
set
A˜1i := {p ∈ Γi ;ΦiR(p) is tracing A1}
and iterate the previous argument to prove that the set A2 of points, which reach A after two
jumps with positive probability, is also a zero set with respect to vol. Now, we can prove by
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induction that the set Ak of points from T2, that reach A in k jumps with positive probability, is
a zero set with respect to vol. Finally the union
A∗ :=
⋃
k∈N
Ak
turns out to be a zero set with respect to vol. The set A∗ contains the points that reach A after
a finite number of jumps with positive probability. The lemma is proved, since the process X˜
makes only a finite number of jumps until time t almost surely. 
Proof of Proposition 1. It suffices to prove that for f ∈ L∞(T2) we have S˜t f ∈ L∞(T2). If
f ∈ L∞(T2) one has f ≤ ‖ f ‖∞ outside of a zero set N . It follows from Lemma 2 that the set
of points x ∈ T2 where p(t, x, N ) > 0 is a zero set. For all points which do not belong to this
set we have
|S˜t f (x)| ≤ ‖ f ‖∞
∫
N c
p(t, x, dy)+
∫
N
p(t, x, dy)| f (y)| = ‖ f ‖∞ + 0.
This implies ‖S˜t f ‖∞ ≤ ‖ f ‖∞. The semigroup property follows as usual from the Markov
property of the underlying process.
We now prove that for f ∈ C(T2) one has S˜. f ∈ C(R+ × T2). For this we first prove by
induction, that for a fixed x0 ∈ R2 the three functions x 7→ Sx (n), x 7→ κx (n) and x 7→ Lx (n)
are continuous at x0 for P-almost all ω ∈ Ω .
For all n ∈ N the random variables T 1n , . . . , T Kn are independent and exponentially distributed.
This implies that for fixed y0 ∈ R2and n ∈ N the probability of the event
∃k, l ∈ {1, . . . , K } with k 6= l such that 1
σk(y0)
T kn =
1
σl(y0)
T ln
is equal to zero.
If we take y0 = x0 in the above statement, we obtain that almost surely
x 7→ κx (1) = min
{
k ∈ {1, . . . , K } : Sx (1) = T (k)1
}
is locally constant around x0.
It then follows from the continuity of the flows that almost surely
x 7→ Lx (1) = Ψκx (1)W1(κx (1))(x) is continuous at x0.
Moreover, the map
x 7→ Sx (1) = min
{
1
σk(x)
T (k)1 ; 1 ≤ k ≤ K
}
is continuous at x0 for all ω ∈ Ω .
This implies that the map
x 7→ Sx (2) = min
{
1
σk(Lx (1))
T (k)2 ; 1 ≤ k ≤ K
}
is continuous at x0 almost surely.
If we take y0 = Lx0(1) in the above statement, we see that almost surely
x 7→ κx (2) = min
{
k ∈ {1, . . . , K } : Sx (2) = T (2)n
}
is locally constant around x0.
The continuity of the flows then implies that almost surely
x 7→ Lx (2) = Ψκx (2)W2(κx (2))(Lx (1)) is continuous at x0.
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If we iterate this, we obtain the continuity in x0 of the three maps x 7→ Sx (n), x 7→ κx (n) and
x 7→ Lx (n) for P-almost all ω ∈ Ω and all n ∈ N.
Furthermore, we see that the random variables Σ x (n) = ∑nk=1 Sx (k) are almost surely
continuous at x0 and the probability that Σ x0(n) = t0 for an n ∈ N is equal to zero. This
implies that
(t, x) 7→ X xt :=
{
x for t < S1
Lx (n) for Σ x (n) ≤ t < Σ x (n + 1)
is continuous at (t0, x0) almost surely. If f is a continuous periodic function, we have that
x 7→ f (X xt ) is continuous at x0 almost surely. It then follows from the dominated convergence
theorem that x 7→ E [ f (X xt )] is continuous. This implies that S˜. f (x) ∈ C(R+ × T2), i.e.: the
semigroup is defined on C(T2) and strongly continuous. 
Remark. It follows from the previous proof that if f is a bounded measurable function, then
S˜t f is also bounded and we have ‖S˜t f ‖sup ≤ ‖ f ‖sup.
3. Proof of Proposition 2
The condition IR implies that there exist two flows with different rotation numbers. In the
following we will call them Ψ1 and Ψ2.
Lemma 3. There exists a T > 0 such that for every pair x, y ∈ T2 one can find t1, t2 ∈ [0, T ]
such that Φ2t2 ◦ Φ1t1(x) = y.
Proof. Firstly we note that since the two flows have different rotation numbers, one has
Ψ1R(x) ∩Ψ2R(y) 6= ∅ for all x, y ∈ R2.
The boundary of the set V := Ψ1R(]0, 1]2) is composed of two trajectories say β1 = Ψ1R(x1)
and β2 = Ψ1R(x2).
For two integers m and n we define the squares Qm,n :=]m,m + 1]×]n, n + 1] in R2. There
exist squares Qm,n which do not intersect the set V .
It is possible to find a square Qm¯,n¯ such that for all y ∈ Qm¯,n¯ the set Ψ2R−(y) intersects
β+1 := Ψ1R+(x1) and β+2 := Ψ1R+(x2).
If a trajectory Ψ2R−(y) intersects β
+
1 and β
+
2 then it also intersects all trajectories Ψ
1
R+(x)
where x ∈ ]0, 1]2.
It then follows for this particular choice of m¯, n¯ that every element x from [0, 1]2 can be
joined to every element y from Qm¯,n¯ by first moving along the flow Ψ1 for a certain time t1 > 0
and then moving along the flow Ψ2 for a time t2 > 0.
This means that for all x ∈ [0, 1]2 and all y ∈ Qm¯n¯ there exist t1, t2 ∈ R+ such that
y = Ψ2t2 ◦Ψ1t1(x).
Since the squares are bounded and the flows are continuous, there exists a T > 0 such that for
all pairs x, y the two times t1 and t2 are in ]0, T ]. 
In the following we denote the metric distance between to points x, y ∈ T2 by d(x, y).
Lemma 4. There exists a constant C > 0 such that for all i ∈ {1, . . . , K } and s, t ∈ [−T, T ]
d
(
Φit (x),Φ
i
s(y)
)
≤ C(d(x, y)+ |t − s|).
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Proof. The flows Φi are uniformly Lipschitz-continuous on the torus T2, i.e.: there exists a
constant C > 0 with d(Φit (x),Φ
i
s(y)) ≤ Cd(x, y)+|t− s| for all i ∈ {1, . . . , K }, s, t ∈ [−T, T ]
and x, y ∈ T2. 
For an open interval I =]a, b[ we define its length |I | := b − a.
Lemma 5. For all x, y ∈ T2 and all  > 0, there exist i, j ∈ {1, . . . , K } and intervals
I1, I2 ⊂]0, T ] satisfying min(|I2|, |I1|) ≥ /(2C)2 and
Φ2I2 ◦ Φ1I1(x) ⊂ B(y).
Proof. From Lemma 3 it follows that for given x, y ∈ T2 there exists t1, t2 ∈ [0, T ] such that
Φ2t2 ◦ Φ1t1(x) = y. In the following we will need the intermediate point z := Φ1t1(x). Lemma 4
implies thatΦ1t1 B/C (z) ⊂ B(y) andΦ2t2 B/(2C2)(x) ⊂ B/(2C)(z). It then follows thatΦ1I1(z′) ⊂
B(y) for all z′ ∈ B/(2C)(z) and Φ2I2(x) ⊂ B/(2C)(z), where I1 =]t1 − /(4C), t1 + /(4C)[
and I2 =]t2 − /(2C)2, t2 + /(2C)2[. This proves the statement. 
Lemma 6. There exists a δ′ > 0 such that P(X˜ x1 ∈ B) ≥ δ′vol(B) for all x ∈ T2 and all open
balls B in T2.
Proof. Let B be a ball of radius  around an arbitrary point y ∈ T2. It follows from Lemma 5
that if we start in x and if until time one only two jumps take place; the first one of length t ∈ I1
along Φ1 and a second one of length s ∈ I2 along Φ2, then X˜1 is in B. We will give a lower
bound for the probability of this event in terms of the size of the ball B.
We define several events, which will be useful to describe the fact of reaching B in two jumps
along Φ1 and Φ2. The first event
Ax :=
{
min
{
1
σk(x)
T (k)1 , 1 ≤ k ≤ K
}
= 1
σ1(x)
T (1)1 ≤ 1/2
}
,
implies that the first jump takes place before time 1/2 and follows the flow Φ1. The event
Ax (s) :=
{
min
{
1
σk(Φ1s (x))
T (k)2 , 1 ≤ k ≤ K
}
= 1
σ2(Φ1s (x))
T (2)2 ≤ 1/2
}
implies that after the process reached Φ1s (x) the second jump takes place before half a time unit
has elapsed. This guarantees that the particle makes at least two jump until time one, a first one
along Φ1 and a second one along Φ2. The third event
Ax (s, t) :=
{
min
{
1
σk(Φ2t (Φ1s (x)))
T (k)3 , 1 ≤ k ≤ K
}
≥ 1
}
makes sure that after having reached Φ2t (Φ
1
s (x)) the particle rests for more than one time unit
before the next jump takes place. This rules out a third jump of the particle until time one. If we
define
Fi,x (u) =

K∑
k=1
σk(x)
σi (x)
(
1− exp
(
K∑
l=1
σl(x)u
))
for u <∞
1 for u = ∞.
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then we have, since the functions σ1, . . . , σK are bounded from below and above, that
δ1 := inf
x∈T2
P(Ax ) = inf
x∈T2
F1,x (1/2) > 0,
and
δ2 := inf
x∈T2,s∈R
P(Ax (s)) = inf
x∈T2,s∈R
F2,Φ1s (x)(1/2) > 0.
Furthermore we have with
F˜x (u) = 1−
∫ u
0
exp
(
−
K∑
k=1
σk(x)v
)
dv.
that
δ˜ := inf
x∈T2,s,t∈R
P(Ax (s, t)) = inf
x∈T2,s,t∈R
(
1− F˜Φ2t ◦Φ1s (x)(1)
)
> 0.
By independence we have that for all x ∈ T2 and s, t ∈ R
P(Ax ∩Ax (s) ∩Ax (s, t)) = P(Ax )P(Ax (s))P(Ax (s, t)) ≥ δ1δ2δ˜ > 0.
Owing to the above considerations we have
P(X xt ∈ B) ≥
∫
I1
∫
I2
P(Ax ∩Ax (s) ∩Ax (s, t))G1(ds)G2(dt)
≥ δ1δ2δ˜β1β2|I1||I2|,
where β1 := inf{g1(s); 0 < s ≤ T } > 0 and β2 := inf{g2(s); 0 < s ≤ T } > 0. Since Lemma 5
states that |I1| and |I2| are bounded from below by /(2C)2 the lemma follows with
δ′ := β1β2δ˜δ1δ2/(pi(2C)4) > 0. 
We recall that the transition probability for the process X˜ is denoted by p(t, x, dy).
Lemma 7. There exists a δ > 0 such that p(1, x, A) ≥ δvol(A) for all x ∈ T2 and all Borel-
measurable sets A in T2.
Proof. The measure p(1, x, .) on T2 can be identified with a measure on ]0, 1]2. Every rectangle
R in ]0, 1]2 can be decomposed into a countable number of disjoint squares (Qi ). By Lemma 6
we know that there exists a suitable constant δ := δ′pi/4 > 0 such that
p(1, x, Qi ) ≥ δvol(Qi ) for all i ∈ N.
It follows that
p(1, x, R) ≥ δvol(R) for all rectangles R in ]0, 1]2.
The figures F in ]0, 1]2 are the disjoint finite unions of rectangles from ]0, 1]2. The set of figures
F form a ring and it follows from the previous considerations that
p(1, x, F) ≥ δvol(F) for all figures F in ]0, 1]2.
For an arbitrary subset E ∈ ]0, 1]2 one can use the set-system
U(E) :=
{
(Fn); E ⊂
⋂
n∈N
Fn, Fn ∈ F
}
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to define the outer measure
p∗(1, x, E) = inf
(Fn)∈U(E)
∑
n∈N
p(1, x, Fn)
(see [3, p.20]). Hence
p∗(1, x, E) ≥ δvol∗(E) for all subsets E of ]0, 1]2.
The restriction of this inequality to the Borel sets proves the lemma. 
Lemma 8. For all  > 0 there exists an N ∈ N such that for all n > N and all x ∈ T2 there
exist a density function ρ(n, x, y) and a positive measure q(n, x, dy) such that
p(n, x, dy) = ρ(n, x, y)dy + q(n, x, dy) and q(n, x,T2) < .
Proof. We prove by induction that for all n ∈ N one can construct a decomposition of the form
p(n, x, dy) = ρ(n, x, y)dy + q(n, x, dy), where q(n, x,T2) ≤ (1 − δ)n . The first induction
step follows from Lemma 7, since we know that the transition probability p(1, x, dy) can be
decomposed as p(1, x, dy) = δvol(dy) + q(1, x, dy) with q(1, x,T2) = 1 − δ. Now, assume
that the statement holds for a given n ∈ N. It then follows, that
p(n + 1, x, dz) =
∫
T2
p(n, x, dy)p(1, y, dz)
=
∫
T2
ρ(n, x, y)p(1, y, dz)dy +
∫
T2
q(n, x, dy)p(1, y, dz)
=
∫
T2
ρ(n, x, y)p(1, y, dz)dy +
∫
T2
q(n, x, dy)ρ(1, y, z)dz
+
∫
T2
q(n, x, dy)q(1, y, dz).
By Lemma 2, the measure
µ(n + 1, x, dz) :=
∫
T2
ρ(n, x, y)p(1, y, dz)dy
is absolutely continuous with respect to vol(dz) and thus has a density ρ0(n + 1, x, z). We now
define
q(n + 1, x, dz) :=
∫
T2
q(n, x, dy)q(1, y, dz)
and
ρ(n + 1, x, z) := ρ0(n + 1, x, z)+
∫
T2
q(n, x, dy)ρ(1, y, z).
It follows that
p(n + 1, x, dz) = ρ(n + 1, x, z)dz + q(n + 1, x, dz).
Furthermore,
q(n + 1, x,T2) =
∫
T2
q(n, x, dy)q(1, y,T2) ≤ (1− δ)q(n, x,T2) ≤ (1− δ)n+1. 
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The subsequent proof is a generalization of a proof given in [4] for Markov processes with
transition-densities. In our situation no transition-densities exist, since there is a positive
probability that the particle is not lifted into any flow.
Proof of Proposition 2. We denote by S˜t , t ≥ 0 the semigroup generated on L∞(T2) by X˜ . We
defineΠt := ess supx S˜t f (x) and pit := ess infx S˜t f (x). By the Hahn decomposition theorem for
signed measures there exists a measurable set Ax,z ⊂ T2 such that the restriction of the signed
measure p(1, x, dy) − p(1, z, dy) to Ax,z is a positive measure (see [5, p.421]). Obviously one
has Acx,z = Az,x for all x, z ∈ T2. By application of Lemmas 7 and 2 to this, we obtain
Πn+1 − pin+1 = ess sup
z,x
(
S˜n+1 f (x)− S˜n+1 f (z)
)
= ess sup
z,x
∫
T2
S˜n f (y1)(p(1, x, dy1)− p(1, z, dy1))
= ess sup
z,x
(∫
Ax,z
S˜n f (y1)(p(1, x, dy1)− p(1, z, dy1))
−
∫
Acx,z
S˜n f (y1)(p(1, z, dy1)− p(1, x, dy1))
)
≤ sup
z,x
(
Πn
∫
Ax,z
(p(1, x, dy1)− p(1, z, dy1))
− pin
∫
Az,x
(p(1, z, dy1)− p(1, x, dy1))
)
≤ (Πn − pin) sup
z,x
∫
Ax,z
(p(1, x, dy1)− p(1, z, dy1))
≤ (Πn − pin) sup
z,x
(1− δvol(Acx,z)− δvol(Ax,z))
= (Πn − pin)(1− δ).
If we iterate this argument, we obtain (Πn+1 − pin+1) ≤ (1 − δ)n+1(Π0 − pi0). Therefore,
S˜t f converges in sup-norm to a positive linear functional S˜∞ f . Moreover, Riesz representation
theorem leads to the existence of a measure pi with
S˜∞ f =
∫
T2
f dpi
for all f ∈ C(T2) (see [3, p. 212]). We now prove that this identity also holds for all
f ∈ L∞(T2). It is well known that C(T2) is dense in L∞(T2) with respect to the L1-norm.
For an arbitrary f ∈ L∞(T2) let fk be a sequence of elements from C(T2) which converges
toward f with respect to the L1-norm. Without loss of generality we can assume that fk also
converges almost surely with respect to vol toward f . Since there exist uniform upper bounds
for the suprema and lower bounds for the infima of the sequence fk , it follows from the above
considerations that S˜n fk converges uniformly toward
S˜∞ fk =
∫
T2
fkdpi.
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By Lemma 8 and dominated convergence theorem we have as k →∞ that
|S˜n fk − S˜n f | ≤ o(k)+ (1− δ)n .
It then follows that
S˜∞ f = lim
n→∞(S˜n f + (1− δ)
n O(1)) = lim
n→∞ limk→∞ S˜n fk
= lim
k→∞ limn→∞ S˜n fk = limk→∞
∫
T2
fkdpi =
∫
T2
f dpi.
Now, the invariance of pi follows, since one has for all f ∈ L∞(T2)∫
T2
S˜s f dpi = lim
t→∞ S˜t S˜s f = limt→∞ S˜t+s f =
∫
T2
f dpi.
For f ∈ L∞(T2) with pi( f ) = 0, one has
‖S˜t f ‖∞ ≤ ‖S˜[t] f ‖∞ ≤ (Π[t] − pi[t]) ≤ (1− δ)[t](Π0 − pi0)
≤ 2‖ f ‖∞(1− δ)[t] = 2‖ f ‖∞ exp((t − 1) log(1− δ))
≤ K‖ f ‖∞ exp(−µt)
with µ := log((1− δ)−1) > 0 and K := 2e− log(1−δ) > 0. 
Remark. It follows from the previous proof and the remark at the end of the proof of
Proposition 1 that if f : T2 → R is a bounded measurable function with pi( f ) = 0, then
one has ‖S˜t f ‖sup ≤ K e−µt‖ f ‖sup for all t ≥ 0.
4. Proof of Proposition 3
Proof of Proposition 3. Let Φ be a flow, which is generated by a C2-vector field Ξ and satisfies
the assumption LT. Then there exists a closed C2-curve Γ on T2 which intersects every flow-line
of the flow Φ transversally (see [10]). For every point x ∈ T2 there exists a hitting-time
τ(x) := inf{t > 0;Φt (x) ∈ Γ }.
The map Q : Γ → Γ ; p 7→ Φτ(p) is then an order-preserving homeomorphism of Γ . On Γ we
can define the continuous function
F : Γ → R2, p 7→
∫ τ(p)
0
Ξo(Φs(p))ds.
Since Γ is diffeomorphic to S1 it follows from the work of Carleman that for all p ∈ Γ the
Ce´saro-limit
C(p) := lim
n→∞
1
n
(F(p0)+ · · · + F(pn))
exists, where p0 := p and pk := Φτ(pk−1)(pk−1) (see [6]). Consequently for all p ∈ Γ , one has
1
n
∫ n
0
Ξ (Ψs(p))ds = 1n
n−1∑
i=0
F(pi ) −→ C(p) as n→∞.
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We recall the canonical projection P : R2 → T2. For an arbitrary x ∈ R2 we also have as
n→∞
1
n
(Ψn(x)− x) = 1n
∫ n
0
Ξ (Ψs(x))ds = 1n
∫ n
0
Ξo(Φs(P(x)))ds + o(1/n).
This implies
1
n
(Ψn(x)− x) −→ C(Φτ(P(x))(P(x))) as n→∞.
Now for a z > 0 we have as n→∞ that
1
n
(Ψnz(x)− x) = [nz]n
1
[nz]
(
Ψ[nz](x)− x
)+ o(1/n) −→ zv(x),
where
v(x) := C(Φτ(P(x))(P(x))). 
5. Proof of Theorem 1
The proof of the main theorem is inspired from the proof of a central limit theorem for
diffusions with periodic coefficients, which can be found in the book of Bensoussan, Lions and
Papanicolaou (see [4]). However, since we deal with jump-type semimartingales, we have to use
some results from the book of Jacod and Shiryaev (see [9]). Before we start with the proof of our
main theorem, we first want to introduce the characteristics of a general semimartingale.
In order to be able to work with the results from [9], we will need a complete and right-
continuous filtration. In the introduction we mentioned that the process X is a Markov process
with respect to its canonical filtration Fot , t ≥ 0. Moreover, we have seen that X is a Feller
process with right-continuous paths. Therefore, the augmentation Ft , t ≥ 0 of the filtration
Fot , t ≥ 0 with respect to P is a right-continuous complete filtration.
Let Y be a general semimartingale with respect to a complete and right-continuous filtration
Ft , t ≥ 0 (see [9, p.9]). We first need a truncation function which is used to separate large jumps
from smaller ones:
h : Rd → Rd , x 7→
x for |x | < 11|x | x for |x | ≥ 1.
The process Yˇ (h)t :=
∑
s≤t (∆Ys − h(∆Ys)) contains the information on the large jumps
of the process Y . The truncated process Y (h) := Y − Yˇ (h) has the following Doob–Meyer
decomposition:
Y (h)t = Y (h)0 + M (h)t + B(h)t ,
where B(h) is a Ft -predictable process with finite variation and M (h) is a local Ft -martingale
(see [9] p.76).
We call the predictable process B(h) the first characteristic of Y .
For the vector-valued Ft -martingale M (h) we denote by (M (h))T its transpose. The process
M (h) ·(M (h))T is then a matrix-valued process. There exists a uniqueFt -previsible matrix-valued
340 B. Franke / Stochastic Processes and their Applications 119 (2009) 327–346
process C˜ (h) such that the process M (h) · (M (h))T − C˜ (h) is an Ft -martingale. The process C˜ (h)
is called the modified second characteristic of Y .
The third characteristic of Y is the Ft -predictable compensator Nˆ (., dy, dt) of the random
measure N (., dy, dt) associated to the jumps ∆Y of Y .
In the following we only work with a fixed truncation function h. Therefore, we will skip the
h in the notation of the second modified characteristic and the first characteristic of Y . Moreover,
for a random measure ζ on Rd \ {0} × [0,∞[ and a measurable function g : Rd \ {0} → R we
use the convenient notation
(g ∗ ζ )t :=
∫ t
0
∫
Rd\{0}
g(y)ζ(., dy, ds),
whenever the random integrals are defined almost surely (see [9, p.66]).
Now let F (n)t be a sequence of σ -algebras and Y (n) a sequence of F (n)t -semimartingales. We
will denote the three characteristics of Y (n) by B(n), C˜ (n) and Nˆ (n)(ω, dy, dt).
In order to prove the convergence in distribution of Y (n) toward the Ft -semimartingale Y with
characteristics B, C˜ and Nˆ (., dy, dt) with respect to the Skorohod topology we need to prove
that as n→∞ (see [9, p. 459]):
(1) the sequence B(n) converges toward B with respect to sup-norm in probability;
(2) the sequence C˜ (n)t converges toward C˜t in probability for all t ≥ 0;
(3) the sequence (g ∗ Nˆ (n))t converges toward (g ∗ Nˆ )t in probability for all t ≥ 0 and all
bounded g ∈ C(Rd), which vanish in a neighborhood of zero.
For the following we define for bounded-continuous functions f : R2 → R the semigroup
St f (x) := E[ f (X t )|X0 = x], t ≥ 0. The generator A of St , t ≥ 0 has the following expression
A f (x) =
K∑
i=1
∫
R+
(
f (Ψ iz (x))− f (x)
)
σi (x)Gi (dz).
When restricted to periodic-continuous functions the semigroup St , t ≥ 0 can be identified with
S˜t , t ≥ 0.
Lemma 9. For all periodic-continuous functions g : R2 → R satisfying pi(g) = 0 there exists
a unique periodic-continuous function Γ : R2 → R satisfying pi(Γ ) = 0, AΓ = g and
‖Γ‖sup ≤ µ−1‖g‖sup.
Proof. By Proposition 2, the function
x 7→ Γ (x) := −
∫ ∞
0
Ss g(x)ds
is defined for all periodic, continuous functions g : R2 → R. This integral is the resolvent in
zero of the operator A on the Banach space
E := { f ∈ C(R2); f periodic, pi( f ) = 0}. 
Lemma 10. For all bounded-continuous functions f : R2 → R satisfying | f (x)| ≤ |x | in a
neighborhood of zero, we have as n→∞ that∫ nt
0
∫
R2\{0}
f (n−1/αo y)Nˆ (., ds, dy) −→ t
∫
R2\{0}
f (y)ηo(dy) in L2(Ω).
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Proof. First we remark that the function Θi (t) := gi (t)/t−1−αi → 1 as t →∞. It follows that∫ nt
0
∫
R+
f (n−1/αo(Ψ iz (Xs−)− Xs−))σi (Xs−)Gi (dz)ds
= n
∫ t
0
∫
R+
f (n−1/αo(Ψ iz (Xns−)− Xns−))σi (Xns−)Θi (z)z−1−αi dzds
=
∫ t
0
∫
R+
f (n−1/αo(Ψ i
n1/αi z
(Xns−)− Xns−))σi (Xns−)Θi (n1/αi z)z−1−αi dzds.
The Proposition 3 implies that for all  > 0 we can find a measurable set Az ⊂ T2 with
pi(Az) <  such that for all x ∈ R2 satisfying P(x) ∈ Acz we have∣∣∣ f (n−1/αi (Ψn1/αi zi (x)− x))− f (zvi (x))∣∣∣ < .
Further, by the remark after the proof of Proposition 2 for large n ∈ N we have
supx p(ns, x, Az) ≤ pi(Az)+  for all z > 0. Hence, for all z > 0 and s > 0 we have
E
[∣∣∣ f (n−1/αi (Ψ in1/αi z(Xns−)− Xns−))− f (zvi (Xns−))∣∣∣2
]
≤ 2 + 4‖ f ‖2sup(pi(Az)+ ).
It then follows that in L2(Ω) for all z > 0 and s > 0 we have
f
(
n−1/αi (Ψ i
n1/αi z
(Xns−)− Xns−)
)
− f (zvi (Xns−)) −→ 0 as n→∞.
The function f is bounded and equals the identity in a neighborhood of zero. The flow Ψ i is
periodic and Lipshitz-continuous. Therefore, there exists a constant C > 0 such that for all
z > 0, n ∈ N and all x ∈ R2 we have∣∣∣ f (n−1/αi (Ψ in1/αi z(x)− x))− f (zvi (x))∣∣∣ ≤ min(Cz, 2‖ f ‖sup).
For αi = αo, application of the dominated convergence theorem yields that in L2(Ω)
lim
n→∞
∫ nt
0
∫
R+
f (n−1/αo(Ψ iz (Xs−)− Xs−))σi (Xs−)Gi (dz)ds
= lim
n→∞
∫ t
0
∫
R+
f (zvi (Xns−))σi (Xns−)z−1−αo dzds
otherwise if αi > αo
lim
n→∞
∫ nt
0
∫
R+
f (n−1/αo(Ψ iz (Xs−)− Xs−))σi (Xs−)Gi (dz)ds
= lim
n→∞
∫ t
0
∫
R+
f (0)L i (n1/αi z)σi (Xns−)z−1−αi dzds = 0.
Therefore, one has
lim
n→∞
∫ nt
0
∫
R2\{0}
f (n−1/αo y)Nˆ (., ds, dy)
= lim
n→∞
K∑
i=1
∫ nt
0
∫
R+
f (n−1/αo(Ψ iz (Xs−)− Xs−))σi (Xs−)Gi (dz)ds
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= lim
n→∞
∑
αi=αo
∫ t
0
∫
R+
f (zvi (Xns−))σi (Xns−)z−1−αo dzds.
We define
H(x) :=
∑
αi=αo
∫
R+
(
f (zvi,o(x))σi,o(x)−
∫
T2
f (zvi,o(ξ))σi,o(ξ)pi(dξ)
)
z−1−αo dz.
Since H is defined on T2, we can apply Proposition 2 and it follows from the Markov property
that
2
∫ t
0
∫ s
0
E
[
H(X˜ns−)H(X˜nr−)
]
drds
= 2
∫ t
0
∫ s
0
E
[
E[H(X˜ns−)|Fnr ]H(X˜nr−)
]
drds
= 2
∫ t
0
∫ s
0
E
[
(S˜n(s−r)H)(X˜nr−)H(X˜nr−)
]
drds
≤ 2
∫ t
0
∫ s
0
K en(s−r)µ‖H‖2supdrds
= 2K‖H‖
2
sup
nµ
∫ t
0
(1− e−nsγ )ds
≤ 2K t‖H‖
2
sup
nµ
−→ 0 as n→∞.
The L2(Ω ,P)-convergence follows since we have as n→∞
E
[(∫ t
0
H(X˜ns−)ds
)2]
= 2
∫ t
0
∫ s
0
E
[
H(X˜ns−)H(X˜nr−)
]
drds −→ 0. 
Lemma 11. Let Γn : R2 → R2 be a sequence of periodic-continuous functions such that√
n‖Γn‖sup → 0 as n→∞. Then the sequence of martingales
L(n) :=
∫ nt
0
∫
R2\{0}
(Γn(Xs− + y)− Γn(Xs−)) N˜ (., dy, ds)
converges in probability toward the zero path in the Skorohod topology.
Proof. Since the jumps of L(n) are bounded, we do not need any truncation. The second modified
characteristic of L(n) is the previsible 2 × 2-matrix K (n)t such that (L(n))T · L(n) − K (n)t is an
Fnt -martingale. Its entries are given by∫ nt
0
∫
R2\{0}
(
Γ in(Xs− + y)− Γ in(Xs−)
) (
Γ jn (Xs− + y)− Γ jn (Xs−)
)
Nˆ (., dy, ds).
It follows that∣∣∣K˜ lk,nt ∣∣∣ ≤ n4‖Γn‖2sup K∑
i=1
‖σi‖sup
∫ t
0
∫
R+
Gi (dz)ds −→ 0 as n→∞.
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We denote by U (n)(ω, ds, dy) the random measure associated to the jump process ∆L(n)t . Its
compensator is given by the following expression
Uˆ (n)(ω, ]t1, t2], A) =
∫ nt2
nt1
∫
R2\{0}
1A(Γn(Xs− + y)− Γn(Xs−))Nˆ (ω, dy, ds).
Let f : R2 → R be a continuous bounded function vanishing in a neighborhood of zero. There
exists an no ∈ N such that f (Γn(x + y)− Γn(x)) is zero for all n ≥ no. It then follows that∫ t
0
∫
R2\{0}
f (y)Uˆ (n)(ω, ds, dy) =
∫ nt
0
∫
R2\{0}
f (Γn(Xs− + y)− Γn(Xs−))Nˆ (., dy, ds)
converges toward zero as n → ∞. We note that the martingales L(n) have no drift-part. We
have thus proved that the three characteristics of the martingales L(n) converge toward the
characteristics of the zero process. Therefore L(n) converges in distribution toward the constant
zero process (see [9, p.459]). This implies the converges in probability of L(n) toward zero. 
Proof of Theorem 1. Let h : R2 → R2 be a continuous truncation function which is bounded
and equal to the identity in a neighborhood of zero. We define
gn(x) :=
K∑
i=1
∫
R+
h(n−1/αo(Ψ iz (x)− x))σi (x)Gi (dz).
The function gn is periodic and continuous. We define its average with respect to pi by pi(gn). Let
Γn be the unique periodic, continuous solution of AΓn = gn −pi(gn) from Lemma 9. Therefore,∫ nt
0
∫
R2\{0}
h(n−1/αo y)Nˆ (., ds, dy)− ntpi(gn)
=
∫ nt
0
K∑
i=1
∫
R+
h(n−1/αo(Ψ iz (Xs−)− Xs−))σi (Xs−)Gi (dz)ds − ntpi(gn)
=
∫ nt
0
(gn(Xs−)− pi(gn))ds
=
∫ nt
0
AΓn(Xs−)ds
=
∫ nt
0
K∑
i=1
∫
R+
(
Γn(Ψ iz Xs−)− Γn(Xs−)
)
σi (Xs−)Gi (dz)ds
=
∫ nt
0
∫
R2\{0}
(Γn(Xs− + y)− Γn(Xs−)) Nˆ (., dy, ds)
= −
∫ nt
0
∫
R2\{0}
(Γn(Xs− + y)− Γn(Xs−)) N˜ (., dy, ds)+ Γn(Xnt )− Γn(X0).
This implies
X (n)t =
∫ nt
0
∫
R2\{0}
n−1/αo yN (., ds, dy)
=
∫ nt
0
∫
R2\{0}
(
n−1/αo y − h(n−1/αo y)
)
N (., ds, dy)
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+
∫ nt
0
∫
R2\{0}
h(n−1/αo y)N˜ (., ds, dy)+
∫ nt
0
∫
R2\{0}
h(n−1/αo y)Nˆ (., ds, dy)
=
∫ nt
0
∫
R2\{0}
(
n−1/αo y − h(n−1/αo y)
)
N (., ds, dy)
+
∫ nt
0
∫
R2\{0}
h(n−1/αo y)N˜ (., ds, dy)
−
∫ nt
0
∫
R2\{0}
(Γn(Xs− + y)− Γn(Xs−)) N˜ (., dy, ds)
+Γn(Xnt )− Γn(X0)+ ntpi(gn).
Now we define
Y (n) :=
∫ nt
0
∫
R2\{0}
(
n−1/αo y − h(n−1/αo y)
)
N (., ds, dy)
+
∫ nt
0
∫
R2\{0}
h(n−1/αo y)N˜ (., ds, dy)+ ntpi(gn)
and
Z (n) := −
∫ nt
0
∫
R2\{0}
(Γn(Xs− + y)− Γn(Xs−)) N˜ (., dy, ds)+ Γn(Xnt )− Γn(X0).
We see that X (n) = Y (n)+ Z (n). Subsequently we prove that the processes Z (n) converge toward
the zero process in probability with respect to the Skorohod topology.
We have
‖Γn‖sup ≤ µ−1‖gn‖sup −→ 0 as n→ 0,
and therefore the terms Γn(Xnt )−Γn(X0) converge toward zero as n→∞. Moreover, we have
as n→∞
√
n‖Γn‖sup ≤ √nµ−1‖gn‖sup −→ 0.
Then Lemma 11 implies that the martingales
L(n) :=
∫ nt
0
∫
R2\{0}
(Γn(Xs− + y)− Γn(Xs−)) N˜ (., dy, ds)
converge in probability with respect to the Skorohod topology toward the zero process. Thus
Z (n) converges toward zero in probability. In order to prove the theorem we now need to prove
that the processes Y (n) converge in distribution toward X∗ (see [7, p.110]).
To prove the convergence in distribution of Y (n) toward X∗ with respect to the Skorohod
topology we need to prove the convergence of the characteristics of Y (n) toward the
characteristics of X∗ in the following sense (see [9, p. 459]):
(1) B(n) converges toward B∗ with respect to the Skorohod topology;
(2) C˜ (n)t → C˜∗t in probability for all t ≥ 0;
(3) for all g ∈ Cb(R2) vanishing in a neighborhood of zero and for all t ≥ 0 one has as n→∞
that ∫ t
0
∫
R2
g(y)Nˆ (n)(., ds, dy) −→
∫ t
0
∫
R2
g(y)Nˆ∗(., ds, dy) in probability.
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We now turn our attention to the sequence Y (n) and identify its characteristics from the above
decomposition (see [9, p. 157]). The first characteristic B(n) of the process Y (n) with respect to
the truncation function h turns out to be
B(n)t = ntpi(gn) = nt
K∑
i=1
∫
R+
∫
T2
h(n−1/αo(Ψ iz (x)− x))σi (x)pi(dx)Gi (dz).
By Proposition 3 the sequence B(n) converges as n→∞ toward
t
∑
αi=αo
∫
R+
∫
T2
h(zvi,o(x))σi,o(x)pi(dx)z−1−αo dz = t
∫
R2\{0}
h(y)ηo(dy).
This is just the drift of the truncation of the Le´vy process X∗ with respect to h. We now come to
the second modified characteristic of Y (n). For this we note that
M (n)t :=
∫ nt
0
∫
R2\{0}
h(n−1/αo y)
(
N (., ds, dy)− Nˆ (., ds, dy)
)
.
is an Fnt -martingale. Let v be a column-vector in Rd . Transposing v gives a row-vector, that we
will denote vT . The second modified characteristic is the unique Fnt -predictable process C˜ (n)
having the property that (M (n))T · M (n) − C˜ (n) is an Fnt -martingale. The process C˜ is matrix-
valued and has the following entries
C˜ (n),pqt :=
∫ nt
0
∫
R2\{0}
h p(n
−1/αo y)hq(n−1/αo y)Nˆ (., ds, dy),
where h p and hq are the pth resp. qth component of the function h. It follows from Lemma 10
that C˜ (n),pqt converges toward
C˜∗,pqt = t
∫
R+
h p(y)hq(y)ηo(dy)
which is the modified second characteristic of X∗ with respect to the truncation function h. The
third characteristics Nˆ (n)(ω, dt, dy) is the compensator of the random measure Nˆ (n)(ω, dt, dy)
associated to the jump process ∆X (n)t . Integration of a continuous function vanishing in zero
with respect to Nˆ (n)(., dt, dy) gives(
g ∗ Nˆ (n)
)
t
:=
∫ nt
0
∫
R2\{0}
g(n−1/αo y)Nˆ (., ds, dy).
By Lemma 10, the sequence
(
g ∗ Nˆ (n)
)
t
converges toward(
g ∗ Nˆ∗
)
t
= t
∫
R+
g(y)ηo(dy),
where Nˆ∗ is the compensator of the random measure associated to the jump process ∆X∗. The
theorem now follows from the convergence result from [9]. 
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