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Abstract 
Data  Stream Mining  is  the  evolving  field  of  research. Mining 
continuous data streams brings unique opportunities but also new 
challenges. This paper will describe and evaluate the proposed 
classifier which uses ensemble classifier along with the boosting 
concept. Adaptive windowing is also used for handling the data 
stream.  Empirical  study  will show that  the  proposed  classifier 
takes  less  memory,  less  time,  gives  the  good  accuracy  also 
handles the concept drift. 
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1.  Introduction 
 
Data  stream  means  huge  volume  of  data  which  is 
continuously  flowing.  Knowingly  or  unknowingly 
everyone  is  connected  with  the  data  streams.  Whenever 
swapping  the  credit  card  it  generates  the  data  stream. 
There are number of applications which generate the data 
streams like sensors, retailing, telecommunications, ATM 
and  credit  card  transactions,  popular  websites  log.  In 
traditional data mining approach, whole data is stored first 
in memory and then process it and the data is static in the 
nature. But this is not the case in the data stream mining. 
Data streams are huge in volume and continuously flowing 
as  well  as  dynamic  in  nature.  If  want  to  store  the  data 
streams it will exhaust the whole memory in the system 
and it will require more time to process. Also the dynamic 
nature  of  the  data  stream  makes  the  classification  more 
difficult.  So  to  overcome  the  above  problems  there  is 
requirement  of  efficient  algorithms  which  take  less 
memory, less time and also handle the dynamic nature of 
the data stream. The dynamic nature of data stream is also 
known as the concept drift. The underlying concept that 
maps the features to the class labels is changing in the data 
stream.  In data stream the concept may drift gradually or 
suddenly. In the gradual concept drift the time step is taken 
gradually for old concept to be completely replaced with 
the new concept. Similarly in sudden concept drift the time 
step is taken suddenly for old concept is completely  
 
 
replaced with the new. Handling the concept drift is the 
issue in the field of data stream mining. 
 
The paper is organized as follows, Related Work including 
various data stream classification methods are discussed in 
Section 2. Section 3 described the preliminary definitions 
for  the  understanding  of  the  paper.  Proposed  method  is 
described and results are discussed in the Section 4 with 
concluding conclusion in Section 5. 
 
2. Related Work 
 
There  are  number  of  algorithms  used  in  the  literature. 
Domingos  et  al.  [2]  devised  a  novel  decision  tree 
algorithm,  VFDT,  to  overcome  the  long  training  times 
issue.  The  VFDT  algorithm  is  based  on  a  decision  tree 
learning method combined with sub sampling of the entire 
data stream. The size of the sub sample is calculated using 
distribution free bounds called Hoeffding bounds under the 
assumption  that  the  data  is  generated  by  a  stationary 
distribution. For this reason, the method can process each 
example  in  constant  time  and  memory  being  able  to 
incorporate  tens  of  thousands  of  examples  per  second 
using  off-the-shelf hardware.  The  main  drawback  of  the 
VFDT algorithm is its inability to cope with concept drifts. 
Domingos et al. [3] extended VFDT algorithm to CVFDT 
in  an  attempt  to  handle  concept  drift.  The  CVFDT 
algorithm  mines  high  speed  data  streams  under  the 
approach  of  one  pass  mining.  The  one  pass  mining 
approach  does  not  recognize  the  changes  which  have 
occurred  in  the  model  during  the  data  arrival  process. 
Although the CVFDT algorithm seems to be an effective 
method  for  incremental  updating  of  the  classification 
model induced from a dynamic data stream, the claim is 
that the accuracy of such an incremental model cannot be 
greater than the best sliding window model. Freund and 
Schapire et. al. [1] introduced a new “boosting” algorithm 
called  AdaBoost  which,  theoretically,  can  be  used  to 
significantly  reduce  the  error  of  any  learning  algorithm 
that consistently generates classifiers whose performance 
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introduced the related notion of a “pseudo-loss” which is a 
method  for  forcing  a  learning  algorithm  of  multi-label 
concepts to concentrate on the labels that are hardest to 
discriminate. It is basic boosting algorithm. Wang et. al. 
[4]  proposed  a  weighted  classifier  ensemble  to  mine 
streaming data with concept drifts. Instead of continuously 
revising  a  single model, train  an  ensemble  of  classifiers 
from sequential data chunks in the stream. This technique 
shows that, in order to avoid overfitting and the problems 
of  conflicting  concepts,  the  expiration  of  old  data  must 
rely on data’s distribution instead of only on their arrival 
time.  The  ensemble  approach  offers  this  capability  by 
giving  each  classifier  a  weight  based  on  its  expected 
prediction accuracy on the current test examples. Masud 
et.  al.  [5]  proposed  a  multi-partition,  multi-chunk 
ensemble classifier based data mining technique to classify 
concept-drifting  data  streams.  Existing  ensemble 
techniques in classifying concept-drift data streams follow 
a single-partition, single-chunk approach, in which a single 
data chunk is used to train one classifier. In this approach, 
method  to  train  a  collection  of  v  classifiers  from  r 
consecutive  data  chunks  using  v-fold  partitioning  of  the 
data, and build an ensemble of such classifiers.  
 
This  is  a  generalized  multi-partition,  multi-chunk 
ensemble technique that significantly reduces the expected 
classification  error  over  the  existing  single-partition, 
single-chunk ensemble methods. The Streaming Ensemble 
Algorithm  (SEA)  [6]  copes  with  concept  drift  with  a 
bagging ensemble of C4.5 classifiers. SEA reads a fixed 
amount of data and uses it to create a new classifier. If this 
new classifier improves the performance of the ensemble, 
then  it  is added.  However, if  the  ensemble  contains  the 
maximum  number  of  classifiers,  then  the  algorithm 
replaces  a  poorly  performing  classifier  with  the  new 
classifier. Performance is measured over the most recent 
predictions and is based on the performance of both the 
ensemble and the new classifier. Unfortunately, there are 
problems with this approach. One is that members of the 
ensemble  stop  learning after  being  formed. This  implies 
that a fixed period of time will be sufficient for learning all 
target concepts. In addition, if concepts drift during this 
fixed period of time, the learner may not be able to acquire 
the  new  target  concepts.  Finally,  replacing  the  worst 
performing classifier in an unweighted ensemble may not 
yield the fastest convergence to new target concepts. It is 
general method based on the Weighted Majority algorithm 
for  using  any  online  learner  for  concept  drift.  Dynamic 
Weighted Majority (DWM) [7, 8] maintains an ensemble 
of base learners, predicts using a weighted majority vote of 
the  experts.  The  algorithm  begins  by  creating  a  set  of 
experts  and  assigning  a  weight  to  each.  When  a  new 
instance  arrives,  the  algorithm  passes  it  to  expert  and 
receives  a  prediction  from  each  expert.  The  algorithm 
predicts based on a weighted majority vote of the expert 
predictions. If an expert incorrectly classifies the example, 
then the algorithm decreases its weight by a multiplicative 
constant. Oza et. al. [9, 10] proposed online bagging and 
boosting  methods.  Online  bagging  is  a  good 
approximation  to  batch  bagging  to  the  extent  that  their 
base  model  learning  algorithms  produce  similar  models 
when  trained  with  similar  distributions  of  training 
examples. Given a training dataset T of size N, standard 
batch  bagging  creates  M  base  models.  Each  model  is 
trained  by  calling  the  batch  learning  algorithm  Lb  on  a 
bootstrap  sample  of  size  N  created  by  drawing  random 
samples with replacement from the original training set.  
 
The  online  boosting  algorithm  [9,  10]  is  designed  to 
correspond  to  the  batch  boosting  algorithm,  AdaBoost.  
AdaBoost  generates  a  sequence  of  base  models   h1, 
h2,…,hM using weighted training sets (weighted by D1, D2, 
…,DM ) such that the training examples misclassified by 
model hm-1 are given half the total weight when generating 
model hm and the correctly classified examples are given 
the remaining half  of  the  weight.  When  the  base model 
learning  algorithm  cannot  learn  with  weighted  training 
sets, one can generate samples with replacement according 
to Dm. In AdaBoost, an example's weight is adjusted based 
on the performance of a base model on the entire training 
set  while  in  online  boosting;  the  weight  adjustment  is 
based  on  the  base  model's  performance  only  on  the 
examples  seen  earlier.  OzaBagAdwin  [11]  is  the  online 
bagging method of Oza and Rusell with the addition of the 
ADWIN algorithm. When a change is detected, the worst 
classifier of the ensemble of classifiers is removed and a 
new classifier is added to the ensemble. UCVFDT [12] i.e. 
Uncertainty-handling  and  Concept-adapting  Very  Fast 
Decision Tree method is based on CVFDT technique. C. 
Liang  has  proposed  this  method.  This  is  an  extended 
version of DTU and CVFDT. This method is mainly used 
for uncertain data. So this is especially suitable for real life 
applications. 
 
3. Preliminary Definitions 
 
3.1 Ensemble Classifier 
Ensemble Classifier use a combination of models to obtain 
better predictive performance than the single model. Each 
combines  a  series  of  m  learned  models  or  classifiers 
h1,……,hm with the aim of creating an improved composite 
model. Boosting can be used for the classification.. 
 
3.2 Boosting 
Boosting[10]  is  a  somewhat  more  complex  process  that 
generates a series of base models h1,……,hm. Each base 
model  hm is  learned  from  a  weighted  trained  set  whose 
weights are determined by the classification errors of the 
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misclassified by hm-1are given more weight in the training 
set  for  hm.,  such  that  the  weights  of  all  misclassified 
examples constitute half the total weight of the training set 
 
3.3 Adaptive Windowing 
Adaptive  Windowing  ADWIN[11]  is  a  change  detector 
and  estimator  that  solves  in  a  well-specified  way  the 
problem of tracking the average of a stream of bits or real-
valued numbers. ADWIN keeps a variable length window 
of recently seen items, with the property that the window 
has  the  maximal  length  statistically  consistent  with  the 
hypothesis “there has been no change in the average value 
inside  the  window”.  ADWIN  automatically  detects  and 
adopts to the current rate of change. 
4. Empirical Results 
4.1 Proposed Method 
This proposed ensemble classifier is using the concept of 
boosting and Adaptive windowing. The figure 1 shows the 
Algorithm  for  the  proposed  Method.  There  are  the 
h1,……,hm      models  in  the  ensemble  where  m  Є  {1,  2, 
3,….,N}.  The  d  is  the  data  used  for  training  the  model. 
Firstly  the  input  data  is  given  to  the  proposed  method, 
ADWIN will divide the window in two sub windows and 
finding the change. If change is detected then it keeps the 
new  window  and  dropping  the  old  window  and  also 
generating the change alarm else proceed simply. Weight is 
assigned to ach example from the data used for training.  
 
Every model of the ensemble try to classify the data. If it 
classify  correctly  then  the  weight  of  correctly  classified 
example will decreased and if it misclassify the example 
then the weight of misclassify example will increased. In 
this  way  the model is trained. If the  size  of  ensemble is 
equal  to  the maximum  size  of  ensemble in that  case  we 
need to update the ensemble by adding a new model by 
replacing the weaker model in the ensemble. 
 
Fig. 1  Proposed Method 
4.2 Implementation and Analysis  
The proposed method is implemented and tested for the 
synthetic data Hyperplane which is generated by the MOA 
framework.  In  which  total  no.  of  attribute  is  10,  the 
1000000 instances has been taken for two class problem. 
The drift has been added to the data. We are varying the 
ensemble  size  and  analyzing  the  performance  of  the 
proposed  method.  The  performance  can  be  evaluated  in 
terms of accuracy, time and memory.  
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Fig. 2  Performance evaluation in terms of Accuracy 
 
Fig. 3  Performance evaluation in terms of Time 
 
Fig. 3  Performance evaluation in terms of Memory 
Figure 2 shows that when the ensemble size is increasing 
from 8 to 15 the accuracy of the proposed method is also 
increasing. In figure 3 performance is evaluated in terms 
of  time.  When  the  ensemble  size  is  increased  the  time 
required to process data is also increased. Figure 4 shows 
that  the  requirement  of  memory  while  varying  the 
ensemble size. In this way the performance of proposed 
method is analyzed when the ensemble size is 8, 9, 10, 11, 
12, 13, 14 and 15.  
We  have  compared  the  proposed  method  with  the  well 
known  algorithms  OzaBag,  OzaBoost  and 
OzaBagADWIN  in  terms  of  again  accuracy  time  and 
memory.  For  that  we  have  used  100000,  1000000  and 
10000000 number of instances. The drift 0.0010 is added.   
 
Fig. 5 Comparisons in terms of Accuracy 
 
Fig. 6 Comparisons in terms of Time 
 
Fig. 7 Comparisons in terms of Memory 
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The  figure  5  shows  the  comparison  of  the  OzaBag, 
OzaBoost,  OzaBagADWIN  with  the  proposed  method 
where the proposed method have the higher accuracy as 
compared  to  other  algorithm.  In  figure  6  the  proposed 
method  takes  the  less  time  as  compared  to  the  other 
algorithms. Figure 7 shows the comparison of algorithms 
in  terms  of  memory  requirement  again  the  proposed 
method takes the less memory. 
5. Conclusion 
We  conducted  extensive  experiments  on  synthetic  data 
stream. Our goal is to compare the proposed method, to 
evaluate  the  impact  of  the  concept  drifts  on  prediction 
accuracy, time and memory and to analyze the advantage 
of our approach over alternative methods such as Ozabag, , 
OzaBoost and OzaBagADWIN. The paper has described 
the proposed method in detail. The Proposed Method has 
been implemented, analyzed and compared with the other 
algorithms. The results shows that the proposed method is 
taking  less  time,  less  memory  and  giving  the  higher 
accuracy  as  compared  to  the  other  algorithms.  It  shows 
that the proposed method can also handle the concept drift 
properly.  
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