The main objective of this work is to develop a music emotion recognition technique using Mel frequency cepstral coefficient (MFCC), Auto associative neural network (AANN) and support vector machine (SVM). The emotions taken are anger, happy, sad, fear, and neutral. Music database is collected at 44.1 KHz with 16 bits per sample from various movies and websites related to music. For each emotion 15 music signals are recorded and each one is by 15sec duration. The proposed technique of music emotion recognition (MER) is done in two phases such, i) Feature extraction, and ii) Classification. Initially, music signal is given to feature extraction phase to extract MFCC features. Second the extracted features are given to Auto associative neural networks (AANN) and support vector machine (SVM) classifiers to categorize the emotions and finally their performance are compared. The experimental results show that MFCC with AANN classifier achieves a recognition rate of about 94.4% and with SVM classifier of about 85.0% thus outperforms SVM classifier.
INTRODUCTION
Music plays an important role in human history and almost all music is created to convey emotion. Music organization and retrieval by emotion is a meaningful way for accessing music information. Many issues for music emotion recognition have been addressed by different disciplines such as psychology, physiology, musicology and cognitive science [1] - [3] . Emotion recognition from music signal is a difficult task due to the following reasons -First, emotion observation is basically subjective and people can recognize different emotions for the same song. Second, it is not easy to express emotion in a worldwide way because the adjectives used to describe emotions may be unclear, and the use of adjectives for the same emotion can vary from person to person. Third, it is still hard to know how music evokes emotion.
Music expressed as a language of emotions. The emotions are divided into three categories: expressed emotion, perceived emotion and evoked emotion [4] . The first refers that the performers communicate with listeners and the later two, responses of the listeners. Music emotion recognition (MER) system recognizes the perceived emotion, become relatively invariant to the context (environment, model) of listening. MER fall under two categories namely categorical approach and dimensional approach. The former divides emotion into a handful of classes and trains a classifier to predict the emotion of a song and the latter describes emotion with arousal and valance plane as the dimensions. Many of the researches employ any one of the system. An important step in MER is feature extraction and classification. The importance in determination of feature extraction from audio signals is in the sense that they represent the music well and computation can be carried out efficiently. Much of work on extraction of features from music devoted to timberal texture features. MFCC is the well known timberal texture feature which is the highest performing individual feature used in speech recognition, can be examined for modeling of music. MER useful in many applications like music information retrieval, neurobiology and in music understanding.
The goal of this paper is to propose an efficient system for recognizing the five emotions of music content. First step is to analyze the musical feature MFCC and mapped them into five categories of sad, happy neutral, angry and fear. Secondly auto associative neural network is adopted as a classifier to train and test for recognition the five emotions and compared with the support vector machine. This paper is organized as follows: A review of literature on music emotion recognition is given in Section 2. Section 3 explains the MFCC feature extraction process from the input music signal. Section 4 gives the details of AANN model for emotion recognition. Section 5 explains the SVM model for emotion recognition. Experiments and results of the proposed work are discussed in Section 6. Summary of the paper and the future directions for the present work are provided in the last section of the paper.
for music emotion recognition and some other researchers used hidden markov model (HMM), vector quantizer (VQ), linear prediction cepstral coefficient (LPCC). The AANN classifier is not much explored for music emotion recognition. Hence this work compares the performance of AANN classifier with the most used SVM classifier for recognizing the emotion present in the music signal.
FEATURE EXTRACTION

Mel Frequency Cepstral Coefficients (MFCC)
The MFCC -the dominant features used for speech recognition is examined for modeling music. MFCC is based on acoustic feature of content-based audio analysis [16] . MFCC is a short-term spectral-based feature contains much information. This section describes the process of extracting MFCC from the given input music signal. The procedure of MFCC computation is shown in Figure 1 and steps are described as follows [17] : Pre-emphasis: Pre-emphasis refers to a systematic process designed to increase the magnitude of higher frequencies with respect to the magnitude of the lower frequencies. This process will increase the energy of the signal at higher frequency, as they are weak in music signal. The output of the pre-emphasis ŝ (n) is related to the input s(n) by the difference equation as stated in equation (1):
The most common value for  is around 0.95. The frequency of signals before pre-emphasis and after pre-emphasis is shown in Figure 2 . Here x label denotes frequency and y label denotes energy. Frame blocking: Framing enables the non-stationary music signal to be segmented into quasi-stationary frames. It is because, music signal is known to exhibit quasi-stationary behavior within the short period of time. In this step the preemphasized music signal, s(n) is blocked into frames of N samples, with adjacent frames being separated by M samples. As stated in (2) the l th frame music is denoted by x(n), and there are L frames within the entire music signal,
Where each frame (as denoted by A in Figure 3 ) is 20ms in duration with an overlap of 10ms (as denoted by B in Figure  3 ) between adjacent frames. Here x label denotes samples and y label denotes amplitude. Windowing: The concept of windowing is to minimize the signal discontinuities at the beginning and the end of the frame. The window is defined as w(n), 0  n  N -1, where Hamming window is used in this work:
By using the equation (3) the windowing (as denoted by C) of a frame is shown in Figure 4 . 
Computing mel spectral coefficients: The bank of filters according to Mel scale as shown in Figure 5 . This figure shows a mel filter bank consists of overlapping triangular filters with the cutoff frequencies determined by the center frequencies of the two adjacent filters. Then, each filter output is the sum of its filtered spectral components. The following equation (5) is used to compute the Mel for given frequency f in HZ: Discrete Cosine Transform: This is the process to convert the log Mel spectrum into the time domain.
Delta energy and delta spectrum: The music signal and the frame changes, such as the slope of a formant at its transitions. Therefore, there is a need to add features related to the change in cepstral features over time. 13 delta or velocity features (12 cepstral features Therefore, there is a need to add features related to the change in cepstral features over time. plus energy), and 39 features a double delta or acceleration feature are added. The energy in a frame for a signal s(t) in a window from time sample t 1 to time sample t 2 , is represented by:
Each of the 13 delta features represents the change between frames in the equation (6) corresponding cepstral or energy feature, while each of the 39 double delta features represents the change between frames in the corresponding delta features.
AANN MODEL FOR MUSIC EMOTION RECOGNITION
AANN models are basically feed forward neural network (FFNN) models which try to map an input vector onto itself [18] , [19] . It consists of an input layer, an output layer and one or more hidden layers.
The number of units in the input and output layers are equal to the size of the input vectors. The number of units in the hidden layer is less than the number of units in the input or output layers. The middle layer is also the dimension compression layer. The activation function of the units in the input and output layers are linear, whereas the activation function of the units in hidden layer can be either linear or nonlinear.
Fig 6: Five layer auto associative neural network.
A three layer AANN model clusters the input data in the linear subspace, whereas a five layer AANN model captures the nonlinear subspace passing through the distribution of the input data. Studies on three layer AANN models show that the nonlinear activation function of the hidden units clusters the input data in a linear subspace [20] . The weights of the network will produce small errors only for a set of points around the training data. When the constraints of the network are relaxed in terms of layers, the network is able to cluster the input data in the nonlinear subspace. Hence a five layer AANN model as shown in Figure 6 is used to capture the distribution of the feature vectors in our study.
The performance of AANN models can be interpreted in different ways, depending on the problem and the input data. If the data is a set of feature vectors in the feature space, then the performance of AANN models can be interpreted either as linear and nonlinear principal component analysis (PCA) or distribution capturing of the input data [21] , [22] .
During AANN training, the weights of the network are adjusted to minimize the mean square error obtained for each feature vector. If the adjustment of weights is done for all feature vectors once, then the network is said to be trained for one epoch. During the testing phase, the features extracted from the test data are given to the trained AANN model to find its match.
SVM MODEL FOR MUSIC EMOTION RECOGNITION
Support vector machine (SVM) is based on the statistical learning theory of Vapnik [23] and quadratic programming. The aim of SVM classifier is to devise a computationally efficient way of learning 'good' separating hyperplanes between different classes in a high dimensional feature space. SVM is used to identify a set of linearly separable hyperplanes which are linear functions of the high dimensional feature space.
The basic idea is to transform input vectors into a high dimensional feature space using a nonlinear transformation, and a linear separation in feature space.
To construct a nonlinear support vector classifier, the inner product (x, y) is replaced by a kernel function K (x, y): 
The SVM has two layers. During the learning process, the first layer selects the basis K(x i ; x), i =1; 2; . . . ;N from the given set of bases defined by the kernel; the second layer constructs a linear function in this space. The SVM algorithm can construct a variety of learning machines by use of different kernel functions [24] . Some of the most frequently used kernel functions are shown in Table 1 . Let {x i , y i } for i = 1, 2,., N denote the training data set where y i is the target output for training data x i . SVM training can be posed as the constrained optimization problem which maximizes the width of the margin and minimizes the structural risk (described by w) and it is given by: The basic form of a SVM classifier can be expressed as: (14) where z is the test input vector, w is a vector normal to the hyperplane and b is the bias. The feature space is produced from the feature mapping function (.).
From (13) and (14), the SVM classifier equation for the test data z can be expressed as [26] :
where K(x sv , z) = ( T (x sv ) (z)) is a kernel function that maps the input into higher dimensional feature space. Figure 7 shows the block diagram for the SVM classifier. 
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RESULTS AND DISCUSSION
Music Database
The five basic emotions taken for the study are; fear, happy, angry, sad and neutral(shown in Figure 8 ) For each emotion 15 music files are collected with 15s duration, 44.1 kHz sampling frequency, mono and 16 bit rate. The music file is collected in the mp3 format and converted into wav format using Praat software. 
O'CLOCK HOP (by LynneMusic)
The database for the music emotion gathered from various movies and from various websites related to music emotions shown in Table 2 .
Fig 8: Types of music emotion files
From the following datasets 80% used for training and 20% used for testing.
Emotion Recognition using MFCC
The input music data are first pre-emphasized using a firstorder digital filter and separated into 20ms frame with an overlap of 10ms between adjacent frames using Hamming window as described in the Section 3. The MFCC feature vectors are extracted for all input music signals and given to the AANN and SVM models for training and testing. The MFCC output for the fear emotion and sad emotion music input shown in Figure 9 (a) and 9(b). The difference in the output of emotions may be noted in the Mel-Cepstrum coefficients. 
Recognizing Emotion using AANN Model
In this emotion recognition (ER) work, five AANN models are created for representing the five emotions: Anger (A), Fear (F), Happy (H), Neutral (N) and Sad (S) using the MFCC feature vectors.
The block diagram of the emotion recognition system using AANN models is shown in Figure 10 . For evaluating the performance of the ER system, the feature vectors derived from the input music signal are given as input to five AANN models. The output of each model is compared with the input to compute the normalized squared error.
The normalized squared error (e) for the feature vector y is given by, ,
where o the output vector is given by the model. The error e is transformed into a confidence score (s) using s=exp (-e). The average confidence score is calculated for each model. The category of the emotion is decided based on the highest confidence score.
The training and testing of emotional speech data were done using the AANN structure 39L 50N 16N 50N 39L. The confusion matrix for five emotions using this structure is shown in the 
Recognizing Emotion using SVM Model
In evaluation of emotions using SVM model five models are created for representing the emotions: Anger (A), Fear (F), Happy (H), Neutral (N) and Sad (S) using the MFCC feature vectors.
Fig 10. Recognition of emotion using AANN and SVM models.
The block diagram of the emotion recognition system using SVM models is shown in Figure 10 . For evaluating the performance of the ER system testing feature vectors are given for each model. The training and testing is performed on each model to recognize the music emotion.
Training
Training is the process to learn from training samples by adaptively updating their values. MFCC features are given as input to the SVM. The SVM is trained in multi class mode, where the class labels 0, 1, 2, 3 and 4 represents anger, happy, sad, fear and neutral respectively
The combined format of the trained data is summarized and shown in matrix form in Figure 11 . Where n is the number of feature vectors, d is dimension of each feature vector (Number of features), last column denotes category of emotion.
Testing
For testing, MFCC features which are not trained are given as input to the SVM model. The SVM model produces the category for each music file and the majority rule is used to decide the category of the emotions.
The confusion matrix for five emotions is shown in the Overall performance of SVM =85.0%
Comparison of Models
The AANN and SVM models are compared to music emotion recognition. The feature vectors are extracted from the music signals using MFCC. The extracted features are recognized using AANN and SVM model. The training and testing are performed separately for each model. The performance of recognition for each emotion using AANN and SVM model is shown in Fig. 12 . The percentage of recognition from the Figure 13 , shows that AANN model recognizes the emotions anger, fear, neutral and sad better than the SVM model. With the AANN model the average recognition performance is about 94.4% and with the SVM model average recognition performance is about 85.0%. Experimental results show that music emotion recognition can be achieved using MFCC and AANN and outperforms SVM. 
SUMMARY AND CONCLUSIONS
In this paper, the basic five emotions angry, happy, sad, fear and neutral were considered. The music signal database for this work was collected at 44. 
