We present a spatial adaptive asynchronous algorithm for fringe pattern demodulation. The proposed algorithm is based on the standard five-step asynchronous method with the one modification that we select the best sample spacing for each point of the fringe pattern. As we show, the frequency response of any asynchronous method depends on the sample spacing. This interesting behavior is used to select the best sample spacing as the one that gives the biggest response for each location. The overall result is a spatial demodulation algorithm with an improved frequency response compared to the existing ones. We show the feasibility of the proposed method with theoretical analysis as well as experimental results.
Introduction
Many optical measurement techniques rely on the extraction of the phase of a fringe pattern in order to determine the quantity to be measured [1] . Examples of these techniques are found in holography, interferometry, moiré methods, and photoelasticity [1] [2] [3] . To extract the information codified in a fringe pattern, researchers have developed many procedures that are known in the literature as phase evaluation methods (PEMs) [1] . In recent years, considerable efforts have been devoted to the search for fully automatic PEMs that would be faster, more reliable, and more robust than the existing ones.
Among the existing PEMs there are a large number of techniques that can be classified as phase-sampling algorithms (PSAs) [1] [2] [3] . The goal of these PSAs is to extract the phase of a fringe pattern from a set of irradiance samples fI j g j¼1;2;…N that differ only on a phase shift between consecutive samples. If we assume a sinusoidal model for the fringe pattern [1] , the irradiance of a sample is given by the following equation:
where a is the background, b is the fringe modulation, φ is the fringe pattern phase, and a j is the phase jumps. PSA techniques can be classified according to the nature of the phase jumps. We will talk of synchronous PSAs if all the phase jumps fα j g j¼1;2;::N are known [2, 3] . Otherwise, if the phase jumps are unknown, then an asynchronous PSA must be employed to demodulate the phase [2] . A wide variety of asynchronous phase sampling algorithms (also named self-calibrating PSAs [4] or compensated relative phase shift PSAs [1] ) can be found in the literature, such as the five-step algorithm [4, 5] or the four-step algorithm attributed to Carré [6] . These algorithms usually assume that locally the phase jump between samples is constant with a spatial frequency ω, that is, α j ¼ ωj. Therefore, introducing ω as an additional unknown, the phase can be demodulated through algebraically exact expressions. These asynchronous (or self-calibrating) PSAs return the wrapped phase W½φ and an estimation of the phase sampling frequency ω as algebraic functions of the set of irradiance samples. For example, the wrapped phase and frequency ω of Carré's algorithm are given by
This scheme is valid for all the asynchronous PSAs, so for any of these algorithms, tan φ is calculated as the quotient of two functions, uðI j Þ and vðI j Þ. It is well known that in the presence of noise the phase extraction reliability depends on the frequency response mðωÞ [3, 7] defined as
According to [3] , Eq. (2a) renders reliable results when mðωÞ is maximum. For example, in the case of Carré's algorithm, frequency response is given by
So, the optimum working point is a ω ¼ 55% sample, which is the maximum of Eq. (4). This coincides with the well-known result that the samples in the Carré method should be separated by 110°to obtain optimum performance in front of additive noise. In general, for any asynchronous method, we will always find an optimum frequency for which the response is maximum. Therefore, a desirable goal in the design of asynchronous PSA is to find algorithms with the greatest frequency bandwidth.
In a previous paper, Crespo et al. [7] have developed a method to design an asynchronous algorithm optimized for wide frequency response using a technique based on Fourier analysis. Although this technique allows the designing of asynchronous PSAs with arbitrary frequency response, the resulting algorithms are not algebraically exact. This means that, although the algorithms present optimum noise rejection properties, the phase is affected by algebraic errors.
To overcome this problem, we propose in this paper a new adaptive asynchronous PSA based on the standard five-step asynchronous algorithm [4, 5] . With the proposed adaptive algorithm, we get an improved frequency response while retaining the exact algebraic nature of the algorithm. Therefore, in the spatial domain, we can demodulate fringe patterns with high frequency dynamic range. We must point out that the idea presented can be easily adapted to similar asynchronous algorithms, such as Carré's. Alternative techniques found in the literature are the windowed Fourier transform [8] and wavelet transform analysis [9, 10] . In these techniques, a space frequency analysis is performed locally that increments the dimensions of the problem to be solved. The proposed method, although adaptive in nature, retains the simplicity of the classical phase-sampling techniques.
In Section 2 we present the theoretical foundations of the method. Experimental results are shown in Section 3 and, finally, conclusions are given at the end of the paper.
Adaptive Asynchronous Algorithm for Fringe Pattern Demodulation
For the sake of clarity, we will make a one-dimensional (1D) analysis, but our results can be extended straightforwardly to the two-dimensional (2D) case. In the case of the five-step asynchronous method, the irradiance samples around the point of interest (j ¼ 3) are given by
so the phase can be demodulated by [5, 3] 
where signðÞ stands for the sign function. From Eqs. (5) and (6), u and v are given as [5] u ¼ 4b sin φ sin 2 ω;
Therefore, by Eq. (4), the frequency response is given by
According to Eq. (8), the frequency response depends on the spatial frequency ω. It can be demonstrated that the response reaches its maximum when ω ¼ π=2 rad= sample, which is the well-known [5, 7] optimum working point for the five-step asynchronous algorithm. Conversely, frequency response is very low for the extreme frequencies, when ω is close to 0 and π rad=sample, respectively. For a real fringe pattern, this means that unless the spatial frequency is close to ω ¼ π=2 rad=sample, the reliability of the recovered phase will be low.
In the case of a phase pattern with a dominant spatial frequency of π=4 rad=sample, the straightforward solution will be the spatial decimation by 1 pixel of the irradiance signal, so the spatial frequency becomes π=2 rad=sample. After this, we would apply the fivestep algorithm. Decimation by 1 pixel consists of throwing away one of every two samples. However, in real cases, the dominant spatial frequency is not known or, simply, the fringe pattern is not monochromatic. Therefore, this simple decimation strategy must be changed to make it local and adaptive.
The irradiance samples obtained with a decimation of Δ − 1 pixel will be
If we set Δ ¼ 1, we have the standard five-step algorithm; setting Δ ¼ 2 is equivalent to decimation by one pixel, setting Δ ¼ 3 decimates by two pixels, and so on. As can be seen in Eq. (9), the decimation is equivalent to change ω by ωΔ. Therefore, the frequency response for this signal would be mðΔ; ωÞ ¼ 4bsin 2 ðωΔÞ: ð10Þ
In Fig. 1 , we have represented the response mðΔ; ωÞ as a function of the spatial frequency ω for different values of Δ. These plots show explicitly the correctness of our previously intuitive discussion about decimation. In effect, for Δ ¼ 2, the maximum response is obtained at π=4 rad=sample instead of π=2 rad= sample. Moreover, another maximum response is obtained at 3π=4 rad=sample, which is a nonintuitive and very interesting result. Therefore, as it is show in Fig. 1 , changing the decimation factor Δ allows the asynchronous method tuning for different spatial frequencies in the range [0; π]. The adaptive demodulation method proposed consists of selecting the best decimation factor Δ for each location. The best decimation factor would be the one that maximizes the frequency response mðΔ; ωÞ for each point. In this way, for the three decimation factors in Fig. 1 , the response of the adaptive method will be the thick line plot. Mathematically, as we vary Δ, we get a set of wrapped phase values W½φðΔÞ; Δ ¼ 1:::N, each one with a corresponding frequency response mðΔÞ. Then, the optimum decimation factor δ will be one that leads to a maximum frequency response, that is, δ ¼ fΔjmðΔÞ ¼ max½mð1Þ; mð2Þ; …mðNÞ g: ð11Þ
And the phase for this point will be W½φðδÞ. The procedure is repeated for every point of the fringe pattern.
To summarize, the proposed algorithm can be specified in the following steps (see flow chart depicted in Fig. 2 
2. Determine the optimum decimation factor δ using the condition stated in Eq. (11).
3. The wrapped phase W½φ and modulation m are the ones corresponding to δ.
4. Repeat steps 1 to 3 for every point of the fringe pattern.
Results
To illustrate the performance of the proposed method, we have first made a numerical experiment. We have generated a horizontal chirp fringe pattern given by Iðx; yÞ ¼ 100 þ 60 cos½φðxÞ þ rðx; yÞ; ð12Þ where
. Therefore the spatial frequency is ω ¼ πx=512 and it changes linearly from 0 to π rad= pixel.
For each row, we have demodulated this signal using the adaptive asynchronous algorithm, with Δ ¼ 6 pixels as the maximum decimating factor. We have also demodulated the signal using the standard fivestep asynchronous algorithm. For each point, we have calculated the response function using Eq. (3) and, afterward, we have averaged the modulation by columns. The results are shown in Fig. 3 . The modulation responses appear noisy because we have computed them directly from the noisy data, not using the algebraic response expression given by Eq. (8) . As expected, we can see that the adaptive algorithm presents a higher response for a wider range of frequencies than the standard one, so the phase recovery error will be lower. To show this, Fig. 4 depicts the phase recovery error for the adaptive and standard algorithms. For each row, we have computed the error between the ground truth and the obtained phase; afterward, we have averaged by columns. As can be seen in Fig. 4 , globally the phase recovery error is lower for the adaptive algorithm, especially at the low and high frequencies. However, as is shown in Fig. 3 , the standard algorithm performs better than the adaptive one at the points where the decimation factor changes. This is due to the fact that, at these points, in the presence of noise the incorrect decimation factor can be selected due to the modulation fluctuation.
We have also compared our algorithm with the windowed Fourier ridge (WFR) technique using the MATLAB code provided in [8] . WFR is also an adaptive technique because it processes the fringe pattern locally in the frequency domain [8] . Compared with the adaptive algorithm presented, the WFR technique has some disadvantages: First, for processing fringe patterns without a carrier, it is necessary to remove the background [8] . Second, WFR requires a priori estimation of the window size and range of frequencies; therefore, it is not very well suited for automatic processing. On the contrary, our technique only depends on the maximum decimation factor which is fixed by the desired modulation response. Finally, WFR is considerably slower than our algorithm. We have calculated the processing time needed to demodulate a 128 × 128 fringe pattern with the standard five-step algorithm, our adaptive technique, and the WFR. Using a computer with a 1:86 GHz Core Duo processor and 2 gigabytes of RAM, we have obtained processing times of 0:03 s for the standard algorithm, 0:3 s for the adaptive algorithm, and 393 s for the WFR.
We have also tested our algorithm with real fringe patterns. In Fig. 5 , we show a shadow-moiré fringe Fig. 3 . (Color online) Response function for the adaptive five-step asynchronous algorithm measured from the noisy fringe pattern described in the text compared to that of the standard five-step asynchronous algorithm. The adaptive algorithm presents higher response for the low and high frequencies, which will lead to a more reliable phase demodulation for these frequencies. Comparison of the phase recovery error for the adaptive five-step asynchronous algorithm and the standard five-step asynchronous algorithm. As it could be expected from the response function of Fig. 3 , the standard five-step algorithm behaves worse than the adaptive algorithm for low and high frequencies. pattern with nonuniform background and noise. We have demodulated this fringe pattern with our algorithm [ Fig. 6(a) ] and with the standard five-step asynchronous algorithm [ Fig. 6(b) ]. The selected fringe pattern presents a wide frequency content ranging from 7 fringes/field to 50 fringes/field in the central region. As can be seen in Fig. 6(a) , the adaptive algorithm has correctly demodulated both the highand low-frequency portions of the fringe pattern, while the five-step asynchronous algorithm has failed to demodulate properly the low-frequency regions of the fringe pattern. The next step is to get the unwrapped phase. At this point, we must take into account that the asynchronous five-step algorithm when applied to closed fringe patterns presents a sign discontinuity for those points of the fringe pattern where the horizontal component of the spatial frequency is close to zero [see Figs. 6(a)-6(c) ]. There are two solutions to this drawback: (1) we can change the experiment to introduce a carrier term on the fringe pattern or (2) we can correct the sign of the wrapped phase using this equation:
with W½φ as the wrapped phase resulting from the asynchronous algorithm, W½φ as the corrected wrapped phase, and θ the direction of the fringes that has been calculated using the algorithm described in [11] . The corrected phase has been depicted in Fig. 6 (d), while the unwrapped phase has been depicted in Fig. 6 (e). As can be seen in those figures, the sign discontinuity has been effectively removed.
In Fig. 7 we present another example of the application of our algorithm. In this case, we have projected a sinusoidal fringe pattern over a human back [ Fig. 7(a) ]. The resulting fringe pattern presents a wide frequency variation across the field. We have demodulated this fringe pattern with our adaptive algorithm with a maximum decimation factor of Δ ¼ 6 [ Fig. 7(b) ] and with the standard five-step algorithm [ Fig. 7(c) ]. As can be seen in these figures, the adaptive algorithm has demodulated the phase correctly, independently of the spatial frequency, while the standard algorithm has not been able to deal properly with the low frequency regions of the fringe pattern.
To estimate the algorithm errors, we have unwrapped the phase and, afterward, we have selected four regions over the unwrapped phase map [labeled from A to D in Fig. 7(a) ]. For each region, we have fitted the unwrapped phase to a 3rd degree polynomial and then we have computed the fit error as the difference between the unwrapped phase and the polynomial estimation. In Table 1 , we give the values of the standard deviation of the fit errors for the four regions represented in Fig. 7(a) . In Fig. 8 , we show the fit error histogram corresponding to region A of the phase map. As shown in this figure, the histogram corresponding to the adaptive algorithm is narrower than the one corresponding to the standard algorithm. Therefore, the fit error is lower for the adaptive algorithm. The same behavior is observed in the other regions of the phase map. Table 1 shows the calculated standard deviation of the fit error between the unwrapped phase and the approximating polynomial for each region depicted in Fig. 7(a) . Fig. 7(a) . Finally, we show a photoelastic fringe pattern in Fig. 9(a) with a wide frequency variation. This fringe pattern has been demodulated using the adaptive algorithm with Δ ¼ 6 as the maximum decimation factor. In Fig. 9(b) we have represented the distribution of the values of the decimation factor Δ over the fringe pattern. As expected from the frequency modulation of the adaptive algorithm (see Fig. 3 ), the decimation factor presents high values (around Δ ¼ 6) when the local frequency is low, while it becomes lower when the local frequency is high. The resulting wrapped phase distribution is shown in Fig. 9(c) , the corrected wrapped phase is depicted in Fig. 9(d) , and, finally, the unwrapped phase is shown in Fig. 9(e) , where we can see that, despite the high frequency variation, the algorithm has been able to demodulate the phase properly even near the central vertical line where the horizontal spatial frequency is close to zero (see horizontal profile depicted in Fig. 9(e) ]. We must point out, also, that the algorithm has been able to demodulate properly the phase, although there are fluctuations on the fringe modulation, which can be observed in Fig. 9(a) . This means that our algorithm can deal with fringe patterns with modulation and background fluctuation whenever the spatial period of these variations is higher than the maximum size of the spatial domain where the algorithm works (in our case, a line of 2Δ þ 1 pixel length); otherwise, we should carry a normalization of the fringe pattern before applying our algorithm.
Conclusions
We have presented a new technique for fringe pattern demodulation based on a standard five-step asynchronous phase sampling method, although it could be easily adapted to other standard asynchronous algorithms, such as Carré's. The proposed technique is based on a local decimation of the fringe pattern with an adaptive decimation factor selected in order to get the maximum response locally. Because of its adaptive nature, the proposed technique presents better frequency response than the standard algorithm, especially for the low and high spatial frequency regions. Compared with other adaptive techniques, such as the WFR, it is faster and more automatic because it does not require any adjustments of parameters, such as window size, range of frequencies, and so on. We have demonstrated the reliability of the proposed technique by demodulating both synthetic and experimental fringe patterns.
