Abstract
Introduction
Nowadays, digital cameras are very popular, and most people take many photos on their trips, reunions, etc. However, since most end users are not professional photographers, a user usually takes a lot of photos but eventually finds out that only a small portion of them are satisfactory. Indeed, with powerful commercial post-processing software, the experts could enhance these defect photos, but this task can be time-consuming. For those who are not skillful in editing photos, it might even be unachievable. Fortunately, due to the ease of taking photos, people may dispose of several photos of the same object or similar scene captured by using one or more cameras. Thus, it is easy to acquire some good quality photos of the same object or similar scene, and it is possible to use them for enhancing the defect photos.
The direct enhancement of the photos by using some postprocessing tools may not be an easy task. For example, in the case of a backlighted photo, one may think that the user can use the brightness/hue adjustment tools as contained in ordinary image processing software. However, such tools usually can only be used to adjust the brightness/hue globally. If such tools are applied to achieve a brighter foreground, the background might be overexposed. Even if the foreground region in interest is carefully specified, the process is not only time-consuming but also may result in artifacts at the foreground and background border. On the other hand, if we can refer to the same object in other good quality photos, it would be much easier. Figure 1 shows three cases and our result along with their reference example(s).
In this paper, we propose an easy-to-learn and easy-to-use system for photo enhancement. To use our system, no extra photographic equipment and knowledge is required and the users also do not have to change their habits in taking photos. What they only have to is to acquire some other good quality photos as targets and draw some strokes on the source and target photos to indicate the corresponding regions and the regions they want to preserve. Then, a multiple local color transfer operation is applied to transfer the color from the targets to the source photo through gradient-guided pixel- wise color transfer functions. Thus, our contribution is to provide a new simple yet effective interactive multiple local color transfer system that provides an intuitive mechanism to enhance photos without tedious manual work.
Related Work
For transferring color from one image to another, Reinhard et al. [RAGS01] developed a simple yet effective method. Welsh et al. [WAM02] presented another global color transfer system which is applicable for most scenic photos. For photos that contain foreground objects of specific interest such as portraits of persons the system is not very suitable. Following research work [TJT05, CSN07] proposes to solve this issue by presenting a probabilistic approach to conduct local color transfer. However, the user still does not have enough direct control to specify the regions that should be modified and the colors to be transferred. The only way to fine-tune the result is to make use of a reference image then apply the algorithm again in a try-and-error fashion.
To supply more user control, Levin et al. [LLW04] presented a scribble-based color transfer method. With their user-interface, the user can specify the regions without providing an accurate segmentation. However, since the user has to choose the color for colorization by himself, without the hints that a reference image can provide, it is very difficult to acquire the color of the real photo or what the user expected. Besides this, under the assumption that neighboring pixels with similar intensities should be colored by similar colors, the system can only be used to color simple textures with only one color, which constricts itself from being suitable in many real cases, such as the scarf in Figure 1 (a) .
On the other hand, Lischinski et al. [LFUS06] proposed a scribble-based local parameter editing tool. By using some strokes, the user can divide the image into several regions and locally adjust parameters such as brightness. However, in some cases the "feeling" of a photo is far too subtle to be adjusted by separate parameter. In our system we want to transfer the "feeling" by referring to one or more other images without adjusting individual parameters. In contrast, Bae et al. [BPD06] proposed a system that enables the user to transfer the "feeling" from one example to a target image, but it lacks of the ability of local control which our system provides.
Several methods have been proposed to enhance images by combining multiple photographs of the same object in one image that has a better quality. Jia et al. [JSTS04] presented other approaches to achieve an enhanced photo by combining flash and non-flash photo pairs. However, these methods usually need extra equipment, such as a tripod or a high-quality flash lamp. Furthermore, there are various prerequisites for taking the photos, i.e., the user needs to know what methods he will apply after taking the photos, and sometimes professional photographic knowledge is also required.
Stroke-based User Interface
The goal of our system is to enable the user to easily enhance a defect photo by referring to other good quality photos. Hence, an interactive and intuitive stroke-based user interface is provided for specifying corresponding regions on both the source and target photos. Besides this, the user can draw a stroke only on the source photo to preserve a region as the example shown in Figure 8 . some strokes drawn by the user. The color of the strokes indicates correspondence between the source and target photos.
After the user has drawn some strokes, we first analyze them. We first collect the pixels under the strokes that specify the regions to be preserved (background) and to be edited (foreground) on the source photo to build the pixel sets P s B and P s F , respectively, where B and F are the labels used to denote the background and foreground regions, respectively. In addition to this, we use p to denote a pixel. cp and lp are the color and label of pixel p and Is and It are the source and target photos.
Background Preservation
Before applying the color transfer, in order to avoid unexpected modification of the background regions, we conduct a background preservation process to segment the source image into foreground and background regions based on the strokes P s F and P s B as described in Section 3. The background preservation process is performed by an improved version of the graph cuts algorithm [BVZ01] . It is used to minimize the following energy function:
where lp is a possible labeling of pixel p and Np denotes the neighboring pixels of p, i.e., q ∈ Np means that p and q are neighboring pixels.
Ec(p) is the color term which is used to measure the conformity of the color of pixel p and is defined in the same way as in most of the previous work [WYC * 06, RKB04, LSS05].
The foreground strokes P s F and the background ones P s B are used to build 3D GMMs (Gaussian Mixture Models) to describe their color distributions. These are used to estimate whether the color of a pixel p is closer to the foreground or the background region.
Es(p, q) is the smoothness term which is intended to maintain the edge in the image. It uses the L 2 −norm distance of the neighboring pixels p and q in L * a * b * color space to measure the smoothness of the two pixels. If the color distance of the two pixels is small, it aims for making the labels of two pixels as same as possible. Otherwise, two different labels can be assigned to the two pixels.
Besides the color and smoothness terms as used in the traditional graph cuts algorithm, we introduce a new position term Ep(p) in Eq. (1), which utilizes the spatial information specified by the strokes in order to avoid discontinuous segmentation due to similar colors in different regions of the image as shown in Figure 3 (a) . If a pixel is closer to the foreground/background strokes, it is more likely that it should belong to the foreground/background regions. Furthermore, if a pixel lies between the foreground and background strokes, it means that the user expects the system to decide where to place the border. We use the following equation to model this:
where r ∈ [−1, 1] indicates the normalized distance difference from pixel p to the foreground or background strokes P s x , x ∈ {F , B} and the opposite ones P s x which is defined as:
, and the distance function Dist(p, P s x ) is defined as:
is used to decide on the importance of the spatial information. ws and hs denote the width and height of the source image Is, and are used to normalize the distance functions. , and the background regions can be preserved precisely according to the background strokes drawn by the user. Finally, after the graph cuts process, each p ∈ Is is labeled by one lp ∈ {F , B}.
Multiple Local Color Transfer
Our approach for multiple local color transfer is to set a suitable local (pixel-wise) color transfer function for each pixel.
Since the color transfer is operated in the lαβ color space, it can be performed separately in the three channels. The following description refers to only one of the channels. The same process is applied to the other two channels in the same way.
Just like in the original global color transfer method [RAGS01] , we treat the pixel-wise local color transfer functions (Section 5.1) as three linear processes: shifting, scaling and then shifting again denoted by u(p), f (p) and v(p) for updating the pixel p ∈ Is, respectively. Then, the gradient of the original source image Is is used to improve the pixelwise local color transfer functions and obtain the functions (Section 5.2)û(p),f (p) andv(p). Finally, the multiple local color transfer is defined as:
Pixel-wise color transfer function
By using the user's strokes, the source image can be divided into two regions: the regions to be edited (foreground) and to be preserved (background Then, we need to decide by which ratio a pixel should be influenced by each local color transfer function. We use the following equations to set pixel-wise constraints to accumulate the influences of each local color transfer function on each pixel p ∈ Is:
where C(cp, j) indicates by which ratio the color cp should be influenced from the j-th local color transfer function and is defined as:
, where P(cp|G s j ) is a Gaussian probability distribution function which is used to estimate the probability that the pixel's color cp belongs to the Gaussian color model G s j of the j-th stroke on the source image Is.
In Eq. (4)∼(6), if a pixel p is in the edit (foreground) regions (i.e., lp = F ), the weighted average of each function is set to p as a pixel-wise local color transfer function. Otherwise (i.e., lp = B), we set the shifting parameters u(p) and v(p) to the original color cp and set the scaling one f (p) to 1 to preserve the original color in the preservation (background) regions. In addition, the latter term (i.e., j ∈ B) of the case lp = F sums up the probability that a given color cp appears in the background Gaussian color model G s B . This is designed to prevent segmentation errors in the background regions which produce unexpected change, especially for the edges and some fragmentary background regions between the foreground ones.
Gradient-guided color transfer function
Applying only the pixel-wise local color transfer functions for color transfer may result in some artifacts as shown 
Figure 5: (a) The weight of the gradient-guided constraints. (b) The difference between Figure 2 (c) and (d).
in Figure 4 . Thus, before performing the color transfer, we need to use the gradient of the original source image Is to improve the pixel-wise local color transfer functions u(p), f (p) and v(p) and obtain the gradient-guided color transfer functionsû(p),f (p), andv(p) based on the the following quadratic energy function proposed by Lischinski et al. [LFUS06] :
where the first term constraints the solutionf (p) to be as close to the original f (p) as possible and w(p) is defined as:
The second term in Eq. (7) is the smoothness term which is defined as:
where L is the log-luminance channel of the source image Is, and the subscripts x and y denote spatial differentiation. This ensures consistency between the neighbor values inf (p), but allows for rapid changes across significant edges. Although Eq. (7) is used for enhanced the scaling parameter f (p), the shifting parameters u(p) and v(p) are improved by applying the same process. Figure 5 (a) shows the weight of the gradient-guided constraints.
Color transfer
Finally, we conduct the color transfer via Eq. (3). Hence, each pixel is altered by different and suitable transfer parameters. Furthermore, the color transferring process does not influence the preservation (background) regions. Figure  5 (b) shows the difference between the source image and the final result. The background is preserved completely and no detail is lost in the photo enhancement process.
Results
Figure 2 (c) shows a common case where the defect photo is taken against the light source. We used another photo (the left upper photo of Figure 1 (a) ) taken on the same day to enhance it. The source defect photo is successfully enhanced by our color transfer method and both the clothing and scarf in the source photo are successfully recovered as shown in Figure 2 Sometimes it is hard to figure out how to achieve a combination of effects in a single step. In this case, it is better to have a progressive editing feature in the system, so that we can concentrate on one part first and then processing the others. Figure 8 demonstrates that our system is capable to In this situation, it is hard to decide on the exposure to take a photo with that is satisfying for the whole region. In this example, the background is overexposed, but the face is still a little bit underexposed. The user can use our system to easily create an enhanced photo. To achieve this, we first chose a photo with a beautiful sea and coast in the same album, then perform background enhancement to obtain a first result as shown in Figure 8 background, the face is still not clear enough, so we chose another photo to enhance the skin color of the face and obtain the final result as shown in Figure 8 (c). To exploit the preservation stroke, the sea and coast are not influenced in the further editing. Finally, we have a photo with living expression and a beautiful background.
Our system is also able to seamlessly extract colors in different regions of different images. Figure 9 shows the case of using multiple target photos to enhance one source image. The source photo as shown in Figure 9 (a) is taken at dusk and the sunlight only lightens the mountain top. We acquired three target photos to enhance the sky, mountain, and forest parts, respectively, as shown in Figure 9 roads, and houses, but the sea and sky become too bright because of overexposure. However, the user takes another photo (Figure 10 (b) ) to capture the mood of the sea in the evening. Hence, we can use our system to combine these two subjects to create a better photograph.
Figure 2 (c) and Figure 11 show a result of enhancing the foreground which is mixed with the background, therefore it requires tedious segmentation in traditional approaches if partial editing is preferred. Using our stroke-based user interface, the underexposed foreground is successfully enhanced, but the small background regions surrounded by the foreground are not influenced. In addition, although the bookshelf in the source and target photos are not specified by the user, since its color is similar to the tablets, it can also be enhanced by the tablets in the target photo. (Figure 2) (Figure 8 ) (Figure 1 (c) 
Implementation
In our method, the biggest problem with obtaining the gradient-guided color transfer function is performance. Although downsampling is quite useful for speeding up the process, upsampling is another problem. We use Kopf et al. [KCLU07] 's joint bilateral upsampling method to solve this problem. In their method, they combine region information of the full resolution source photo in the upsampling process, and the result is smooth and edges are preserved. Therefore, we can achieve an interactive photo enhancement system with a stroke-based user interface and still have good results.
In our system, the solution calculated on one eighth size in width and height is enough to get acceptable results, and the upsampling takes about 4 seconds for a 0.3 mega-pixel image in our implementation. Table 1 lists the processing times at each stage of some results in this paper. All results in this paper were produced by following parameter settings: α = 16 in Eq. (1); a = 5 and b = 5 in Eq. (2); λ = 0.2, α = 1 and ε = 0.0001 in Eq. (7).
Conclusion and Future Work
In this paper, we have proposed an example-based photo enhancement system with an interactive and intuitive strokebased user interface. Furthermore, a multiple local color transfer method is presented and applied to transfer color from the target examples to the source defect photo through gradient-guided local (pixel-wise) color transfer functions. Our method can produce accurate results that match the users' expectations. What is more important, our system is very easy to learn and use; no detailed photographic or photo editing knowledge is required. Along with convenience and efficiency, it is also a powerful way to complete creative tasks. In future work, we would like to develop other editing features under the same scenario.
Although our system works well for almost photos, it still suffers from some limitations. First, a reference photo is necessary, although it should be easy to be acquired. If there is no reference photo at hand, it is hard to enhance the defect one by our system. Besides this, it might not be possible to recover the details of the defect photo if the details were not captured in strongly over-exposed or under-exposed photos.
