In some multivariate statistical control applications, the data of the process cannot be precise and defined linguistically in practice. Using multivariate control charts in such situations with non-precise data leads to misleading results. In this paper, a new neural network-based monitoring scheme is presented by considering fuzzy multivariate multinomial data. The proposed approach is also able to identify the attribute(s) that cause an out-of-control signal. An application example is provided to evaluate the performance of the proposed approach in detecting different shifts as well as diagnosing the out-of-control attribute quality characteristic(s). The results of applying the proposed approach in both fault detection and the fault diagnosis are satisfactory.
Introduction
Nowadays incorporating fuzzy concepts in various areas in industrial engineering is noticed by researchers. Some recent papers are presented by Oke et al. (2009) in maintenance scheduling, Khalili-Damghani et al. (2013) and Kazemi et al. (2014b) in supplier selection, Shah and Soni (2011) and Sharifi et al. (2015) in inventory control.
Incorporating fuzzy theory in statistical process control (SPC) is inevitable because in many real production environments, the data corresponding to the quality of the product or process is expressed in the presence of uncertainty. The presence of uncertainty in the process data is due to two concepts, including randomness and non-preciseness. In the second case, fuzzy sets theory and fuzzy logic can be combined to quality control tools for monitoring the process mean as well as the process variability. In recent years, some efforts have been done by quality engineers to fulfil this purpose. Raz and Wang (1990) introduced two approaches for constructing control charts in the case that the process observations are expressed in linguistic form. Taleb and Limam (2002) suggested different procedures of constructing control charts for linguistic data based on fuzzy and probability theories. Gülbay et al. (2004) developed some α-cut control charts for attributes; they also determined the tightness of the inspection by selecting a suitable α-level. Gülbay and Kahraman (2006) proposed fuzzy control charts for monitoring the attributes under vague data; further, they defined unnatural patterns for the proposed control charts using probabilities. Gülbay and Kahraman (2007) focused on fuzzy control charts based on fuzzy transformation methods by the use of α-cut in order to provide the ability of determining the tightness of the inspection. Zarandi et al. (2008) presented a hybrid methodology based on the combination of fuzzified sensitivity criteria and fuzzy adaptive sampling rules. They pointed out that using this methodology makes the control charts more sensitive and proactive while keeping false alarms rate acceptably low. Erginel (2008) constructed fuzzy control limits for individual (X) and moving range (MR) control charts using α-cuts. Engin et al. (2008) proposed a fuzzy approach for attribute control charts in multi-stage processes and then solved it by genetic algorithm. Senturk and Erginel (2009) investigated the construction of the fuzzy / X R and / X S control charts using α-cuts. They found that the flexibility of traditional control limits increases when fuzzy criterion is used. Alaeddini et al. (2009) proposed a hybrid approach based on the combination of fuzzy clustering and statistical methods in order to estimate the change point in processes with both fixed and variable sample sizes. Ertuğrul and Aytaç (2009) constructed control charts based on fuzzy sets theory by considering the quality in terms of grades of conformance as opposed to absolute conformance and non-conformance. Then, they presented the control chart based on probability theory. They also compared the results of control charts based on two different approaches and found that the fuzzy sets theory performs better than probability theory in monitoring the product quality. Amirzadeh et al. (2009) proposed a fuzzy p-chart based on the mean degree of non-conformity. To do that, they used the degree of non-conformity based on fuzzy concepts instead of considering an item to be either conforming or non-conforming. Shu and Wu (2010) constructed a p control chart for monitoring the fraction of non-conforming items in the manufacturing processes with fuzzy sample data. Faraz and Shapiro (2010) constructed a fuzzy statistical control chart in order to explain fuzziness in data with considering the essential variability between observations. Zarandi and Alaeddini (2010) then developed a general fuzzy statistical clustering (FSC) approach in order to estimate the time of change in different control charts with either fixed or variable sampling strategy. They also provided a new objective function and examined its relation with maximum likelihood estimator. Alizadeh et al. (2010) incorporated the multivariate control charts in a fuzzy environment. To do that, they assumed that each observation of samples is a canonical fuzzy number. Demirli and Vijayakumar (2010) developed a rule based fuzzy inference system for X control chart to prioritise the assignable causes based on the accumulated evidence. M'Hallah and Melloy (2010) introduced an adaptive economic control scheme for a fuzzy quality characteristic. Alizadeh and Ghomi (2011) developed mean and range control charts in fuzzy environment using different transformation methods. They assumed that the observations of each sample are fuzzy random variables with triangular membership functions. Shu and Wu (2011) proposed the fuzzy X and R control charts whose fuzzy control limits are obtained based on the resolution identity, a well-known theory in the fuzzy set field. Kaya and Kahraman (2011) incorporated the fuzzy sets theory to process capability analysis. They also derived fuzzy control charts for fuzzy measurements of the related quality characteristic. Shu and Wu (2012) proposed a constructive methodology for obtaining the fuzzy estimate of loss-based capability index (C pm ) based on resolution identity in fuzzy sets theory. They proposed four decision rules to judge the process state by simultaneous introducing randomness and fuzziness. M' Hallah and Melloy (2012) investigated the impact of prior information on the total cost of adaptive control charts with fuzzy quality characteristic using a dynamic quality control scheme. Tong and Wang (2012) designed fuzzy sampling plans for quality inspection of geospatial mineral products with ambiguity in process quality characteristics. Kazemi et al. (2014a) proposed a FSC method in order to estimate the drift time in different processes. Shu et al. (2014a) proposed a demerit-fuzzy rating system and monitoring scheme in manufacturing processes. Shu et al. (2014b) developed the maximum generally weighted moving average (MaxGWMA) control chart in a fuzzy environment. Wang et al. (2014) employed the weighted possibilistic mean (WPM) and weighted interval valued possibilistic mean (WIVPM) in environments with fuzzy attribute data and constructed fuzzy control charts with WPM and WIVPM. Pastuizaca Fernández et al.
(2014) first reviewed the studies in the literature on the development of fuzzy multivariate control charts. Then, they proposed a method to control the fuzzy multiple attribute quality characteristics using hotelling T 2 control chart. Nowadays, the application of neural networks (NNs) is noticed as an effective alternative of control charts due to their satisfactory performance; however, we can conclude from the related literature that only few efforts have been made regarding the combination of NNs and fuzzy sets theory. These few papers in the scope of using NNs in monitoring the processes whose data are expressed in the presence of non-preciseness, such as linguistic and human dependent data are reviewed. Chang and Aw (1996) proposed a neural fuzzy control chart for identifying process mean shifts. They designed a supervised multi-layer back-propagation NN to detect various mean shifts in a production process. In identifying mean shifts in real-time usage, they classified the NNs' outputs into various decision regions using a fuzzy set scheme. Yang and Yang (2002) presented a supervised competitive learning network approach, called a fuzzy-soft learning vector quantisation, for the control chart pattern recognition. Wang and Chen (2002) proposed a two-module method for detecting mean shifts in multivariate processes as well as classifying the magnitude of these shifts. In the first module, they used an artificial NN to detect different shifts in the multivariate process mean. Then, in the second module, in order to identify the magnitude of shifts, they classified the outputs of NN into different decision intervals by fuzzy classifier and an additional two-point-in-aninterval decision rule.
On the other hand, only few methods are available in the related literature about fuzzy multi-attribute procedures. Taleb et al. (2006) suggested two control charts for monitoring multi-attribute processes. They developed two statistics including 2 f T and W 2 based on fuzzy and probability theories. Alipour and Noorossana (2010) developed a fuzzy multi-attribute exponentially weighted moving average control chart. This paper combines artificial NN and fuzzy concepts in order to monitor multivariate multinomial attributes which are presented linguistically. For example in a textile process, there can be three linguistic attribute quality characteristics including appearance, colour as well as material type of the produced units which should be monitored simultaneously. In order to monitor the linguistic multivariate multinomial quality characteristics, firstly, we estimate parameters of the multinomial attributes. Then, in phase 2, an artificial NN-based approach is proposed based on the estimated parameters of linguistic attributes. The proposed neural-fuzzy approach not only can detect various shifts in the process, but also is able to diagnose the attribute or the group of attributes responsible for out-of-control signals. Notably that we refer the task of detecting different shifts and identifying attribute(s) that cause out-of-control signals as fault detection and fault diagnosis, respectively. This paper is organised as follows: in Section 2, a multivariate multinomial process whose data are expressed linguistically is defined. In Section 3, the proposed approach for detection and diagnosis purposes is illustrated. An application example based on simulation is given in Section 4 in order to evaluate the performance of the proposed approach. Finally, conclusion and recommendations for future studies are discussed in Section 5.
Problem definition
Consider a process in which p linguistic attribute quality characteristics including x 1 , x 2 ,…,x p should be monitored simultaneously. These attribute quality characteristics are expressed as words or phrases rather than crisp numerical values. In such situations, human dependent terms, such as standard, acceptable and non-acceptable, are used to characterise the quality of products. It is supposed that for any attribute quality characteristic x j , j = 1,…,p, there are q j linguistic terms that are expressed thorough fuzzy subsets where each fuzzy subset is related to a membership function. The term set T(x j ) is used in fuzzy sets theory for representing linguistic attribute x j . The membership function corresponding to the linguistic attribute x j in linguistic term h, is denoted by µ jh (u), where u is the standardised value of quality level. The values of standardised quality levels belong to the range of [0, 1], which 0 and 1 represent the best and the worst quality levels, respectively.
Let a taken sample with n observations is denoted as follows:
where n jh is the number of observations related to attribute x j and h th corresponding category and F jh is the related fuzzy set. Then, for each attribute quality characteristic x j , j = 1,…,p the fuzzy subset
is associated with one fuzzy subset using the following equation:
It is assumed that fuzzy variables F jh are triangular in this paper. Hence, it is obvious that F j remains a triangular fuzzy number after using equation (2). In order to transform the fuzzy subset F j , j = 1,…,p and calculate its corresponding representative value, the median transformation approach is used according to equation (3): 1  3  2  3  1  3  2   3  1  2  1  3  1  1  2 , for 2 2 .
, for 2 2
The equation (1) can be replaced with representative column vector of R S as follows:
The representative matrix R which is computed based on m samples with sample size of n is expressed as follows:
where R ij is the representative value corresponding to attribute x j in the i th sample taken.
Proposed approach
In this section, the proposed NN-based approach for monitoring the linguistic multivariate multinomial quality characteristics is discussed. In Sub-section 3.1, the proposed NN structure is defined. Then in Sub-section 3.2, the proposed training algorithm as well as the proposed method for determining the threshold values of the designed NN is described.
NN structure
One of the most commonly architectures that is used in different scopes of statistical quality control is the multilayer perceptron neural network (MLP), first proposed by Rumelhart et al. (1986) . It is pointed out in the literature that in many situations multilayer NNs outperform the performance of the statistical methods and consequently they are considered as the effective alternatives of control charts. In this Sub-section, the proposed neural-fuzzy approach that is able to detect different shifts in the multivariate multinomial fuzzy processes as well as diagnose attribute(s) responsible for the out-of-control signals is illustrated. For this purpose, the MLP is suggested with the following structure:
• Input layer: the number of nodes in input layer of the proposed NN is equal to the number of process attributes. Hence, in a process whose quality is represented through p fuzzy attribute quality characteristics; there will be p nodes in its input layer. The input vector of the proposed NN is the column vector of (R i1 ,…, R ij ,…, R ip )′ where R ij is the representative value corresponding to attribute x j in the i th sample.
• Output layer: the number of nodes in the output layer is equal to the number of attributes plus one. Hence in a p-attribute process, p + 1 nodes will exist in the output layer of the designed NN. The first output node is used to decide whether the process is in-control or not, whereas other output nodes are used to diagnose the attribute or the group of attributes responsible for out-of-control signals.
• Hidden layers: it is pointed out in the literature that there are no systematic guidelines to determine the number of hidden layers as well as the number of nodes in each hidden layer. Hence, a trial and error approach is usually applied to determine these values.
• Activation function: the most widely used activation functions are sigmoid and hyperbolic tangent functions, respectively. In the proposed NN, a sigmoid function whose output values are in the range of 0 to 1 is used according to the following equation:
• Training algorithm: the multi-layer perceptron NNs use supervised training rule named feed-forward back-propagation algorithm.
• Evaluation criterion: the mean squared error (MSE) criterion is used to evaluate the designed NN in training step as the performance function. Figure 1 represents the architecture of the proposed NN. 
Training method
In this section, the proposed procedure of training the NN is illustrated as follows:
Consider a process in which the linguistic data come from a p-attribute distribution and the sample size of n is used for monitoring the process. In the in-control situations, each attribute quality characteristic x j , j = 1,…,p follows a multinomial distribution with parameters n and p j , where p j (i.e., the vector of probabilities) is defined as follows:
In equation (7), p jh is the probability of classifying in-control attribute x j into h th category. For out-of-control situations, the vector of probabilities corresponding to out-of-control attribute(s) x j , j = 1,…,p is characterised according to equation (8):
where jh p′ is the probability of classifying out-of-control linguistic attribute x j into h th category. In order to train the desired MLP, the input data as well as their corresponding target values in both in-control and out-of-control situations should be entered to the NN. Note that in a process in which the linguistic data come from a p-attribute distribution, there are totally 2 p -1 out-of-control situations. In the proposed training procedure, firstly for each out-of-control situation, we generate 100 dataset of sample size n. After that the in-control datasets are prepared as equal to the total out-of-control datasets. Hence, in a p-attribute process, the number of in-control and out-of-control generated random samples are both equal to 100 × (2 p -1). The matrix of probabilities corresponding to each in-control and out-of-control samples with size of n are denoted according to equations (9) and (10), respectively:
After generating all training datasets, the column vector of (R 1 , R 2 ,…,R p )′ for each sample is calculated as the input vectors of the designed MLP. The target values of the NN are the column vectors each of size p + 1 whose elements are zero or one. The elements of target vector corresponding to in-control input vectors are all considered equal to zero. For out-of-control input vectors, the first element of the target vector as well as the elements corresponding to the out-of-control linguistic attributes is considered equal to one. In out-of-control input vectors of the NN, the elements corresponding to the in-control attributes are regarded equal to zero. After generating the training datasets including the input vectors as well as the corresponding target vectors of input vectors in both in-control and out-of-control situations, the MLP is trained using back-propagation algorithm. The flowchart of the proposed approach is depicted in Figure 2 . After designing and training steps, the values of output neuron thresholds should be determined. The first output neuron threshold is used for detecting the process state and outers are used for diagnosing which attribute(s) is responsible for the out-of-control signals. In order to calculate the first output threshold, firstly, we generate 10,000 in-control random samples through simulation and enter them to the trained MLP. Then, we sort the observed values of first output neuron in an ascending order in a vector like a 1 . Finally, we consider the element of a 1 as the first threshold such that the value of in-control average run length (ARL 0 ) is obtained equal to a predetermined value.
For diagnosis purposes, in order to calculate the value of output threshold i, i = 2, 3…,p + 1 the following steps are proposed:
1 Generating 10,000 out-of-control random samples in which the linguistic attribute corresponding to the i th output neuron (i -1 th attribute) is out-of-control. Note that, in this state the other linguistic attributes are in-control.
2 Entering the prepared datasets to the designed MLP.
3 Sorting the observed values of i th output neuron in an ascending order in a vector like a i . 4 Finally, the i th threshold is the element of vector a i that 90% of data exceed it.
Simulation study
In this section, the performance of the proposed neuro-fuzzy approach in both fault detection as well as fault diagnosis purposes is evaluated. To do that, we use the dataset of a food industry process that is first presented by Taleb et al. (2006) . In the presented datasets, three attribute quality characteristics including appearance (x 1 ), colour (x 2 ) and taste (x 3 ) of the produced units are important and should be monitored simultaneously. The linguistic terms as well as the membership functions of each linguistic attribute quality characteristic are summarised in Table 1 . The datasets of m = 20 samples each of size n = 220 are summarised in Table A1 in Appendix. As noted, in the in-control state each linguistic attribute quality characteristic x j , j = 1,2,3 follows a multinomial distribution with parameters n = 220 and p j . In order to estimate p j first using equation (2), each sample m, m = 1,2,…,20 is converted to the fuzzy subset of T control chart equal to 8.121 based on the false alarm rate of 0.05. Hence, the samples 5, 10 and 11 fall outside the upper control limit. After eliminating these out-of-control samples, the incontrol vectors P j , j = 1, 2, 3 are estimated equal to p 1 = (0.942, 0.035, 0.023), p 2 = (0.925, 0.045, 0.030) and p 3 = (0.774, 0.206, 0.004), respectively. After estimating the linguistic attributes parameters, the artificial NN should be designed for detection and diagnosis purposes in phase 2. To do that, we use an MLP NN with 3 (number of linguistic attributes) and 4 (number of linguistic attributes plus one) nodes in the input and output layers, respectively. The designed MLP also has one hidden layer whose the number of its nodes is determined through the trial and error equal to 20. In order to train the MLP, first the in-control and out-of-control datasets should be prepared. As noted, for each out-of-control situation, 100 random datasets with sample size of 220 is generated. In this example, there are seven out-of-control states. Hence, totally 700 in-control random samples each of size n=220 is generated. After that, 700 in-control datasets each of size n = 220 are also generated. Finally, the designed MLP is trained with all 1,400 datasets as well as their corresponding target vectors using back-propagation algorithm. The MSE of training the MLP is obtained equal 0.00171. In order to generate out-of-control datasets during training step, the vectors Table 3 summarises the in-control and out-of-control training datasets, the corresponding target values of each state as well the number of dataset required for each category. In-control
Out-of-control
In order to apply the designed MLP for monitoring the multi-attribute linguistic quality characteristics, the threshold values of output neurons of the proposed MLP are determined as discussed in Sub-section 3.2. For detection purpose, the first output threshold of the designed MLP is determined such that the value of the ARL 0 becomes roughly equal to 200. To do that, the value of the first output threshold is determined equal to 0.82. As the result, the value of ARL 0 of the designed MLP will be equal to 194.4394. The value of the second (corresponding to x 1 ), third (corresponding to x 2 ) and forth (corresponding to x 3 ) output thresholds that are used for diagnostic purpose are determined equal to 0.7071, 0.5442 and 0.7403, respectively. After calculating the threshold values of output neurons, the proposed MLP can be applied for detecting faults in the process as well as diagnosing the linguistic attribute(s) that causes the out-of-control signals. In order to determine the process state, we focus on the value of the first output neuron and compare it with the first threshold. If the observed value of the first output neuron is equal or less than 0.82, the process will be considered in an in-control state. In such situations, we do not notice the value of other output neurons of the designed MLP. Otherwise, if the observed value of the first output neuron is more than 0.82, the designed MLP will signal an out-of-control alarm. If an out-of-control signal occurs, the corrective action based on the linguistic attribute(s) that is responsible for | out-of-control alarms should be done in order to restore the process to the in-control state. For diagnosing purposes the following rules exist:
1 If the observed value of second output neuron is more than 0.7071 and the observed value of third and fourth output neurons are less than 0.5442 and 0.7403, respectively, then x 1 is the source of out-of-control signal.
2 If the observed value of third output neuron is more than 0.5442 and the observed value of second and fourth output neurons are less than 0.7071 and 0.7403, respectively, then x 2 is the source of out-of-control signal.
3 If the observed value of fourth output neuron is more than 0.7403 and the observed value of second and third output neurons are less than 0.7071 and 0.5442, respectively, then x 3 is the source of out-of-control signal.
4 If the observed values of second and third output neurons are more than 0.7071 and 0.5442, respectively and the observed value of fourth output neuron is less than 0.7403, then both x 1 and x 2 are the sources of out-of-control signal.
5 If the observed values of second and fourth output neurons are more than 0.7071 and 0.7403, respectively and the observed value of third output neuron is less than 0.5442, then both x 1 and x 3 are the sources of out-of-control signal.
6 If the observed values of third and fourth output neurons are more than 0.5442 and 0.7403, respectively and the observed value of second output neuron is less than 0.7071, then both x 2 and x 2 are the sources of out-of-control signal.
7 If the observed values of all second, third and fourth output neurons are more than 0.7071, 0.5442 and 0.7403, respectively, then all the linguistic attributes are introduced as the sources of signals.
8 In the situations that the observed value of the first output neuron is more than 0.82, but the observed values of other output neurons are less than their corresponding thresholds, the attribute whose corresponding output neuron has the maximum value is considered as the source of out-of-control signal.
The magnitude of shifts in the in-control vectors p j , j = 1,2,3 are summarised in Table 4 . In order to simulate out-of-control datasets, for each linguistic attribute we consider three shift magnitudes. We denote δ ij ; i, j = 1,2,3 as the j th shift magnitude in the i th linguistic attribute. Note that when a shift equal to δ ij in the i th attribute occurs, the out-of-control vector of ′ ij p will be resulted. For example, vector δ 11 = (-0.100, 0,070, 0.030) denotes the first shift magnitude in the in-control vector of the first attribute (p 1 ). Consequently, the out-of-control vector (0.842, 0.105, 0.053) ′ = 11 p will be resulted after this step shift. Table 5 Results of proposed NN-based approach in single out-of-control attribute The results of simulation experiments based on 10,000 runs under different out-of-control situations are summarised in Tables 5, 6 and 7. The last row of Tables 5-7 represents the performance of the proposed neuro-fuzzy method in detecting different step shifts (fault detection) in terms of out-of-control average run length (ARL 1 ) criterion. The simulation results in rows 1-7 of Tables 5-7 represent the number of simulation runs in which the proposed neuro-fuzzy method diagnose the corresponding attribute(s) as the source of out-of-control signal. For example, the 4 th row represents the situations where x 1 and x 2 are jointly diagnosed as the source of variation under each considered step shifts. Row 8 of Tables 5-7 also shows the percentage of correct diagnostic performance of the proposed method in identifying the contributed attribute(s) after receiving an out-of-control signal. Table 5 tabulates the results of the proposed MLP in fault detection and fault diagnosis under different step shifts where only one linguistic attribute causes an out-of-control signal. The results of Table 5 confirm that in situations where only one linguistic attribute is the source of variation in the process, the ARL 1 values obtained from the proposed neuro-fuzzy approach are small. Therefore, we can conclude that in such situations, the proposed neuro-fuzzy approach can detect different out-of-control states quickly. The results of Table 5 from diagnosis point of view show that the performance of the proposed NN-based approach in diagnosing the single out-of-control linguistic attribute under different step shifts is satisfactory. Table 5 also show that the diagnostic performance of the proposed neuro-fuzzy approach in situations that linguistic attribute x 2 is out-of-control is better than the other situations. Table 6 tabulates the performance of the proposed neuro-fuzzy method in fault detection and fault diagnosis in situations where joint shifts in two linguistic attributes are occurred. The results of Table 6 show that the proposed method performs adequately in detecting considered shifts as well as in diagnosing the corresponding two contributed attributes for the out-of-control signals. Table 6 also shows that the proposed method performs better under the presence of two out-of-control attributes rather than one out-of-control linguistic attribute.
The results of detecting and diagnosing performance of the proposed neuro-fuzzy method under shifts where all linguistic attributes cause the out-of-control signals is also summarised in Table 7 . According to Table 7 , we conclude that in situations which all the linguistic attributes are the sources of out-of-control signals, the ARL 1 values of the proposed MLP approach are small. Table 7 also shows that in situations which all attributes are out-of-control, as the magnitude of shifts increases, the correct diagnosis percent obtained from the designed MLP will improve.
Conclusions
In this paper a new NN-based monitoring scheme was suggested for monitoring fuzzy multivariate multinomial data in phase 2. Before applying the proposed neuro-fuzzy approach for monitoring multivariate data, the parameters of the multivariate multinomial linguistic attributes were estimated. In addition, the proposed NN-based approach not only is able to detect different shifts in the linguistic multivariate multinomial processes, but also can diagnose the quality characteristic(s) responsible for the out-of-control signals. An application example based on Taleb et al. (2006) data was presented to investigate the performance of the proposed approach in both fault detection as well as the fault diagnosis purposes. The results of application example confirmed the satisfactory performance of the proposed method in both fault detection as well as fault diagnosis.
