Cyclic distance-preserving codes on a constant-weight basis  by van Zanten, A.J.
Discrete Applied Mathematics 114 (2001) 289–294
Cyclic distance-preserving codes on a constant-weight
basis
A.J. van Zanten
Department of Mathematics and Information, Faculty of Information Technology and Systems,
Delft University of Technology, 2800 AJ Delft, The Netherlands
Abstract
An approach to constructing cyclic distance-preserving codes based on the choice of an ap-
proaching basis of a linear code with distance 2 is discussed. ? 2001 Elsevier Science B.V. All
rights reserved.
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1. Introduction and preliminaries
Let 0u 0; 0u 1; : : : ; 0uN−1 be a list of words of length n in the alphabet {0; 1}. We call
such a list an ordered code of range N . We de2ne the list distance between two
codewords 0u i and 0uj as d( 0u i; 0uj) = |i − j|. Sometimes such a list is considered to be
a cyclic code with cyclic list distance
d(u i; u j) = min{N − |i − j|; |i − j|}; (1)
where we identi2ed 0uN and 0u 0. An ordered code is called a distance-preserving code
with threshold or spread m if the following condition is satis2ed:
(∗) the list distance between two words is equal to their Hamming distance, as long
as the list distance does not exceed m.
We call such a code an 〈m; n〉-code. Distance-preserving codes in the most general form
were de2ned and investigated in [2]. They generalize a property of di<erence-preserving
codes [1,4]. If condition (∗) holds in cyclic sense, we speak of a cyclic 〈m; n〉-code.
In this paper, we only deal with cyclic 〈m; n〉-codes. Therefore, we will usually omit
the adjective “cyclic”.
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A cyclic 〈m; n〉-code, or 〈m; n〉 -code, can be characterized by its (extended) transi-
tion sequence
T :=t0; t1; : : : ; tN−1; (2)
being a list of integers from {1; 2; : : : ; n} such that ti indicates the bit that di<ers in
the ith codeword and the (i + 1)th word, for 06i¡N . Here the bit positions in a
codeword are numbered from 1 till n, i.e., from right to left. The following transition
sequence corresponds to a 〈4; 5〉-code
3; 4; 2; 5; 1; 4; 3; 5; 2; 4; 3; 5; 1; 4; 2; 5; 3; 4; 2; 5; 1; 4; 3; 5; 2; 4; 3; 5; 1; 4; 2; 5 (3)
An 〈m; n〉-code containing 2n codewords is called complete. The code corresponding to
(3) is a complete cyclic 〈4; 5〉-code. A cyclic Gray code of order n, like the standard
Gray code, is a complete cyclic 〈2; n〉-code. One can easily verify that the transition
sequence
1; 2; : : : ; n; 1; 2; : : : ; n (4)
de2nes an 〈n; n〉-code, which is not complete for n¿ 2. The maximal range of a cyclic
〈m; n〉-code will be denoted by s(m; n). Hence, s(1; n)= s(2; n)= 2n, and, as can easily
be veri2ed using (4), s(n; n) = 2n.
Evdokimov [1] gives a method of constructing 〈m; n〉-codes using composition from
codes with smaller values of the parameters. In what follows, we discuss another approach
to constructing 〈m; n〉-codes; it uses a constant-weight basis of a linear [n; k; 2]-code.
2. Outline of the construction
To avoid trivialities we assume 1¡m¡n. Let B= ( 0b1; 0b2; : : : ; 0bk) be a basis of the
[n; k; 2]-code C such that || 0bi||=m, 16i6k. Let G(k) be the transition sequence of the
standard Gray code Gk of order k. If we interpret the words of Gk as representation
vectors of the elements of C with respect to B, then we obtain an ordered list of all
vectors of C such that each vector di<ers from its predecessor by a single basis vector
0bi for some i. Written as binary words of length n, this yields a cyclic list such that
each word di<ers in precisely m bits from the previous one (see [5]). More precisely,
the list of C is de2ned for 06i¡ 2k − 1 as
0v0 = 00; 0vi+1 = 0vi + 0bti ; (5)
where ti is the ith element of G(k). Next, we change 0vi into 0vi+1, one bit after another,
for all i, to obtain 2k sublists of m distinct words each. The intermediate words are
denoted by 0w1i ; 0w
2
i ; : : : ; 0w
m−1
i . The concatenation of these sublists, i.e.,
Dk := 0v0; 0w10; 0w
2
0; : : : ; 0w
m−1
0 ; 0v1; 0w
1
1 0w
2
1; : : : ; 0w
m−1
2k−1 (6)
is an ordered list of m2k binary words of length n. Whether all these words are di<erent
depends on the order of changing the bits, which will be de2ned by the so-called
ordered blocks
bi:=(i1; 
i
2; : : : ; 
i
m); 16i6k; (7)
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where the integers ij indicate the positions of the 1-bits of 0bi. The meaning of this
internal order of bi is that 2rst bit i1 changes, then bit 
i
2, etc. Hence, the transition
sequence corresponding to list (6) can be written as
Tk :=b1b2b1 · · · b1bkb1 · · · b1bk ; (8)
where the indices follow standard Gray order. Although this is not apparent from
the notation, we allow that blocks bi on di<erent positions in (8) may have di<erent
internal order. It can be proved that if the basis vectors 0bi of B satisfy some extra
conditions, the internal order of the blocks bi can be chosen so that the list Dk in (6)
is an 〈m; n〉-code with transition sequence (8).
3. Results
For each i, 16i6k, we de2ne, following (8),
Ti:=b1b2b1 · · · b1bib1 · · · b1bi; (9)
the linear subcode
Ci:=〈 0b1; 0b2; : : : ; 0bi〉 (10)
of C with Ck = C, and the sets
Cji :={ 0wj0; 0wj1; : : : ; 0wj2i−1}; 16j6m− 1: (11)
Furthermore, we require the basis vectors 0bi to satisfy the following conditions:
(i) ||bi||= m, || 0bi + 0bi+1||= 2, 16i¡ k;
(ii) 0b1; 0b2; : : : ; 0bk have 	m=2
 common 1-bits;
(iii) if x is a common 1-bit of 0b1 and 0bj, but not of 0bj+1, then x is a common 1-bit of
0b1; 0b2; : : : ; 0bj, for 1¡j¡k.
In particular, if the basis B satis2es (i) and (ii), we can choose the internal order of
the blocks bi so that all words in (6) are di<erent and, moreover, all blocks bi with
the same value for i have the same order. We say that this order is the initial order.
List (6) is now a cyclic 〈m′; n〉-code for some m′6m. If B also satis2es (iii), it is
possible to rede2ne the order in the various bi-blocks to obtain a cyclic 〈m; n〉-code.
If a basis B satis2es (i)–(iii) we call it a feasible basis. Our main result is
Theorem 1. For each k; 16k6n−	m=2
; there is a feasible basis B and an internal
order for the blocks in Tk such that the resulting sequence (8) is the transition
sequence of a cyclic 〈m; n〉-code of rank m2k .
Proof (by induction). The underlying construction of the transition sequence is re-
cursive, transforming Ti from (9) into Ti+1, 16i¡ k. Suppose, Ti de2nes a cyclic
〈m; n〉-code of rank m2i, then it is 2rst transformed into T ′i by replacing the last block
bi by bi+1. Both these blocks are, again by induction, in initial order. The sequence
T ∗i+1:=T
′
i T
′
i now de2nes a cyclic 〈m′; n〉-code of rank m2i+1 with m′6m. Next, we
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change the order in some internal blocks of T ∗i+1 to obtain a sequence Ti+1 that de2nes
a cyclic 〈m; n〉-code of rank m2i+1. At the same time it is proved that the sets Cji from
(11) are cosets of the code Ci, 16i6k. For details of this proof, see [6]. We now
illustrate the above lines by the following example.
Let B = ( 0b1; 0b2; 0b3) be a constant-weight basis such that 0b1 = 11110, 0b2 = 11101,
and 0b3 = 11011. Clearly, B is feasible. The initial order of the blocks is de2ned as
b1 = (2435), b2 = (1435), b3 = (1425). The sequence
T2 = 2435 1435 2435 1435
de2nes a cyclic 〈4; 5〉-code of rank 16 (we skip the trivial case of T1). Then we
transform T2 into
T ∗3 = 2435 1435 2435 1425
2435 1435 2435 1425:
This sequence corresponds to a cyclic 〈2; 5〉-code. Interchanging the order of the 2rst
and 2fth block, we obtain
T3 = 3425 1435 2435 1425
3425 1435 2435 1425;
i.e., the cyclic 〈4; 5〉-code mentioned in the introduction.
4. Cyclic 〈n − 1; n〉-codes
The construction described in the previous section is inductive. If m = n − 1, we
can give an explicit construction of an 〈n − 1; n〉-code. (For other results on cyclic
〈n− 1; n〉-codes see [3]. Editor’s remark.) In this case we have the following feasible
basis B= ( 0b1; 0b2; : : : ; 0bk), with k = 	n=2
, and
0b1 = 111 · · · 11 · · · 110;
0b2 = 111 · · · 11 · · · 101;
0b2 = 111 · · · 11 · · · 011;
...
bk = 111 · · · 10 · · · 111:
According to the rules of the construction (see [6]), we introduce ordered blocks b1 =
(2; k + 1; 3; k + 2; : : : ; k; n), b2 = (1; k + 1; 3; k + 2; : : : ; k; n), etc., for odd n, and b1 =
(k +1; 2; k +2; 3; : : : ; k; n), b2 = (k +1; 1; k +2; 3; : : : ; k; n), etc., for even n . Hence, the
common integers k +1; k +2; : : : ; n interlace the integers 1; 2; : : : ; k. Since the positions
of these common integers do not alter during the procedure, we can omit them and
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write the ordered blocks in shortened notation as
b1 = (2; 3; 4; : : : ; k);
b2 = (1; 3; 4; : : : ; k);
...
bk = (1; 2; 3; : : : ; k − 1):
Furthermore, we introduce the following cyclic permutations of order 2:
i:=(i + 1; i + 2) 06i¡ k − 1: (12)
We also give each block in Tk a sequence index, ranging from 0 until 2k −1, from left
to right. It turns out that there is a simple relationship between the binary representation
of this index and the permutation in the initial order of the block to obtain its 2nal
order:
Theorem 2. Let
Tk = b1b2b1 · · · b1bkb1b2b1 · · · b1bk
be the transition sequence of a cyclic 〈n−1; n〉- code of rank (n−1)2k . Suppose that
b is the block in Tk with the sequence index j; 06j¡ 2k ; and
(2k − 1− j)2 = k−1k−2k−3 · · · 0
is the binary representation of the complement of j; then the 7nal internal order of
b is obtained from its initial order by applying the permutation
j:=
k−2
k−2
k−3
k−3 · · · l+1l+1;
where l is the smallest integer such that l = 1.
As an example, we construct a cyclic 〈8; 9〉-code, i.e., having n = 9 and k = 5.
We start with the ordered blocks b1 = (2; 3; 4; 5), b2 = (1; 3; 4; 5), b3 = (1; 2; 4; 5), b4 =
(1; 2; 3; 5), and b5=(1; 2; 3; 4). Again, we omit the common integers 6; 7; 8 and 9. Since
(25 − 1− 0)2 = 11111, we have 0 = 321. So, the integers of the block with index
0, which is a b1-block, must be permuted by 0 = (45)(34)(23) to obtain the ordered
block (5; 2; 3; 4). Similarly, we apply 1 = 32 = (45)(34) to (1; 3; 4; 5), to obtain
the 2nal order (1; 5; 3; 4), etc. Applying all permutations and interlacing the permuted
integers with the common integers 6; 7; 8; 9, we obtain the following transition sequence
representing a cyclic 〈8; 9〉-code of rank 256.
56273849 16573849 26573849 16275849
36275849 16375849 26375849 16273859
46273859 16473859 26473859 16274859
36274859 16374859 26374859 16273849
56273849 16573849 26573849 16275849
36275849 16375849 26375849 16273859
46273859 16473859 26473859 16274859
36274859 16374859 26374859 16273849
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