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Abstract—En este trabajo se presenta un estudio nume´rico de
algoritmos para resolver problemas de optimizacio´n sin derivadas
basados en los dos principales enfoques determinı´sticos: me´todos
basados en bu´squeda de patrones y me´todos basados en interpo-
lacio´n polinomial junto con estrategias de regio´n de conﬁanza.
Se analizan algunas de sus implementaciones ma´s conocidas,
incluyendo comparaciones usando un conjunto de problemas test.
I. INTRODUCTION
Consideramos el problema de optimizacio´n
Minimizar f(x) sujeto a x ∈ Ω
donde f : Rn → R es una funcio´n dos veces continua-
mente diferenciable pero sus derivadas no esta´n disponibles
simbo´licamente ni nume´ricamente. El conjunto factible Ω
puede estar dado por: i) restricciones de cotas en las variables,
es decir, Ω = {x ∈ Rn| li ≤ xi ≤ ui, i = 1, . . . , n}, con
−∞ ≤ li < ui ≤ ∞, el cual incluye el caso irrestricto
y ii) el caso dado por restricciones lineales, es decir, Ω =
{x ∈ Rn |AIx ≥ bI , AEx = bE}, correspondientes a las
restricciones lineales de desigualdad e igualdad.
Dado que existen muchos problemas de optimizacio´n donde
las derivadas de la funcio´n objetivo y de las funciones que
deﬁnen las restricciones no esta´n disponibles, ya que provienen
de datos experimentales (con o sin ruido) o son muy cos-
tosas de calcular computacionalmente, surge la necesidad de
disponer me´todos de optimizacio´n que no requieran derivadas.
Algunos ejemplos de tales problemas son: aplicaciones a la
geometrı´a molecular para determinar una conﬁguracio´n de un
cluster con energı´a total mı´nima, eliminacio´n de armo´nicos
dominantes presentes en los sistemas de alimentacio´n de cor-
riente alterna, determinacio´n de la superﬁcie a escala ato´mica
en nanomateriales, etc.
Actualmente se conocen tres principales enfoques de
me´todos de optimizacio´n sin derivadas. La primera clase
combina te´cnicas de diferencias ﬁnitas con me´todos Quasi-
Newton. Estos me´todos son relativamente fa´ciles de imple-
mentar utilizando te´cnicas conocidas para me´todos Quasi-
Newton, sin embargo dado que las diferencias ﬁnitas son
usadas para aproximar derivadas, esta clase de me´todos no
es siempre robusta, especialmente en la presencia de ruido.
La segunda clase, requiere realizar minimizaciones sucesivas
de modelos, generalmente cuadra´ticos o lineales, basados en
interpolaciones polinomiales utilizando un conjunto de puntos
muestrales combinando con estrategias de regio´n de conﬁanza.
Entre las desventajas de estos me´todos se puede mencionar
la complejidad computacional de los algoritmos y la real
diﬁcultad de adecuarse a entornos de ca´lculo paralelo. Por
u´ltimo, se encuentran los me´todos de bu´squeda directa que
usan so´lo valores funcionales explorando el espacio de las
variables mediante la generacio´n de puntos de prueba a partir
de una clase predeﬁnida de patrones geome´tricos [3], [8].
Algunos de estos me´todos no asumen la suavidad de las
funciones involucradas y por lo tanto pueden ser aplicados
a una amplia clase de problemas. Otra ventaja importante es
la simplicidad de estos me´todos, lo cual facilita su imple-
mentacio´n resultando atractivos para usuarios de optimizacio´n
de diferentes disciplinas. Adema´s, un rasgo importante es que
varios de estos me´todos son potencialmente paralelizables, a
diferencia de las clases previamente mencionadas.
En este trabajo se realiza un estudio nume´rico exhaustivo de
algunos me´todos basados en bu´squeda directa e interpolacin
polinomial con regin de conﬁanza utilizando un conjunto
grande de problemas test de la literatura y considerando
diferentes tipos de restricciones.
II. ME´TODOS DE BU´SQUEDA DIRECTA
Estos me´todos fueron inicialmente propuestos en la de´cada
del 60, sin embargo una de´cada ma´s tarde dejaron de ser
interesantes para la comunidad de optimizacio´n pues carecı´an
de resultados de convergencia o en ocasiones la convergencia
era demasiado lenta. A principios de los 90, los trabajos de
V. Torczon dieron un marco teo´rico con claros resultados
de convergencia, lo cual atrajo nuevamente el intere´s de los
investigadores [3], [4], [5], [8].
Se pueden encontrar dos clases particulares de me´todos de
bu´squeda directa globalmente convergentes:
• me´todos de bu´squeda de patrones, los cuales evalu´an la
funcio´n objetivo en un patro´n geome´trico especiﬁcado.
• me´todos de bu´squeda lineal, los cuales utilizan te´cnicas
de me´todos basados en gradientes y realizan minimiza-
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ciones unidimensionales a largo de direcciones ade-
cuadas.
Particularmente, este trabajo se encuadra en la primera
clase. El ejemplo ma´s sencillo de un algoritmo de bu´squeda
directa para el caso irrestricto esta´ dado por los siguientes
pasos:
Algoritmo modelo de bu´squeda de patrones para mini-
mizacio´n irrestricta
Inicializacio´n:
Sean f : Rn → R dada y x0 ∈ Rn una aproximacio´n inicial.
Sean ∆tol > 0, la tolerancia utilizada para probar la conver-
gencia y ∆0 > ∆tol, el valor inicial del para´metro de control
de longitud de paso.
Para cada iteracio´n k = 1, 2, . . .
Paso 1: Sea D = {±ei | i = 1, . . . , n} el conjunto de
direcciones coordenadas, donde ei es el i-e´simo vector
cano´nico unitario en Rn.
Paso 2: Si existe dk ∈ D tal que f(xk+∆kdk) < f(xk),
hacer
xk+1 = xk +∆kdk (cambiar la aproximacio´n),
∆k+1 = ∆k (mantener el para´metro de control de
longitud de paso),
en caso contrario,
xk+1 = xk (mantener la aproximacio´n),
∆k+1 =
1
2∆k (reducir el para´metro de control de
longitud de paso),
si ∆k+1 < ∆tol, terminar.
Los principales resultados de convergencia para este algo-
ritmo son:
Teorema 1: Asumiendo que L(x0) =
{x ∈ Ω : f(x) ≤ f(x0)} es compacto y que f es
continuamente diferenciable en un conjunto abierto que
contiene a L(x0), entonces para la sucesio´n {xk} generada
por el algoritmo anterior se tiene que:
lim inf
k→∞
k∇f(xk)k = 0.
Para obtener un resultado ma´s fuerte se requieren las
siguientes deﬁniciones.
Se deﬁne la matriz patro´n Pk = BCk, donde B y Ck son
llamadas matriz base y matriz generadora respectivamente. La
matriz base B ∈ Rn×n puede ser cualquier matriz no singular,
por ejemplo la identidad, mientras que la matriz generadora
Ck ∈ Zn×p con p > 2n esta´ deﬁnida por
Ck = [Γk Lk],
donde a su vez Γk esta´ formada por
Γk = [Mk −Mk].
El me´todo de bu´squeda de patrones requiere que Mk ∈
M ⊂ Zn×n, donde M es un conjunto ﬁnito de matrices no
singulares cuyas columnas esta´n asociadas a las direcciones de
bu´squeda, y que Lk ∈ Zn×(p−2n) contenga una (y so´lo una)
columna con coeﬁcientes todos nulos. Notar que la matriz B
no depende del ı´ndice k, mientras que Ck cambia en cada
iteracio´n.
Adema´s, se requiere deﬁnir la siguiente hipo´tesis fuerte
para movimientos exploratorios, la cual se utiliza para
producir un paso sk. Estos movimientos pueden ser vistos
como un muestreo de la funcio´n alrededor del iterado actual
xk.
Hipo´tesis fuerte para movimientos exploratorios:
a) sk ∈ ∆kPk ≡ ∆kBCk ≡ ∆k[BΓk BLk]. 1
b) Si min {f(xk + y), y ∈ ∆kBΓk} < f(xk), entonces
f(xk + sk) ≤min {f(xk + y), y ∈ ∆kBΓk}.
Esto signiﬁca que la eleccio´n de los movimientos explorato-
rios debe asegurar lo siguiente:
1. la direccio´n de cualquier paso aceptado sk en la iteracio´n
k esta´ deﬁnido por el patro´n Pk y su longitud esta´
determinada por ∆k.
2. si un descenso simple en el valor de la funcio´n puede
ser encontrado entre cualquiera de los 2n pasos prue-
bas deﬁnidos por ∆kBΓk, entonces los movimientos
exploratorios deben producir un paso sk que tambie´n
produzca el descenso requerido en b).
De esta manera, es posible obtener el siguiente resultado:
Teorema 2: Asumiendo que L(x0) es compacto, que f es
continuamente diferenciable en un conjunto abierto que
contiene a L(x0), que las columnas de las matrices gen-
eradoras esta´n acotadas en norma, que lim
k→+∞
∆k = 0
y que el me´todo de bu´squeda de patrones generalizado
veriﬁca la hipo´tesis fuerte en los movimientos explorato-
rios, entonces para la sucesio´n {xk} generada por este
me´todo se tiene que:
lim
k→+∞
k∇f(xk)k = 0.
A. Algoritmos e implementaciones
Los aspectos computacionales son una parte esencial de
este trabajo, lo cual permite a los autores tener un amplio
conocimiento de detalles de implementacio´n de co´digos re-
conocidos para, a partir de aquı´ desarrollar nuevos co´digos
y/o variantes. La parte central de este trabajo consiste en el
ana´lisis de las performances de co´digos bien establecidos:
uno de ellos basados en bu´squeda de patrones denominado
HOPSPACK (Hybrid Optimization Parallel Search Package)
[6] y un me´todo basado en interpolacio´n polinomial y regio´n
de conﬁanza desarrollado por M. Powell (denominado LIN-
COA [7]. El primero de ellos resuelve problemas sin restric-
ciones, con restricciones de cotas en las variables, con restric-
ciones lineales y no lineales, el cual es una versio´n mejorada
de su antecesor APPSPACK. El segundo resuelve problemas
de optimizacio´n irrestrictos, con restricciones de cotas en las
variables y con restricciones lineales de desigualdad. Para
1La notacio´n sk ∈ ∆kPk signiﬁca que sk es alguna columna de la matriz
∆kPk .
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realizar esta experimentacio´n nume´rica se utiliza un conjunto
amplio de problemas test extraı´dos de [2].
III. CONCLUSIONES
Se estudian y analizan dos me´todos determinı´sticos para
problemas de optimizacio´n donde las derivadas no esta´n
disponibles. Ası´ como sus metodologı´as de trabajo son dis-
tintas, el comportamiento de ambos diﬁere al momento de
minimizar funciones suaves y con ruido. Tambie´n se analiza el
comportamiento de ambos me´todos cuando se utilizan puntos
iniciales factibles o infactibles.
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