Approaching the Quantum Speed Limit with Global-Local Optimization by Sørensen, Jens Jakob et al.
Approaching the Quantum Speed Limit with Global-Local Optimization
J. J. W. H. Sørensen, M. O. Aranburu, T. Heinzel, and J. F. Sherson
Aarhus University∗
(Dated: February 22, 2018)
We propose a Global-Local optimization algorithm for quantum control that combines standard
local search methodologies with evolutionary algorithms. This allows us to find faster solutions to
a set of problems relating to ultracold control of Bose-Einstein condensates.
I. INTRODUCTION
Quantum engineering aims to control and steer quan-
tum dynamics in order to realize specific quantum states
or operations. This has numerous applications in e.g.
femtosecond lasers [1, 2], quantum gate synthesis [3] and
quantum many-body systems [4]. These applications of-
ten rEquire tailored control pulses that precisely manip-
ulate the quantum dynamics. Due to experimental limi-
tations such as decoherence, the control pulses must typ-
ically be as fast as possible [5]. The search for the most
time-optimal control or Quantum Speed Limit (QSL) has
attracted much attention in the literature [6–9].
Quantum Optimal Control (QOC) is a tool that finds
control pulses by reformulating the control problem as
an optimization problem [10]. If there are few constraints
and full controllability, then these optimization problems
are benign in the sense that all local maxima are also
global maxima [11, 12]. These optimization problems
can be solved with local ”hill climber” type algorithms,
since they converge towards to a local and thereby global
maxima. However, when we seek fast solutions one must
introduce a low bound on the total process duration (T ).
This constraint removes the benign properties of the con-
trol problem and local algorithms are no longer guaran-
teed to find global maxima [13, 14].
These considerations show that finding the precise lo-
cation of the QSL can be a difficult optimization prob-
lem. Solving such problems require consideration of
three main aspects: exploration, exploitation and prob-
lem parametrization - see Fig. 1a. Exploration is search-
ing for new candidate solutions in sparsely probed parts
of the control space, whereas exploitation is intense anal-
ysis of a small portion of the control space enhancing the
best solution [15]. Finally, the control space is often high
dimensional. This high dimension can be reduced by a
proper problem parametrization, which eases the search
for optimal solutions [16].
Traditionally, in QOC emphasis is placed on purely ex-
ploitative local search algorithms like grape and Nelder-
Mead with crab that respectively find solutions using
derivative-information or search in a reduced control ba-
sis [17, 18]. Recently, we introduced the group optimiza-
tion algorithm that does a gradient descent in a reduced
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FIG. 1. (a) The combined search has three main components
namely global and local search methods and the parametriza-
tion of the control. It is shown how other standard methods
are placed within this categorization. (b) The main steps
in the Global-Local algorithm. Here the problem has been
pictured as a maximization for ease of visualization.
basis and thereby combines the advantages of crab and
grape [16]. For these local algorithms, basic exploration
is typically added on top of the local search using mul-
tistarting [4, 19]. Modern algorithms from computer sci-
ence like Differential Evolution (de) dynamically adjust
the balance between exploration and exploitation to in-
crease performance. However, they lack domain specific
features such as analytic gradient expressions built into
the standard algorithms.
Here we propose a hybrid Global-Local algorithm that
combines de with local algorithms. This gives a better
balance between exploration and exploitation while re-
taining the domain specific features. We parametrize the
control with sinusoidal functions as in the crab-method.
As shown in Fig. 1a this algorithm better balances all
three main aspects. We apply this method to control of
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2Bose-Einstein condensates (BECs) in Condensate Split-
ting (CS) and Condensate Driving (CD). Here we ob-
serve improvements in the estimate of the QSL. Below the
quantum speed limit there is a conjectured universal sin2-
behavior of the fidelity as a function of duration (F (T ))
[8, 20]. In recent work in Refs. [20, 21] we cast doubt
on the generality of this conjecture and the F (T )-curves
presented in this work further strengthen this doubt.
This paper is organized as follows: In section II we
briefly present the local optimization used in the com-
bined Global-Local algorithm. In section III we present
our proposed combined Global-Local algorithm and we
apply it in two controls problems in section IV. In section
V we compare our proposed algorithm with conventional
multistarting algorithms.
II. COST FUNCTIONAL AND LOCAL
OPTIMIZATION
Before we discuss the in-depth structure of the Global-
Local algorithm we briefly present the BEC control prob-
lems. The dynamics of a BEC can be described in a
mean-field by the Gross-Pitaevskii Equation (GPE)
i
∂ψ
∂t
= − 1
2m
∂2ψ
∂t2
+ V (x, u)ψ + β|ψ|2ψ (1)
=
(
Hˆ + β|ψ|2)ψ, (2)
where ~ = 1, β is the non-linear self-interaction and Hˆ
is the Hamiltonian. Here we assume the system is one-
dimensional since the two other spatial directions can be
frozen out [5]. The potential depends on the control u,
and the specific expressions for the different potentials
are presented in section IV. The objective is to transfer
the initial state ψ0 into the target state ψt, which are
both eigenstates of the GPE for u(t = 0) and u(t = T ).
This is a so-called state-to-state problem [22].
In QOC such control problems are expressed as a min-
imization of the cost functional
Jˆ(u) =
1
2
(1− F ) + γ
2
∫ T
0
u˙(t)2dt, (3)
where F = |〈ψT |ψ(T )〉|2 is the fidelity and 1 − F is the
infidelity, which characterizes the deviation of the final
state ψ(T ) from the target state ψt. Here Jˆ(u) is the so-
called reduced cost functional so the states ψ(t) depend
implicitly on u(t) through the GPE [16]. The final state
ψ(T ) is found by solving the GPE with the potential
defined by u(t). The second term enforces regularization,
which smooths out the control. This accounts for the
fact that arbitrarily fast changes in the control cannot be
realized experimentally. Typically, a weight γ of about 1·
10−6 is sufficient to achieve an acceptable regularization.
Analytically calculating the minimum of Eq. (3) is
typically not feasible. Instead the standard approach in
QOC is to use local iterative optimization algorithms in
order to find solutions for Eq. (3) [23, 24].
In order to perform the optimization numerically the
control u(t) is typically discretized in steps of ∆t, where
∆t is set by the required accuracy when numerically solv-
ing the GPE. This gives an effective dimension for the
simulation at N = bT/∆tc. Often, this dimension is
larger than the required dimension for the control prob-
lem, since the optimal controls can be expressed in a ba-
sis with a smaller dimension [16, 18, 25]. This motivates
expanding the control in a chopped basis,
u(t) = u0(t) + S(t)
M∑
n=1
cnfn(t), (4)
where M is the size of the basis. As an example we here
use fn = sin((n+ rn)pit)/T )) are the basis function with
−0.5 ≤ rn ≤ 0.5 being a randomly selected frequency
shifts. Here 0 ≤ S(t) ≤ 1 is a shape function that ensures
u(t = 0) = u0 and u(t = T ) = uT so S(0) = S(T ) = 0.
Within QOC using a random chopped basis was origi-
nally introduced in the crab methodology [4, 18]. With
this expansion the optimization is performed over the ex-
pansion coefficients, so the optimization is for Jˆ(c) where
c = (c1, c2, ..., cM ) [16]. Optimization is typically done in
this basis using the derivative-free method Nelder-Mead
[4, 18]. In Ref. [16] we introduced Gradient Optimiza-
tion Using Parametrization (group) method that per-
forms a gradient descent within this basis and showed it
is competitive with standard QOC algorithms. Here the
gradient is calculated using the analytic expression,
∂Jˆ(c)
∂cn
= −
∫ T
0
(
<
〈
χ
∣∣∣∣∂Hˆ∂u
∣∣∣∣ψ〉+ γu¨)S(t)fn(t)dt, (5)
where χ is a Lagrange multiplier, which satisfies the equa-
tion of motion
iχ˙ =
(
Hˆ + 2β|ψ|2)χ+ βψ2χ∗. (6)
When the gradient is calculated using Eq. (5) the control
can be iteratively updated along the gradient u(i+1) =
u(i) − α(i)∇Jˆ(u(i)) with i = 0, 1, 2, ... where i is the it-
eration index [17, 24, 26]. An appropriate value for α(i)
is found using a step-size algorithm. Instead of search-
ing along the negative gradient we use a quasi-Newton
method [16]. An in-depth discussion of group is pre-
sented in Ref. [16].
Although this method is competitive with standard
methods in QOC, it is still a linesearch algorithm so it
cannot escape local optima with F < 1 [16]. In order to
add such a capability we combine group with a global
optimization algorithm.
III. GLOBAL-LOCAL OPTIMIZATION
If a local optimization algorithm like group converges
to a local suboptimum (a control with F < 1) then the
result may be improved by simply optimizing another
3FIG. 2. Condensate Driving (CD). (a) The density of the con-
densate (|ψ(x, t)|2) when propagated along the best control at
a duration of T = 0.89ms. Above the top line, the potential
is held constant and the state is seen to be stationary. The
associated potentials are drawn on top for t = 0,t = 0.4T and
t = T where T is the process duration. (b) The best infidelity
at different durations from the Global-Local algorithm shown
using red dots. The blue dots show some of results from the
F (T )-curve reported in Ref. [5]. An insert shows the density
of the wavefunction at two different durations.
FIG. 3. Condensate Splitting (CS). (a) this shows the con-
densate density (|ψ(x, t)|2) along the best control at a dura-
tion of T = 1.0ms. The potential is held constant above the
top line, which shows that the state is in an eigenstate. The
potential is shown for durations t = 0,t = 0.4T and t = T .
(b) Infidelity shown for different durations obtained using the
Global-Local algorithm displayed with red dots.
initial control. This straightforward way of exploring the
optimization landscape is known as multistarting [27].
Multistarting has a constant probability of success given
by how likely it is to randomly select a control that op-
timizes to F = 1. Close to the QSL there may be only
few global maxima so this probability can be very low
[28, 29].
An alternative to multistarting is using a global op-
timization algorithm like Particle Swarm Optimization,
Simulated annealing, Differential Evolution (de) and
Covariance Matrix Adaptation Evolutionary Strategy
(CMA-ES) [30–33]. However, these are domain gen-
eral algorithms and they do not have access to domain
specific features like the analytic gradients and good
parametrization used in group, which are important for
finding high fidelity solutions.
In order to combine these two approaches we propose
a combined Global-Local algorithm. Here the global al-
gorithm is a replacement for the multistarting strategy.
Based on the performance of past solutions the global
algorithm proposes new seeds for the local optimization
algorithm. In principle, this type of combination could
be done with any global optimization algorithm, but here
we focus on de due to its good performance in quan-
tum optimal control problems and general optimization
contests [28, 29, 32]. The algorithm updates a popula-
tion of points (members) in the optimization landscape
P = {x1,x2, ....,xN}. These points must fully character-
ize the control in the chopped random basis (Eq. (4)) so
they consists of both the expansion coefficients and the
random frequencies xn = (c1, c2, ..., cM , r1, r2, ..., rM ).
The algorithm iterates in three main steps being evo-
lution, local optimization, and selection, which are illus-
trated graphically in Fig. 1b. Completing all three steps
is one generation. First a new trial population (Pt) is
formed using the evolution strategy from de. We outline
the evolution strategy below. In the next step some of
the members in Pt are locally optimized. The probability
for being optimized (p(n)) is given as a sigmoid and the
members with the lowest cost have the highest probabil-
ity of being optimized. If a member xn is selected for
optimization then it is replaced by the optimized mem-
ber in Pt. The local optimization is group as outlined in
the previous section. The optimization is only performed
on the expansion coefficients (cn). Finally, in the last se-
lection step the xn member in P is replaced by the xn
member in Pt if the trial member has a lower cost. A
pseudocode for the algorithm is shown in Fig. 4.
Before discussing the results from the Global-Local al-
gorithm we give a brief account of the evolution strat-
egy used in de. de randomly selects two distinct mem-
bers (xj1 ,xj2) and the current best member (xjb). From
41: Initialize population P = {x1,x2, ....,xN} and variables.
2: while F ≤ Fconv and iter≤MaxIter do
3: Using de create a trial population (Pt) from P .
4: for each number n in Pt do
5: if rand()≤ p(n) then
6: Optimize the coefficients in xi using group.
7: if Pt(n) < P (n) then
8: P (n)← Pt(n)
9: iter ← iter + 1.
FIG. 4. A pseudo-code for the combined Global-Local algo-
rithm.
these three members a donor vector is given as vn =
xjb +F(xj1 −xj2) where F is a scaling factor. From this
donor vector the n’th member in the trial population
is found by replacing L consecutive values of xn with
values from vn. The length of L is given by a Possion
distribution with mean Cr and minimum length of one.
The starting point of this replacement is random. In our
simulations, F is linearly decreased from 0.4 to 0.1 over
the simulation in order to promote early exploration and
later exploitation. We also use Cr = 0.97.
IV. RESULTS
Optimal control of BECs of 87Rb atoms trapped atom-
chips has been explored by several authors and realized
experimentally [5, 23, 26, 34, 35] . The dynamics of the
two problems are shown in Fig. 2a and 3a. We discuss
each of the two control problems separately.
A. Condensate Driving
In Condensate Driving (CD) a BEC must be trans-
ferred from the initial ground state of an anharmonic well
into the first excited state. This state can be used as a
source for stimulated emission of matter waves [36]. The
transfer is completed by shaking the trap. Previously, in
CD an F (T )-curve demonstrating a conjectured double-
sin2-behavior has been reported [5]. The potential is well
described by the polynomial,
V (x, u(t)) = p2
(
x−u(t))2+p4(x−u(t))4+p6(x−u(t))6,
where the control u(t) is the trap displacement [5]. The
coefficients are given by p2 = 2pi~ · 310/r20J/m2,p4 =
2pi~ · 13.6/r40J/m4 and p6 = −2pi~ · 0.0634/r60J/m6 with
r0 = 172nm[5]. The nonlinear coupling constant is
β = 2.61~µm Hz for 700 atoms, which takes correc-
tions for going from the three-dimensional to the one-
dimensional case into account [5, 37]. A further compli-
cation arises in this control problem, which is the fact
that it is necessary to include the finite bandwidth of the
control electronics. This effect causes the control to be-
come convolved into the new control v(t) and the atoms
experience the potential V (x, v(t)). This correction must
also be included in the expression for the gradient (Eq.
(5)). The procedure for including this effect into local
optimization is discussed in Ref. [16].
The result of our Global-Local algorithm on the CD-
problem is presented in Fig. 2b. The resulting numerical
estimate for CD is T numQSL = 0.89ms, which is the short-
est duration with F ≥ 0.99. This result is lower than
the 1.09ms report in Ref. [5] where traditional multi-
starting and gradient-free optimization was used. The
Global-Local algorithm also finds better fidelities than
Ref. [5] below the estimated QSL (T ≤ T numQSL ) - see
the blue dots in Fig. 2b. This highlights that the land-
scape has become highly complex due to the strong dura-
tion constraint and traditional multistarting is no longer
sufficient. In Ref. [5] a double sin2-behavior is found,
which was interpreted to indicate that the solutions had
mapped out the true QSL. Surprisingly, the Global-Local
algorithm breaks this QSL and finds a new F (T )-curve
that does not follow a sin2-behavior. This indicates that
a sin2-behavior does not always imply, that the numerical
results have identified the QSL. The Global-Local algo-
rithm will theoretically identify the true QSL in the infi-
nite time limit, due to our finite optimization time even
better solutions could possibly exist. Therefore we can-
not exclude the existence of a better F (T )-curve, which
could have a sin2-behavior. Previous sin2-results from
e.g. [8, 38] were all for a linear Schro¨dinger equation, so
it is not directly clear that these results generalize to the
nonlinear dynamics studied here. The F (T )-curve has
a distinct kink around T = 0.2ms. At short durations
below T numQSL the best control only displaces the conden-
sate and at longer durations the control does a partial
transfer of the wavefunction into the first excited state
- see the insert in Fig. 2b. These two processes scale
differently with respect to T, so at some durations a dis-
placement is better than a partial transfer. This gives
an explanation for the kink in Fig. 2b. A similar kink
was observed in Ref. [5]. The optimal control curve and
〈xˆ(t)〉 is shown in Fig. 5. The control is highly com-
plex. However, a Fourier transformation of 〈xˆ(t)〉 reveals
that the main oscillation frequency in 〈xˆ(t)〉 is close to
the energy difference between the ground state and the
first excited state, so the resulting control can partially
be understood as resonant driving.
B. Condensate Splitting
In Condensate Splitting (CS) a BEC is split into two
seperate BECs with the same phase. This splitting proce-
dure can be used in a Mach-Zehnder type interferometer
for matter waves [35]. The quality of this interferometer
depends on the quality of the splitting, which is opti-
mized. The atoms are trapped in an Ioffe-Pritchard field
configuration on the atom chip. The potential is created
by applying RF-dressing, which causes mixing of the Zee-
man levels of the F = 1 manifold coupling them to the
5FIG. 5. (a) The fastest optimal control for Condensate Driv-
ing (CD) found using Global-Local optimization. (b) The
density for the condensate when propagated along the op-
timal control for comparison with the control. (c) The ex-
pectation value of the position as a function of time (〈xˆ(t)〉).
This expectation value has a clear main oscillation compo-
nent, which is close to the difference between the ground state
and the first excited state.
FIG. 6. (a) The fastest optimal control for Condensate Split-
ting (CS) found using Global-Local optimization. (b) The
condensate’s density when propagated along the control. (c)
The population in the instantaneous energy eigenstates as a
function of time. Only the even levels are populated due to
the symmetry of the initial state and the potential.
dressed states [34]. In Ref. [39] it is shown within the
rotating wave approximation that this gives the potential
V (x, u(t)) = gFµB
√(
BS(x)− ~ω
gFµB
)2
+
(
BRFBI
2BS(x)
)2
,
where gF is the g-factor, µB is the Bohr magneton. ω =
1.26·2piMHz is the field detuning. BI = 1.0G and BRF =
(0.5 + 0.3u(t))G are a magnetic field component related
to the inhomogenous Ioffe field and the experimentally
adjustable RF-field. B2S(x) = (Gx)
2 +B2I is a static field
where G is the gradient of the Ioffe-field trap[23, 34, 39].
For u = 0 the potential is a single well and it dynamically
changes into a double well as u changes into u = 1, which
is shown in Fig. 3a.
The result of our Global-Local optimization on the CS-
problem is presented in Fig. 3b. The resulting numerical
estimate for CS is T numQSL = 1.0ms. To our knowledge there
is no F (T )-curve in the literature for comparison but our
results are faster than the 2.0ms report in Ref. [23, 26].
Neither in the case of CS do we find a sin2-behavior as
seen on Fig. 3b. The optimal control curve and the pop-
ulation in the instantaneous linear energy eigenstates are
shown in Fig. 6. The optimal control first excites the con-
densate as much as possible by applying the maximally
allowed splitting for the first 1/5 of the control duration.
This excites the BEC and by Heisenberg’s time-energy
uncertainty relation allows for fast motion in the Hilbert
Space. The importance of constraints on the QSL is es-
pecially clear here, since the excitation process could be
completed faster if a larger double-well splitting was al-
lowed. After the initial excitation period the condensate
is transferred into the target state. This optimal control
is highly diabatic and clearly differs from adiabatically
inspired solutions where the splitting is gradually turned
on. The control found here is quite different from that
in e.g. Ref [26]. This highlights the Global-Local algo-
rithm’s ability to search control subspaces far from the
adiabatic regime, which is important when approaching
the QSL where the optimization landscape is complex.
V. LEARNING
Finally we discuss the learning in the Global-Local op-
timization. In Fig. 7 the distribution of cost values
within each generation is shown as a function of gen-
erations in the optimization in CS at T numQSL = 1.0ms.
The figure shows that the Global-Local algorithm grad-
ually decreases the median infidelity and thus learns a
better solution strategy. In comparison, a multistarting
algorithm would have a constant distribution set by the
seeding strategy. We also did a traditional multistarting
on the seeds in the initial population and none of the
solutions achieved a similar value of the cost. The ini-
tial population is wide and it narrows as a function of
6FIG. 7. Learning in the Global-Local algorithm in CS at
T numQSL = 1.0ms. The cost is shown as a function of the gen-
erations for the population. The dotted line is the median
infidelity in the population and the shaded area shows the
25%- and 75%-quartiles.
generations. This shows that the optimization does an
early exploration phase and subsequently spends succes-
sive generations on refining the current best members.
However, this plot also suggest that the learning in the
later stages of the algorithm could be substantially im-
proved. With these early results we also cannot rule out
that with sufficient fine tuning of the local optimization
algorithms it might be possible to achieve similar results.
The relative merit of improving local and global search
methodologies represents an interesting avenue of future
research.
VI. CONCLUSION
We have implemented a combined a Global-Local op-
timization algorithm that combines evolutionary algo-
rithms like de with local quantum control methods like
group. This combination has allowed the improvement
of existing estimates of the QSL in problems related to
control of BECs.
This scheme is directly applicable to other problems in
quantum control where it might also give improvements
in the QSL.
It would be possible to further tune the balance be-
tween exploration and exploitation by modifying the DE
algorithm or using another explorative algorithm like
CMA-ES. Within DE, exploration can be promoted by
changing the scheme for the generation of the donor vec-
tor using a method like SaDE [32]. Finally, it would also
be very interesting to do a more in depth comparison with
multistarting in order to better quantify the advantages
of the Global-Local algorithm.
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