Abstract-A long-term visual object tracking performance evaluation methodology and a benchmark are proposed. Performance measures are designed by following a long-term tracking definition to maximize the analysis probing strength. The new measures outperform existing ones in interpretation potential and in better distinguishing between different tracking behaviors. We show that these measures generalize the short-term performance measures, thus linking the two tracking problems. Furthermore, the new measures are highly robust to temporal annotation sparsity and allow annotation of sequences hundreds of times longer than in the current datasets without increasing manual annotation labor. A new challenging dataset of carefully selected sequences with many target disappearances is proposed. A new tracking taxonomy is proposed to position trackers on the shortterm/long-term spectrum. The benchmark contains an extensive evaluation of the largest number of long-term tackers and comparison to state-of-the-art short-term trackers. We analyze the influence of tracking architecture implementations to longterm performance and explore various re-detection strategies as well as influence of visual model update strategies to long-term tracking drift. The methodology is integrated in the VOT toolkit to automate experimental analysis and benchmarking and to facilitate future development of long-term trackers.
I. INTRODUCTION
T HE field of visual object tracking has significantly advanced over the last decade. The progress has been helped by the emergence of standard datasets, performance evaluation protocols [1] , [2] , [3] , [4] , [5] and tracking challenges [6] , [5] .
Popular single-target tracking benchmarks [7] , [2] , [3] , [4] focus on short-term trackers. The introduction of gradually more demanding benchmarks lead to the development of short-term trackers that cope well with significant appearance and motion changes and are robust to short-term occlusions. Several recent publications [8] , [9] , [10] show that short-term trackers fare poorly on very long sequences since localization errors and updates gradually deteriorate their visual model, leading to drift and failure. Typically, short-term trackers assume that the target is always in the field of view (this is reflected in the standard dataset). When this is not the case, the short-term tracker fails, forever.
Long-term trackers are designed for scenarios where the target may disappear from the field of view, may be fully * The authors contributed equally.
occluded for long periods of time and where cuts, i.e. unpredictable abrupt changes of target pose and appearance, may occur. A long-term tracker thus requires to have the ability to report that the target is not present, e.g. by providing a confidence score of the estimated pose, which may be binary or continuous, with low confidence suggesting the target is absent.
A crucial difference to short-term tracking is thus the redetection capability, i.e. the ability to localize the target when no information about current poses is available ( Figure 1 ). This requires fundamentally different search strategies and visual model adaptation mechanisms. These long-term aspects have been explored far less than the short-term counterparts due to lack of benchmarks and performance measures probing longterm capabilities. This is the focus of our work.
Apart from coping with long sequences, long-term tracking primarily refers to the sequence properties (number of target disappearances, etc.) and the type of tracking output expected. We start by defining the notion of the pure long-term tracker and contrast it with pure short-term tracking. We then argue there is a spectrum of tracker designs on the short-term/longterm axis. Based on the long-term definition we propose new performance measures, evaluation protocol and the dataset, all carefully designed to expose the long-term tracking properties. We experimentally show the proposed performance measures produce well-interpretable results. We also show significant robustness to the annotation sparsity.
Using the proposed evaluation tools, we provide an indepth analysis of the largest number of long-term trackers to date. The analysis includes a new re-detection experiment that exposes crucial long-term tracking capabilities. The tracker performance is analyzed with respect to sequence attributes, the target disappearance rate as well as tracking speed variation. Analysis of long-term tracking architectures is provided as well. We test the overall performance of the architectures and analyze re-detection strategies and influence of the model update strategies on the long-term tracking drift. The preliminary version of this work was published in [11] . We make the following contributions:
• A new short-term/long-term tracking taxonomy for fine categorization of long-term trackers.
• A new long-term tracking performance evaluation methodology which introduces novel performance measures tracking Precision, Recall and F-score. The tracking F-score is a generalization of popular short-term tracking In long-term tracking, the box may disappear from the view or be fully occluded by other objects for long periods of time. Within these periods, the state of the object is not defined and should not be reported by the tracker.
measure. To the best of our knowledge, these are the first measures that principally reflect detection as well as localization accuracy in a long-term tracking domain.
Comparison with exiting measures shows significant advantages in their expressive power.
• A new dataset is constructed of carefully selected sequences with a large number of target disappearances per sequence to emphasize long-term tracking properties. Sequences are annotated with nine visual attributes which enable in-depth analysis of trackers.
• A detailed analysis of the largest number of long-term trackers covering several aspects of long-term properties, sequence attributes, target disappearance rate and speed.
• A detailed analysis of long-term tracker architectures from perspective of re-detection and drift-prevention approaches. All trackers, performance measures and evaluation protocol have been integrated into the VOT toolkit [4] , to automate experimental analysis and benchmarking and facilitate development of long-term trackers. The dataset, all the trackers as well as the changes to the toolkit will be made publicly available.
The remainder of the paper is structured as follows. Section II overviews the most closely related work. The shortterm/long-term taxonomy is presented in Section III, Section IV presents the new performance measures and the dataset is presented in Section V. Section VI contains analysis of performance measures, the new long-term tracking benchmark is presented in Section VII and Section VIII evaluates various tracking architecture designs. Conclusions are drawn in Section IX.
II. RELATED WORK
Performance evaluation in single-object tracking has primarily focused on short-term trackers [7] , [4] , [3] , [2] . The currently widely-used methodologies originate from three benchmarks, OTB [1] , [7] , VOT [12] , [4] and ALOV [2] which primarily differ in the dataset construction, performance measures and evaluation protocols.
Benchmarks like [7] , [2] , [3] propose large datasets, reasoning that quantity reduces the variance in performance estimation. On the other hand, the longest-running benchmark [4] argues that quantity does not necessarily mean quality and promotes moderate-sized datasets with carefully chosen diverse sequences for fast and informative evaluation. Several works have focused on specific tracking setups. Mueller et al. [8] proposed the UAV123 dataset for tracking from drones. Galoogahi et al. [13] introduced a high-frame-rate dataset to analyze trade-offs between tracker speed and robustness. Cehovin et al. [14] proposed a dataset with an active camera view control using omni directional videos for accurate tracking analysis as a function camera motion attributes. The target never leaves the field of view in these datasets, making them unsuitable for long-term tracking properties evaluation.
Many performance measures have been explored to evaluate and rank single-target trackers [15] . All dominant short-term performance measures [7] , [2] , [4] are based on the overlap (intersection over union) between the ground truth bounding boxes and tracker predictions, but significantly differ in its use. ALOV [2] uses the F-measure computed at overlap threshold of 0.5. OTB [7] avoids the threshold by computing the average overlap over the sequences as the primary measure. The VOT [4] resets the tracker once the overlap drops to zero, and proposes to measure robustness by the number of times the tracker was reset, the accuracy by average overlap during successful tracking periods and an expected average overlap on a typical short-term sequence. These measures do not account for tracker ability to report target absence and are therefore not suitable for long-term tracking.
A large number of performance measures have been proposed for multi-object tracking [16] . The two most widely used are MOTA and MOTP [17] . MOTA is based on counting wrong target predictions, defined as: (i) target prediction not given (target miss), (ii) prediction given, but its overlap with the target is too small (false positive prediction) and (iii) a wrong identity assigned to a target prediction (mismatch). MOTP [17] measures the average overlap on frames where target is correctly identified and the overlap is greater than 0.5. Both measures require setting a threshold that defines whether the target is successfully located. The measure are sensitive to the setting since a small change of the threshold may have a large impact on the results [4] .
Another group of measures is based on target trajectories [18] . The trajectory of each annotated target in the video is classified into three classes: mostly tracked (MT), partially tracked (PT) and mostly lost (ML). A trajectory is mostly tracked if it is correctly tracked in at least 80% of frames where the target is visible. In mostly lost trajectories the target is tracked in less than 20% of frames. All other trajectories are partially tracked. The ratios of MT, PT and ML to the number of annotated trajectories are reported as measures. These measures require (ad hoc) thresholds. Since the measures are defined on multiple trajectories, applying them to a single trajectory, which is the case in single-target tracking, translates them to success rate [1] calculated at specific thresholds.
A few papers have recently proposed datasets focusing on long-term performance evaluation. Tao et al. [10] created artificial long sequences by repeatedly playing shorter sequences forward and backward. Such a dataset exposes the problem of gradual drift in short-term trackers, but does not fully expose the long-term abilities since the target never leaves the field of view. Mueller et al. [8] proposed UAV20L dataset of twenty long sequences with target frequently exiting and re-entering the scene, but used it to evaluate mostly short-term trackers. A dataset with many cases of fully occluded and absent target has been recently proposed by Moudgil and Gandhi [9] . Unfortunately, the large number of target disappearances was obtained by significantly increasing the sequence length, which significantly increases the storage requirements. To cope with this, a very high video compression is applied, thus sacrificing the image quality.
In the absence of a clear long-term tracking definition, much less attention has been paid to long-term performance measures. The UAV20L [8] and [9] apply the average overlap measure [7] , a short-term criterion that does not account for situation when the tracker reports target absence and favors the trackers that report target positions for every frame. Tao et al. [10] adapted this measure by assigning overlap of 1 when the tracker correctly predicts the target absence. This value is not comparable with tracker accuracy when the target is visible which skews the overlap-based measure. Furthermore, reducing the actual tracking accuracy and failure detection to a single overlap score significantly limits the insight it brings.
Long-term tracker analysis requires including sequences, which are much longer than those encountered in short-term tracking evaluation. Target annotation in each frame thus significantly increases the amount of manual labor compared to short-term benchmarks. Recently, Mueller et al. [19] considered semi-automatic annotation of short-term sequences used for training localization CNNs. They annotate a single frame per-second and interpolate between them by a discriminative correlation filter. Given a typical sequence frame-rate, this means they manually annotate only every 25th frame. The amount of annotation is reduced and the quality is acceptable for training purposes, but it is not clear whether the interpolation adds bias if such an approach is used for performance evaluation.
Valmadre et al. [20] propose to completely avoid interpolation and consider only one frame per-second. They argue that sparse annotation is acceptable for long-term tracker evaluation on long sequences. Their experiment on a shortterm dataset OTB100 [7] shows that evaluating at every ∼ 25th frame keeps the variance of their tracking performance measure within reasonable bounds. Increasing the annotation skipping length increases the variance, which could be addressed by increasing the number of sequences.
III. THE SHORT-TERM/LONG-TERM TRACKING SPECTRUM
A long-term tracker is required to handle target disappearance and reappearance ( Figure 1 ). Relatively few published trackers fully address the long-term requirements, and some short-term trackers address them partially. We argue that trackers should not be simply classified as short-term or longterm, but they rather cover an entire short-term-long-term spectrum. The following taxonomy is used in our experimental section for accurate performance analysis. 1) Short-term tracker (ST 0 ). The target position is reported for each frame. The tracker does not implement target re-detection and does not explicitly detect occlusion. Such trackers are likely to fail on the first occlusion as their representation is affected by any occluder. 2) Short-term tracker with conservative updating (ST 1 ).
The target position is reported for each frame. Target redetection is not implemented, but tracking robustness is increased by selectively updating the visual model depending on a tracking confidence estimation mechanism. 3) Pseudo long-term tracker (LT 0 ). The target position is reported only if the tracker believes the target is visible. The tracker does not implement explicit target re-detection but uses an internal mechanism to identify and report tracking failure. 4) Re-detecting long-term tracker (LT 1 ). The target position is reported only if the tracker believes the target is visible. The tracker detects tracking failure and implements explicit target re-detection.
The ST 0 and ST 1 trackers are what is commonly considered a short-term tracker. Typical representatives from ST 0 are KCF [21] , DSST [22] , SRDCF [23] , CSRDCF [24] , BACF [25] and CREST [26] , which apply a constant visual model update. Typical examples of ST 1 are NCC [12] , SiamFC [27] and the current state-of-the-art short-term trackers MDNet [28] and ECO [29] . All these trackers apply conservative updating mechanisms, which makes them ST 1 level. Many short-term trackers can be trivially converted into pseudo longterm trackers (LT 0 ) by using their visual model similarity scores at the reported target position. While straightforward, this offers means to evaluate short-term trackers in the longterm context.
The level LT 1 trackers are the most sophisticated longterm trackers, in that they cover all long-term requirements. These trackers typically combine two components, a shortterm tracker and a detector, and implement an algorithm for their interaction. The LT 1 trackers originate from two main paradigms introduced by TLD [30] and Alien [31] , with modern examples CMT [32] , Matrioska [33] , HMMTxD [34] , MUSTER [35] , LCT [36] , PTAV [37] , and FCLT [38] .
Interestingly, two recently published trackers LCT [36] and PTAV [37] , that perform well in short-term evaluation benchmarks OTB50 [1] and OTB100 [7] , are presented as long-term trackers, but experiments in Section VII-A show they are in the LT 0 class.
IV. LONG-TERM TRACKING PERFORMANCE MEASURES
A long-term tracking performance measure should reflect the localization accuracy, but unlike short-term measures, it should also capture the accuracy of target detection capabilities (target absence prediction and target re-detection). The latter is not addressed by the standard short-term tracking measures. In detection literature [39] , precision and recall measures evaluate the detector by considering the amount of predicted bounding boxes whose overlap with the ground truth bounding boxes exceeds a pre-defined threshold. However, thresholddependent overlap measures do not fully reflect the tracking accuracy, and should be avoided [4] , [15] . In the following we provide a new formulation of precision and recall measures which are tailored for tracking domain and avoid the deficiencies of their counterparts from the detection literature. The new measures are rigorously compared to the existing ones in Section VI-A.
Let G t be the ground truth target pose, let A t (τ θ ) be the pose predicted by the tracker, θ t the prediction certainty score at time-step t and τ θ be a classification threshold. If the target is absent, the ground truth is an empty set, i.e., G t = ∅. Similarly, if the tracker did not predict the target or the prediction certainty score is below a classification threshold i.e., θ t < τ θ , the output is A t (τ θ ) = ∅. The agreement between the ground truth and prediction is specified by their intersection over union Ω(A t (τ θ ), G t )
1 . In the detection literature, the prediction matches the ground truth if the overlap Ω(A t (τ θ ), G t ) exceeds a threshold τ Ω . Given the two thresholds (τ θ , τ Ω ), the precision P r and recall Re are defined as
where | · | is the cardinality, N g is the number of frames with G t = ∅ and N p is the number of frames with existing prediction, i.e. A t (τ θ ) = ∅. Note that N g is defined by ground truth and is constant for a selected sequence, while N p is a function of the target prediction certainty threshold τ θ . In detection literature, the overlap threshold is set to 0.5 or higher, while recent work [4] has demonstrated that such threshold is over-restrictive and does not clearly indicate a tracking failure in practice. A popular short-term performance measure [1] , for example, addresses this by averaging performance over various thresholds, which was shown in [15] to be equal to the average overlap. Using the same approach, we reduce the precision and recall to a single threshold by integrating over τ Ω , i.e.,
The output of Ω(·, ·) is 0 if any of the two regions is ∅.
We call P r(τ θ ) tracking precision and Re(τ θ ) tracking recall to distinguish them from their detection counterparts. Detection-like precision/recall plots can be drawn to analyze the tracking as well as detection capabilities of a long-term tracker ( Figure 6 ). Similarly, a standard trade-off between the precision and recall can be computed in form of a tracking F-measure [39] 
and visualized by the F-score plots ( Figure 6 ). Our primary score for ranking long-term trackers is therefore defined as the highest F-score on the F-score plot, i.e., taken at the trackerspecific optimal threshold. This avoids manually-set thresholds in the primary performance measure. Furthermore, it avoids forcing a tracker to internally threshold its target presence uncertainty and more fairly evaluates different trackers at their optimal performance point. Note that the proposed primary measure (5) for the longterm trackers is consistent with the established short-term tracking methodology. Consider an ST 0 short-term tracking scenario: the target is always (at least partially) visible and the target position is predicted at each frame with equal certainty. In this case our F-measure (5) reduces to the average overlap, which is a standard measure in short-term tracking [1] , [4] .
A. Performance evaluation protocol
A tracker is evaluated on a dataset of several sequences by initializing on the first frame of a sequence and run until the end of the sequence without re-sets. The precision-recall curve (3, 4) is calculated on each sequence and averaged into a single plot. This guarantees that the result is not dominated by extremely long sequences. The F-measure plot (5) is computed from the average precision-recall plot. The evaluation protocol along with plot generation was implemented in the VOT [4] toolkit to automate experiments and thus reduce potential human errors.
V. THE LONG-TERM DATASET (LTB50)
Table I quantifies the long-term statistics of the common short-term and existing long-term tracking datasets. Target disappearance is missing in the standard short-term datasets except for UAV123 which contains on average less than one full occlusion per sequence. This number increases four-fold in UAV20L [8] long-term dataset. The recent TLP [9] dataset increases the number of target disappearances by an order of magnitude, but at a cost of increasing the dataset size in terms of the number of frames by more than an order of magnitude, i.e. target disappearance events are less frequent in TLP [9] than in UAV20L [8] , see Table I . Moreover, the videos are heavily compressed with many artifacts that affect tracking.
In the light of the limitations of the existing datasets, we created a new long-term dataset. We followed the VOT [4] dataset construction paradigm (recently experimentally validated in [40] ) which states that the datasets should be kept moderately large and manageable, but rich in attributes relevant to the tested tracker class. We started by including all sequences from UAV20L since they contain a moderate occurrence of occlusions and potentially difficult to track small targets. Five long sequences with challenging targets were taken from [30] . We collected 19 additional sequences from Youtube. The sequences contain larger targets with numerous disappearances. To further increase the number of target disappearances per sequence, we have utilized the recently proposed camera view generator from omni-directional dataset AMP [14] . Six additional challenging sequences were generated from this dataset by controlling the camera such that the target was repeatedly entering and leaving the field-of-view. The targets were annotated by axis-aligned bounding-boxes. Each sequence is annotated by nine visual attributes: full occlusion, out-of-view motion, partial occlusion, camera motion, fast motion, scale change, aspect ratio change, viewpoint change and similar objects. The LTB50 thus contains 50 challenging sequences of diverse objects (persons, car, motorcycles, bicycles, boat, animals, etc.) with the total length of 215294 frames. Sequence resolutions range between 1280×720 and 290×217. Each sequence contains on average 10 long-term target disappearances, each lasting on average 52 frames. An overview of the dataset is shown in Figure 2 .
VI. ANALYSIS OF PERFORMANCE MEASURES

A. Comparison with existing measures
Two threshold-free performance measures were recently used for long-term tracking performance evaluation [8] , [10] , [9] . The AUC measure is used in UAV20L [8] . As discussed in Section II, this is a primary short-term measure from [1] that computes average overlap between the tracker prediction and ground truth bounding boxes. In recent work [10] , [9] AUC was adapted to account for target absence by assigning overlap of 1 to frames in which the tracker correctly predicts the target absence -which we denote by AUC mod . We experimentally compare our long-term performance measures from Section IV with AUC and AUC mod using the approach with theoretical trackers introduced byČehovin et al. [15] .
The following four theoretical trackers were run on the LTB50 to expose the differences between the tested performance measures:
• T gt,gt : Always reports the correct target position (the ground truth), and reports uncertainty 0 when target is visible and 1 when target is not visible.
• T gt,co : Always reports the correct target position (the ground truth), and reports constant uncertainty in all frames.
• T im,co : Reports a bounding box covering entire image in all frames with constant uncertainty, resulting in non-zero overlap in all frames with the target present. The optimal operation point for this tracker is thus to report target always present.
• T lost : Reports a 1×1 bounding box in the top-left corner and constant uncertainty in all frames, which is interpreted as if reporting target not visible in all frames. In contrast to T im,co , which always reports a non-zero overlap, the overlap is always zero for this tracker, thus the optimal operation point is obtained by reporting target always lost.
Results are summarized in Figure 3 . The AUC [1] measure assigns equal scores to T gt,gt and T gt,co . This means it does not distinguish between trackers that can detect target absence and those that cannot. Consequently this measure favors reporting the bounding box in every frame even if the target is not present.
In contrast, the modified AUC, AUC mod from [10] and [9] , does distinguish between T gt,gt and T gt,co . But this measure assigns a constant overlap 1 to all frames in which the target absence is correctly predicted. This is not calibrated by an average overlap when the target is present. Furthermore, since the target absence prediction and localization are mixed into a single score, it is unclear whether the high score values are mostly due to accurate prediction of the target position or the ability to correctly report target absence. For example, AUC mod assigns an average overlap of 11% to tracker T lost even though it does not make a single correct prediction of the target position. The basic AUC, on the other hand, correctly assigns a score 0 to this tracker.
Like the AUC mod , the proposed tracking F-measure is capable of distinguishing between T gt,gt and T gt,co . In contrast to AUC mod , the basic primary measures, tracking Precision/Recall, offer a clear interpretation of the reason for the performance difference. The high tracking Precision of T gt,gt indicates a better target absence prediction compared to T gt,co .
But both trackers equally accurately predict target position when visible, which results in an equally high tracking Recall. Another example is the tracker T lost . The tracking F-score is zero, indicating a complete tracking failure and the Recall zero means that the reason is inability to localize the target.
B. Robustness to annotation sparsity
Manual annotation of every frame in long-term sequences requires a significant amount of manual labor, since these are often an order of magnitude longer than short-term sequences. An approach to reduce the labor is annotating every Nth frame [20] . The amount of skipped frames is typically constrained by the robustness of the performance measure. We utilize densely annotated long-term sequences in LTB50 to test the behavior of the performance measures introduced in Section IV with respect to the annotation sparsity.
A set of trackers described in Section VII-A was run on the LTB50 dataset. The trackers were evaluated by computing the tracking Precision, Recall and F-measure by considering every N -th frame with N ∈ [1, 12, 25, 50, 100, 200] . This is equal to annotating every 0.04s, 0.5s, 1s, 2s, 4s and 8s assuming a 25fps frame rate. Figure 4 shows the behavior of the performance measures with increasing annotation sparsity.
The tracking Precision/Recall deviate a bit at very high annotation sparsity levels, but largely maintain the order of trackers. A striking result is that the deviations in Precision/Recall appear to cancel out in tracking F-score, which maintains extremely stable results over the whole range of annotation sparsity levels.
These results indicate that detailed performance analysis can be carried out with annotations every 25 or 50 frames since the measure values minimally differ from those obtained from dense annotations. This is a very important finding and means that sequences 50 times longer than typical short-term sequences can be annotated with the same amount of manual labor without losing analysis accuracy. If only an overall performance analysis is required (tracking F-measure) then the annotation may be even sparser, allowing up to 200 times longer sequences at a moderate annotation effort.
VII. LONG-TERM TRACKING EVALUATION A. Evaluated trackers
An extensive collection including top-performing trackers was complied to cover the short-term-long-term spectrum. In total, eighteen trackers summarized in Table II and Figure 10 were evaluated. We included seven long-term state-of-theart trackers with publicly available source code: (i) TLD [30] , which uses optical flow for short-term component and normalized-cross-correlation for detector and a P-N learning framework for detector update. (ii) LCT [36] and (iii) MUSTER [35] that use a discriminative correlation filter for the short-term component and random ferns and keypoints, respectively, for the detector. (iv) PTAV [37] , that uses a correlation filter for the short-term component and a CNN retrieval system [42] for the detector. (v) FCLT [38] , that uses a correlation filter for both, the short-term component and the detector. (vi) CMT [32] , that uses optical flow for the short-term component and key-points for the detector.
(vii) HMMTxD [34] , that applies an ensemble of short-term trackers and a keypoint-based detector. These trackers further vary in the frequency and approach for model updates (see Table II ).
In addition to the selected long-term trackers, we have included a baseline NCC tracker [12] and recent state-of-the art short-term trackers: the standard discriminative correlation filters KCF [21] and DSST [22] , four recent advanced versions SRDCF [23] , CSRDCF [24] , BACF [25] , ECOhc [41] and the top-performer on the OTB [1] benchmark ECO [41] . Two state-of-the-art CNN-based top-performers from the VOT [43] benchmark SiamFC [27] and MDNet [28] and a state-of-theart CNN-based tracker CREST [26] were included as well. All these short-term trackers were modified to be LT 0 compliant, i.e., able to report the target absence. A reasonable score was identified in each tracker and used as the target prediction certainty score to detect tracking failure. All trackers were integrated in the VOT [4] toolkit for automatic evaluation.
B. Re-detection experiment
An experiment was designed to position the tested trackers on the LT/ST spectrum, and in particular to verify their image-wide re-detection capability. Artificial sequences were generated from the initial frame of each sequence in our dataset. The initial frame was placed into the top-left corner of a zero-initialized image, which is three times wider and higher than the original image ( Figure 5 ). The artificial sequences start with five copies of the enlarged frame. For the remainder of the sequence, the target region was cropped from the initial image and copied to the bottom right corner of a zeroinitialized frame. A tracker was initialized in the first frame and we measured the number of frames required to re-detect the target after position change.
Results are summarized in Table II (last two columns). Trackers MDNet, ECO, ECOhc, SRDCF, SiamFC, CREST, CSRDCF, KCF, DSST and NCC never re-detected the target, which confirms their short-term design. The BACF tracker redetects the target in one sequence by coincidence (random drift) and it is not the result of a re-detection mechanism. The only tracker that always re-detected the target was FCLT, while HMMTxD, MUSTER, CMT and TLD were successful in most sequences -this result classifies them as LT 1 trackers. The difference in detection success come from the different detector design. FCLT and TLD both train template-based detectors. The good performance of FCLT likely comes from the efficient discriminative filter training framework of the FCLT detector. The keypoint-based detectors in HMMTxD, MUSTER and CMT are similarly efficient, but require sufficiently well textured targets. Interestingly, the re-detection is immediate for MUSTER, CMT, HMMTxD and TLD, while FCLT requires on average 77 frames. This difference comes from the dynamic models. Muster, CMT, HMMTxD and TLD apply a uniform spatial prior in the dynamic model in the detector phase over the entire image, while the FCLT applies a random walk model that gradually increases the target search range with time.
Surprisingly, two recent long-term trackers, LCT and PTAV nearly never successfully detected the target. A detailed in- Fig. 6 . Long-term tracking performance on the LTB50 dataset. The average tracking precision-recall curves (left), the corresponding F-measure curves (right) -F as a function of prediction certainty linearly rescaled for each tracker; 0 -the minimum over all sequences output by a given tracker, 100 -the maximum. Tracker labels are sorted according to F-scores, i.e., F-measure maxima.
spection of their source code revealed that these trackers do not apply their detector to the whole image, but rather a small neighborhood of the previous target position, which makes these two trackers a pseudo long-term, i.e., LT 0 level.
C. Overall performance
The overall performance on the LTB50 dataset is summarized in Figure 6 . The highest ranked is FCLT, an LT 1 class tracker, which uses discriminative correlation filters on handcrafted features for short-term component as well as detector in the entire image. Interestingly FCLT is followed by three short-term ST 1 class CNN-based trackers MDNet, SiamFC and ECO. These implement different mechanisms to deal with occlusion. MDNet applies very conservative updates, SiamFC does not update the model at all and ECO applies clusteringbased update mechanism to prevent learning from outliers. SiamFC, ECO and MDNet search a fairly large region which is beneficial for target re-detection.
Another LT 1 long-term tracker, HMMTxD, achieves comparable performance to ECO. It uses an ensemble of shortterm trackers with weak visual models, and performs imagewide target re-detection. Two long-term trackers CMT (LT 1 ) and LCT (LT 0 ) perform the worst among the tested trackers. The CMT entirely relies on keypoints, which perform poorly on non-textured targets. The relatively poor performance of LCT is likely due to a small search window and poor detector learning. This is supported by the fact that LCT performance is comparable to KCF, a standard correlation filter, also used as the short-term component in LCT. The performance of shortterm trackers ST 0 class trackers does not vary significantly. Figure 7 shows tracking performance with respect to nine visual attributes from Section V. Long-term tracking is mostly characterized by performance on full occlusion and out-ofview attributes, since these require re-detection. The FCLT (LT 1 class) achieves top performance, which is likely due to the efficient learning of the detector component. Another LT 1 tracker, HMMTxD, performs comparably to the best shortterm trackers (SiamFC and MDNet), while the CMT, TLD and MUSTER performance is lower due to a poor visual model. A highly challenging attribute is fast motion which is related to long-term re-detection combined with blurring. Top performance is obtained by trackers with a relatively large search range (FCLT, SiamFC, MDNet).
D. Attribute evaluation
Another attribute specific for long-term tracking is viewpoint change which includes video cuts and camera hand-overs. Topperforming trackers at this attribute are SiamFC and MDNet, which indicates that in most of these viewpoint changes the target did not move significantly in image coordinates, and moderate search range sufficed in target re-detection. The result also shows that the target appearance did change and was well addressed by the deep features.
The similar objects attribute exposes fine-grained discrimination capability between the tracked object and visually similar objects in the vicinity. The top-performing tracker at this attribute is MDNet, which is likely due to use of hardnegative mining in the visual model update and a moderately sized search range. Another well performing tracker is FCLT. In contrast to MDNet, this tracker performs image-wide redetection, which increases the probability of drifting to another object, even if the object is far away. These false detections are mitigated by the motion model, that gradually increases the effective detection range after localization becomes uncertain.
E. Influence of disappearance frequency
We divided the sequences of LTB50 into groups according to the number of target disappearances: (Group 1) over ten disappearances, (Group 2) between one and ten disappearances and (Group 3) no disappearances. Per-sequence F-scores are summarized in Figure 8 .
Group 1 results: Most short-term trackers performed poorly due to lack of target re-detection. Long-term trackers generally perform well, but there are differences depending on their structure. For example, the "following" and "liverrun" sequences contain cars, which only moderately change the appearance. SiamFC does not adapt the visual model and is highly successful on these sequences. The LCT generally performs poorly, except for the "yamaha" sequence in which the target leaves and re-enters the view at the same location. Thus the poor performance of LCT is due to a fairly small re-detection range. MDNet, CREST and SiamFC perform moderately well, despite the fact that they are short-term trackers. A likely reason is their highly discriminative visual features (CNNs) and a relatively large target localization range.
Group 2 results: Performance variation comes from a mix of target disappearance and other visual attributes. However, in "person14" the poor performance is related to a long-lasting occlusion at the beginning, where most trackers fail. Only some of LT 1 class trackers (FCLT, MUSTER, HMMTxD and TLD) overcome the occlusion and obtain excellent performance.
Group 3 results: The performance of long-term trackers does not significantly differ from short-term trackers since the target is always visible. The strength of the features and learning in visual models play a major role. These sequences are least challenging for all trackers in our benchmark.
F. Tracking speed analysis
Tracking speed is a decisive factor in many applications. We provide a detailed analysis by three measures 2 : (i) initialization time, (ii) maximum per-frame time and (iii) average per-frame time. The initialization time is computed as the initial frame processing time averaged over all sequences. The maximum per-frame time is computed as the median of the slowest 10% of the frames averaged over all sequences. We also measure average speed by averaging over all frames in the dataset. All measurements are in milliseconds per frame (mpf). The experiments were carried out at a standard desktop computer with 3.4GHz 6700-i7 CPU, 16GB of RAM and NVidia GTX 1060 GPU with 6GB of RAM.
The tracking speeds are reported in Figure 9 with trackers categorized into three groups according to the average speed: fast (> 15fps), moderately fast (1fps-15fps) and slow (< 1fps). The fastest tracker is KCF due to efficient model learning and localization by fast Fourier transform. The slowest methods are CNN-based MDNet and CREST due to the time-consuming model adaptation and MUSTER due to slow keypoint extraction in the detection phase. Several trackers exhibit a very high initialization time (in order of several thousand mpf). The delay comes from loading CNNs (SiamFC, ECO, PTAV, MDNet, CREST) or pre-calculating visual models (ECOhc, CMT, TLD, SRDCF, DSST).
Ideally, the tracking speed would be approximately constant over all frames guaranteeing completion within a fixed time delay. Small differences between the maximum per-frame and average time indicate stability. This difference is the largest for the following trackers: ECOhc and ECO (due to a time-consuming update every five frames), FCLT (due to redetection on the entire image, which is moderately slow for large images), PTAV (due to the slow CNN-based detector) and MDNet (due to the slow update during reliable tracking period).
VIII. TRACKER ARCHITECTURE EVALUATION A. Overall architecture analysis
We analyze contributions of architectural choices important for successful long-term tracking by categorizing the tested trackers along the following four aspects: (i) detector design, (ii) short-term component design, (iii) features used and (iv) visual model adaptation strategy. To aid interpretation, we generate a connection plot Figure 10 where each tracker is connected to the specific choice of the four design aspects thus visualizing a design trend by color-coding. Detector design: The results show that CNN-based detectors consistently deliver promising performance. Correlation filters are widely used in short-term trackers, but are generally not used for image-wide detection, except for in the FCLT. The plot indicates that the kind of DCF-based detector used in FCLT might be a very promising research direction in longterm tracker design. The quality of keypoint-based detectors varies significantly among the trackers. The benefit lies in potential to re-detect target even under a similarity or affine transform, but a common drawback is the inability to detect small or homogeneous targets.
Short-term component: The most promising design choices for the short-term component follow the trend in stateof-the-art short-term tackers. The connection plot indicates that CNN-based and DCF-based methods are most successful short-term design choices.
Visual features: Visual models with features based on CNN generally achieve improved performance over hand-crafted features. The reason is likely in discriminative capacity of the pre-trained networks. A drawback is that these features typically entail significant computational resources and dedicated hardware (i.e., GPU). Results also show that CNN features are not crucial for high-quality long-term tracking. In fact handcrafted features combined with a well-designed re-detection strategy or update mechanism (e.g., FCLT) on average by far outperform all CNN-based trackers.
Adaptation strategy: In long-term tracking scenarios, the target may leave the field of view or become occluded for longer periods. Constant updating irreversibly corrupts the visual model leading to drift and failure and reduces the potential for target re-detection. Conservative updating such as implemented in MDNet or FCLT appears to be the best strategy. An extreme conservative update strategy, i.e., no update at all, appears to work as well, but this requires highly expressive features such as localization-trained CNN in SiamFC.
B. Importance of re-detection strategy
We further explore the importance of re-detection strategy by the following experiment. All tracker outputs were modified to report a constant uncertainty, which was treated as if the tracker is always reporting the target as present. Tracking Recall was computed, which we denote by Re. Then for each tracker, all overlaps after the first failure (i.e., overlap drops to zero) were set to zero and the tracking Recall was re-computed (Re 0 ). Figure 11 shows differences between the two recalls (i.e., Re−Re 0 ). Large values indicate greater failure recovery capabilities of the trackers. FCLT, HMMTxD and TLD most often re-detected the target. Surprisingly, the differences in tracking Recalls of two short-term trackers MDNet and SiamFC are very large, which indicates that these two trackers indeed posses long-term properties. There are two probable explanations: (i) the trackers posses a large search region which enables target re-detection or (ii) the trackers posses efficient visual model update mechanism that prevents visual model corruption during target loss and they eventually drift back to the target.
Additional analysis of the tracking performance was carried out to determine the reason for the apparent long-term properties. Let o i denote an overlap at i-th frame of a sequence. We identified the pair of frames where o i−1 = 0 and o i > 0 which is a point at which the tracker re-detects the target. Euclidean distance was computed between the predicted bounding box centers in these frames. We expect that large distances indicate large target search ranges and compute the mean value of the The results are shown in Figure 11 . The search range size of MDNet and SiamFC are comparable to other short-term trackers. This means that the key factor for their excellent long-term tracking performance compared to the other shortterm trackers is the visual model. Both of these trackers use pre-trained CNN-based features. MDNet updates the visual model only on frames where tracking is considered reliable while SiamFC does not update the visual model at all. Both mechanisms prevent training from incorrect examples, which enables eventual re-detection once the target gets close to the current tracker prediction, even though the search range is not the whole image. Long-term trackers FCLT, TLD, CMT and HMMTxD have the largest search range, which confirms the image-wide target re-detection ability tested in Section VII-B. MUSTER and PTAV have a moderately large search region, while LCT has the smallest search range among all long-term trackers.
C. Impact of visual model error accumulation
Visual model update strategy plays a central role in drift prevention, which is crucial in tracking over long periods. We designed the following experiment to evaluate drifting, which is not caused by target disappearance. Based on the disappearance frequency analysis from Section VII-E, we selected eleven long sequences from LTB50 in which the target never disappears and extended them by looping forward and backward five times. This set of extended sequences thus contains 302,330 frames with an average sequence length of 27,485 frames.
The trackers were re-run on this dataset and the tracking Recall was computed with the same tracker output modification to a constant value as in Section VIII-B. Since the target never leaves the field of view and the tracker always reports the target, the tracking Recall is equivalent in this case to the average overlap on all frames (see Section IV).
The results are shown in Figure 12 . The highest tracking recall is achieved by two ST 1 short-term trackers MDNet, ECO, an ST 0 tracker BACF and an LT 1 long-term tracker FCLT. Top positions are dominated by state-of-the-art shortterm trackers in part because the target is always present and false activations of the detector during uncertain target localization periods may lead to tracker jumping to a location away from the target, which reduces performance. Performance drop is smallest for TLD, HMMTxD, CMT, CREST and SiamFC. The CMT fails early on in the original sequences, which explains the apparently small performance drop. CREST applies end-to-end updating of all parameters in a CNN with small learning rate, which leads to robust tracking in situations when the target is always visible. The small performance drop in SiamFC is likely due to the fact that this tracker does not update the visual model. Combined with the deep features, this proves as a robust strategy to reduce visual model contamination and leads to a successful tracking. Interestingly, the recall actually increases for TLD and HMMTxD as the sequences are looped, which is consistent with the observations in the original paper [30] . TLD applies P-N learning, a conservative form of learning that retrospectively expands the visual model with new training examples. The longer the target is observed, the stronger the visual model becomes. Similarly, the HMMTxD uses combination of feature-based detector, which is trained only in the initial frame and set to high precision mode, that guides the on-line learning of the hidden Markov model. The HMM encodes the relationship of the performance of individual trackers and their confidences using Baum-Welch algorithm. This combination enables choosing, on-the-fly, which tracker should be used in every frame and improves over time. The selective update strategies from MDNet and LCT, which mix short-term and long-term updates also appear beneficial -MDNet, for example, actually keeps track of appearance samples from a longer time-scale and uses these in combination with a local hard negative mining in the model update.
The largest performance drop is observed for the longterm trackers PTAV and FCLT and the short-term trackers CSRDCF and ECOhc. There are several reasons for these performance drops. All four trackers use a DSST [22] scale estimation method. We observed that the scale at these trackers gradually drifts in extremely long sequences. The reason might be that DSST scale estimation relies very much on the target localization accuracy. Inacurate localization leads to incorrect scale estimation, and gradual error accumulation from constant scale updates further reduces the localization accuracy, leading to drift.
The long-term FCLT and PTAV are affected by false activations of their detector, which in some cases leads to tracker jumping off the target. FCLT updates the detectors over several scales only during certain tracking periods and eventually redetects the target in most cases. PTAV applies a CNN instancebased object detector without updates. The strength of this detector is that it generalizes well enough to detect the target even under deformation. On the other hand, this generalization leads to failure when similar objects are located in the target vicinity. This is an obvious reason in the bike1 sequence where the detector jumps to another bicyclist.
There is a significant difference in performance drops of ECO and ECOhc, even though they both use the same visual model decontamination strategy during updates. Part of the difference can be attributed to different scale estimation strategies these two trackers use. ECO applies the tracker over several scales, while ECOhc applies the DSST on the estimated target position. Another significant difference is that ECO applies deep features, while ECOhc uses only HOG and Colornames. Therefore the longer tracking periods observed in ECO might be likely due to deep features and greedy scale search.
IX. DISCUSSION AND CONCLUSION
A new long-term single-object tracking benchmark was presented. A new short-term/long-term tracking taxonomy that predicts performance on sequences with long-term properties was introduced. The taxonomy considers (i) the target absence prediction capability, (ii) the target re-detection strategy and (iii) the visual model update mechanism. A new longterm tracking performance evaluation methodology which introduces new performance measures -tracking Precision, Recall and F-score -is proposed. These measures extend the detection analysis capabilities to tracking in a principled way and theoretically link the short-term and long-term tracking problem. A new dataset (LTB50) of carefully selected sequences is constructed, with a significant number of target disappearances per sequence to emphasize long-term tracking properties. Our experiments in Section VII-E indicate that target disappearance is in fact the most challenging aspect of long-term tracking. The diversity of the dataset has been ensured by including a number of target examples typical for long-term tracking in a variety of environments. Sequences are annotated with nine visual attributes which enable in-depth analysis of trackers. Seven long-term trackers and eleven stateof-the-art short-term trackers were categorized using the new taxonomy and analyzed using the proposed methodology and the dataset.
Comparison with existing performance measures using theoretical trackers (Section VI-A) shows that the proposed tracking Precision, Recall and F-score outperform existing measures, distinguish well between different tracking behaviors and facilitate its interpretation. Furthermore, these measures are highly robust (Section VI-B) allowing detailed analysis with only every 50th frame annotated. The overall ranking based on the primary measure is even more robust allowing even sparser annotations (e.g., every 200th frame). This is a significant result since it shows that datasets with up to 200 times longer sequences can be annotated with equal manual annotation effort without interpolation.
The evaluation and analysis covers a comprehensive collection of long-term trackers. According to the overall analysis (Section VII-C), the best performance is obtained by a LT 1 long-term tracker FCLT [38] . This tracker applies discriminative correlation filter as the short-term component as well as for detector. It applies updating of the visual models at various temporal scales and uses the correlation output for predicting target absence. The second-best tracker is, surprisingly, a stateof-the-art short-term tracker MDNet [28] , which is a CNNbased tracker trained for the tracking task. It applies hardnegative mining and conservative updating of a few top-layer CNN features. Attribute analysis (Section VII-D) indicates that full occlusions and out-of-view disappearances are among the most challenging attributes, followed by similar objects and viewpoint change. The analysis also shows that the LTB50 dataset is challenging, the best tracker achieves the average F-score of 0.41, leaving room for improvement.
Further insights are obtained by analyzing architecture designs of the long-term trackers (Section VIII). CNN-based detectors consistently deliver improved performance, which is likely due to their expressive power of robustly localizing the target even under moderate appearance changes. However, appearance generalization may come at a cost when visually similar objects are located in the same scene. In these cases the CNN features may not distinguish between the different objects, leading to tracking the wrong target (Section VIII-C). Even though discriminative correlation filters are not widely used for detectors, results show that careful learning e.g., [38] makes them an excellent choice due to speed and robustness. We expect to see many long-term trackers adapt these in future. Keypoint-based detectors can potentially detect the target under similarity transform e.g., [35] , [34] , but require textured targets and sufficient resolution, which makes them brittle in practice.
The re-detection experiments from Section VII-B and Section VIII-B show that most successful re-detection strategies are those used in FCLT [38] , HMMTxD [34] and TLD [30] . Results in Section VIII-B also show that re-detection quality largely depends on the visual model update strategy. Conservative updates [27] and hard-negative mining [28] show promise. These techniques are crucial for tracking on very long sequences even if the target is always visible (Section VIII-C), since they largely reduce the tracking drift. This finding opens an opportunity for improving long-term tracking by considering best practices in visual features and model updating from short-term trackers.
Scale estimation methods play an important role in tracking drift. A popular approach is to first localize the target and then estimate the scale e.g., by [22] , considering only a single position. Trackers with this technique typically fare much worse than those that greedily localize the target on several scales. The reason is that inaccurate localization leads to poor scale estimation, which consequently leads to poorer localization. On long sequences, the errors accumulate in the visual model, resulting in drift.
Tracking speed analysis (Section VII-F) shows that reporting solely the average speed may be misleading and insufficient for applications that require short response times. Many trackers, especially long-term, perform very expensive re-detection or learning operations at regular or even unpredictable time instances. Furthermore, initialization times for several trackers are order of magnitude larger than the standard tracking iteration. We recommend that additional information, like the maximum response time and initialization times should be reported as part of standard analysis.
All tested trackers and performance evaluation methodology have been integrated in the VOT toolkit [4] and will be made publicly available to the research community. We believe that this, along with the evaluation methodology and detailed analysis presented in this paper, will significantly impact the field of long-term tracking from the point of dataset construction with extremely long sequences, performance analysis protocols as well as long-term tracker designs. 
