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Introduction
The study of third-order multipoint boundary value problems emerges in a wide variety of applications. For example, a three-point third order boundary value problem arises in the analysis of a Sandwich beam ( [13] ). Such problems have been of considerable interest in reccnt times. (See [1] [4] , [8] [13] , [15] [17] ). The purpose of this paper is to obtain some existence and uniqueness results for the following three-point third-ordcr generalized boundary value problem:
u"'+ f (x, u, u; u") = e(x), 0<x < 1, u (rl) O, u "'(0)-hu "(0) = u "'(1) + ku "(1) 0, (1.1) where f: [0, 1] x R x R x R R is a function e(x)e L[0, 1] ,O<Tl<l,h>_O,k>O,h+k>O. u"'+f(x, u, u3=0, 0<x<l, (1.3) u (0) u 0, u"(0) h u "(0) = u"(1) + ku "(1) 0, (1.4) h > 0, h > 0, and h + k > 0, in [3] when f is a real valued continuous function of its argument under some additional conditions on f, (for example, f is bounded on [0, 1Ix R , k = 2 or 3).
We note that the inhomogeneous boundary value problem (1.2) or (1.4) can be transformed into a homogeneous boundary value problem with a zero right-hand side by a change of the dependent variable u to a new dependent variable v by setting 1 2 u v + uo + uox + -z-(u uo)x for the problem (1.2) and It 
=V+U0
for the problem (1.4). The methods used by Aftabizadeh and Wiener in [3] to get their existence theorems consist of reducing the boundary value problem in question to a second order integrodifferential boundary value problem and then applying the Schauder fixed-point theorem following Cordenanu [7] and Bebemes-Gaines [5] . They also obtain an existence theorem for (1.2) when f satisfies a Lipschitz condition so as to enable the use of the Contraction mapping theorem.
A generalization for their existence and uniqueness theorem for (1.3) was obtained by Aftabizadeh, Gupta, and Xu in [2] .
We remark that the methods and assumptions of [3] depend heavily on the fact that each of the boundary value problems (1.2), (1.3), and (1.4) has a zero right-hand side and each is a twopoint boundary value problem.
Our purpose in this paper is to obtain existence and uniqueness theorems for the boundary value problem (1.1) and the associated special cases corresponding to one or both of h and k equal to infinity. We use degree theoretic methods, and we impose conditions on the nonlinearity f(x, u, u', u'3 that are natural to the problem. More precisely, the conditions on f (x, u, u ", u "') are to be such that the nonlinearity represented by f (x, u, u ", u") in (1.1) does not interfere with the spectrum of the linear boundary value problem u"'(x)=Za'(x), 0<x < 1,
We present our existence theorems in Section 2 and uniqueness theorems in Section 3.
Existence Theorems
Let f" [0, 1] If (x, y, z, w)l < gr(x), whenever, yl< r, zl_< r, wl< r.
Let e (x) e L [0, ], h, k e R, h > 0, k >_ 0, h + k > 0, and 0 _< rl < 1 be given. We consider the following generalized third-order three-point boundary value problem:
(2.1)
The linear boundary value problem, u ""(x) = e (x), 0 < x < 1, We apply the Lemy-Schauder continuation theorem (Theorem IV.5, [14] ) to obtain the existence of a solution for u + KNu = Ke, or equivalently for the boundary value problem (2.1). It is then sufficient to verify that the set of all possible solutions of the family of equations Ilu"ll 2<C, lu'(l)l <C, and lu"(1)l <kC instead of (2.10); and we can use u "'(x) = u "'(1) fu ""(t)dt to conclude II u "'11 and k = 0 so that u'(0)= 0 and u"(l)= 0, then (2.10) gives Ilu"l12 <_ C. In this case we use u"(x)=-u'"(t)dt to conclude Ilu"ll_<C. Finally, if h = and k =,, so that The following theorem improves the condition in Remark 3 when rn 1 in (2.7) and h (respectively, k = *,,) in the boundary value problem (2.1). u"(1)=0; using u"(x)=-fu'"(t)dt, we find that Ilu"ll**< Ilu'"ll C. In the case 0 < k < , , , , , we have from (2.18) that " u "(1) < C'X2 with C = ( II a II + II e II )C. Thus, lu"(1)l = Iku'(1)l _<q" C/--, and we can now use u"(x)=u"(1)-u"'(t)dt to get Ilu"ll** < C'X2 +C. Finally, in the case k = , , , , , we have that u'(1)= 0; thus we get [0, 1] such that u"()= 0, since u "(0)= 0. Finally, we use u"(x)= u"'(t)dt to get II u "'11.. _< II u ""11 _< C .
We have thus shown that the set of all possible solutions of (2. 16 
l+m + II U "'11 +m). Finally, using (2.26) and (2.27), we get from u "'(x) = u "'(0) + u ""(t)dt that 0 II u "'11,. < hC + C .
Also, we have from (2.9) and (2.26) that Ilu I1,._< Ilu'll** < lu'(0)l + Ilu"112_<2C.
Thus, we see that the set of all possible solutions of (2. To verify uniqueness of a solution for (2.1), let u (x) and u2(x) be two solutio_s for the boundary value problem (2.1) and set v(x) = u(x)-u2(x). Now, we have To verify uniqueness, let u(x), and u2(x) be two solutions of (3. (3.4) . Thus it follows from (3.5) that Ilvll** =0, so that ui(x)= u2(x) for a. (3.7) for the conclusion of Theorem 6 to hold. These new conditions, as we noted in Remark 4, are needed for existence.
Remark 13. One can easily derive conditions similar to (3.4) , (3.6) , and (3.7) if f satisfies the following in place of (3.2):
ff (x,y ,z,w) -f (x,y,z,w))(z -z )
