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ABSTRACT
Generating a set of keyphrases that summarizes the core ideas dis-
cussed in a document has a significant impact on many applications,
including document understanding, retrieval, advertising, and more.
In recent years, deep neural sequence-to-sequence framework has
demonstrated promising results in keyphrase generation. However,
processing long documents using such deep neural networks requires
high computational resources. To reduce the computational cost, the
documents are typically truncated before given as inputs. As a re-
sult, the models may miss essential points conveyed in a document.
Moreover, most of the existing methods are either extractive (iden-
tify important phrases from the document) or generative (generate
phrases word by word), and hence they do not benefit from the ad-
vantages of both modeling techniques. To address these challenges,
we propose SEG-Net, a neural keyphrase generation model that is
composed of two major components, (1) a selector that selects the
salient sentences in a document, and (2) an extractor-generator that
jointly extracts and generates keyphrases from the selected sentences.
SEG-Net uses a self-attentive architecture, known as, Transformer
as the building block with a couple of uniqueness. First, SEG-Net
incorporates a novel layer-wise coverage attention to summarize
most of the points discussed in the target document. Second, it uses
an informed copy attention mechanism to encourage focusing on
different segments of the document during keyphrase extraction and
generation. Besides, SEG-Net jointly learns keyphrase generation
and their part-of-speech tag prediction, where the later provides syn-
tactic supervision to the former. The experimental results on seven
keyphrase generation benchmarks from scientific and web docu-
ments demonstrate that SEG-Net outperforms the state-of-the-art
neural generative methods by a large margin in both domains.
KEYWORDS
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1 INTRODUCTION
Keyphrases are short pieces of text that summarize the key points
discussed in a document. They are useful for many natural language
processing and information retrieval tasks, such as, text summariza-
tion [55, 57], question answering [41, 44], sentiment analysis [2, 49],
document retrieval [21, 24], document categorization or clustering
[16, 19], contextual advertisement [8, 51], and more. In the auto-
matic keyphrase generation task, the input is a document, and the
output is a set of keyphrases that can be categorized as present or
Title: [1] natural language processing technologies for developing a
language learning environment .
Abstract: [1] so far , computer assisted language learning ( call
) comes in many different flavors . [1] our research work focuses
on developing an integrated e learning environment that allows
improving language skills in specific contexts . [1] integrated e
learning environment means that it is a web based solution... , for
instance , web browsers or email clients . [0] it should be accessible...
[1] natural language processing ( nlp ) forms the technological basis
for developing such a learning framework . [0] the paper gives an
overview... [0] therefore , on the one hand , it explains creation... [0]
on the other hand , it describes existing nlp standards . [0] based on
our requirements , the paper gives... [1] an outlook at the end points
out necessary developments in e learning to keep in mind .
Present keyphrases: natural language processing; computer as-
sisted language learning; integrated e learning
Absent keyphrases: semantic web technologies; learning of foreign
languages
Predictions of our proposed model, SEG-Net
Salience labels: 1 1 1 1 0 1 0 1 0 0 1
Present keyphrases: natural language processing; computer as-
sisted language learning
Absent keyphrases: web based learning; learning natural language
Figure 1: Sample document with gold keyphrase labels and our
model’s predictions. The numeric value in brackets [ ] represent
salience label (0/1) indicating whether the sentence contains any
present keyphrase or overlaps with any absent keyphrase.
absent keyphrases. Present keyphrases appear exactly in the target
document, while absent keyphrases are only semantically related
and have partial or no overlap to the target document. We provide an
example of a target document and its keyphrases in Figure 1.
Automatic keyphrase generation methods in literature can be
broadly divided into extraction and generation methods. A large
pool of prior works have been devoted to extracting keyphrases by se-
lecting text spans or phrases directly from the target document (e.g.,
“natural language processing” in Figure 1) [18, 22, 29, 31, 33, 48, 54].
However, due to their design principle, these approaches cannot
predict absent keyphrases. In recent years, the neural sequence-to-
sequence (Seq2Seq) framework [42] has become the fundamen-
tal building block in neural keyphrase generation models with its
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widespread usage in natural language generation tasks. The first
deep neural keyphrase generation model, CopyRNN [35] adopts the
Seq2Seq framework [1, 32] with copy mechanism [15, 39]. With
the copy attention mechanism, the Seq2Seq models are capable of
generating both present and absent keyphrases. A few subsequent
works [4, 6, 53] extended CopyRNN to enhance keyphrase genera-
tion. Although these generative approaches are capable of generating
both present and absent phrases, they ignore the advantages of the
extractive solutions, e.g., extracted keyphrases indicate the essential
segments of the target document.
To generate a comprehensive set of keyphrases that summarizes
the key points conveyed in the target document, reading the full
document content is necessary. However, to the best of our knowl-
edge, none of the previous neural methods are provisioned to read
the full content of a document as it can be thousands of words long
(e.g., news articles). Processing such long documents through deep
neural networks requires high computational resources. Hence, the
existing neural methods truncate the target document; take the first
few hundred words as input and ignore the rest of the document that
may contain salient information.
To address the aforementioned challenges, in this paper, we pro-
pose SEG-Net (stands for Select, Extract, and Generate) that has two
major components, (1) a sentence-selector that selects the salient
sentences in a document and (2) an extractor-generator that predicts
the present keyphrases and generates the absent keyphrases jointly.
The primary motivation to design the sentence-selector is to decom-
pose a long target document into small segments, e.g., sentences,
paragraphs, and identify the salient ones for keyphrase generation.
For example, as shown in Figure 1, we split a document into a list of
sentences and classify them with salient and non-salient labels. In
this context, we consider a sentence as salient if it contains present
keyphrases or overlaps with absent keyphrases. In Figure 1, the sam-
ple document consists of six salient (label 1) and five non-salient
sentences (label 0). A similar notion is adopted in prior works on
text summarization [7, 28] and question answering [36].
We employ Transformer [46] as the backbone of the extractor-
generator in SEG-Net. We chose Transformer as it completely relies
on a self-attention mechanism that is capable of capturing longer
range dependencies. We equip the extractor-generator with a novel
layer-wise coverage attention and an informed copy attention such
that the generated keyphrases summarize the entire target document.
The layer-wise coverage attention keeps track of the target document
segments that are covered by previously generated phrases to guide
the self-attention mechanism in Transformer while attending the
encoded target document in future generation steps.
We revise the standard copy mechanism [15, 39] and propose an
“informed” copy attention for keyphrase generation. Our revision is
based on the observation that a word has a different meaning in the
context of two different keyphrases. For example, in Figure 1, the
word “learning” has a different meaning when used in “computer
assisted language learning”, “integrated e learning”, and “learning
of foreign languages”. Hence, we revise the copy mechanism so
that SEG-Net does not copy a word from a present keyphrase while
generating an absent keyphrase. Another motivation behind such
a copy mechanism is to encourage the model to generate absent
keyphrases that summarize the other segments of the target document
that are not covered by the present keyphrases.
We train SEG-Net via multi-task learning to predict keyphrases as
well as their part-of-speech (POS) tags. We exploit the multi-layer
structure of Transformer to perform both POS tagging and keyphrase
generation. We evaluate SEG-Net on five benchmarks from scientific
articles and two benchmarks from web documents to demonstrate
its effectiveness over the state-of-the-art neural generative methods
on both domains. We perform thorough ablation and analysis to
present noteworthy findings such as (1) selecting salient sentences
significantly improve present keyphrase extraction, (2) the layer-wise
coverage attention and informed copy mechanism facilitates absent
keyphrase generation, (3) jointly learning POS tagging and phrase
prediction reduces duplicate and overlapping keyphrase generation.
2 RELATED WORK
2.1 Automatic Keyphrase Extraction
The keyphrase extraction methods identify notable phrases that ap-
pear in a document. The existing approaches generally work in
two steps. First, they select a set of candidate keyphrases from the
target document. The candidate keyphrases are chosen based on
heuristic rules, such as essential n-grams or noun phrases [18, 34] or
phrases whose part-of-speech (POS) tags match a specific sequence
[27, 29, 48]. In the second step, the selected keyphrases are scored as
per their importance to summarize key points of the target document,
which is computed by unsupervised ranking approaches [14, 47]
or supervised learning algorithms [18, 30, 33, 37, 50]. Finally, the
top-ranked candidates are returned as the keyphrases. Another type
of extractive solution follows a sequence tagging approach where
the likelihood of each word in the source text to be a keyphrase word
is learned sequentially [11, 12, 31, 54]. However, these extractive
solutions are only able to predict the keyphrases that appear in the
document and thus fail to predict the absent keyphrases.
2.2 Automatic Keyphrase Generation
In contrast to the extraction methods, the generative approaches aim
at predicting both the present and absent keyphrases of a target doc-
ument. Meng et al. [35] proposed the first generative model, known
as CopyRNN, which is composed of an encoder-decoder with at-
tention [1, 32] and copy mechanism [15, 39]. Multiple extensions
of CopyRNN were also proposed in subsequent works. Chen et al.
[4] proposed CorrRNN that incorporates coverage [45] and review
mechanisms. TG-Net [6] considers the influence of the title and
proposed a title-guided encoding for the input document to improve
keyphrase generation. However, all these generative methods are
trained to predict one keyphrase from the target document. To gen-
erate a fixed number of keyphrases, they use a beam search and
select the top-k as the final predictions. In contrast, Yuan et al. [53]
proposed to concatenate all the ground-truth keyphrases and train
models to generate them as one output sequence.
All these previous generative models utilize a recurrent neural
network (RNN) to learn document representations and keyphrase
generation word by word. Different from these approaches, Zhang
et al. [56] proposed CopyCNN that utilizes convolutional neural
network (CNN) [23] to form sequence-to-sequence architecture. In
contrast, we use the self-attention mechanism [46] to learn document
representations. Our choice is based on the finding that RNN-based
approaches face difficulty in remembering long-range dependencies
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due to its sequential nature [9]. Another crucial difference is, the
prior works use truncated documents to generate keyphrases. In
contrast, our model generates keyphrases from the salient sentences
to cover all the key concepts discussed in the target document.
Keyphrases that summarize a document are mostly noun phrases
and commonly consist of nouns and adjectives. Recently, Zhao and
Zhang [58] proposed to learn keyphrase generation and part-of-
speech (POS) tagging jointly. However, they utilized two parallel
encoder-decoder to generate the keyphrases and the corresponding
POS tag sequence. In contrast, our model uses a multi-layer decoder
where the hidden representations produced by the lower and upper
layers are used for POS tagging and keyphrase generation, respec-
tively. We anticipate that in this manner, POS tagging as an auxiliary
task provides better syntactic supervision for keyphrase generation.
Other noteworthy approaches in literature propose to integrate exter-
nal knowledge and to separate keyphrase extraction from generation
[5], utilizing semi-supervised learning [52] to leverage unlabeled
data, applying adversarial training [43] or reinforcement learning
[3] to improve keyphrase generation.
3 SEG-NET FOR KEYPHRASE GENERATION
The problem of keyphrase generation is defined as given a doc-
ument x , generate a set of keyphrases K = {k1,k2, . . . ,k |K |}
where the document x = [x1, . . . ,x |x |] and each keyphrase ki =
[ki1, . . . ,ki|k i |] is a sequence of words. A document can be split
into a list of sentences, Sx = [s1x , s2x , . . . , s |S |x ] where each sentence
six = [x j , . . . ,x j+ |s i |−1] is a consecutive subsequence of the docu-
ment x with begin index j ≤ |x | and end index (j + |si |) < |x |. In
literature, keyphrases are categorized into two types, present and ab-
sent keyphrases. A present keyphrase is a consecutive subsequence
of the document, while an absent keyphrase is not. However, an ab-
sent keyphrase may have a partial overlapping with the document’s
word sequence. We denote the sets of present and absent keyphrases
as Kp = {k1p ,k2p , . . . ,k |K
p |
p } and Ka = {k1a ,k2a , . . . ,k |K
a |
a }, respec-
tively. Hence, we can express a set of keyphrases as K = Kp ∪ Ka .
SEG-Net decomposes the keyphrase generation task into three
sub-tasks, (1) salient sentence selection, (2) present keyphrase ex-
traction, and (3) absent keyphrase generation. We define them below.
TASK 1. (Salient Sentence Selection) Given a list of sentences
from a document, predict a binary label (0/1) for each sentence.
The positive label (1) indicates that the sentence either contains a
present keyphrase or overlaps with an absent keyphrase.
TASK 2. (Present Keyphrase Extraction) Given a list of salient
sentences as a concatenated sequence of words, predict a binary
label (0/1) for each word. The positive label (1) indicates that the
word is a constituent of a present keyphrase.
TASK 3. (Absent Keyphrase Generation) Given a list of salient
sentences as a concatenated sequence of words, generate a set of
absent keyphrases in a sequence-to-sequence [42] fashion.
SEG-Net uses Transformer [46] as the building block and incor-
porates novel layer-wise coverage and informed copy attention. In
this section, first, we briefly discuss the background concepts (3.1)
that will facilitate our model description. Then, we detail how SEG-
Net carries out the salient sentence selection and jointly extracts
and generates the present and absent keyphrases (3.2). Finally, we
describe how we train SEG-Net via multi-task learning (3.3).
3.1 Background
The architecture of SEG-Net is based on Transformer [46] that
employs an encoder-decoder structure, consisting of stacked encoder
and decoder layers. Each encoder and decoder layer consists of two
and three sublayers, respectively. An encoder layer is composed of
multi-head attention, followed by a position-wise feed-forward layer.
A decoder layer has two consecutive multi-head attention layers
followed by a position-wise feed-forward layer. The multi-head
attention employed in Transformer is based on the self-attention
mechanism where each element in an input sequence attends to
every other element of the input, including itself, while computing
the output representation.
In the first multi-head attention sublayer, the decoder uses mask-
ing in its self-attention to prevent an element from incorporating
information about future elements during training. This is analo-
gous to the unidirectional RNN that is employed as a decoder in a
recurrent sequence-to-sequence network. The second multi-head at-
tention sublayer in a decoder layer applies self-attention between the
encoded input sequence and each element of the decoded sequence.
This attention sublayer is akin to the encoder-decoder attention in
sequence-to-sequence learning [1, 32]. Each encoder and decoder
layer uses residual connections followed by layer normalization
around each of the sublayers. The encoder-decoder layer of the
Transformer is depicted in Figure 2.
3.1.1 Multi-head Attention. In multi-head attention, there are h
identical attention heads that employ the self-attention mechanism.
In each attention head, a sequence of input vectors, x = (x1, . . . ,xn )
where xi ∈ Rdmodel are transformed into a sequence of output
vectors, o = (o1, . . . ,on ) where oi ∈ Rdk as:
oi =
n∑
j=1
αi j
(
x jW
V
)
, (1)
ei j =
xiW
Q
(
x jW
K
)T√
dk
; αi j =
exp(ei j )∑n
k=1 exp(eik )
, (2)
whereWQ ,W K ∈ Rdmodel×dk ,WV ∈ Rdmodel×dv are the parame-
ters that are unique per attention head.
3.1.2 Position Representations. Transformer neither employs
recurrence nor convolution. Hence, we need to inject either absolute
or relative position of the tokens in a sequence explicitly to make
use of the order information. In the keyphrase generation task, we
employ absolute and relative position representation during encoding
the input document and decoding the keyphrases, respectively.
Absolute Position Representations. We train an embedding matrix
Wposi that learns to encode tokens’ absolute positions in a document
into vectors of dimension dmodel .
Relative Position Representations. Since we aim to generate a set
of keyphrases, the order of their generation should not matter. Hence,
we want the decoder to learn the pairwise relationships between
the keyphrases instead of a specific ordering such as alphabetical
ordering, length-based ordering, etc.
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To encode the pairwise relationships between input elements,
Shaw et al. [40] extended the self-attention mechanism as follows.
oi =
n∑
j=1
αi j
(
x jW
V + aVi j
)
,
ei j =
xiW
Q
(
x jW
K + aKi j
)T√
dk
,
where, aVi j and a
K
i j are relative positional representations for the two
position i and j. Shaw et al. [40] suggested clipping the maximum
relative position to a maximum absolute value of k.
aKi j = w
K
clip(j−i,k ), a
V
i j = w
V
clip(j−i,k ),
clip(x ,k) = max(−k,min(k,x)).
Hence, we learn 2k + 1 relative position representations: wK =
(wK−k , . . . ,wKk ), and wV = (wV−k , . . . ,wVk ).
3.1.3 Layer-wise Coordination. In Transformer, the stacked en-
coder layers generate a sequence of output vector representations for
the source sequence layer by layer, gradually from the lowest layer
to the highest layer. Then each layer of the decoder takes the last
layer (the highest layer) representations from the encoder as inputs
while computing the output representations for each position in the
target sequence. In essence, all the layers in the decoder attend the
output representations produced by the last layer of the encoder. This
design choice makes it challenging to apply the coverage mechanism
[4, 45]. Hence, we adopt the layer-wise coordination [17] between
encoder-decoder in Transformer.
According to layer-wise coordination, the i-th layer of the decoder
generates output representations for a target token based on (i −1)-th
layer’s output representations of that token and its preceding tokens
and the output representation for all the source tokens from the i-th
layer of the encoder. In simpler words, with the same number of
encoder and decoder layers, the output representation produced by a
decoder layer depends on the output representations provided by the
corresponding encoder layer and the previous layer of the decoder.
Note that the incorporation of the layer-wise coordination requires
the same number of layers in encoder and decoder.
3.2 SEG-Net
Our proposed model, SEG-Net jointly learns to extract and generate
present and absent keyphrases from the salient sentences in a target
document. The key advantage of SEG-Net is the maximal utilization
of the information from the input text in order to generate a set of
keyphrases that summarize all the key points in the target document.
SEG-Net consists of a sentence-selector and an extractor-generator.
The sentence-selector identifies the salient sentences from the target
document (Task 1) that are fed to the extractor-generator to predict
both the present and absent keyphrases (Task 2, 3). The sentence-
selector consists of an embedding layer, stacked Transformer en-
coder layers, and a classifier. The extractor-generator comprises an
embedding layer, Transformer, an extractor, a copy attention layer,
and a softmax layer. We briefly describe them in this section.
3.2.1 Embedding Layer. The embedding layer maps each word
in an input sequence to a low-dimensional vector space. We train
four embedding matrix,We ,Wpos ,Wposi , andWseд that converts a
Figure 2: Overview of the extractor-generator module of our
proposed SEG-Net. The three major components are encoder,
extractor, and decoder. The encoder encodes the salient sen-
tences of the input document. The extractor predicts the con-
stituent words of the present keyphrase while the decoder gen-
erates the absent keyphrases word by word. We employ an in-
formed copy mechanism that does not allow to copy extracted
keyphrase words during absent keyphrase generation.
word, its part-of-speech tag, absolute position, and segment id into
vector representations of size dmodel . The segment id of a word
indicates the index of its pertaining sentence in a document. In addi-
tion, we obtain a character-level embedding for each word1 using
1We do not depict the character-level embeddings in Figure 2 for simplicity.
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Convolutional Neural Networks (CNN) [23]. To learn a fixed-length
vector representation of a word, we add the five embedding vectors
element-wise. To form the vector representations of the keyphrase
tokens, we only use their word and character-level embeddings.
3.2.2 Sentence-Selector. The objective of the sentence-selector
is to predict the salient sentences in a document, as described in
Task 1. In a nutshell, the sentence-selector is a binary text classifier.
Given a sentence, six = [x j , . . . ,x j+ |s i |−1] from a document x , the
selector predicts the salience probability of that input sentence. First,
the embedding layer maps each of the words in the sentence into a
dmodel dimensional vector. The sequence of word vectors are fed
to a stack of Transformer encoder layers that produce a sequence
of output representations [oj , . . . ,oj+ |s i |−1] where ot ∈ Rdmodel as
described in section 3.1.
Then we apply max and mean pooling on the output representa-
tions to form smax , smean ∈ Rdmodel that are concatenated spool =
smax ⊕ smean to form the sentence embedding vector. We feed the
sentence vector spool through a three-layer, batch-normalized [20]
maxout network [13] to predict the salience probability.
3.2.3 Extractor-Generator. The extractor-generator module takes
a list of salient sentences of a document as an input that are con-
catenated to form a sequence of words and predicts the present and
absent keyphrases. We illustrate the extractor-generator module in
Figure 2 and briefly describe its major components as follows.
Encoder. The encoder contains an embedding layer (described in
3.2.1) followed by an L-layer Transformer encoder. Each word in
the input sequence [x1, . . . ,xn ] is first mapped to an embedding
vector. Then the sequence of word embeddings is fed to the Trans-
former encoder that produces a sequence of contextualized word
representations [ol1, . . . ,oln ] where l = 1, . . . ,L using the multi-head
self-attention mechanism (described in 3.1.1).
Extractor. The extractor takes the encoded word vectors [o1, . . . ,on ]
as input and predicts the probability of each word being a constituent
of a present keyphrase via a sigmoid function.
p(µ j = 1|oLj ) = σ
(
Wr2 (tanh(Wr1oLj + br1 )) + br2
)
,
whereWr1 ,Wr2 ,br1 ,br2 are trainable parameters.
Decoder. The decoder generates the absent keyphrases as a concate-
nated sequence of words [y∗1 , . . . ,y∗m ] where m is the sum of the
length of the absent keyphrases. The decoder employs an embedding
layer, L-layers of Transformer decoder followed by a softmax layer.
The embedding layer converts the keyphrase tokens into vector rep-
resentations that are fed to the Transformer decoder. The output of
the last (L-th) decoder layer hL1 , . . . ,h
L
m is passed through a softmax
layer to predict a probability distribution over the vocabulary V .
p(y∗t |y∗1:t−1,x) = so f tmax(WvhLt + bv ), (3)
whereWv ∈ R |V |×dv and bword ∈ R |V | are trainable parameters.
3.2.4 Syntactic Guidance. Most of the keyphrases are noun
phrases and commonly consist of nouns and adjectives. Hence, to
guide the keyphrase generation, we propose to learn keyphrase gener-
ation with part-of-speech (POS) tagging jointly. Hence, we propose
to use the output of the l-th decoder layer hl1, . . . ,h
l
m by passing
through a softmax layer to predict a probability distribution over a
predefined vocabulary of POS tags Ψ.
p(τ ∗t |τ ∗1:t−1,x) = so f tmax(Wtaдhlt + btaд),
whereWtaд ∈ R |Ψ |×dmodel ,btaд ∈ R |Ψ | are trainable parameters.
We use the output from a lower layer of the decoder for POS
tagging and use the highest layer (the last layer) to generate the
absent keyphrases. Since POS tagging requires learning the syntactic
structure of the keyphrases, we hypothesize that it can guide the
decoder to generate structurally coherent keyphrases.
3.2.5 Coverage and Copy Attention. A set of keyphrases should
summarize all the key points discussed in a target document. To
achieve this goal, we incorporate a novel layer-wise coverage atten-
tion and an informed copy mechanism in the extractor-generator.
Coverage Attention. The coverage attention [4, 45, 53] keeps track
of the parts in the document that has been covered by previously
generated phrases and guides future generation steps such that gen-
erated keyphrases summarize the entire document. To equip the
multi-layer structure of the extractor-generator with the coverage
attention mechanism, we modify the encoder-decoder multi-head
attention at each layer in Transformer. To this end, we modify the
Eq. (2) as αi j =
fi j∑n
k=1 fik
and calculate fi j as follows.
fi j =

exp(eti j ) if t = 1
exp(e ti j )∑t−1
k=1 exp(eki j )
otherwise,
where eti j is same as ei j in Eq. (2) computed at time step t . Note that
we adopt the layer-wise coordination technique (3.1.3) to facilitate
the design of the layer-wise coverage attention.
Copy Attention. We incorporate an informed copying mechanism
in the extractor-generator to facilitate absent keyphrase generation.
Note that absent keyphrases have partial or no overlapping with the
target document. With the copy mechanism, we want the decoder
to learn to copy phrase terms that overlap with the target document.
However, we do not want the decoder to copy a present keyphrase
term during absent keyphrase generation, because a word has a
different meaning when present in the context of two keyphrases.
Formally, we take the output from the last layer of the encoder
[oL1 , . . . ,oLn ] and compute the attention score of the decoder output
hLt at time step t as: att(oLi ,hLt ) = oLiWatthLt . Then we compute the
context vector, cLt at time step t:
aLti =
att(oLi ,hLt )∑n
k=1 exp(att(oLk ,hLt ))
; cLt =
n∑
i=1
aLtio
L
i .
The copy mechanism uses the attention weights aLti as the probability
distribution p(y∗t = xi |ut = 1) = aLti to copy the input tokens
xi . We compute the probability of using the copy mechanism at
the decoding step t as p(ut = 1) = σ (Wu [hLt | |cLt ] + bu ), where | |
denotes the vector concatenation operator. Then we obtain the final
probability distribution for the output token y∗t as follows.
p(y∗t ) = p(ut = 0)p(y∗t |ut = 0) + p(ut = 1)p(y∗t |ut = 1),
where p(y∗t |ut = 0) is defined in Eq. (3). In the above equations, all
probabilities are conditioned on y∗1:t−1,x , but we omit them to keep
the notations simple. We set p(ut = 0) = 1 to block copying a word
from the source text if that is a constituent of a present keyphrase.
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Dataset # Example
Max / Avg.
Source Len.
Max / Avg.
# Sentence % Sentence
⋆ Max / Avg.
Keyphrase Len.
Avg.
# Keyphrase % Present % Absent
KP20k 20,000 1,438 / 179.8 108 / 7.8 29.2 23 / 2.04 5.28 62.9 37.1
Inspec 500 386 / 128.7 23 / 5.5 16.5 10 / 2.48 9.83 73.6 26.4
Krapivin 400 554 / 182.6 28 / 8.2 28.3 6 / 2.21 5.84 55.7 44.3
Nus 211 973 / 219.1 42 / 11.8 32.6 70 / 2.22 11.65 54.4 45.6
SemEval 100 473 / 234.8 22 / 11.9 27.0 11 / 2.38 14.66 42.6 57.4
KPTimes 20,000 7,569 / 777.9 631 / 28.9 35.4 18 / 1.84 5.27 58.8 41.2
In-house 26,000 9,745 / 969.1 538 / 35.6 44.0 16 / 2.69 4.08 37.5 62.5
Table 1: Summary of the test portion of the keyphrase benchmarks used in experiments. Sentence⋆ represents the percentage of
non-salient sentences in the input text. % Present and % Absent indicate the percentage of keyphrases for the respective types.
3.3 Learning Objectives
We train the two major components of SEG-Net, the sentence-
selector, and the extractor-generator individually.
3.3.1 Sentence-Selector Training. For each sentence in a doc-
ument x , the selector predicts the salience label. We choose the
sentences containing present keyphrases or overlap with absent
keyphrases as the gold salient sentences and use the weighted cross-
entropy loss for selector training.
Ls = − 1|x |
|x |∑
j=1
ωϑ ∗j logϑj + (1 − ϑ ∗j ) log(1 − ϑj ), (4)
where ϑ ∗j ∈ {0, 1} is the ground-truth label for the j-th sentence and
ω is a hyper-parameter to balance the importance of positive and
negative examples of salience sentences.
3.3.2 Extractor-Generator Training. The extractor-generator takes
a list of salient sentences as a concatenated sequence of words and
predicts the present keyphrases and generates the absent keyphrases
and their part-of-speech tags. We optimize the parameters of the
extractor-generator via supervised multi-task training.
Extraction Loss. For each word of the input sequence, the extractor
predicts whether the word appears in a contiguous subsequence that
matches a present keyphrase. The extractor treats the task as a binary
classification task and we compute the extraction loss Le as the
weighted cross-entropy loss as in Eq. (4).
Generation Loss. The decoder jointly generates the set of absent
keyphrases and their part-of-speech (POS) tags as a concatenated
sequence of tokens. Hence, the total generation loss Lд is computed
as the weighted average of the keyphrase generation loss Lw and
part-of-speech tag generation lossLtaд as:Lд = αLw+(1−α)Ltaд .
We compute Lw as the negative log-likelihood loss of the ground-
truth keyphrases generation.
Lw = −
n∑
t=1
log p(y∗t |y∗1 , . . . ,y∗t−1,x), (5)
where n is sum of the length of all absent keyphrases.
Similarly, we compute the negative log-likelihood loss Ltaд for
POS tag sequence generation.
Overall Loss. The overall loss to train the extractor-generator is a
weighted average of the extraction and generation loss.
Leд = βLe + (1 − β)Lд .
4 EXPERIMENTS
4.1 Datasets and Preprocessing
Keyphrases for scientific documents. We conduct experiments
on five scientific benchmarks from the computer science domain:
KP20k [35], Inspec [18], Krapivin [26], NUS [37], and SemEval
[22]. Each example from these datasets consists of the title, abstract,
and a list of keyphrases. Following previous works [3, 5, 6, 35, 53],
we use the training set of the largest dataset, KP20k, to train and
employ the testing datasets from all the benchmarks to evaluate the
baselines and our models. KP20k dataset consists of 530,000 and
20,000 articles for training and validation, respectively.
Keyphrases for web documents. We perform experiments on two
datasets that consist of news articles and general web documents.
The first dataset is KPTimes [10] that provides news text paired with
editor-curated keyphrases. The second dataset is an in-house dataset
that was generated from the click logs of a large-scale commercial
web search engine. Specifically, we randomly sampled web docu-
ments that were clicked at least once during the month of February
in 2019. For each sampled web document, we collected 20 queries
that led to the highest number of clicks on it. This design choice
is motivated by the observation that queries frequently leading to
clicks on a web document usually summarize the main concepts in
the document. We further filter out the less relevant queries. The
relevance score for each query is assigned by an in-house query-
document relevance model. We also remove duplicate queries by
comparing their bag-of-words representation.2 The dataset consists
of 206,000, 24,000, and 26,000 unique web documents for training,
validation, and evaluation, respectively.
Detailed statistics of the test portion of the experiment datasets
are provided in Table 1. Following Meng et al. [35], we apply low-
ercasing, tokenization and replacing digits with ⟨diдit⟩ symbol to
preprocess all the datasets. We use spaCy to get the sentence bound-
aries and part-of-speech tags.
4.2 Baseline Models and Evaluation Metrics
For a comprehensive evaluation, we compare the performance of
SEG-Net with four state-of-the-art neural generative methods, catSeq
[53], catSeqD [53], catSeqCorr [4], and catSeqTG [6]. In addition,
we consider a variant of catSeq model as baseline where we replace
the RNN-based Seq2Seq architecture with the Transformer. The cat-
Seq, catSeqCorr and catSeqTG models are known as CopyRNN [35],
2We perform stemming before computing the bag-of-words representations.
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Model
KP20k Inspec Krapivin NUS SemEval
F1@M F1@5 F1@M F1@5 F1@M F1@5 F1@M F1@5 F1@M F1@5
Present Keyphrase Generation
catSeq [53] 0.367 0.291 0.262 0.225 0.354 0.269 0.397 0.323 0.283 0.242
catSeqD [53] 0.363 0.285 0.263 0.219 0.349 0.264 0.394 0.321 0.274 0.233
catSeqCorr [4] 0.365 0.289 0.269 0.227 0.349 0.265 0.390 0.319 0.290 0.246
catSeqTG [6] 0.366 0.292 0.270 0.229 0.366 0.282 0.393 0.325 0.290 0.246
catSeq (Transformer) 0.368 0.291 0.264 0.225 0.356 0.274 0.405 0.328 0.288 0.245
SEG-Net (This work) 0.381† 0.323† 0.301† 0.246† 0.378† 0.299† 0.459† 0.401† 0.341† 0.298†
Absent Keyphrase Generation
catSeq [53] 0.032 0.015 0.008 0.004 0.036 0.018 0.028† 0.016 0.028 0.020
catSeqD [53] 0.031 0.015 0.011 0.006 0.037 0.018 0.024 0.015 0.024 0.016
catSeqCorr [4] 0.032 0.015 0.009 0.005 0.038 0.020 0.024 0.014 0.026 0.018
catSeqTG [6] 0.032 0.015 0.011 0.005 0.034 0.018 0.018 0.011 0.027 0.019
catSeq (Transformer) 0.031 0.015 0.009 0.005 0.038 0.020 0.028† 0.016 0.029 0.020
SEG-Net (This work) 0.038† 0.020† 0.014† 0.009† 0.056† 0.028† 0.024 0.014 0.031 0.021
Table 2: Results of keyphrase prediction on the five scientific benchmarks. The bold-faced values indicate the best performances
across the board. † means the model is statistically significantly better (by paired bootstrap test, p < 0.05) than all other models.
CorrRNN [4] and TGNet [6] respectively. CopyRNN, CorrRNN or
TGNet generates one keyphrase in a sequence-to-sequence fashion
and use beam search to generate multiple keyphrases. In contrast,
we follow [53] and concatenate all the keyphrases into one output
sequence using a special delimiter “<sep>”. We used the publicly
available implementation of these baselines3 in our experiment.
To measure the accuracy of the sentence-selector, we use micro
averaged F1 score. We also compute precision and recall to com-
pare the performance of the sentence-selector with a baseline. While
in SEG-Net, we select up to N predicted salient sentences, in the
baseline method, the first N sentences are selected from the target
document so that their total length does not exceed a predefined word
limit. In keyphrase generation, the accuracy is typically computed
by comparing the top k predicted keyphrases with the ground-truth
keyphrases. Most previous works [3–5, 35, 52] used F1@k where
the evaluation cutoff k is set to 5, 10, or M where M represents the
number of model predictions. In this paper, we report F1@M and
F1@5 for all the baselines and our models. Following Chan et al.
[3], we append random wrong answers to the predictions if a model
generates less than five keyphrases. We use marco average to aggre-
gate the evaluation scores for all testing samples. We apply Porter
Stemmer before determining whether two keyphrases are identical
and remove all the duplicated keyphrases from the predictions before
computing an evaluation score.
4.3 Implementation Details
Hyper-parameters. We use a fixed vocabulary of the most fre-
quent |V | = 50, 000 words in both sentence-selector and extractor-
generator. We truncate the target document if the total length of the
selected sentences exceeds 200 words. We set dmodel = 512 for
all the embedding vectors. To learn character-level embeddings, we
use 512 1D filters for CNN. We set L = 6,h = 8,dk = 64,dv =
64,df f = 2048 in Transformer across all our models. The sentence-
selector and extractor-generator has about 41.6 and 54.2 million
3https://github.com/kenchan0226/keyphrase-generation-rl
parameters, respectively. We use the output of the 3rd layer (l = 3)
of the decoder to generate the part-of-speech tags of the keyphrases.
Training. We set α = 0.7 and β = 0.5 for multi-task training. Loss
weights for positive samples ω are set to 0.7 and 2.0 (Eq. (4)) during
selector and extractor training. We train all our models using Adam
[25] with a batch size of 80 and a learning rate of 10−4. During
training, we use a dropout rate of 0.2 and a gradient clipping of 1.0.
We halve the learning rate when the validation performance drops
and stop training if it does not improve for five consecutive iterations.
Training the sentence-selector and extractor-generator takes roughly
10 and 25 hours on two GeForce GTX 1080 GPU, respectively.
Testing. The absent keyphrases are generated as a concatenated
sequence of words. Hence, unlike prior works [4–6, 35, 58], we use
greedy search as the decoding algorithm during testing, and we force
the decoder never to output the same trigram more than once to
avoid repetitions in the generated keyphrases. This is accomplished
by not selecting the word that would create a trigram already exists
in the previously decoded sequence. It is a well-known technique
utilized in text summarization [38]. Unlike Meng et al. [35], we do
not remove single-word predictions for all the testing datasets. We
report the averages results of three different random seed.
4.4 Main Results
In this section, we present the experimental results of the baseline
methods and our model on present keyphrase extraction and absent
keyphrase generation. The results are presented in Table 2 for the
scientific domain and Table 3 for the web domain.
Present phrase prediction. From the present keyphrase prediction
results, it is evident that SEG-Net outperforms all the baseline meth-
ods by a significant margin (p < 0.05, t-test) on all the experimental
datasets. Unlike the baseline methods, SEG-Net extracts the present
keyphrases from the salient sentences, that contributes most to the
performance improvement. We observe that SEG-Net performs sub-
stantially better than the baselines for the NUS and SemEval datasets.
This significant improvement is driven by the higher number of
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Model
KPTimes In-house
F1@M F1@5 F1@M F1@5
Present Keyphrase Generation
catSeq [53] 0.370 0.224 0.255 0.102
catSeqD [53] 0.372 0.233 0.252 0.100
catSeqCorr [4] 0.371 0.230 0.247 0.100
catSeqTG [6] 0.377 0.243 0.260 0.103
catSeq (Transformer) 0.374 0.236 0.258 0.111
SEG-Net (This work) 0.393† 0.341† 0.273† 0.168†
Absent Keyphrase Generation
catSeq [53] 0.119 0.074 0.041 0.020
catSeqD [53] 0.126 0.079 0.037 0.019
catSeqCorr [4] 0.120 0.080 0.037 0.019
catSeqTG [6] 0.129 0.079 0.037 0.018
catSeq (Transformer) 0.128 0.078 0.042 0.020
SEG-Net (This work) 0.182† 0.119† 0.048† 0.024†
Table 3: Keyphrase prediction results on the two web domain
benchmarks. The bold-faced values indicate the best perfor-
mances and † means the model is statistically significantly bet-
ter (by paired bootstrap test, p < 0.05) than all other models.
Model
Present Absent
F1@M F1@5 F1@M F1@5
SEG-Net 0.381 0.323 0.038 0.020
w/o sentence selector 0.371† 0.301† 0.037 0.020
w/o layer-wise coverage 0.379 0.321 0.034† 0.016†
w/o “informed” copy 0.381 0.322 0.035† 0.017†
w/o multi-task learning 0.380 0.322 0.037 0.019
Table 4: Ablation study of SEG-Net using the KP20k dataset by
precluding the sentence selector, the proposed layer-wise cov-
erage and informed copy attention mechanisms, and the multi-
task learning training. † indicates significantly lower (by paired
bootstrap test, p < 0.05) performance than SEG-Net.
keyphrases for target documents in those two datasets (see Table 1).
We anticipate that SEG-Net is capable of predicting more present
keyphrases because it extracts them, in comparison to the baseline
methods that generate all the keyphrases.
Absent phrase prediction. Unlike present phrases, absent phrases
do not appear exactly in the target document. Hence, predicting them
is more challenging and requires a comprehensive understanding of
the underlying document semantic. From Table 2 and 3, we see that
SEG-Net correctly generates more absent keyphrases than the base-
lines on all the experimental datasets, except NUS. It is important to
note that NUS and SemEval datasets have a different data distribution
than KP20k in terms of document lengths and number of keyphrases.
During our preliminary experiments, we observed that keyphrase
generation models do not generate more absent phrases for NUS
and SemEval datasets, comparing to other scientific datasets. Hence,
we do not see any substantial performance difference among the
experimental models for absent keyphrase prediction on these two
datasets. SEG-Net results in the biggest performance improvement
(5.4% in terms of F1@M) in the KPTimes dataset and we credit the
salient sentence selector for such an improvement (more discussion
Input features
Present
F1@M F1@5
Word embedding 0.374 0.317
+ Char-level embedding 0.376 0.318
+ Segment embedding 0.378 0.320
+ Part-of-speech embedding 0.381 0.323
Table 5: Impact of different components of the embedding layer
as depicted in Figure 2 on the KP20k dataset.
Dataset Domain
SEG-Net Baseline
Precision Recall Precision Recall
KP20k Scientific 84.5 86.3 75.1 95.0
Inspec Scientific 95.0 82.6 87.1 98.8
Krapivin Scientific 85.5 85.3 75.8 95.1
NUS Scientific 91.8 81.0 78.1 92.0
SemEval Scientific 97.1 75.7 83.5 90.3
KPTimes Web 81.7 44.9 73.0 45.7
In-house Web 82.9 49.1 66.8 51.3
Table 6: Results of salient sentence selection on the experiment
datasets. The precision and recall are computed by selecting
N predicted salient sentences in SEG-Net, and the first N sen-
tences from the target document in the baseline. We set N for
each target document so that the total length of the selected sen-
tences does not exceed a limit of 200 words. It is important to
note that the baseline recall is close to 100.0 for the scientific
domain datasets because the average length of the target docu-
ments from that domain is closer to 200 words.
in section 4.5). Overall, the absent phrase prediction results indicate
that SEG-Net is capable of understanding the underlying document
semantic better than the baseline methods.
4.5 Ablation Study
We perform a detailed ablation study and the results are reported in
Table 4 and 5. We discuss our findings on the following aspects.
Impact of salient sentence selection. One of the key innovations in
SEG-Net is the sentence-selector that identifies the salient sentences
to minimize the risk of missing critical points due to the truncation
of a long target document (e.g., web documents). The contribution
of sentence-selector in present keyphrase prediction is significant,
as shown in Table 4. Our experiments on the web domain datasets
showed that salience sentence selection significantly improved both
present and absent keyphrase prediction.
The accuracy of the sentence-selector on the KP20k, KPTimes,
and in-house dataset is 78.2, 73.7, and 72.8 in terms of F1 score,
respectively. We evaluate SEG-Net on the KP20k dataset given the
ground-truth salient sentences to quantify the amount of improve-
ment, achievable with a perfect sentence-selector. Our experiment
showed that the performance of SEG-Net for present keyphrase
prediction would have increased by approx. 4% in terms of F1@M
(from 0.381 to 0.413) with a perfect sentence-selector. To further as-
sess the accuracy of the sentence selector, we compare SEG-Net with
a baseline based using precision and recall on predicting the salient
sentences from the target documents. The results are presented in
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Model
Present Absent
MAE Avg. # MAE Avg. #
Oracle 0.000 2.837 0.000 2.432
catSeq [53] 2.271 3.781 1.943 0.659
catSeqD [53] 2.225 3.694 1.961 0.629
catSeqCorr [4] 2.292 3.790 1.914 0.703
catSeqTG [6] 2.276 3.780 1.956 0.638
SEG-Net (this work) 2.185 3.796 1.324 1.140
Table 7: Evaluation on predicting the correct number of
keyphrases on the KP20k dataset. MAE stands for mean ab-
solute error and “Avg. #” indicates the average number of gen-
erated keyphrases per document. Oracle is a model that always
generates the ground-truth keyphrases.
Table 6. The higher precision of SEG-Net indicates that it processes
input texts with more salient sentences than the baseline. On the
other hand, the recall is substantially lower for the scientific domain
due to false negative predictions. Overall our experiments suggest
that salient sentence selection has a positive impact on keyphrase
generation; however, there is further room for improvement.
Impact of coverage and copy attention. We introduce a novel
layer-wise coverage attention and an informed copy mechanism in
extractor-generator of SEG-Net. From the results shown in Table 4,
it is evident that both the attention mechanism helps in improving
keyphrase prediction performance. We observed that layer-wise cov-
erage attention results in notable improvements across all datasets.
The ‘informed” copy mechanism does not allow to copy a present
phrase term during absent keyphrase generation. Hence, we specu-
late the impact of the “informed” copy mechanism would depend on
the overlapping amount among the present and absent keyphrases.
For example, in the KP20k and KPTimes test dataset, 7.5% and 3.8%
of absent phrase terms overlap with present phrase terms. Our ex-
perimental findings corroborate with our speculation as we observed
significant improvements in KP20k, while no substantial gain for
the KPTimes dataset because of the informed copy mechanism.
Impact of multi-task learning. To provide syntactic supervision,
we train the extractor-generator on keyphrase and their part-of-
speech (POS) tag generation via multi-task learning (MTL). From
Table 4, we see there is no significant drop in performance when we
do not apply MTL for the KP20k dataset. However, we observed
MTL substantially impacts absent keyphrase generation on the KP-
Times dataset. It is important to note that our goal behind applying
MTL is to reduce generating overlapping keyphrases. Hence, we
evaluated the generated absent keyphrases by checking if they are
super-phrase or sub-phrase of another phrase. We found that due to
MTL, SEG-Net generates less number of duplicate and overlapping
phrases, and improves in accurate number of keyphrase generation.
Impact of embeddings. In the embedding layer of both sentence-
selector and extractor-generator, we learn five different embedding
vectors: word embedding, character-level embedding, position em-
bedding, segment embedding, and part-of-speech (POS) embedding
that are element-wise added. With word embedding and position
embedding remained intact, we successively added the other three
embedding vectors and observed performance improvements on
present keyphrase prediction task. The results are presented in Table
Model
Present Absent
F1@M F1@5 F1@M F1@5
catSeq [53] 0.376 0.298 0.034 0.016
catSeqD [4] 0.372 0.293 0.033 0.016
catSeqCorr [6] 0.375 0.300 0.034 0.016
catSeqTG [3] 0.374 0.302 0.033 0.016
SEG-Net (this work) 0.390 0.326 0.042 0.021
Table 8: Keyphrase prediction results on the KP20k dataset
with “name variations” as proposed in Chan et al. [3].
5. We see the most significant gain comes from the usage of POS
embedding as it helps SEG-Net to distinguish between phrase pat-
terns. The addition of segment embedding is also useful, specially
since the sentence-selector may predict salient sentences from any
part of the document, and we hypothesize that the sentence index
guides the self-attention mechanism in the extractor-generator. The
character-level embeddings are employed as we limit the vocabu-
lary to the most frequent V words. We observed that character-level
embeddings have a notable impact in the web domain, where the
actual vocabulary can be enormous. We performed the same study on
sentence-selector and observed a similar trend in the performance.
4.6 Analysis
We analyze SEG-Net’s performance on generating (1) an accurate
number of keyphrases and (2) variation of named entities.
Number of generated keyphrases. Generating an accurate number
of keyphrases indicates a model’s understanding of the documents’
semantic. For example, a small number of phrase predictions demon-
strate a model’s inability to identifying all the key points expressed
in a document. On the other hand, over generation implies a model’s
wrong understanding of the crucial points. Hence, we compare our
model with all the baseline methods on predicting the appropriate
number of phrases. Following Chan et al. [3], we measure the mean
absolute error (MAE) between the number of generated keyphrases
and the number of ground-truth keyphrases. We remove duplicated
keyphrases before evaluation. The results are presented in Table
7. The lower MAEs for SEG-Net demonstrate that our model no-
tably outperforms the baselines on predicting the number of absent
keyphrases and slightly outperforms the baselines on predicting the
number of present keyphrases. We want to emphasize that the no-
table reduction in MAE for absent phrase generation is due to the
joint training of SEG-Net with part-of-speech (POS) tagging. We
anticipate that with two generative tasks at hand, the model learns to
gauge the number of keyphrases for generation accurately.
Generating variation of named entities. A keyphrase can be ex-
pressed in different ways, such as, “solid state drive” as “ssd” or
“electronic commerce” as “e commerce” etc. Hence, Chan et al. [3]
aggregated name variations of the ground-truth keyphrases from
the KP20k evaluation dataset using the Wikipedia knowledge base.
We evaluate our model on that enriched evaluation set, and the ex-
perimental results are listed in Table 8. We observed that although
SEG-Net extracts the present keyphrases, it is capable of predicting
present phrases with variations such as “support vector machine”
and “svm” if they co-exist in the target document.
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5 CONCLUSION
In this paper, we present SEG-Net, a keyphrase generation model
that identifies the salient sentences in a target document to utilize
maximal information for keyphrase prediction. SEG-Net jointly
learns to predict both present and absent keyphrases from the target
document. In SEG-Net, we incorporate novel layer-wise coverage
and an informed copy attention to cover all the critical points in a
document and diversify the present and absent keyphrases. We jointly
train SEG-Net for keyphrase generation and their part-of-speech tags
prediction. We evaluate SEG-Net on five benchmarks from scientific
articles and two benchmarks from web documents. The experiment
results demonstrate that it is effective over the state-of-the-art neural
generative methods on both scientific and web domains.
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