We are interested in the problem of plan ning for factored POMOPs.
INTRODUCTION
A large number of problems of sequential decision making in uncertain environments from artificial intel ligence, operations-research, and control can be mod eled as Markov decision processes (MOPs) [7, 1] . In such problems, at each time step the agent observes the state of the environment and then executes an ac tion causing a reward for the agent and a stochastic transition in the state of the environment. In a fi nite horizon MOP, the goal is to choose actions so as to maximize the expected sum of rewards up to the given horizon. A number of algorithms for solving MOPs are available [7, 1] . The complexity of such algorithms is typically some low-order polynomial in the number of states in the environment and of the decision-making horizon [1] .
Unfortunately, in many real-world problems the agent's sensors provide only partial information about the state of the environment. This partial informa tion is called an observation and is generated stochas tically from the state. Such problems are modeled as partially observable MOPs or POMOPs [4, 6] . In a finite-horizon POMOP the goal is again to choose ac tions so as to maximize the expected sum of rewards up to the given horizon. At each point in time the se quence of observations made by the agent determines a probability distribution over states of the environ ment. Such a probability distribution is called a belief state. It is well known that the problem of planning in an arbitrary POMOP can be reduced to the problem of planning in the corresponding "belief state" MOP.
The number of belief-states is infinite and therefore it is not possible to iterate over belief-states as is nor mally done in MOP algorithms such as value itera tion. However, for a finite-horizon POMOP, various computable forms of value iteration have been defined using piecewise linear representations of value func tions [6, 4] . Such algorithms yield a representation of a policy that assigns actions to all belief-states. How ever, their worst-case complexity is doubly-exponential in the horizon.
Note that if the number of observations and actions is finite, then for a finite-horizon problem with a given initial belief state only a finite number of belief-states are reachable. This leads to a straightforward algo rithm for selecting actions at reachable belief-states whose complexity is only singly exponential in the horizon. This algorithm is best formalized by viewing a POMOP as a game between the agent and the en vironment. First the agent selects an action and then the environment randomly selects the next observa tion. The best action can be selected by searching this game tree to the given horizon. Associated with each node in the game tree is a belief state. Computing the belief state resulting from a given action requires O(ISI 2 ) operations (see, e.g., [4] ), where S is the set of possible states of the environment. The number of nodes in the tree is O[(IAIIOI)H], where A is the set of actions, 0 is the set of possible observations, and H is the given horizon, i.e., H is the number of allowed actions by the agent. This gives a total run time of O[ISI2(IAIIO I)H]. We can not expect to do better than singly exponential in the horizon because it has been shown that, for horizons polynomial in the size of the PO MOP, it is PSPACE hard to determine if the agent can achieve a particular expected total reward [5] . Following Kearns et a!. we work with a discount fac tor rather than a finite horizon. We take the agent's goal to be that of selecting actions so as to maximize the expected discounted summed reward, i.e., the ex pected value of the infi nite sum I:�o ·-/r1 where rt is the reward at time step t, and 0 ::; 1 < 1 is a discount factor. This sum can be no larger than I:�o 1 1 Rmax which equals �::;· . The quantity 1 _: , is analogous to a horizon time -rewards that occur significantly later than 1_: , have no significant impact on the dis counted summed reward and our running time will be exponential in 1 _:-y .
A POMDP consists of an underlying MDP plus a set of possible observations. The probability of observa tion a when the underlying state iss is denoted P(ols). follows where 6(so) denotes the probability distribu tion in which a i l probability mass is concentrated at the single state so:
•ES
where P(oia, ¢) = I;,, I;, ¢(s)P(s'ia, s)P(ois'). M uses a simplified mapping fj defined as follows:
where S is a given mapping from belief-states to sim plified belief-states -a belief state ¢ will be called
Now we define transition probabilities P and P and reward function R and R for M and M respectively.
For each history p and for each action a, the history gets extended by <a, o> where o is sampled according to P(-la, p) and P(·la, p) as follows:
,,
The reward functions are defined as follows: R p = I:, f3 (p)(s) R ,, and Rp = I;, fj(p)(s)R,.
A policy is a function from agent-move positions in the game tree (histories) to agent actions. Although the optimal policy for an MOP is deterministic, the Kearns et a!. algorithm described in the following sec tion is based on stochastic sampling and hence we need to accommodate stochastic policies, i.e., policies which associate each position (history) with a probability dis tribution over the next action. 
Similarly we define optimal value functions V * (p) = max" V � ' (p), and V*(p) =maxi ' V�'(p). 
Summary of the Analysis
Our main results are two analyses of the policy A8
computed by the algorithm of the preceding section.
The first analysis, given in section 5, shows that under accurate belief state simplification, and for a rapidly mixing PO MOP, a near-optimal policy in M performs near-optimally in M indefinitely into the future. The second analysis, given in section 6 shows that indepen dent of the mixing rate of the POMDP, under accurate simplification the policy A5 is near-optimal for M at the beginning. Recall that the .C1-distance between two distribu tions <I> and I)!, denoted II <I> -I)! ll1 , is defined by
A simplifier S will be called .C1-E-approximate if ll6(s o) -S(6(so))) lll � E and for all simplified belief states rf> we have IIU ( rf>) -S(U(¢>))111 � L Following Boyen and Koller, we will call a POMDP ry-mixing if for any two underly ing states s1 and s 2 and any action a we have that 2:,, min(P(sa l a, sl), P(sala, s 2 )) 2: TJ, or equivalently, IIP(sla, sl)-P(sla, s 2 ) ll1 � 2 -2ry. Now we can state the results of the two analyses of A5.
Theorem 2 (Tracking Near Optimality) For KL-E approximate simplifi cation and any ry-mixing POMDP, we have that for all t 2: 0,
where the expectation is taken over histories generated by running A" in the true POMDP.
Theorem 3 (Drifting Near Optimality) For .C1+ approximate simplification and any POMDP we have the following for all t 2: 0.
E A ' IV A ' ( ) -V *( )I 6
12ER max 12 ERmax t I P I=t p p ::::
The expectation is taken as in theorem 2.
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Tracking Near Optimality
In this section we prove theorem 2 which states, in essence, that for accurate belief state simplification, and rapidly mixing POMDPs, the policy A5 is near optimal. The main component of the analysis is a value transfer lemma stating that for accurate sim plification and rapidly mixing MDPs we have that for any policy J.l the simplified value v � (p) is near the true value V�"(p) (under expectation over p). Most of this section involves the proof of this value transfer lemma.
Our departure point is the tracking theorem of Boyen and Koller stated below. In the following theorem, and throughout the remainder of this paper, the expecta tions are taken over histories p generated by running J.l in the true belief state MDP (using P(ol a, p) rather than P(ola, p)). This theorem bounds the expected KL-divergence from the true belief state to the approximate belief state. Our first step is to convert this statement about KL-divergence into a statement about .C1-distance.
Lemma 5 For any ry-mixing POMDP, any I <L-£ approximate S for that POMDP, any t 2: 0, and any policy J.l we have the following.
Proof: For any two distributions P and Q we have the following [3] .
D(P IIQ ) 2: � (liP-Ql h ) 2
This implies the following.
Which implies the lemma. Our objective is to bound the true value of A5, i.e., the value under P(ola,p) and Rp rather than P(o l a,p) and Rp. The next step is to bound the (expected) difference between these fundamental quantities. Lemma 7 For any I)-mixing POMDP, any KL-f approximate S for that POMDP, any policy Jl., and any t 2: 0:
which together with lemma 5 implies the result.
0
We can now prove the value transfer lemma.
Lemma 8 {Value Tmnsfer Lemma) For any I)-mixing POMDP, any KL-E-approximate S for that POMDP, and any policy Jl. we have the following.
Proof: Define�� to be E�l=tiV11(p)-V11(p)l, and� to be maxt �1. For all t we have the following. 
E� i=ti VII > (p)-V ll> (p) l = E�i=tiVII3(p)-V ll3 (p)l
The result now follows from lemma 8 applied to J1.3. 0
Lemma 10 For any I)-mixing POMDP, any KL-f approximate S for that POMDP, any t 2: 0, and any policy A we have the following. 
IV '( p)-v ' (p)l �IV"' (p)-v"' (p)I+IV11• (p)-v11• (p)l
We now get the desired result by taking the expecta tion over p and bounding the resulting expectation of the right hand side above using corollary 9. Finally, we can prove theorem 2 by noting that E �� =t IV A ' (p) -V • (p) I can be no greater than the sum
of EI P I =tiV (p)-V (P)I, EI P l=tiV (p)-V*(p)l, and E ��=t!V'(p)-V*(p)l. 6 
Drifting Near Optimality
In this section we prove theorem 3 which states, in essence, that for accurate belief state simplification, and for any POMDP, the policy A6 is near-optimal near the beginning. Without the assumption of rapid mixing it is possible that errors due to simplification accumulate with time. However, in the discounted case studied here the value of a given history is only sensi tive to errors within an effective planning horizon de termined by the discount factor. We first bound how rapidly errors due to simplification can accumulate and then use this bound to prove the value transfer lemma.
In the appendix we prove the following lemma which is analogous to that of Boyen and Koller except that it gives a bound on .C1-distance rather than KL divergence and the bound increases with time.
Lemma 11 Under .C1-E-approximate simplification we have that for any (possibly unmixing) POMDP, for all t, and for all Jl,
As in Section 5 the above bound on .C1-distance yields
bound on Rand P, namely E IPi =tiR p -Rp l � 4EtRmax,
J1. '
and EI PI =tiiP$'-P$'ll1 � 4 d .
Next we prove the value transfer lemma.
Lemma 12
(Value Transfer Lemma) For any POMDP, and for any E-approximate S for that POMDP, for any policy jl :
Plugging �t+1 � Vmax into Equation 2 we get �� � 4E(t + 1) Vm a x +!Vm a x. By continuing this unfolding in the limit we get that �� � 4EVmax � �o li (t + 1 + i). Summing this series gives
The proofs of corollary 9 and lemma 10 can be used here to show that for all t 2: 0 we have the following.
As with theorem 2, theorem 3 now follows from the observation that E �;= tiV A '(p) -V*(p)l can be no greater than the sum of E �; = ,IV A ' 
A Proof of Lemma 11
First we prove some general lemmas about £.1 distance and then prove Lemma 11.
Lemma 13 Let {3 and � be two distributions on the same setS and let P(x\s) be a conditional probability function on X x S, i.e., P(x\s) E [0, 1] and Lx P (x\s) = 1 for any fixed s. We have the following where P(x\s){3(s) denotes the obvious distribution on X x S. 
Lemma 14 Let P and Q be any two distributions on X x Y. Let P(x) denote the marginal distribution on X, i.e.,
P(x) = L y P(x, y), and similarly for Q(x) . We then have the following.
IIP(x)-Q(x)l\1 :5 1\ P(x, y)-Q(x, Y)l\1
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Lemma 15 Let P and Q be any two distributions on X x 0. Let P(o) denote the marginal distribution on 0, i.e., P(o) = Lx P(x, o), and similarly for Q(o). We then have the following.
We need one more lemma before proving Lemma 11. We assume a fixed (stochastic ) policy iJ defined by the proba bilities P(a\p, iJ ) . We define P (w, cr lp, s, t,p) to be be the probability that if we assume that the hidden state at time I PI is s and then run forward for t additional steps in the underlying MDP we generate additional history cr and end in final state w . If {3 is a belief state we let P( w, <Tip, {3, t, iJ ) be L, f3(s)P(w,cr\p, s,t,p). We also let P(wi<T,p, {3,iJ) be the probability of w given cr under to the joint distribution P( w, <T\p, {3, t, p) . Let the functions {3 and � be defined as in the paper and let the expectations be taken over I'Uillri ng I' in the true belief-state MDP.
We now prove Lemma 11 (restated here).
Lemma 11 If S is £,-€-approximate then for any t > 0 and for all I' we have the following.
Proof: Note that P(wi <T,p,/3 , 1' ) satisfies the following conditions. P(wl0,p,f3,!') = f3(w) P(wl <a,o>; <T,p, /3, 1') = P( wi<T, p; <a, o>, U( <a, o>, /3), I') This implies that P(wi<T, p, {3, I') is independent of I' and p and hence can be written as P( wi<T, {3). Let P( wi<T, /3) be the estimate of P( wi<T, /3) gotten by running with simplified intermediate belief states. More formally this estimate is defined by the following equations. P(wl0, /3) = f3(w) P(wl <a,o>; <T,/3) = P(wj<T,S(U(<a,o>, /3)))
We now prove the following general statement for any p and simplified belief state {3 and where Ej' ;f=,!(<T) denotes the expectation of f ("') over the histories "' defined by P(<Tip, {3, t, !J ) .
(3)
The proof is by induction on t . For t = 0 the result is immediate. Now assume the result fort and consider t + 1. In the following o abbreviates U( <a, o>, /3) and P( < a, o>) abbreviates P(<a,o> lp, /3, /J). 
