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Abstract 
Weber, A., Exponential upper and lower bounds for the order of a regular language, Theoretical 
Computer Science 134 (1994) 253-262. 
The order of the language recognized by a nondeterministic finite automaton with n states is either 
infinite or at most 32n(n+L’- 1. For each even n there is a deterministic finite automaton having 
n states and recognizing a language of order 2’“m2”2 ~ 1. 
0. Introduction 
The order of a language L is the minimal nonnegative d such that the equality 
L* = ufzoLi holds or is infinite, depending on whether or not such a d exists. Using 
different methods the following results on the order of a regular language were shown 
by K. Hashiguchi, H. Leung, I. Simon, and the author. The order of the language 
recognized by a deterministic finite automaton with n states is either infinite or at 
most 24”2 - 1 ([3], see [9, Section 3.21). This bound deteriorates to 222”f2- 1 if the 
automaton in question is nondeterministic [l 11. It is decidable whether this order is 
finite ([3,10,11], see [9, Section 3.21). In fact, the problem is PSPACE-complete for 
nondeterministic finite automata [7,13]. For every n>2 there is a nondeterministic 
finite automaton having n states and recognizing a language of order 2”-2 - 1 [13]. 
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Sections 2 and 3 present the following results. 
(1) The order of the language recognized by a nondeterministic finite automaton 
with n states is either infinite or at most 32n(n+1)- 1 (Section 2). 
(2) For each even n, there is a deterministic finite automaton having n states and 
recognizing a language of order 2(“-2)12 - 1 (Section 3). 
In order to establish result (1) we employ distance automata. A distance automaton 
M is a nondeterministic finite automaton which is equipped with a nonnegative cost 
function on its transitions. The values of this cost function are required to be 0 or 1. 
The distance of an input word x recognized by M is the sum of costs along a cheapest 
accepting path (or successful computation) consuming x. The distance of M is the 
maximal distance of an input word recognized by this machine or is infinite, depend- 
ing on whether or not a maximum exists. 
Since the order of a regular language is a special case of distance [lo], we prove 
instead of (1) the following result. 
(3) Let M be a distance automaton having n states and a unique initial and final 
state qO such that every transition having costs 1 leads to qO. Then the distance of M is 
either infinite or at most 32”(“-1) - 1 (Section 2). 
In our proof of (3) we use essential ideas of [3], which were further developed in 
[ll, 91, but a different style of presentation. In order to establish result (2) we borrow 
a regular language from [13]. It remains open whether the bounds in (1) and (3) can be 
improved to the order 2oCn) or whether the bound in (2) can be improved to the order 
2@(“*). Upper and lower bounds for the distance of other distance automata than those 
in (3) can be found in [2,4,5,8,12-141. The complexity of the problem to decide 
whether the language recognized by a given deterministic finite automaton has finite 
order remains open. 
1. Preliminaries 
We use the following notations. N and ZY denote the sets of all natural numbers and 
of all integers, respectively. [m] denotes the set { 1, . . . , m}. Throughout we assume that 
the model of computation for all our deterministic algorithms is the deterministic 
random access machine (RAM) without multiplications and divisions using the 
uniform cost criterion, while it is the (not necessarily always halting) nondeterministic 
Turing machine for all the nondeterministic algorithms (see, e.g., Cl]). 
A jinite distance automaton is a 5-tuple M = (Q, C, y, Q,, QF) where Q and C denote 
nonempty, finite sets of states and input symbols (or letters), respectively, Q,, QF c Q 
denote sets of initial and final (or accepting) states, respectively, and y is a total 
function y : Q x C x Q-(0,1, co). C is called the input alphabet and y is called the cost 
function. Each element (p,a,q) of ~~'((0, 1)) d enotes a transition having costs 
y(p,a,q). In general, M will be nondeterministic. Since we only deal with distance 
automata of the above type, the adjective “finite” is omitted from now on. M is called 
deterministic if it has exactly one initial state and if, for each (p, ~)EQ x C, there 
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is exactly one transition of the form (p, a, q). If every transition has costs 0, then M is 
aJinite automaton, where we again omit the adjective “finite”. The latter definition is, 
of course, isomorphic to the usual one of a nondeterministic finite automaton, and our 
deterministic automaton is the same as the usual deterministic finite automaton. 
The mode of operation of M is described by paths. A path 7c (of length m) is a word 
(q1,x1)...(4m,xm)qm+l E(Q x Z)*Q such that (ql, x1, q2), . . . , (qm, x,, qm+ 1) are transi- 
tions. n is said to lead from q1 to qm+ 1 and to consume x1 . ..x.EC*. It is called 
accepting if q1 is an initial and q,,,+ 1 is a final state. y(n):= Zy= 1 y( qi, xi, qi+ 1) denotes 
the costs of 7~. By definition, y(z) is at most m. If M is an automaton, then y(z) is 0. For 
each (p, x, q)E Q x II* x Q, dM(p, x, q) is defined as the minimal costs of a path in 
M consuming x and leading from p to q or is infinite, depending on whether or not 
such a path exists. In particular, dM(p, E, q) is 0 if p = q and infinite if p # q and, for all 
UEC, dM(p, a, q) = y(p, a, q). The transition relation of M, denoted by diw, is the set of all 
(p,x,q)~Q x C* x Q such that dM(p,x,q) is finite. Let z1 =rc;ql and 7~~ =7c;q2 be paths 
in M leading from p1 to q1 and from p2 and q2, respectively. If q1 and p2 coincide, then 
we define the path zn, 0 z2:= n;n;q2. Note that the operation 0 on paths is associative. 
The size of M, denoted by (1 M /I, is defined as the sum of # Q, # C, and the number of 
all transitions of M. 
The language recognized by M, denoted by L(M), is the set of words consumed by 
the accepting paths in M. The distance of XEC* in M (short form: dici(x)) is defined as 
the minimal costs of an accepting path in M consuming x or is infinite, depending on 
whether or not such a path exists, i.e., 
d,(x)=min((co)ujd,(p,x,q)IpEQI,qEQF)). 
Note that d,(x) is finite if and only if x belongs to L(M). The distance of M (short 
form: d(M)) is the supremum of the set {O}u{du(x)IxEL(M)}. 
Let x=x1 . . x,EC* (x1, . . . . x,EC), and let jE{O, . . . . m}. We define 
att(x,j):={qEQ13qlEQ,: (q1,X1~..Xj,dE~M}, 
der(x,j):=CqEQI~qFEQF: (q,Xj+l...xm,qF)EfiM), 
and 
set(x, j):= att(x, j)nder(x, j); 
att(x,j) and der(x, j) denote the set of states attainable from Q1 with x1 . . Xj and the set 
of states derivable to QF with xj+ 1 . . x,, respectively (see, e.g., [9, Section 3.21 or [ 15, 
Section 21). 
The graph of accepting paths in M consuming x (short form: G,(x)) is the directed 
graph (V, E) where 
v:=t(q,j)EQ~{O,...,m}IqEset(x,j)} 
and 
E:={((P,j- l), (%j)k v2 IjECml, (P,Xj34)~~M}~ 
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Thus, for each j E { 0, . . . , m}, set(x,j) is the set of states which appear at column j in 
G,(x). Let us assume that x belongs to L(M) and that any edge ((p, j- l), (q, j)) of 
G,(x) has costs y(p, xj, q). Then the minimal sum of the costs along a path in G,(x) 
leading from Q, x (0) to Qr x { } m coincides with the distance of x in M. Each vertex of 
G,(x) is situated on such a path. 
Using the above notations we define the criterion (ID) (see [3,11; 9, Lemma 3.10]), 
where “ID” stands for “infinite distance”. 
(ID): There is a word x=x1,.. x,EL(M) (x~,...,x,E~) and there are 
06 j, <j, dm such that (set(x, ji), att (x, j,)) and (set(x, j,), att(x, j,)) co- 
incide and, for all p, qcset(x, j,), d,&, xj, + 1.. .xj,, q) is greater than 0. 
The order of a subset L of C* is the minimal nonnegative d such that the equality 
L* = uf=,L’ holds or is infinite, depending on whether or not such a d exists. The 
following proposition shows that the order of a regular language is a special case of 
distance. 
Proposition 1.1 (Simon [lo, Section 71). Let M =(Q, C, y, Q,, QF) be an automaton 
recognizing the language L. We associate with M the distance automaton 
M’=(Q’,C,y’, {q,,}, {qO}) where Q’:=Qlj[q,,} and,for all (p’,a,q’)~Q’x C x Q’, 
0 if p’=qo and 3p~Q,: (p,a,q’)+., or if (p’,a,q’)~S~, 
1 
Y’(P’, a, q’):= 
if q’=qo and 3qEQF: (p’,a,q)EdM 
or if p’=q’=qo and 3pEQ,3qcQ,: (p,a,q)EaM, 
co otherwise. 
M’ recognizes L* and its distance coincides with the order of L. M’ has size at most 
4 /) M )I, and it can be constructed in deterministic time linear in the size of M. 
Proof. The second statement of the proposition is obvious. For the proof of the first 
statement it is sufficient to note that, for each XEL(M’), x belongs to Ld@) and that, 
for each XEL’, d,,(x) is at most i (iENu{O}). 0 
2. Upper bound 
In this section we prove the following theorem. 
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Theorem 2.1. Let M be a distance automaton having n states and a unique initial and 
jinal state q0 such that every transition having costs 1 leads to qO. Then the assertions 
(i)-(iii) are equivalent. 
(i) M has distance at most 32n(“-1)- 1. 
(ii) M has jnite distance. 
(iii) M does not comply with (ID). 
Replacing in (ID) any occurrence of (set(x, j), att(x, j)) by (att(x, j), der(x, j)), 
Theorem 2.1 was implicitly proved by Hashiguchi with an upper bound of order 2@@*) 
in assertion (i) and under the assumption that M restricted to those transitions not 
leading to q0 is deterministic ([3], see [9, Section 3.21). It is not clear whether the 
latter assumption can be dropped in this proof. Using the same version of (ID) as 
Hashiguchi and some of his ideas, Simon explicitly established Theorem 2.1 with the 
upper bound of 222”- 1 in assertion (i) [l 11. In our proof we use all essential ideas of 
[3], as we understand them, but with a different style of presentation. 
Theorem 2.1 and Proposition 1.1 directly imply the following theorem. 
Theorem 2.2. Let M be an automaton with n states. If the order of the language 
recognized by M is$nite, then it is at most 32n(n+1’- 1. 
Recently, the author constructed, for each n > 2, an automaton having n states and 
recognizing a language of order 2”- 2 - 1 [ 131. In Section 3, we present, for each even 
n, a deterministic automaton having n states and recognizing a language of order 
2(“-2)12 - 1. It remains open whether the bounds of Theorems 2.1 and 2.2 can be 
improved to the order 2@@). 
It is easy to obtain a nondeterministic polynomial-space algorithm testing whether 
a given distance automaton complies with (ID). Therefore, using Proposition 1.1 and 
Theorem 2.1, it can be decided in polynomial space whether the language recognized 
by a given automaton has infinite order. The same result was first proved by Leung by 
means of an “algebraic” algorithm [7]. 
In the remainder of this section we prove Theorem 2.1. 
Proof of Theorem 2.1. Let M=(Q, C,y, (q,,}, {q,,}) be a distance automaton with 
n states such that every transition having costs 1 leads to q,,. Consider the assertions 
(i)-(iii) of the theorem. Clearly, (i) implies (ii). It remains to be shown that (ii) implies 
(iii) and that (iii) implies (i). 
(ii) *(iii): Assume that M complies with (ID). Let u, WEC* and VEC+ such that 
x:=uvw belongs to L(M), (set(x, lul),att(x, 1~1)) and (set(x, luvl), att(x, luvl)) coincide, 
and, for all p, qeA:= set(x, lul), d,&, v, q) is greater than 0. 
Let t E N, and let rc be any accepting path in M consuming uv’w. Consider the 
uniquely determined paths rc,,, . . . . rcf+i and states qO, . . . . qt+z in M such that 
rc = no 0. ..o n, + 1, no consumes u, rci, . . . , TC, all consume v, rc, + 1 consumes w, and, for all 
iE(O, . . . . t+l), Xi leads from qi to qi+r. We are going to prove by induction on t. 
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Claim 1. ql, . . , qt+ 1 all belong to A. 
From Claim 1 it follows that y(z) 3 Ci= 1 y(Xi) 3 Zi= 1 dM(qi, V, qi+ 1) > t. Since UV’W 
belongs to L(M) and z and t were arbitrary, this implies that M has infinite distance, 
as desired. It remains to prove Claim 1. 
Proof of Claim 1. If t= 1, then ql, q2sA. Thus, let us assume that t > 1. Since 
qZEatt(x, lul ), there is a path rcb in M consuming u and leading from Qi to q2. The 
induction hypothesis applied to n’:= r& 0 rc2 0 ...o rt*+ 1 yields that q2, . , qt + 1 all belong 
to A. Since q2EA Eder(x, luvl), we obtain that qiEatt(x, lul)nder(x, lul)=A. 0 
Proof of Theorem 2.1 (continued). (iii)*(i): Assume that M does not comply with 
(ID). We define the function cp: 2” x 2 Q-+9 by setting (p(A,B):= #A+ #B-2 for 
A, BEAM. We further define a complete order < on 2” x 2Q by saying that 
(Ai, B1)6(Az, &) if cp(A1,B1)dcp(A2, &), for A,,A,,B,,&E~~. 
Let x=x,...x,~L(M) (xi, . . . . x,EC). We define 
and 
pairs(x):= { (set(x, j), att(x, j)) / je (0, . . . , in} }, 
~(x):=max(cp(A, B) I (A, B)Epairs(x)}, 
3,(x):= # ((A, B)Epairs(x) I cp(A, B)= K(X)}. 
Since, for all (A, B)Epairs(x), @#A GBG Q, we observe that K(x)E{O, . . . . 2n-2) and 
l(x)~{l, . . ..3”-2”). F or each (K, ~)E{O, . . ,2n-2) x (0, . . ., 3”-2”}, we define f(~, A) 
to be the maximal distance of a word XEL(M) such that either K(X) < K or K(X) = K and 
n(x) d A, or to be 0 if no such word exists, or to be infinite if no maximum exists. We are 
going to show Claims 2 and 3. 
Claim 2. f(0, 3” - 2”) = 0. 
Claim 3. For all (~,,i)~[2n-2] x [3”-2”], ~(Jc, A) is at most 1 +f(lc-1,3”-2”)+ 
f(K, A - 1). 
Let ~~[2n-21. From Claim 3 and the fact that f(rc, O)df(lc-- 1, 3”-2”) it follows 
thatf(lc, 3”-2”) is at most 3”-2”+(3”-2”+ l).f(~- 1, 3”-2”). Using this and Claim 
2 it is easy to show by induction on K that, for all ICE (0, . . . ,2n - 2}, f(~, 3” - 2”) is at 
most (3”-2”+ l)“- 1. Hence, the distance of M is at most 32n(n-1)- 1. 
It remains to prove Claims 2 and 3. 
Proof of Claim 2. Let XEL(M) such that rc(x)=O. Then, set(x,O)=att(x,O)= 
set(x~Ixl)={qo~ (as f or any xgL(M)) and att(x, lxl)={qO} (since K(x)=O). Since 
Bounds for the order of a regular language 259 
Fig. 1. Extract from G,(x). 
M does not comply with (ID), this implies that d,(x) = d,(q,, x, q,,) = 0. Thus, Claim 
2 is valid. 0 
Proof of Claim 3. Let (K, %)~[2n--21 x [3”-2”], and let XEL(M) such that K(X)=K 
and A(x)=A. We are going to show that the distance of x in M is at most 
1 +f(~- 1,3”-2”)+f(~, I- 1). From this it follows that Claim 3 is correct. 
Let x=x1 . . . x, (xi,...,x,~C). Note that cp(set(x,O),att(x,O))=O<!c(x). Let j, be 
the minimal je{l, . . . . m} such that q(set(x, j), att(x, j)) equals K(X). Let j, be the 
maximal jE {j,, . . , m} such that (set(x, j), att(x, j)) and (set(x, j,), att(x, j,)) coincide. 
Since M does not comply with (ID), there are states p, qEA,:=set(x, j,) such that 
dM(P,Xj2+1...Xj3> 4 )=O. By definition of A, we can find a j1E{0,...,j2} and 
aj4E{j3, . . . . m} such that u:=x,...xj,EL(M), 
W:= Xj, + 1 . . . x,~WW, and & f {e} or j, <j,. We further set ul:=xjl + 1 . . Xjz, 
U2:=Xj2+1 ...xj3. and u~:=x~,+~ . ..xj4 (see Fig. 1). 
If j, =j, and A, # {qo}, then A0 contains q. and at least one additional state and 
q(set(u, la\), att(u, 1~1)) < (P(A~, att(x, j,)) = K(X). Moreover, q(set(w, 0), att(w, 0)) = 
0 <K(X). Now, the following facts are straightforward. 
Fact 1. K(U) < K(X) = K. 
Fact 2. K(W) Q K(X) = IC. 
Fact 3. Any (A, B)Epairs(w) with cp(A, B) = K(X) = K belongs to pairs(x) and is distinct 
from (set(x,jA, att(x,jA). 
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From Fact 1 it follows that u has distance at most f(~ - 1,3” - 2”) in M. Facts 2 and 
3 imply that either K(W) < K or rc(w)= ti and A(w) <l(x)- 1~1. From this it follows 
that w has distance at most f(rc, A- 1) in M. Therefore, we can estimate 
6 1 +f(Jc- 1,3”-2”)+f(lc, E,- 1). 
This completes the proof of Claim 3 and of Theorem 2.1. 0 
3. Lower bound 
In this section we prove the following theorem. 
Theorem 3.1. For each n > 2 there is a deterministic automaton M, having 2n states, 
2n - 2 input symbols, and @(n2) transitions and recognizing a language of order 2”- 1 - 1. 
Using a simple binary coding, we may diminish the number of input symbols of M, 
(in Theorem 3.1) to 2, while the order of the language recognized remains unchanged 
and the number of states is increased to O(n log, n). In order to prove Theorem 3.1, we 
just borrow from [ 13, Theorem 2.21 a regular language of order 2”- 1 - 1 and we verify 
that the minimal deterministic automaton recognizing that language has the desired 
properties. It remains open whether there are regular languages as in Theorem 3.1 
having order 2@(“‘). 
In the remainder of this section we prove Theorem 3.1. 
Proof of Theorem 3.1. Let n > 2, and let a,, bI , . . . , a,_ 1, b,_ I be pairwise distinct 
letters. WedefineCj:=(a,,b,,...,aj,bj}(j=0,...,n-1)andL:={a,}(C,)*{b,}u~~~u 
{a,_ ,}(C,_ 1)* (b,_ 1}. It is shown in the proof of [13, Theorem 2.21 that L has order 
2”-’ - 1. On the other hand, this language is recognized by the deterministic auto- 
maton M, = (Q, & Y, QI, QF) where 
Q:={ql, . . ..qzn}. C:=C.-1, QI:={qd, QF:={q3,q5,...,q2"-1}, 
0 if iI= and i2=2j+2 
Y(4il) aj, qi2):= 
or if iI>2j and i2E{i,,i,+1} is even 
or if iiE{l, . . . . 2j}\{2} and i2= 1, 
co otherwise, 
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Fig. 2. Definition of in M, (n = 4). 
and 
0 if iIE{2j+1, 2j+2} and iz=2j+ 1 
or if iI>2j+2 and iz~{iI, iI+l} is even 
or if i,~(l, . . ..2j} and iz= 1, 
Ia otherwise 
(l< ,il, iZ<2n, 1 d jdn-1, see Fig. 2). 
M, has # Q. # Z = 4n2 - 4n transitions. Using standard formal language theory (see 
[6]) it is straightforward to check that M, is minimal. 0 
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