In this report we investigate the accuracy with which the position of a receiver can be determined by use of a high-altitude satellite navigation system. The navigation system is modelled as a problem of nonlinear estimation in the presence of random disturbances. Equations are derived for describing positioning errors by using linearization and the Kalman-Bucy filtering equations.
The scheme has the advantage of requiring only passive operations by the user. In addition, position fixes can be accomplished in a relatively short period of time compared to systems employing a low-altitude satellite.
In this report we shall investigate the accuracy with which a user's position can be determined in the presence of uncertainties which inevitably exist; the uncertainties arise both because of observation noise which, for example, results in imprecise time or range measurements and because of inaccurate knowledge of the satellite positions, user's height, and timing.
We consider two cases. In the first, we assume the satellites and user are motionless and that only one observation is made. * For the second case, we account for simple satellite and user motion as well as multiple observations.
In addition to studying positioning errors, we also indicate the structure of processors for realizing the position fix.
The theory we shall present incorporates a linearized version of the navigation problem so that it is convenient to divide the discussion into three steps. In the first step, we consider the general linear estimation problem formulated in a way that results in the discrete filtering equations of Kalman
2-3 and Bucy
. The derivation of these equations has been given by several ? fi authors , so for brevity we present only the broad points leaving certain of the mathematical subtleties to the cited references. In the second step, we consider the general nonlinear estimation problem by a technique employing linearization and the application of Kalman and Bucy's equations. This 7 technique appears to have first been used by Smith et al. More recent 9 10 discussions are given by Ohap and Cox . Finally, in the third step, we show how the navigation problem fits into the model of the general nonlinear estimation problem and then simply apply the previously derived results.
* This portion of the study is based on unpublished studies performed at MIT Lincoln Laboratory. See the acknowledgment on page 35.
LINEAR ESTIMATION THEORY
We now postulate a model for a general linear estimation problem. The interpretation of the model is left to Section 4 where the navigation problem is presented. For the present, we simply mention that the model is a statevariable representation which can describe a wide class of discrete linear systems and their observed responses to Gaussian input sequences.
1 The Linear Estimation Model
Let x(i) and r(i) for i s 1,2 m be vector sequences of Gaussian random variables defined by:
where, for i = 1,2,..., m:
(a) x(i) is an k-dimensional column vector. The initial value for the sequence is a random variable denoted by x . We assume that the a priori knowledge about x consists of a mean, E[x~] « x(0), and covariance matrix,
is a known transition matrix relating x(i) to x(i-1):
(c) w(i) is an Jl-dimensional uncorrelated vector-Gaussian sequence with zero mean and known covariance matrix:
where W(i) is a symmetric non-negative definite IX I matrix and 6.. is unity when i=j and zero otherwise. Deterministic and correlated input 
where N(i) is a symmetric positive definite pXp matrix; n(i) represents noise interferring with the observation of H(i)x(i). By assuming N(i) to be positive definite, we are implying that no disturbance-free observations can be made.
2 The Linear Estimation Problem
The problem we wish to consider is that of estimating x(m), the state of the linear system at the m point in the sequence, * given a specified criterion which the estimate is to satisfy and the m observations
. We shall use a maximum a posteriori probability criterion--the estimate is that value of x maximizing p(x|£i )• However, because of the linearity and Gaussian assumptions, our estimate is identical to that resulting from other criteria such as minimum mean square error.
* As new data is observed, m increases in real time.
Before proceeding, it is convenient to give some indication of the approach to be taken by first considering the following two special cases of the general problem of interest.
Case I: For the first problem, we remove all time dependence and let r = Hx + n
where x and n are uncorrelated zero-mean Gaussian random variables with positive definite covariance matrices W and N respectively. The probability densities of x and n are then given by
and
Case II: For the second problem, we keep x fixed and reintroduce multiple time-dependent observations by letting 
The first problem is illustrative of the approach and is also of interest because of its close relation to Schweppe's error analysis. The results from this problem will eventually be applied to the navigation problem when both the satellites and user are fixed and only one observation is used to determine the user's position. The second problem is presented so that the notions and advantages of recursive estimation procedures can be seen.
1 Special Case I: Time-Independent Observations
We take as the optimum estimate that value of x maximizing the a posteriori probability, p(x|r), or equivalently its logarithm, In p(x|r). 
We now expand the right side of Eq. 10 and then complete the square, the result being
where we have set
assuming the inverse exists.
Inspection of Eq. 11 reveals that the a posteriori density of x is normal and maximized by the conditional mean, VH'N r. Consequently, the estimate we seek is given by
Furthermore, the error covariance matrix, defined as the conditional expecta-
, is just the conditional covariance, V.
It is observed from Eq. 12 that the evaluation of V requires the inversion of three matrices. An alternative expression requiring only one inversion can be given by applying the matrix relation proved in Appendix 1. The result
Since V does not depend on r, it can be determined before making an observation. Consequently, the error performance can be studied without actually carrying out experiments. Furthermore, we see from Eq. 13 that, if V is determined beforehand, the computation of x involves only a matrix multiplication of the observed data.
Collecting all results, we have 
Z. Z Special Case II: Time-Dependent Observations
We again take as optimum that value of x maximizing the a posteriori probability, p(x|r, ), or equivalently its logarithm, In p(x|i\ ). Using
Baye's rule and Eqs. 6 and 9, we have
where c is a normalization constant independent of x. Proceeding once again through the steps leading from Eq. 10 to Eqs. 11 and 12, we obtain from Eq. 15
It can be easily shown that x is an unbiased estimate of x. V(m) is the associated error covariance matrix; that is, V(m) is the conditional expecta- 
Equation 18 is the desired relation. An alternative form can be obtained byuse of the lemma of Appendix 1, the result being
The recursive equation for x(m) is derived starting with Eq. 16 from which we obtain
From Eq. 18 it can be verified that
Therefore,
which is the desired result.
Collecting all results, we have Model:
Estimation Equations:
Time-Dependent Observations and Parameters
We now return to the original problem and derive the discrete Kalman and Bucy equations. In the following procedure, we shall derive the recursive equations directly. We begin by observing that
The first factor in the numerator can be simplified when it is noted that r(m)
is only a function of n(m) when x(m) is specified. Then, because of the independence of n(m), x(i), and n(i) for i < m, it follows that r(m) is independent of r, 1 when x(m) is specified. Consequently,
We, therefore, have the result
where c is a normalization constant. The first term on the right is given by:
where again c ' is a normalization constant. We now need to investigate the second term on the right of Eq. 24. We observe first that x(m) conditioned on r, , is normal with mean -1, m-1
where x(m|m-l) and x(m-l|m-l) denote the maximum a posteriori estimates of x(m) and x(m-l), respectively, based on the m-1 observations, r. ..
In deriving Eq. 26, we have used the independence of w(m) and r, , and the identity of the conditional mean and maximum a posteriori estimate. The conditional covariance matrix associated with x(m) is given by
where V(m-l) is the error covariance matrix defined by
for j = m-1.
Using these results (Eqs. 25, 26, and 27), we can express lnp[x(m)|r 1 ], defined by Eq. 24, as
(29) To obtain an expression for x(m|m), we expand Eq. 29 keeping only terms which depend on x(m) and then we complete the square. The details are straightforward and result in the following recursive expressions for x(m|m) and V(m):
where P(m) is defined by Eq. 27.
By simple matrix manipulations, Eqs. 30 and 31 can be placed in a form having some computational advantages which are mentioned below.
Observe from Eq. 30 that
Equation 33 is the desired expression for x(m|m). By using the lemma of Appendix 1, we obtain the desired expression for V(m) from Eq. 31
where
The most evident computational advantage in determining V(m) by Eq. 34 rather than Eq. 31 is that Eq. 34 requires the inversion of a single p Xp matrix; whereas, Eq. 31 requires the inversion of three matrices, one of order p Xp and two of order m X m. A less evident advantage exists because the number of observables is very often less than the order of the state vector.
In this instance, p < m and Eq. 34 requires the inversion of a smaller matrix than Eq. 31. The advantage of the alternative expression for x(m|m), Eq. 33 rather than Eq. 30, is that the inverse of P(m) is not required. 
~ -s 2l
point x = z; the k-row, X-column element of the matrix, • 5 -, is -^-h, (i : x).
--OX OX * K --X This matrix is commonly referred to as the Jacobian matrix.
Z The Nonlinear Estimation Problem
Just as in the linear case, we seek to estimate x(m), the state at the (moving) endpoint of the observation interval, based on all the accumulated observations, r, . The procedure we shall take is the following. The choice of the trajectory about which the linearization is performed depends on the particular application. We can describe the sequence z(l), z(Z), . . . , z(m) as being prespecified or not depending upon whether or not it is known before data is received. The technique of linearizing about a prespecified trajectory and then applying the Kalman-Bucy equations to estimate the true; trajectory has been used with success in a variety of space applications in which a vehicle was controlled so as to follow a prescribed path, such as a path to the moon. * The technique is also applicable to the high-altitude satellite navigation system discussed below when the user's vehicle is controlled so as to follow a prescribed course. Such a situation arises, for example, with the point-to-point travel of commercial aircraft through prescribed air corridors.
Very often, on the other hand, no prespecified trajectory is available and z(i), for each i, must be generated as data is received. An example of this situation arises in the navigation context when the user does not follow a prescribed course as in a tactical or evasive maneuver. If the actual and estimated trajectories do not differ greatly, then it is natural to consider a * The notion was introduced in this context by Smith et al. [7] and McLean et al. [8] . We shall see below that this choice for z(i), Eq. 39a, leads to nonlinear equations for the estimate and that these equations must be solved simultaneously.
Since solving simultaneous, nonlinear equations is generally difficult, even with the aid of a computer, we shall propose an alternative choice for z(i) that obviates this particular problem. The alternative choice will work nearly as well as that of (39a) 
where the asterisk on x* indicates that the estimate is an approximation to the optimum estimate, x; we shall refer to x* as being "quasi-optimum. "
The matrix, V*(x ), is given from Eq. 1Z by
An alternative expression for V*(x ) can be obtained by using Eq. 14.
The error covariance matrix V, defined by 
never lie within those associated with V*(
for the same constant. It follows that V*(x ) can be used to study the best attainable performance of x* as an estimate of x. For this purpose, various norms of V*(x ) can be used. Two possible norms, which were mentioned in
We say x -x* is small if some related norm is small. A typical norm which can be used is tr[x -x*] [x -x*] '. the linear case of Section 2. 2. 1, are the largest eigenvalue and trace of V*(x o ).
2. 2 General Case:
Time-Dependent Observations
For this case, we have the observed sequence given by Eq. 37 as
for i = 1, 2, . . . , m. We now expand h[i : x(i)] about z(i), for each i, and then use the small error assumption. At this point, z^(i) can be either prespecified or not. We shall consider the separate cases below. To a close approximation, the result is
The results of the general linear estimation problem can be applied when we identify p(i) as the observed signal and (Sh/dx) ,.. as the
matrix, H(i). From Eq. 33 we then obtain oh, , oh x*(m|m) = x*(m|m-l)+V*(m)(-)
where V*(m) is a matrix specified from Eq. 31 by 
specify the quasi-optimum estimate of the state at the endpoint of the observation interval. It can be observed now that the trajectory followed by z(i), for each i, enters into the estimate through the Jacobian matrix, (dh/dx) ., --z(m) which occurs both in Eqs. 51 and 53.
In the case of prespecified trajectories, z(i), for each i, is known in advance so that (dh/dx) . . and, therefore, V*(m) can be precomputed. We On the other hand, V*(m) cannot be precomputed -when there is no prespecified trajectory; that is, when z(i) must be generated as data is received.
If z(i) is defined by (39a):
then (51) and (53) 
APPLICATION OF NONLINEAR ESTIMATION THEORY TO THE PROBLEM OF NAVIGATING WITH HIGH-ALTITUDE SATELLITES
We now want to apply the results derived in the preceding sections to simplified versions of the high-altitude satellite navigation system described in the introduction. We shall study the problem in two setps. First, we examine the simplest case where only one observation is taken so that user and satellite position changes need not be considered. Then, second, we shall introduce multiple observations and include simple user motion.
1 Special Case I: Fixed-Position and Single Observation
The geometry associated with the navigation system for the case of three fixed satellites, one fixed control station, and one fixed user is shown in Fig. 1 . We shall use an earth-centered rectangular coordinate system.
The position vectors associated with the satellites, control station, and user are defined in Table I . Table I Let h be the user's height measured from the earth's center: Here o is the ranging-error variance that results, for example, from 2 receiver noise, propagation effects, and short-term clock instabilities; a, is the height error variance.
The vector x, defined by: * (from previous page) Just as radar echo delays are converted to distances by using the speed of light. (ii) There are three fixed satellites.
(iii) The user undergoes motion along some nominal prescribed trajectory; that is, his mean trajectory is known. His "state, "
consisting of his position and velocity, satisfies We have assumed for this simple model that the additive observation noise is an uncorrelated sequence. In practice, correlated sequences would also be encountered and these would be treated by expanding the dimension of x(i). Equation (72) is being used in a computer study of the navigation problem for the special case described. Various simple user trajectories and a priori statistics, w(m), are being examined. The results will appear in a companion report.
Preliminary Conclusions
We have indicated with two simple examples how the nonlinear estimation procedure of section 3 can be used for the problem of navigating with high-altitude satellites. Several questions that must be addressed before the technique can be applied successfully to the more general navigation problem are:
(1) Models must be developed for describing the motion of satellites placed in a near-synchronous orbit and for characterizing the errors made in determining their coordinates;
(2) Models must be developed for statistically describing the effects of timing errors due to atmospheric effects, such as refraction. These effects generally depend on the relative user-to-satellite position. Consequently, the associated covariance matrices will depend on the state (x); (3) An investigation of the sensitivity of the navigation model to changes in assumptions or parameters (such as the a priori error covariance matrix) should be made.
