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Проверка статистических гипотез - одна из основных задач математической ста-
тистики. Классическими разделами проверки гипотез принято считать проверку со-
гласия, проверку симметрии, проверку однородности, проверку независимости и про-
верку случайности [14]. В настоящей работе мы уделяем главное внимание провер-
ке симметрии, где на основании выборки проверяется симметричность генеральной
плотности распределения, а также проверке однородности, где на основании двух
выборок проверяется их принадлежность к одному и тому же распределению.
В центре наших интересов лежит интегральный критерий симметрии, основанный
на L1-расстоянии для ядерных оценок плотностей. Этот критерий был предложен в
2006 г. в статье французских статистиков Берраху и Луани [8]. Авторы нашли боль-
шие уклонения критериальной статистики при гипотезе симметрии, вычислили ее
бахадуровскую эффективность для альтернативы сдвига в случае простейших рас-
пределений и исследовали вопрос о ее локальной асимптотической оптимальности.
Однако далее эта статистика никем не исследовалась. Нас интересует вопрос о
том, какова ее локальная бахадуровская эффективность для других альтернатив
(скошенных, лемановских, загрязнения), а также вопрос о сравнении рассматривае-
мой статистики с другими известными критериями симметрии.
В 2009 г. испанские математики Мартинес-Камблор, Корраль и Лопес [12] опубли-
ковали статью, аналогичную работе Берраху и Луани, но для проверки однородности
двух выборок. Помимо нахождения больших уклонений и вычисления бахадуровских
локальных точных наклонов для альтернативы сдвига, они сравнили свой критерий
со знаменитым критерием инверсий Манна-Уитни. Мы дополняем их работу вычис-
лением бахадуровской асимптотической эффективности для других альтернатив и
сравнением с другими критериями. Наша работа позволяет оценить практическую




Пусть X1, X2, .., Xn - независимые одинаково распределённые наблюдения с ге-
неральной функцией распределения (ф.р.) F и плотностью f . Задачей о проверке
гипотезы симметрии H0 называется проверка с помощью данной выборки следую-
щего утверждения:
1− F (x)− F (−x) = 0, ∀x ∈ R1.
В качестве альтернативы выдвигается утверждение, что это равенство наруша-
ется хотя бы для одного x, либо параметрическая альтернатива, состоящая в том,
что генеральная ф.р. - известная абсолютно непрерывная ф.р. G(x, θ), x ∈ R1, θ ∈ Θ,
где Θ - это некоторая правосторонняя окрестность 0 в R1. При этом предполагается,
что 1 − G(x, θ) − G(−x, θ) = 0 ∀x ∈ R1 выполнено лишь в случае θ = 0. Далее для
краткости обозначаем для любой ф.р. F , заданной на R, ∆F (x) = 1−F (x)−F (−x),
а если ф.р. F задана на [0, 1], то полагаем ∆F (x) = 1− F (x)− F (1− x).
Существует множество критериев для проверки данной гипотезы. Например,
один из самых известных и старых критериев, известный с начала XVIII в. [1], -











Опишем еще несколько хорошо известных и детально изученных статистик для
проверки симметрии.




где Fn(t) = n−1
∑n
i=1 1{Xi < t}, t ∈ R - обычная эмпирическая ф.р.










































где k ∈ N, а q - неотрицательная весовая функция на [0, 1], симметричная относи-
тельно точки 1
2
и удовлетворяющая определённым условиям гладкости.






статистика, введённая Барингхаузом и Хенце [4], гдеDn - эмпирическая ф.р. |Xj|, 1 ≤
j ≤ n, а Gn - U -эмпирическая ф.р. C2n случайных величин |max(Xj, Xk)|, 1 ≤ j ≤
k ≤ n.
2.2 Локальная бахадуровская эффективность
Для сравнения двух последовательностей статистик, построенных по выборке
объёма n и предназначенных для проверки гипотезы H0 против альтернативы H1,
4
вводится относительная эффективность. Введём обозначение:NT (α, β, θ) - это объём
выборки, необходимый для того, чтобы последовательность Tn при уровне значи-
мости α и альтернативном значении параметра θ достигла мощности β (точно так
же определяется NV (α, β, θ)). Относительной эффективностью последовательности
статистик Tn и Vn в таком случае называют величину
eT,V (α, β, θ) =
NV (α, β, θ)
NT (α, β, θ)
.
Это классическое определение восходит к известному статистику Э.Питмену [14].
Достоинства относительной эффективности общепризнаны, но главный недоста-
ток заключается в том, что её практически невозможно вычислить даже для самых
простых последовательностей статистик. Эту трудность обходят разными путями; в
частности, Бахадур [5], [6] предложил вычислять асимптотическую относительную
эффективность (АОЭ), вычисляя предельное значение eT,V (α, β, θ) при стремлении
к нулю уровня значимости: α→ 0. Есть и другие определения АОЭ, принадлежащие
самому Питмену, Чернову, Ходжесу и Леману и другим [16].
Величину
eBT,V (β, θ) := lim
α→0
eT,V (α, β, θ)
называют АОЭ по Бахадуру. Вычислить её можно по формуле




где cT (θ) - положительная неслучайная функция параметра θ, называемая точным
наклоном последовательности Tn по Бахадуру. Сам же Бахадур и предложил наибо-
лее удобный способ вычисления точных наклонов.
Пусть Θ - некоторая правосторонняя окрестность нуля в R1, Θ0 ⊂ Θ, Θ1 = Θ\Θ0.
Введём гипотезу, альтернативу и некоторые обозначения:
H0 : θ ∈ Θ0, H1 : θ ∈ Θ1,
Fn(t, θ) := Pθ(Tn < t), t ∈ R,
Gn(t) := inf{Fn(t, θ) : θ ∈ Θ0}.
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Тогда имеет место [5] следующая теорема.
Теорема Бахадура: пусть последовательность {Tn} удовлетворяет следую-
щим двум условиям:
1) {Tn} → b(θ) по Pθ-вероятности, где −∞ < b(θ) <∞ для ∀θ;
2) lim
n→∞
n−1 ln[1 − Gn(t)] = −r(t) для любого t из открытого интервала I, где r
непрерывна на I и {b(θ), θ ∈ Θ0} ∈ I. Тогда для любого θ ∈ Θ0 справедливо
cT (θ) = 2r(bT (θ)).
Отметим, что вычисление r(t) - функции уклонений при H0 - задача нетривиаль-
ная, связанная с вычислением логарифмической асимптотики вероятностей больших
уклонений при основной гипотезе.
Бахадуру и Рагавачари также удалось вывести неравенство, являющееся своего
рода аналогом неравенства Рао-Крамера в теории оценивания. Оно имеет следующий
вид:






g(x, θ)dx : h ∈ H
)
- информация Кульбака-Лейблера, g(x, θ)
- альтернативная плотность, а H есть класс всех плотностей, отвечающих нулевой
гипотезе.







В целом, информация Кульбака-Лейблера сложна для вычисления, но благодаря
работам других авторов у нас имеются её асимптотики для некоторых случаев.
2.3 Критерий, основанный на ядерных оценках плотности
В поисках новых критериев симметрии статистики стали исследовать критерии
симметрии, основанные не на эмпирической ф.р., а на (ядерных) оценках плотно-
сти. Можно рассмотреть нестрогую проверку симметрии, а именно: H :
∫
|f(x) −
f(−x)|dx = 0 против альтернативы A :
∫
|f(x)− f(−x)|dx > 0.
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Нестрогость выражается в том, что у плотности f может иметься множество
"несимметричных" точек лебеговой меры 0, но на практике считают, что она экви-
валентна рассматривавшейся ранее гипотезе H0. Рассмотрим оценку функции плот-












где {an} - последовательность положительных величин, an → 0. Последовательность
n часто называют шириной окна, а функцию K - ядром. Для проверки гипотезы H




Благодаря статье [8] имеется следующая теорема:




2) Ядро K симметрично п.в.
















lnP(Vn > λ) = −g(λ),



















































, 0 < ε < 2a.
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Если ввести альтернативу сдвига, F0(x− θ) для θ > 0, где F0 обозначает симмет-
ричную ф.р., то при ней точный наклон по Бахадуру будет иметь вид:
cV (θ) ∼ 2g(2θ
∫
|f ′0(x)|dx), θ → 0.
Луани вывел асимптотику для g, а именно g(λ) ∼ 1
8
λ2, λ → 0, следовательно,
можно преобразовать выражение выше, и мы получаем:




, при θ → 0.
Определяя локальные индексы как коэффициенты при θ2 при θ → 0 в локаль-
ных точных наклонах по Бахадуру, Берраху и Луани получили следующую таблицу
локальных индексов для трех классических распределений выборки:
Статистика Гаусс Логистическое Лаплас
Vn 0.637 0.25 1
BHn 0.764 0.25 0.422
Hn 0.955 0.333 0.75
R2n 0.907 0.329 0.822
N2n 0.486 0.219 0.822
Для сравнения локальных точных наклонов по Бахадуру с их максимально воз-
можным значением понадобится неравенство Хо [11], которое является частным слу-
чаем неравенства (1):




















dx - информация Фишера.
Обозначим через Φ класс абсолютно непрерывных плотностей f0 на R, удовле-
творяющих асимптотике, выписанной выше с 0 < I(f0) <∞.
Если при альтернативе наблюдения имеют плотность, отвечающую f0(x−θ), f0 ∈











Из этого получаем, по неравенству Коши-Буняковского-Шварца, что критерий на
основе ядерных плотностей локально оптимален (в частности) для плотности Лапла-
са и для некоторого более широкого класса плотностей, определяемого следующей
теоремой [8]:
Теорема: Статистика Vn локально оптимальна по Бахадуру в классе распре-










(x) для x ∈ (−∞, 0]
f0(−x) для x ∈ [0,∞),




b0 = 0, bi = (−1)iai + 2
i∑
j=0













Далее нас интересует рассмотрение других альтернатив:
1) скошенной альтернативы с плотностью 2f(x)F (θx);
2) лемановской альтернативы с ф.р. G(x, θ) = F 1+θ(x), θ > 0;
3) альтернативы загрязнения с ф.р. G(x, θ) = (1− θ)F (x) + θF 1+r(x), θ > 0, r > 0.
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3 Альтернатива сдвига
Начнём с того, что дополним таблицу 1 для альтернативы сдвига, вычислив ин-
дексы ещё для нескольких симметричных распределений выборки. В работе Берраху




































































































































Производная равна 0 ⇔ или arctg(x) = 0, или 2x arctg(x) = 1.
В первом случае наше выражение будет нулём - очевидно, это не супремум. Во
втором случае x ≈ ±0.765 и, соответственно, LI2 ≈ 0.188.
Далее, рассмотрим





























































В данном случае достаточно очевидно, что супремум достигается в нуле (левая
дробь заключена между 0 и 1, разность - между -1/2 и 1/2, достигающихся на ±∞
и 0 соответственно), особых вычислений тут не нужно.






































= 1.5− 1 = 0.5.








Возьмём производную для вычисления первого локального индекса:




























































2, θ → 0
и наличия нер-ва Хо (c(θ) ≤ 2K(θ)), информация Фишера является верхней воз-
можной границей для локальных индексов. При этом имеем следующие значения
информации Фишера для альтернативы сдвига:
1) Коши: I(θ) = 1
2
.
2) Гиперболический секанс: I(θ) = 1
2
.
3) Гаусс: I(θ) = 1.
4) Логистическое: I(θ) = 1
3
.
5) Лаплас: I(θ) = 1.
Отсюда получаем следующую таблицу локальных эффективностей по Бахадуру
при альтернативе сдвига:
Статистика Коши Гиперб. секанс Гаусс Логистич. Лаплас
Vn 0.810 0.810 0.637 0.750 1
BHn 0.377 0.698 0.764 0.750 0.422
Hn 0.608 0.996 0.955 1 0.750
R2n 0.750 1 0.907 0.987 0.822
N2n 1 0.758 0.486 0.657 0.822
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Мы видим, что рассматриваемый критерий симметрии вполне конкурентоспосо-
бен в сравнении с другими ходовыми критериями, причем для более широкого набора
распределений выборки, чем это было у Берраху-Луани.
4 Скошенная альтернатива
Эта альтернатива появилась, по-видимому, век назад в малоизвестных работах в
Италии, но получила известность в 80-х годах после работы Аззалини [2] и приобрела
большую популярность. Недавно исследования по этой альтернативе были собраны
в монографии [3]. Если F - симметричная ф.р. с плотностью f , то скошенной назы-
вается плотность
h(x, θ) = 2f(x)F (θx),
а через H(x, θ) мы будем обозначать соответствующую ф.р.
При θ → 0 разложение в ряд Тейлора даёт




Введём основную гипотезу и альтернативу аналогично предыдущим параграфам:
H0 : θ = 0, H1 : θ > 0.
Чтобы определить точный наклон по Бахадуру для Vn и, соответственно, опре-
делить локальный индекс, для начала нужно определить некоторые характеристики
для новой альтернативы.
Из статьи Louani [7] мы знаем, что lim
n→∞
n−1 lnP (Vn ≥ ε) = −g(ε), где













































, 0 < ε < 2a.
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, 0 ≤ a ≤ 1
)
= ε2.








и в условиях регулярности f(0) > 0, f ′(0) = 0 при θ → 0, имеем





b(V, f, θ) =
∫
R




















cV (f, θ) = 2r(V, b(V, f, θ)) = 8θ
2f 2(0)L2.
Так как cV (f, θ) ∼ LI(V, f) · θ2 при θ → 0, то отсюда следует, что
LI(V, f) = 8f 2(0)L2.
Кроме того, благодаря [9] мы имеем асимптотику для информации Кульбака-
Лейблера:





Зная локальные индексы и информацию Кульбака-Лейблера, можно найти ло-
кальную эффективность по Бахадуру. Рассчитаем значения локальных индексов и
информацию Кульбака-Лейблера для различных распределений.




















































2 · θ2 = 1
π
θ2.
Логистическое распределение: f2(x) = e
x
(1+ex)2




































Распределение арксинуса: f3(x) = 1π√1−x21(−1 < x < 1).







































dx · θ2 = 1
π2
θ2.
Равномерное распределение: f4(x) = 121(−1 < x < 1).

































dx · θ2 = 1
6
θ2.
Далее, хотелось бы рассмотреть распределение Коши, но ввиду того, что инфор-
мация Кульбака-Лейблера в данном случае для него равна бесконечности (поскольку



















































dx · θ2 = 128
27π2
θ2.





















где (R1, .., Rn) - вектор рангов выборки |X1|, .., |Xn|, a an - ф-я, определённая на [0, 1],




], 1 ≤ i ≤ n и an(u)→
√
12u, n→∞.
Для этих статистик локальные эффективности были просчитаны в [9]. Отсюда
получаем таблицу локальных эффективностей по Бахадуру при скошенной альтер-
нативе:
Статистика Гаусс Логистическое Арксинус Равномерное f5
Vn 0.318 0.304 0.329 0.333 0.287
Sn 0.637 0.584 0.812 0.750 0.540
Wn 0.955 0.912 0.986 1 0.862
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Даже немногих взятых критериев хватает, чтобы понять, что эффективность в
данном случае у Vn довольно мала и ее трудно рекомендовать для проверки симмет-
рии для скошенных альтернатив.
5 Лемановская альтернатива
Функция распределения имеет вид G(x, θ) = F 1+θ(x), θ > 0.
В данном случае аналогично r(V, ε) ∼ ε2 при ε → 0. Нужно найти b из теоремы
Бахадура для получения выражения точного наклона. Лемановская альтернатива -
чисто непараметрическая, потому ответ не должен зависеть от вида F . Имеем
F 1+θ = exp[(1 + θ) lnF ] ∼ F + F lnF · θ +O(θ2), θ → 0
.
Отсюда получаем выражение для b(θ):
b(V, f, θ) ∼ θ ·
∫
R




Следовательно, локальный точный наклон по Бахадуру получается следующим:






= θ2 · 1
8
.
Информация Кульбака-Лейблера имеет следующую асимптотику (как показано
в [15]):
















При этой альтернативе ф.р. имеет видG(x, θ) = (1−θ)F (x)+θF 1+r(x), θ > 0, r > 0.
Имеем следующую асимптотику для информации Кульбака-Лейблера [15] при
θ → 0:












Найдём значение b из теоремы Бахадура:









dx = θ · r
2(r + 2)
.




· θ2, θ → 0.















График эффективности критерия Vn при альтернативе загрязнения при разных
значениях r:
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Как можно видеть, максимум эффективности достигается примерно при r = 1, и
даже этот максимум составляет достаточно малое значение (около 0.008). Следова-
тельно, в данном случае статистика Vn снова практически непригодна на практике.
7 Проверка однородности
7.1 Альтернатива сдвига
Уже после работы Луани и Берраху испанский статистик Мартинес-Камблор с со-
авторами [12] рассмотрел двухвыборочный вариант L1-критерия Луани для проверки
однородности. Общая постановка задачи: пусть X = {X1, ..., Xn1} и Y = {Y1, ..., Yn2}
- две независимые случайные выборки с непрерывными генеральными ф.р. F1 и F2
и функциями плотности f1 и f2 соответственно. Проверяется основная гипотеза од-
нородности
H0 : F1 = F2.
В качестве альтернативы предполагается, что F1(t) = R1(t), F2(t) = R2(t), где
R1, R2 - некоторые непрерывные ф.р. на R1, причём R1 6= R2. В качестве альтернатив
целесообразно рассматривать простые параметрические гипотезы.
Понимаем под Θ множество всех пар непрерывных ф.р. на R1, под Θ0 - подмно-
жество пар из Θ с совпадающими компонентами, Θ1 = Θ \Θ0.
Пусть fn1 и fn2 - соответствующие ядерные оценки плотности, построенные по
первой и второй выборке. Для проверки гипотезы однородности введём статистику
Vn =
∫
|fn1(X, t)− fn2(Y, t)|dt.
Благодаря статье [12] у нас имеется следующая теорема о больших уклонениях Vn.






2) Функция ядра K является непрерывной симметричной функцией плотности;
3) lim
n1→∞
an1 = 0, lim
n2→∞






















|f1 − f2|)2(1 + o(1)).
Замечание. В этой теореме предполагается, что lim n1
n2
= 1, что ощутимо сужа-
ет общность результата и не позволяет сравнивать выборки существенно неравных
объемов.
Если ввести альтернативу сдвига, F1(x) = F (x), F2(x) = F (x−θ) для θ > 0, где F
обозначает непрерывную ф.р., f - соответствующая функция плотности, то точный









Далее, нас интересует верхняя граница для наклона. Пользуясь [16], убеждаемся
в том, что в случае альтернативы сдвига она имеет следующий вид (см. (3.3.7) в [16]):




где I(f) есть информация Фишера.

















что абсолютно аналогично случаю с проверкой симметрии, следовательно, резуль-
таты переносятся сюда, и мы имеем локальную эффективность для распределения




Если ввести лемановскую альтернативу, F1(x) = F (x), F2(x) = F 1+θ(x) для θ > 0,
где F обозначает непрерывную ф.р., f и fθ - соответствующие F и F 1+θ функции
плотности, то, пользуясь собственными результатами из пункта 5 касательно значе-
ний из теоремы Бахадура (b(θ) = θ
4
), получаем, что точный наклон по Бахадуру в










Далее, чтобы найти верхнюю границу для наклона, воспользуемся [16]: в нашем
случае


















































· f(x)dx ∼ θ
2
8
, θ → 0.












Если ввести скошенную альтернативу, f1(x) = f(x), f2(x) = 2f(x)F (θx), то, поль-
зуясь собственными результатами из пункта 4 касательно значений из теоремы Ба-
хадура (b(f, θ) = 2θf(0)
∫
R
f(t)|g(t)|dt), получаем, что точный наклон по Бахадуру в
данном случае имеет вид:







Информация Кульбака-Лейблера, необходимая нам для получения верхней гра-
ницы, при отсутствии известной асимптотики достаточно сложна для вычисления
даже самых простых распределений. Однако, в случае равномерного распределения,





(f1 + f2)) ∼
θ2
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(f1 + f2)) ∼
θ2
12
, θ → 0
Формула для точного наклона была приведена выше, и он равняется































Мы видим, что и здесь эффективность нашего критерия однородности невелика.
8 Заключение
Вычислив локальные бахадуровские эффективности последовательности стати-
стик Vn для различных альтернатив и распределений, мы пришли к выводу, что дан-
ный критерий является весьма работоспособным и перспективным тестом не только
для проверки симметрии, но и для проверки однородности, но при альтернати-
ве сдвига, что должно позволить использовать его в прикладных целях. В осталь-
ных рассмотренных случаях, при других типах альтернатив, эффективность не была
столь велика. Однако даже полученных результатов должно хватить, чтобы вызвать
определённый интерес к дальнейшему изучению критерия симметрии, основанного
на статистике Vn, ибо ранее, кроме работы Берраху-Луани [8], где он был введён, он
не исследовался. То же относится и к аналогичному критерию однородности.
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