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Abst ract - -Whi le  the basic theory of exponential dichotomies deals with differential nd difference 
equations with uniquely determined forward and backward solutions, nowadays applications require 
to have a corresponding theory for equations whose backward solutions are not guaranteed to exist 
or to be unique. In this paper, we study the problem of how to generalize the notion of exponential 
dichotomy to difference quations whose solutions are only assumed to exist in forward time. It 
turns out that, for this kind of equation, a straightforward generalization f the notion of exponential 
dichotomy does not provide satisfactory results but that, on the other hand, with an additional 
assumption the desired goal can be reached. (~) 2001 Elsevier Science Ltd. All rights reserved. 
Keywords - -Exponent ia l  forward splitting, Exponential forward dichotomy, Exponential split- 
ting, Exponential dichotomy, Noninvertible difference quation. 
1. INTRODUCTION 
The not ion of exponential dichotomy describes one of the most fundamental  concepts in the 
theory of discrete and continuous dynamical  systems. In this connection, the theory of discrete 
dichotomies has prow~d to be part icu lar ly  valuable, not only within the theory of difference 
equations,  but  also in view of its appl icat ions to differential equations (see, e.g., [1-5]). If  in this 
context a differential equation has an inf inite-dimensional state space, then the corresponding 
semiflow as well as its discrete counterpart  does not (in general) provide backward solutions. This 
possible appl icat ion of results about  difference quations to various types of evolution equations 
is a major  reason for the desire to have a theory of exponential  dichotomies which extends the 
basic f inite-dimensional theory to noninvert ible difference quations in arb i t rary  Banach spaces. 
Whi le  most of the research on discrete exponential  dichotomies has been devoted to invert ible 
difference quations (see, e.g., [6] and the references therein),  there are only a few papers deal ing 
with the general  noninvert ible case (see, e.g., [1,4,5,7-10]). In the present paper,  we discuss the 
quest ion of how to define a suitable notion of exponential  d ichotomy for difference quations whose 
r ight-hand sides are not supposed to be invertible. To this end, we first define in Section 2 the 
so-called exponential forward splitting (and dichotomy) by mimicking the part icu lar  descr ipt ion 
of the "invertible" exponent ia l  d ichotomy which only uses the evolution operator  in forward t ime. 
We then show by means of an example that  this kind of exponential  spl i t t ing is not sat is factory 
because it does not provide a s tandard  perturbat ion  result which is considered to be compulsory 
in any theory  of exponential  dichotomies. In Section 3, we therefore add a so-called regularity 
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condition and show that the thus defined regular exponential forward splitting has the desired 
properties. In fact, we show that a special case of this notion is equivalent with the notion of 
exponential dichotomy as it is about to become standard for noninvertible difference equations 
in the literature (see [4,5,7-10]). 
2. EXPONENTIAL  FORWARD SPL ITT ING 
Throughout his paper, we consider difference quations of the form 
x(k + 1) = A(k) x(k), k E g~ o := Z A [~0, oo), ~0 >_ -oo ,  (1) 
where for each k E Z~ o the mapping A(k) belongs to the space £(X) of bounded linear operators 
on a Banach space (X, I] " II)- The corresponding forward evolution operator of equation (1) is 
defined to be 
A(k -1)A(k ) . . .A (n ) ,  for a l l k>n_>~0,  
(P(k, n) := idx, for all k = n > n0, 
and in the particular case where all operators, A(k), k C Z~ o, are invertible, we additionally 
define 
~(k ,n) :=A(k) - lA (k+l ) - ] . . .A (n -1)  -1, fo ra l ln>k>n0 
to get the (forward and backward) evolution operator ~(k, n) for all k, n E Z~ o. 
In order to define a suitable kind of exponential dichotomy or--s l ightly more general--exponen- 
tial splitting for equation (1) in the general case with possibly nonivertible A(k), we can use 
the operator (p(k,n) obviously only for those k,n c Z~ o which satisfy k > n rather than for 
all k, n E Z~ o as in the invertible case. 
DEFINITION 2.1. Equation (1) is said to have an exponential forward splitting if there exist 
constants I f l ,K2,~l f  _> 1, 0 < a < /3 and projections P(k) E £(X), k >_ r~o, on X with the 
tbllowing properties: 
P(k + 1)A(k) = A(k)P(k), 
tl+(k, n)P(~)xl l  ~ K,~-'~llP(n)xll, 
I I+(k,,~)[I - P(n)x]tl  >- K~-l/3 ~-~11 [e - P(n)]xl l ,  
IIP(~:)tl <- M,  
for all k >_ no, (2) 
for all k > n > no, x E X, (3) 
fo ra l l k>n>~0,  xEX,  (4) 
for ali k > ~o. (5) 
If, moreover, a < 1 </3, equation (1) is said to have an exponential forward dichotomy. 
In the sequel, we refer to this definition by saying that equation (1) has an exponential foTward 
splitting (or dichotomy) with constants K1, K2, M (in this order), growth rates ~, /3 (in this order) 
and projections P(k), where in general only those of these data are mentioned which are relevant 
in the particular context under consideration. 
It is worth mentioning that the notions of exponential forward splitting and exponential forward 
dichotomy are equivalent. In fact, it is easy to see that equation (1) has an exponential forward 
splitting with growth rates c,,/3 if and only if the modified equation 
x(k + 1)  - (~/3)-l/2A(k) x(k), k c Z,~ o 
has an exponential forward dichotomy with growth rates (c~//3) 112, (/3/c~) ~/2. 
In spite of this equivalence, the present paper deals with the notion of splitting rather than 
with the more common notion of dichotomy. Tile main reason for this is that, in view of future 
applications to nonlinear equations, we want to have explicit formulae for various bounds and 
growth rates in the general case of an exponential forward splitting. After all, for nonlinear 
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equations it makes a dramatic difference whether the linearization has an exponential forward 
dichotomy or only an exponential forward splitting. 
As a first consequence of assumption (2), we notice that 
P(k) q~(k, n) = q~(k, n) P(n), for all k > n > no. (6) 
This implies that  the sequence N'(P(k)),  k >_ no, of nullspaces of the projections P(k) is invariant 
in the sense that if ~ ,~ N'(P(n)) for some n > n0 then q~(k, n){ E N'(P(k))  for all k > n. This is 
because { c Af(P(n))  means P(n){ = 0, and therefore, we get P(k)q~(k, n)~ = q~(k, n)P(n){ = O. 
Accordingly, from the identity 
[I - P(k)] O(< n) = ~(k, ,2) [I - P(n)],  for all k > n > no, (7) 
we get the invariance of the sequence Ti(P(k)), k >_ no, of ranges of the projections P(k). 
As a first consequence of assumptions (3) and (4), we notice that 
[l~(k, n)¢ll < Iq  ~k-~ll¢l l, for all k _> ~ if ~ • 7~(P(n)), (8) 
I1~(< n)~ll > K~ 1/3k-~ll~ll, for an ~ > n if n • H(e(n) ) .  (9) 
We now describe to what extent our Definition 2.1 reduces to the well-known exponential 
splitting if all the A(k) are invertible. 
THEOREM 2.2. Suppose all A(k), k > no, are invertible on X. Then if equation (1) has an 
exponential forward splitting with constants KI, K~, M, growth rates c~,/3, and projections P(k) ,  
the following is true with [(1 := K~M and K2 := K~(1 + M): 
P(k + 1)A(k) = A(k)P(k) ,  
[ l~(k,n)P(~)ll  ~/7/lC* k-~, 
11~(/~, n)[I - P(n)]ll < R2/3 k-n, 
for all k > no, (10) 
for all k > n > n0, (11) 
for all n > k > no. (12) 
On the other hand, if conditions (10) (12) are satisfied with constants K1, K2 >_ 1, growth 
rates 0 < c~ < /3, and projections P(k), then equation (1) has an exponential forward splitting 
with constants/7/1,/t),/7/1, growth rates c~,/3, and projections P(£ ). 
PaOOF. Suppose first that conditions (2)-(5) are satisfied. In order to prove (11), we notice that 
for all k > n > n0 we have 
ll<D(k,n)P(n)ll = sup II<~(k,n)P(n)mll ~ sup 
I1,~11=1 [Ixl/=i 
= KlC~k-=llP(n)l I < K1J~[o~ k-n. 
Kl~k-nl IP(n)xl l  
1,1 order to verify (12), we choose any ~ 6 H(P(n) ) .  Then for all n > k > n0, we get 
This implies 
11711 = Ilk(n, k)~(k,,~)~ll : I1~(*~, k)~(k, n)[I - P(n)]~l I
= I]~(n, k)[I - P(k)]q~(k, n)~ll _> K2-1/3~-kll [I - P(k)]q~(k, n),]l I 
= I~;1/3n-kll~(k, n)[I - P(~)]*Jll -- K2-1/3n-k[[¢5( k, n)~ll. 
II<~(k, ~)~l[ ~ K29k-~ll~Jll, for all n > k > ~o, ~/E N ' (P(n) ) .  
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Taking into account that  [I - P(n)]x ¢ A/'(P(n)) for all x c A', we get the claimed relat ion (12) 
for all n > k > ec0 in the form 
[l~(k, '0  F - P(r0]  II = sup [tq,(k, n)[ I  - P(n)]xll 
I[~1t=1 
_< sup IG/~k-~'ll[I - P00].<I = I (2~k- '~l l [ / -  P0z)]ll _< 1(211 + M]~ k - ' .  
IDII=I 
Now we suppose that  (10)-(12) are satisfied. For all k > 'n > ec0 and z c X, we then get (3) as 
follows: 
II<k, = I I<k , ,0P(<<t l  _< II<k, IIP(',0 ll _< RI  '-' IIP00xlt. 
Furthermore,  for all k > n > no and x ~ X, we get 
II[Z - P(,~O]xl l  = k )~(k , ,~) [z  - P(,o] xll = I1'~(,~, k )F  - P (k ) ]~(k ,  n) [ I  - POO]x l l  
_< II¢,(,~,~)[z- P(k)]llll~(Zc, rO[z P(,O]zll _< RS' -k l l¢ ' (k , ' rO[ [  - P(,O]zll. 
This implies (4). Finally, we have IIP(~)II = I1~(~:, k)-P(k)ll _</(, for all k >_ n0. | .  
Returning to the case where the operators A(k) need not be invert,ible, we notice that ,  in 
general, we cannot expect o have "backward invariance" of the sequences of ranges and nullspaces 
of the project ions P(k) .  However, we do have some information about  the inverse images of 
.N'(P(k)) and 7~(P(k)) under the mapping ,I)(k, n). 
THEOREM 2.3, Suppose quation (1) has an exponential fbrward splitting with projections P(k). 
Then tbr any ~, > ~;o the following is true, 
(a) For a,~y ~ ~ r¢(P(,~)) and ,~ > ~ >_ ,~o, .,e ha~e 
(b) For any rl ~ H(P(n) )  and ~; > n _> ~0, either 
{'0 ~ x :  ~(,~, .,,,)# = ,I} = ~, 
or there exists a uniquely determined 'qo = elo(rl) ~ A~ (P(rz) ) such that 
and {~ ~ x :  ~(~,,~)~ = ,~} g ~o + rc(P(,O). 
PROOF.  
(a)  For  any  ~* ~ {~ ~ X :  ~>(,~,,~)~ - ~},  we  get  
i(21 ~ . . . .  f l i t -P( ,O]~*l l  _< l l~(~,,,O[z-P(,O]~*II 
= II[I - P (~) ]~(~,  ,0~*II  = ll[X - p (~) ]~[ [  = o. 
This implies [I - P(n)]~* = 0, hence, ~* C 2V(I - P('n)) = 7¢(P(n) ) .  
(b) If there exists an r/* E {r~ ~ X : ~(s ,  'n)/~ = r]}, we get, 
,1 = ¢>(~,',0,;* = ~(~, ,~)P( ,0 , ; *  + o (~, .01 I  - >(,0],;* 
= P(~)~(~, ,0 ' , ; *  + ~( - , ' ,0 [ ;  - e (~) ] ,7*  = ~(~,  ~) [z  - e ( ,0 ] , l * .  
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Setting ~0 := [I - P(n)]rfl, we get ,Z)o C N ' (P (n) )  o {~ E A" : (I)(K, n)7) = ,},  therefore, 
7" -- ~o + P(~)~* ~ ~o + 7¢(P(~0). 
In order to prove the uniqueness of ~0, we now show that the restriction of ~(e%n) 
on N'(P(n))  is injective. To this end, we choose any r/0 E A/'(P(n)) such that  ¢5(ec, n)T/0 = 0. 
This implies 
K~-l/~'~-nllr/olt = K~-1/3~-'~1[[I - P(n)]r/oll 
_< I1~(~, n ) [~r -  P (n ) ) lo l l  = II(I'(~, ~)~lolt = 0. 
This leads to r/0 = 0. I 
Figure 1 illustrates the situation described in Theorem 2.3. It also indicates the possible trouble 
that  might occur due to the fact that backward solutions of equation (1) need not exist. 
Next we investigate the growth behaviour of backward solutions, if they exist. 
THEOREM 2.4. Suppose quation (1) has an exponential forward splitting with constants K1, K2, 
M, growth rates a, 3, and projections P(h). Then for any t~ > t% the following is true. 
(a) I f  for some ~ E 7~(P(n)) the ir~tial value problem x(k + 1) = A(k)x(k),  x(n) = 4, has a 
solution #(k) for all k with n > k > no, then we have 
I I~(k)ll _> K i - l~k-~ l l~ l l ,  for  all n > k" > no. 
(b) I f  for some r] C Af(P(n))  the initial value problem x(k + 1) = A(k)x(k),  x(n) = rl, has a 
solution u(k) for a11 k with n > k > no, then we have 
I111-  P (k ) ] , (k ) l l  _< ,r(2~k-~llTlll, for  all ~ > k > no. 
PROOF. An application of Theorem 2.3 yields for all k between n0 and n 
II~11 = I I~(~, k)P(k)p(k)l l  <_ KlC~-a l lP (k ) /4k) l l  = I(la~-kllp(k)ll, 
ll~zll = I1[/- P(n)]~ll = It[I - P(~)]~(n,  k)u(k)l I
= I1~(~, k)[I - P(k)]~,(kDI I >_/ ( j l~-k l lE I  - P (k ) ] - (k ) l l .  
Those two estimates are just rewritten versions of the claimed estimates. 
• (~, n) 
Al'(P(n)) ~ preim2g°e 
J o ÷ :(:(:)): ~ /@eimage -- ~]  !/ 
Figure 1. 
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In order to characterize the two sequences of subspaces TC(P(k)) and J~(P(k)), k > ~o, by 
memos of the growth behaviour of the corresponding solutions, we introduce for any "y > 0 
and n _> n0 the sequence spaces 
1 + := {A : 2~c~ [~,~) ~ X lsup  HA(k')II7 ~-~ < oo},  
7,~c t,:_> *; 
/~. ~ := {/X : Z ~ ( -oo ,  ~] --+ X I suI) jlA(h)l[~/"-k < oo} ,  
' k<8 
which equipped with the respective norms 
II~IIG,~ := sup II~(k.)ll~ -~' and I1~,117,~ : sup I1~(~)11~ ~:-k 
k_>,~ k<,~ 
are easily seen to be Banach spaces. 
THEOREM 2.5. Suppose quation (1) has an exponential forward splitting with growth rates ct, fl 
and projections P(Ic). Then for any t~ _> h0 the following is true. 
(a) For any 7 E [~,/3), we have 
(13) 
(b) hi the case n0 = -oo  tbr any 7 c (a, fl], we have 
{~ ~ A" [ there exists a solution t* ~ Ig~,~ of" (1) with/l(t~) ~} C_ A/'(P(~)). (14) 
PROOF. 
(a) For any7  ~ [(~', fl), { E X, and k _> ~, weget  (I)(k, ~2){ = @(k,~)P(n)~+q)(k,~)[I-P(n)]{. 
Thus, because of (8) and (9), ~(- ,~)¢ belongs to 1+~; if and only if [I - P(,~)]~ = 0, 
i.e., ~ ~ re(e(,~)).  
(b) Let I* ~ [~-.. be a solut ion of (1) with t,(n) = {. Then because of the identity 
P(a: + 1),(A. + 1) = P(A. + ~)A(k) , . (~)  = A(k )P (k ) , (a : ) ,  
also P(k)l*(h) and [I-P(k)]lX(k) are solutions or (1). Since the solution #(k) = P(k)Iz(k)+ 
[I - P(tc)]t,,(a: ) belongs to l? .... fronl Theoreill 2.4, we get 
Kl~a'a: - '~] lP( ,{) , (~)[ I  _< I IP(,{),(~)I I  _< C7 a:-~:, *br all t{ < ~, 
where C is some positive constant. Because of 7 > •, this irnplies P(/;:)iz(k) = 0 for 
all k < n,, hence, in particular ~ c A/(P(n)) .  | 
Our next result describes the distinguished role of the trivial solution of equation (1). 
Tlll~'OREM 2.6. Sut}pose quation (1) has an exi)onential forward splitting with growth rates a, fl 
and projections P(k) .  Then tbr any n: > no the following is true. 
(a) For any 2" C (0,/3), the trivial solution is the only solution A ~ l+~ of" (1) with the property 
P(n)A(n) = O. 
(1)) In the case K0 = -oo ,  for any 7 ~ (c~, oc), the trivial solution is the only solution A e Q,,~ 
o f ( l )  with [ I -  P(n)]k(n)  0. 
(c) In the case n.o -oo, thc trivial solution of (1) is the only solution whose restrictions to 
(-c)o, n.] r3 Z and [K,, oc) cq Z belong to l z,~ and 1 +%~, respectivel}c. 
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PROOF'. 
(a) By Theorem 2.5, any solution k E l+~ has the property k(~) ¢ g (P (~) ) .  Thus, because 
of 7¢(P(~)) C~ H(P(n) )  = {0}, the relation P(s)A(n) = 0 implies k(n) = 0 which in turn 
yields k(k) = 0 for all k _> t~. 
(b) Suppose A E l;;,,~ is a solution with [I - P(n)]k(~) = 0, i.e., k(~) E TC(P(~)). By Theo- 
rem 2.3, we then have k(k) E Ti(P(k)) for all k <_ ~. On the other hand, Theorem 2.5 
yields k(k) E A/'(P(k)) for all k <_ ~. Altogether, we get k(k) = 0 for all k <_ ~, since we 
have H(P(k ) )  = {0} for all k < 
(c) This part follows immediately from (a) and (b). | 
Statement (c) of Theorem 2.6 in particular says that, if equation (1) has an exponential forward 
dichotomy on Z, then the trivial solution is the only solution which is bounded on Z. This result is 
in coincidence with the corresponding result for invertible A(k), and therefore, one might expect 
that - -as  in the classical context- -a closely related perturbation result holds in the general context 
as well. This result which is characteristic for equations with an exponential dichotomy says that 
for any bounded function f : Z --* X' the inhomogeneous equation 
x(k + 1) = A(k) x(k) + f(k), k ¢ Z, 
has exactly one solution which is bounded on g. That this perturbation result does not hold, 
however, for noninvertible quations in the weaker context of exponential forward dichotomies 
can be seen by means of the following example. 
EXAMPLE 2.7. We choose any constants 0 < c~ < 1 </3 and consider the system ( 00) 
x(k+l )= o b(k) o x(k), k Z, (15) 
0 0 /3 
where 
0, fork_<O, 
b(k) := /3, for k > O. 
System (15) is obviously noninvertible and its forward transition matrix is 
O(k, n) = 0 b(n) k-~ 0 , for all k _> n 
0 0 /3k-~ 
(0 ° is understood to be 1). That system (15) has an exponential forward dichotomy with growth 
constants c~,/3 and projections P(k) defined as 
P(k) := 1 , 
0 
for k <_ O, P(k) := 
k 
1 (~)  0 
0 0 0 
0 0 0 
, for k > 0 
can be verified in a straightforward manner (see [11, Example 2.2.4] for details). On the other 
hand, if we consider the perturbed system ( oo) 
z(k + l) = 0 b(k) 0 x(k) + h ) , k E 25, (16) 
0 0 /3 
where 
j- 1, fo rk=0,  
h(k) : z  
0, for k ¢ 0, 
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its unique forward solution x(k) to the initial condition x(0) = (xl, xg, xa) T is 
XlOZ k "~ 
\~39 k / , 
k_>l,  
and this function is unbounded for any choice of tile initial point. Therefore, equation (16) does 
not have any solution which is bounded on Z even though the perturbing term (0, h(k), 0) T is 
bounded. This means that the concept of exponential forward splitting needs some modification 
in order to provide a useful generalization of the classical theory of exponential dichotomies to 
noninvertible difference quations. 
3. THE REGULARITY  CONDIT ION 
In order to avoid the above-mentioned problem with "backward invariance" of the sequence of 
nullspaces, we introduce the following condition. 
DEFINITION 3.1. An exponential forward splitting of equation (1) with projections P(k) is called 
regular" if the following regularity condition is satisfied: 
H(P(k  + 1)) c_ g(A(k)),  for all k > ~o. (17) 
The regularity condition obviously excludes the case that there exist points on the nullspaces of 
the projections P(k) which have no preimage under the forward evolution operator (I)(k, n), k _> 
??, ~ t~;O. 
Before we consider a couple of examples, we want to mention that an exponential forward 
splitting is always regular if the operators A(k) : X --~ X, k > no, are invertible because in this 
case  we have 
N'(P(k + 1)) = A(k)A(k)-1.N'(P(k + 1)) c_ g(A(k)),  for all k _> no. 
EXAMPLE 3.2. Reconsidering Example 2.7, we recall that systenl (15) has an exponential forward 
dichotomy and we in particular have 
Ct ¸ 
A(O) = 0 and P(1) = 0 " 
0 0 
That this dichotomy is not regular follows immediately fl'om the observation that 
C~ 
EXAMPLE 3.3. Let (X, II • Ito~) be the Banach space /°~(Rx) of hi-infinite sequences (xi)iez in 
R N with I lx l l~ :=  sup<z IIx~ll < oo. We consider the autonomous difference quation 
x(k + 1) = Lx(k), k E G, (18) 
where L : A" --, X is defined in such a way that, for each x = (xi)~ez E X, the image Lx is 
constant, in particular, 
(Lx)i := 2x0, for all i E Z. 
The operator L is obviously linear and bounded, and it is straightforward to show (see [11, 
Example 2.2.6] tbr details) that equation (18) has an exponential tbrward splitting with constants 
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Ki  = K2 = 1, M = 2, growth rates 0 < ct < 2 =/3,  and (k-independent) projection P := ida. - 
(1/2) £. That  in this case the regularity condition (17) is satisfied follows from the observation 
that, for any z = (zi).ies ~ X, we have 
Pz  = ( . . . , z -2  - zo ,z -1  - z0 ,  0,  z l  - zo ,z2  - zo , . . .  ) .  
Thus, the nullspace N'(P) of P consists of all constant sequences in R N and this means that  we 
even have N(P)  = 7~(C). 
\Ve now draw some conclusions from the regularity condition concerning the unique existence 
of certain backward solutions and some properties of the projections of the underlying equation. 
THEOREIVl 3.4. Suppose equation (1) has a regular exponential forward splitting with growth 
rates a,/3 and project.ions P( k ). Then the following is true. 
(a) For all k > '~ > n0, the mapping 
CH(k, ,z) := ¢(k,  'z)IH(Ptn)) : JV'(e(rz)) ~ JV'(P(k)) (19) 
is an isomorphism. 
(b) For all ~ > n > no and r~ E A/'(P(s)), the set 
consists of a single point. 
(c) In the case n0 = -oc ,  for any ~ E g and ~y E (ct,~], we get 
JV'(P(ec)) = {{ E X I there exists a soh, tion # ~ [~,~ of (1) with H.(~) = ~} . 
(d) In the case n0 = -oc ,  the projections P(k) are uniquely determined, i.e., if'equation (1) has 
another exponential forward splitting with growth rates a, ~ and projections Q(k), then 
P(k) = Q(k) for all k E g. Furthermore, in the case where equation (1) is autonomous, 
we get P(k) = P(O) for all k E g~. 
(e) In the case no = -oc ,  the regularity is a property inherent o the underlying equation, 
i.e., if equation (1) has another exponential forward splitting with growth rates c~,/3 and 
projections Q(k), then this exponential forward splitting is regular as well. 
PROOP. 
(a) Because of condition (iv), there exists for any r 1 E A/'(P(r~ + 1)) a point { E X such that 
A(r~){ = r}. This implies the rela{ion 
~j = [r - e (n  + 1)1~ = [Z - e (~ + X) ]A( ,0~ = A( ,~) [ I  - P ( '0 ]~ 
(b) 
(c )  
which shows that the mapping ~5H(7~ + 1,n) : Af(P0z)) -+ Af(P(~ + 1)) is smjective. 
With mathematical  induction, we see then that for any k _> n _> n0 also the mapping 
¢sH(k, n) : N'(P0~)) --+ H(P(k) )  is onto. Finally, the injectivity of ¢5~,(k,~) has been 
shown in the proof of Theorem 2.3. 
This follows from (a). 
In view of relation (14), we only have to show that tbr any ~l E Af(P(~)) there exists a 
solution # E l~,~ of (1) with #(~) = r/. To this end, we notice that for any "7 ~ Y (P (~) )  
the function #(k) := (I)H(n, k)- l r /  is a solution of (1) for all k _< ~, because for all k < 
we have 
i,(k + 1) = ~¢v'(n, k + 1) - iv /= [~X(t;, k + 1)¢SH(k + 1, k)~jv(k + 1, k) -1] -1 'l 
= ff~.A/'(k -}- 1, k)(I~N'(/% k ) - l / /=  A(k)/,(k).  
Finally, by Theorem 2.4, the function # belongs to l~,~. 
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(d) First, we represent the space 2( for any ~ ~ Z in the form Tg(P(~))@A/(P(n)) .  Because of 
Theorem 2.5 (i), we get TC(P(~)) = TC(Q(n)). Furthermore, Part  (c) of the present proof 
and Theorem 2.5 (b) yield 
Af(P(n))  {~ c A" I there exists a solution # E l~-,~: with #(n) = ~} C_ A/'(Q(n)). 
For ( E A/(Q(n)),  we get ( = { + '/ /with ¢ E ~(P(n) )  = TC.(Q(n)) and 7/ c Af(P(n)  c_ 
A/(Q(,~)). From { = Q(h;){ = Q(t~)( - Q(~)r! = 0, we get C = rl E A/'(P(n)), hence, 
H(O(n)) c H(P(~)). 
Altogether, we have/Z(P(n) )  = 7~(Q(n)) and Af(P(n))  - A/(P(n)) .  This implies P(n)  = 
Q(n). Finally, in the autonomous case, the claim P(k) = P(O) follows from part  (c) of 
the present proof and Theorem 2.5 (a). 
(e) Suppose 'q c A/'(Q(k + 1)). Because of (13), we get 7~(Q(k + 1)) = Tg(P(k + 1)), and this 
implies Q(k + 1)P(k + 1) = P(k + 1). From this, we get 
't] = [ I -  (~)(k + 1)It/= [ I -  P(k  + 1) - Q(k + 1) + Q(k + 1)P(k + 1)], 1 
= [I - 0(~" + 1)1[I - P(a: + 1)],~. 
The assumed regularity implies that there exists a ~ E X such that  [ I -P (k+ 1)It/ A(k){ .  
Therefbre, we get 
,1 - [I - Q(k  + 1)]A(k)~ = A(k) [ I  - Q(k)]~, 
i.e., '~] helongs to TC(A(k)). Thus, we have shown that 
A/'(Q(k + 1)) c 7¢(A(k)), for all k >_ no, 
and this is tile regularity of the exponential forward splitting with the projections Q(k). II 
Due to Theorem 3.4 for any equation with a regular exponential forward splitting, we have a 
restricted kind of backwar'd evolution operator which fbr all k > n > no is defined by 
(I'H(,z, k) := q,~'(k, , ) - ' ,  (I,~'(n, k) : H(P (k ) )  ---+ H(P(n) ) .  
For this operator,  we immediately get the relations which are characteristic for (backward and 
forward) ewflution operators. In fact, we have 
tot all k, 'n, 7rt > n0. 
~y(/v, ~)¢,ac(r~, ,m) = ~v(k, m), 
~H(k  + 1, n) = A(k)¢SH(k, n), 
(20) 
(21) 
4.  CONCLUSION 
Smnmariz ing tile previous results of this paper, we reconsider a difference equation 
z(k + 1) - A(k) z(k),  k > n:0 > -oc ,  (22) 
where tile A(k) are bounded linear operators of some Banach space (X, I1" II) into itself. While 
tile corresponding forward evolution operator is defined in the usual way by tile relation 
A(k -1)a (k ) . . .A (? t ) ,  for a l l k>n_>n0,  
(I)(k, 'n) : id , ,  for all k = n _> no, 
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we have seen that  a suitable kind of backward evolution operator exists only under certain con- 
ditions. In this context, equation (22) was said to have a regular exponential forward splitting 
with constants K1, K2, M _> 1, growth rates 0 < c~ < 3, and projections P(k) E £(22) if 
N'(P(k + 1)) C_ T~(A(k)), 
and if the following is true: 
P(k + 1)A(k) = A(k)P(k), for 
II (k,   )P(r )xll _< for 
[](I)(~,~)[/ -- P(Tt)X]H ~ I~ '21 /~k-n l l [ I  - -  P(Tt)]xH, for 
IIP(k)ll < M, for 
Under these assumptions, it turned out that for any k > ~t > t~ 0 
for all k >_ r;0, (23) 
all k > ~0, (24) 
all k > n > ec0, x c X, (25) 
all k > n > r~0, x ¢ X, (26) 
all k >_ no. (27) 
the n-rapping 
, N (P (k ) )  (2s) 
is an isomorphism whose inverse can play the role of a backward evolution operator. 
In order to match up these considerations with the existing literature on exponential di- 
chotomies for noninvertible difference equations, we now make the following definition which 
a-priorily assumes that the restriction of the forward evolution operator to the bundle of null- 
spaces A[(P(k)) is an isomorphism. 
DEFINITION 4.1. Equation (22) is said to have an exponential splitting (or exponential dichotomy) 
with constants K1, K2 >_ 1, growth rates 0 < (t < 3 (or 0 < ct < 1 < fl) and projections P(k) E 
£(X)  if the mappings 
• H(k, n) : jV'(P(n)) ~ N'(P(k)), are lsomorphisms for all k > n > ~0, (29) 
and if the following i~, true: 
P(k + 1)A(k) : A(h:)P(k), for all k >_ ~o, (30) 
II¢~(/~,,,z)P(~z)ll _< I(10; k-n, for all ]i: > n > ,co, (31) 
(32)  z - -< , a l l  > ,,, > 
The concluding theorem of this paper says that the notions of regular exponential forward 
splittin 9 and exponential splittin 9 are in fact equivalent. 
THEOREM 4.2. Equation (22) has a regular exponential forward splitting if and only if it has an 
exponential splitting. In this equivalence, the growth rates and projections remain unchanged 
and, for the other constants, we have the following. 
(a) I f  equation (22) has a regular exponentiM forward splitting with constants K1, K2, M, 
then the constants of the corresponding exponential splitting are KI M, K,e (1 + M).  
(b) If equation (22) has an exponential splitting with constants K1, I(2, then the constants of 
the corresponding regular exponential foru"ard splitting are/(1,  I(2, K1. 
PROOF. That  the sets of assumptions (24) (27) and (30) (32), respectively, are equiwdent follows 
fi'om the fhct that in view of the relations (20) and (21), we may proceed as in the proof of 
Theorem 2.2. On the other hand, (23) implies (29) by Theorem 3.4, and the reverse implication 
follows immediately from the fact that A(k) maps .~(P(k ) )  (even injectively) onto A / (P (k+I ) ) .  | 
"vVe finally want to mention that, in the particular case where ~0 = -oc  and ct = 3 -1 < 1, our 
notion of exponential dichotomy as defined in Definition 4.1 is similar (and in fact equivalent) 
to the definition of d'iserete dichotomy as introduced in [1, Definition 7.6.4]. The notion of dis- 
crete dichotomy, on the other hand, has proved to be a proper basis for a theory of exponential 
dichotomies for noninvertible difference quations comprising standard results such as the Rough- 
ness ~Tteorem and the Strong Boundedness Prvperty (see [1,4,5]). The corresponding theory for 
equations with a regular exponential forward splitting has been developed in [11]. 
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