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Abstract
The advent of the so-called Big Data paradigm has motivated a flurry of
research aimed at enhancing machine learning models by following very di-
verse approaches. In this context this work focuses on the automatic con-
struction of features in supervised learning problems, which differs from the
conventional selection of features in that new characteristics with enhanced
predictive power are inferred from the original dataset. In particular this
manuscript proposes a new iterative feature construction approach based on
a self-learning meta-heuristic algorithm (Harmony Search) and a solution
encoding strategy (correspondingly, Cartesian Genetic Programming) suited
to represent combinations of features by means of constant-length solution
vectors. The proposed feature construction algorithm, coined as Adaptive
Cartesian Harmony Search (ACHS), incorporates modifications that allow
exploiting the estimated predictive importance of intermediate solutions and,
ultimately, attaining better convergence rate in its iterative learning proce-
dure. The performance of the proposed ACHS scheme is assessed and com-
pared to that rendered by the state of the art in a toy example and three
practical use cases from the literature. The excellent performance figures
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obtained in these problems shed light on the widespread applicability of the
proposed scheme to supervised learning with legacy datasets composed by
already refined characteristics.
Keywords: Feature construction; Supervised Learning; Cartesian Genetic
Programming; Harmony Search.
1. Introduction
Predictive analytics are broadly conceived as the family of supervised ma-
chine learning models aimed at inferring unknown outcomes from a system
based on a set of observed variables or features [1]. Albeit supervised learning
models date back to several decades ago, predictive analytics have nowadays
regained momentum by virtue of the in crescendo availability of data in most
fields of knowledge. Hot topics such as Intelligent Systems [2] and Big Data
[3, 4] evince the increasing relevance of predictive modeling among different
disciplines and the subsequent need for enhancing and innovating through all
its compounding processing steps [5]: 1) data preparation and cleansing, with
different strategies to impute missing and/or illegal data depending on their
alphabet; 2) novelty/outlier detection; 3) feature processing, where the orig-
inal dataset is processed/transformed/filtered so as to describe the essential
features of the data and reduce the complexity of the subsequent predic-
tive model; 4) model selection, where diverse alternatives have so far been
reported in the literature characterized by different controlling parameters,
training algorithms, discriminative capability and generalization properties;
5) model tuning; and 6) model performance assessment when predicting a
set of unseen examples. It is only by thoroughly elaborating on each of the
above steps that a good predictive model is generated.
This manuscript gravitates on the third processing step as enumerated
above: feature processing. The literature has been specially profitable in
this regard, with de facto classifications depending on the selective or con-
structive nature of the feature processing approach at hand. On one hand,
feature selection schemes essentially select a subset of the original features
by following strategies (filter, wrapper or embedded methods). Interestingly
for the scope of this manuscript meta-heuristically empowered feature selec-
tion schemes have lately come into scene in a diversity of scenarios [6]–[13]
with particular emphasis in Energy applications [14, 15] and Bioinformatics
[16, 17]. On the other hand, feature extraction/construction or dimension-
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ality reduction algorithms transform the original dataset to a feature space
of fewer dimensions, which can be done by resorting to elements from linear
statistics [18] or newer findings in the field of non-linear manifold learning
and low-dimensional embedding [19].
This research work focuses on this second category, specifically on the
construction of features via wrapper methods. This class of methods are of
paramount utility when dealing with legacy datasets, i.e. datasets whose
compounding features result from raw information preprocessed through
application-specific signal processing stages. In such situations there is no ac-
cess to the original data from which such features were extracted, hence jeop-
ardizing the adoption of embedded schemes with known potential in highly
multidimensional datasets (e.g. deep learning). The scope is also placed on
the readability of the constructed features, which not only is useful for assess-
ing mathematical properties therefrom (e.g. trends, correlations), but also
becomes a requirement for certain application scenarios where supervision
by a higher-level entity and/or the preservation of privacy are crucial, such
as the risk assessment in bank insurance, the diagnosis of diseases and the
personalized prescription of medical treatments. From a technical perspec-
tive this sought explicitness for the constructed feature set can be provided
by Evolutionary Programming [20], a branch of Evolutionary Computation
that aims at iteratively refining computer programs based on a measure of
their quality or fitness. In the context of mathematical programs, this term
stands for a combination or function of different variables (features) based
on an alphabet of operator functions (e.g. {+,−,×,÷}). Such programs
can be represented as tree structures, which can be in turn evolved via evo-
lutionary crossover and mutation processes towards regions of progressively
higher optimality as measured by the fitness function at hand. When put
in the context of feature construction, each evolved program represents a
combination of features (i.e. a newly constructed feature), whereas the fit-
ness function is given by the performance of the wrapped predictive model
when trained with the evolved feature set. Indeed this has been the technical
approach followed by a number of contributions by the research community
where the good performance of Evolutionary Programming has been evinced
in diverse practical applications of predictive modeling (see [21]–[30] and the
comprehensive survey in [31]).
The work presented in this paper takes a step further in the state of
the art in the above field by proposing a novel wrapper approach based
on the combination of Cartesian Genetic Programming [32] and Harmony
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Search (hereafter denoted as HS, [33]). On the one hand, Cartesian Genetic
Programming permits to encode (represent) programs by means of strings of
integers, which numerically encode the operators that relate variables to each
other, their connections to the set of input features and the resulting output
features fed to the model. On the other hand, Harmony Search is a meta-
heuristic solver that has been widely shown to outperform other bio-inspired
optimization algorithms in many applications [34]. In this manuscript we
propose to blend together these two techniques to yield a feature construction
wrapper that in addition, exploits information about the predictive relevance
of the produced feature set so as to enhance the convergence properties of the
overall search process. The performance of the derived feature construction
scheme is evaluated over four supervised learning problems – namely, the well-
known WINE dataset, leaf-based plant classification (LEAF, [35]), classification
of radar returns from the ionosphere (IONOSPHERE, [36]) and vehicle type
recognition (VTR, [37]) – with results that dominate the best scores obtained
to date. To the best of the authors’ knowledge, this is the first contribution
in the literature hybridizing Cartesian Genetic Programming with Harmony
Search for feature construction in supervised learning.
The rest of the paper is structured as follows: Section 2 formally poses the
construction of explicit features in supervised learning scenarios as a mathe-
matical optimization problem. Next, Section 3 and subsections therein delves
into the proposed algorithmic approach by outlining its overall working pro-
cedure and detailing each of its compounding modules. Experimental results
over the four considered datasets are presented and discussed in Sections
4 and 5 and, finally, Section 6 ends the paper by drawing conclusions and
sketching several lines of future research.
2. Feature Construction as an Optimization Problem
Mathematically speaking a supervised learning problem departs from a
set of available data instances X = {xn}Nn=1, with N denoting the number
of instances or examples, xdn the d-th feature for example n and D
.
= |xn|
∀n ∈ {1, . . . , N} the number of features or dimensionality. Since we deal with
supervised learning, samples in X are associated to a value of the target vari-
able to be predicted, which are all collected in the label vector y
.
= {yn}Nn=1.
The goal of a supervised learning algorithm is to infer the pattern relat-
ing xn to its corresponding label yn. This can be accomplished by a model
Mθ : XD 7→ Y that maps a given data instance or sample x to its estimated
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target variable y. The model Mθ( · ) can be constructed (trained, learned)
based on a set of training examples {Xtr,ytr} ⊂ {X,y} and the parame-
ters θ of the model at hand. The remaining data samples Xtest
.
= X −Xtr
and their supervised labels are left out for testing the predictive performance
Ψ(ytest; ypred) of the model when processing unseen data. The design is hence
to maximize this performance measure. To this end, a common practice is
to randomly partition the training set into K folds, retain a subset for vali-
dating the model and use the remaining K − 1 subsets as training data. By
repeating this process K times a cross-validated estimate of model predic-
tion performance can be computed, which is utilized for tuning the parameter
configuration θ of the model.
In this manuscript the maximization of the average performance of the





= |x′n|, such that a model M ′ : XD
′ 7→ Y can be trained to yield a better
performance score than the same model when fed with the original set of
features X. As mentioned in Section 1 the scope of this work is placed on
the construction of readable features based on the original data X and a set
of explicit mathematical operators F .= {f1, . . . , fP}. Each sample xn ∈ X
is mapped to the space spanned by a set of constructed features {xd,′}D′d=1,
each expressed as an combination of the original feature set {xd}Dd=1 through
a operator subset Fd,′ ⊆ F . For instance, if F = {+,−,×,÷, cos, sin, exp}
and D = 7, examples of constructed features with D′ = 3 could be given by
x1,′ = cos(x1 + x2) + x3 × exp(x5 − x2) (F1,′ = {+,−,×, cos, exp}), (1)
x2,′ = exp(x3 − sin(x5)) (F2,′ = {−, cos, sin}), (2)
x3,′ = cos(x2 × (x1 − x7)/x4) (F3,′ = {−,×,÷, cos}). (3)
It should be clear that any given operator subset F1,′ can result in different
expressions, as the original features involved and their relative order in the
expression may vary without impacting on the operator subset at hand. This
is the reason why such combinations (programs) are often represented as
trees, with variables (original features) located at leaf nodes and operators
at intermediate nodes. The transformed dataset X′ is next used for training
and tuning a model M ′θ towards achieving a better performance score than
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subject to xd,′ ∈ X d,′ ∀d ∈ {1, . . . , D′}, (4b)
xd,′ = Ωd(Fd,′, {xd}Dd=1), ∀d ∈ {1, . . . , D′}, (4c)
Fd,′ ∈ F , ∀d ∈ {1, . . . , D′}, (4d)
where E{ · } denotes expectation over every possible validation subset Xval,′ ⊂
X′, which can be approximated by the average score produced by the afore-
mentioned K-fold cross-validation procedure. In words, the optimal features
{xd,′}D′d=1 will be given by those constructed upon {Fd,′}D
′
d=1 and leading to an
expected maximal cross-validated performance score when used as predictive
inputs to a supervised learning model M ′θ( · ). In the above set of constraints
Expression (4c) implicitly defines Ωd(F , {xd}Dd=1) as a particular ordered ar-
rangement of the operators contained in Fd,′ and the variables in {xd}Dd=1.
The number of different operator subsets Fd,′, original features finally in-
volved in the constructed characteristic xd,′ and the specific arrangement of
these variables within the constructed feature gives rise to a search space
whose large dimensionality requires computationally efficient solvers capable
of learning and evolving programs towards regions of progressively increased
optimality. This is indeed the main purpose of the proposed Adaptive Carte-
sian Harmony Search (ACHS) approach, which is next described.
3. Proposed Feature Construction Approach
In order to tackle the above problem in a computationally efficient fash-
ion we propose a novel feature construction algorithm whose overall working
procedure is illustrated in Figure 1 and algorithmically described in Algo-
rithm 1. The proposed scheme blends together elements from wrapper and
embedded methods for feature processing. On one hand, the setup relies on
a predictive learning model Mθ capable of internally estimating the relevance
of each input variable when predicting the target variable at hand. This es-
timation can be accomplished as an inherent result of the training procedure
of the model itself (as in e.g. tree models) or by incorporating side processes
aimed at this end, such as the so-called Relief approach later explained in the
manuscript. This estimated relevance is exploited at a wrapper optimization
approach, which iteratively evolves a set of programs that represent explicit
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expressions of constructed variables. The dataset resulting from each poten-
tial set of transformed features proposed by the solver is evaluated by the
predictive model, whose cross-validated score is adopted as the fitness func-
tion that drives the search procedure. At this point it should be remarked
that the novelty of our work does not only resides in the specific implemen-
tation of the general scheme in Figure 1, but rather in the exploitation of the
predictive relevance of the constructed features to enhance the convergence






















































Figure 1: Overall diagram of the proposed feature construction approach.
We now elaborate on a specific implementation of the above feature con-
struction framework that couples the widely reported good search capability
of Harmony Search as a meta-heuristic solver with the constant-length pro-
gram encoding strategy known as Cartesian Genetic Programming. The
search procedure of the former will be utilized as the core heuristic of the
meta-heuristic optimization wrapper, whose evolved solutions will be repre-
sented by the latter. This specific implementation of the proposed framework
constitutes the ACHS scheme for constructing predictively optimal explicit
feature sets.
3.1. Optimization Wrapper: Harmony Search
First proposed by Geem et al [33], HS is a human-experience-derivative-
based meta-heuristic solver that has been shown to perform satisfactorily
in several application domains [34]. In essence the operators that drive the
HS search procedure work by evolving partial solutions in a similar fashion
to conventional crossover and mutation operators in Genetic Algorithms.
However, as will be shown later in the article it is in the inspiration found in
the musical improvisation process such as note pitch and harmony memory
and its impact on the definition of such operators where HS differs from other
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Algorithm 1: Proposed feature construction algorithm (ACHS).
Data: Data instances {xn}Nn=1, with xn = {xdn}Dd=1, set of operators F ,
number of constructed features D′, number of iterations T .
Result: Data instances {x′n}Nn=1 with constructed features {xd,′}D
′
d=1.
1 Initialize ϕ CGP-encoded individuals (harmonies) at random;
2 Set feature importances wdφ to 1 for d ∈ {1, . . . , D′} and φ ∈ {1, . . . , ϕ};
3 for t← 1 to T do
4 Apply HS operators (Subsection 3.1) using the wdθ -dependent
progression law in Expression (8) (Subsection 3.3);
5 for φ← 1 to ϕ do
6 Transform data instances {xn}Nn=1 to {x′n}Nn=1 based on the set
of constructed features represented by the φ-th harmony
newly improvised by the CGP-encoded HS solver;
7 Compute a cross-validated score for underlying model Mθ;
8 Extract averaged feature importances wdφ computed over the
trained model corresponding to every fold;
9 end
10 Concatenate and sort the previous and newly improvised
harmonies by their cross-validated score;
11 Filter out the worst ϕ harmonies, including their feature
importance vectors (Subsection 3.3);
12 end
13 The dataset {x′n}Nn=1 composed by features {xd,′}D
′
d=1 is given by the
first CGP-encoded harmony within the memory of harmonies;
evolutionary algorithms [38, 39]. Due to its population-based nature HS relies
on a set of candidates ϕ that are iteratively refined by means of intelligent
combinations and mutations. The Harmony Memory (HM) consists of the
candidates that sound better (under a fitness criterion) along time. The HM
is updated whenever any of the ϕ improvised harmonies sounds better than
any of the ϕ harmonies kept in the HM.
Before proceeding further with the fundamentals of this meta-heuristic
algorithm, it should be noted that HS and in general other bio-inspired op-
timization methods have lately been involved in a hot debate within the
research community. Some investigations have questioned the inherent nov-
elty of metaphor-based optimization approaches in light of their resemblance
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to foundational methods from Evolutionary Computation [40]–[43], subse-
quently unleashing several rebuttals against the criticism shed over such
nature-inspired heuristics [44]–[46]. Recently more constructive proposals
have been made in the literature to standardize the functional definition of
meta-heuristics [47, 48]. Nevertheless, the work presented in this paper is
focused on the impartial use of HS as the heuristic engine to evolve CGP-
encoded programs, i.e. without entering any debate on the originality of this
meta-heuristic algorithm.
Going back to the algorithmic steps underlying the HS solver, its seminal
version as contributed in [33] begins by initializing the set of ϕ stored har-
monies in the HM. This is usually accomplished by sampling each note of
every harmony (i.e. each entry of every solution) uniformly at random from
its corresponding alphabet. Once this is done several improvisation operators
are applied to each note of the HM for a given number of iterations1 T :
• The Harmony Memory Considering Rate (HMCR), driven by the prob-
abilistic parameter ξ ∈ [0, 1], which sets the probability that the new
value for a certain note is drawn from the values of this same note in
the other ϕ− 1 harmonies.
• The Pitch Adjustment Rate (PAR), controlled by the probabilistic pa-
rameter δ ∈ [0, 1] which sets the probability to execute subtle adjust-
ments in the chosen harmony by improvising the probability to replace
the actual value of the note at hand with any of its neighboring values
within the alphabet on which it is defined. Many pitch adjustment ap-
proaches have been reported in the literature dealing with integer- and
real-valued variables (see e.g. [49, 50] and references therein). Without
loss of generality in what follows we will resort to the seminal defi-
nition of the pitch adjustment operator established in [33], although
other pitch adjusting policies can be also considered.
• More recently, another operator has been proposed in the literature,
Random Selection Rate (RSR, υ ∈ [0, 1]), which establishes the prob-
ability that the new value for a given note will be drawn uniformly at
random (i.e. without any neighborhood consideration) from its corre-
sponding alphabet [38].
1In practice any other stop criterion can be imposed, but in any case it reduces to the
set of operators being applied for a number of iterations given by the adopted criterion.
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At this point it is important to remark that a good convergence behav-
ior of the HS solver when applied to a given problem depends roughly from
several algorithmic aspects. To begin with, a minimum-redundancy solution
encoding strategy should be designed, capable of spanning the whole search
space while maintaining at the same time the neighborhood relationship be-
tween locally close solutions in their encoded representations. Likewise the
solver should meet a balance between explorative and exploitative search
well-suited to the problem being tackled, which can be attained via a proper
selection of the parameters guiding the HS search process. Regarding this
latter aspect, there are different parameter tuning strategies, from the most
naive approach (i.e. keeping the HS parameters {ξ, δ, υ} fixed to a value)
to more elaborated schemes, such as progressively varying the value of the
parameters along iterations. In [51] a linear progression of HS parameters
with the iteration index t was presented. More recently, the authors in [52]
proposed a more flexible logarithmic progression that generalizes its linear
counterpart and allows for tuning the convexity of the parameter progression
in the range t ∈ {1, . . . , T } by using a new design parameter ζ ∈ R+. By
denoting starting and ending values of the parameters with sub-indexes s











where η ∈ {ξ, δ, υ}, ϑ(ηs, ηe) , sgn(ηs − ηe),








and sgn(x) = 1 if x ≥ 0 (−1 otherwise). The fact that the above logarithmic
progression is controlled by just one parameter allows tuning the convexity
of the parameter progression along iterations. This provides a higher degree
of design flexibility for the overall algorithm at an affordable computational
penalty in terms of the time taken to refine such a new parameter.
3.2. Solution Encoding: Cartesian Genetic Programming
In what relates to solution encoding, it is important to recall that the par-
ticularly adopted strategy should represent explicit combinations of the input
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variables in a numerical fashion that keeps most of the expected properties
for an encoding to be suited for HS (i.e. minimum representation, constant
length, redundancy and vicinity relationship among values for a given note
driven by the fitness at hand). These requirements are met by Cartesian
Genetic Programming (CGP), a highly efficient and flexible form of Genetic
Programming [32]. CGP represents computational structures as a string of
integers and can easily encode computer programs, electronic circuits [53],
neural networks [54, 55], mathematical equations and other computational
structures [56, 57]. In this encoding integers are used to encode the function
nodes in the graph, the connection between nodes (variables), the connec-
tions to inputs and the locations in the graph where outputs are taken from.
In other words, the genotype of CGP is a fixed-length list of integers values,
from which its phenotype (i.e. the program it represents) is inferred.
The types of computational node functions used in CGP are decided by
the user and are listed in a look-up table indexed by integer values. Each
node represents a function and is encoded by a number of genes. One of them
is the address of the computational node function in the look-up table. The
remaining node genes indicate where the node gets data from. These genes
represent addresses, known as connection genes. They take their inputs in a
feed-forward manner from either the output of nodes in a previous column or
from a program input. The program data inputs are given by {x1, . . . , xD},
where D is the number of program inputs. Each node output has also an
address and this can be the input of the next node. The selection of the
number of intermediate nodes and their arrangement in terms of number of
hidden layers and amount of nodes per layer are flexible and can be tailored
for the problem at hand.
Figure 2 exemplifies the process to build mathematical expressions. There
are three type of nodes: input nodes (variables), output nodes (programs)
and function nodes. As described above, the user defines the functions and
the layout of the CGP. In Figure 2 there are two input nodes (x1 and x2),
nine hidden nodes and two output nodes (x1,′ and x2,′). Each genotype is
composed by three genes, the first one indicates the function (defined in the
table) and the remaining genes define the input data. In some cases, the last
number is marked with a special symbol (♦ in Figure 2) to indicate that it
is unused. Output nodes have only a single gene each, which indicates the











































41♦ 101 51♦ 002 223 103 155 326 67♦ 5 10
Node:
CGP code:
2 3 4 5 6 7 8 9 10 11 12
x1,′ = x1 + cosx2
x2,′ = log(x1 − (x1 − x2))
Figure 2: General form of CGP for representing mathematical expressions. Following the
notation in Section 2, F = {+,−,×,÷, cos,√ , log}, D = 2 and D′ = 2.
3.3. Exploiting Predictive Relevance in the Feature Optimization Process
Besides hybridizing CGP and HS, another novel ingredient of the ACHS
algorithm proposed in this paper is the exploitation of the predictive rele-
vance of the iteratively constructed feature set in the search procedure of
the heuristic wrapper. By considering an original feature set represented by
the variable vector x = {xd}Dd=1, the memory of program candidates HM is
initialized by encoding each element using CGP, which creates a new con-
structed feature set x′ = {xd,′}D′d=1 using the scheme exemplified in Figure
2. As such, each row of the HM (i.e. each candidate solution) is a newly
constructed feature set built upon a combination of the original features x
through a subset of the overall operator subset F . In order to drive the search
process of the HS solver, each of the rows in the HM is evaluated by using
a supervised learning model M( · ), whose cross-validated average prediction
score (e.g. accuracy, R2 or any other metric alike) measured over the given
dataset is adopted as the fitness function of the HS algorithm.
Before starting the next generation, the predictive importance or rele-
vance of each feature within x′ is computed either from the trained model
or by resorting to algorithmic approaches specifically designed to this end.
In this regard some supervised learning models such as tree-based classifiers
allow for numerically assessing the predictive power of each input feature by
quantifying the information gain (or alternatively, the so-called Gini impu-
rity) for all branches below such a feature, and optionally weighting the gain
at each branch by the number of samples classified thereby. Universal esti-
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Algorithm 2: Original Relief algorithm.
Data: Data instances {xn}Nn=1, with xn = {xdn}Dd=1.
Result: Feature relevances w = {wd}Dd=1.
1 Initialize all weights in w to zero, i.e. wd = 0 ∀d ∈ {1, . . . , D};
2 for z ← 1 to Z do
3 Randomly select an instance xn, with n ∈ {1, . . . , N};
4 Find nearest hit xHn and nearest miss x
R
n ;
5 for d← 1 to D do
6 wd = wd − δ2(xn,xHn ) + δ2(xn,xRn );
7 end
8 end
mators for inferring the predictive relevance in general supervised learning
models have been also proposed in the literature. For instance, in [58, 59] an
algorithm coined as Relief was shown to estimate attributes according to how
well their values distinguish among the instances that are near to each other.
Given a data instance xn, Relief searches for its two nearest neighbors: one
for the same class (nearest hit, xHn ) and the other from a different class (near-
est miss, xRn ). The original algorithm selects Z training instances, where Z
is an user-defined parameter. By denoting the normalized difference between





normalized predictive relevance wd ∈ [0, 1] for the d-th attribute is iteratively
updated as
wd = wd − δ2(xn,xHn ) + δ2(xn,xRn ), (7)
which is repeated Z times as summarized in Algorithm 2. The algorithm was
later extended giving rise to ReliefF [60], a more robust version of its pre-
decessor that can tolerate incomplete and noisy data and manage multiclass
problems by finding one near miss for each different class and averaging their
contribution for updating the importances w.
When put in the context of our article, it should be obvious that each
row φ ∈ {1, . . . , ϕ} (harmony) of the population of harmonies iteratively
evolved by the HS solver will correspond to a different set of newly proposed
features with potentially higher predictive power. Therefore the normalized
relevance of the d′-th feature in harmony φ will be given by wd
′
φ ∈ [0, 1]. This
predictive information is exploited by redefining the progression law of two
of the operators of HS (namely, ξ and υ) so as to reflect the fact that when a
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newly improvised feature is found to be relevant for the supervised problem
in question, the HS solver should not move far away from the vicinity of the
program upon which it is defined. Based on this rationale the progression in

















where η ∈ {ξ, υ} and the arbitrary factor ζ depends on the generation. With-
out loss of generality in this work we assume a linearly increasing progression
of ζ with the iteration index t as
ζ(t) = ζs +
ζe − ζs
T − 1 (t− 1), (9)




φ ) is plotted in Figure 3 for ηs = 0.1, ηe = 0.75 and
different values of t. Note that η is different for each element of the HM
depending on its relative importance and the iteration index. It should be
also remarked that the proposed scheme is flexible enough to accommodate
any arbitrary form of dependence between ζ and t.












































φ ) versus the feature im-
portance wd
′
φ for several values of ζ assuming a linear progression of this latter parameter
with the generation index t.
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4. Cases of Study and Learning Models
As has been already mentioned in the introduction the performance of
the proposed ACHS approach has been experimentally assessed over four
different datasets:
• WINE dataset: this is a relatively small dataset consisting of N = 178
samples and D = 13 original features [61]. The data correspond to
results of a chemical analysis of wines grown in the same region but
delivered from three different cultivars. The aim is to classify among 3
different classes of wine. This first well-known dataset serves as a toy
example to elucidate the expected computational benefits of construct-
ing new feature sets with ACHS.
• LEAF dataset: this is a publicly available repository for the classifica-
tion of plants based on morphological features extracted from digitally
processed leaf images [35]. Specifically, samples in this datasets corre-
spond to specimens of different plant species, whose features are built
upon automatically segmented images of 720× 960 pixels, which have
been further inspected to ensure comparability between different plant
classes. This process results in N = 171 samples of D = 15 features
corresponding to 15 different plant species [62]. Results obtained with
this dataset aim at verifying whether feature importances do make a
difference in terms of convergence when fed back to the solver and
utilized to tailor the values of the HS parameters.
• IONOSPHERE dataset: these data correspond to signals recorded by a
phased array of 16 high-frequency antennas. The aim is to find evidence
of free electrons in the ionosphere, in such a way that “good” radar
returns are those signals that are evidence of the presence of some
structure in the ionosphere, whereas “bad” radar returns are those
signals that did pass through the ionosphere as a result of the lack of
structure in this atmospheric shell. The dataset is comprised by a total
of D = 34 features and N = 351 instances. More details on the dataset
are provided in [36]. This third dataset will be used to evaluate to
which extent the progression of ζ with t impacts on the convergence
of the algorithm through the resulting concavity of the curves relating
the feature relevance to the value of the HS parameter.
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• VTR dataset: in this case the objective is to classify among different
classes of vehicles using recorded engine sounds. The original database
for the experimental work consists of N = 574 vehicle sounds corre-
sponding to 311 cars, 88 motorbikes and 175 trucks. The sound of each
vehicle has been recorded in a single file with a sampling frequency
of 11025 kHz and 16 bits per sample. All sound samples have been
recorded in flat two-way road sections with a speed limit of 50 kilome-
ters per hour, what prevents them from gear shifting and acceleration.
Only a segment of 1 second length has been considered for classifica-
tion, centered on the instant where the vehicle is passing exactly in the
front of the capturing sensor array. All sound files have been divided
into frames of 512 samples each, from which D = 66 features have
been extracted. All features are described in more detail in [37]. This
case study is included to show that the constructed characteristics are
universally good across different classifiers, i.e. the produced feature
set possesses higher predictive power when input to classifiers that are
different than the one utilized for their generation.
In this paper we used several supervised learning models to classify data
and measure the importance of each input feature. One of such techniques
is Random Forest (RF), one of the most utilized classification and regression
algorithms by virtue of its ability to classify large datasets with excellent
accuracy and small chance to overfit. RF splits the data into a number of
subsets and creates a tree for each of them (weak learners), from which the
predicted output of the RF is taken by aggregating the individual predic-
tions of all its compounding trees. RF also provides an embedded method
for quantifying the values of the feature importances: the decrease in the
classification margin is computed if the variables are permuted among weak
learners. Results are averaged over the entire ensemble and divided by the
standard deviation [63].
The second algorithm utilized in the experiments is the 1-Nearest Neigh-
bor (1-NN) algorithm: it simply classifies a new example xn by finding the
training example (xn′ , yn′) that is closest to xn according to a distance mea-
sure. Unless otherwise stated, all tested models assume the conventional
Euclidean distance. Another well-known classification method included in
the benchmark is the well-known Support Vector Machine, which essentially
finds a gap in the feature space that is as wide as possible between data
samples corresponding to different categories. Such a gap can be set to be
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linear or instead, can be shaped arbitrarily by using the so-called kernel trick,
which indirectly maps samples to high-dimensional feature spaces where the
points can be separated linearly. For multi-class classification, one-against-all
or one-against-one strategies can be used [64]. The last classification method
considered in this paper is the Extreme Learning Machine (ELM, [65]). This
is a novel and fast learning method based on the structure of multi-layer
perceptrons. The most significant characteristic of the ELM training proce-
dure lies on the fact that is carried out just by randomly setting the weights
connecting the inputs to the nodes of the hidden layer, and then obtaining
the pseudo-inverse of the matrix linking the hidden layer to the outputs of
the model.
For the experimental setup, the starting and ending values of the HS pa-
rameters were fixed: ξe = 0.1, ξs = 0.75, υe = 0.05 and υs = 0.15. The CGP
tree for feature construction was also fixed. The starting and ending values
of the arbitrary factor ζ, the size of the HM, the number of generations T
and other parameters of the model – θ in Expression (4a) – were optimized
for each problem via off-line simulations over a value grid, with the maxi-
mization of the average cross-validated accuracy score of Mθ when fed with
the produced features by HS as the criterion to select one configuration or
another2. Weights and biases of the 50 hidden neurons of the ELM model
utilized for the VTR dataset have been drawn uniformly at random from the
ranges [−1, 1] and [0, 1], respectively. The number of tree learners in the RF
models has been set to 100 in all cases. The remaining parameters of all
models in the benchmarks have been tuned using a procedure similar to the
above exhaustive grid search with cross-validation. Features of all datasets
have been normalized via Z-scores.
5. Results and Discussion
5.1. Results obtained with the WINE Dataset
We trained two different ACHS-based supervised learning models to ob-
tain D′ = 3 features with enhanced predictive power when classifying the
samples within this dataset. For the first one, we used RF to measure
feature importance and to classify the data (namely ACHS1 model). The
2Further details on the utilized value grid, the final configuration used in the experi-
ments and the source code can be provided upon demand to the corresponding author.
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second option was to use 1-NN for classification purposes and ReliefF to
compute feature importance (ACHS2). Both ACHS1 and ACHS2 were com-
pared with the results obtained with Principal Component Analysis (PCA)
and the results obtained selecting the 3 most important variables according
to the importance estimated by RF and ReliefF. To obtain the optimum
feature expressions, we set apart 25% of the dataset for test and we used
10-fold stratified cross-validation over the remaining 75% of the dataset. We
computed all results using T = 50 iterations, changing the folds at each
iteration to avoid overfitting. Both cross-validated accuracy scores – repre-
sented as median (Interquartile Range, IQR) – and those obtained for the
test set are reported in order to check whether the cross-validated score of
each algorithm is representative of the score obtained for the test set.
Table 1 summarizes the results obtained by each algorithm for a given
train/test split. The worst results were obtained by those classifiers based on
ReliefF-based feature selection, with cross-validated accuracy scores ranging
from 91.56% (90.51%-92.61%) using RF to 90.69% (89.86%-91.59%) using
1-NN. By using the three most important features selected by the RF algo-
rithm, the figures of merit when RF and 1-NN are used as predictive model
increase to 96.16% (95.52%-96.32%) and 95.80% (95.11%-96.45%), respec-
tively. The best results were achieved by using the features obtained by the
ACHS2 in the training process and using 1-NN classifier, with an accuracy
of 98.40% (97.80%-98.60%). The accuracy scores obtained over the test set
are within the statistical margin covered by the cross-validated metrics.
The train/test split, feature construction, model building and score re-
porting were next further performed for 10 repetitions in order to evaluate the
influence of the stochastic nature of the search heuristic, the random selection
of the train/test split and the training algorithm (in the case of RF) on the
predictive performance of the proposed scheme. Test scores obtained by each
algorithm in the benchmark over such repetitions were compared to those of
the best performing scheme (ACHS2 + 1-NN, as measured by its median test
accuracy computed over repetitions) by using the Mann-Whitney U test to
measure the equality of medians. A p-value below 0.05 was obtained for all
cases, hence performance gaps can be deemed statistically significant (differ-
ent median) with respect to the test scores obtained by ACHS2 with 1-NN.
The produced features (programs) corresponding to the repetition scoring
the highest test accuracy are the following:












ReliefF + RF Selection 91.56 (90.51-92.61) 93.33
PCA + 1-NN Construction 94.40 (93.90-95.49) 93.33
ReliefF + 1-NN Selection 90.69 (89.86-91.59) 95.56
RF + RF Selection 96.16 (95.52-96.32) 95.56
RF + 1-NN Selection 95.80 (95.11-96.45) 95.56
PCA + RF Construction 95.48 (94.94-96.10) 95.56
ACHS1 + RF Construction 97.41 (96.33-97.90) 97.78
ACHS1 + 1-NN Construction 97.46 (96.60-97.76) 97.78
ACHS2 + RF Construction 96.80 (95.54-97.07) 97.78
ACHS2 + 1-NN Construction 98.40 (97.80-98.60) 100.00
Table 1: Results obtained with the WINE dataset, different feature processing criteria and
classification methods. Cross-validated accuracy scores are represented as median (IQR).
5.2. Results obtained with the LEAF Dataset
In this second dataset the aim of the experiments discussed in what fol-
lows is twofold. On one hand features produced by the proposed ACHS
approach will be compared, in terms of predictive performance, to those re-
ported in [62]. On the other hand we will assess the impact of incorporating
information about the predictive importance of the iteratively produced fea-
tures in the operators of the HS solver. A RF model will be utilized for both
classification and estimation of feature importances, which can be done effi-
ciently as the latter information is produced as a byproduct of the training
procedure of the model.
Regarding the first goal pursued in this second dataset, using T = 80
and using 10 train/test splits (with proportions set to 75%/25%) the sets
of newly improvised features produced by ACHS for such splits produce a
mean test accuracy score of 92.54%, with IQR equal to (91.81%-93.66%).
These statistics are notably superior to the 88.82% average accuracy score
reported in [66] when using a RF model with the original set of features. For
a fair comparison we have verified that this latter scheme scores a mean test
score of 87.30% (86.62%-89.15%) when computed over the same train/test
splits used in our study. This gap becomes even more relevant when jointly
analyzed with the slight dimensionality reduction of the ACHS approach
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(D = 15 original features versus D′ = 13 constructed characteristics).















Figure 4: Mean accuracy score of the ACHS approach – averaged over 10 Monte Carlo real-
izations – with and without model information in the definition of the operators controlling
the HS-based optimization wrapper. While differences among them are not relevant in the
first iterations, a clear performance gap arises as the search becomes more exploitative.
The discussion with this dataset follows by Figure 4, where convergence
plots (average cross-validation score over generations) of ACHS are depicted
for the cases when the inner HS solver exploits the predictive relevance es-
timated by the learning model and when this information is not utilized
anyhow. Cross-validation scores have been averaged over 10 repetitions of
the HS algorithm for a given train/test split. As inferred from the curves
therein both alternatives behave quite similarly in the early generations of
the HS wrapper; however, as the search process becomes more exploitative,
a clear gap widens between both schemes supporting our postulated benefit
of incorporating the predictive relevance in the definition and progression of
the HS parameters.
5.3. Results obtained with the IONOSPHERE Dataset
In this third dataset RF was used to quantify the feature importances
and to classify the data based on the selection of the D′ = 5 features with
highest predictive potential. Although it is not the main purpose of this case
study, for a train/test split of 75%/25% we obtained a median (IQR) cross-
validation accuracy of 95.12% (94.22%-95.89%) by using our ACHS scheme,
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10 folds and T = 50 iterations. A RF model with the original feature set
scored 93.10% (92.44%-93.70%), whereas PCA+RF showed an accuracy of
91.23% (90.86%-91.54%). Differences were found to be significant by using
the Mann-Whitney U test over these cross-validated accuracy score sets.


































Figure 5: Progression curves of an HS parameter (either ξ(τij) or υ(τij)) from 0.9 (for the
first generation of the HS search process) to 0.1 (for the last generation) as a function of
the feature importance τij for three different values of ζs and ζe.
Following the intended purpose of this dataset we analyzed the conver-
gence and cross-validated scores of the ACHS approach with different values
of ζs and ζe, which yields a different concave/convex shape for the curve re-
lating the feature importance τij to the value of the HS parameter through
Expression (9). Figure 5 depicts different curves for the used {ζs, ζe} values,
with the same color used for the starting and ending curves of each of the 3
cases. Red curves correspond to the special case when ζe = ζs. We applied
ACHS to the aforementioned train/test split of the IONOSPHERE dataset for
10 repetitions, and computed the median cross-validated accuracy for every
generation of the HS solver. Figure 6 shows the obtained plots for every
{ζs, ζe} case and T ∈ {50, 100} generations. The case where ζe = ζs (red)
renders the worst results in all cases, which demonstrates the performance
gain that the concavity/convexity tuning by ζs and ζe through Expressions
(8) and (9) can provide. Indeed the other cases (blue and black) converge to

































Figure 6: Convergence plots of the median cross-validated accuracy score obtained by
ACHS+RF, averaged over 10 repetitions of the HS solver over a 75%/25% train/test split,
using T = 50 (left) and T = 100 (right) generations and the three different {ζs, ζe} cases
depicted in Figure 5.
5.4. Results obtained with the VTR Dataset
The dataset was divided into a 60%/40% train/test split, from which 5-
fold cross-validation will be used for producing a set of D′ = 17 new features
(in the order of the set used in the landmark reference of this dataset [37]).
The authors in [37] proposed to hybridize Genetic Algorithms for feature se-
lection and ELM as the predictive model, hence comparing the performance
of this hybrid scheme to that provided by different alternative classifiers. In
this paper the same experiment has been repeated in order to compare the
obtained results and the universality of both two algorithms. To this end
we used ReliefF to measure the feature importances and ELM as the classi-
fication method. The ELM has 3 output neurons, from which the maximum
value was considered to be the class predicted by the ELM. A sigmoid activa-
tion function g(x) has been also selected for all compared counterparts. We
next trained a RF classifier, a SVM with different kernels and a 1-NN model
using the constructed features produced by the ACHS approach with ELM
as its core learner. For the SVM, a one-vs-all strategy was considered. The
1-NN classifier is configured to use the Mahalanobis distance, as it scored
best in an off-line 5-fold cross-validation benchmark among different options
for the distance metric.
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Classifier Kernel Test accuracy
RF — 87.89%
SVM k(x,xTi ) = x ·xTi (linear) 88.42%
SVM k(x,xTi ) = exp(−γ
∥∥x− xTi
∥∥2) (RBF) 94.21%
SVM k(x,xTi ) = (x ·xTi + 1)3 (polinomial) 97.37%
1-NN — 97.89%
ELM — 98.33%
SVM k(x,xTi ) = (x ·xTi + 1)2 (polinomial) 98.95%
Table 2: Test accuracy of different classifiers using the features extracted previously by
ACHS with ELM as the core classifier.
Table 2 summarizes the accuracy scores obtained by each algorithm over
the test data left aside before any feature construction process. The best
performance was obtained using ELM and SVM with order two polynomial
kernel. In particular the mean accuracy averaged over the output of 100
independent ELM models3 over a given train-test split was 98.33%, which
outperforms the 93.74% accuracy previously obtained in [37]. Furthermore,
the accuracy score reported in this reference was computed based on a single
training of the ELM model. Interestingly, other classifiers such as 1-NN or
SVM with other kernel functions also produced good performance scores.
In this case RF yielded worse accuracy figures, possibly due to the fact that
ACHS was not trained using RF as the core classifier. On the other hand, the
feature selection method proposed in [37] scored the best performance using a
multi-class ELM classifier (MC-ELM), with the average probability of correct
classification reported to amount up to 98% over the test set. The MC-ELM
was composed by three different binary ELM-based classifiers arranged in
a one-versus-all voting strategy: one ELM per class trained to distinguish
the samples of each class from the samples of the remaining classes. The
classification of an unknown sound file was done according to the maximum
output among ELMs. For the rest of classifiers used in [37] RF showed a test
accuracy of 86.7%, and 1-NN and the SVM classifiers did not reach the 85%
test accuracy threshold.
There indeed lies the benefit of the proposed algorithm: as shown in
3The purpose of averaging the accuracy over this pool of independent models is to assess
the impact of the stochasticity of the ELM training procedure on the obtained results.
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Figure 7: ELM performance histogram over 100 ELM models (see Footnote 3).
Table 2, in this dataset ACHS is proven to construct features that are uni-
versally good across different classifiers, disregarding whether they are the
same model than that used for learning the constructed feature set. Besides,
our simple ELM showed better performance than their MC-ELM. Figure 7
depicts the histogram of the accuracy performance attained by 100 indepen-
dently trained ELM models over the test split at hand. Relevantly is to
highlight that there are model instances where the accuracy reaches 1 (i.e.
100%), whereas the major density of this histogram is concentrated above
98%. Nevertheless, results were calculated for a specific train-test split not
necessarily equal to the one used in [37]. All in all, the better results in Table
2 show the outperforming behavior of the ACHS approach and its universal-
ity when resorting to different supervised models in this fourth dataset.
5.5. Discussion
In order to get an uniform overview on the performance of the proposed
ACHS scheme, we here discuss a final set of simulations performed with al-
gorithms based exclusively on the RF model and train/test data splits fixed
for every dataset. In this way we isolate the contribution of ACHS to the
performance of the overall model and avoid any bias due to the heterogene-
ity of the models around which discussions in previous sections have been
held. Specifically we explore three different schemes: RF using the original
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feature set, RF using a reduced feature subset selected by their predictive
importance (RF+RF), and the proposed ACHS with RF as its core learner
for both feature extraction and prediction. Performance of each scheme is
given in terms of the mean accuracy score measured over 10 execution of the
algorithm over 10 different realizations, namely, 10 distinct train/test splits
of the dataset at hand. This averaging process not only minimizes the ef-
fects of the selection of train/test splits in databases of relatively small size
as the ones chosen in this benchmark, but also permits to account for the










WINE — 97.11%  96.59%  97.89%
LEAF 88.82% [66] 82.92%  78.32%  93.19%
IONOSPHERE 92.50% [63] 93.12%  87.76%  94.20%
VTR 86.77% [37] 85.74%  88.44%  97.77%
Table 3: Summary of mean test accuracy scores (computed over 10 realizations) achieved
for the datasets and algorithms in this benchmark. Train/test splits within each realiza-
tion are kept fixed for every dataset so that features and scores for all algorithms in the
benchmark are based on the same data subsets. The number of selected (RF+RF) and
constructed (ACHS+RF) features is also set equal for a fair comparison.
Results are summarized in Table 3. The statistical significance of the
performance gaps between each algorithm and the proposed ACHS+RF –
by the Mann-Whitney U test with 0.05 as the confidence threshold – being
denoted as  (statistically meaningful) or  (statistically meaningless). Also
included are in the table scores of RF-based models reported in the litera-
ture for LEAF, IONOSPHERE and VTR. Except for LEAF due to the use of an
augmented set of features in [66], it can be noticed that the results of RF
with the original set of features and the baseline scores are similar to each
other, which confirms that our discussed figures are aligned with those in the
literature. In all datasets the proposed ACHS+RF is shown to be superior,
with statistical significance in the majority of cases.
Before finishing this discussion, it should be noted that the computational
complexity of the proposed feature construction algorithm is higher than
that of feature selection schemes. This fact limits its applicability to static
learning scenarios where no time constraints are imposed for constructing
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the predictive model and/or with stationary data.
6. Conclusions
This manuscript has delved into a novel feature construction framework
for supervised learning problems. The proposed scheme, coined as ACHS,
blends together 1) a heuristic wrapper that relies on Cartesian Genetic Pro-
gramming and the Harmony Search solver; and 2) the predictive relevance of
the constructed features produced by the model wrapped by the former. The
solution encoding convention provided by Cartesian Genetic Programming
is shown to conveniently match the constant-length encoding requirements
of the näıve HS algorithm. Furthermore, the incorporation of the predictive
importance of the constructed features to the HS search procedure expedites
the convergence of the overall wrapper method. The performance of the pro-
posed ACHS approach has been assessed over four datasets with different yet
related purposes: to shed light on its potential over the thoroughly studied
WINE dataset, and to prove that it outperforms the state of the art related
to two other recently contributed datasets for supervised learning, namely,
LEAF, IONOSPHERE and VTR. The accuracy scores attained by the proposed
ACHS have been shown to be promising, with statistically meaningful perfor-
mance gains that motivate its widespread application to practical supervised
learning problems.
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