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ABSTRACT
Time-dependent wave fields are often approximated using wave equa-
tions. Due to the oscillatory nature of wave phenomena, numerical ap-
proximations of wave equations are challenging. Approximating wave
problems with tolerable accuracy requires the use of a relatively dense
spatial discretization. For standard numerical techniques, such as the
low-order finite difference and finite element methods, 10 grid points
per wavelength is considered the rule of thumb. Particularly for short
wavelengths, the requirement of a dense mesh can easily lead to prob-
lems of intolerable computational complexity. The computational burden
can, however, be reduced using more sophisticated numerical methods.
Discontinuous Galerkin (DG) methods to address this issue have been
extensively studied.
In this thesis, the DG method is used for modeling time-dependent
wave fields in an inhomogeneous medium. More precisely, the main fo-
cus was to develop a feasible DG method for modeling wave fields with
complicated geometries with reduced computational complexity. The DG
approach was examined for unbounded two- and three-dimensional wave
problems. Truncation of a physically unbounded problem into a problem
with a bounded domain affects the accuracy of the numerical solution. A
perfectly matched layer is used to truncate the computational domain in
three-dimensional wave problems.
In the numerical experiments, the DG method was studied from a
computational point of view. Based on previous theoretical analyses,
non-uniform basis orders to increase the accuracy of the numerical so-
lution was the main research topic. The non-uniform basis orders were
investigated in two- and three-dimensional problems. In the model prob-
lems, non-uniform basis orders were also extended to a case in which
wave propagation and scattering were studied in a geometry that com-
prised a loudspeaker. In this model problem, the numerical solution
was compared to actual measurements. The results predicted that a pre-
determined error level of the solution can be obtained with the correct
basis order choices. At the same time, the use of non-uniform basis or-
ders reduces the computational load.
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1 Introduction
In several fields of computational physics and engineering, it is extremely
challenging to model mechanical wave problems in the time-domain.
Only the simplest problems can be solved analytically and the perfor-
mance of standard numerical methods for hyperbolic partial differen-
tial equations (PDEs), such as acoustic and elastic wave equations and
Maxwell’s equations, depends on the wavelength of the sound field. Par-
ticularly at high frequencies, the requirement of a certain number of dis-
cretization points per wavelength often leads to an impractical computa-
tional task. On the other hand, when the grid density is increased, the
length of the time step must be decreased to obtain an accurate solution
in terms of time integration.
There is a clear need for accurate methods for modeling wave fields in
the time-domain in complex geometries. Applications for modeling me-
chanical time-domain wave fields are, for example, non-destructive test-
ing, exploration seismology, electromagnetics, and medical ultrasonics.
During the last few decades, several approaches have been proposed to
obtain stable, accurate, computer-friendly, and fast methods to use for nu-
merically approximating the corresponding initial-boundary value prob-
lems. Traditional full-wave approaches that have been used for this are
the finite difference (FD) [1] and finite element (FE) [2] methods.
Finite difference methods for the wave problems are limited by the
requirement for a dense spatial discretization and are therefore computa-
tionally demanding at high frequencies. On the other hand, modeling of
wave fields in complex geometries with different boundary models using
FD methods is challenging. Despite the disadvantages of the FD meth-
ods, they are still extensively studied and several recent reports have been
published [3,4]. The motivation for using the FD approach is the simplic-
ity of the method. The discretization of the studied initial-boundary value
problem can be easily achieved.
The FE method is a more flexible method than the FD approach for
approximating the wave problems. The FE method can handle complex
geometries. When using low-order FE methods, however, the demand for
dense meshes can be computationally intolerable. Ten points per wave-
length is considered the rule of thumb. Despite the disadvantages, the
FE method is a widely used tool for approximating wave propagation in
several fields of physics and engineering and is considered the standard
method for full-wave simulations. Wave propagation problems are solved
Dissertations in Forestry and Natural Sciences No 18 1
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using the FE method in several reports (see [2, 5]).
A promising approach for accurately approximating mechanical wave
fields is the discontinuous Galerkin (DG) method [6]. The DG method
has several features that make it an attractive candidate for large-scale
wave simulations. The variational formulation reduces each element of
the computational mesh to a subproblem. With the DG method, the com-
munication between adjacent elements is handled using the transmission
condition (known as numerical flux [7]). On the other hand, the vari-
ational form allows for easier parallelization of the solver code and the
material parameters, the order of the basis functions, and the length of
the time step can be chosen individually for each subproblem. Of course,
there are also drawbacks when using DG methods. For example, high-
order basis functions force the use of small time steps, which is time con-
suming [7], and there are stability problems with the high-order basis
functions used with the small elements of the computational mesh.
Factors other than the method used for spatial discretization affect the
accuracy of the domain-based full-wave methods. These include the trun-
cation of a physically unbounded problem into a problem with a bounded
domain. Namely, the effect of the boundary condition on the auxiliary ex-
terior boundary of the bounded domain should allow waves to propagate
outward without numerical reflections back into the domain. The use
of the Engquist-Majda type absorbing boundary condition [8] affects the
accuracy of the solutions because unwanted numerical reflections arise
from the boundaries. One promising approach for reducing these numer-
ical reflections is to use the perfectly matched layer (PML) [9] to truncate
the effect of the solution on the boundaries. Generally, the PML is a nu-
merical damping layer and was originally published by Be´renger in [9] for
electromagnetic waves.
The time integration method used for approximating the time deriva-
tives has a great impact on the accuracy of the numerical solution. During
the last few decades, several implicit and explicit approaches have been
explored to obtain a fast and stable time integration method. These in-
clude the Runge-Kutta methods [10–13], the Newmark method [14], and
the ADER time integration approach using arbitrary high-order deriva-
tives [15, 16].
Aims and content of this thesis
In this thesis, the DGmethod, originally published by Reed and Hill in [6],
was implemented for acoustic wave problems in inhomogeneous media.
The DG method was implemented using the C/C++ programming lan-
2 Dissertations in Forestry and Natural Sciences No 18
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guage and solver parallelization with the message passing interface (MPI).
The main focus was on the development of a DG method that is feasible
for practical wave simulations. For this purpose, one of the main goals
was to investigate a basis order selection method based on previous the-
oretical results. The focus was to determine the relationship between the
element size, wave number, accuracy of the solution, and order of the basis
functions. In numerical simulations, the parameter choices for a PML [17]
and flux splitting were also studied.
This thesis is organized as follows. In Chapter 2, the physical back-
ground of acoustic waves in inhomogeneous media is outlined. Starting
from linearized conservation laws, the chapter reviews the basic theory
of acoustic wave propagation. In Chapter 2, the boundary, initial, and
transmission conditions for the acoustic wave equation are discussed.
Chapter 3 describes numerical approximation methods for time-
dependent wave problems. For example, a review of the methods used
for spatial and time discretizations and for truncating the computational
domain are given. The main emphasis is on methods that are used later
in this thesis, especially for the PML.
The DG method is discussed in Chapter 4, which outlines the history
of the DG method and describes the weak form of the 3D dissipative
wave equation. Various choices for flux splitting and basis functions are
also discussed.
Chapter 5 is dedicated to computational issues. The chapter begins
with a discussion of the parameter choices for the flux splitting scheme.
The main emphasis is the study of the effect of non-uniform basis orders
on the accuracy of the DG method. In simulations, the effect of the pa-
rameter choices for the PML are outlined. This chapter also describes a
3D application experiment, where simulated results are compared with
actual measurements. Conclusions are given in Chapter 6.
Dissertations in Forestry and Natural Sciences No 18 3
Timo La¨hivaara: Discontinuous Galerkin method for time-domain wave problems
4 Dissertations in Forestry and Natural Sciences No 18
2 Acoustic field equations
In the field of mechanical wave propagation, two wave types are dis-
tinguished depending on the properties of the underlying propagation
medium. Traditionally, waves in fluids are called acoustic waves and
waves in solids are known as elastic waves. In publication II, the elastic
wave equation was studied for 2D problems, but the main emphasis was
on the acoustic wave equation. Hence, only the derivation of the acoustic
wave equation is shown in this thesis. This chapter provides a short intro-
duction to the physical theory of acoustic wave propagation. For a more
detailed review of the theory of acoustics, see [18–21]. The derivation
given in this thesis follows the derivation provided by Pierce [19].
This chapter gives an introduction to the conservation laws and their
linear approximation, which is needed for the short derivation of the lin-
ear wave equation. At the end of this chapter, the initial, boundary, and
transmission conditions for the acoustic wave equation are outlined.
2.1 CONSERVATION LAWS
The wave equation for acoustic media can be derived starting from two
conservation laws. The equation of continuity states that the time-rate
of mass moving into a volume through its surface must be equal to the
mass increase of the volume. Because this integral law must hold for an
arbitrary volume, it can be written in the differential form as follows:
∂̺
∂t
+∇ · (̺ν) = 0, (2.1)
where ̺ is the mass density, t is the time variable, and ν is the particle
velocity.
The conservation of momentum is a direct consequence of Newton’s
second law. The acceleration of an arbitrary volume can be expressed as
the material derivative, which must be equal to the forces acting on the
unit volume. The conservation equation can be written as
̺
(
∂ν
∂t
+ (ν · ∇)ν
)
= −∇U, (2.2)
where U is the pressure. In Equation (2.2), the term −∇U stands for the
force that is caused by the spatial variation of pressure.
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Assuming that changes from the ambient-state values ν0 = 0, u0, and
ρ are relatively small, linear approximations for the particle velocity, pres-
sure, and density may be written as
ν0 + ν(x, t), u0 + u(x, t), and ρ(x) + ξ(x, t), (2.3)
respectively. Here x = (x1, x2, x3) is the spatial variable. So, the conserva-
tion laws reduce to
∂ξ
∂t
+
{
∇ · ρν +∇ · ξν
}
= 0, (2.4)
(ρ+ ξ)
(
∂ν
∂t
+ (ν · ∇)ν
)
= −∇u. (2.5)
The linear approximation, known as the acoustic approximation [19],
neglects second- and higher-order terms of conservation laws (2.4) and
(2.5). Then, the linear acoustic equations take the form
∂ξ
∂t
= − (ρ∇ · ν + ν · ∇ρ) , (2.6)
ρ
∂ν
∂t
= −∇u. (2.7)
2.2 ACOUSTIC WAVE EQUATION
The relation between pressure U and mass density ̺ is written using a
state equation. The state equation is [19]
U = U(̺, Ss), (2.8)
where Ss is entropy. Pressure is approximated with the first term of the
Taylor series expansion of the state equation (2.8) around the equilibrium
state (̺, Ss0) as [19]
U ≈ u0 +
(
∂U
∂̺
)
Ss
(
̺− ρ
)
. (2.9)
Then, using the assumptions of linearity (2.3), one can write the approxi-
mation of the acoustic pressure u as [19]
u ≈
(
∂U
∂̺
)
Ss
ξ = c2ξ, (2.10)
where c is the speed of sound.
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The chain rule of differentiation applied to the total derivative D/Dt
[19], also known as the full derivative, of pressure U gives
DU
Dt =
∂U
∂̺
D̺
Dt =
∂U
∂̺
(
∂̺
∂t
+ ν · ∇̺
)
. (2.11)
With the assumptions of linearity (2.3), acoustic approximation [19], and
∂U/∂̺ = c2 (see (2.10)), the full derivative of the pressure U (2.11) take the
form DU
Dt ≈ c
2
(
∂ξ
∂t
+ ν · ∇ρ
)
. (2.12)
Substitution of the rearranged linearized conservation law (2.6) to (2.12)
gives
DU
Dt ≈ c
2
(
∂ξ
∂t
+ ν · ∇ρ
)
= −c2ρ∇ · ν. (2.13)
On the other hand, with the linear approximation [19], the total derivate
D/Dt of the pressure U is
DU
Dt =
∂u
∂t
+ ν · ∇u ≈ ∂u
∂t
. (2.14)
Then, by combining Equations (2.14) and (2.13), the approximation of time
derivative of the acoustic pressure u reads
∂u
∂t
= −c2ρ∇ · ν. (2.15)
Taking the divergence of (2.7) and differentiating (2.15) with respect
to time t, we obtain
∇ · ∂ν
∂t
= −∇ ·
(
1
ρ
∇u
)
, (2.16)
∂2u
∂t2
= −c2ρ∇ · ∂ν
∂t
. (2.17)
Therefore, the acoustic wave equation for defining wave propagation and
scattering in the heterogeneous media is obtained by substituting (2.16)
with (2.17)
1
ρc2
∂2u
∂t2
= ∇ ·
(
1
ρ
∇u
)
. (2.18)
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2.3 INITIAL, BOUNDARY, AND TRANSMISSION CONDI-
TIONS
For the unique solution of the acoustic wave equation (2.18), initial and
boundary conditions are needed. The initial conditions for the acoustic
wave equation are
u = ui1 at t = 0, (2.19)
∂u
∂t
= ui2 at t = 0, (2.20)
where ui1 and ui2 contain the given initial values.
In this study, three boundary conditions for the boundary of domain
Ω are considered. These are the Neumann, Dirichlet, and impedance-type
boundary conditions. All of these conditions can be expressed using the
following formula:
σ
∂u
∂t
+ n ·
(
1
ρ
∇u
)
= Q
(
−σ∂u
∂t
+ n ·
(
1
ρ
∇u
))
+
√
2σg on Γ, (2.21)
where n is a spatial outward unit normal, g is a source function, the cou-
pling parameter 0 < σ ∈ R, and Γ is the exterior boundary of domain Ω.
In Equation (2.21), parameter Q ∈ {−1, 0, 1} with the source function g,
defines the boundary condition. The coupling parameter σ is discussed
in Section 4.2. The equation form for the boundary conditions is used in
Section 4.2, where the weak formulation is discussed.
With Q = −1, the inhomogeneous Neumann boundary condition is
obtained in the form
n ·
(
1
ρ
∇u
)
=
√
σ
2
g. (2.22)
When the source term g = 0, Equation (2.22) reduces to a rigid (sound-
hard) boundary. Q = 1 leads to the following condition:
∂u
∂t
=
1√
2σ
g, (2.23)
which is known as the inhomogeneous Dirichlet boundary condition.
The sound-soft boundary condition is obtained when source term g = 0
in Equation (2.23). Finally, the impedance-type boundary condition is
achieved by setting Q = 0. Then, Equation (2.21) reduces to
σ
∂u
∂t
+ n ·
(
1
ρ
∇u
)
=
√
2σg. (2.24)
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When σ = 1/c, Q = 0, and the source term g = 0, the boundary condition
(2.21) reduces to the lowest order Engquist-Majda absorbing boundary
condition [8].
Wave problems easily lead to domains consisting of piecewise ho-
mogeneous materials. In such cases, the wave equation (3.1) is used in
each homogeneous subdomain. At material interfaces, however, a suit-
able transmission condition must be defined.
Let us consider that the domains Ω+ and Ω− are occupied by differ-
ent but homogeneous acoustic fluids. Hence, the wave fields u+ = u|Ω+
and u− = u|Ω− satisfy the acoustic wave equation, respectively. On the
adjacent interface of the domains Ω+ and Ω−, labeled as Γt, two condi-
tions must be satisfied. That is, the acoustic pressures on both sides and,
on the other hand, the particle velocities normal to the boundary must be
equal. In the equation form, the transmission conditions can be written as
u+ = u−
n+ · ν+ = n− · ν− on Γ
t. (2.25)
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3 Numerical approximation methods
This chapter discusses the standard tools used for approximating hyper-
bolic partial differential equations (PDEs). Because this thesis focuses on
acoustic wave propagation, the acoustic wave equation is written as a first-
order linear hyperbolic system. The first-order system is useful because a
large number of numerical techniques have been developed for conserva-
tion laws characterizing similar first-order PDEs.
Numerical approximation of the time-domain wave problems in het-
erogeneous media and in general geometries is a challenging task. Analyt-
ical solutions can only be derived for the simplest wave problems and the
computational complexity of numerical methods increases rapidly with
an increase in the wave number. With standard numerical tools, such as
the low-order finite difference (FD) [1], the finite volume (FV) [21], and the
finite element (FE) [2] methods, the rule of thumb is that approximately
10 discretization points per wavelength are needed to obtain tolerable ac-
curacy [22]. This requirement can lead to extremely large and impractical
computational tasks. These approaches suffer from numerical dispersion
and dissipation, which force the use of dense spatial discretization and
short time steps in the time integration. On the other hand, when the size
of the computational domain at a given frequency increases, the density
of the spatial discretization must increase to maintain an acceptable error
level. This is commonly known as numerical pollution [23–26].
Many problems in acoustics are physically unbounded, which means
that the sound field extends from the source to infinity. To evaluate
the field numerically, the unbounded problem must be replaced with a
bounded domain. The truncation condition is approximated on the exte-
rior boundary of the computational domain using an Engquist-Majda type
absorbing boundary condition [8]. Unfortunately, the absorbing boundary
condition (in the 2D and 3D problems) affects the accuracy of the solution
due to unwanted reflections arising from the boundaries. One promis-
ing approach for reducing these reflections is a numerical damping layer
called the perfectly matched layer (PML) [9].
In the time-domain problems, one of the most challenging tasks is to
choose the most suitable time integration method for approximating the
time derivatives. In most cases, implicit approaches are more stable than
explicit approaches, but the implicit scheme is computationally more de-
manding. On the other hand, the length of the time-step plays an impor-
tant role in the stability and accuracy of the numerical solution. Histori-
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cally, several approaches have been proposed to obtain a stable time inte-
gration method for approximating the time derivatives. These include the
Runge-Kutta [10] (explicit and implicit), Crank-Nicolson [27] (implicit),
and arbitrary high-order derivatives time integration approaches using
arbitrary high-order derivatives with local time stepping [28].
The remainder of the chapter is organized as follows. In Section 3.1,
the 3D acoustic wave equation is written in the form of the first-order lin-
ear hyperbolic system. Section 3.2 outlines the classical full-wave meth-
ods used for approximating wave propagation. In Section 3.3 the methods
used for truncating unbounded problems are outlined.
Time integration methods used for approximating time derivatives are
discussed in Section 3.4. Section 3.4 provides an overview of the meth-
ods that are commercially used with the discontinuous Galerkin (DG)
method [6]. The stability and accuracy of time-stepping is discussed in
Section 3.5. The Courant-Friedrichs-Lewy (CFL) number [29, 30] is used
to characterize the length of the time step in the time integration cycles
during the computation.
3.1 LINEAR HYPERBOLIC SYSTEM
This section outlines the formulation of a 3D dissipative acoustic wave
equation as a linear first-order hyperbolic system. In Chapter 2, the acous-
tic wave equation was derived for non-dissipative media, but here the dis-
sipation term is taken into account. Let Ω be a bounded Lipschitz domain
in R3, x = (x1, x2, x3) ∈ Ω is the spatial variable, and t ∈ [0, T] is time.
The acoustic pressure u in the dissipative media satisfies the following
equation
1
ρc2
∂2u
∂t2
+ β
∂u
∂t
= ∇ ·
(
1
ρ
∇u
)
in Ω, (3.1)
where ρ is the density, c the speed of sound, t is time, and β > 0 is the
absorption coefficient. The effect of the absorption coefficient β for the
accuracy of the numerical solution was discussed in publication III using
numerical experiments. Originally, dissipation model β∂u/∂t was used
for dissipative electromagnetic waves [31, 32]. It has since been shown,
however, that the attenuation model describes the dispersive attenuation
of many soft tissues in acoustic problems [31, 33]. Based on the physical
phenomena that cause wave attenuation, different models need to be used
(see [20, 32, 34, 35]).
To write the dissipative wave equation (3.1) as a linear hyperbolic sys-
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tem, vector u is defined as
u =


u1
u2
u3
u4

 =


∂u
∂t
1
ρ
∂u
∂x1
1
ρ
∂u
∂x2
1
ρ
∂u
∂x3

 . (3.2)
According to Equation (3.1), the components of u satisfy the following
equations (which are actually the conservation law of mass and conserva-
tion law of momentum if the term βu1 is ignored (see Chapter 2))
1
c2ρ
∂u1
∂t
+ βu1 = ∇ ·

 u2u3
u4

 (3.3)
ρ
∂
∂t

 u2u3
u4

 = ∇u1. (3.4)
Equations (3.3) and (3.4) can be expressed as a single linear hyperbolic
system as follows [36]
A
∂u
∂t
+
3
∑
j=1
Aj
∂u
∂xj
+ Bu = 0 in Ω, (3.5)
where matrices A and B are defined as
A =


1
c2ρ
0 0 0
0 ρ 0 0
0 0 ρ 0
0 0 0 ρ

 and B =


β 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 .
Furthermore, in system (3.5), matrices A1, A2, and A3 for the spatial
derivatives are
A1 =


0 −1 0 0
−1 0 0 0
0 0 0 0
0 0 0 0

 , A2 =


0 0 −1 0
0 0 0 0
−1 0 0 0
0 0 0 0

 ,
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and
A3 =


0 0 0 −1
0 0 0 0
0 0 0 0
−1 0 0 0

 .
3.2 A SHORT REVIEW OF CLASSICAL NUMERICAL METH-
ODS
This section outlines the standard methods used for approximating hy-
perbolic PDEs. The classical full-wave methods include the FD method,
FV method, and FE method. When using the FD, FV, and FE methods,
discrete presentations of the spatial derivatives are derived. In the follow-
ing three sections, these methods are first briefly outlined and the main
advantages and disadvantages of each method are discussed. The discus-
sion provided here is based on the introduction written by Hesthaven and
Warburton in [7].
There are several other approaches for approximating the propaga-
tion of mechanical waves. These include the commonly used ray-tracing
technique [37–39] and the boundary element method [40–42].
Finite difference method
The FD method is a traditional and widely used method of numerically
approximating different problems of mathematical sciences. Briefly, the
idea of the FD method is to first divide the computational domain into a
set of structured grid points. Then, a numerical difference approximation
is constructed for each grid point of the computational mesh. Similarly,
the time derivatives can be approximated using a difference scheme.
One of the original references to the FD method is the work done by
Yee [1]. During the last several decades, the FD method has been exten-
sively analyzed and extended to a wide range of applications, including
geoacoustic scattering from the seafloor [43], electromagnetic wave scat-
tering [44], and acoustic and elastic wave propagation [45]. FD methods
and their dispersive properties have been well described by Cohen [2] and
Quarteroni et al. [27].
With the FD method, the discretization of general initial-boundary
value problems is intuitively simple, which makes the approach very pop-
ular. The huge disadvantage of the FD method, however, is that the ap-
proach is highly ill-suited to deal with complex geometries. On the other
hand, the rule of thumb (10 discretization points per wavelength) forces
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the use of dense grids, which can easily lead to impractical computational
tasks. Despite the disadvantages of the FD method, it is still heavily in-
vestigated, especially in the field of therapeutic ultrasound [4, 46, 47] and
propagation of electromagnetic waves [3].
Finite volume method
The FV method is closely related to the FD method, but it has several
advantages. It is more flexible for handling computations for complex
geometries. In the FV is a method, the solution is computed locally on
each cell of the computational mesh and the flow between the adjacent
cells is handled using a numerical flux. The FV method does not require
a structured mesh (although a structured mesh can also be used). The
FV method is especially powerful for coarse non-uniform grids and in
calculations where the mesh moves to track interfaces or shocks.
There are several good books in which the FV method is extensively
discussed. These books include the book written by Leveque, in which
hyperbolic problems are considered [21], and the book written by Ver-
steeg and Malalasekra [48] that deals with computational fluid dynamics.
For FV methods, we refer to Piperno [49], in which the time-dependent
Maxwell’s equations are approximated in 2D problems. Similarly, electro-
magnetics is studied using the FV method by Cioni et al. in [50]. Solutions
of the non-linear, steady-state diffusion equation are given by Moroney
and Turner [51].
Finite element method
The FE method is considered to be the gold standard for numerically ap-
proximating wave propagation. The idea behind the FE method is to write
the weak form for the studied IBV problem. Formally, the procedure is
to multiply the system with the test functions and then integrate the ob-
tained system over the domain Ω. Then, the classical Galerkin scheme is
obtained by approximating the test functions and the physical parameter
(or parameters) of the IBV problem with the same basis functions. For
more details of weak form derivation using the FE method, see [2].
The FE method is used by approximating continuous quantities as a
set of elements, often regularly spaced into a computational mesh. The
FE method can be adapted to problems of complex geometry. This fea-
ture makes the FE method an extremely powerful tool in several fields
of physics and engineering, including heat transfer, fluid mechanics, and
mechanical systems.
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A huge improvement in the FE method is the use of mass lumping,
which is discussed in references [2, 52, 53]. In this approach, the mass
matrix is diagonal. A diagonal mass matrix leads to significant compu-
tational advantages for calculations that involve the inverse of this ma-
trix. To read more extensive reviews and recent studies related to the FE
method, see [2, 5, 54–56] for Maxwell’s equations, [57] for solid mechan-
ics, [25] for the time-harmonic wave equation, and [58] for compressible
Euler equations. A good review paper of the FE method used for the
time-harmonic acoustics is given by Thompson [59].
In this thesis the FE method was used (see publication I) for approx-
imating the time-dependent acoustic wave equation in 2D problems. In
publication I, the solutions obtained using the DG method and the FE
method with linear and quadratic bases were compared.
3.3 ABSORBING BOUNDARY CONDITIONS
Unfortunately, in the case of unbounded problems, the absorbing bound-
ary condition (Equation (2.24) with σ = 1/c and g = 0) affects the
accuracy of the solution, because unphysical reflections arise from the
boundary. Numerous methods have been proposed to reduce the un-
wanted numerical reflections, e.g., the arbitrarily high-order absorbing
boundary condition (AHOC) published by Collino [60]. The 3D version
of the AHOC boundary condition was subsequently given by Grote and
Keller [61,62]. The AHOC method was studied in detail by Givoli [63,64].
The PML is another promising solution for reducing spurious reflec-
tions. The idea behind the PML is to construct a numerical damping layer
that attenuates the amplitude of the wave without reflections. The PML
was first used for Maxwell’s equations by Be´renger [9]. There are several
formulations of the PML. These include the original version in which the
physical variables are split according to the terms of the spatial derivative.
Another choice is to use the unsplit version of the PML, which was stud-
ied by Hu [17]. The Euler equations with a mean flow in the 2D problems
are investigated [17]. Generally, the PML is a widely used and analyzed
approach, see [2, 65–69].
Perfectly matched layer for three-dimensional wave equation
The initial step in the derivation of the unsplit version of the PML is
to transform the system to the frequency-domain by replacing the time
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derivative operator by
∂
∂t
= −iω,
where i is the imaginary unit and ω denotes the angular frequency. We
then introduce the complex stretched [66, 70] differential operator for the
spatial terms as
∂
∂xj
→ ∂
∂x
′
j
=

 1
1+
idxj
ω

 ∂
∂xj
, j = 1, . . . , 3, (3.6)
where 0 6 dxj(x), j = 1, . . . , 3 (defined later in this section, in Equation
(3.11)). Then, the frequency-domain system is multiplied by the term
3
∏
j=1
(
1+
idxj
ω
)
. (3.7)
After multiplying the frequency-domain system with the term (3.7), the
system can be transformed back to the time-domain [17].
With the steps defined in the previous and the auxiliary variables
q1, q2, and q3, the unsplit version of the PML for system (3.5) is
A
∂u
∂t
+
3
∑
j=1
Aj
∂u
∂xj
+ Bu + G (q, u) = 0, (3.8)
∂q1
∂t
= u,
∂q2
∂t
= q1,
∂q3
∂t
= q2, (3.9)
where
G (q, u) = (dx2 + dx3) A1
∂q1
∂x1
+ (dx1 + dx3) A2
∂q1
∂x2
+ (dx1 + dx2) A3
∂q1
∂x3
+ dx2dx3A1
∂q2
∂x1
+dx1dx3A2
∂q2
∂x2
+ dx1dx2A3
∂q2
∂x3
+ (dx1 + dx2 + dx3) Au
+ (dx1dx2 + dx1dx3 + dx2dx3) Aq1 + dx1dx2dx3Aq2
+ (dx1 + dx2 + dx3) Bq1 + (dx1dx2 + dx1dx3 + dx2dx3) Bq2
+dx1dx2dx3Bq3. (3.10)
For simplicity, in Chapter 4, we use the term G in equations shown in
the weak formulation of the DG scheme. Note, however, that the term
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G is only required in the PML domain. Nevertheless, to simplify the
discussion we do not distinguish between PML and non-PML (G = 0)
regions.
The damping coefficients are defined as
dxℓ(x) = d0
∣∣∣∣ xℓ − x0ϑ
∣∣∣∣
η
, ℓ = 1, . . . , 3, (3.11)
where 0 6 d0 ∈ R is the parameter for PML, x0 denotes the spatial po-
sition from which the numerical damping starts, ϑ is the PML thickness,
and parameter η is the power for the PML. The effect of these parameters
is simulated in publication III and Chapter 5 (in Section 5.1.3).
3.4 OVERVIEW OF TIME INTEGRATION METHODS
The approximation of the time derivatives of the studied initial-boundary
value problem poses a challenging task. Some of the time-stepping
schemes used with the DG method are outlined below.
The most traditional time integration method used with the DG is the
explicit Runge-Kutta (RK) approach [10, 71]. The RK approach for the
DG method was originally published by Cockburn and Shu [10] and [71].
Subsequently, the RK approach, and its extensions, such as explicit low-
storage Runge-Kutta (LSRK) and the fourth-order explicit, singly diago-
nally implicit Runge-Kutta (ESDIRK4), has been widely studied in sev-
eral fields of physics [11–13, 72–74]. The implicit Crank-Nicolson (CN)
implementation with the DG method was investigated in [75]. In [75],
Maxwell’s equations are approximated in 2D problems. Another possi-
ble implementation also uses the Newmark method, which is examined
in [14] for approximating wave propagation. The RK, LSRK, ESDIRK4,
and CN methods were also examined in our previous papers I-IV.
A time integration method that has been increasingly popular in con-
junction with the DG method is the ADER time integration approach
using arbitrary high-order derivatives. In the ADER time integration
method, the main idea is a Taylor expansion in time in which time deriva-
tives are replaced by spatial derivatives. The ADER schemes were orig-
inally published in [15, 16] and studied further in [76, 77]. Recently, the
ADER scheme with the DG method was successfully applied to solve the
elastic wave equation [28, 78–81].
A possible approach to improve the time integration method is to use
local time-stepping (LTS) schemes. The idea behind the LTS schemes is
that the length of the time step is selected individually for each element
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of the computational mesh. In this manner, the time needed for com-
putations can be decreased and the CFL number (see Equation (3.12)) is
optimal for every element of the mesh. Benefits of the LTS schemes will
be more highly realized in the highly non-uniform meshes, because the
mesh parameter is totally different for each element. The disadvantage
of the LTS schemes is that efficient parallelization of the solver code is
complicated [82]. Despite the disadvantages, the LTS schemes are widely
studied and developed [28, 77, 83–85].
An approach that is actively used with the DG method is the space-
time DG method. This approach uses basis functions for the spatial and
time derivatives. The space-time method was originally published by
Richter [86] and by Lowrie et al. [87]. The space-time DG method was
studied for the nonlinear Schro¨dinger equation [88], for the acoustic wave
equation [89], and for elastodynamic problems [90]. Detailed discussion
of the space-time DG method can be found in [91].
3.5 COURANT-FRIEDRICHS-LEWY NUMBER
During the time integration cycles, the length of the time step needs to
be defined. The length of the time step can be determined using the
CFL number. The concept of the CFL number was originally published
in German in 1928 [29] and republished in English [30]. In [29], the aim
was to prove the existence of solutions of certain PDEs. Consequently,
while proving the existence, Courant, Friedrichs, and Lewy found the
necessary condition to stabilize the numerical methods. For more detailed
discussion of the CFL number, see [21].
In the equation form, the CFL number is
CFL =
δtc
hmin
, (3.12)
where δt is the length of the time step, c is the speed of sound, and hmin
is the smallest distance between two vertices in the computational mesh.
The mesh parameter hmin can be either the global minimum of the ele-
ments of the mesh or the local value for each element. There are several
limits for the CFL number in terms of obtaining a stable solution. For
example, these limitations in cases using the finite element or finite differ-
ence methods are examined in [2].
Because we are focusing on DG schemes, we discuss the limits for the
CFL number when the DG method is used with the RK time integration
approach. In the case of the RK method, the stability limit for the CFL
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number is
CFL <
1
2p + 1
, (3.13)
where p is the polynomial order of the basis functions. The condition
of Equation (3.13) has been proven for the polynomial order p = 1 [10].
There is no analytical proof for higher order polynomials [92]. In practice,
the stability limit predicts that when the order of the basis functions is
increased, the length of the time step decreases, which increases the com-
putation time needed to approximate the time derivatives of the studied
IBV problem and is a huge drawback of the high-order DG schemes. For
more detailed discussion of the CFL number with DG methods, see [7]
and references therein.
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4 Discontinuous Galerkin method
The discontinuous Galerkin (DG) method was originally introduced by
Reed and Hill [6]. The idea of the DG method is to decompose the orig-
inal problem into a set of subproblems that are connected using an ap-
propriate transmission condition (known as the numerical flux). For ge-
ometric partitioning of the computational domain, the DG method uses
standard disjoint finite element meshes. In the DG method, each element
of the computational mesh determines a single subproblem. By setting
the material properties for each subproblem to be constant, the solution is
calculated separately for each element of the computational mesh. The so-
lution for the whole computational domain is achieved by summing over
all the elements of the mesh.
This chapter provides a brief history of the DG method. In Section 4.1,
some applications that have been actively researched for the DG scheme
are reviewed. In this chapter, a weak formulation of the first-order hyper-
bolic system of Chapter 3 is given. Different choices for the type of basis
function used with the DG methods are also discussed. The types of ba-
sis functions considered in Section 4.3 are limited to the polynomial and
plane wave basis. The chapter ends with a discussion of the theoretical
background (error estimates) of the DG method.
4.1 A BRIEF HISTORY OF DISCONTINUOUS GALERKIN
METHOD
This section provides a short introduction to the history of the DG
method. A more extensive overview is given in several references, in-
cluding the book written by Hesthaven and Warburton [7], the collection
of articles edited by Cockburn et al. [90], and the review article written by
Xu and Shu [93].
In 1973, Reed and Hill [6] first applied the DG method to approximate
the steady-state neutron transport equation. The DG method was subse-
quently extended to numerous fields of physics and engineering. The
popularity of this method has increased since the early 1990s. Some of
these applications are briefly outlined below.
One of the traditional research topics is in electromagnetism (Maxwell’s
equations) [94–97]. Historically, numerical approximation of Maxwell’s
equations in the time-domain has been a challenging. Particularly for
realistic 3D cases, the electromagnetic problems can easily lead to im-
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practical computational tasks. In engineering physics, however, mod-
eling of Maxwell’s equations plays an important role, with applications
ranging from the modeling of wave scattering from airplane surfaces [90]
to the modeling of wave propagation in the ground (ground-penetrating
radar) [98].
Another extension is the study of wave propagation in an elastic
medium (the elastic wave equations), which was extensively studied by
Ka¨ser et al. [78, 81], Dumbser et al. [28, 79], and de la Puente et al. [80].
In [28,78–81] the DG method is used with the arbitrary high-order deriva-
tives time integration approach using arbitrary high-order derivatives (see
Section 3.4). In these references, several phenomena are discussed in the
field of elastic waves for 2D and 3D problems, including viscoelastic at-
tenuation of the wave and wave propagation in isotropic and anisotropic
media. On the other hand, p-adaptivity and local time stepping of the
solver have also been described [28]. Recently, the arbitrary high-order
derivatives scheme was also extended to coupled problems (acoustic and
elastic wave equations) [99]. The DG method has been evaluated in sev-
eral studies, including the modeling of shallow water equations [100–102],
compressible and incompressible Navier-Stokes equations [103–105], and
plasma physics [106, 107].
Recently, Klo¨ckner et al. extended the DG method to run on graphics
processing units to approximate the time-dependent Maxwell’s equation
in realistic 3D problems [108]. The results reported in [108] predict that
computation time is largely decreased when the DG method is computed
on a graphics processing unit.
4.2 WEAK FORMULATION
This section outlines the weak form of the DG method for the first-order
hyperbolic system shown in Equation (3.5). The derivation shown here is
based on Monk and Richter [89] and Falk and Richter [109].
For the weak formulation, the domain Ω is divided into N elements
(in this thesis, the tetrahedral elements in 3D and triangular elements in
2D are used) so that
Ω =
N⋃
ℓ=1
Ωℓ.
In the following, the boundary of the arbitrary element Ωℓ is denoted by
Γ(Ωℓ).
As a summary, we show only the final weak form. The weak form
is obtained by first multiplying the system with the test function and in-
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tegrating over an arbitrary element. Then, by integrating the parts, the
integral over the surface is obtained. The flux splitting method is used
for the surface integral term. Then, by integrating parts again and fi-
nally summing over all the elements of the computational mesh, the weak
form is obtained. Therefore, if uℓ denotes the field in the element Ωℓ,
ℓ = 1, . . . ,N and vℓ is the corresponding test function, the entire weak
form is obtained by summing over all of the elements
N
∑
ℓ=1
[ ∫
Ωℓ
v⊤
ℓ
(
A
∂uℓ
∂t
+
3
∑
j=1
Aj
∂uℓ
∂xj
+ Buℓ + Gℓ
)
dV
+
N
∑
m=1
∫
Γi(Ωℓ)
v⊤
ℓ
D−(um − uℓ) dA−
∫
Γe(Ωℓ)
v⊤
ℓ (D−N ) uℓ dA
]
= −
N
∑
ℓ=1
∫
Γe(Ωℓ)
v⊤
ℓ
g dA, (4.1)
where matrices A, A1, A2, A3, and B were introduced in Section 3.1 and
function G is shown in Equation (3.10). All other parameters are defined
later in this section. Note that in the weak form (4.1) the summation term
over the neighboring elements (denoted by the subscript m) exists only
if the elements Ωℓ and Ωm share a common interface so that Γi(Ωℓ) ∩
Γi(Ωm) 6= ∅.
Because the weak form of the DG method is written elementwise (4.1),
the numerical flux between adjacent elements must be defined. For this
purpose, we define a boundary matrix D
D =
3
∑
j=1
njAj, n = (n1, n2, n3), (4.2)
where n is a spatial outward unit normal. The boundary matrix D is
then decomposed into its components; that is, the ”inflow boundary” D−
and ”outflow boundary” D+ flux matrices [89], using its eigenvectors and
eigenvalues.
The choice of flux splitting affects the stability and accuracy of the
DG method [110]. A commonly used flux splitting method is the Lax-
Friedrichs method, which was previously investigated in [95]. Another
method used for flux splitting is the Harten-Lax-van Leer approach [111].
Harten-Lax-van Leer flux is discussed in Leveque [21] and Qie et al. [112].
In Qie et al. [112] a comparison study of numerical fluxes with the Euler
equation is given. A similar comparison for the diffusion problems was
performed in [113]. For a detailed discussion of flux splitting methods,
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see [7] and references therein.
In this thesis, we used the approach in which the numerical flux be-
tween inner elements is dealt with using an impedance-type boundary
condition. To write the boundary conditions (the numerical fluxes) for the
common interface of two adjacent elements and for the exterior boundary,
a new matrix must be defined. For this purpose, coupling matrix S is de-
fined
S =


σ 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 ,
where parameter 0 < σ ∈ R. Because the choice of σ affects the accuracy
of the approximation, our choice is based on the results shown in I and in
Chapter 5 (in Section 5.1.1). Based on the results, the practical choice for
σ is
σ =
2
c+ + c− ,
where c+ and c− are the wave speeds of the elements that share a common
interface.
Using the definition of matrix S, the boundary matrix D can be written
in a more general form as follows
D =
1
σ
SDS,
then, by using the ”outflow” and ”inflow” boundary flux matrices
D =
1
σ
SD+S +
1
σ
SD−S.
Next, using the eigenvectors and eigenvalues of boundary matrix D, the
matrices D+σ and D
−
σ are written in the following form
D+σ =
1
2σ


−σ
n1
n2
n3

 (−σ, n1, n2, n3) ,
D−σ = −
1
2σ


σ
n1
n2
n3

 (σ, n1, n2, n3) .
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To rewrite matrices D+σ and D
−
σ in a more compact form, let column vec-
tors l+ and l− be defined as
l+ =
1√
2σ
(−σ, n1, n2, n3), l− = 1√
2σ
(σ, n1, n2, n3).
Using the vectors l+ and l−, matrices D+σ and D−σ can be decomposed as
D+σ = (l
+)⊤l+,
D−σ = −(l−)⊤l−.
On the exterior boundary Γ, the boundary condition (see Equation
(2.21)) is
(D−N ) u = g on Γ, (4.3)
where matrix D is shown in Equation (4.2), and matrix N will be defined
later in this Section (see Equation (4.5)). The exterior boundary condition
(4.3) can be rewritten using the definitions of u and vectors l− and l+ as
follows,
l−u = Ql+u + g. (4.4)
Multiplying Equation (4.4) with the vector (l−)⊤ gives the following
equation
(l−)⊤l−u = Q(l−)⊤l+u + (l−)⊤g.
The practical choice for matrix N is [89]
N = D− 2(D−σ + Q(l−)⊤l+). (4.5)
Rearranging the terms in Equation (4.5), the following form is obtained
(D−N )u = 2
(
D−σ + Q(l−)⊤l+
)
u = −2(l−)⊤g. (4.6)
The right-hand side of Equation (4.3) is
g = −2 (l−)⊤ g. (4.7)
4.3 BASIS FUNCTIONS
In this thesis, Legendre polynomials, which are a member of the Jacobi
polynomials, are used as basis functions. The Legendre polynomials are
discussed in several references, for example, see [27,114]. The polynomial
interpolation nodes in a triangle are discussed in references [115, 116].
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Similarly, the interpolation points in the tetrahedra are considered in a
paper written by Hesthaven and Teng [117] and in the article written
by Chen and Babusˇka [118]. Generally, different basis expansions are
compared in [114] and the results predict that the Legendre polynomi-
als produce the smallest condition number for the mass matrix. Because
we use relatively high-order basis functions, the low condition number
is essential to guarantee a stable solution. Hence, we used the Legendre
polynomials in the simulations of this study. In general, the use of Leg-
endre polynomials as the basis functions is a common choice for the DG
method, see references [7, 90] and references therein.
Another choice for the type of basis function is to use plane waves in-
stead of the polynomial basis with the DG method [119–121]. These stud-
ies are for time-harmonic problems. One reason for using plane waves as
the basis is that high-order polynomials are a problematic way to repre-
sent highly oscillatory pressure fields. For example, Gabard [120] shows
that when using the plane wave basis with the DG method for linearized
Euler equations, the system reduces to the ultra-weak variational formu-
lation (UWVF) for the Helmholtz equation as presented in [122]. The con-
nection between the UWVF and the DG method is also shown in [123], in
which Maxwell’s equations were examined.
The UWVF was originally published by Despre´s and Cessenat [124–
126]. The UWVF method contains several similar advantages as the DG
method when compared to the traditional approaches, such as the finite
element and finite difference methods. For example, the time needed
for computations and, consequently, the computational load can be dra-
matically reduced. Motivated by these advantages, the UWVF method
has been significantly developed by Huttunen et al. for Helmholtz prob-
lems [122,127], elasticity [128, 129], and electromagnetism [123].
4.4 ERROR ESTIMATES
The first error analysis of the DG method was given by LeSaint and
Raviart [130], with two main results; O(hp)-convergence on a general
triangulated mesh and optimal convergence rate O(hp+1) on a cartesian
mesh of cell size h and polynomial order p. The next major analysis of
DG methods was given by Johnson and Pitka¨ranta [131]. They improved
the results reported in [130], showing O(hp+1/2)-convergence on general
meshes. In 1988, Richter [132] reported the optimal rate of convergence of
O(hp+1) for a semi-uniform triangulation. All of these studies are given
to linear equations. There have also been several studies of non-linear
scalar hyperbolic systems, see [133–136].
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There have been relatively fewer reports regarding the issue of wave
propagation of the DG method. Johnson and Pitka¨ranta [131] performed
a Fourier analysis of the DG method for the case of p = 1. Hu et al. [137]
studied numerical dissipation and dispersion errors of the DG method for
1D and 2D wave equations.
The polynomial order selection method is one of the major research
topics of this thesis. The proposed method is highly based on, and mo-
tivated by, the results derived by Ainsworth and his collaborators [138].
In [138] the dispersive and dissipative properties of the high-order DG
scheme for the transport equation are given. Furthermore, Ainsworth et
al. [139] considered the dispersive and dissipative properties for second-
order wave equations. The proposed basis order selection method is dis-
cussed in publications II and III and Chapter 5 (in Section 5.1.2).
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5 Computational issues
In this chapter, we discuss the practical aspects of the numerical imple-
mentation of the discontinuous Galerkin (DG) method for time-domain
wave problems and outline the numerical results of publications I-IV.
This chapter is divided into two main parts. In the first part, the
numerical background of the application example shown in this thesis is
described, beginning with a discussion of the computational procedure,
which contains more specific information about the DG solver written
during the thesis project. Section 5.1 also contains a discussion of the
effect of several parameters that strongly affect the accuracy of the solution
obtained using the DG method. In the following sections, the effect of
the flux coupling parameter, a method for choosing the degree of the
polynomial basis functions and the influence of the perfectly matched
layer (PML) parameters are studied.
In the second part of the chapter, the feasibility of the DG method in
practice is discussed. For this purpose, a 3D experiment for the acoustic
wave equation is computed. In particular, in the given example, sound
is generated using a tweeter element of a real loudspeaker. In this case,
acoustic scattering is studied from an infinitely long cylinder-shaped ob-
ject. In the model problem, the numerical results are compared to the
actual measurements.
5.1 COMPUTATIONAL IMPLEMENTATION
The DG solver used in this thesis was written using the C/C++ program-
ming language. Furthermore, the message passing interface was used to
parallelize the program for 3D problems. The idea behind an efficient
parallelized DG solver code is that the computational mesh is partitioned
into np parts, where np is the number of processors. After the partition-
ing, each processor computes only the part of the matrices needed for
computations. In the current work, mesh partitioning was performed us-
ing Metis software [140]. The load balancing was evaluated after mesh
partitioning because the polynomial basis order was not constant for all
elements of the mesh. In this thesis, computational meshes were con-
structed using the Gambit R© or the Femlab/Comsol Multiphysics R© plat-
forms. Several published articles have outlined parallelization strategies,
see [83, 141–144]. The solver code written during this project was highly
influenced by these references.
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Some of the computations used for this doctoral thesis project were
performed using a PC cluster containing 24 2.6 GHz Pentium 4 proces-
sors and 96 GB total RAM. We also used a Cray XT4/XT5 massively par-
allel processor supercomputer Louhi, which is a part of the IT Center for
Science (CSC) computing environment.
5.1.1 Flux coupling parameter
In publication I, the effect of the flux coupling parameter σ on the accuracy
of the numerical solution was studied. Wave propagation was studied in
the homogeneous domain Ω ∈ R2 so that Ω = [−1, 1]2. The PML was
not used in this case. The normalized material parameters for the wave
equation (Equation (3.1)) were chosen so that the speed of sound c = 2,
density ρ = 1, and attenuation coefficient β = 0. The initial condition, for
the system (3.5), was u(t = 0) = 0.
On the exterior boundary Γ of domain Ω, an impedance-type bound-
ary condition (2.21) with Q = 0 and σ = 1/c was used. The source
function g for Equation (2.24) was defined in Equation (5.2). Time inte-
gration was performed using the Crank-Nicolson method. Furthermore,
the time span was t ∈ [0, 1], which means that during the simulation the
wave propagated from the left boundary x1 = −1 to the right boundary
x1 = 1.
The analytic solution for this model problem is
u =

 g(ct− k · x)−k1g(ct− k · x)
−k2g(ct− k · x)

 , (5.1)
where vector k = (k1, k2) = (1, 0),
g(s) =
{
1− cos(ω(s− 1)) if 0 ≤ ω2π (s− 1) ≤ 1/2
0 otherwise.
, (5.2)
where ω = 4π is the angular frequency.
The analytic and numerical solutions were compared at the final time
instant if the whole computational domain Ω or in one spatial position
as a function of time using the discrete L2-error. The error was computed
using √√√√∑ℓ (un(tℓ)− ue(tℓ))2
∑ℓ (ue(tℓ))
2
, (5.3)
where un is the numerical solution and ue is the analytic solution. The
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relative error (Equation (5.3)) was computed only for component u1 in all
experiments described in this thesis.
On all element faces on the exterior boundary of the domain, the value
for parameter σ was fixed (σ = 1/c = 0.5 in all cases). The value of pa-
rameter σ on the exterior boundaries comes from the definition of the
physical absorbing boundary condition (ABC) (see Equation (2.24)). Fig-
ure 5.1 shows the relative error as a function of the parameter σ used
on the interior element interfaces. The relative error was computed as a
function of time at the spatial position (x1, x2) = (0.5, 0). Table 5.1 shows
details of the computational meshes used in these studies. The value
for the Courant-Friedrichs-Lewy (CFL) number (see Equation (3.12)) was
small enough to ensure that the error arising from time integration does
not dominate the relative error (CFL = 0.05). The results predict that the
optimal choice for the inter-element coupling parameter σ was 0.5, which
corresponded to the case σ = 1/c.
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Figure 5.1: The relative error as a function of the coupling parameter σ for two polynomial
basis orders (p = 1 (left) and p = 2 (right)) in meshes (1,2,3). The CFL number was 0.05
and the circles denote the point where the minimum relative error was obtained.
Table 5.1: The number of triangle elements and vertices in computational meshes used in
the computations, hmin denotes the shortest distance between two vertices in the mesh,
and hmax denotes the longest distance between two vertices in the mesh.
mesh 1 mesh 2 mesh 3
elements 1724 2426 3264
vertices 909 1268 1695
hmin 0.039 0.033 0.025
hmax 0.115 0.094 0.087
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5.1.2 Non-uniform basis order
During this thesis project, we focused on controlling the basis degree for
an arbitrarily-sized element instead of refining the mesh size (commonly
known as p-adaptivity). Several studies discuss p- and h-adaptive DG
methods [28, 91, 145–147].
To construct a relationship between the element size, order of the ba-
sis functions, accuracy of the solution, and wave number, results given
by Ainsworth [138] were studied. In [138], a super-exponential rate of
convergence was derived when
2p + 1 > kh +O (hk)1/3 , (5.4)
where p is the order of the basis function, k is the wave number, h is the
element size parameter, and O denotes the error function. The theoretical
results indicate that the practical way to choose the degree of the basis
functions for an arbitrary element is to set [138]
2p + 1 ≈ κkh, (5.5)
where 1 < κ ∈ R is a free parameter. The free parameter κ is not, however,
useful in practice. The motivation behind the basis order selection method
provided in this thesis was to determine the dependence between the
relative error and the free parameter κ.
Two-dimensional case
In a 2D case, wave propagation was studied in a homogeneous medium
without using the PML. The computational domain for this experiment
was a square, so that Ω = [−1, 1]2. The normalized material parameters
for the wave equation (3.1) were chosen so that the wave speed c = 1,
density ρ = 1, and absorption coefficient β = 0. The initial condition
u(t = 0) = 0 in this model problem. On the exterior boundary Γ of the
domain Ω, an impedance-type boundary condition (2.21) with Q = 0 and
σ = 1/c was evaluated. The exact solution for this experiment is the same
as that used in Section 5.1.1 (Equation (5.1)).
The source function g for Equation (2.24) is defined as (known as the
Mexican hat or Ricker wavelet)
g(s) = a1
(
0.5+ a2 (s− t0)2
)
exp
(
a2 (s− t0)2
)
∀s > 1, (5.6)
where a1 and t0 are free parameters and a2 = − (π f )2 ( f is the frequency).
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In this experiment, frequency f = 2, parameter a1 = −1, and t0 = 0.75.
In this experiment (and also in the 3D case), wave propagation was
studied in regularly refined meshes. Our aim was to find equations to
approximate orders for the basis functions that give a relatively constant
error level. For this purpose, we plotted the polynomial order p as a
function of the parameter hk for three levels of the relative error. The
stipulated error levels were 10, 1, and 0.1%. For these results, we applied
data fitting the form
p = ahk + b =
2πah
λ
+ b, (5.7)
where p is the polynomial order, h is the mesh parameter, k is the wave
number, and λ is the wavelength. In this 2D problem, mesh parameter
h was the largest distance between the two vertices in the element of the
computational mesh (hmax). Parameters a and b (and error levels), for
Equation (5.7) were obtained using the least squares data fitting method.
Figure 5.2 shows an example mesh used in computations consisting
of 648 elements and 361 vertices. Furthermore, Figure 5.2 shows the fitted
curves and the computed results. All of these results were computed with
a constant CFL number (0.01). In this experiment, the low-storage Runge-
Kutta (LSRK) time integration method was used. The data to which the
fitting was applied were chosen so that hk was maximized for some poly-
nomial order. All reported relative errors were computed at the final time
instant (t = 2) of the whole computational domain Ω. Table 5.2 lists the
computed parameters a and b and also the error levels ∆a and ∆b.
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Figure 5.2: Left: An example computational mesh used in 2D computations including 648
elements and 361 vertices. Right: The polynomial order p as a function of the parameter
hk for three relative error levels with a constant CFL number (0.01).
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Table 5.2: Parameters a± ∆a and b± ∆b obtained using the least squares method. The
first four lines apply to the 2D experiment and respectively last four lines to the 3D study.
2D error ≈ 10% error ≈ 1% error ≈ 0.1%
a 0.7775 1.0294 1.2768
∆a 0.0243 0.0223 0.0211
b 0.2505 0.7857 1.4384
∆b 0.1326 0.1010 0.0822
3D
a 1.4655 1.8498 2.3569
∆a 0.0705 0.0562 0.0516
b 0.0775 0.9040 1.3788
∆b 0.2279 0.1489 0.1183
Three-dimensional case
The domain for this experiment was a cube defined as Ω = [−1, 1]3. The
PML was not used in this case. The normalized material parameters for
Equation (3.1) were chosen so that wave speed c = 1, density ρ = 1, and
absorption coefficient β = 0. The initial condition u(t = 0) = 0. On the
exterior boundary of the domain, an impedance-type boundary condition
(2.21) with Q = 0 and σ = 1/c was evaluated.
The analytic solution for the model problem is
u =


g(ct− k · x)
−k1g(ct− k · x)
−k2g(ct− k · x)
−k3g(ct− k · x)

 , (5.8)
where k = (1, 0, 0). The source function g for Equation (2.24) was defined
previously in Equation (5.6), with f = 2, a1 = −1, and t0 = 0.75.
In the 2D case, the mesh parameter h was chosen to be the maximum
distance between two vertices in the element of the computational mesh.
In the 3D case, mesh parameter h was computed as
h =
1
4
4
∑
ℓ=1
|xmCM − xmℓ | , (5.9)
where xmCM is the position of the centroid of arbitrary tetrahedron m and
xm
ℓ
, ℓ = 1, . . . , 4 are the coordinates of the vertices.
Figure 5.3 shows an example uniform mesh, fitted curves, and com-
puted results. All reported relative errors were computed at the final time
instant t = 2 of the whole computational domain. The data fitting used in
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this 3D example was evaluated with Equation (5.7) using the LSRK time
integration scheme. All results were computed with a constant CFL num-
ber (0.001). As in the 2D case, the data to which the fitting was applied
were chosen so that they were the maximum kh for some polynomial or-
der. The relative error was computed at the final time instant (t = 2) of
the whole computational domain Ω. Values for fitted parameters a and b
and also the error levels ∆a and ∆b are shown in Table 5.2.
A comparison of the 2D and 3D values for the fitted curves revealed
that because different types of mesh parameter h were used, the values for
the fitted curves cannot be directly compared. The values can, however,
be compared with the factor of approximately 2.0, so that 2D values are
smaller than 3D values. This phenomena can be explained by the different
types of mesh parameter h.
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Figure 5.3: Left: An example of regularly refined tetrahedral mesh with 4374 elements and
1000 vertices. Right: The polynomial order p as a function of the parameter hk for three
relative error levels with a CFL = 0.001.
5.1.3 Perfectly matched layer
To investigate the effect of several PML parameters, wave propagation
was studied in a homogeneous medium. The domain for this example
was a cube so that Ω = [−0.5− ϑ, 0.5+ ϑ]× [−0.5− ϑ, 0.5+ ϑ]× [−0.5−
ϑ, 0.5+ ϑ], where ϑ denotes the PML thickness. For this model problem,
the normalized material parameters were chosen so that wave speed c = 1,
density ρ = 1, and attenuation coefficient β = 0.
On the exterior boundary of the domain, an ABC (2.21) with Q = 0,
g = 0, and σ = 1/c was evaluated. In this model problem, the time span
was from 0 to 3. The LSRK time-stepping method was used to approxi-
mate the time derivatives of system (3.5) with CFL = 0.001.
Dissertations in Forestry and Natural Sciences No 18 35
Timo La¨hivaara: Discontinuous Galerkin method for time-domain wave problems
Figure 5.4 shows an example mesh used in the computations. The vi-
sualized grid contains 10015 tetrahedral elements, 2124 vertices, the mini-
mum distance between two vertices hmin = 0.0858, and respectively max-
imum distance between two vertices hmax = 0.3422. The PML thickness ϑ
was 0.4 in the visualized mesh. Figure 5.4 also shows the number of ele-
ments as a function of the polynomial degree p. The stipulated error level
was 1.0% in the distribution shown. More details about the computational
meshes used in this experiment are shown in Table 5.3.
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Figure 5.4: Left: An example mesh used in computations with 10015 elements and 2124
vertices. The gradient bar shows the polynomial order. Right: The number of elements
log10(nel) as a function of the polynomial basis order p. The stipulated error level was
1.0% in this experiment. In the bar plot, the number over the bar shows the total value of
the tetrahedral elements for each basis degree.
In this experiment, sound was generated using an initial condition
u(t = 0) =


exp
(
−α∑3ℓ=1 (xℓ − xs)2
)
0
0
0

 ,
where the parameter α = 40 and the center position of the source xs =
0.15. The pressure field is zero inside the PML domain at the first time
instant t = 0. The ”exact” solution is computed in domain Ω = [−4, 4]×
[−4, 4] × [−4, 4] using a dense mesh with a constant polynomial order
(p = 7). The mesh used for computing the ”exact” solution consists of
56130 elements and 10771 vertices (hmax = 0.3946 and hmin = 0.1023).
Figure 5.5 simulates the relative error as a function of parameter d0 us-
ing three different values for the PML thickness (ϑ = 0.2, 0.3, and 0.4). The
spatial position where the relative error is examined was (−0.4,−0.4, 0.4).
36 Dissertations in Forestry and Natural Sciences No 18
Computational issues
We also simulated the relative error as a function of the power η with a
mesh including 5646 elements and 1242 vertices, and the stipulated er-
ror level was 1.0%. The results predict that it is reasonable to use power
η = 2 in all cases. The results predict that if the thickness ϑ of the PML
is increased the value for parameter d0 can be chosen more freely. For
example, if we choose ϑ = 0.2 the value for d0 ∈ [30, 60], but if we take
ϑ = 0.4 the suitable value for d0 ∈ [20, 90].
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Figure 5.5: Left: The relative error as a function of power η for two values of d0 with
ϑ = 0.2. Right: The relative error as a function of parameter d0 for the three PML
thicknesses (ϑ = 0.2, 0.3, and 0.4). The solid line denotes the demanded 1.0% error level.
Table 5.3: The number of tetrahedral elements and vertices in meshes used in the com-
putations, hmin denotes the shortest distance between two vertices in the mesh, hmax the
longest distance between two vertices in the mesh, and ϑ is the thickness of the PML.
mesh 1 mesh 2 mesh 3
elements 5646 7922 10015
vertices 1242 1717 2124
hmin 0.1000 0.0963 0.0858
hmax 0.3464 0.2942 0.3422
ϑ 0.2 0.3 0.4
5.2 APPLICATION EXAMPLE: SCATTERING FROMACYLIN-
DER
To demonstrate the effectiveness of the DG method and the parameter
choices shown in Section 5.1, we performed a 3D experiment in which
wave propagation was studied in a complex geometry. Here, the tweeter
element of a loudspeaker was used as a sound source and wave scattering
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from an infinitely long rigid cylinder was studied. The simulated wave
field was compared to the measurements obtained in publication IV.
5.2.1 Computational model
In this model problem, wave propagation was studied in domain Ω =
[−0.4 m, 0.4 m]× [−0.4675 m, 0.3325 m]× [−0.675 m, 0.425 m]. Domain
Ω contains the PML layer and thickness ϑ = 20 cm in each direction,
surrounding the region of interest. Other PML parameters were chosen
so that the decay parameter d0 = 50 and power η = 2. Furthermore, a
loudspeaker was used as a sound source and it was located at the region of
interest. The geometry also contains an infinite long cylinder with radius
r = 3.5 cm located at the origin towards the x2-axis. Figure 5.6 shows the
problem geometry.
Figure 5.6: The problem geometry for the acoustic scattering example.
The propagation medium is air with the speed of sound c = 343 m/s
and density ρ = 1.21 kg/m3. Furthermore, here the attenuation coefficient
β and the initial condition u(t = 0) are zero.
Boundary conditions for this model problem were chosen so that the
tweeter element of the loudspeaker contains the inhomogeneous Neu-
mann boundary condition (Equation (2.21) with Q = −1). The spatially
independent sound source g is defined in Equation (5.10). The absorbing
boundary condition with Q = g = 0 and σ = 1/c was located at the ex-
ternal surface and also at the end of the reflex tubes. The homogeneous
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g = 0 Neumann boundary condition Q = −1 was used on every other
boundary of the loudspeaker and scattering cylinder.
The sound source for the model problem is a Gaussian pulse multi-
plied with the sine function. The source function is
g(t) = exp
(
− (γ (t− t0))2
)
sin (ω (t− t0)) , (5.10)
where γ = 6000, t is the time, t0 = 0.5 ms, and ω = 2π f denotes the
angular frequency ( f = 10 kHz). The time t spans from 0 to 2.0 ms. In
this model problem, the CFL number is 0.001. The LSRK time integration
method was used in this model problem.
The computational mesh for this example is shown in Figure 5.7. The
same figure also shows the number of tetrahedral elements as a function
of the polynomial basis order. The distribution is obtained with the stip-
ulated error level 0.1%. The mesh consists of 85256 tetrahedral elements
and 18109 vertices. The minimum distance between two vertices in the
mesh is hmin = 0.24 cm and the maximum distance hmax = 5.22 cm.
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Figure 5.7: Left: The cross section of the mesh used in computations. Colorbar shows the
order of the polynomial basis. Right: The number of tetrahedral elements nel as a function
of the polynomial order p. In the figure, the number over the bar shows the absolute value
of the elements for the each p order. The distribution is obtained with the stipulated error
level 0.1%.
Figure 5.8 shows the surface mesh of the loudspeaker and the scat-
tering cylinder used in this experiment. The loudspeaker shown in 5.8 is
a detailed approximation of the loudspeaker that was used for the mea-
surements. For example, the model of the loudspeaker contains rounded
corners for the main box of the loudspeaker. The surface of the loud-
speaker is covered by mesh comprising 7444 triangle elements. Similarly,
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the surface of the cylinder comprises 2176 triangles. In the surface visual-
ization, the tweeter element is shown in a different color.
−10
0
10
−40
−20
0
20
−40
−30
−20
−10
0
x1 (cm)
x2 (cm)
x
3
(c
m
)
Figure 5.8: The surface mesh of the loudspeaker and scattering cylinder. In figure, the
source surface (the tweeter element) is shown in a different color.
5.2.2 Measurement setup
The measurement system we used consisted of data acquisition hardware,
a 3D positioning system, and measurement sensor. The measurement
sensor was a single Bru¨el & Kjær free field microphone. Data acquisi-
tion hardware controlled both movements and measurements. The data
acquisition hardware was manufactured by National Instruments.
The measurement procedure was as follows; first the sensor was
placed in the initial position. The input signal (Equation (5.10)) was then
fed to the loudspeaker and its response was measured. The sensor was
then moved to the next position and the signal fed to the loudspeaker
and its response measured again. This process was repeated until the
entire measurement area was covered. For each measurement, the input
signal was used as a triggering signal so that all measurement signals
can be assumed to be captured simultaneously. After each movement,
we waited a certain time to ensure that all vibrations from the movement
were attenuated. This time was determined for each sensor before mak-
ing measurements based on visual observation. All measurements were
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performed in a semi-anechoic chamber.
5.2.3 Comparison between measurements and simulations
Figure 5.9 shows the normalized pressure amplitude as a function of
time in two spatial positions. Point 1 (x1, x2, x3) = (0, 0, 4.5) cm is
behind the cylinder 1 cm behind the surface of the cylinder. Point 2
(x1, x2, x3) = (5, 0, 4.5) cm is also behind the cylinder but 5 cm to the
right from point 1 (towards the positive x1-axis). Both points are in the
same plane shown in Figure 5.10. Good agreement was obtained when
the simulation was compared to the actual measurements. For example,
the numerical method seems to model the diffraction accurately because
the point where numerical and simulated results were compared is be-
hind the scattering cylinder. On the other hand, the results show that the
use of the sound-hard boundary condition on the surface of the cylinder
is justified.
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Figure 5.9: Normalized pressure amplitude for the simulated (dotted line) and measured
(solid line) solutions as a function of time in two positions. Titles show the receiver
position.
Figure 5.10 shows snapshots of the acoustic pressure fields. These
snapshots were visualized at two time points, t1 = 0.90 ms and t2 =
1.38 ms. In both of these snapshots, the surface of the loudspeaker (gray)
is also shown. The snapshots were chosen so that at the first time point
(t1 = 0.90 ms) the incident field was completely generated from the
tweeter element of the loudspeaker and, on the other hand, propagated
at the scattering cylinder. In the second time instant t2 = 1.38 ms the
scattered field is generated from the cylinder. The second snapshot shows
that the diffracted field is generated behind the cylinder and also fairly
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behind the loudspeaker.
Figure 5.10: Snapshots of the pressure fields in two time instants.
5.3 DISCUSSION
This section discusses the numerical experiments shown in previous Sec-
tions 5.1 and 5.2. In Figure 5.1 the effect of the flux splitting parameter
in publication I for the accuracy of the solution were studied. The re-
sults predict that the practical choice for the parameter σ is to use the
value σ = 1/c, which corresponds to the case where the impedance-type
boundary condition is used between adjacent elements in the computa-
tional mesh.
Non-uniform basis orders were one of the main research topics of this
thesis. Section 5.1.2 was dedicated to the study of the basis order selection
method provided in this thesis. With the non-uniform basis orders, the
computational load can be reduced and, on the other hand, the benchmark
problems studied in publications II and III predict that the stipulated
error level is achieved.
The results shown in Figure 5.5 demonstrate the effect of the PML
parameters on the accuracy of the solution. Based on these results, we
developed guidelines fromwhich the parameter values for the PML can be
achieved. For example, it is reasonable to use the PML power parameter
η = 2. One must note that the optimal PML parameter choices may be
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different, for example, when solving wave propagation in elastic media
versus in moving fluids.
In the application example, wave propagation was studied in complex
3D geometry in publication IV. The advantages of the non-uniform ba-
sis and the PML parameters were demonstrated in this model problem.
Figure 5.8 shows the surface mesh of the loudspeaker. The figure shows
that the geometric details on the surface of the loudspeaker are covered
using small triangles. On the other hand, in the free space the mesh size
increases. Based on these, the use of the non-uniform basis (Figure 5.7)
is justified. The results (Figure 5.9) predict that tolerable agreement is
achieved when comparing the simulated results with the actual measure-
ments.
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6 Conclusions
This thesis studied the feasibility of the DG method for large-scale mod-
eling of time-domain acoustic problems. The previously proposed DG
scheme [6] for time-domain acoustic problems in an inhomogeneous
medium was analyzed numerically for 2D and 3D problems. In this the-
sis, the DG method was investigated from a computational point of view.
The accuracy of the solution obtained using the DG method can be influ-
enced in several ways, including the flux splitting, the order of the poly-
nomial basis functions, the method used for truncating the computational
domain, and the time integration approach.
Numerical flux plays an important role in the accuracy of the solution
achieved using the DG method. The numerical flux used in this thesis was
originally published in [89]. In the numerical experiments, we studied the
effect of the flux coupling parameter on the accuracy of the solution. The
results predicted that it is reasonable to use the flux coupling parame-
ter, which was the mean value of the speed of sound on the interface of
adjacent elements of the computational mesh.
The basis order affects the accuracy of the numerical approximation
obtained using the DG method. In many realistic model problems, how-
ever, the mesh size parameter in the elements of the computational mesh
is highly different. The use of a high-order polynomials with the DG
method with small elements can cause instability [7]. One solution to
overcome this problem is to use non-uniform basis order (known as the
p-adaptivity). Based on previous theoretical studies, the non-uniform ba-
sis order was one of the main research topics of this thesis. The advantages
of using the non-uniform basis are promising and worth using to test the
method for choosing the basis order in problems beyond acoustics. A
natural choice would be to investigate the propagation of electromagnetic
waves (i.e., Maxwell’s equations).
In several model problems it is reasonable to truncate a physically
unbounded problem into a problem with a bounded domain. As it is
well-known that the use of the original Engquist-Majda absorbing bound-
ary condition [8] affects the accuracy of the solution, more sophisticated
boundary treatment is essential. In the current work, we used the per-
fectly matched layer (PML) to truncate the computational domain. In the
model problems, we studied the effect of several PML parameters on the
accuracy of the solution. The results confirmed that with the correct pa-
rameter choices, the PML is an extremely useful tool for truncating the
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wave without producing unwanted reflections.
The method used for the time integration has a great impact on the
accuracy of the numerical solution. In this thesis project, the Runge-Kutta,
Crank-Nicolson, low-storage Runge-Kutta, and fourth-order explicit, and
singly diagonally implicit Runge-Kutta methods were used for approxi-
mating the time derivatives. The low-storage Runge-Kutta method was
the most preferred method (of those used in this thesis) because less time
was needed to achieve the final time and yet a large convergence order
was obtained.
In the future, our goal is to extend the DG method to the atmospheric
acoustics. In the field of atmospheric acoustics several physical phenom-
ena will be investigated. These include the different models for the wave
absorption, effects of the ground (the fluid-solid interaction), and refrac-
tion of the sound. In these problems, the dimensions of the computational
domains are usually large which means that the overall computational
load is easily intolerable. One possible method to decrease the computa-
tional load is to use the non-uniform basis order.
The non-linear wave problems are another application which will be
considered in the future work. In this case, the main topic is to model
the shock wave caused by a supersonic projectile. The shock front prop-
agates as a function of time, which means that a more sophisticated hp-
adaptation coupled with the DG solver will be needed.
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Timo Lähivaara
Discontinuous Galerkin Method 
for Time-Domain Wave Problems
During the last decade there has been a 
rapid development of accurate, robust, 
and flexible computational techniques 
for modeling of complex wave dominated 
problems. One of the prominent areas of 
activity has been the study of electromag-
netic, elasticity, and acoustic problems.
In this thesis, the high-order accurate 
discontinuous Galerkin (DG) method 
with the application to problems of wave 
propagation in acoustic and elastic media 
is studied. 
Thesis addresses not only the develop-
ment of DG method but also includes a 
discussion of other important numerical 
issues related to wave problems  such as 
absorbing layers and efficient means of 
time integration. 
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