This paper considers the problem of using observational data in the presence of selection bias to identify causal effects in the framework of linear structural equation models. We propose a criterion for testing whether or not observed statistical dependencies among variables are generated by conditioning on a common response variable. When the answer is affirmative, we further provide formulations for recovering the covariance matrix of the whole population from that of the selected population. The results of this paper provide guidance for reliable causal inference, based on the recovered covariance matrix obtained from the statistical information with selection bias.
I
The evaluation of causal effects from observational studies plays a significant role in many scientific domains. Although experimental studies are the most effective and reliable ways of evaluating causal effects, it is often too expensive, infeasible or unethical to employ such a study. Under such circumstances, evaluation of causal effects from observational data becomes an important problem. Compared with experimental studies, observational studies are more susceptible to bias because of the lack of randomisation. Confounding bias, selection bias and measurement error can all hinder the evaluation of causal effects from observational data.
In this paper, we consider identification of causal effects from observational data with selection bias, which typically leads to biased inference of causal effects. For example, if two variables C and D are independent in a given population, and a sample is chosen according to some value of S that is affected by both C and D, then C and D will be statistically dependent in this sample. Selection bias exists in many observational studies, a classical example being Berkson's bias in hospital-based studies (Berkson, 1946) . In recent years, the problem of selection bias has gained attention from epidemiologists (Greenland, 2003; Hernan et al., 2004) .
Researchers in artificial intelligence have provided several methods for inferring causal relationships from observational data when selection bias may be at work (Spirtes et al., 1999; Cooper, 1995 Cooper, , 2000 . However, their causal discovery algorithms are sometimes slightly weak in detecting causal relationships, since they use directly the statistical information based on selection bias. On the other hand, Heckman and other social scientists have done much work on selectivity problems in observational studies (Winship & Mare, 1992) . In particular, Heckman's two-stage estimator is the most widely used approach to selection bias, using regression methods to estimate behavioural functions by least squares methods (Heckman, 1979) . The present paper focuses on recovering the covariance matrix of the whole population from observational data with selection bias, in order to evaluate causal effects on the basis of the recovered covariance matrix in the framework of linear structural equation models. We assume that we know one possible causal structure that could have generated the data with selection bias. Observational equivalence in graphical models may exist (Dawid, 2002 ), but we do not consider this problem here. We use a continuous so-called selection variable S to represent selection. In general, it is more realistic to consider selection as occurring on a subset of the range of S, rather than on a specific value of S. Hence, we assume that a sample is selected from the population if a∏S∏b, where both a and b are possible values of S. First, we propose a criterion for testing whether statistical dependencies among variables are generated by conditioning on a common response variable. Next, when observed statistical dependencies among variables are judged to be generated by selection bias through our criterion, we propose a way of recovering the covariance matrix of the whole population, and thence identifying causal effects of the whole population.
P
2·1. Graphs A directed graph is a pair G=(V , E), where V is a finite set of vertices and the set E of arrows is a subset of ordered pairs of distinct vertices. An arrow pointing from a vertex a to a vertex b indicates that (a, b)µE and (b, a)1E. The arrow is said to emerge from a or to point to b. If there is an arrow pointing from a to b, a is said to be a parent of b, and b a child of a. The set of parents of b is denoted by pa(b), and the set of children of a by ch(a).
A path between a and b is a sequence a=a 0 , . . . , b=a n of distinct vertices such that (a i−1 , a i )µE or (a i , a i−1 )µE, for all i=1, . . . , n. A directed path from a to b is a sequence a=a 0 , . . . , b=a n of distinct vertices such that (a i−1 , a i )µE and (a i , a i−1 )1E, for all i=1, . . . , n. If there exists a directed path from a to b, a is said to be an ancestor of b and b a descendant of a. If two arrows on a path point to a, then a is said to be a collider; otherwise, it is said to be a non-collider.
A directed cycle is a sequence a 0 , . . . , a n of distinct vertices such that (a i−1 , a i )µE and (a i , a i−1 )1E for all i=1, . . . , n, and (a n , a 0 )µE. If a directed graph has no directed cycle, then the graph is said to be a directed acyclic graph. A path is said to be blocked by a set Z, possibly empty, if the path contains at least one non-collider that is in Z, and/or the path contains at least one collider that is not in Z and has no descendant in Z. A set Z is said to d-separate a from b (a, b1Z) in a directed acyclic graph G if Z blocks every path between a and b. Recovering a covariance matrix
2·2. Path diagram
Suppose that a set V ={V 1 , . . . , V n } of variables and a directed acyclic graph G=(V , E) are given. When each child-parent family in the graph G represents a linear structural equation model,
the graph G is called a path diagram, where e v 1 , . . . , e v n are assumed to be independent and normally distributed with mean zero. In addition, a v j v i (N0) is called a path coefficient. It is noted that neither two-headed-arrow relationships nor feedback relationships are featured in this paper since we are dealing with models representable by directed acyclic graphs. For further details of linear structural equation models, see Bollen (1989) .
Here, we define some notation. For disjoint subsets W, Z and T of variables in V, let s v i v j ·z and S wz·t be the conditional covariance between V i and V j given Z and the conditional covariance matrix between W and Z given T , respectively. In addition, b v j v i ·z is the regression coefficient of v i in the regression model of V j on v i and z. Furthermore, B zw·t is the regression coefficient matrix of W in the regression model of each element of Z on W and T . Similar notation is used for other parameters.
For a set Z of variables not including descendants of Spearman (1904 Spearman ( , 1928 ) defined the tetrad difference as
2·3. T etrad diVerence For any distinct variables
When the tetad difference is equal to zero, it is called a vanishing tetrad difference, and this implies that the observed statistical dependencies can be well explained by a single-factor model without correlated errors. The tetrad difference has been studied by many researchers for decades. Bekker & de Leeuw (1987) summarised the previous results in a single comprehensive theorem. To present this theorem, the following preliminaries are required. When there exists a positive semidefinite diagonal matrix V such that S xx −V is a positive semidefinite matrix and rank(S xx −V)=1, S xx is said to be a Spearman matrix, which provides statistical evidence that the observed statistical dependencies can be well explained by a single-factor model (Bekker & Leeuw, 1987) . In addition, any element of S xx is assumed to be nonzero. 1987) . A covariance matrix S xx =(s x i x j ) of a set X that includes four or more variables is a Spearman matrix if and only if, after sign changes of rows and corresponding columns, all its elements are positive and such that We consider the above theorem in terms of the path diagram shown in Fig. 1 . For a set X=(X 1 , . . . , X p ) of observed variables, denoted by boxes in Fig. 1 , and an unobserved variable U, denoted by a circle, the covariance structure corresponding to Fig. 1 can be described as
The S xx·u in equation (1) corresponds to the V described above which satisfies rank(S xx −V)=1. Then, S xx −V is a positive semidefinite matrix. On the other hand, if we change the signs of the rows and corresponding columns of equation (1), all the elements of S xx in equation (1) can become positive. In addition,
hold true. For further discussion about the tetrad difference, see Bollen & Ting (1993) and Spirtes et al. (1993) .
3. R    3·1. Preliminaries L 1 (Johnson & Kotz, 1972, p. 70) . W hen {S}nY are normally distributed,
where s* ss =var(S|a∏S∏b) and š ss =s ss −s* ss .
Note that š ss Á0 since s* ss is the variance of a doubly-truncated normal distribution. In particular, if b=2 in equation (2), equation (2) corresponds to the covariance matrix of the extended skew-normal distribution (Capitanio et al., 2003) .
By the Sherman-Morrison-Woodbury formula for matrix inversion (Rao, 1973, p. 
By partitioning Y into XnZ, we can also obtain
where
and š ss·z =s ss·z −s* ss·z Á0. Similar notation is used for other parameters.
3·2. T etrad diVerence under selection
In this section, we propose a criterion for testing whether or not statistical dependencies among variables are generated by a common response variable.
The path diagram in Fig. 2 corresponds to the case in which any two elements of X are independent given Z in the population, but are dependent after conditioning on S, which indicates that sample selection is conducted according to a criterion a∏S∏b. For some examples of such a situation, see Greenland (2003) and Hernan et al. (2004) . We give a detailed example in § 4. In addition, this situation is closely related to the problem of causal indicators which are variables affected by observed variables (Bollen & Lennox, 1991; Bollen & Ting, 2000; Edwards & Bagozzi, 2000) . For a set XnZ of observed variables and a selection variable S, the covariance structure corresponding to Fig. 2 can be described by equation (4). Here, S xx·z is a positive definite diagonal matrix such that S* xx·z −S xx·z is a negative semidefinite matrix and rank(S* xx·z −S xx·z )=1. Thus, equation (4) is similar to equation (1). On the other hand, if we change the signs of some rows and the corresponding columns, all the off-diagonal elements of S* xx·z in equation (4) can become negative. In addition, we can obtain
Hence, based on the same considerations as in Theorem 1, we can provide a statistical justification that the observed statistical dependencies among X given Z are generated by a selection variable; that is, if there exists a positive definite diagonal matrix V such that S* xx·z −V is a negative semidefinite matrix and rank(S* xx·z −V)=1, by considering the V as the conditional covariance matrix of X given Z, we can provide statistical justification that the observed statistical dependencies can be well explained by selection bias. Therefore, when any element of S* xx·z is assumed to be nonzero, the following theorem can be obtained.
T 2. For a covariance matrix S* xx·z of a set X that includes four or more variables, there exists a positive definite diagonal matrix V such that S* xx·z −V is a negative semidefinite matrix and rank(S* xx·z −V)=1 if and only if, after sign changes of rows and corresponding columns of S* xx·z , all its oV -diagonal elements are negative and such that
Proof. First, suppose that there exists a positive definite diagonal matrix V such that S* xx·z −V is a negative semidefinite matrix and rank(S* xx·z −V)=1. Then, letting q∞=(q 1 , . . . , q p ) be a p-dimensional vector, we can obtain S* xx·z −V=−qq∞ through the singular value decomposition. Therefore, on the basis of the discussion preceding Theorem 2, equations (5) and (6) can be obtained. For sufficiency, as we can assume that all the off-diagonal elements of S* xx·z are negative, by changing the signs of rows and corresponding columns of S* xx·z , we shall show that a p-dimensional vector q∞=(q 1 , . . . , q p ) exists such that S* xx·z +qq∞ is a positive definite diagonal matrix. From equation (5), each element of s* x i x j ·z (X i NX j ) can be described as
Here, q i =(|s* x i x k ·z s* x i x j ·z /s* x j x k ·z |)D takes the same value regardless of the choice of X j and X k , since
On the other hand, equation (6) is automatically satisfied since all off-diagonal elements of S* xx·z are negative, and the structure of S* xx·z is
Hence, S* xx·z +qq∞ can be written as a positive definite diagonal matrix V. % Recovering a covariance matrix From Theorem 2, when observed statistical dependencies are generated by a selection criterion such as a∏S∏b, we can judge whether or not X i ) )X j |Z holds true in the whole population for any distinct variables X i , X j µX(5V ), on the basis of the observed covariance matrix of the selected population.
Theorem 2 can be used to test whether or not statistical dependencies among four or more variables are generated by selection bias. However, it cannot be applied to test whether or not statistical associations among three variables are due to a selection variable. In this case, we provide a simple necessary condition for testing for the existence of selection bias.
C. For a covariance matrix S* xx·z , a necessary condition that there exist a positive definite diagonal matrix V such that S* xx·z −V is a negative semidefinite matrix and rank(S* xx·z −V)=1 is that, after we change the signs of rows and corresponding columns of S* xx·z , all its oV -diagonal elements are negative.
An intuitive interpretation of the corollary is that the correlation between two variables which have no association with each other tends to be negative because of selection bias.
3·3. Recovering the covariance matrix
Suppose that we can judge that X i ) )X j |Z in the whole population holds true for any distinct variables X i , X j µX(5V ) from the observed covariance matrix of the selected population on the basis of Theorem 2. Then we will provide a procedure for recovering the covariance matrix of the whole population without selection bias.
We consider the case in which the variance of the selection variable in the whole population is unknown. In Fig. 2, since Z) )S|X holds true, by partitioning Y into XnZ in equation (3), we obtain Szs=0. Thus, if we write
according to equation (3), neither S*zz=S−1 zz·x nor S*xz=−S−1 xx S xz S−1 zz·x is dependent on S but S*xx is. Without loss of generality, it is assumed that all the off-diagonal elements of S* xx·z are negative. We then use S* xx·z =V−qq∞ in the proof of Theorem 2 to evaluate the S xx·z . As seen from the proof of Theorem 2, the off-diagonal elements and the diagonal elements of qq∞ can be taken to be −s*
x i x j ·z and −s* x i x k ·z s* x i x j ·z /s* x j x k ·z , respectively. By considering qq∞ as B xs·z B∞ xs·z š xx·z in equation (4), we can obtain V=S* xx·z +qq∞=S xx·z from equations (4) and (7). Then, if we substitute the inverse of V for S*xx, the covariance matrix of XnZ can be recovered and is given by
This procedure indicates that S xx , S xz and S zz can be evaluated through the covariance matrix of the selected population regardless of the observation of S. In particular, if the values of s ss and var(S|a∏S∏b) (N0) are known, since E(X|a∏S∏b)=B xs E(S|a∏S∏b) and E(XS|a∏S∏b)=B xs E(S2|a∏S∏b), we can obtain B xs = cov(X, S|a∏S∏b) var(S|a∏S∏b) .
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M K  Z C Therefore, S sx and S sz can be calculated through
where S−1 xx and S xz can be obtained from equation (8). On the other hand, when conditioning on a single value of S, which can be represented by the case var(S|a∏S∏b)=0, we can obtain
and qq∞ in Theorem 2 is consistent with S xs·z S sx·z /s ss·z . Here, S xx can be obtained from equation (8) and S xx·s can be evaluated from observed data. Hence, if the value of s ss is known, S xs can be provided as a solution of equation (9). Note that the solution of equation (9) exists but is not unique. In addition, S sz can be evaluated from S sz =S sx S−1 xx S xz . This procedure indicates that the covariance matrix of XnZn{S} can be recovered when the values of s ss and var(S|a∏S∏b) are available.
E
In this section, we illustrate the procedure of our approach with a classroom environment study reported by Church et al. (2001) . The data were collected with the purpose of examining the relationship between undergraduates' perceptions of their classroom environment, their adoption of achievement goals for the course, their graded performance and their intrinsic motivation. The size of the sample is 297 and the variables of interest are lecture engagement (X 1 ), evaluation focus (X 2 ), harsh evaluation (X 3 ), evaluation type (X 4 ), mastery of goals (X 5 ), performance approach to goals (X 6 ), performance avoidance goals (X 7 ), intrinsic motivation (X 8 ) and graded performance (X 9 ). Regarding this study Church et al. (2001) provided the graph shown in Fig. 3 , which is considered as the path diagram of interest in this paper. We estimate the covariance matrix of X 1 , . . . , X 9 based on this path diagram and path coefficients given by Church et al. (2001) , as shown in Table 1 .
Throughout this section, it is assumed that the estimated covariance matrix in Table 1 and the data generating process shown in Fig. 3 represent the true causal relationships in the whole population. Then, for simplicity, our discussion starts by assuming that the conditional covariance matrix of X=(X 1 , . . . , X 4 ) and Z=X 6 given X 5 =x 5 is observed; that is, X 5 is considered as a selection variable S. Recovering a covariance matrix 
X 1 1·000 0·000 0·000 0·000 0·370 0·000 0·000 0·141 0·074 X 2 0·000 1·000 0·000 0·000 −0·130 0·120 0·110 −0·077 −0·040 X 3 0·000 0·000 1·000 0·000 −0·230 0·000 0·210 −0·140 −0·105 X 4 0·000 0·000 0·000 1·000 0·230 0·000 0·000 0·087 0·046
First, we use Theorem 2 to judge whether or not statistical dependencies are generated by the selection variable S. With X=(X 1 , X 2 , X 3 , X 4 ) and Z=X 6 , if we calculate the conditional covariance matrix S* xx·z based on Table 2 , we can show that Theorem 2 holds true. Thus, we provide statistical justification for the assumption that statistical dependencies among X are indeed generated by a selection variable S.
Next, based on the result above, we recover the population's covariance matrix from Table 2 . Since q2 1 =0·137, q2 2 =0·016, q2 3 =0·053 and q2 4 =0·053 from Theorem 2, we can obtain V=diag(1·000, 0·986, 1·000, 1·000). Thus, by applying equation (8) to Table 2 , we can obtain the covariance matrix of XnZ for the whole population, which is consistent with the assumed true covariance matrix in Table 1 . In addition, letting W =XnZ, since S x 7 w =S* x 7 w (S* ww )−1S ww and s* x 7 x 7 ·w =s x 7 x 7 ·w from {SnZ}) )X 7 |X (Wermuth, 1989), we can obtain the covariance matrix of XnZn{X 7 } for the whole population, which is also consistent with the assumed true covariance matrix in Table 1 . On the other hand, if we suppose that the variance of S is known to be 1·0, S sx =(−0·370, 0·130, 0·230, −0·230) can be obtained from equation (9). However, it is difficult to recover the covariance matrix of {X 8 , X 9 } for the whole population. Table 2 : Classroom environment study. T he conditional covariance matrix given a single value of X 5
0·085 −0·030 0·947 0·053 −0·004 0·196 −0·049 −0·055 X 4 −0·085 0·030 0·053 0·947 0·004 0·014 −0·004 −0·004 X 6 0·006 0·118 −0·004 0·004 1·000 0·012 −0·003 0·137 X 7 0·023 0·102 0·196 0·014 0·012 0·996 −0·249 −0·277 X 8 −0·006 −0·025 −0·049 −0·004 −0·003 −0·249 0·843 0·069 X 9 −0·006 −0·012 −0·055 −0·004 0·137 −0·277 0·069 0·954
5. D Finally, we would like to point out some topics for further research. First, our criterion is based on the similarity between the covariance structure implied by factor models and that implied by selection variables. Therefore, just as observational equivalence problems may occur in factor analysis (Spirtes et al., 1993, Ch. 6) , the same may happen in the case of selection bias. Then, if criteria were developed for distinguishing observationally equivalent models regarding factor models, application of them to causal inference problems in the presence of selection bias would enable us to specify the plausible model of the whole population from observationally equivalent models. Secondly, this paper is motivated by the problem of causal discovery using the tetrad difference (Spirtes et al., 1993, Ch. 6) . A parallel problem is to test whether or not a specific model can be identified by obervational data with selection bias. Some results regarding factor models, which are given by Davis (1993) , Grzebyk et al. (2004) , Stanghellini (1997) and Vicard (2000) , help towards developing such identifiability criteria. Finally, Hipp & Bollen (2003) show that confirmatory tetrad analysis can handle dichotomous or ordinal variables by assuming that there are continuous underlying variables and the categorical ones represent discretised versions of them. Our results can be extended to the case where a selection variable is categorical under the same assumptions. Furthermore, often real data are not multivariate normal. Thus, it is necessary to extend our methods to more general statistical models, such as nonparametric models.
