A new technique is proposed for computing the field radiated from a rectangular aperture. This technique, based on the Discrete FRactional Fourier Transform (DFRFT), avoids the complexities of computing the diffraction pattern by the direct evaluation of the Fresnel integral.
Introduction
The method typically used to describe the propagation of radiation from an aperture to the Fourier domain is the Fresnel integral [1]. If it is not possible to evaluate the Fresnel integral analytically, it is customary to resort to numerical integration. However, the use of numerical integration for evaluating the Fresnel integral can be time consuming, especially when dealing with pulsed radiation from a two dimensional aperture.
Several alternative techniques have been proposed for the computation of the Fresnel integral.
Examples of these include the algorithm proposed by Carcole et al. [2] which depends on approximating the highly oscillatory Fresnel integrals by means of three simpler integrals and providing analytical formulae for these three integrals by using geometrical properties of the diffraction pattern. D'Arcio et al. [3] developed a technique for calculating the near-field diffraction patterns by replacing the actual diffraction integrand by a variant of the Fresnel diffraction kernel. Subsequently, analytical solutions were derived for the alternative integral.
These two techniques can deal with apertures of complicated shapes with acceptable accuracy.
However, the accuracy depends to some extent on the approximations made to the Fresnel kernel.
Mas et al. [4] suggested a new technique for solving the Fresnel integral based on the similarity between the FRactional Fourier Transform (FRFT) and the Fresnel integral. Accordingly, the Fresnel integral is converted to the FRFT integral. The latter is evaluated by sampling it and then approximating it by a scaled version of the Discrete Fourier Transform (DFT). Subsequently, the DFT is calculated using either the single or double Fast Fourier Transform (FFT). The method is easy to implement but is affected by aliasing.
The present paper presents a new technique for evaluating the diffraction pattern based on the use of the Discrete FRactional Fourier Transform (DFRFT). The motivation behind this approach is that a Fresnel integral can be related to a scaled version of the continuous FRFT and the latter can be approximated by the DFRFT with high accuracy [5] [6] . Consequently, the computation of the Fresnel integral will be reduced to the sampling of the amplitude distribution of the wave field at the source, and the premultiplication of the resulting excitation vector by DFRFT matrix to get samples of the output distribution at certain distance from the source. The core of this procedure is the technique for evaluating the DFRFT matrix.
In Section 2, the relation between the Fresnel integral and the FRFT is provided. The method of computing the DFRFT is explained in Section 3 and its utilization for approximating the FRFT is summarized in Section 4. In Section 5, the relation between the DFRFT and the Fresnel integral is extended to the two dimensional case. The numerical examples given in Section 6 testify to the effectiveness of the advocated approach in astonishingly reducing by several orders the computation time required for evaluating the Fresnel integral.
The relationship between the Fresnel integral and the FRFT
In this section, a different formulation is suggested to obtain the relationship between the Fresnel integral and the FRFT integral. This formulation is different from that previously used 
is the kernel of the Fresnel integral defined by:
where   1 k is the wavenumber.
In preparation for expressing the Fresnel integral in terms of the FRFT, one starts by rewriting
(1-a) as:
where L is half the width of the aperture.
Based on (1-b), the main part of the exponent of the complex exponential term appearing in
can be manipulated as follows:
Consequently   x f a in Eq. (3) can be expressed as:
In order for the above integral to resemble in its appearance that of (2) , replace x by    cos L x in both sides of the above equation to get:
By comparing the integral appearing in the above equation with that in (2), one is naturally led to define a scaled version   
Consequently (2) can be expressed as:
Upon comparing (6) and (8) 
Consequently
Expressing (8) in the light of (6) where  is given by (9), one obtains:
where   
Alternatively, using (9) and (10),   x Â can be expressed in terms of d solely as: 
Equation (9) . In this case (9) implies that
, the Rayleigh diffraction limit, and (12) simplifies to:
The Discrete Fractional Fourier Transform
In 
This can be written in matrix form as Fx X  , where the DFT matrix F is defined by:
The eigen-decomposition of the DFT matrix F is
, where M is a modal matrix that has the eigenvectors of F as its columns and D is a diagonal matrix whose diagonal elements are the eigenvalues of F . Inspired by this formulation, the DFRFT of the fractional order a can be defined by:
where: In their pioneering work, McClellan and Parks [7] arrived at the multiplicities of the eigenvalues of matrix F. Santhanam and McClellan were the first to try to develop a definition for the DFRFT through the eigendecomposition of matrix F [8] . Unfortunately this definition was later shown -by Pei et al. [5, 9] -not to be a fully-fledged one since it is inherently the sum of four terms; namely the time-domain signal and its DFT together with their circularly reflected versions. Dickinson and Steiglitz [10] arrived at a real symmetric nearly tridiagonal matrix S which commutes with matrix F and proved that the maximum algebraic multiplicity of any of its eigenvalues can be two; which occurs only when the order N of the matrix is a multiple of 4.
Although a common set of eigenvectors of S and F always exists, the case of a double eigenvalue of S requires special attention since a set of two corresponding eigenvectors of S -obtained by a general eigenanalysis software package -will generally neither be eigenvectors of F nor even be orthogonal. Candan, Kutay and Ozaktas [11] applied a similarity transformation defined in terms of a unitary matrix P to matrix S and argued that 1  PSP is a 2 x 2 block diagonal matrix and that the two diagonal blocks are unreduced tridiagonal matrices. They showed that the eigenvectors of S are Hermite-Gaussian-like. Pursuing it further, Pei et al. viewed the orthonormal eigenvectors of S as only initial eigenvectors of F and generated final ones which better approximate the Hermite-Gaussian functions by using either the orthogonal procrustes algorithm (OPA) or the Gram-Schmidt algorithm (GSA) [5] . Hanna, Seif and Ahmed proved that those final eigenvectors are invariant under the change of the initial ones [12] . Moreover they developed a methodology for the generation of the final superior eigenvectors -without computing the initial ones as a prerequisite -based on the direct utilization of the orthogonal projection matrices of the DFT matrix on its eigenspaces [13] .
It is worth mentioning that matrix S used in [10, 11, 5] In the present paper, one first generates the eigenvectors of matrix S of [10] using the procedure advocated in [11] . Taking them as initial eigenvectors of the DFT matrix F, one next generates the final superior ones using the Gram-Schmidt algorithm (GSA) contributed in [5] .
Since it was proved that the final eigenvectors of F are invariant under the change of the initial ones [12] , the approach of the present paper outperforms those of [14] [15] [16] . As a final remark the digital method for computing the continuous FRFT -without using the notion of the DFRFTcontributed by Ozaktas et al. [17] has been avoided since it does not preserve the index additivity property.
Relationship between DFRFT and FRFT
Consider the continuous signal
, the procedure adopted for calculating the FRFT of ) (t f with an angular parameter  using the DFRFT of the preceding section is as follows:
1. Sample the function ) (t f with sampling interval s T given by
where s N is the number of sampling points. 
4. Compute the modified angle  :
5. Compute the vector:
The elements of vector β X are the DFRFT sequence
. Calculate the spacing   between the samples of the FRFT using the formula [5] :
7. Compute the DFRFT with an angle of rotation  using the elementwise multiplication:
is the postphase compensation factor given by [5] :
Having obtained the DFRFT  X , one can directly get the samples of the FRFT using the formula:
One should note that: 
Diffraction from a rectangular aperture
The relationship between the FRFT and the Fresnel integral that has been elaborated upon in section 2 can be generalized to the two-dimensional case, under the assumption that the amplitude of the optical signal is separable, viz.,
The FRFT of the two-dimensional function   y x,  is given by:
where
and a K is defined by (1-b). It follows that
The DFRFT that approximates the FRFT of ) , ( y x  is the product of the DFRFTs of the sampled version of both   
.
(31)
For a separable two-dimensional amplitude transmittance
the two-dimensional amplitude distribution of light in a diffraction plane at distance d is obtained using (12) as: 
In the above equations 1 L and 2 L are half the width of the aperture in the x and y directions respectively. Letting
, Eq. (33) leads to: 
(37)
Numerical Examples
In preceding sections, it has been shown that the FRFT can solve the Fresnel integral which is used to determine the diffraction pattern. It has also been alluded to the fact that the DFRFT can be used to evaluate the FRFT and consequently to determine the diffraction pattern. 
A) Continuous Wave Illumination
Consider the case of a long rectangular slit illuminated by a uniform radiation distribution having wavelength  . Assume that the width of the aperture in the x-direction is 4 units 
The plots in Fig. (1) show the real and imaginary parts of the diffraction pattern calculated at . The solid curve in Fig. (3) shows the real and imaginary parts calculated using RALQ method for evaluating the Fresnel integral, while the dots represent the values calculated using DFRFT with 500  N . In Fig. (4) , the same plots are repeated but with the DFRFT calculated using 70 N  .
One should note that for shorter wavelength the error in DFRFT calculation is relatively high around the sharp transition edges. In Table ( The following two examples demonstrate the effectiveness of using the DFRFT for computing the diffraction pattern for the radiation from a two-dimensional rectangular aperture. The width parameters are 2
, and the wavelength Fig. (5) . The surface plot in Fig. (5-a) is evaluated by using the RALQ method, while 
B) Pulsed Illumination
Consider an aperture illuminated by a wavefield whose spectrum is given by [20] :
is the wave number, T is the pulse duration,  is a parameter that determines the bandwidth and the peak of the spectrum of the pulse, and c is the velocity of light in vacuum.
The above equation can be expressed as:
where   is the amplitude of the spectrum at the aperture given by:
The spectrum of the radiated field at distance d from the aperture is:
(42)
Upon substituting (40) in (42), one obtains:
Applying the result (12), the above equation can be expressed as:
. By taking the inverse Fourier transform, one obtains the radiated field as:
Upon using Eqs. (44) and (41), one obtains:
It should be mentioned that without the notion of the FRFT, the above radiated pulse can be obtained by substituting (43), (41), (38), and (2-b) in Eq. (45) to get Table ( 3) which demonstrates the substantial saving achieved by the DFRFT method. The profiles of the radiated pulse evaluated at L x  as computed by the two methods are shown in Fig. (9) which testifies to the sufficient accuracy of the DFRFT method.
Concluding Remarks
The Fresnel integral has been expressed in terms of the continuous FRactional Fourier Transform (FRFT) and consequently it has been evaluated using the Discrete FRactional Fourier Transform (DFRFT) as a fast and accurate alternative to the numerical integration method. The proposed method has been successfully applied for finding the diffraction pattern of an illuminated rectangular screen in both the one-dimensional and two-dimensional cases. The simulation results exhibit a tremendous improvement in the computation time of the DFRFT approach as compared to the RALQ rule numerical integration technique.
apertures, it is of interest to extend this approach to more general shapes especially circular optical components. For circular elements, the evaluation of the diffraction field can be achieved by making use of the fractional Hankel transform (FRHT). There have been several attempts to evaluate FRHT directly or through relating it to the FRFT [21] [22] [23] . To achieve this goal an approach similar to the one used in this paper may be used. An analogous discrete fractional Hankel transform (DFRHT) approach will be based on the construction of the fractional transformation matrix through the calculation of its eigendecomposition and the fractional powers of the eigenvalues. In the case of circular optical element, the eigenvalues are represented either by the two-variable Hermite polynomials or the Laguerre-Gauss modes [21, 22] .
Generalization to 2-D optical elements of arbitrary shape may be done by using techniques similar to the one described in [24] . 
