This paper deals with polynomials orthogonal with respect to a Sobolev type inner product
Introduction
In the last years the analysis of polynomials orthogonal with respect to a Sobolev inner product has attracted the interest of several people. In fact, the comparison with the very well-known properties of the standard case ðk i ¼ 0Þ when E ¼ E 1 ¼ Á Á Á ¼ E p is the real line or the unit circle was one of the most important challenges.
In the first situation, a basic effort was put on the asymptotic behavior of the new family with respect to the standard one (see [10] as well as [9] ). The improvement of the relative asymptotics in the most general situation (when in the nonstandard part appear mixed derivatives) leads to significant results strongly connected with rational approximation and the estimates of the speed of convergence.
More recently [1] was started an analog study when p ¼ 1, dl 1 is an atomic measure concentrated in a point c outside the unit circle T, and E ¼ E 1 ¼ T. Later on, in [7] an extension of the above situation is considered when the nonstandard component is and jc i j > 1; i ¼ 1; 2; . . . ; k:
The aim of our present contribution is to study in a second step the algebraic properties as well as the asymptotic behavior of orthogonal polynomials when the inner product is hf ; gi ¼ and A is a nonsingular matrix. The structure of the paper is the following. In Section 2 we introduce the basic tools about the measures l to be considered. They belong to the so-called Nevai Blumenthal class [12] and, in such a case, the asymptotic behavior of the corresponding orthogonal polynomials is well known. In Section 3 we analyze a polynomial perturbation of such measures and we prove that they belong to the Nevai Blumenthal class. Furthermore, we obtain explicit expressions for the sequences of orthogonal polynomials associated with them as well as their asymptotic behavior. Section 4 is focussed in the analysis of the behavior of polynomials orthonormal with respect to (1.1) and their dependence of A. In particular, we emphasize the case when A is a positive definite matrix. Finally, in Section 5 we obtain the limit of the ratio of the leading coefficients for both orthonormal sequences when A is nonsingular, as well as the relative asymptotics for them.
A third step, when several points are considered as well as A is a positive semidefinite matrix has been very recently obtained in [2] . Notice that, in our case, the inner product is not Hermitian at all but we can give necessary and sufficient conditions for the existence of (left) orthogonal polynomials even when A is a singular matrix. Even more, our approach is different in terms of the techniques that we have developed here.
Basic tools
We shall denote by N the set of all nonnegative integer numbers. Let P be the vector space of polynomials with complex coefficients, and P n the subspace of the polynomials whose degree is less than or equal to n.
Let l be a probability measure supported on the unit circle T ¼ fz 2 C: jzj ¼ 1g: Let us define on P the inner product ðf ; gÞ :¼ Z jzj 1 f ðzÞ gðzÞ dlðzÞ; f ; g 2 P:
Then, we have an uniquely determined sequence of orthonormal polynomials ðu n Þ n2N u 0 ðzÞ ¼ 1; u n ðzÞ :¼ j n z n þ ðlower degree termsÞ; j n > 0;
It is well known (see [3, 13, 14] ) that the polynomial sequence ðu n Þ n2N satisfies the following recurrence relation j n u nþ1 ðzÞ ¼ j nþ1 z u n ðzÞ þ u nþ1 ð0Þ u Ã n ðzÞ; n 2 N; where u Ã n ðzÞ ¼ z n u n ð1=zÞ is the reversed polynomial of u n ðzÞ, as well as, for n P 1, (i) The zeros of the polynomial u n ðzÞ lie on jzj < 1, (ii) u n ð0Þ=j n j j< 1:
The nth kernel polynomial K n ðz; yÞ is defined by
They satisfy the reproducing property ðf ðzÞ; K n ðz; yÞÞ ¼ f ðyÞ; f 2 P n ;
as well as the Christoffel Darboux formula (see [4, 6, 14] 
Because j j > 0, then rank AðnÞ ¼ min fq þ 1; n þ 1g. Furthermore, MðnÞ ¼ AðnÞ ½AðnÞ H :
(Throughout the paper, C H denotes the transposed conjugate of the matrix C.) Then,
x MðnÞ x H ¼ ½x AðnÞ ½xAðnÞ H P 0;
for all x 2 C qþ1 ; that is to say, MðnÞ is, in general, a positive semidefinite matrix. For n P q; rank AðnÞ ¼ q þ 1 holds; thus, x MðnÞ x H ¼ 0 iff x ¼ 0: Ã Remark. The nonsingularity of the matrix MðnÞ ðn P qÞ is essential in the next sections. This fact can be assured when the sequence of orthogonal polynomials is associated with an inner product, i.e., a positive measure supported on T: So, MðnÞ is positive definite for n P q.
Definition. (See [11, 12] ) Let l be a probability measure supported on T: We say that l belongs to the Nevai Blumenthal class (in short, N class), if any of the following equivalent statements hold uniformly in compact subsets of jzj > 1 (see [7, 8] ). When the limit function is continuous, the uniform convergence in compact subsets is equivalent to locally uniform convergence. So, we write l.u. for uniform convergence in compact subsets, because all the limit functions will be continuous.
Lemma 2.2. Assume that pðzÞ ¼ Q n j 1 ðz À z j Þ, with jz j j 6 R, and H an arbitrary compact subset in jzj > R. Then, there are two positive real numbers d ¼ dðH Þ and e ¼ eðH Þ such that
n pðzÞ 6 e;
for z 2 H (see [7] ).
Proof. Denote c ¼ min z2H fjzjg; C ¼ max z2H fjzjg. Then, R < c 6 C. Since
we have
for all z 2 H , where a j ¼ jz À z j j À2 , and A ¼ P a j . The convex hull of ðz j Þ n j 1 lies on the disk jzj 6 R. Thus the second factor is bounded from below by jzj À R and, therefore, by c À R. On the other hand, from A P n Á min fa j g P n=ðC þ RÞ 2 ,
Ã Corollary 2.3. In the conditions of the above lemma, the zeros of p 0 ðzÞ lie on jzj 6 R:
Often we are going to use the following lemmas (see [7, 12] (ii) lim n ðK nÀ1 ðz; cÞ=u n ðzÞ u n ðcÞÞ ¼ ð1=c z À 1) l: u: in jzj > 1 if jcj P 1 and uniformly in jzj
3. Modification jz À cj 2ðqþ1Þ dl of the measure l
We will try to analyze if there is a polynomial x n such that a relation ðz À cÞ qþ1 x n ðzÞ ¼ a n u nþqþ1 ðzÞ
holds, where c 2 C, q 2 N, a n 6 ¼ 0 for all n, and ðu n Þ n2N is the orthogonal polynomial sequence related to a probability measure l supported on T. Proof. The necessary and sufficient condition for the existence of x n is 0 ¼ a n u which is obtained by derivation of (3.1) up to ðq þ 1Þth order, and evaluating it at z ¼ c:
Thus, the positive definiteness for Mðn þ qÞ implies that
is the only solution which yields a polynomial solution.
It is obvious that deg x n ¼ n. Also, for k ¼ 0; 1; . . . ; n À 1, we have
On the other hand,
which is positive, according to Lemma 3.1. Ã
An alternative proof appears in [5] .
The polynomials x n can be chosen orthonormal, with a suitable a n 6 ¼ 0, in the following way. Assume that x n ðzÞ ¼ g n z n þ ðlower degree termsÞ; n 2 N;
Since a n ¼ g n =ðj nþqþ1 Þ, we have
and, thus, (3.1) becomes ðz À cÞ qþ1 x n ðzÞ ¼ a n u nþqþ1 ðzÞ À u nþqþ1 ðcÞ ½Mðn þ qÞ À1 K nþq ðz; cÞ Â Ã T
ð3:3Þ
for the orthonormal polynomial sequence ðx n Þ n2N .
We can obtain a recursive expression of the a n coefficients in the following way. Let u n ðz; dl jþ1 Þ :¼ x n ðzÞ be the nth orthonormal polynomial defined by (3.3) for j ¼ 0; . . . ; q, and K n ðz; y; dl j Þ the corresponding nth kernel polynomial. Write
Then, we have
ð3:4Þ with u n ðz; dl 0 Þ ¼ u n ðzÞ; K n ðz; c; dl 0 Þ ¼ K n ðz; cÞ: Thus,
follow with
: ð3:5Þ Lemma 3.3. Assume that l 2 N and jcj P 1:
Proof. Since (3.4), we have
u nþ1 ðzÞ À u nþ1 ðcÞ K n ðc; cÞ K n ðz; cÞ
and, for z ¼ 0;
Notice that, from the Christoffel Darboux formula (2.1)
Now, Proof. If j ¼ 0, then let us consider 1=½u n ðzÞ r , which tends to zero l: u: in jzj > 1, because (2.2). Taking derivatives in the above expression, we get lim n u 0 n ðzÞ=½u n ðzÞ rþ1 ¼ 0 l: u: in jzj > 1.
If we suppose that the assertion is true for j, then, From here, the statement holds using the induction hypothesis. Ã Proposition 3.5. Assume that l 2 N and let l 1 be as in Lemma 3.3. Then
holds l: u: in jzj > 1 if jcj P 1, and uniformly in jzj P 1 if jcj > 1: Furthermore, we get
Proof. From (3.4), we deduce
from Lemma 2.6. Thus, by using Lemma 2.6 (ii),
l: u: in jzj > 1 if jcj P 1, and uniformly in jzj P 1 if jcj > 1. Ã Proposition 3.6. Let l 2 N; p 2 N; and let l pþ1 be the measure given by dl pþ1 ¼ jz À cj 2ðpþ1Þ dl. Then, for the polynomials u n ðz; dl pþ1 Þ;
holds l: u: in jzj > 1 if jcj P 1, and uniformly in jzj P 1 if jcj > 1: Furthermore,
Proof. Lemma 3.3 implies that l j , given by dl j ¼ jz À cj 2j dl, belongs to the N class, for j ¼ 0; 1; . . . ; p þ 1. From (3.5) and Proposition 3.5, we get Proof. It is straightforward from (3.2) and Lemma 3.1. Ã Now, let l be a probability measure with T as support. Let us assume that l 2 N, c 2 C, and p 2 N: Again, we write u n ðz; dl j Þ the nth orthonormal polynomial with respect to l j , and K n ðz; y; dl j Þ the corresponding nth kernel, j ¼ 0; 1; . . . ; p þ 1. For fixed m 2 N, with m P p; we define the linear operator It is easy to prove that For each m P p and each j ¼ 0; . . . ; p, we shall denote 
Since B pþ1 ¼ 0; (3.6) becomes 
Proof. Thus, the statement follows immediately. Assume it is true for 0; 1; . . . ; j À 1. Then, if k ¼ 1, we obtain from (3.8)
The induction hypothesis gives
and, for k ¼ 2; . . . ; j in (3.8), 
Proof. By the Cauchy Schwarz's inequality we have
Hence, and it is enough to use (i). Ã Theorem 3.13. If l 2 N and jcj > 1, the spectral radius of ½MðnÞ À1 ; qð½MðnÞ À1 Þ, tends to zero when n ! 1. 
according to Corollary 3.10. Assume that the hypothesis is true for j À 1. Then,
Since Lemma (3.11) and (3.10), 
Ã
Now, we will explain not only how to expand the polynomial u nÀp ðz; dl pþ1 Þ in terms of u nþ1 ðzÞ and u Ã nþ1 ðzÞ, but also to find several asymptotic properties for the expansion coefficients.
Let us consider (3.3) for all n P p. Remark that, for n ¼ p; the bracket in the second member is the difference between u pþ1 ðzÞ and his Taylor polynomial of degree p.
Proposition 3.14. The sequence ðT n ðzÞÞ n P p satisfies the following recurrence relation
Proof. We have
Then, because (3.13), it follows
and, from (3.14), we can conclude the proof. Ã Applying the operator F n in the Christoffel Darboux formula (2.1), we obtain So, if z c 6 ¼ 1;
is obtained. Remember that B is nilpotent ðB pþ1 ¼ 0Þ. Thus,
Proposition 3.15. If c 6 ¼ 0, then, for each n P p þ 1 there are two polynomials P ðz; nÞ and Qðz; nÞ; such that ð1 À c zÞ pþ1 ðz À cÞ pþ1 u nÀpÀ1 ðz; dl pþ1 Þ ¼ P ðz; nÞ u n ðzÞ þ Qðz; nÞ u Ã n ðzÞ: with deg P ðz; nÞ ¼ p þ 1 and deg Qðz; nÞ 6 p.
Proof. Carrying (3.15) on (3.12) , we obtain
From here, we get and degP P ðz; nÞ ¼ 1, degQ Qðz; nÞ 6 0. From (2.2), Lemma 2.6 (i), and Proposition 3.5, the above statement for P P ðz; nÞ andQ Qðz; nÞ can be deduced in a straightforward way.
Assume that our assertion is true for p À 1: There are two polynomials P P ðz; nÞ andQ Qðz; nÞsuch that and our results follow. Ã
Orthogonal polynomials related to a Sobolev-type inner product
Let ðu n Þ n2N be an orthonormal polynomial sequence related to a probability measure l supported in T which induces an inner product ðÁ; ÁÞ on P: For c 2 C and A 2 C ðpþ1; pþ1Þ ðp 2 NÞ, we define in P the Sobolev-type inner product We say that w n 2 P n is the nth (left) orthonormal polynomial with respect to hÁ; Ái if
The definition for the right orthonormal polynomials is analogous. Both of them are the same when A is an Hermitian matrix, because hÁ; Ái is Hermitian. holds, where c n > 0 is the leading coefficient of w n .
Proof. Notice that w n ðzÞ À ðc n =j n Þ u n ðzÞ 2 P nÀ1 : Then, we have w n ðyÞ À c n j n u n ðyÞ; K nÀ1 ðy; zÞ ¼ w n ðzÞ À c n j n u n ðzÞ:
On the other hand, Proof. Taking derivatives of order p in (4.1) for z ¼ c, w n ðcÞ ¼ c n j n u n ðcÞ À w n ðcÞ A Mðn À 1Þ: Ã Proposition 4.3. If w n exists, then we get c n j n ðu n ; u n Þ ¼ j n c n hw n ; w n i À w n ðcÞ A u n ðcÞ ½ H :
Proof. From w n ðzÞ ¼ c n j n u n ðzÞ þ ðlower degree termsÞ; u n ðzÞ ¼ j n c n w n ðzÞ þ ðlower degree termsÞ;
we obtain ðw n ; u n Þ ¼ c n j n ðu n ; u n Þ; ðw n ; u n Þ ¼ hw n ; u n i À w n ðcÞ A u n ðcÞ ½ Then, if we derive p times in the above expression and we evaluate it in z ¼ c; we have
For k ¼ 0; 1; . . . ; n À 1, we get
Thus, if k < n, hW n ; u k i ¼ 0 follows immediately. For k ¼ n we have
Now, consider the matrix identities 
Thus, since Mðn þ pÞ is positive definite and lim r!1 A À1 ¼ 0, it follows that lim r!1 j nþpþ1 c nþpþ1 ðAÞ
Furthermore,
Let n be fixed, and let us consider an arbitrary compact subset H & C. exists for all n P n 0 :
Proof. Since Theorem 4.4, we can guarantee that there exists w n , for all n P n 0 ; when det ðI þ A Mðn À 1ÞÞ 6 ¼ 0: Notice that
As lim n qð½Mðn À 1Þ À1 Þ ¼ 0, then lim n det ðI þ A À1 ½Mðn À 1Þ À1 Þ ¼ det ðIÞ ¼ 1 (Theorem 3.13), that is, there exists n 0 2 N such that det ½I þ A Mðn À 1Þ > 0; for n P n 0 . Ã By using (4.1), then w n ðzÞ ¼ c n j n u n ðzÞ À u n ðcÞ ½I þ A Mðn À 1Þ À1 A K nÀ1 ðz; cÞ ½ T :
If we denote R n ðzÞ :¼ ½I þ A MðnÞ À1 A K n ðz; cÞ ½ T ; ð4:6Þ it follows that w n ðzÞ ¼ c n j n u n ðzÞ ½ Àu n ðcÞ R nÀ1 ðzÞ: ð4:7Þ
The R n ðzÞ are the analogous expressions to the T n ðzÞ, which are defined in (3.13), and those verify a similar relationship to the one given in Proposition 3.14: Proof. Note that the equivalence for these both conditions follows immediately from Proposition 3.6. We shall denoteû u n ðzÞ ¼ ð1=j n Þ u n ðzÞ,û u n ðz; dl pþ1 Þ ¼ ð1=j n ðdl pþ1 ÞÞ u n ðz; dl pþ1 Þ, andŵ w n ðzÞ ¼ ð1=c n Þ w n ðzÞ the corresponding nth monic orthogonal polynomials. From (3.14) and (4.7), we have So, the statement is proved. Ã Corollary 5.3. There is n 0 2 N such that, for n P n 0 , the nth Sobolev-type orthonormal polynomial w n has exactly p þ 1 zeros in jzj > 1; which accumulate in c; while the remaining zeros belong to jzj < 1.
Proof. Taking 
