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Abstract
We introduce and study the domain wall boundary partition function of the integrable
six-vertex model with triangular boundary. We first formulate the domain wall boundary
partition function with triangular boundary by using the Uq(sl2) R-matrix and a special
class of the K-matrix. By using its graphical representation, we make the Izergin-Korepin
analysis with the help of the Yang-Baxter relation and the reflection equation to give a
characterization of the partition function. The explict form of the symmetric function
representing the partition function is presented by showing that it satisfies all the required
properties.
1 Introduction
Partition functions are the most fundamental and important objects in statistical physics
and mathematical physics. It is almost impossible to compute them exactly for large systems
in general. However, for the case of integrable lattice models [1, 2, 3, 4], partition functions
with special boundary conditions can be computed by fully using the power of integrability,
and have gained interest because of their connections with pure mathematics, especially in
the field of representation theory and algebraic combinatorics. The domain wall boundary
partition function [5, 6] is one of the most basic and classical types of partition functions of
integrable lattice models, which had a great influence on the field of algebraic combinatorics
in 1990s, since it was noticed that taking certain limit of the determinant form of the domain
wall boundary partition function gives the generating function of the enumeration of the
alternating sign matrix [7, 8, 9, 10]. Also investigated subjects were its relation with classical
integrable models [11], asymptotics in the thermodynamic limit [12, 13, 14], to list a few.
One of the interesting topics on the domain wall boundary partition functions is to analyze
partition functions with other boundary conditions. One of them is to mix the domain
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wall boundary with other exotic boundary conditions, for which cases one may have the
possibilities to appply the Izergin-Korepin technique, which is very useful to characterize
and compute the partition functions exactly. In many cases they have applications to the
enumeration of the alternating sign matrices [9, 10, 15, 16, 17, 18, 19].
In this paper, we introduce and study one of the variants of the domain wall boundary
partition function. We consider the mixture of the domain wall boundary and triangular
boundary. The motivation of dealing with this boundary condition comes from the fact that
the partition function considered in this paper can be interpreted as natural extensions of
combinatorial objects such as the non-intersecting lattice paths and excited Young diagrams
in Schubert calculus [20, 21, 22, 23, 24]. Many of those combinatorial objects use the q = 0
degeneration of the Uq(sl2) R-matrix as bulk weights, and our aim is to study the quantum
group deformation of symmetric functions combinatorially realized by those objects. This is
a first step in this direction, and we will use the result obtained in this paper to investigate
the properties of a more generic class of symmetric functions.
This paper is organized as follows. In the next section, we first list the Uq(sl2) R-matrix
and the triangular K-matrix which we use in this paper. Using these R-matrix and K-
matrix, we introduce the domain wall boundary partition function with triangular boundary.
In section 3, we make the Izergin-Korepin analysis and list the properties needed to determine
the explicit form of the partition function. In section 4, we present the symmetric function
which gives the explicit form of the partition function by showing that it satisfies all the
required properties. Section 5 is devoted to conclusion.
2 Domain wall boundary partition function with triangular
boundary
In this section, we first introduce the Uq(sl2) R-matrix and theK-matrix which will be used as
local pieces of the partition function. Next, we formulate the domain wall boundary partition
function with triangular boundary using the R-matrix and the K-matrix.
The most fundamental objects in integrable lattice models are the R-matrix. In this
paper, we use the following Uq(sl2) R-matrix [25, 26]
Rab(u,w) =


u− tw 0 0 0
0 t(u− w) (1− t)u 0
0 (1− t)w u− w 0
0 0 0 u− tw

 , (2.1)
acting on the tensor product Wa ⊗Wb of the complex two-dimensional space Wa. Let us
denote the orthonormal basis of Wa and its dual as {|0〉a, |1〉a} and {a〈0|, a〈1|}, and the
matrix elements of the R-matrix as a〈γ|b〈δ|Rab(u,w)|α〉a|β〉b = [Rab(u,w)]
γδ
αβ . The matrix
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elements of the R-matrix are explicitly given as
a〈0|b〈0|Rab(u,w)|0〉a|0〉b = u− tw, (2.2)
a〈0|b〈1|Rab(u,w)|0〉a|1〉b = t(u−w), (2.3)
a〈0|b〈1|Rab(u,w)|1〉a|0〉b = (1− t)u, (2.4)
a〈1|b〈0|Rab(u,w)|0〉a|1〉b = (1− t)w, (2.5)
a〈1|b〈0|Rab(u,w)|1〉a|0〉b = u− w, (2.6)
a〈1|b〈1|Rab(u,w)|1〉a|1〉b = u− tw. (2.7)
The R-matrix (2.1) satsifies the Yang-Baxter relation
Rab(u, v)Rac(u,w)Rbc(v,w) = Rbc(v,w)Rac(u,w)Rab(u, v), (2.8)
acting on Wa ⊗Wb ⊗Wc.
See Figures 1 and 2 for the graphical description of the R-matrix and the Yang-Baxter
relation used in this paper. The R-matrices have origins in statistical physics, and |0〉 or its
dual 〈0| can be regarded as a spin up state, while |1〉 or its dual 〈1| can be interpretted as
a spin down state from the point of view of statistical physics. We sometimes use the terms
spin up states (up spins) and spin down states (down spins) to describe states constructed
from |0〉, 〈0|, |1〉 and 〈1| since they are convenient for the description of the states.
Figure 1: The R-matrix R(u,w) (2.1). We regard that each line is a representation space and
carries a spectral parameter. In this picture, the horizontal line carries a spectral parameter
u, while the vertical line carries w.
We also introduce the triangular K-matrix acting on Wa (see Figure 3)
Ka(u) =
(
Bu−A 0
u− u−1 Bu−1 −A
)
, (2.9)
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Figure 2: The Yang-Baxter relation (2.8). The left and right figure represents
Rab(u, v)Rac(u,w)Rbc(v,w) and Rbc(v,w)Rac(u,w)Rab(u, v) respectively.
where A and B are arbitrary complex parameters. The matrix elements are explicitly given
by
a〈0|Ka(u)|0〉a = Bu−A, (2.10)
a〈0|Ka(u)|1〉a = 0, (2.11)
a〈1|Ka(u)|1〉a = Bu
−1 −A, (2.12)
a〈1|Ka(u)|0〉a = u− u
−1. (2.13)
The K-matrix (2.9) together with the R-matrix satisfy the following relation
Rba(u/w)Kb(u)Rab(uw)Ka(w) = Ka(w)Rba(uw)Kb(u)Rab(u/w), (2.14)
which is called as the reflection equation or the boundary Yang-Baxter equation [27]. The
reflection equation ensures the integrability at the boundary, and we use this particular
K-matrix as local pieces of the partition function at the boundary. Note that (2.9) can be
regarded as a specialization of the full K-matrix which satisfies the reflection equation (2.14).
See Figure 4 for the grahical representation of the reflection equation.
To introduce the domain wall boundary partition function with triangular boundary, we
introduce the tensor product of the Fock spaces W−n ⊗ · · · ⊗W−1 ⊗W1 ⊗ · · · ⊗Wm. Note
that here we do not introduce a Fock space named W0.
We next define the following monodromy matrix Tj(u1, . . . , uj |w1, . . . , wm), j = 1, . . . , n
4
Figure 3: The K-matrix K(u) (2.9). We regard that the horizontal line carries a spectral
parameter u, while the vertical line carries its inverse u−1.
using the R-matrix and the K-matrix as
Tj(u1, . . . , uj |w1, . . . , wm)
=R−j,m(uj , wm) · · ·R−j,1(uj , w1)R−j,−1(uju1, 1) · · ·R−j,−j+1(ujuj−1, 1)K−j(uj), (2.15)
which acts on W−j ⊗ · · · ⊗W−1 ⊗W1 ⊗ · · · ⊗Wm. See Figure 5 for a pictorial description of
(2.15).
Now we define the domain wall boundary partition function with triangular boundary
Zn,m(u1, . . . , un|w1, . . . , wm) by using the monodromy matrix Tj(u1, . . . , uj |w1, . . . , wm) as
Zn,m(u1, . . . , un|w1, . . . , wm)
=〈0n1m|T1(u1|w1, . . . , wm) · · ·Tn(u1, . . . , un|w1, . . . , wm)|Ω〉n+m, (2.16)
where the states 〈0n1m| and |Ω〉n+m are defined as
〈0n1m| = −n〈0| ⊗ · · · ⊗ −1〈0| ⊗ 1〈1| ⊗ · · · ⊗ m〈1|, (2.17)
|Ω〉n+m = |0〉−n ⊗ · · · ⊗ |0〉−1 ⊗ |0〉1 ⊗ · · · ⊗ |0〉m. (2.18)
We abbreviate Zn,m(u1, . . . , un|w1, . . . , wm) as Zn,m({u}n|{w}m). Here {u}n and {w}m means
{u1, . . . , un} and {w1, . . . , wm} as a set. We can write in this form since Zn,m({u}n|{w}m)
is in fact symmetric with respect to {u}n and {w}m respectively. The symmetry of {u}n
will be shown in the next section. See Figure 6 for the graphical description of the parti-
tion function Zn,m({u}n|{w}m). For the purpose of the description of the Izergin-Korepin
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Figure 4: The reflection equation (2.14). The left and right figure represents
Rba(u/w)Kb(u)Rab(uw)Ka(w) and Ka(w)Rba(uw)Kb(u)Rab(u/w) respectively.
analysis which will be given in the next section, We give another description of the parti-
tion function Zn,m({u}n|{w}m) using “vertical” operators instead of “horizontal” operators
Tj(u1, . . . , uj |w1, . . . , wm). We first define the operator S−j(uj ;uj+1, . . . , un), j = 1, . . . ,m as
S−j(uj ;uj+1, . . . , un) = K−j(uj)R−j−1,−j(uj+1uj , 1) · · ·R−n,−j(unuj , 1), (2.19)
which is an operator from W−n ⊗ · · · ⊗W−j to itself (Figure 7 left).
We next define the operator Bj(wj ;u1, . . . , un), j = 1, . . . , n as
Bj(wj ;u1, . . . , un) = j〈1|R−1,j(u1, wj) · · ·R−n,j(un, wj)|0〉j , (2.20)
which is an operator from W−n ⊗ · · · ⊗W−1 to itself (Figure 7 right).
Using these “vertical” operators, the partition function Zn,m({u}n|{w}m) can be ex-
pressed as
Zn,m({u}n|{w}m) =−n〈0| ⊗ · · · ⊗ −1〈0|Bm(wm;u1, · · · , un) · · · B1(w1;u1, · · · , un)
× S−1(u1;u2, . . . , un) · · · S−n(un)|0〉−n ⊗ · · · ⊗ |0〉−1. (2.21)
3 Izergin-Korepin analysis
In this section, we list and prove the properties of the partition function Zn,m({u}n|{w}m)
defined in the last section, which we shall call this type of method of characterizing partition
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Figure 5: The monodromy matrix Tj(u1, . . . , uj |w1, . . . , wm) (2.15).
functions as the Izergin-Korepin analysis [5, 6], since it was invented by them when introduc-
ing and investigating the ordinary domain wall boundary partition function. See also [28] for
a remarkable generalizion of the Izergin-Korepin analysis to the scalar products.
Proposition 3.1. The domain wall boundary partition function with triangular boundary
Zn,m({u}n|{w}m) satisfies the following properties.
(1) Zn,m({u}n|{w}m) is a polynomial of degree n− 1 in wm.
(2) Zn,m({u}n|{w}m) is symmetric with respect to uj, j = 1, . . . , n.
(3) The following recursive relations between the domain wall boundary partition functions
hold (Figure 9):
Zn,m({u}n|{w}m)|wm=t−1uℓ =(1− t)
n∏
j=1
j 6=ℓ
(tuj − uℓ)
n∏
j=1
(ujuℓ − 1)
m−1∏
j=1
(uℓ − wj)
× Zn−1,m−1({u1, . . . , uℓ−1, uℓ+1, . . . , un}|{w}m−1). (3.1)
(4) The following explicit evaluations hold for the case m = 1 (Figure 10):
Zn,1({u}n|w)|w=t−1uℓ
=(1− t)
n∏
j=1
j 6=ℓ
(tuj − uℓ)(Buj −A)
n∏
j=1
(ujuℓ − 1)
∏
1≤j<k≤n
j,k 6=ℓ
(ujuk − t). (3.2)
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Figure 6: The domain wall boundary partition function with triangular boundary
Zn,m({u}n|{w}m) (2.16).
Proof. Property (1) can be shown in the same way with the ordinary domain wall boundary
partition function. Inserting the completeness relation in one spin down state sector
n∑
j=1
|0n−j10j−1〉〈0n−j10j−1| = Id, (3.3)
|0n−j10j−1〉 = |0〉−n ⊗ · · · ⊗ |0〉−j−1 ⊗ |1〉−j ⊗ |0〉−j+1 ⊗ · · · ⊗ |0〉−1, (3.4)
〈0n−j10j−1| = −n〈0| ⊗ · · · ⊗ −j−1〈0| ⊗ −j〈1| ⊗ −j+1〈0| ⊗ · · · ⊗ −1〈0|, (3.5)
into (2.21), we have
Zn,m({u}n|{w}m) =
n∑
j=1
−n〈0| ⊗ · · · ⊗ −1〈0|Bm(wm;u1, · · · , un)|0
n−j10j−1〉
× 〈0n−j10j−1|Bm−1(wm−1;u1, · · · , un) · · · B1(w1;u1, · · · , un)
× S−1(u1;u2, . . . , un) · · · S−n(un)|0〉−n ⊗ · · · ⊗ |0〉−1. (3.6)
Since the parts depending on wm in the right hand side of (3.6) come only from the matrix
elements −n〈0| ⊗ · · · ⊗−1〈0|Bm(wm;u1, · · · , un)|0
n−j10j−1〉 and they can be easily calculated
with the help of their graphical representation
−n〈0| ⊗ · · · ⊗ −1〈0|Bm(wm;u1, · · · , un)|0
n−j10j−1〉
= (1− t)uj
j−1∏
k=1
(tuk − tw)
n∏
k=j+1
(uk − tw), (3.7)
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Figure 7: The first “vertical” operator S−j(uj ;uj+1, . . . , un) (2.19) (left) and the second
“vertical” operator Bj(wj ;u1, . . . , un) (2.20) (right).
one concludes that the partition function Zn,m({u}n|{w}m) is a polynomial of degree n − 1
in wm.
Property (2) can be shown by the standard railroad argument using the Yang-Baxter
relation and the reflection equation repeatedly. We can show that Zn,m(u1, . . . , un|{w}m) is
invariant under the exchange uj ←→ uj+1 as follows. First, we use the following action of
the R-matrix
(uj − tuj+1)
−1
−j−1〈0| ⊗ −j〈0|R−j,−j−1(uj , uj+1) = −j−1〈0| ⊗ −j〈0|, (3.8)
to insert R−j,−j−1(uj , uj+1) inside Zn,m(u1, . . . , un|{w}m) as
Zn,m(u1, . . . , un|{w}m) = (uj − tuj+1)
−1
× −n〈0| ⊗ · · · ⊗ −1〈0|R−j,−j−1(uj , uj+1)Bm(wm;u1, · · · , un) · · · B1(w1;u1, · · · , un)
× S−1(u1;u2, . . . , un) · · ·S−n(un)|0〉−n ⊗ · · · ⊗ |0〉−1. (3.9)
We apply the Yang-Baxter relation (2.8) repeatedly to move the R-matrix inside to get
Zn,m(u1, . . . , un|{w}m) = (uj − tuj+1)
−1
× −n〈0| ⊗ · · · ⊗ −1〈0|Bm(wm;u1, · · · , uj+1, uj , · · · un) · · · B1(w1;u1, · · · , uj+1, uj , · · · , un)
×R−j,−j−1(uj , uj+1)S−1(u1;u2, . . . , un) · · ·S−n(un)|0〉−n ⊗ · · · ⊗ |0〉−1. (3.10)
At the boundary, we first apply the reflection equation (2.14) and then subsequently use the
Yang-Baxter relation (2.8) repeatedly again to push the R-matrix up to the top boundary,
9
Figure 8: The railroad argument using the Yang-Baxter relation and the reflection equation
to show the invariance of the partition function Zn,m(u1, . . . , un|{w}m) under the exchange
uj ←→ uj+1 (Property (2)).
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Figure 9: The recursion relation Zn,m({u}n|{w}m) at wm = t
−1un (3.1) .
and we get
Zn,m(u1, . . . , un|{w}m) = (uj − tuj+1)
−1
× −n〈0| ⊗ · · · ⊗ −1〈0|Bm(wm;u1, · · · , uj+1, uj , · · · un) · · · B1(w1;u1, · · · , uj+1, uj , · · · , un)
× S−1(u1;u2, . . . , un) · · ·S−j(uj+1;uj , · · · , un)S−j−1(uj ;uj+2, · · · , un) · · ·S−n(un)
×R−j−1,−j(uj , uj+1)|0〉−n ⊗ · · · ⊗ |0〉−1. (3.11)
Finally, we use the action of the R-matrix
(uj − tuj+1)
−1R−j−1,−j(uj , uj+1)|0〉−j−1 ⊗ |0〉−j = |0〉−j−1 ⊗ |0〉−j , (3.12)
to get
Zn,m(u1, . . . , un|{w}m) = (uj − tuj+1)
−1
× −n〈0| ⊗ · · · ⊗ −1〈0|Bm(wm;u1, · · · , uj+1, uj , · · · un) · · · B1(w1;u1, · · · , uj+1, uj , · · · , un)
× S−1(u1;u2, . . . , un) · · ·S−j(uj+1;uj , · · · , un)S−j−1(uj ;uj+2, · · · , un) · · ·S−n(un)
× |0〉−n ⊗ · · · ⊗ |0〉−1 = Zn,m(u1, . . . , uj+1, uj , . . . , un|{w}m), (3.13)
which shows the invarince of Zn,m(u1, . . . , un|{w}m) under the exchange uj ←→ uj+1. See
Figure 8 which illustrates the railroad argument. We remark that Zn,m({u}n|{w}m) is also
symmetric with respect to wj , j = 1, . . . ,m, which can proved in a similar but simpler way
in the sense that one only needs to use the Yang-Baxter relation.
Property (3) can be proved with the help of the graphical representation of Zn,m({u}n|{w}m).
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Figure 10: The recursion relation Zn,m({u}n|{w}m) at w = t
−1un for the case m = 1 (3.2).
It is enough to show the case ℓ = n
Zn,m({u}n|{w}m)|wm=t−1un
=(1− t)
n−1∏
j=1
(tuj − un)
n∏
j=1
(ujun − 1)
m−1∏
j=1
(un − wj)Zn−1,m−1({u}n−1|{w}m−1), (3.14)
since the remaining cases follow by using the symmetry property with respect to the param-
eters {uj} which we have just showed before (Property (2)).
To show (3.14), let us see what happens when one sets wm as wm = t
−1un (see Figure
9). One first sees that the R-matrix at the top right corner freezes due to the vanishing
property −n〈0|m〈0|R(un, wm = t
−1un)|0〉−n|0〉m = 0. Then using the ice rule of the R-matrix
a〈γ|b〈δ|Rab(u,w)|α〉a|β〉b = 0 unless α+ β = γ + δ, one finds the top row and the rightmost
column freeze. The total contribution of the weights from the freezed part can be calculated
by multiplying all the matrix elements of the R-matrix and the K-matrix which appear, and
we find it is given by (1−t)
∏n−1
j=1 (tuj−un)
∏n
j=1(ujun−1)
∏m−1
j=1 (un−wj). Next, one finds that
the remaining unfreezed part is nothing but the partition function Zn−1,m−1({u}n−1|{w}m−1),
from which one concludes that Zn,m({u}n|{w}m) evaluated at wm = t
−1un is the product of
(1− t)
∏n−1
j=1 (tuj − un)
∏n
j=1(ujun − 1)
∏m−1
j=1 (un − wj) and Zn−1,m−1({u}n−1|{w}m−1).
Property (4) can be regarded as the initial condition of the recursion relation (Property
(3)), and can be shown in the same way as Property (3). Figure 10 shows the case ℓ = n
12
(here we denote w1 as w for simplicity)
Zn,1({u}n|w)|w=t−1un
=(1− t)
n−1∏
j=1
(tuj − un)(Buj −A)
n∏
j=1
(ujun − 1)
∏
1≤j<k≤n−1
(ujuk − t). (3.15)
From its graphical representation, one finds great simplication occurs for the partition func-
tion Zn,1({u}n|w). When one sets w = t
−1un, one first finds that the top row and the right-
most column freeze since what we are dealing with is a special casem = 1 of Zn,m({u}n|{w}m).
We make a further observation on Zn,1({u}n|w). Using the property a〈0|Ka(u)|1〉a = 0 of the
triangular K-matrix (2.9), one finds that all spins on the bottom row freeze, and this freezing
process continues and we finally find that all spins get freezed. Multiplying all the appearing
matrix elements of the R-matrix and the K-matrix, one finds the total contribution is given
by (1− t)
∏n−1
j=1 (tuj − un)(Buj −A)
∏n
j=1(ujun − 1)
∏
1≤j<k≤n−1(ujuk − t).
4 Solution
In this section, we present the explicit form of the symmetric function which represents
the domain wall boundary partition function with triangular boundary Zn,m({u}n|{w}m) by
showing that it satisfies all the required properties derived in the last section.
Theorem 4.1. The domain wall boundary partition function with triangular boundary
Zn,m({u}n|{w}m) is explicitly expressed as the following symmetric function
Zn,m({u}n|{w}m)
=
1
(n−m)!
∑
σ∈Sn
∏
1≤j<k≤m
(uσ(j) − twk)
tuσ(j) − uσ(k)
uσ(j) − uσ(k)
(uσ(j)uσ(k) − 1)
×
∏
m+1≤j≤n
1≤k≤m
(uσ(j) − twk)
tuσ(j) − uσ(k)
uσ(j) − uσ(k)
(uσ(j)uσ(k) − 1)
×
∏
1≤k<j≤m
(uσ(j) − wk)
∏
m+1≤j<k≤n
(uσ(j)uσ(k) − t)
×
m∏
j=1
(1− t)(u2σ(j) − 1)
n∏
j=m+1
(Buσ(j) −A). (4.1)
Proof. Let us denote the right hand side of (4.1) as fn,m(u1, . . . , un|{w}m) = fn,m({u}n|{w}m).
We prove this theorem by showing that the function fn,m(u1, . . . , un|{w}m) satisfies all the
four Properties in Proposition 3.1. It is easy to see that fn,m(u1, . . . , un|{w}m) is a polynomial
of degree n−1 in wm since each summand contains
∏
1≤j<m
(uσ(j)− twm)
∏
m+1≤j≤n
(uσ(j)− twm)
and there is no other part depending on wm. It is also easy to find that fn,m(u1, . . . , un|{w}m)
is symmetric with respect to uj, j = 1, . . . , n, since the sum is over all permutations of the
variables uj, j = 1, . . . , n.
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Let us show Property (3). It is enough to show the case ℓ = n of (3.1) due to the symmetry
of the variables uj, j = 1, . . . , n we have just seen. First, noting that there is a factor
∏
1≤j<k≤m
(uσ(j) − twk)
∏
m+1≤j≤n
1≤k≤m
(uσ(j) − twk), (4.2)
in each summand, one finds that after substituting wm = t
−1un, only the summands satisfying
σ(m) = n survive. Keeping this in mind, one rewrites fn,m({u}n|{w}m)|wm=t−1un by using
the symmetric group Sn−1 where every σ
′ ∈ Sn−1 satisfies {σ
′(1), · · · , σ′(m − 1), σ′(m +
1), · · · , σ′(n)} = {1, · · · , n− 1} as follows:
fn,m({u}n|{w}m)|wm=t−1un
=
1
(n−m)!
∑
σ′∈Sn−1
∏
1≤j<k≤m−1
(uσ′(j) − twk)
tuσ′(j) − uσ′(k)
uσ′(j) − uσ′(k)
(uσ′(j)uσ′(k) − 1)
×
∏
m+1≤j≤n
1≤k≤m−1
(uσ′(j) − twk)
tuσ′(j) − uσ′(k)
uσ′(j) − uσ′(k)
(uσ′(j)uσ′(k) − 1)
×
m−1∏
j=1
(tuσ′(j) − un)(uσ′(j)un − 1)
n∏
j=m+1
(tuσ′(j) − un)(uσ′(j)un − 1)
×
∏
1≤k<j≤m−1
(uσ′(j) − wk)
m−1∏
k=1
(un − wk)
∏
m+1≤j<k≤n
(uσ′(j)uσ′(k) − t)
× (1− t)(u2n − 1)
m−1∏
j=1
(1− t)(u2σ(j) − 1)
n∏
j=m+1
(Buσ′(j) −A). (4.3)
One easily notes that the factors
m−1∏
k=1
(un−wk) and (1−t)(u
2
n−1) in the sum are independent of
the permutation S′n−1. One also finds the factor
m−1∏
j=1
(tuσ′(j)−un)(uσ′(j)un−1)
n∏
j=m+1
(tuσ′(j)−
un)(uσ′(j)un − 1) is also independent of S
′
n−1 since we have
m−1∏
j=1
(tuσ′(j) − un)(uσ′(j)un − 1)
n∏
j=m+1
(tuσ′(j) − un)(uσ′(j)un − 1)
=
n−1∏
j=1
(tuj − un)(ujun − 1). (4.4)
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Thus, (4.3) can be rewritten furthermore as
fn,m({u}n|{w}m)|wm=t−1un
=(1− t)(u2n − 1)
n−1∏
j=1
(tuj − un)(ujun − 1)
m−1∏
k=1
(un − wk)
×
1
(n−m)!
∑
σ′∈Sn−1
∏
1≤j<k≤m−1
(uσ′(j) − twk)
tuσ′(j) − uσ′(k)
uσ′(j) − uσ′(k)
(uσ′(j)uσ′(k) − 1)
×
∏
m+1≤j≤n
1≤k≤m−1
(uσ′(j) − twk)
tuσ′(j) − uσ′(k)
uσ′(j) − uσ′(k)
(uσ′(j)uσ′(k) − 1)
×
∏
1≤k<j≤m−1
(uσ′(j) − wk)
∏
m+1≤j<k≤n
(uσ′(j)uσ′(k) − t)
×
m−1∏
j=1
(1− t)(u2σ(j) − 1)
n∏
j=m+1
(Buσ′(j) −A). (4.5)
Noting
1
(n−m)!
∑
σ′∈Sn−1
∏
1≤j<k≤m−1
(uσ′(j) − twk)
tuσ′(j) − uσ′(k)
uσ′(j) − uσ′(k)
(uσ′(j)uσ′(k) − 1)
×
∏
m+1≤j≤n
1≤k≤m−1
(uσ′(j) − twk)
tuσ′(j) − uσ′(k)
uσ′(j) − uσ′(k)
(uσ′(j)uσ′(k) − 1)
×
∏
1≤k<j≤m−1
(uσ′(j) − wk)
∏
m+1≤j<k≤n
(uσ′(j)uσ′(k) − t)
×
m−1∏
j=1
(1− t)(u2σ(j) − 1)
n∏
j=m+1
(Buσ′(j) −A)
=fn−1,m−1({u}n−1|{w}m−1), (4.6)
one finds that (4.5) is nothing but the following recursion relation for fn,m({u}n|{w}m)
fn,m({u}n|{w}m)|wm=t−1un
=(1− t)
n−1∏
j=1
(tuj − un)
n∏
j=1
(ujun − 1)
m−1∏
j=1
(un − wj)fn−1,m−1({u}n−1|{w}m−1), (4.7)
which the partition function Zn,m({u}n|{w}m) must satsify. Hence, Property (3) is proved.
Let us finally show Property (4). This can be shown by making further analysis on
fn,m({u}n|{w}m)|wm=t−1un for the case m = 1. We first write down the case m = 1 of (4.5)
which we used to prove Property (3) (we denote w1 as w).
fn,1({u}n|w)|w=t−1un =(1− t)(u
2
n − 1)
n−1∏
j=1
(tuj − un)(ujun − 1)
×
1
(n− 1)!
∑
σ′∈Sn−1
∏
2≤j<k≤n
(uσ′(j)uσ′(k) − t)
n∏
j=2
(Buσ′(j) −A). (4.8)
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Since ∏
2≤j<k≤n
(uσ′(j)uσ′(k) − t) =
∏
1≤j<k≤n−1
(ujuk − t), (4.9)
n∏
j=2
(Buσ′(j) −A) =
n−1∏
j=1
(Buj −A), (4.10)
the summands are all equal, and the sum in the right hand side of (4.8) becomes (n −
1)!
∏
1≤j<k≤n−1
(ujuk − t)
n−1∏
j=1
(Buj −A). Thus, we have the complete factorization
fn,1({u}n|w)|w=t−1un =(1− t)(u
2
n − 1)
n−1∏
j=1
(tuj − un)(ujun − 1)
×
1
(n− 1)!
(n− 1)!
∏
1≤j<k≤n−1
(ujuk − t)
n−1∏
j=1
(Buj −A)
=(1− t)
n−1∏
j=1
(tuj − un)(Buj −A)
n∏
j=1
(ujun − 1)
∏
1≤j<k≤n−1
(ujuk − t),
(4.11)
which implies that fn,1({u}n|w) satisfies the same property with Zn,1({u}n|w). Hence, Prop-
erty (4) is proved.
Having proved that fn,m({u}n|{w}m) satisfies the Properties (1), (2), (3) and (4) in Propo-
sition 3.1, one concludes that the symmetric function fn,m({u}n|{w}m) is the explicit form of
the domain wall boundary partition function with triangular boundary fn,m({u}n|{w}m) =
Zn,m({u}n|{w}m).
5 Conclusion
In this paper, we introduced and investigated the domain wall boundary partition function
of an integrable six-vertex model with triangular boundary. We used the Uq(sl2) R-matrix
as the bulk weights and a triangular K-matrix as the boundary weights. By fully making
use of the graphical representation of the partition function, we made the Izergin-Korepin
analysis on this partition function to find the properties about the degree, symmetry, recursion
relation, initial condition, which one needs to determine its explicit form. We proved that a
certain explicit symmetric function satisfies all the required properties, hence showed that the
symmetric function is the explicit form representing the partition function with triangular
boundary.
One of the motivations for studying the partition function under this triangular boundary
condition is that this is deeply related with other combinatorial objects in algebraic combi-
natorics and Schubert calculus such as the non-intersecting lattice paths and excited Young
diagrams [20, 21, 22, 23, 24]. For example, non-intersecting lattice paths with triangular
boundary can be used to realize the Schur Q-functions combinatorially, and a special case of
the notions of the excited Young diagrams of type B, C, D in Schubert calculus which realize
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(K-theoretic) Schur Q-functions can be regarded as the domain wall boundary partition func-
tion with triangular boundary, with the bulk weights given by an R-matrix of an integrable
five-vertex model and the boundary weights given by a triangular K-matrix. One of our
aims is to extend these combinatorial objects by using the power of quantum integrability:
formulating as partition functions of integrable lattice models using the Uq(sl2) R-matrix as
the bulk weights, and more general triangular K-matrix as the boundary weights.
The domain wall boundary partition function which we investigated in this paper can be
regarded as a special case of a more general class of partition function which is called the
wavefunctions. In the next paper, by extending the Izergin-Korepin analysis of the present
paper, we will investigate the wavefunctions which includes the result of the domain wall
boundary partition function (4.1) as a special case. We remark that the ordinary wavefunc-
tions give the Grothendieck polynomials of type A Grassmannian variety and their quantum
group deformation [29, 30].
One interesting topic related to the main result of this paper is to find out whether there
is a more simplified expression, i.e., whether the symmetric function can be expressed as
Pfaffians or using matrices. As for the ordinary domain wall boundary partition function,
the determinant expression called the Izergin-Korepin determinant [5, 6], is well-known. It
therefore may be possible to express the partition function introduced in this paper by using
matrices.
Another interesting subject to be investigated is to extend the analysis to various inte-
grable models. For example, for the case of elliptic integrable models [31], it is useful to
change the picture to the face models to examine this case. By transforming the formulation
to the face models, using the weights of elliptic face models or equivalently the dynamical
R-matrix as the bulk weights, and using triangular elliptic K-matrix [32, 33] as the boundary
weights, it should be natural to make the Izergin-Korepin analysis likewise. The resulting
expression of the symmetric function must be an elliptic extension of the one presented in this
paper. See [34, 35, 36, 37, 38, 39, 40, 41, 42] for examples on the treatment of the domain wall
boundary partition functions and scalar products in the elliptic and trigonometric face models
with and without reflecting boundary conditions, with various aspects investigated not only
the Izergin-Korepin analysis but also connections to the enumeration of the alternating sign
matrices, and from the point of view of functional relations, multiple integral representations,
the diagonalization technique using the Drinfeld twist and so on. It becomes harder to treat
when going beyond the six-vertex models. However, simplifications may happen when the
quantum group parameter is fixed at roots of unity. See [43] for example on this direction.
It may also be interesting to investigate the model under the boundary condition treated in
this paper.
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