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NON-KA¨HLER EXPANDING RICCI SOLITONS
ANDREW S. DANCER AND MCKENZIE Y. WANG
Abstract. We produce new examples of non-Ka¨hler complete expanding gradient Ricci solitons
on trivial vector bundles over a product of Einstein manifolds with positive scalar curvature.
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0. Introduction
A Ricci soliton consists of a complete Riemannian metric g and a complete vector field X on a
manifold which give a solution to the equation:
(0.1) Ric(g) +
1
2
LXg +
ǫ
2
g = 0
where ǫ is a real constant and L denotes the Lie derivative. The soliton is called steady if ǫ = 0,
expanding if ǫ > 0, and shrinking if ǫ < 0. If X is a Killing field (including the case X = 0), g is
then Einstein. Such a soliton is called trivial. Our main focus in this paper will be on nontrivial
solitons.
Most of the known examples of nontrivial Ricci solitons are Ka¨hler, e.g., [Ko], [Ca], [ChV], [Gu],
[PTV], [FIK], [WZ], [PS], [ACGT], [DW1], [Ya]. In [DW2] we produced a family of non-Ka¨hler
steady solitons generalising examples of Bryant and Ivey [Bry], [Iv].
In this article we produce expanding analogues of the examples in [DW2]; as in that paper our
examples are warped products (over an interval) with an arbitrary number r of factors. In fact the
underlying manifolds are the same as in the steady case: trivial vector bundles over a product of
Einstein manifolds with positive scalar curvature. Since one can easily arrange for the dimensions
of the total spaces of the vector bundles to be odd, our solitons will in general not be Ka¨hler.
Regarding earlier work, for r = 1, a discussion can be found in §5, Chapter 1 of [Cetc]. The case
r = 2 has been studied by Gastel and Kronz [GK] using somewhat different methods (related to
those of C. Bo¨hm [B] in the Einstein case (cf Remark 4.21)).
As is true for most known examples, the above solitons are of gradient type, that is, we have
X = grad u for a smooth function u. Equation (0.1) then becomes
(0.2) Ric(g) + Hess(u) +
ǫ
2
g = 0.
As in the steady case, we produce our examples by analysing a reduction of this equation to a
system of ordinary differential equations. The main difference between the steady and expanding
cases is that the Lyapunov function in the steady situation is no longer one in the expanding case.
Consequently, additional careful analysis of the behaviour of the solution trajectories at the infinite
end is necessary. In particular, we need to use the theory of centre manifolds in studying their
ω-limit sets.
Finally we note that there are numerous homogeneous expanding solitons of non-gradient type
on nilpotent Lie groups, as a result of the work of Lauret [La] and others. Our examples, however,
will in general be inhomogeneous.
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1. Multiple warped products
We consider multiple warped products, that is, metrics of the form
(1.1) dt2 +
r∑
i=1
g2i (t)hi
on I ×M1 × ...×Mr where I is an interval in R and (Mi, hi) are Einstein manifolds with positive
Einstein constants λi. We let di denote the (real) dimension of Mi and n = d1 + · · ·+ dr.
Moreover, the soliton potential u is taken to be a function of t alone.
The shape operator and Ricci endomorphism on the hypersurfaces of constant t are now given
by
Lt = diag
(
g˙1
g1
Id1 , · · · ,
g˙r
gr
Idr
)
Ric♯t = diag
(
λ1
g21
Id1 , · · · ,
λr
g2r
Idr
)
where Im denotes the identity matrix of size m.
Motivated by [Cetc], we introduce new variables
Xi =
√
di
(−u˙+ trL)
g˙i
gi
,(1.2)
Yi =
√
diλi
gi
1
(−u˙+ trL) ,(1.3)
for i = 1, . . . , r, and
(1.4) W =
1
−u˙+ trL.
It is also convenient to introduce a new independent variable s defined by
(1.5)
d
ds
:= W
d
dt
=
1
(−u˙+ trL)
d
dt
.
We use a prime ′ to denote differentiation with respect to s.
In these variables the Ricci soliton system becomes the following equations
X ′i = Xi

 r∑
j=1
X2j − 1

+ Y 2i√
di
+
ǫ
2
(√
di −Xi
)
W 2 ,(1.6)
Y ′i = Yi

 r∑
j=1
X2j −
Xi√
di
− ǫ
2
W 2

 ,(1.7)
W ′ = W

 r∑
j=1
X2j −
ǫ
2
W 2

(1.8)
for i = 1, . . . , r. The constant ǫ above is taken to be positive as we are dealing with the case
of expanding solitons. Note that the system is invariant under the transformations Yi 7→ −Yi or
W 7→ −W .
Conversely, if we have a solution of the above system, we may recover t and the gi from
(1.9) dt =W ds, gi =W
√
diλi
Yi
NON-KA¨HLER EXPANDING RICCI SOLITONS 3
The soliton potential u is recovered from integrating
(1.10) u˙ = tr(L)− 1
W
,
where tr(L) is calculated using
(1.11)
g˙i
gi
=W−1
Xi√
di
.
As in the steady case the equations admit a conservation law
(1.12) L − ǫ
(
u− (n− 1)
2
)
W 2 = CW 2
where C is a constant and L =∑rj=1(X2j + Y 2j )− 1. In fact we showed in [DW1] (cf Remark 2.8)
and §1 of [DW2] that this is a general feature of gradient Ricci soliton equations of cohomogeneity
one type.
2. Trajectories of the equations
A non-Einstein expanding soliton cannot be compact [Per], so, as in the steady case [DW2], we
shall construct complete non-compact soliton metrics where there is a smooth collapse at one end
onto a lower-dimensional submanifold. This can be achieved if we take one factor, say M1, to be a
sphere Sd1 , so the submanifold is then M2 × · · · ×Mr. We can take the end to correspond to t = 0
without any loss of generality, With the normalization λ1 = d1 − 1, the boundary conditions for
the soliton solution to be C2 are the existence of the following limits:
(2.1) g1(0) = 0 : gi(0) = li 6= 0 (i > 1),
(2.2) g˙1(0) = 1 : g˙i(0) = 0 (i > 1),
(2.3) g¨1(0) = 0 : g¨i(0) finite (i > 1),
(2.4) u(0), u˙(0) = 0, u¨(0) finite.
The regularity arguments of [DW2] show that, if in addition the third derivatives of gi tend to
finite limits at t = 0, the soliton is in fact smooth.
With the above remarks in mind, we consider trajectories emanating from the critical point of
(1.6)-(1.8) given by
(2.5) W = 0, X1 = β, Y1 = βˆ, Xi = Yi = 0 (i > 1)
where β = 1√
d1
and βˆ = +
√
1− β2. This critical point lies on the unit sphere in XY -space.
Remark 2.6. One can show that in the expanding case the only critical points of the flow that do
not lie on the unit sphere in XY -space with W = 0 are
(i) the origin O := (W,X, Y ) = (0, 0, 0),
(ii) the points E± := (W,Xi, Yi) = (±
√
2
nǫ ,
√
di
n , 0) where n =
∑r
j=1 dj .
We return now to the critical point (2.5). Linearising about this point gives a system whose
matrix has a 2× 2 block (
3β2 − 1 2ββˆ
ββˆ 0
)
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corresponding to X1, Y1 : the remaining entries are diagonal, with β
2 and β2 − 1 occurring r and
r − 1 times respectively. (The extra β2 term comes from the diagonal W entry in the matrix.)
The eigenvalues are therefore β2 (r times), β2 − 1 (r times), and 2β2. When d1 > 1 the critical
point is hyperbolic. We will assume this for the remainder of the paper.
We will parametrise trajectories emanating from this critical point so that the critical point
corresponds to s = −∞.
We see there is an r-parameter family of trajectories lying in the unstable manifold of this critical
point and not lying in the unit sphere in XY -space.
The equation (1.7) for Yi shows that Yi is never zero unless it is identically zero. We note for
future reference that the sets {Yi = 0} are closed invariant subsets of the flow. Also the system
(1.6)-(1.8) and our initial conditions are invariant under the symmetries Yi 7→ −Yi for i > 1. Hence
we may take Yi to be everywhere positive for i > 1. Since lims→−∞ Y1 = βˆ > 0 we may assume
that Y1 > 0 as well.
Similarly, the equation for W shows that W is either never zero or identically zero. (Again, this
means that {W = 0} is a flow invariant subset.) Now the conservation law (1.12) shows the latter
cannot happen unless the trajectory is contained in the unit sphere
∑r
j=1(X
2
j + Y
2
j ) = 1 and we
are back in the Ricci flat case. Having chosen W to be nonzero, the symmetry of our equations
under W 7→ −W implies that we can take W positive for all time.
Lemma 2.7. The variables Xi are positive for all finite values of s.
Proof. In Eqn (1.6) the coefficient of Xi is negative for large negative s, say for s ≤ s∗. (In fact,
it tends to β2 − 1 = 1d1 − 1.) If Xi is non-positive at some s0 ≤ s∗, the equation (1.6) shows that
X ′i(s0) is positive, hence these inequalities hold on (−∞, s0] and Xi is negative and bounded away
from zero as s tends to −∞, a contradiction to our choice of critical point.
Hence Xi is positive on (−∞, s∗]. But (1.6) shows that X ′i is positive if Xi vanishes, so in fact
Xi stays positive for all time. 
The following equations are easily deduced from (1.6)-(1.8):
Lemma 2.8. We have the equations:
(2.9)
(
W
Yi
)′
=
Xi√
di
(
W
Yi
)
,
(2.10)
(
Xi
Y 2i
)′
=
Xi
Y 2i

−1− r∑
j=1
X2j +
2Xi√
di
+
ǫ
2
W 2

+ 1√
di
+
ǫ
√
di
2
W 2
Y 2i
.
Eqn.(2.9) now gives the following result.
Corollary 2.11. For each i, the function WYi is monotonic increasing: so there exist µi ∈ [0,∞)
and σi ∈ (0,∞] such that lims→−∞ WYi = µi and lims→∞ WYi = σi. 
Remark 2.12. Note that µi = limt→0
gi√
diλi
by (1.3) and we shall show in Prop 4.7 that µi > 0 if
i > 1. Of course µ1 = 0.
3. Long-time behaviour of the flow
We recall from [DW2] the following quantities (the first of which has been referred to already in
the discussion of the conservation law at the end of §1):
(3.1) L =
r∑
i=1
(X2i + Y
2
i )− 1,
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(3.2) H =
r∑
i=1
√
diXi.
It is also convenient to consider
(3.3) Q = L+ ǫ
2
(n − 1)W 2.
Note that, in view of our initial conditions, we have L,Q → 0 and H → 1 as s→ −∞.
Recall that in the steady (ǫ = 0) case, L was a Lyapunov function, since it had the same sign as
its derivative. In the current expanding case this need no longer be true.
In fact we can calculate that our quantities satisfy the equations
(3.4) L′ = 2L
(
r∑
i=1
X2i −
ǫ
2
W 2
)
+ ǫW 2 (H− 1) ,
(3.5) (H− 1)′ =

 r∑
j=1
X2j − 1−
ǫ
2
W 2

 (H− 1) +Q,
(3.6) Q′ = ǫW 2 (H− 1) + 2

 r∑
j=1
X2j −
ǫ
2
W 2

Q.
We have, therefore, equations of the form
(3.7) (H− 1)′ = f1(H− 1) + f2Q
(3.8) Q′ = f3(H− 1) + f4Q,
where (for finite values of s) the fi are real analytic and f2 and f3 are positive.
Repeated differentiation of this system shows that if H− 1 and Q both vanish at some s0, then
they vanish there to all orders and hence are identically zero. These equations further imply that
if H = 1 and Q < 0 at s0 then H′(s0) < 0, while if Q = 0 and H < 1 at s0, then Q′(s0) < 0.
Proposition 3.9. If H < 1 and Q < 0 for large negative s, then these inequalities hold for all
finite s.
Proof. If the inequalities do not hold for all time, consider the first point s0 at which one fails. This
leads to one of the three possibilities above, all of which give a contradiction. 
Next we note that Q < 0 for all s ≤ s∗ implies that H < 1 for all s ≤ s∗. Indeed if we substitute
our conservation law (1.12) into the above equation for H′ and simplify, we obtain
H′ = (1−H)

 r∑
j=1
Y 2i +
ǫ
2
nW 2

+HW 2(C + ǫu).
But in terms of Q, the conservation law is
Q =W 2(C + ǫu).
So if at some s0 ≤ s∗ we have H ≥ 1, then H would be monotone decreasing to the left of s0,
contradicting lims→−∞H = 1.
Proposition 3.10. There is an r-parameter family of our trajectories with H < 1 and Q < 0 for
all finite s.
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Proof. In view of Prop 3.9 and the ensuing discussion, it suffices to observe that there is an r-
parameter family of initial directions at our critical point (2.5) along which Q is strictly decreasing.
These are given by tangent vectors to the unstable manifold which have a negative inner product
with the eigenvector (0, 2β, 0, · · · , 0, βˆ, 0, · · · , 0) of the linearization (associated to the eigenvalue
2β2). 
Corollary 3.11. We have
(1) L < 0 for all finite s, so the trajectory stays in the region ∑rj=1(X2j + Y 2j ) < 1.
(2) W <
√
2
ǫ for all finite s.
(3) All variables W,Xi, Yi are bounded so the flow exists for s ∈ (−∞,∞).
Proof. Now (1) follows from Prop 3.10 since L < Q. If W ≥
√
2
ǫ at some s0, then Eqn.(1.8) implies
that W ′(s0) < 0. Hence W is monotone decreasing to the left of s0, contradicting lims→−∞W = 0.
This proves (2), and (3) follows immediately. We note that a better upper bound for Xi follows
from using H < 1. 
Remark 3.12. It follows from equations (3.7)-(3.8) that the 2r − 1-dimensional submanifold S of
phase space defined by H = 1,Q = 0 is invariant under the flow. As
u′ =Wu˙ =W tr(L)− 1 =
r∑
i=1
√
diXi − 1 = H− 1
we see that trajectories in S give Ricci solitons with constant potential u, that is, Einstein metrics.
We now return to the trajectories of Proposition 3.10, and in particular to the analysis of their
long-time behaviour. Let γ denote such a trajectory (with W,Yi positive).
Recall that the ω-limit set of the trajectory γ is the set
Ω = {(W ∗,X∗, Y ∗) : ∃ sn → +∞ with γ(sn) = (W (sn),X(sn), Y (sn))→ (W ∗,X∗, Y ∗)}.
As our trajectory actually lies in a compact set, we know ([Pk] §3.2) that Ω is a compact, connected,
non-empty set that is invariant under the flow of our equations (both forwards and backwards).
Moreover, by Cor. 2.11, Ω is contained in the set{
W
Yi
= σi, i = 1, . . . , r
}
.
If σi = +∞, this condition is equivalent (since W is bounded) to Yi = 0. If σi is finite, then we
claim that Ω still lies in Yi = 0. To see this, note first that flow-invariance and (2.9) show that Ω
is contained in Xi = 0. Now flow-invariance and Eqn.(1.6) show we must have Yi = W = 0. We
conclude that
Ω ⊂
r⋂
i=1
{(W,X, Y ) : Yi = 0},
which is also a flow invariant set. As well, by Proposition 3.10, Lemma 2.7, and Corollary 3.11, we
also have
(3.13) Ω ⊂
{
0 ≤ Xi (1 ≤ i ≤ r), 0 ≤W ≤
√
2
ǫ
, H ≤ 1, Q ≤ 0,
}
.
Remark 3.14. We shall see in Lemma 3.29 that σi is always infinite.
We will now show that Ω contains the origin, and from this, with some more work, deduce the
convergence of the trajectory γ to the origin. To this end we will consider the flow restricted to Ω.
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Proposition 3.15. If Ω contains a point with zero W -coordinate, then Ω contains the origin.
Proof. If Ω contains a point p whose W -coordinate is zero, let φ denote its trajectory. Then along
it, we have W = 0 and (from above) Yi = 0. Now the Xi evolve by
X ′i = Xi
(
r∑
k=1
X2k − 1
)
.
This implies that G :=
∑r
k=1X
2
k satisfies the equation
G′ = 2G(G − 1).
Moreover G ≤ 1 since Q ≤ 0. If G ≡ 0, then p is the origin. If G is not identically 1, then
upon integrating the equation we see that φ flows into the origin. Hence Ω, being closed and flow
invariant, must contain the origin. If G ≡ 1, then p is a critical point of our vector field lying on the
unit sphere in XY space (cf Remark 2.6). We will show by examining the linearisation of (1.6)-(1.8)
at p that any trajectory (which is not a critical point) must leave any small neighbourhood of p in
finite time and cannot return. This contradicts p ∈ Ω.
Let p = (0, p1, · · · , pr, 0, · · · , 0) with
∑r
i=1 p
2
i = 1. Setting Xi = xi + pi, Yi = yi and W = w, we
have
x′i = 2pi
r∑
j=1
pjxj + · · ·
y′i = (1−
pi√
di
) yi + · · ·
w′ = w + · · ·
where · · · denote terms of higher order. Hence the zero eigenspace of the linearisation coincides with
the tangent space of the critical submanifold {W = 0, Yi = 0 (1 ≤ i ≤ r),
∑
i X
2
i = 1} at p. The
remaining eigenvalues of the linearisation are 2 (with eigenvector p), 1 , and 1− pi√
di
> 0, (1 ≤ i ≤ r).
The stable manifold at p therefore reduces to a point and the zero eigenvalues correspond to
directions tangent to the submanifold of fixed points of the flow. This proves our claim. 
In view of the preceding result, we now consider the case when Ω does not contain any points
with W -coordinate equal to 0. Since Ω is compact, the function W is bounded below by a positive
constant w0 on Ω. We again consider the trajectory φ of a point p ∈ Ω and denote by Ωφ its ω-limit
set. Note that Ωφ ⊂ Ω (since Ω is closed and flow-invariant) and Ωφ is also non-empty, compact,
connected and flow-invariant. In analysing this set we may assume, by (1.6) and the fact that W
is nonzero, that Xi > 0, 1 ≤ i ≤ r, along φ.
Letting X˜i = Xi/
√
di, we have along φ(
X˜i
X˜j
)′
=
ǫW 2
2X˜j
(
1− X˜i
X˜j
)
,
where we have used the fact that Yi = 0, 1 ≤ i ≤ r. Hence X˜iX˜j is either monotonic decreasing
as s → +∞ to a limit λij ≥ 1, or monotonic increasing to a limit λij ≤ 1. (This includes the
possibility that X˜i
X˜j
is identically 1.) Letting τij =
√
di√
dj
λij , we see that (since Xj are bounded)
Xi − τijXj = Xj
(
Xi
Xj
− τij
)
→ 0 as s→ +∞.
Hence Ωφ must lie in the subspace
{Xi − τijXj = 0, 1 ≤ i, j ≤ r}
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for some constants τij (depending on φ). As
(Xi − τijXj)′ = (Xi − τijXj)
(
r∑
k=1
X2k − 1−
ǫ
2
W 2
)
+
ǫ
2
W 2(
√
di − τij
√
dj)
and W > 0, we must have τij =
√
di/
√
dj , i.e., λij = 1 for all i, j.
Therefore, Ωφ is contained in a plane given by Xi =
√
diX1√
d1
, i = 2, . . . , r. Parametrising this
plane by X1,W , we can write the flow as:
X ′1 = X1
(
n
d1
X21 − 1
)
+
ǫ
2
(√
d1 −X1
)
W 2(3.16)
W ′ = W
(
n
d1
X21 −
ǫ
2
W 2
)
.(3.17)
Note that in this 2-plane, we have H = n√
d1
X1, so the condition H ≤ 1 becomes X1 ≤
√
d1/n.
In view of (3.13) and the fact that on Ω we also have W ≥ w0 for some positive constant w0, we
only need to focus on the flow in the rectangular box in the X1W -plane given by
B :=
{
0 ≤ X1 ≤
√
d1
n
, w0 ≤W ≤
√
2
ǫ
}
,
which contains Ωφ. The only critical point of (3.16)-(3.17) lying in B is (X1,W ) = (
√
d1
n ,
√
2
nǫ).
which lies on the edge of B. (This corresponds, of course, to the critical point E+ of the full system
discussed in Remark 2.6, which lies in {H = 1,Q = 0}.)
Observe that above the line X1 =
√
ǫd1
2nW in this region we have W strictly decreasing while
below this line W strictly increases. On the line, W ′ is zero and X ′1 = X1(−1 + nX√d1 ) is negative.
On X1 = 0 we have X
′
1 positive, while on X1 =
√
d1/n we have X
′
1 negative below the critical
point E+ and positive above it. One can also check that on the line W =
√
2
ǫ we have X
′
1 > 0 and
W ′ < 0. On the line W = w0,(for w0 small), X ′1 goes from positive to negative. As W increases
from w0 to
√
2
nǫ the zero of X
′
1 moves to the right and tends to
√
d1/n.
We deduce from the above picture that the only trajectory that starts in Ωφ ⊂ B and remains in
B must lie above the line X1 =
√
ǫd1
2nW and must flow into E+. Indeed, if we linearise the flow in
the plane about E+, we find that the eigenvalues of the linearised operator are
1
2(−1±
√
1 + (8/n)),
so that E+ is a hyperbolic critical point. Since Ωφ is connected and flow-invariant, we conclude
that Ωφ consists of a trajectory which ultimately coincides with the part of the stable manifold
(curve) at E+ lying in B. In particular, there must be a sequence of points on our first trajectory
γ which lie arbitrarily close to this portion of the stable curve.
Next recall that Ω, and hence Ωφ, are contained in {Q ≤ 0}. The intersection of the quadric
Q = 0 and our 2-plane is the ellipse nX21d1 + ǫ2(n − 1)W 2 = 1. E+ lies on this ellipse and we may
take ∇Q|E+ = ( 2√d1 , (n− 1)
√
2ǫ
n ) as a normal vector to the quadric at E+. A tangent vector to the
stable curve which points out of the region B is ξ := (
√
2d1ǫ
n ,
n
n−1(
1
2 − 12
√
1 + 8n − 2n)). One can now
check that ∇Q|E+ ·ξ < 0. Hence the stable curve and the quadric Q = 0 lie on opposite sides of the
tangent space at E+ to the quadric. This contradicts the last statement of the previous paragraph
unless Ωφ = {E+} for every trajectory φ in Ω.
We have shown:
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Proposition 3.18. Suppose that all points of Ω have nonzero W -coordinate. Then for each point
p ∈ Ω, the ω-limit set Ωφ of the trajectory φ through p is the singleton set {E+}. 
Lemma 3.19. A trajectory of the full system (1.6)-(1.8) lying in a compact set and having ω-limit
set {E+} must converge to E+. Moreover, either it lies entirely in the invariant submanifold S :=
{Q = 0,H = 1} or it eventually lies (for finite values of s) in {Q < 0,H > 1} or {Q > 0,H < 1}.
Proof. Let Γ denote such a trajectory. Convergence follows because otherwise one can find sn →
+∞ with Γ(sn) lying outside some open ball around E+. But a subsequence of Γ(sn) would then
converge to a point in the ω-limit set distinct from E+, a contradiction.
Consider the linearisation at E+ of the full system (1.6)-(1.8). One finds that the linearised
operator has only one positive eigenvalue 12(−1 +
√
1 + 8n); the remaining eigenvalues are −1/n
(r times), −1 (r − 1 times) and 12(−1 −
√
1 + 8n). Furthermore, the −1/n eigenspace consists
of vectors of the form (W,X, Y ) = (0, 0, Y ) while the −1 eigenspace consists of vectors of the
form (W,X, Y ) = (0, ξ, 0) where ξ is orthogonal to η := (
√
d1, · · · ,
√
dr). An eigenvector for the
remaining negative eigenvalue is v := ( nn−1 (
1
2(−1 +
√
1 + 8n) +
2
n),−
√
2ǫ
n η, 0).
Notice that except for v, the rest of the eigenvectors with negative eigenvalues are orthogonal to
∇Q and ∇H at E+. So they actually span the tangent space at E+ to S. (In particular, for the
restricted flow on S the point E+ is actually a sink.) One checks that v · ∇Q > 0 and v · ∇H < 0
at E+. Now our trajectory Γ must ultimately lie in the stable manifold of E+, so any trajectory
in the stable manifold at E+ which does not lie in {H = 1,Q = 0} must lie in {Q < 0,H > 1} or
{Q > 0,H < 1}. 
Corollary 3.20. Suppose that all points of Ω have nonzero W -coordinate. Then Ω is a union of
trajectories lying in the intersection of the invariant submanifold S := {Q = 0,H = 1} with the
invariant set {Y = 0}. 
We shall denote the invariant set {Q = 0,H = 1, Y = 0} by Sˆ. Note that Sˆ, like S, is compact
because of the condition Q = 0.
We may now observe that on the set {H = 1, Y = 0} the quantities G := ∑rj=1X2j and J =
G− ǫ2W 2 satisfy
G′ = 2(G− 1)J
and
(3.21) J ′ = 2J(J − 1).
Moreover, if we in addition impose the condition Q = 0, then we may rewrite J as J = nG−1n−1 . The
Cauchy-Schwartz inequality applied to the condition H :=∑ri=1√diXi = 1 shows that G ≥ 1n on
H = 1, with equality if and only if Xi =
√
di
n for all i. Furthermore, the condition Q = 0 implies
that L ≤ 0 and hence G ≤ 1.
Hence we find that on the set Sˆ the function J satisfies 0 ≤ J ≤ 1, with J = 0 only at the
points E± given by (W,X, Y ) = (±
√
2
ǫn ,
√
d1
n , · · · ,
√
dr
n , 0, · · · ), and J = 1 only at the points with
Y = W = 0 and
∑r
j=1X
2
j = 1. Note that these latter points are the critical points of the flow
discussed in the proof of Proposition 3.15.
It now follows from equation (3.21) that J is a Lyapunov function on Sˆ. Points on the plane
W = 0 in Sˆ have J = 1 and are fixed under the flow. Points in the regions W > 0 and W < 0 flow
to the critical points E+ and E− respectively.
We can now deduce:
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Proposition 3.22. Let γ be one of the r-parameter family of trajectories with Yi,W positive
emanating from the critical point (2.5) and entering the region {Q < 0}. Then its ω-limit set Ω
contains the origin.
Proof. By Proposition 3.15 we just have to consider the case when Ω contains no point with zero
W -coordinate. By Corollaries 3.20 and 3.13 we know that Ω is contained in the region of Sˆ with
W > 0. But it is also closed and invariant under forwards and backwards flows. Our discussion
above shows that Ω = {E+}, as if it contained another point then the backwards trajectory would
converge to a critical point with W = 0, which would thus have to lie in Ω.
So Ω consists of the critical point {E+}. Now Lemma 3.19 shows that the bounds established in
Proposition 3.10 are violated, so this case cannot occur. 
Our next aim is to show that the trajectory γ actually converges to the origin.
The linearisation of our flow (1.6)-(1.8) about the origin is
X ′i = −Xi,
Y ′i = 0,
W ′ = 0,
so the 0-eigenspace is given by X = 0. Following Glendinning [Gl], for example, we seek a centre
manifold with local expression in the form Xi = hi(Y,W ), where we need hi and Dhi to vanish at
the origin.
We write
Xi =
∑
j,k
a
(i)
jkYjYk +
∑
j
b
(i)
j YjW + c
(i)W 2 + · · ·
where . . . refers to terms of higher order than quadratic order. Now X ′i =
∑
k
∂hi
∂Yk
Y ′k+
∂hi
∂WW
′, while
X ′i can also be expressed using (1.6). Equating terms we find the quadratic terms in the expression
for Xi are as follows:
Xi =
1√
di
Y 2i +
ǫ
√
di
2
W 2 + · · ·
So Y ′i = Yi(− 1diY 2i − ǫW 2 + · · · ) and W ′ = − ǫ2W 3 + · · · , where · · · in the above refers to terms
with total degree greater than those displayed.
It follows from this that(
r∑
i=1
Y 2i +W
2
)′
= −2
(
r∑
i=1
1
di
Y 4i + ǫW
2
r∑
i=1
Y 2i +
ǫ
2
W 4
)
+ higher order terms.
In other words, (
∑r
i=1 Y
2
i ) + W
2 is a Lyapunov function for the local dynamics of our centre
manifold near the origin. Hence the origin is asymptotically stable, i.e., on the centre manifold the
flow near the origin converges to the origin. Since the nonzero eigenvalues of the linearisation of
the full system are negative, the centre manifold theorem yields
Proposition 3.23. The origin is a sink for our flow. 
Combining Prop 3.23 with Prop 3.22 (which showed that the trajectory γ approaches the origin
arbitrarily closely), we have
Theorem 3.24. The trajectory γ converges to the origin as s tends to +∞. 
The above theorem allows us to deduce information about the asymptotics of our metric once
we derive the following limit; the proof is similar to that for Lemma 3.7 in [DW2].
Lemma 3.25. We have lims→+∞ XiW 2 := Λi =
1
σ2i
√
di
+ ǫ2
√
di.
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Proof. Observe that Xi/W
2 satisfies the differential equation
(3.26)
(
Xi
W 2
)′
=

−1− r∑
j=1
X2j

 Xi
W 2
+
Y 2i
W 2
√
di
+
ǫ
2
(Xi +
√
di)
By Theorem 3.24, the coefficient Fi of
Xi
W 2
tends to −1 as s→ +∞. The sum Ki of the remaining
terms on the right hand side converges to Λi. In particular, if
Xi
W 2 tends to a finite limit a, then its
derivative tends to −a+Λi, so a must equal Λi.
Let 0 < δ < min(1,Λi), and pick s
∗(δ) so that
∑r
j=1X
2
j is less than δ and Λi − δ < Ki < Λi + δ
for s ≥ s∗(δ). It follows that if Xi
W 2
(s0) ≥ Λi+δ1−δ for some s0 > s∗(δ), then
(
Xi
W 2
)′
< 0 at s0. Similarly,
if Xi
W 2
(s0) ≤ Λi−δ1+δ , then
(
Xi
W 2
)′
> 0 at s0. So if
Xi
W 2
enters the horizontal strip Λi−δ1+δ < y <
Λi+δ
1−δ at
some s > s∗(δ), it is trapped there.
On the other hand, if XiW 2 never enters the strip for s > s
∗(δ) then it is either monotonic increasing
to some number less than or equal to Λi−δ1+δ < Λi, or monotonic decreasing to some number greater
than or equal to Λi+δ1−δ > Λi. Both of these outcomes contradict the discussion in the first paragraph.
So Xi
W 2
is indeed trapped in the strip for large enough s. Since this conclusion holds for all δ, the
result follows. 
We therefore have an estimate
(3.27)
r∑
k=1
X2k ≤ cW 4 for s large
where c is a positive constant. Hence, by (1.8), W is decreasing for sufficiently large s.
Lemma 3.28. The metric corresponding to our trajectory is complete at s = +∞.
Proof. The geodesic distance to infinity is
∫∞
W ds =
∫
0
dW
ǫ
2
W 2−Prk=1X2k
, which is infinite 
Lemma 3.29. The quantities Λi equal
ǫ
√
di
2 . Equivalently, the quantities σi = lims→+∞
W
Yi
equal
∞. Hence limt→+∞ g˙igiW = ǫ2 .
Proof. By (1.7) and (1.8) we have
W ′
Y ′i
=
W
Yi
(
∑
k X
2
k − ǫ2W 2)
(
∑
kX
2
k − Xi√di −
ǫ
2W
2)
.
The right-hand side tends to σiǫ
ǫ+(2Λi/
√
di)
, and Λi is positive. But by L’Hoˆpital’s rule, when the
left-hand side tends to a limit this must be σi. So σi ∈ (0,∞] cannot be finite. The last assertion
now follows immediately from (1.11). 
In fact, (1.8) and the estimate (3.27) show that for any sufficiently small δ > 0, there is some sˆ
and constants A1 and A2 such that on [sˆ,+∞) we have
1
ǫs+A1
≤W 2 ≤ 1
(ǫ− 2δ)s +A2 .
As dt = W ds, we deduce s ∼ ǫt24 so W ∼ 2ǫt . Integrating the relation g˙igi = 1√di
Xi
W then shows
that for all sufficiently small δ > 0 there is some tˆ and positive constants a1, a2 (depending on δ)
satisfying 1− δ < a2a1 < 1 such that on [tˆ,+∞) we have
(a1(t− tˆ) + 1)1−δ < gi(t)
gi(tˆ)
< (a2(t− tˆ) + 1)1+δ .
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Remark 3.30. These estimates are consistent with our expectation that the metric has an asymp-
totically conical geometry. Asymptotically conical behaviour has also been observed for the known
examples of Ka¨hlerian expanding Ricci solitons. By contrast, the known examples of steady solitons
are usually asymptotic to a paraboloid or a circle bundle over a paraboloid.
4. The flow near the critical point
To check smoothness at the collapsing submanifold, we must now analyse the behaviour of our
trajectory as s tends to −∞. Recall that we have arranged for X1 → β = 1√d1 , Y1 → +
√
1− β2,
and the remaining variables to tend to 0. Most of the analysis below is analogous to that for the
steady case with the role of
√
L/C now played by W .
We first recall the following useful lemma from [DW2].
Lemma 4.1. Suppose a function F satisfies a differential equation
(4.2) F ′ = HF +K
where H,K are functions tending respectively to finite limits h, k as s tends to −∞, where h < 0
and k 6= 0.
Then either lims→−∞ F (s) = − kh or F tends to ∞ or −∞ as s tends to −∞. Moreover in the
case of infinite limit F is monotonic for sufficiently large negative s.
Lemma 4.3. As s→ −∞, Xi/Y 2i remains bounded.
Proof. If i = 1 the claim follows immediately from our initial conditions.
Now let i > 1. Since lims→−∞(
∑r
j=1X
2
j ) = β
2, lims→−∞Xi = 0 = lims→−∞W, and lims→−∞ WYi =
µi <∞, for any 0 < δ < 1− β2 we can find s∗ so that for s ≤ s∗ we have
Y 2i√
di
+
ǫ
2
(
√
di −Xi)W 2 < Y
2
i√
di
+
ǫ
2
(
√
di + δ)(µi + δ)
2Y 2i
and Y ′i > 0, and also
∑r
j=1X
2
j − 1 < β2 − 1 + δ < 0.
We claim that on (−∞, s∗] we must have
Xi
Y 2i
≤
1√
di
+ ǫ2(
√
di + δ)(µi + δ)
2
(1− β2 − δ) .
For if this fails at s0 ≤ s∗, then
Xi(s0)

 r∑
j=1
X2j (s0)− 1

 < 1√di + ǫ2 (
√
di + δ)(µi + δ)
2
(1− β2 − δ) Yi(s0)
2(β2 − 1 + δ).
Hence by (1.6) X ′i(s0) < 0. Moreover, from above, Y
′
i (s0) > 0. So in fact our lower bound on
Xi/Y
2
i holds on the whole interval (−∞, s0] and it follows that Xi is monotone decreasing on this
interval. But this contradicts the fact that Xi tends to zero as s tends to −∞ and our claim is
established. 
Lemma 4.4. For i > 1 we have lims→−∞ XiY 2i
=
1√
di
+ ǫ
2
√
diµ2i
1+β2 . For i = 1, the corresponding limit is
β/(1− β2).
Proof. The differential equation (2.10) is of the form (4.2), with h = −(1+β2) and k = 1√
di
+ ǫ2
√
diµ
2
i .
The desired result now follows from Lemmas 4.1 and 4.3. 
Proposition 4.5. As t tends to 0 we have the following limiting values:
g1(0) = 0 : g˙1(0) = 1 : g˙i(0) = 0 (i > 1).
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Proof. The first limit follows from (1.9) and the fact that lims→−∞ WY1 = 0. Since
(4.6) g˙i =
√
λi(Xi/Yi),
the second limit follows from the initial values of X1 and Y1 (recall that λ1 = d1 − 1). The last
limit follows from the above formula, Lemma 4.3 and lims→−∞ Yi = 0 for i > 1. 
Proposition 4.7. For i > 1, µi := lims→−∞ WYi and gi(0) =
√
λidi µi are finite and positive.
Proof. Finiteness follows from Cor (2.11); it remains to prove positivity. Using (4.6) and (1.7) we
see that
g′i
gi
=
Xi√
di
=
1
2
√
di
Xi
Y 2i
(Y 2i )
′
(
∑r
j=1X
2
j )− Xi√di −
ǫ
2W
2
.
Integrating this over an interval (s, s∗) using the upper bound for Xi/Y 2i in the proof of Lemma
4.3 and the lower bound
∑r
j=1X
2
j − Xi√di −
ǫ
2W
2 > β2 − δ we get a bound
gi(s
∗)
gi(s)
≤ exp(Ci(Y 2i (s∗)− Y 2i (s)))
where Ci is a positive constant. This gives the desired positive lower bound for gi(s). 
Lemma 4.8. As s tends to −∞, e−β2sW tends to a finite positive limit.
Proof. Letting F = e−β
2sW , we see that
F ′ = F

 r∑
j=1
X2j − β2 −
ǫ
2
W 2

 .
Near s = −∞, the dominant terms in the bracket are − ǫ2W 2 and (X1 + β)(X1 − β) ≈ 2β(X1 − β),
which is negative since H < 1 (Prop 3.10) implies that X1 < 1/
√
d1 = β. So F is monotonic
decreasing for large negative s.
The proposition is proved if we can show that F is bounded from above near s = −∞.
For a sufficiently small δ > 0 (δ < 23β
2 suffices for our purposes), we have
∑r
j=1X
2
j− ǫ2W 2 > β2−δ
on some interval (−∞, s∗]. Eqn.(1.8) then gives the inequality (W 2)′ ≥ 2(β2−δ)W 2 and we deduce
that
|W | ≤ A0 e(β2−δ)s
on such an interval. By choosing a smaller s∗ if necessary, we can similarly ensure that
|X1 − β| ≤ A1 e2(β2−δ)s, |X1 + β| ≤ 2β + δ,
|Xj(s)| ≤ Aj e2(β2−δ)s j ≥ 2,
where Aj , 0 ≤ j ≤ r are appropriate positive constants. If we now integrate the equation for F
over [s, s∗] and apply the above estimates, we obtain an upper bound for F (s). 
Proposition 4.9. u tends to a finite limit as t tends to 0.
Proof. By integrating (1.10) we obtain
(4.10) eu(0) = (positive constant)
r∏
i=2
gi(0)
di
(
lim
s→−∞
e−β
2sg1
)d1
.
The last limit, by (1.9), is lims→−∞
(√
d1λ1(W/Y1)e
−β2s
)
, which is finite and positive by Lemma
4.8. 
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We shall next record some formulas that will be useful when we study the limiting values of the
second and third derivatives of gi. They are obtained from (4.6) by straightforward computation.
(4.11) g¨i =
λi
giY
2
i
(
X2i + Y
2
i −
√
diXi +
ǫ
2
diW
2
)
(4.12)
d3gi
dt3
=
λi
giY 2i W

 1√
di
Xi(X
2
i + Y
2
i )− 3X2i − Y 2i +
√
diXi

1 + r∑
j=1
X2j

+ ǫ
2
W 2(2
√
diXi − di)


We also need to obtain certain limits before proceeding further with smoothness considerations.
Lemma 4.13. The limit ρ := lims→−∞
Y 2
1
+
Pr
j=1X
2
j−1
W 2
exists and is finite.
Proof. By the conservation law (1.12), we have
Y 21 +
∑r
j=1X
2
j − 1
W 2
=
−∑rj=2 Y 2j + ǫuW 2 + (C − (n− 1) ǫ2 )W 2
W 2
= −
r∑
j=2
(
Yj
W
)2
+ ǫu+ C − (n− 1) ǫ
2
.
The last expression has a finite limit as s approaches −∞ by Props 4.7 and 4.9 and our choice of
trajectory. Note that the limit is negative since for our trajectories L < 0 so Y 21 +
∑r
j=1X
2
j − 1 <
0. 
Lemma 4.14. The quantity X1−β
W 2
cannot tend to −∞ as s tends to −∞.
Proof. As we saw in the proof of Lemma 4.8, X1 < β, so
X1−β
W 2
< 0. Let us consider
(4.15)
(Y1 − βˆ)′
2WW ′
=
Y1
2
(∑r
j=1X
2
j − ǫ2W 2
)

 r∑
j=2
X2j
W 2
− ǫ
2
+
X1(X1 − β)
W 2

 .
The term outside the bracket on the right-hand side tends to βˆ/2β2, and the first term in the
bracket tends to zero by Lemma 4.3 and Prop 4.7. So if X1−β
W 2
tends to −∞, so does (Y1−βˆ)′
(W 2)′
, and
hence, by L’Hoˆpital’s rule, so does Y1−βˆW 2 . But we also have∑r
j=1X
2
j + Y
2
1 − 1
W 2
=
(X1 + β)(X1 − β) + (Y1 + βˆ)(Y1 − βˆ) +
∑r
j=2X
2
j
W 2
.
As s tends to −∞, the left-hand side tends to a finite limit by Lemma 4.13 while the right-hand
side tends to −∞, a contradiction. 
Lemma 4.16.
lim
s→−∞
(
X1 − β
W 2
)
=
βρ+ ǫ2β(d1 − 1)
1 + β2
.
Proof. We observe that (X1 − β)/W 2 satisfies the differential equation(
X1 − β
W 2
)′
= −
(
X1 − β
W 2
)1 + r∑
j=1
X2j

+ β
W 2

 r∑
j=1
X2j + Y
2
1 − 1

+ ǫ
2
(
√
d1−X1)+ ǫ(X1−β).
By Lemma 4.13, as s→ −∞, the term β
W 2
(
∑r
j=1X
2
j + Y
2
1 − 1) on the right-hand side tends to ρβ
while the sum of the last two terms tend to ǫ2β(d1 − 1). Now Lemma 4.1 shows that as s tends to
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−∞, X1−β
W 2
either tends to −∞ or to the claimed value. But it cannot tend to −∞ by Lemma 4.14,
so we are done. 
We now return to our analysis of the smoothness conditions.
Proposition 4.17. g¨i(0) is finite for i > 1 and is zero if i = 1.
Proof. For i > 1 we take the Y 2i factor in the denominator of (4.11) and distribute it into the
bracket. It is now clear from Lemma 4.4 and Cor 2.11 that the right-hand side tends to a finite
limit as t tends to zero.
If i = 1, using the conservation law (1.12) and the fact g1Y1 =
√
d1λ1W , we may rewrite (4.11)
as
g¨1 = λ1g1
(
1−√d1X1
d1λ1W 2
)
+
g1
d1
(
ǫu+ C − (n− 1) ǫ
2
)
− g1
d1
r∑
j=2
(
X2j
Y 2j
+ 1
)
Y 2j
W 2
+
ǫ
2
√
d1λ1
W
Y1
.
Since g1(0) = 0, the first term on the right-hand side tends to 0 by Lemma 4.16. The second term
of the right-hand side tends to zero by Prop 4.9. The third term on the right tends to zero by
Lemma 4.3 and Prop 4.7. The last term on the right clearly tends to 0 since Y1 tends to βˆ 6= 0.
Hence g¨1(0) = 0. 
Similarly we can study the potential u. From the relation (1.10) we find that
(4.18) u˙ =
1
W



 r∑
j=1
√
djXj

− 1

 =√d1
(
X1 − β
W 2
)
W +
r∑
i=2
√
di
(
Xi
Y 2i
)(
Y 2i
W 2
)
W,
Hence u˙(0) = 0 by Lemmas 4.16, 4.3 and Prop 4.7.
Upon differentiating (4.18) we obtain
(4.19) u¨ =
r∑
i=1
di
g¨i
gi
− ǫ
2
=
r∑
i=1
diλi
g2i Y
2
i
(
X2i + Y
2
i −
√
diXi +
ǫ
2
diW
2
)
− ǫ
2
.
In view of Props 4.7 and 4.17, it remains to see why g¨1/g1 tends to a finite value as t → 0. This
follows from the argument in the proof of Prop 4.17.
So our soliton (g, u) is of class C2. Finally, we will analyse the limit of third derivatives of gi as
t approaches 0.
If i = 1, we can rewrite (4.12) to obtain
d3g1
dt3
=
√
λ1
d1
Y1

 ǫ
2
(
2
√
d1X1 − d1
Y 21
)
+
√
d1
(
X1
Y 21
) r∑
j=2
Xj
Xj
Y 2j
(
Yj
W
)2
+
√
d1
(
X1
Y 21
)(
1 +X21
W 2
)
+
1
W 2
(
−3X
2
1
Y 21
+ βX1 +
βX31
Y 21
− 1
))
.
The first term within the big bracket on the right-hand side certainly tends to a finite limit and
the second term tends to 0 by Lemma 4.3 and Prop 4.7. Now the analogous argument to that in
the steady case (two paragraphs before the statement of Theorem 4.17 in [DW2]) with L replaced
by W 2 shows that the third and fourth term tend to a finite limit.
If i > 1, using (1.3) in (4.12) and the initial conditions Yi(0) = 0, we see that in order for the
third derivatives to have 0 as a limit, it suffices to show that
1
W 2

−3X2i
Y 2i
− 1 + Xi√
di
(
1 +
X2i
Y 2i
)
+
√
di
Xi
Y 2i

1 + r∑
j=1
X2j

+ ǫ
2
W 2
Y 2i
(2
√
diXi − di)


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has a finite limit as s → −∞. Again by Lemma 4.4 and Prop 4.7, it follows that Xi
W 2
and hence
X2i
Y 2i W
2 have finite limits, so we are reduced to showing that
1
W 2
(
− 1√
di
+
Xi
Y 2i
(1 +X21 )−
ǫ
2
√
di
W 2
Y 2i
)
has a finite limit.
Now 1 +X21 = 1 + β
2 and W/Yi = µi modulo terms which tend to a finite limit when divided
by W 2 (for the second case we use L’Hopital’s rule). So we just have to check that
Qi :=
1
W 2
(
Xi
Y 2i
−
1√
di
+ ǫ2
√
diµ
2
i
1 + β2
)
has a finite limit.
Let µ˜i :=
1√
di
+ ǫ
2
√
diµ2i
1+β2
. Proceeding as in the steady case, we find that Qi satisfies the equation
Q′i =

−1− 3∑
j
X2j + 2
Xi√
di
+ ǫW 2

Qi
+

 µ˜i
W 2

−1− r∑
j=1
X2j + 2
Xi√
di

+ 1
W 2
(
1√
di
+
ǫ
2
W 2
Y 2i
(
√
di +Xi)
) .
The coefficient of Qi on the right-hand side tends to −1 − 3β2 as s → −∞. Using arguments
similar to those above (cf. the arguments in the steady case three paragraphs before the statement
of Theorem 4.17 in [DW2]), we can also check that the term in square brackets on the right tends
to a finite positive limit. So the hypotheses of Lemma 4.1 are satisfied, and Qi either tends to a
finite limit or to +∞ or −∞. But one can also compute that(
Xi
Y 2i
− µ˜i
)′
(W 2)′
=
(
Xi
Y 2i
− µ˜i
)
W 2

 −(1 + β2)
2
(∑r
j=1X
2
j − ǫ2W 2
)

+Ri
whereRi tends to a finite limit. So if the limit of Qi is infinite, L’Hoˆpital’s rule gives a contradiction,
as the term in the final bracket has a negative limit.
We have now shown that the metric is C3 and so by the discussion on regularity near the
beginning of §3 in [DW2], the soliton is smooth. To summarise we may now state the
Theorem 4.20. Let M2, · · · ,Mr (r ≥ 1) be complete Einstein manifolds with positive scalar cur-
vature. For d1 > 1 there is an r-parameter family of smooth complete expanding gradient Ricci
solitons on the trivial rank d1 + 1 vector bundle over M2 × · · · ×Mr. 
Remark 4.21. Recall that C. Bo¨hm proved in [B] that there is also an r − 1-parameter family of
complete Einstein metrics with negative scalar curvature on the above manifolds. These metrics
correspond to trajectories which lie in the invariant submanifold {Q = 0,H = 1} and which converge
to the point E+ (cf Remark 3.12). When r = 1, the invariant submanifold is a curve, and this is
precisely the hyperbolic trajectory mentioned in [Cetc], corresponding to the hyperbolic metric on
R
d1+1. It follows easily from our equations that the mean curvature of the hypersurfaces tends to
the constant
√
nǫ/2 as t → +∞ and the metric coefficients g2i grow exponentially fast (compare
Remark 3.30).
Our proof of Theorem 4.20, with appropriate minor modifications, then gives an alternative proof
of Bo¨hm’s result. (In particular, since we are in the Einstein case, we no longer need to consider
the third order derivatives in the regularity analysis.)
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Finally, recall that the metrics of our steady solitons in [DW2] have non-negative Ricci curvature.
The analogous fact in the expanding case is
Proposition 4.22. The soliton potentials u in the examples in Theorem 4.20 are concave, indeed
strictly concave off the zero section. Hence Ric(g) + ǫ2g is positive semi-definite. In particular, −u
is subharmonic.
Proof. It suffices to show that g˙igi u˙ and u¨ are negative for 0 < t < +∞. The first fact follows
from (1.11), (4.18), the positivity of W,Xi and Prop 3.10. To see the second, note that u¨ =
(Q+ 1−H)/W 2 by (4.19) and consider the equation
(Q+ 1−H)′ = (Q+ 1−H)(G− 1− ǫW 2) +QG+ ǫ
2
(H− 1)W 2,
which follows from (3.5)-(3.6) and where G =
∑
iX
2
i . By Prop 3.10, on the right-hand side, the
second factor of the first term and the second and third terms are all negative. So if Q+1−H ≥ 0
at some s0, it has to be strictly decreasing on the left of s0. This contradicts the fact that Q+1−H
tends to 0 as s→ −∞. 
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