Introduction
The study of past weather and climate is a crucial step in understanding the world around us. Weather and climate vary across the entire spectrum of temporal and spatial scales. This variability provides an envelope for human society, impacting our health and resource availability while setting the stage for natural disasters. Study of the past can assist in understanding the changes expected in the future as the climate changes as a result of anthropogenic greenhouse gas emissions and other environmental disturbances. Highquality, long-term homogeneous data-sets are absolutely essential to facilitate these studies.
One area of particular interest related to climate variability in Australia is that of bushfire. Historically, events such as the 1939 Black Friday fires (Stretton 1939) , the 1983 Ash Wednesday fires (Bureau of Meteorology 1983) and the 2003 Canberra bushfires (McLeod 2003) have had a large impact on the psyche of Australia, shaping the character of the land and the people. The more frequently observed 'non-iconic' events can also result in the loss of life and property, and even when human values are not directly affected there can be an impact on biodiversity and the ecosystem as a whole.
Bushfires are largely a function of the weather and climate. Climate affects the abundance and state of inflammable vegetation in a range of ways; for example, in forested areas drought prepares the fuel for burning, while in grassland drought can reduce fuel loads by inhibiting the growth of the fuel. Events like drought are regulated in part by broadscale phenomena such as the El Niño-Southern Oscillation (ENSO; e.g. Williams and Karoly 1999) . The shorter-term weather (which is also modulated by interannual climate variability) can bring hot, dry and/or windy conditions conducive to extreme fire behaviour (e.g. Mills 2005 ) along with lightning, a natural source of bushfire ignition. Other short-term factors, such as insolation and atmospheric stability, also play a significant, but not-as-well understood, role in initiating and maintaining dangerous bushfires.
Routine meteorological observations can assist in assessing the fire behaviour in a given weather situation. Globally there are many different methods for relating the weather to the expected fire behaviour. In Australia the Forest Fire Danger Index (FFDI) and the related Grassland Fire Danger Index (GFDI) (Luke and McArthur 1978) are primarily used, although not uniformly in all States and Territories.
On developing a historical fire weather data-set for Australia The creation of a national historical fire weather data-set, extending from 1973 to 2008, is described. For this purpose, fire weather is described using the McArthur Forest Fire Danger Index (FFDI). A detailed deconstruction of the FFDI and its sensitivities is presented. To create the data-set, meteorological measurements of air temperature, relative humidity, wind speed and rainfall are required. A total of 77 stations are used. At many of these stations, the input data are non-homogeneous. A particularly concerning issue for the fire weather data-set here is the inhomogeneity of the wind measurements, largely a consequence of different measurement instrumentation and methodologies implemented over the decades. Monte Carlo techniques are used to investigate the sensitivity of the distribution of the FFDI to changes in the distribution of the wind. The mean wind speed is shown to have the largest effect. A method for estimating the magnitude of the errors introduced is presented.
Christopher Lucas
Two goals are pursued in this paper. The first goal is the creation of a historical national-scale data-set of daily FFDI, suitable for use in understanding the relationship between fire and climate in Australia. While numerous studies have previously computed the FFDI (e.g. Bradstock et al. 1998) , the emphasis here is on the assembly of a well-documented, consistently calculated data-set on a national scale. This paper describes the FFDI calculation and its components in some detail, highlighting some of the nuances and hidden assumptions of the calculation which have generally been left undocumented in the broader literature. The historical data-set created here is based on individual station data rather than interpolated gridded analyses; one reason being the lack of gridded relative humidity data. The choice of stations and the rationale behind their selection is presented, along with a description of the raw data used in the calculation.
The second, larger goal of the paper is to provide a framework for the interpretation of the data. The long timeframe of climate studies requires data which are homogeneous, free from artificial discontinuities in the time series caused by site moves, instrumentation changes or other technical issues. In particular, the quality of the wind speed data is a concern for this data-set. In later sections, the sensitivity of the frequency distribution of the FFDI to changes in the wind speed is examined using both analytical and statistical Monte Carlo methodologies. Two examples of these analyses using stations in the data-set are presented.
Ultimately this paper represents a building block for future research into the role that climate plays in modulating bushfire activity in Australia. Future work using this dataset will examine (a) the relationship between fire weather and global sea-surface temperatures, and (b) the potential impacts of climate change on the occurrence of fire weather.
Quantifying fire danger
In most Australian States and Territories, fire weather risk is quantified using one of two indices; the Forest Fire Danger Index (FFDI) or the Grassland Fire Danger Index (GFDI) (Luke and McArthur 1978) . McArthur defined these indices in the late 1960s to assist foresters in relating the weather to the expected fire behaviour in the appropriate fuel type. While the details of each calculation are different, the basic ingredients are the same. Observations of temperature, relative humidity and wind speed are combined with an estimate of the fuel state to predict the fire behaviour. For forests, the fuel state is determined by the so-called 'drought factor' which depends on the daily rainfall and the period of time elapsed since the last rain. The drought factor is meant to encapsulate the effects of both slowly varying long-term rainfall deficits (or excesses) and short-term wetting of fine fuels from recent rain (Finkele et al. 2006) . For grassland, the fuel state is determined by the 'curing factor' which is the senescence of grassland obtained from visual estimates expressed as a percentage.
Initially, these quantities were estimated using a mechanical nomogram in the form of a set of cardboard wheels (see Luke and McArthur (1978), pp. 113-118) , where the user 'dialled in' the observations to compute the fire danger index. Such meters are still used operationally. Noble et al. (1980) reverse-engineered the FFDI meter to derive equations suitable for use on electronic computers. Specifically,
where DF is the drought factor, T the air temperature in Celsius, V the wind speed in km h −1 and RH the relative humidity expressed as a percentage. The drought factor is calculated using the Griffiths (1999) formulation and uses the Keetch-Byram Drought Index (KBDI; Keetch and Byram 1968) to estimate the soil moisture deficit. The computational details of the drought factor and KBDI are discussed below. The Mount Soil Dryness Index (Mount 1972 ) is a possible alternative to KBDI, but studies suggest that it is not particularly well-suited to inland areas of Australia (Finkele et al. 2006 ). In the calculation of the FFDI, no allowance is made for varying fuel loads, or for varying slopes, although these are necessary if the FFDI is to be used to estimate fire behaviour at small spatial scales. In its original formulation, the FFDI was 'calibrated' to have a maximum value of 100 (Luke and McArthur 1978) . This was achieved by assigning a value of 100 to 'the near worst possible fire conditions that are likely to be experienced in Australia.' This notional upper bound was based on observations made during the 1939 Black Friday fires in Victoria, namely T = 40°C, RH = 15 per cent, wind speed of 55 km h −1 and an extended period (at least six to eight weeks) of drought. Even a casual inspection of the data indicates that these conditions can be exceeded in the real world, both individually and together. To account for this, the FFDI as computed here is open ended: it is not capped at 100.
Keetch-Byram Drought Index
An intermediate step in the fire danger calculation is the computation of the 'soil moisture deficit' (SMD), a factor that represents the dryness of the soil and the degree of drought in the landscape. This calculation is required to determine the so-called 'drought factor', an explicit variable in the FFDI calculation.
For this data-set, the Keetch-Byram Drought Index is chosen to represent the soil moisture deficit. A more complete discourse of the pros and cons of selecting the KBDI to represent SMD in Australia can be found in Finkele et al. (2006) . The use of the KBDI is not consistent across the agencies concerned with fire management in the various States and Territories of Australia.
The basic relation in computing the daily SMD is
which reflects a balance of moisture within the soil. Units are in mm. An SMD of zero represents a saturated soil; higher numbers represent drier soils. By convention, the maximum value for the KBDI is 203.2 mm (8 inches). Subscripts represent the day, with i indicating the current value being computed and i−1 being that of the day before. The second term on the right-hand side of Eqn 2 is daily evapotranspiration (ET), representing the loss of moisture from the soil. The final term (P eff ) is 'effective precipitation', the input of moisture into the soil from daily rainfall. The differences between the various measures of SMD in use across Australia (e.g. the Mount Soil Dryness Index) arise from the way these last two terms are treated.
In the KBDI scheme, ET is parametrised using an exponential function dependent on the maximum temperature (T max , in °C), the average annual rainfall (R ann , in mm) and the previous day's value of KBDI as follows: 
This equation implies that evapotranspiration is greater at higher temperatures and larger annual rainfall. The physical reasoning behind this equation is, first, that the hotter it is, the more water evaporates. Second, higher rainfall suggests more lush vegetation, and evapotranspiration proceeds more quickly. Third, it is argued that when the soil is drier (i.e. high KBDI) ET is reduced due to the greater difficulty of removing water from the soil.
The analysis of P eff is predicated on determining rain 'events', which comprise one or more rain days. A rain day is one in which a measurable amount of precipitation is recorded (i.e. ≥ 0.2 mm). If several consecutive rain days are observed, then these are combined into a single rain event.
Only precipitation in excess of 5 mm during an event goes towards reducing the KBDI. The first 5 mm is assumed lost to the soil, due to 'canopy interception'. All other rain during an event goes into reducing the KBDI. Figure 1 shows the average annual cycle of the daily KBDI from 1974 to 2003 at selected stations for this data-set. The seasonality of rainfall and the dependence of the rate of ET on annual average rainfall are apparent in the figure. At Darwin Airport (AP), the copious amounts of rainfall observed are largely confined to the summer months December to February (DJF). Correspondingly, the KBDI varies quickly and shows a large seasonality. In drier regions (e.g. Alice Springs), the KBDI varies slowly and has a weak seasonal cycle. In more moderate rainfall regions, the behaviours are more variable, depending on the timing of the rainfall. Melbourne AP has a moderate amount of rain, which falls evenly (more or less) throughout the year. This results in a slowly varying KBDI with a modest seasonal cycle. Perth AP experiences moderate to high annual rain totals which occur primarily in the winter and spring months. A strong seasonal cycle of the KBDI is noted. When temperatures are highest, little rain is observed and evapotranspiration proceeds unimpeded.
While the KBDI represents an intermediate step in the process of computing the FFDI, it is a useful diagnostic in its own right. The KBDI scheme is used globally as a basis for fire weather prediction on its own merits (e.g. Heim 2002 ). The data produced here are suitable for this purpose as well.
Drought Factor
The drought factor (DF) is meant to quantify the state of the fuel -how ready it is to burn. The term encapsulates the effects of both slowly varying, long-term rainfall deficits (or excesses) and short-term wetting of fine fuels from recent rain (Finkele et al. 2006) . By definition the value of this term ranges from 0 to 10. The basic equation for computing DF, and in particular the implementation of it by the Bureau of Meteorology, follows that of Griffiths (1999) 
where SMD is the KBDI value determined in Eqns 2 and 3, and F is a reduction factor to account for the short-term effects of precipitation in wetting the soil and fine fuels. The 'most significant rain event' from the previous 20 days is the one that should be considered in determining F. As for the KBDI, for the purposes of calculating F, 'rain events' can extend over multiple days. However, in the case of the drought factor, the threshold for a rain day is 2 mm. The equation for F, which depends on the rainfall amount (R in mm) and the age (A, time in integer days since it fell), is 
During an event that extends over multiple days, the age is set at the day with the highest rainfall total. Figure 2 shows the value of F as a function of rainfall amount and age. This factor reflects the short-term response of the drought factor to a rainfall event. At low rainfall amounts, the contours are tightly packed; fine fuels dry out quickly in this model. With higher rainfall totals in an event, the effects are stronger and longer lasting.
To illustrate the sensitivity of DF, consider its response in an idealised situation (Fig. 3) . Let the initial KBDI be 100 (a drought situation in most locations), the daily maximum temperature be 32°C and assume 600 mm of rain falls in an average year. This gives an initial drought factor of 10, the maximum possible. Single-day precipitation events of different magnitudes are imposed on Day 0, and the evolution of the KBDI and DF during the subsequent week is examined.
These examples illustrate the interplay between the long and short-term components of the DF calculation. Precipitation in almost any amount results in a wetting of the fuels and a (temporary) mitigation of dangerous fire weather. With smaller amounts of rain, the KBDI-based component is not reduced and the effect of the precipitation wears off within a few days. When heavy precipitation is observed, the KBDI is reduced, resulting in a longer-term easing of the drought factor -from a fire weather point of view the drought is 'broken'.
The examples above also illustrate the importance of choosing the 'most significant' rainfall event when determining the drought factor. Earlier heavy rain totals can have a greater effect than smaller, more recent rainfall; 5 mm of rain yesterday is equivalent to 40 mm a week ago. Evaluating the validity of this model and its correspondence with reality in different weather scenarios is well beyond the scope of this paper, but the effects should be acknowledged in using these data-sets.
First-order data
Four basic meteorological variables are required to calculate the Forest Fire Danger Index: air temperature, relative humidity, wind speed and rainfall. All are part of the standard set of daily weather observations collected by the Bureau of Meteorology. Historically, the frequency of these observations ranged from one to eight times a day. Many rural stations collected observations solely at 0900 and 1500 local time (LT). Since the mid-1990s, the observing network has been updated and expanded with automatic weather stations (AWSs), which are capable of continuously recording data. The data-set developed in this paper has daily resolution and uses the observations at 1500 LT for relative humidity and 10-minute averaged wind speed, rainfall for the previous 24 hours reported daily at 0900 LT and daily maximum temperature, which is generally observed in the mid-to-late afternoon. This selection of variables is consistent with the original intent of the FFDI; a daily estimate of the fire weather danger centred on the time of maximum temperature. Under normal circumstances at most locations, the air temperature reaches its maximum in the mid-to-late afternoon and the 1500 LT observations represents those which are closest to the desired time. The combination of data availability and the philosophical dictates of the scheme result in the choice of variables made here.
For the creation of this data-set, stations with the full suite of observations extending back to 1973 are sought. This choice of start date is arbitrary, and is a historical artefact resulting from the requirements of earlier studies. The seeds of this data-set were sown in Hennessy et al. (2005) and Lucas et al. (2007) , which required data centred on 1990 to produce the climate change projections in those studies. Additionally, records of rainfall and maximum temperature back to 1971 are also needed. These are required to allow time for the Sensitivity of the reduction factor F to rainfall amount and the age.
Fig. 3
Idealised evolution of KBDI and DF for seven days after a precipitation event following the Griffiths (1999) formulation of the drought factor. Precipitation amounts of 5 mm (black), 10 mm (blue), 20 mm (green), 40 mm (red) and 80 mm (purple) are imposed on Day 0. The initial KBDI is 100, the temperature is assumed to be 32°C and annual mean rainfall is set to 600 mm.
Keetch-Byram Drought Index (KBDI) and the 'drought factor' (DF) components of FFDI to reach a consistent value independent of the initial condition. In particular, abundant precipitation during the local wet season (typically regarded as October to April in the north of the country and April to November in the south) helps ensure consistency as the value attained by the index should reach a known value (i.e. zero) in these conditions. Even at sites where abundant precipitation does not reset KBDI to zero, the values of KBDI tend to 'converge' to a consistent value (regardless of the initial condition) within approximately one year. Figure 4 shows a map of the locations of the 77 stations currently included in the data-set. The Appendix provides the station names and numbers, latitudes, longitudes and some other comments on these stations including notes on periods of missing data. Several loose selection criteria are used to identify stations for inclusion. One criterion was simply the location of the station; a national data-set is sought, ideally with a spatial scale of several hundred kilometres between stations. A second criterion was the presence of a generally complete record of observations during the time period covered. Finally, stations which are representative of the broader area are sought, so that the value at a given station can be confidently applied outside the immediate locale of the station. Realistically, these criteria represent an ideal that is not always met with available data; trade-offs are necessary. For example, stations with shortened or incomplete records are included to fill in spatial gaps where no other data are otherwise available. As seen in Fig. 4 , some regions of the country, particularly the sparsely populated portions, have no suitable stations.
Perusal of the Appendix indicates that some of the sites are composites; locales where different individual stations comprise the record. These generally represent site moves -changes in the physical location of the meteorological observing equipment. Generally, these changes are small, on the order of a few kilometres.
Equally important, these moves often occur in conjunction with the installation of an AWS. Hence, not only does the site location change, but the observing instrumentation itself also changes. Such alterations in the observing environment often result in data homogeneity issues, artificial trends or discontinuities in the data introduced by changes in location and/or measurement techniques. These inhomogeneities can have a detrimental effect on the long-term consistency of the data and are explored more completely in later sections.
In many instances, there is an overlapping intercomparison period between the original and new sites where both stations report. In this case, observation frequency at the original station is usually reduced, and variables other than temperature and rainfall are not always observed at the original station. At the new stations, the observations can occasionally be quite sporadic during the first few months as the new system is tested. When joining the stations, the composite stations are merged as soon as quality observations begin reliably at the new site.
Data homogeneity
When examining meteorological/climate data acquired over decades, it is important to consider the homogeneity of the data. Homogeneous data are those that are free from artificial trends and/or discontinuities. These discontinuities can arise from factors such as relocation of the observing station, changes in instrumentation and/or changes in the observational practices. The data used in this study are generally not homogeneous. Although homogenised high-quality data of maximum temperature, humidity and rainfall do exist at many of these stations, none of these databases have been updated to include the most recent observations. At the vast majority of the stations, a major change in the record arises from the introduction of the automatic weather station (AWS). This generally occurs sometime in the 1990s and is accompanied by changes in the instrumentation and, often, a site move. Particularly relevant with this change was the change in anemometer instrumentation for measuring wind (see below).
To address the lack of homogeneity, an examination of the issues in the data-set and the potential uncertainties will be discussed.
Rainfall
A homogenised time series data-set of daily rainfall has been constructed for Australia (Lavery et al. (1992) ; updated by Haylock and Nicholls (2000) ). The selection criteria in those studies resulted in most of the stations in these homogenised rainfall data-sets being rural rather than urban, and had the further drawback of being 'rainfall-only' stations which are of no use in computing FFDI. Furthermore, the stations were chosen on the basis of having data back to 1910 or earlier, not a major consideration in this study. In any case, little overlap exists between the stations in the homogenised rainfall records and the stations used in this data-set (c.f. Table A1 ). As the stations in our study are primarily well-staffed airports Map showing locations of sites contained in this data-set.
and meteorological offices (not considered for the Lavery et al. data-set because they mostly opened well after 1910), with consistent record-keeping practices, the range of errors in the data is likely to be small. Hence, negligible biases due to the rainfall data are expected in the fire-weather results.
Temperature A homogenised daily maximum temperature database extending from 1957 (earlier in some cases) to early 1997 has been created at the Bureau of Meteorology (Trewin 1999) .
For the stations used in that study which overlap with those used here, the majority of the inhomogeneities in those time series occur before 1973; just under half of the identified discontinuities in maximum temperature occur after that date. Only negligible biases in the FFDI calculations are likely to be introduced by the non-homogenised temperature records used here. Further, there are many stations included here which do not overlap with Trewin's data-set. In any case, Trewin's adjustments to the maximum temperature data are typically small (less than a degree). Following a similar reasoning to that described in a later section, the small differences in the FFDI will likely be on the order of 1 to 2 points at the highest percentiles of the FFDI distribution and are not expected to have a large influence.
Humidity
Analysis by Lucas (2006a) shows that the humidity data suffer from numerous inhomogeneities. Most of these are small shifts in the dew-point and do not show any consistent tendency towards a positive or negative bias. A notable exception is the change in instrumentation associated with the shift to the AWS, which generally occurred sometime in the 1990s. At many stations, the newer AWS instruments read consistently lower humidity than the original instrumentation (Lucas 2006b ). The typical magnitude of this bias is −0.5°C in dew-point, but this amount varies with the weather conditions. The bias is hypothesised to be related to the (mis-)characterisation (and uncertainty) of a factor used in converting from wet-bulb temperature to the dew-point. In most cases, the typical change in dew-point equates to a very small change in relative humidity. As a result, this bias could result in slightly larger calculated values of FFDI during later periods. However, any potential bias introduced in the FFDI is likely to be small and, in light of the other sources of error, mostly insignificant.
Wind
The most serious homogenisation issue with the FFDI calculation is due to the wind data. To a greater or lesser degree, the wind speed data at all of the stations in the data-set are nonhomogeneous. This is illustrated by a time series plot of daily wind speed at 1500 for Sydney AP for the period 1973-2008 (Fig.  5) . The time series has been broken into different segments extending over several years (yellow lines). These segments have been identified using a multiphase regression analysis based on monthly averages of the wind speed (red lines). This procedure is described more fully in a later section.
The different segments reflect the different characteristics of the wind measured over time. The wind distribution in each segment has different statistical characteristics, specifically different means and variances. Compared to later periods, the averages are much lower from the mid-1970s to the mid1990s. The peak winds are also not as high and there are numerous incidences of calm winds. In 1994 a large jump in the average speed is observed, as well as a reduction in variance, while calm winds become relatively rare.
This long-term behaviour in the wind data is unrealistic. There are several explanations for this behaviour. The first is that, in many respects, wind is a very local phenomenon. The value which is measured depends heavily on the details of the local environment. For example, the growth/removal of trees or the construction/demolition of buildings can block or channel the flow, and change the measurement of the wind. This has undoubtedly been the case at Sydney AP, where several additions and expansions have been made over the years. Such changes are rarely documented and their effect is uncertain.
A second cause is the different anemometers which have been used to measure wind speeds. Before the widespread installation of AWSs, the wind speed measurements at the main observing stations were often made from pressure (Dines) anemometers. Pressure anemometers have a relatively high start-up threshold, meaning that no wind is measured until the wind reaches a threshold value. As a result, a larger number of calm and low wind speeds are seen in these observations. Wind speed measurements at the AWSs use cup anemometers, mostly Synchrotac 706, which have a low start-up threshold, but 'overspeed', with inertia preventing the cups from slowing or stopping. In addition, over the life of the cup anemometer, the bearings wear and increasing friction can result in gradually decreasing measured wind speeds. In general, when these anemometers are used, they show fewer calm/low wind speed days, and generally reduced variance in the wind speeds observed compared with the Dines anemometer records. The change in wind characteristics induced by this switch is evident in Fig. 5 at the 1994 breakpoint, and it is quantified in Table 2 . A similar discontinuity is present (to some degree) at the vast majority of the stations in the data-set. A metadata database maintained at the Bureau of Meteorology provides details of the instrumentation used at weather stations in Australia, although much information prior to the late 1990s exists only in hard-copy files which were not available for use in this study.
At many stations located away from major urban centres or airports, and earlier in the record prior to the introduction of AWS, wind speeds were estimated using the visual effects of wind on vegetation and the Beaufort scale. These estimates of the wind depend on the skill of the observer and wind speeds appear to be underestimated at most times, and are generally inconsistent over longer periods. In many of these cases, the climatological distribution of measured wind is truncated with the higher wind speeds being underrepresented or absent. Further, the values are generally discrete, falling on the midpoints of the Beaufort categories.
The effect of wind inhomogeneities on FFDI
The wind speed inhomogeneities described in the previous section exert a significant influence on the data-set. For example, statistically significant positive trends in the median values of the FFDI were shown in Lucas et al. (2007) . However, knowledge of the inhomogeneities confounds the interpretation of these trends. Are they real or an artefact of historical measurement techniques? Before assigning too much meaning to these trends, the effect of the wind inhomogeneities needs to be considered. In this section, the effect of these inhomogeneities on the distributions of the FFDI is examined.
Monte Carlo methods
As a first step, the effect of inhomogeneities in the data is examined using a Monte Carlo methodology. Pseudorandom numbers are used to generate distributions of temperature, humidity, wind speed and drought factor. These distributions are subsequently used to construct a hypothetical FFDI distribution. By imposing known changes to the wind distribution and recalculating the time series, the effects of the inhomogeneities can be deduced.
To obtain a realistic distribution of the FFDI in the simulations, appropriate distributions of four variables that comprise the fire index must be input. Observations indicate that the distributions of the relevant meteorological variables (i.e. temperature, wind speed, drought factor and humidity) are generally skewed, as is shown for wind speed in Fig. 6 . It is essential that the 'tail' of these skewed distributions be captured in order to reproduce the observed distribution of FFDI with any degree of accuracy. This is particularly true with the wind speeds, as shown in Dowdy et al. (2009) . To randomly generate numbers with a skewed distribution, the 'double block' procedure defined in Ermak and Nasstrom (1995) has been implemented. This algorithm uses two overlapping sets of uniformly distributed random numbers to generate a set of random numbers with a mean of zero and user-specified variance and skewness values.
For the simulations used here, the distributions of maximum temperature, drought factor and wind speed are all determined independently. Figure 6 compares the wind speed observations to a randomly generated set with the same mean, variance and skewness. The reproduction is generally favourable, capturing the extended tail in the observations quite well. On the other hand, the distribution of observations is a bit more 'peaked' than those simulated.
However, relative humidity cannot be specified independently as this can generate unrealistic combinations of temperature and humidity; these two variables are negatively correlated, with r-values computed here on the order of -0.5 to -0.6. Instead, a base RH distribution is created using a linear regression with Tmax. Normally distributed random fluctuations are then imposed on the base distribution to create a spread in the RH values while maintaining the natural relationship between the variables. The regression coefficients used in this randomisation are specific to each station, and the implied spatial variation in them is required to accurately capture the observed distribution. Figure 7 shows a comparison of the observations of the FFDI and the simulation. The first three moments of the observed distributions of summer (DJF) temperature, wind speed and drought factor from Sydney AP and Melbourne AP are used as input for the simulations (Table 1) . The results, presented in the form of frequency distributions, show that the simulation methodology does an excellent job at reproducing the observed distributions across the full range of FFDI values. This provides confidence that this chosen approach is meaningful and relevant.
The effect of variations in the wind speed distributions on the FFDI can then be investigated by systematically varying the wind parameters (i.e. mean, variance and skewness) and examining the resulting FFDI distribution. For a control, the wind distribution is assumed to have a mean of 20 km h −1 , a variance of 100 km 2 h −2 and a skewness of 0.7. The values are chosen because they are broadly representative of the distribution characteristics measured across Australia using the standard AWS wind measurement platform (i.e. the Synchrotac 706 cup anemometer). Figure 8 depicts the variation in FFDI with changes in the mean wind speed at the median and 90th percentile. Temperature, humidity and drought factor from both Sydney AP and Melbourne AP are used. The mean wind has been varied in 2.5 km h −1 increments. Each plotted point represents the average value from 30 simulations, in order to minimise the variation in individual samples. Changes in the mean wind speed affect all levels of the distribution, but the changes at the higher percentiles are larger. Across the range of values tested (10 to 30 km h −1 ), the median value varies by 2-3 points and the 90th percentile varies by 6-12 points. The slope of the line is larger at higher FFDI values. A similar exercise is performed with regard to the variance of the distribution (not shown). Imposing a variance ranging from (almost) zero to over 180 km 2 h −2 results in a negligible change in the median value. At the 90th percentile, the change ranges from 3-7 points. At the 99th percentile, the changes are quite large, ranging from 20-50 points across the whole parameter space. That said, the range of variance used in these sensitivity experiments is quite large. Only the obviously deficient periods of wind measurements have variance values towards either extreme of this range; wellbehaved wind observations with contemporary measurement technology appear to have a variance between 80 and 130 km 2 h −2 in most cases. In any case, only the extreme tails of the distribution are significantly affected. The skewness (S) of the distribution was varied from −0.3 to 3.5. As with variance, the effects at most percentile levels is minimal; there is no change in the median and a very slight decrease at the 90th percentile. At the 99th percentile, the shape is somewhat unusual with an increasing FFDI up to around S = 1.0 and decreasing values thereafter. The total range of variability at the higher percentiles is on the order of 5 to 10 points. In observations, the skewness values where this decrease occurs are generally coincident with periods of very low variance, and not characteristic of a well-behaved wind distribution.
Analytical solution
The Monte Carlo experiments in the previous section indicate that the largest effect of wind inhomogeneities on the distribution occurs due to changes in the mean wind speed. The effects of changing variance and skewness are minimal and mostly confined to the extreme tails of the FFDI Table 1 . Statistical relationships used in the Monte Carlo simulations at Sydney AP and Melbourne AP. For maximum temperature (T max ) and drought factor (DF) the mean variance and skewness of the distributions is shown. For relative humidity (RH), the linear relation used to specify the baseline values is given. distribution. This result lends itself to a straightforward analytical solution using the main FFDI equation and some elementary calculus. The rate of change of the FFDI with respect to the wind speed is given by the partial derivative of Eqn 1:
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indicates that the change in the FFDI introduced by a change in the wind speed (caused by either an inhomogeneity or otherwise) is directly proportional to the value of the FFDI itself, and hence is dependent on T, RH, KBDI and the like. The obvious implication is that the higher the FFDI, the greater the effect of the wind inhomogeneities. So in winter, or otherwise wet, low-FFDI periods (or stations), the effect of the wind errors will be smaller. The converse is true in summer or otherwise warmer, drier conditions. 'Discretising' the above partial derivative, a prediction for the error (ΔFFDI) introduced can be made: 
where ΔV is the strength of the wind discontinuity as determined by the difference in mean wind speeds calculated in the different segments determined in the breakpoint analysis.
This approach has much explanatory power for the results of the Monte Carlo experiments. The recursive nature of this error relation points to the reason that higher percentiles are more affected than lower ones; by definition, the higher percentiles have a higher FFDI.
Using the results from the previous section, the validity of this relation can be tested. Knowing the FFDI characteristics and the imposed change in wind speed, the 'slope' of the change in the FFDI can be determined. If the relation is valid, the computed slope should be close to the theoretical value (i.e. 0.0234). For example, using the data from the 90th percentile at Sydney gives slopes ranging from 0.0191 to 0.0235, indicating that the relationship is valid.
Application to real data
The Monte Carlo experiments demonstrated that the largest effect of the wind inhomogeneities on the distribution of the FFDI arises due to changes in the mean wind speed of the wind distribution. An analytical approach shows that the amount of change in the FFDI distribution can be quantified using a partial derivative of the FFDI with respect to wind speed. In this section, these findings are applied to examples of the real data from Sydney AP and Melbourne AP. This is useful and needed to help in the interpretation of the observed data. How large are the inhomogeneities in the data and what is their effect on the conclusions to be drawn?
The first step is to estimate the magnitude of the wind speed inhomogeneities through time. From the daily time series, a time series of monthly average wind speed is constructed (the red line in Fig. 5 ). Upon this series, a breakpoint (or multiphase regression) analysis is conducted, generally following the methodology described by Easterling and Peterson (1995) . Here, the fitted lines (yellow lines in Fig.  5 ) in the individual segments are constrained to have a slope of zero. Breakpoints must be at least twelve months apart and both parametric and non-parametric tests are used to assess their statistical significance.
This analysis at Sydney AP indicates four breakpoints, resulting in five segments. The breakpoints occur during May 1976 , July 1988 , August 1994 and June 2001 . Some statistics of these periods are presented in Table 2 . These statistics encapsulate the changing character of the wind measurements over the historical period of study. The most dramatic change is the 1994 breakpoint, associated with the switchover to the AWS winds. Before this time, the average wind speeds were lower and observations of calm winds were much more frequent. For the other breakpoints, there is nothing obvious in the station metadata to indicate their source. Nonetheless, there are changes in statistical characteristics of the wind during these periods; at Sydney AP, the changes are mostly seen as changes in the mean wind speed, although there are also fluctuations in the skewness and variance as well.
What is the effect on the distribution of the FFDI? Table  2 indicates that there are changes in median and 90th percentile FFDI, both of which fluctuate by nearly a factor of two over the whole record. Do the changes in the character of the wind measurements account for the observed variations in the FFDI? Taking the worst case, the differences in wind speed between segments 2 and 5 (i.e. 10 km h −1 ) in Table 2 , gives an error in the median FFDI of 0.7 to 1.1 points. Similarly at the 90th percentile, the error ranges from 2.3 to 3.4 points (depending on which value of the FFDI is input into the equation). The process described above is repeated utilising the data from Melbourne AP (Fig. 9) . As seen in Table 3 , the inhomogeneities are generally smaller compared to Sydney. In Melbourne, the changeover to AWS observations occurred in August 1995, clearly visible in Fig. 9 from the reduction in the number of calm observations, although no breakpoint is identified here as there is not a corresponding change in the mean wind.
Consider segments 3 and 4 at Melbourne as shown in Table  3 . The mean wind speed is just over 2 km h −1 higher during the latter period, while the increases in both the median and 90th percentile FFDI are quite large, on the order of a 50 per cent increase. Applying the formula to estimate the effect of the inhomogeneities predicts an increase between 0.2 and 0.3 points for the median and an increase between 0.7 and 1.1 points for the 90th percentile. The main conclusion to be drawn from this exercise is that while the wind inhomogeneities do account for some portion of the variations in the FFDI over the period of record, they are not large enough to fully explain them. Wind inhomogeneities cannot be the sole cause of the observed FFDI variability; interannual to interdecadal climate variability and (possibly) climate change are also factors.
Concluding remarks
This paper describes the creation of a historical national fire weather data-set for Australia based on the McArthur Forest Fire Danger Index. The sources of data used are thoroughly described. The behaviour of the separate components, namely drought factor and Keetch-Byram Drought Index, used as inputs to the calculation is also deconstructed so that a more complete understanding of their characteristics is achieved. Finally, potential sources of error due to inconsistencies in the measurement of meteorological variables over long periods are considered. The wind speed data are particularly prone to these types of errors, and a considerable effort is made to quantify their effect on the distributions of the subsequent fire weather calculations. In some cases, particularly at rural stations earlier in the record, the inconsistencies in the wind measurements are particularly egregious. This may render the earlier portions of the data less reliable for some applications; later periods with modern wind instrumentation will be relatively unaffected.
The data-set as formulated is most suitable for use in weather and climate studies rather than direct input into an assessment of fire behaviour. As noted earlier, no consideration is made for varying fuel types or amounts, although this has a direct impact on the occurrence and intensity of the fire behaviour on a given day. By choosing a set time (1500 LT) and using the maximum temperature as the basis for the calculation, the maximum fire danger on a given day may not be captured. As shown in Lucas et al. (2007) , the FFDI can vary considerably on sub-daily time-scales for a variety of reasons. Similarly, significant changes in the local synoptic situation (e.g. a cool change) occurring before the observation time can lead to a misrepresentation of the true fire weather danger of a given day. For understanding fire behaviour and its effects, the data here represent a starting point; a closer examination of the details of a given day can then be made to more accurately assess the FFDI for fire danger considerations (e.g. Blanchi et al. 2010) .
While there are some limitations with the scheme, the FFDI agrees reasonably well with the widely-used Canadian Fire Weather Index (Dowdy et al. 2009 ). Properly used, this data-set will contribute to the understanding of the longterm fire weather danger and its relation to weather and climate variability. 
