Abstract: Differential evolution (DE) is a global optimizer for continuous design variables. To enhance DE, it is necessary to handle discrete design variables. In this paper, a discrete differential evolution (DDE) algorithm is proposed to handle discrete design variables. The proposed DDE is based on the DE/1/rand/bin method. In the proposed DDE, the mutation ratio is regarded as the exchange probability, and thus, no modifications of DE/1/rand/bin are required. In addition, in order to maintain diversity through the search process, we initialize all search points. By introducing the initialization of all search points, global or quasi-optimum solution can be found. We validate the proposed DDE by applying it to several benchmark problems.
Introduction
 Population-based optimization techniques such as particle swarm optimization (PSO), genetic algorithm (GA), and ant colony optimization (ACO) are widely studied in the field of evolutionary computation. Differential evolution (DE), proposed by Storn and Price, is a population-based optimization technique [1] used to obtain a global minimum solution in continuous design variable problems [2] [3] [4] . DE, as well as other population-based optimization techniques, is also considered as a stochastic optimization technique. Several DE versions have been proposed thus far. The basic DE version is called DE/1/rand/bin, and is explained in section 2. In DE/1/rand/bin, numerous search points are randomly distributed throughout the design variable space, and three search points are randomly selected. In order to produce a new search point, mutation and crossover operations are applied. The objective function at the current iteration is compared with that for the new search point. If the objective function is improved, the new search point is replaced. Using this procedure, a global minimum can be found. The effects of setting the parameter in DE are well examined through numerical experiments [5] [6] [7] [8] . DE is well suited for finding a global minimum solution in continuous design variable problems. However, extending DE to handle discrete design variables remains an unresolved issue.
The simplest way for DE to handle discrete design variable is by applying rounding-off and truncation techniques. Therefore, all discrete design variables are assumed to be continuous, and the above techniques are applied to obtain the discrete optimum. Such approaches are currently employed due to their simplicity [9] . Although these techniques are valid in handling discrete design variables, some problems may arise. Let us consider the cases shown in Fig. 1 , which illustrates some of the potential problems [10] .
In Fig. 1a , x L denotes the local minimum of the continuous design variables. Points A and B represent the discrete points of the i-th discrete design variable. If rounding-off is applied to x L , point B is selected. However, in this case, the objective function is not improved compared to that of point A. Therefore, in DA VID PUBLISHING D Discrete Differential Evolution for Mixed Discrete Non-Linear Problems 595 some cases, rounding-off worsens the objective function. Next, let us consider Fig. 1b , in which no discrete optimum can be found by rounding-off and truncation. It can be seen in Fig. 1 that rounding-off and truncation sometimes lead to the wrong results. A summary of several optimization methods available for discrete design variables is presented in Ref. [11] .
For the mixed discrete non-linear problems (MDNLPs), we have proposed the use of a particle swarm optimization algorithm [12] , in which the discrete design variables are transformed into continuous ones using a penalty function [13] . By introducing the penalty function, it is possible to treat all design variables as continuous. The augmented objective function, which consists of the objective and the penalty function, is constructed. The augmented objective function has many local minima at the discrete points. The optimum of the discrete design variables corresponds to the global minimum of the augmented objective function. In the penalty function approach, the key is to adjust the appropriate penalty coefficient of the penalty function. To date, there is no effective way available to determine an appropriate penalty coefficient.
Some applications of DE to discrete design variables have been reported [14] [15] [16] ; however, they employ simple rounding-off and truncation techniques. Application of DE to the flow-shop scheduling problems has also been reported [15, 16] , but some modifications are required. These algorithms are limited to the flow-shop scheduling problems. For simplicity and versatility, it is preferable to apply
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Optimum of continuous variables DE/1/rand/bin without any modifications to the discrete design variable problems and MDNLPs. For example, PSO algorithms for the flow-shop scheduling problems have been reported in [17] [18] [19] . However, the applications of these algorithms are limited to the flow-shop scheduling problems. These algorithms cannot be applied to discrete design variables problems and MDNLPs.
In this paper, we propose a discrete differential evolution (DDE) algorithm to handle the discrete design variables. In the proposed DDE, the discrete design variables are handled directly. Therefore, rounding-off and truncation techniques are not employed in the proposed DDE. In the proposed DDE, the mutation ratio F is regarded as the exchange probability, and no modifications of DE/1/rand/bin are required. Therefore, it is possible to directly handle the discrete design variables. In order to maintain diversity through the search process, we initialize all search points. Thus, when the standard deviation of objective function is less than a predefined threshold, all search points are randomly distributed in the design variable space. By initializing all search points, the global or quasi-optimum solution can be found.
The remainder of this paper is organized as follows: In section 2, DE for the continuous design variables is briefly explained. In section 3, the SDDE will be described and the algorithm will be shown. Through benchmark problems of the discrete design variable problems and the MDNLPs, the validity of the proposed DDE is examined.
Differential Evolution

Problem Definition
In general, MDNLP is described as follows [11] : x denote the lower and upper bounds of the continuous design variables, respectively. Z i is the set of discrete values for the i-th discrete design variable. z i,j is the j-th discrete value for the i-th discrete design variable. q represents the number of discrete values. The lower and upper bounds on the discrete design variables are given by z i,1 and z i,q , respectively. In general, the number of available discrete values q for each discrete design variable may be different.
Basic Algorithm of DE/1/Rand/Bin
DE is a population-based optimization technique with no gradient information. Although several DE versions have been proposed, in this paper we focus on the basic DE version called DE/1/rand/bin. Here, the following descriptions are introduced:
k: k-th iteration. ( ) 
(STEP3) Iteration counter is increased by 1(k= k +1).
(STEP4) If k is less than k max , return to STEP2. Otherwise, the algorithm terminates.
From Eq. (6) it can be seen that the new point u d k is replaced only when the objective function is improved. This enhances local search, while the random selection of the three search points facilitates a global search. Therefore, DE/1/rand/bin is considered to have the ability to search both locally and globally. An illustrative example how to produce the new search point u d k is presented in Fig. 2 .
First, the crossover point is randomly determined, and then the element of u d k at the crossover point In order to determine the other elements of u d k , a random number r between 0 and 1 is generated. If r is less than Cr, the element of
Otherwise, the element of u d k inherits from x d k .
Proposed Discrete Differential Evolution
In this section, DDE is described. The basic idea of the proposed DDE is obtained from the discrete particle swarm optimization (DPSO) [17] [18] [19] . In DPSO, the addition and subtraction of two vectors are defined. To move the search points on discrete points, the product of the coefficient and a vector is also defined. In DE/1/rand/bin, due to the mutation it is not possible to move the search points on discrete points. It is clear from Eq. (5) that mutation consists of the following two terms: 2 3 ( )
By applying these two calculation rules in DPSO [20] , the search points can move on discrete points. 
Calculation Rules and Detailed Procedure
In this subsection, we assume that all elements of x r1 k , x r 2 k , and x r3 k are discrete. It is important to move all search points on discrete points. In order to achieve this objective, the following two rules are employed. RULE 1: Product of the coefficient and the difference vector [20] :
where
In Eq. (9), x, y and z represent the vectors, which contain discrete elements. x i , y i , and z i denote the i-th element of x, y, and z. In Eq. (9),  is the coefficient, and in Eq. (10) r is a random number between [0,1]. In order to determine the i-th element of x, r is generated.
If r is less than  , x i inherits from y i . Otherwise, x i inherits from z i . It is clear from Eq. (10) that  represents the exchange probability. Moreover, we can identify the similarities between Eqs. (7) and (9) . In particular,  in Eq. (9) corresponds to F in Eq. (7).
Therefore, to determine D k , it is possible to regard the mutation ratio F as the exchange probability. The elements of D k can be determined as follows: 
In Eq. (12), a, b and c represent the vector, and all elements are discrete. In Eq. (13), a i , b i , and c i denote  the i-th elements of a, b, and c (12) . Therefore, the following correspondence can be considered.
Hence, all elements of v d k are stochastically determined by x r1 k and D k .
The detailed procedure of mutation for discrete design variables is summarized as follows: In order to produce a new search point u d k , the crossover between x d k and v d k is applied.
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Initialization of All Search Points
In DE/1/rand/bin, three search points (x r1 k , x r2 k , and x r3 k ) are selected at random. It is expected that this random selection will enhance the global search. However, a new search point u d k is obtained only when the objective function is improved. Therefore, simple application of Eqs. (11) and (14) will lead to a local minimum. In the proposed DDE, in order to escape from a local minimum, all search points are initialized. Thus, when the standard deviation of objective function is less than a threshold  , all search points are randomly distributed in the design variable space. By initializing all search points, it is expected that diversity among search points will be maintained throughout the search process. As a result, it is expected that a global minimum can be found.
Handling the Constraints
In population-based optimization techniques, various penalty functions are often employed to handle behavior constraints [21] . In this paper, we construct the augmented objective function to be minimize according to the following penalty function [22] :
(1
In Eq. (16) q is a real number greater than 1. In this paper, q is set to 2. The penalty parameter R in Eq. (16) is automatically determined using the penalty function approach presented above.
Handling of Mixed Design Variables
In the case of the mixed design variables, the components of the design variables can be expressed as follows:
( , ) represent the components of continuous and discrete design variables, respectively. In this case, we have to pay attention to mutation. In mutation, Eqs. (11) and (14) are applied to the components of the discrete design variables, while Eq. (5) is applied to the components of the continuous design variables.
Proposed DDE Algorithm
The proposed DDE algorithm is shown in Fig. 5 . In  Fig. 5 , STD represents the standard deviation of the objective function, and count denotes the number of convergence. The proposed DDE algorithm terminates with k max . Crossover for all design variables, and generation of
Selection of the minimum objective among
for the discrete design variables for the continuous design variables Mutation In comparison with the DE/1/rand/bin algorithm for continuous design variables, the main differences of the proposed DDE are summarized as follows:
All search points are randomly distributed on the discrete points.
If the standard deviation of the objective function is less than a threshold  , then all search points are initialized.
Numerical Examples
Through typical benchmark problems, the validity of the proposed SDDE is examined. In all numerical examples, the mutation ratio F is set to 0.6, and the crossover ratio Cr is set to 0.5. The threshold  is set Fig. 6 shows a simplified configuration of a compound gear train that has been investigated by many researchers [23] [24] [25] [26] [27] [28] . It is desired to produce a gear ratio, or velocity ratio, as close as possible to 1/6.931. The gear ratio for the gear train is:
Optimum Design of A Gear Train
where T a , T b , T d , and T f are the number of teeth on gears A, B, D, and F, respectively. These numbers are considered as the design variables. For each gear, the number of teeth is an integer value between 12 and 60. Thus, the mathematical formulation of this problem is defined as follows:
12 60
The number of search points is set to 30, and the maximum number of search iterations is set to 200. The results are listed in Table 1 . Typical histories of the objective function and the standard deviation of the objective function are shown in Fig. 7 , in which the dashed line denotes the history of the objective function and the solid line denotes the history of the standard deviation of the objective function. We obtained the global minimum in all trials. As the result, the standard deviation of the objective function is zero.
It is clear from Fig. 7 that the global minimum can be found in approximately 50 iterations (1500 function evaluations). In addition, the initialization of all search points results in escaping from the local minima. Therefore, a global minimum cannot be found without initializing all search points. It is well known that this problem has four global minima, and in our experiment, we obtained the global minima listed in Table 2 . The objective function at the global minima obtains the values listed in Table 2 . 
Optimum Design of A Truss Structure
Let us consider the minimum weight design of a three bar truss, as shown in Fig. 8 [10, 13, 29] . Vertical and horizontal loads P are applied at a node. The structural weight is minimized under the constraint that the stress in all bars should be smaller than the allowable stress max  . Here we introduce
The mathematical formulation of the problem is as follows: 
The number of search points is set to 10, and the maximum number of iterations is set to 20. Thus, the maximum number of function evaluations is 200. The global minimum is x G = (1.2, 0.5, 0.1) T , and the objective function at the global minimum is f(x G )=3.0414. Using the proposed algorithm with different random seeds, we always found the global minimum through all trials. Conversely, Li and Chou [29] occasionally failed to find the global minimum. This problem was previously solved using the penalty function approach by Shin et al. [13] . In Ref. [13] , various penalty coefficients of the penalty function were adjusted, and many local minima were obtained. The results by Shin et al. indicate that in the penalty function approach, it is difficult to adjust the penalty coefficient. The proposed DDE requires no additional parameters for the discrete design variables, and can handle discrete design variables in a simple manner.
Optimum Design of Pressure Vessel
One of the most famous MDNLPs is the optimum design of a pressure vessel, as shown in Fig. 9 . The design variables are radius R = x 1 , length L = x 2 , thickness Ts = x 3 , and thickness Th = x 4 . The cost is minimized subject to four constraints. Though several formulations have been reported, the optimum design is formulated according to Ref. [30] , as follows: Table 3 . In addition, the histories of the objective and the standard deviation of the objective function are shown in Fig. 10 , in which the dashed line denotes the history of the objective function and the solid line denotes the history of the standard deviation of the objective function. Although the proposed DDE could not obtain the global minimum, it obtained a quasi-optimum solution. The initialization of all search points is introduced for the global search. If all search points are not initialized, the search terminates at the local minimum found by Sandgren [23] . The initialization of all search points led to finding a quasi-optimum solution. Table 3 Comparison of results for the pressure vessel problem. (23) Zhang (25) Wu (26) Lin (27) Guo (28) Proposed Method He (30) Kitayama (12) 
Sandgren
Other Benchmark Test Problems
The benchmark problems considered from literature are listed in Table 4 , and they were solved by the proposed DDE. In all benchmark problems, the number of search points was set to 10, and the maximum number of search iterations was set to 20. Thus, the maximum number of function evaluations was 200. Fifty trials were performed. In all benchmark problems, the proposed DDE always found the global minimum in less than 20 function evaluations.
Conclusions
In this paper, we proposed a differential evolution algorithm for discrete design variables. The proposed DDE is based on the DE/1/rand/bin algorithm used for continuous design variables. The proposed DDE can directly handle discrete design variables, and the mutation ratio is regarded as the exchange probability. In order to maintain diversity throughout the search process, all search points were initialized. By initializing all search points, the global or quasi-optimum solution could be obtained. In the proposed DDE, no modifications are required to handle the discrete design variables. The validity of the proposed DDE was verified through typical numerical examples.
