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Institute (MNI) coordinates for the proposed location of these cells 176 in the SPM2 canonical brain are provided in Table 1 from the articulators.
255
The sensory response to self-generated speech is represented in The neural network model is described by a system of ordinary 289 differential equations that are provided in Table 2 . A more detailed providing growing evidence that the BOLD signal is more represen-325 tative of synaptic activity as reflected by local field potentials than 326 spiking activity.
327
In accordance with this conclusion, the fMRI activations in the 328 DIVA model are determined by using the total synaptic inputs to our 329 modeled cells, rather than their activity. Each model cell is Articulator velocity map M Feedforward (t) = P(t)z PM (t) − M(t) z PM (t) encodes the feedforward motor commands for the speech sound currently being produced. M(t) specifies the current articulator position. M Feedforward encodes feedforward articulator velocity commands. t2:6
Auditory state map Au(t)= f AcAu (Acoust(t − τ AcAu )) Acoust(t) is the acoustic signal resulting from the current articulator movement. τ AcAu is the delay associated with transmitting the auditory signal from the periphery to the cerebral cortex. f AcAu transforms the acoustic signal into a corresponding auditory cortical map representation, Au(t). t2:7
Auditory target map T Au (t)= P(t-τ PAu )z PAu (t) τ PAu is the transmission delay for the signals from the Speech Sound Map to the Auditory Target Map. z PAu (t) are synaptic weights that encode the auditory expectations, T Au (t), for the current sound being produced. t2:8
Auditory error map
is the difference between the actual auditory responses and the auditory expectations for the current speech sound. t2:9
Somatosensory state map
is the state of the articulators resulting from the current articulator movement. τ ArS is the delay associated with transmitting the articulator state to the cerebral cortex. f ArS transforms the articulatory state into the corresponding somatosensory cortical map representation, S(t). t2:10
Somatosensory target map T S (t)= P(t − τ PS )z PS (t) τ PS is the transmission delay for the signals from the Speech Sound Map to the Somatosensory Target Map. z PS (t) are the synaptic weights that encode the somatosensory expectations, T S (t), for the current sound being produced. t2:11
Somatosensory error map
is the difference between the actual somatosensory responses and the somatosensory expectations for the current speech sound. t2:12 Articulator position map
is the initial configuration of the vocal tract. α fb and α ff are weights relating the contributions of feedback and feedforward control, respectively. 
486
Therefore, the standard normalization procedure falls short of 487 ensuring alignment of the structural, and presumably functional, 488 regions across even a small subject cohort.
489
The standard means of accounting for inter-subject anatomical 490 variability is to spatially smooth functional data after normalization 491 with an isotropic smoothing kernel of 6-12 mm. While increasing the 492 power of voxel-based analyses, this method has the effect of blurring analysis over the voxel-based method, however, is that by testing speech production studies.
607
In the auditory feedback perturbation study, SEM was used to 608 assess projections between five sensory and motor cortical regions, 609 including the left and right superior temporal gyrus, the right inferior and posterior temporal regions that were found to be significantly 620 more active in the shift-no shift contrast.
621
The implied covariance of the network provided a good fit to the 622 empirical covariance across all conditions and met all goodness-of-fit for instance, it was necessary to ensure that the model could capture The DIVA neural network model proposes a control scheme using a whether such a combined reference frame is functionally critical for 777 the production of speech sounds remains to be clarified. 778 We are also implementing improvements to the DIVA model 
