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Abst rac t - -We consider implementations of a variable step size (and, separately, constant step 
size), fourth-order symplectic Gauss implicit Runge-Kutta method for the solution of Hamiltonian 
systems. We test our implementations onKepler's problem with the aim of judging the algorithms' 
qualitative behavior and efficiency. In particular, we introduce compensated summation asa method 
of controlling roundoff accumulation. Also, we show how the variable step size Gauss implicit Runge- 
Kutta method performs on Kepler's problem with solution orbits of high eccentricity, and compare 
its performance with that of two Runge-Kutta-NystrSm codes. Finally, we discuss the calculation 
of efficient starting values for the associated iterations, measure the cost in iterations of our various 
predictors, and comment on the strategies for terminating the iteration. (D 2003 Elsevier Science 
Ltd. All rights reserved. 
Keywords- - Impl ic i t  Runge-Kutta, Hamiltonian systems. 
1. INTRODUCTION 
Assume the autonomous Hamiltonian H(p,  q) is a smooth real function where p = (pl,p:.,,. . . ,  
p~)T are the generalized momenta, q = (ql, q2 , . . . ,qd)  T are the generalized coordinates, and d 
is the number of degrees of freedom. The Hamiltonian system of ordinary differential equations 
(ODEs) corresponding to H(p,  q) is, for i = 1, 2 , . . . ,  d, 
dp__A = OH 
dt Oqi ' 
dq___£ = OH 
dt Opi'  
(p(to) with which we need initial conditions \ q(to)] = (P : ) .  Note 
(1.1) 
H(p,  q) = H0 - H(po, q0) (1.2) 
(i.e., dH = 0) and Hamiltonian ODE systems of the form (1.1) are symplectic [1]. 
Here, we consider using the two-stage, fourth-order Gauss implicit Runge-Kutta (IRK) methods 
for solving Hamiltonian systems (1.1). When implemented in infinite precision, these methods 
have desirable properties (such as simplecticness) which mirror the properties of the original' 
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Hamiltonian system and which ensure slow error growth in constant step size integration and a 
bounded error in the Hamiltonian [2]. 
A separable Hamiltonian has the structure 
H(p,q)  = T(p) +V(q).  (1.3) 
In mechanics, T(p) = (1/2) p. (M- lp )  represents kinetic energy (M is the mass matrix) and V(q) 
represents potential energy. The Hamiltonian system for (1.3) has "partitioned form" 
d._pp = -VqV, 
dt 
dq = VpT = M- lp .  
dt  
(14) 
H(p, q) - p" p 1 
2 (q. q)l/2' (1.5) 
and the Hamiltonian ODE system (1.4) becomes 
dp 1 
dt  - (q. q)3/2q' 
dq (1.6) 
d--t =P" 
Typically, Kepler's equations are integrated starting from the initial conditions 
P= l+e , 
(1.7) 
q= 0 ' 
where e, 0 < e < 1, is the eccentricity of the orbit. (The larger the value of e, the more eccentric 
the orbit and the more difficult the integration.) 
In Section 2, we study how the accuracy of the solution of the nonlinear IRK stage equations 
impacts the accuracy of the relative Hamiltonian errors in a long time integration of Kepler's 
equations. We consider both a direct constant step size integration and an "error controlled" 
integration employing an arclength reparametrization with constant step size integration of the 
reparametrized quations. Here, we assume that the IRK method is implemented to machine 
accuracy, that is, that the associated iterations are iterated to convergence. In particular, we in- 
troduce compensated summation as a method of controlling roundoff accumulation. We continue 
by showing how the reparametrized method performs in extreme circumstances and compare 
that performance with that of two Runge-Kutta-NystrSm (RKN) codes. In Section 3, we derive 
explicit Runge-Kutta (ERK) methods which approximate the stage values of the implicit IRK 
This system may be integrated using specially designed IRK methods, for example the symplectic 
partitioned IRK methods (which are explicit for partitioned systems) and certain Runge-Kutta- 
Nystr6m methods; see [1,3]. Though implicit methods are not necessary for these problems, 
we consider their use, particularly the use of the IRK methods because of their mathematical 
properties and because they have been widely recommended for the nonseparable case; see [1] 
and the references therein. Although our numerical example, Kepler's problem, is separable, we 
do not take advantage of separability. Our overall conclusions do not depend on it. 
In the scaled version of Kepler's problem widely used in numerical tests [4-6], we have M = I 
and V(q) = -1 / (q .  q)l/2. So, the Hamiltonian (1.3) becomes 
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methods. Using a fixed-point iteration to compute the stage values in the case when the ()DEs 
being solved are nonstiff, as in the Hamiltonian system case, is suggested in [1] and in many other 
places. Our aim is to use good predictors to speed up the fixed-point i erations when computing 
the stage values. 
2. ACCURACY OF THE IRK  INTEGRATIONS 
Here, our main concern is the behavior of the relative Hamiltonian error in integrations with 
the fourth-order two-stage Gauss IRK formula. Consider the autonomous ODE system 
y' = f(y). (2.1) 
For system (1.4) we choosey = (Pq) and f (y)= r ,(_vqv(q)) 
' WpT(p)  " 
2.1. IRK Formulas and Constant Step Size Integration 
The two-stage fourth-order Gauss IRK formula may be represented in standard notation using 
the Butcher tableau [1,2]. 
2 6 
i+y 
1 1 v~ 
4 6 
1 v~ 1 
~+T 
1 1 
This tableau is a shorthand for the integration formula 
(2.2) 
1 Atn+l[f(Y0 + f(Y2)], Yn+l = Y= + (2.3) 
where the stages Y1, Y2 satisfy the equations 
YI=yn+Atn+I[lf(y1)+ ( 1 ~v~)f(Y2)], 
[ (1  _~_~) 1 
Y2 = Yn + At~+l + f(Yl) + ~ f(Y2) 
(2.4) 
Here, Yn approximates the solution y(tn) at time tn, and Atn+l = tn+l - tn. (The values in the 
left column of tableau (2.2) are required only when solving nonautonomous systems.) Solving 
equations (2.3) and (2.4) exactly guarantees that the two-stage Gauss IRK method is fourth-order 
in At and is symplectic; see [4]. The latter property guarantees that the relative Hamiltonian 
error is bounded for all time. In the remainder of this section, we assume that these equations 
are solved precisely to machine precision. We achieve this using a fixed-point i eration 
Z(~+I) At,~+l [ l f  (yn+Z~0)+ (1  v~)  f (yn + Z~i))] 
~2~(i+l)=Atn+l + f y .+Z~ i) +~f  yn+Z(2 i) 
(2.5) 
where yn) 
Z(0= ~Z(20) = y(20 y= ' 
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This iteration continues until there is no further change in the scaled iterates 
= \T?  ) - A +I z? - 
to machine precision. Of course, this does not give the exact solution, but it is about as close to the 
true solution as we can realistically hope to achieve in a finite fixed precision computation. The 
scaling by At is to remove the implicit factor of Atn+l in Z (~). That is, it removes the dependence 
on the step size of the iteration error control; see [1, Section 5.5]. For Atn+l small enough, the 
iteration is guaranteed to converge to the "true" answer, so the quality of the prediction Z (°) of 
the stages is important only for efficiency. We return to this efficiency question in Section 3. For 
now, we observe that in all our experiments he step size Atn+l has been small enough so that the 
iteration has always converged. For large values for At,~+l, we lose accuracy in the integration 
of Kepler's problem (that is, a graph of the (Pl,P2) phase plane of the computed solution is no 
longer a closed orbit), but still the iteration for T (~) converges. 
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F igure  1. In tegrat ion  of Kepler 's  problem wi th  e = 0.9, A t  = 0.0005, S = 200. 
In Figure 1, we show the relative Hamiltonian error in a double precision (DP) Fortran 90 (f90) 
integration of Kepler's problem with eccentricity e = 0.9 using a constant step size At = 0.0005 
in the two-stage Gauss IRK method. In this and all later figures, we plot the error only once 
every S steps, so that the reader is able to observe any structures in the plot. With each figure, 
we give the value of At used in the integration and the value of S used for the plot. The range of 
integration is chosen to be the same as that used in [4]; that is, it is of length 1,025 periods. In [4], 
the global error in the variables p, q is analyzed on this range. The error in the solution grows 
linearly with time t; see [2]. However, the elliptical phase plot of the solution in the (ql, q2)-plane 
remains a closed orbit in all the results reported here. Indeed, though the numerical solution has 
significant global error, it traces the orbit the same number of times as the true solution. 
In Figure 1, we observe the regular (bounded) behavior of the error which lies within an 
asymmetric band about the zero error line. The same type of regular behavior is obtained 
for integrations using a range of constant step sizes. The largest step size that we tried for 
this eccentricity which preserves the periodic nature of the solution (P )  is At = 0.001. In 
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Table 1, the maximum Hamiltonian errors observed for At = 0.001 and for successively smaller 
values of At are given. Down to At = 0.0002, these maximum Hamiltonian errors demonstrate 
clearly the fourth-order behavior of the method; subsequently, roundoff error impacts the order 
calculations. We also include the corresponding values for Fortran 90 extended precision (EP) 
calculations which clearly indicate the correct order; roundoff error has no significant impact in 
these calculations. The regular fourth-order reduction in the error as the step size is halved that is 
observed in Table 1 breaks down when the step size At is sufficiently small. In Figure 2, we show 
the relative Hamiltonian errors from the same sequence of step sizes as in Table 1. Observe that 
the loss of fourth-order behavior in Table 1 is due to presence of a phenomenon ot observable 
for larger step sizes, where there are larger truncation errors. These results and those for the 
reparametrized equations discussed in the next section were initially produced using a MATLAB 
implementation; MATLAB uses double precision arithmetic. We have also used a Fortran 90 
double precision implementation of the same algorithm on the same computer system, producing 
close to identical results. (MATLAB and Fortran 90 are syntactically close, and therefore, it is 
relatively easy to check that the algorithm implemented is the same.) 
Table 1. Maximum relative Hamiltonian errors integrating Kepler's problem with 
e = 0.9 over 1,025 periods. 
At 
0.0010 
0.0005 
0.0002 
0.0001 
Herrmax(DP) Order Herrmax(EP) Order 
-3.90597350 x 10 -8 -3.90591643 x 10 -8 
-2.43982967 x 10 -9  4.00082982 -2.43862020 X 10 .9  4.00152409 
-6.41406928 x 10 -11 3.97101530 -6.24102202 x 10 -1] 4.00032271 
-6.99174052 x 10 -12 3.19751639 -3.90047404 x 10 -12 4.00006093 
The linear error growth observed in Figure 2 is reminiscent in size and behavior of that predicted 
by the standard analysis of the effects of the accumulation of roundoff error, for a double precision 
calculation. (Another, possibly clearer, example of linear error growth is shown in Figure 6.) This 
linear error growth is probably mainly explained by the accumulation of roundoff error. (Note 
that, although we solve the stage equations (2.4) almost exactly, there are still roundoff errors 
in the formation of the solution in (2.3).) We observe that during the linear error growth, the 
maximum size of the error is approximately the same (that is, of order 10 -12) in a double prec:ision 
(16 decimal digit) calculation for all the step sizes where its effect is visible. Note, as the step 
size is halved, the number of steps doubles but the increment (the second term in (2.3)) to the 
solution is approximately halved. 
To check the effects of precision, we computed exactly the same quantities using extended 
precision in Fortran 90, on the same computer system. At this extended precision, the error 
growth phenomenon vanishes, confirming that the problem is indeed due to the precision of the 
arithmetic. 
2.2. E r ro r  Cont ro l  by  Arc length  Reparametr i za t ion  
The short step sizes needed to compute a realistic solution of Kepler's problem when using 
a constant step size are entirely due to the difficulty of integrating accurately near the point of 
closest approach in the orbit (viewing Kepler's equations as describing a two-body problem with 
one body fixed at the origin). Much larger step sizes could be used elsewhere on the orbit. Since 
to use a standard variable step size algorithm would violate the simplecticness of the Gauss IRK 
method, a number of authors [1,4,7-9] have suggested transforming the system to one where a 
constant step size method would produce approximately the same error on every step. In [4], an 
arclength reparametrization 
dt 
d'r g(P' q) 
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Figure 2. Integration of Kepler's problem with e = 0,9. 
10o0 
is proposed.  This  leads to the equat ions 
dp  
- g (p ,q )VqH(p ,q) ,  
dT 
dq 
d-"~ = g(p '  q )VpH(p ,  q),  
(2.6) 
which for Kepler 's  problem reduce to 
d__pp = g(p,  q) 
dT (q .  q)3/2 q '  
dq 
d--~ = g(p '  q )p '  
(2.7) 
A var iety of choices of g(p ,  q) have been proposed in the l i terature.  Here, we use a s tandard  
arc length measure 
g(p, q) = [p. (M_Zp) + llVqV(q)l122]-1/2 (2.8) 
recommended in [4]. For Kepler's problem, this gives 
I I 1 -i/2 y(p ,q )  = p .  p + (q" q)----------~ (2.9) 
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The resulting reparametrized quations are further modified by adding a term to preserve 
the Hamiltonian ature of the problem; see [7-9] for a justification. For Kepler's problem, this 
modification leads to the equations 
dp g(p, q) 
d--'~ = (q. q)3/2 q - [H(p, q) - Ho]Vqg(p, q), 
dq 
d-~ = g(p' q)p + [H(p, q) - Ho]Vpg(p, q), 
(2.10) 
where Vpg(p, q) = -g(p,  q)3p, 
2g(p,q) 3 (2.11) 
Vqg(p,q) = (q . - -q -~ q. 
The idea is to integrate quations (2.10) with a constant step size AT in % hence, preserving 
simplecticity of the system as a function of 7-. Of course, for a constant value of AT, the step 
size At in the original independent variable, t, varies with arclength; that is, the step size is small 
where there are large variations in with respect to unit variations in t and is large elsewhere. 
In the case of Kepler's problem, that means that the actual step size At is small near the point 
of closest approach of the two bodies. Although its provenance is an arclength reparametrization 
of time, AT is effectively being used as a local error control tolerance. 
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Table 2. Relative Hamiltonian errors and estimated orders of accuracy for DP inte- 
gration of the reparametrized Kepler problem with e = 0.9 over 1,025 periods. 
AT 
0.10000 
0.05000 
0.02500 
0.01250 
0.00625 
Herrmax(DP) 
2.072764 x 10 .7  
Order Herrmax(EP) 
2.072759 x 10 -7 
Order Herrmax(DPCS) 
2.072760 × i0 -7 
Order 
1.295087 × 10 -8 4.00043 1.295036 × 10 -8 4.00049 1.295038 × I0 - s  4.00049 
8.101368 × I0 - I0  3.99874 8.093571 × I0 - I0  4.00007 8.093659 × 10 -1°  4.00006 
5.076650 × 10 -11 3.99622 5.058419 × 10 -11 4.00002 5.060841 x i0 - l I  3.99934 
1.054801 × 10 -11 2.26691 3.161501 × 10 -12 4.00000 3.167244 x 10 -12 3.99808 
Table 3. Step size ranges and numbers of steps (in thousands) for DP integration of 
the reparametrized Kepler problem with e --- 0.9 over 1,025 periods. 
AT 
0.10000 
0.05000 
0.02500 
0.01250 
0.00625 
Atmln Atmax 
1.00 X 10 -3 2.77 × 10 -1 
5.00 X 10 -4 1.39 × 10 -1 
2.50 X 10 -4 6.95 X 10 -2 
1.25 X 10 -4  
6.24 x 10 -5 
3.48 × 10 -2  
1.74 × 10 -2 
Steps 
163 
327 
654 
1308 
2616 
In Figure 3, the relative Hamiltonian error for equations (2.10) is given for step size Ar  = 0.05 
and for successive halvings of that step size. In Table 2, the corresponding maximum relative 
Hamiltonian errors and, in Table 3, the range of values of the underlying step size At are given. 
A check of the data files used for plotting the figure reveals that, for each value of AT, not 
surprisingly the minimum step size Atmin  is taken near the point of closest approach of the two 
bodies, and the maximum step size is taken at a point distant from there. Also, a study of the 
estimated errors in Table 2 for the larger values of Ar  in double precision arithmetic reveals 
that the error behaves with the correct (fourth) order accuracy in the constant step size At. 
In Figure 3, we observe that most of the error plot is contained in a band of regularly placed 
points which is reducing in width at the correct order with AT, but that a "chaotic" set of points 
becomes more dominant in the error as Ar  becomes mall. As in the constant step size case, as 
the step size AT is halved, the number of steps approximately doubles and the minimum step size 
Atmin iS approximately halved. In contrast, in the extended precision calculation, the errors and 
the estimated order behave regularly, as there are no significant roundoff effects. (The columns in 
Table 2 headed DPCS correspond to double precision calculations with compensated summation, 
which are discussed in Section 2.4.) 
A study of the corresponding data files reveals that the chaotic values all correspond to points 
near the point of closest approach. The chaotic points are deceptively dense in the figures because 
there are so many short At steps (and hence, so many plotted values) in the vicinity of the point 
of closest approach in comparison with the number of At steps taken elsewhere. 
What is not clear from Figure 3 is how this chaotic error regime behaves in a longer integration. 
In Figure 4b, we show a plot of the relative Hamiltonian error over a time range nearly ten times 
longer and using the smallest step size AT ---- 0.00625 in Figure 3. Figure 4 reveals that the 
behavior of the chaotic part of the error over this longer range is similar to its behavior on 
the original range. However, it is clearer that the error iS growing essentially linearly over this 
long time range and that, simultaneously, the regular part of the error remains qualitatively and 
quantitatively unchanged over this longer time span. Note that, over the ten times longer range, 
the width of the chaotic band increases by a factor of less than five; about ten times as many At 
steps are used. 
Figures 4a and 4c are intended as Fortran 90 double precision and MATLAB "snapshots" of 
the short (1,025 period) integration for direct comparison, and for comparison with their longer 
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Figure 4. Integration of the reparametrized Kepler problem for e -- 0.9 and ~T = 
0.00625. 
(10,000 period) integration range counterparts, Figure 4b and 4d, respectively. It is clear that, 
though MATLAB and Fortran 90 double precision are broadly equiwlent, in an integration as 
sensitive to roundoff error accumulation as this, the small differences in implementation have 
very significant effect. That  being said, qualitatively (and even quantitat ively taking a global 
view) the results from MATLAB and Fortran 90 double precision are very similar. 
In the Fortran 90 double precision implementation, we also isolated the calculation of relative 
Hamiltonian error and computed it to extended precision from the double precision solution val- 
ues. To double precision the values for the Hamiltonian error were the same as in the entirely 
double precision calculation. This confirms that the double precision Hamiltonian error is ap- 
proximately correct. Hence, this calculation is not a potential source of accumulated error nor is 
it likely to significantly affect the integration through the introduction of the Hamiltonian error 
term in equation (2.10). 
2.3. Contro l  of  the I terat ion  Error 
A standard approach to controlling the error (see [1, Section 5.5]) is an absolute rror test on 
the iterates 
AT  (j) < tel, (2.12) 
where AT  (j) = i/- (~+1) - T (~) and tel is an iteration error tolerance, or a similar relative error 
control. Here, usually tel > e where e is the largest number which when added to one gives 
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exactly one. To be able to say that the stage equations have been satisfied "exactly", setting, at 
least approximately, tol = ~ would seem to be necessary. 
In [4], one aim is to study the effects of varying tol on the accuracy of the solution y = (qP) 
for a set of choices of constant step sizes. It is shown that, for an eccentricity e = 0.9, small 
values of tol are needed for all the step sizes capable of producing an accurate solution over an 
integration range of 1,025 periods. Also, the smaller the step size used the smaller the value of 
tol needed. 
For the constant step size numerical results presented in the previous section, we iterated 
equations (2.4) to convergence; that is, we required 
AT  (i) < tol = K~, (2.13) 
where K ~ 4.5. 
To avoid "unnecessary" iterations, it is often suggested (see, for example, [1]) that the conver- 
gence rate be estimated from the last three iterates, then used to determine if the iteration is 
likely to have converged but that the iteration error test has not been satisfied. This technique 
is useful when constructing an efficient code, but here we are more concerned with the accuracy 
and phenomenology of the results; so we have not used it. We also iterate to convergence in the 
tests in the next section where we study the efficiency of various predictors. The number of iter- 
ations that we report would be smaller if we used such a convergence rate estimation technique 
to implement a more efficient iteration. However, we believe that, relatively, the differences in 
the numbers of iterations would be unchanged. 
In the MATLAB environment implemented on a DEC Alpha, e ~ 2.22 x 10 -16. The following 
detailed observations are of integrations using At = 10 -4 and tol = 2.3 x 10 -16. Usually, when 
the iteration has converged, AT  (i) = 0. Occasionally, AT  (i) is instead an integer fraction of e. 
Most commonly, then AT  (i) is e/2 or e/4, but occasionally it is a much smaller fraction of a 
power of 2 times e. Even less frequently, it is a nonpower of two integer fraction of e. Most of the 
latter values occur in a relatively small time interval after around 1,000 periods. The smallest 
values observed are about four orders of magnitude smaller than e, for which behavior we have 
no simple explanation. 
2.4. Compensated  Summat ion  
For many years it has been understood that the effects of the accumulation of roundoff in the 
summation of a series might be reduced by using the compensated summation (CS) technique; 
N see [10,11]. Using the notation in [12, Ch. 4], this algorithm for computing ~-']i=0 xi may be 
written as follows. 
COMPENSATED SUMMATION ALGORITHM 
sum - -0  
err = 0 
for i -- l : N 
temp = sum (2.14) 
y = xi + err 
sum = temp + y 
err = (temp - sum) + y 
endfor 
To achieve an optimal error bound on the accumulation of roundoff error using this algorithm, it 
is necessary that the correction y at any stage be smaller than the corresponding term temp,  a 
condition satisfied almost always in our experiments. Kahan [13,14] has suggested a modification 
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designed to achieve the same error bound for a computer with processors without guard digits. 
This modification replaces the line err = (temp - sum) + y in (2.14) by 
f=0 
if sign(temp) = sign(y) then f = (0.46 • sum - sum) + sum 
err = (temp - f)  - (sum - f)  + y. 
(2,15) 
It is well known that when summing the solution of an ODE, for example as in (2.3), the error in 
the solution, and even the solution itself, may be dominated by the effects of accumulated round- 
off. (In the context of ODEs, Henrici [15] gave the first detailed statistical analysis and showed 
the results of some numerical experiments.) Each of [12,16-18] shows a "U-curve" figure, which 
represents he compensatory effects of truncation error and roundoff error for integration across a 
fixed range of integration with a variety of cons.tant step sizes. For large step sizes, accumulated 
truncation error dominates and, for small step sizes, accumulated roundoff error dominates. The 
U-curve in [16,17] is a plot of the prediction from a convergence analysis, and the similar curves 
in I12,18] are the results of solving simple ODEs with constant step sizes and low order methods. 
The figure in [12] includes a plot of the same computations but with the compensated summation 
algorithm implemented as in (2.14). These results show almost no impact of roundoff error even 
for quite small step sizes, and they suggest strongly that compensated summation is an effective 
approach to the reduction of the effects of accumulated roundoff in integrations with many short 
steps. 
Compensated summation has not been widely used in accumulating the solution in numerical 
software for ODEs. As far as we are aware, the only use in publicly available software i..~ in 
the Adams variable step/variable order code DE/STEP, written by Shampine and Gordon and 
described in [19, Ch. 9]. (The recent, and somewhat simpler, Fortran 90 version of DE/STEP 
in [20, Ch. 12] also uses compensated summation.) However, though compensated summation is
used in the accumulation of the solution, the intention is to improve the accuracy and quality 
of the local error estimates, not to improve the accuracy of the solution per se. It is observed 
that when the error estimates are close to roundoff error level they can be sufficiently inaccurate 
so as to impact seriously the algorithm for the choice of order and step size. Usually, the effect 
is that a lower than optimal order is chosen. The effect of using compensated summation is 
illustrated in [18, p. 9] in a favorable comparison of the efficiency of DE/STEP with the variable 
step/variable order Adams implementation i  the well-known code DIFSUB [21] which does not 
use compensated summation. Notably, DE/STEP only permits local error tolerances larger than 
a few units of e and only exploits compensated summation when the local absolute/relative error 
tolerance is small (that is, 100e or less); then the error estimates must be small if the step si~,e is 
appropriate. 
More recently, researchers in celestial mechanics [22-24] have observed the need to control 
the accumulation of roundoff error in their very long integrations. For example, Quinlan [22] 
simulates the evolution of the solar system over a period of three million years with a consr~ant 
step size of 3/4 of an hour using a linear multistep (StSrmer) method of order thirteen and, also, 
with a symmetric multistep method of order twelve; that is, he uses the equivalent of the highest- 
order methods implemented in DE/STEP and in DIFSUB but without local error estimation. 
Among the measures implemented and described in [22-24] is compensated summation, w:hich 
dramatically improves the accuracy of the computed results. 
In the algorithm described in (2.14), for our two-stage Gauss IRK method (2.3), the variable 
sum represents the solution y,~, and the term xi represents the increment (the second term 
in (2.3)) which involves the stages (2.4) at the current step. We have employed compensated 
summation to reduce the impact of roundoff errors. It is sufficiently effective that, even over our 
longest range of integration, what was in double precision computation a roundoff accumulation 
that dominated the solution is reduced to an unimportant effect; see Figure 5. See also Table 2 
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where we observe that  compensated summation has improved the double precision results to 
the point where the relative Hamiltonian errors behave essentially correctly; that  is, the results 
are close to those produced by an extended precision calculation (see Figure 5d). When we 
add Kahan's  improvement (2.15) to the compensated summation algorithm (2.14), we observe 
essentially no qualitative nor quantitat ive changes to the results. 
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Figure 5. Impact of compensated summation for the reparametrized Kepler problem; 
e ---- 0.9, AT = 0.00625. 
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2.5. Compar i son  o f  the  Re la t ive  E f f i c iency  o f  Reparametr i za t ion  
and Loca l  E r ror  Cont ro l  
So far, all our tests are for the eccentricity, e = 0.9. This is too small a value for a serious 
test of any adaptive step size integrator. In Table 4, we show results for this eccentricity and 
for an increasing set of reparametr izat ion tolerances A~-. (The values of the step size ratios are 
used in Section 3 below.) Observe that  we are able to compute a closed orbit solution for a wide 
range of eccentricities for the relatively large tolerance AT ---- 0.05. Next, observe that as the 
eccentricity is increased, the maximum step size and the maximum step size ratio are almost 
constant while the minimum step size decreases rapidly, as is to be expected since the integration 
becomes ignificantly more difficult near the point of closest approach. 
So, how does the reparametr izat ion approach compare in efficiency with a conventional local 
error control algorithm implemented in ODE software? In Table 5, we observe that  we need a 
small value for Ar  to obtain an accurate Hamiltonian error when the eccentricity is large, the 
difficult case for integrators. On this basis, we choose to make a comparison with the results 
for Ar  ---- 0.00625 using compensated summation; then the roundoff error has a small impact. 
AT 
0.00625 
0.01250 
0.02500 
0.05000 
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Table 4. Maximum step size ratios and numbers of steps (in thousands) for DP 
integration of the reparametrized Kepler problem over 1,025 periods without corn- 
pensated summation. 
AT e 
0.00625 0.9 
0.01250 0.9 
0.02500 0.9 
0.05000 0.9 
0.10000 0.9 
0.05000 0.99 
0.05000 0.999 
0.05000 0.9999 
Attain Atmax Max. Ratio 
6.24 x 10 -5 1.74 x 10 -2 1.01 
1.25 x 10 -4 3.48 x 10 -2 1.02 
2.50 X 10 -4 6.95 X 10 -2 1.03 
5.00 X 10 -4 1.39 X 10 -1 1.06 
1.00 X 10 -3 2.77 X 10 -1 1.13 
5.00 X 10 -6 1.90 X 10 -1 1.088 
5.00 X 10 -8 1.99 X 10 -1 1.095 
X 10 -1° 1.99 X 10 -1 5.00 1.096 
Steps 
2616 
1308 
654 
327 
163 
94O 
2906 
9130 
Table 5. Maximum step size ratios, numbers of steps (in thousands) and stage evalu- 
ations (in thousands) for DP integration of the reparametrized Kepler problem with 
e = 0.9999 over 10,000 periods with CS. 
Herrmax Atmi n Atm~ x Max. Ratio 
2.3800 x 10 -7 6.25 × 10 -11 2.50 × 10 -2 1.01 
-1.7543 × 10 -6 1.25 x 10 -1° 5.00 × 10 -2 1.02 
-2.2092 x 10 -6 2.50 x 10 -10 1.00 x 10 -1 1.05 
3.2902 x 10 -4 5.00 × 10 -1° 2.00 ~< 10 -1 1.10 
Steps 
712,917 
356,461 
178,229 
89,114 
Stage Evals. 
7,325,113 
3,771,496 
1,967,294 
1,105,262 
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See, however, F igure 6 which demonstrates  that  even when using compensated summat ion,  ac- 
cumulated roundoff  error can remain a problem. Compensated  summat ion  signif icantly reduces 
the size of the accumulated roundoff  so that  the max imum relat ive Hami l ton ian error is of the 
correct order, but  it is clear that  for the larger eccentricit ies roundoff error is still very visible. 
So, for example,  for the integrat ion with e = 0.999, compensated summat ion  reduces the effect 
of accumulated roundoff  by an order of magnitude.  
For comparison,  we use two Runge-Kut ta -Nyst rSm (RKN)  embedded pairs which were first 
implemented in a publ ic ly available code [25] for special second-order systems (such as those 
arising in celestial mechanics) and, later, converted to the solution of separable Hami l ton ian 
problems; see [26]. The RKN methods  are 
• RKL- -a  s ixth-order formula with a fourth-order embedded local error est imate,  using six 
stage evaluat ions per step; 
• RKH- -a  twelfth-order formula with a tenth-order  embedded local error est imate,  using 
seventeen stage evaluat ions per step. 
Both methods are implemented using local error control; that  is, the user specifies a (relative) 
local error to lerance (1.e.t.) to control the error. (In [27], it is observed that  these methods can 
be very compet i t ive  for solving Hami l ton ian problems.) Since these methods are used with a 
s tandard local error control strategy, we expect  them to deliver similar accuracy for the same 
local error to lerance but at different costs (measured in stage evaluations).  In both cases, the 
method is not symplect ic,  nor Hami l ton ian preserving in any other way, so we expect  to see the 
Hami l ton ian error grow l inearly over long time. Indeed, this is just what  we observe; though the 
error is highly osci l latory (especial ly for RKL  and tol = 10-14), the overall  behavior  is l inear 
growth. In Table 6, we show statist ics for runs with RKL  and RKH corresponding to those in 
Table 5. F irst ,  we choose the 1.e.t. tol = 10 -14, thus essential ly asking for the max imum accuracy 
from the integrator.  We see that,  for both RKL  and RKH,  the accuracy del ivered (measured 
by the Hami l ton ian  error) over the whole integrat ion range is smaller than that  del ivered by the 
reparametr izat ion  approach with AT = 0.00625, and at a signif icantly lower cost part icular ly for 
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Figure 6. The reparametrized Kepler problem; DP integration, &r = 0.025, S = 100. 
RKH.  Indeed, we could integrate efficiently over a much longer range with this tolerance before 
we reach a point  where the Hami l ton ian error exceeds that  for the reparametr izat ion  approach. 
Next,  we show the results of integrat ions with l.e.t, tol  = 10 -11, chosen because it produces about  
the same size Hami l ton ian  error as for the reparametr ized approach. (The 1.e.t. tol = 10 -1° would 
be too large for this purpose.) Clearly, this approach is signif icantly more efficient again. (RKL 
is more efficient than Gauss IRK  integrat ing the reparametr ized equat ions by a factor of over 20 
and RKH by a factor of over 200. Of  course, a part  of this addit ional  efficiency arises from 
the higher order.) A further advantage of the 1.e.t. control  approach is that  far fewer steps are 
taken, so there is no need for compensated summat ion  since roundoff  error does not signif icantly 
impact  the computat ion.  Of  course, compensated summat ion  may be necessary for much longer 
integrat ions just  as in the celestial mechanics calculat ions descr ibed in [22-24]. 
Table 6. Maximum step size ratios, number of steps (in thousands) and stage eval- 
uations (in thousands) for R.KN methods in DP integration of the Kepler problem 
with e = 0.9999 over 10,000 periods. 
Method 1.e.t. 
RKL 10 -14 
R.KH 10-14 
RKL 10 -11 
RKH 10 -11 
Herrmax &train Atmax Max. Ratio 
-4.2983 × 10 -9 4.59 × 10 - l °  6.00 × 10 -3 1.67 
-3.1523 × 10 -9 1.02 × 10 -7 4.17 × 10 -1 1.85 
4.9981 x 10 -7 2.58 × 10 -9 2.39 × 10 -2 1.50 
-2.9364 × 10 -7 1.94 × 10 -? 6.21 x 10 - I  1.70 
Steps 
190,149 
3,763 
46,591 
2,043 
Stage Evals. 
1,140,892 
63,977 
279,548 
34,736 
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3. PREDICT ION OF THE IRK STAGE VECTORS 
in the Gauss IRK In (2.5), we describe a fixed-point iteration for computing the stages Y2 
equations (2.4). Of course, as in the Hamiltonian case, the system must be nonstiff for there 
to be any prospect of the fixed-point iteration converging. But, even for nonstiff problems, 
convergence is only guaranteed for small enough step sizes At. Usually, the requirements of 
accuracy are sufficient o make At small enough that the iteration converges. That is the case in 
our experiments and, below, we simply assume that the iteration converges. This iteration has 
been discussed widely; see [28-30]. For stiff problems, see [31] and the references therein. 
Clearly, as long as evaluating the stages is the dominant expense' in the iteration, minimizing 
the number of these evaluations i the route to efficiency. Ignoring the possibility that a faster 
convergent but more expensive iteration (such as a Newton iteration) may be more efficient, it 
remains to find inexpensive ways of reducing the number of iterations in the fixed-point method. 
One such way, considered in Sections 3.3 and 3.4, is to compute, inexpensively, an accurate (<>) prediction for the first iterate y~0> , hence, reducing the number of iterations needed. Another 
complementary approach is to avoid computing iterates olely to check for convergence when an 
extrapolant from previous iterates may provide the necessary check; here, we do not consider 
this complementary approach but, in a production code, it would be combined with accurate 
prediction. 
3.1. Prediction by Extrapolation 
The simplest approach to providing values \ v2(O ) ] 
order approximation \v2(O) ] ---- (Y : ) ;  see [1,32]. 
for the iteration (2.5) is to use the zeroth- 
Then, each successive iteration increases 
(~I '> )
the order of approximation by one. We observe that the first iterate (1) of a fixed-point 
Y2 
iteration (2.5) is what would be obtained by using the forward Euler method on equation (2.1) 
stepping in turn to tn,1 = tn + (1/2 - v/3/6)Atn+l and to tn,2 = tn  + (1/2 + V/3/6)At~+I, which 
are nominally the (time) locations of the stages when viewed as approximate solutions to the 
Hamiltonian ODEs. 
To obtain higher-order approximations to the stage values for use as the prediction \ y~O> , 
many authors have suggested extrapolation from the information computed on the previous tep; 
that is, from the stage values on the step [t,~-l, tn], see [1,33-36] for starting values for the Gauss 
IRK methods and [6,37] for the IRK NystrSm methods designed for solving special second-order 
systems of ODEs. 
Direct extrapolation using the stage values from the previous step can deliver second-order 
accurate approximations for the stage values on the current step. To achieve higher order, 
we need additional evaluation of the function f(y) at locations determined to maximize the 
accuracy. Laburta [33,341 obtains appropriate formulas of this type delivering third- and fourth- 
order accurate approximations to the stage values. It turns out that these additional points are 
located in the current interval, so the method cannot be viewed as a pure extrapolation. 
Of course, there are potential dangers associated with the process of extrapolation, particularly 
when the extrapolation is from data generated on a short step to a following much longer step. 
Then, clearly, the location of the extrapolated values may be very distant from most or all of 
the data. Since, in this paper, the extrapolants are polynomials, there is potential for very 
large errors even, or especially, when using high-order approximations. (Higher-order predictions 
require higher degree polynomial extrapolants, and hence, have the potential for faster error 
growth at large distances from the data.) Even in the "mixed" cases such as those designed by 
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Laburta, there remains a potential problem due to the possibility that the current step is much 
longer than the step on which the stage data is available. Indeed, this was precisely the reason 
why the second author chose to restrict step size increases to a factor of two in the NAG Library 
Runge-Kutta-Merson code D02PAF [38]. There, dense output at the same order as the local 
solution was produced using a two-step Hermite polynomial interpolant. Still, it was necessary 
to restrict step size increases to a factor of two so as to prevent large interpolation errors in the 
longer interval; see [38] for details. Laburta [34] gives bounds on the sizes of the truncation error 
constants (see, for example, (3.5)) for the case where step size changes are limited to an increase 
by a factor of two and a decrease by a factor of ten. 
These are reasonable bounds on the size of the changes in the context of a conventional local 
error control method, but in the context of the variable step method of Section 2.2, there is no way 
to impose the. restrictions thus implied. That is, the step size changes are an implicit result of the 
arclength reparametrization a d they cannot be restricted without impacting the method and its 
(desirable) mathematical properties, sO, in theory this method may choose a step size sequence for 
which the relative size of successive steps may be very large. Hence, extrapolation for predicting 
stage values has the potential for large errors. However, our numerical tests do not reveal that this 
occurs for the particular choice of repaxametrization (2.9) used here when integrating Kepler's 
problem with a variety of choices of AT and eccentricities e. In Table 4, we show the number 
of steps (in thousands) and the maximum ratios of successive step sizes throughout the whole 
range of integration for a range of step sizes A~- with a fixed eccentricity e = 0.9 and for a range 
of eccentricities with a constant step size Ar  = 0.05, the largest value of AT for which a closed 
elliptical orbit could be computed for the solution for each of the eccentricities. These, and other 
similar results, do not reveal a problem with step size ratios as the largest increase in step size 
seen is less than 20%. 
3.2. Expl ic i t  Runge-Kut ta  P red ic tors  
In [39,40], it is suggested that predictors for the stage values be based on the use of explicit 
l=tunge-Kutta (ERK) formulas. Of course, for this approach to be viable, it is necessary that the 
ODEs be sufficiently nonstiff that the step taken with the ERK method from the solution Yn 
generated by the IRK method is not impacted by stability problems to the extent that the 
prediction is too inaccurate. This is the case in the application in this paper and has been 
assumed elsewhere [41]. 
We have already seen that the forward Euler method is effectively the predictor as a result 
[ y,,'~ 
of the natural first fixed-point iteration if we start with the prediction ~ y~O) ] = ~ y,,). This 
prediction is very widely used, even for stiff problems. And, generally, other ERK methods have 
at least the stability of forward Euler. 
In [39,40], the prediction is based on using the internal stages of well-known ERK method 
implemented in the software RKF45 [42]. RKF45 implements a six-stage ERK method which 
gives fifth- and fourth-order results which are used together for local error estimation, and the 
fifth-order esult is used for integration in a local extrapolation mode. The idea in [39] is '~o use 
the local fifth-order solution of RKF45 to provide a locM error estimate in combination with the 
two-stage Gauss IRK locM solution so as to provide a local error estimate for the latter. At the 
same time, the stages of RKF45 axe to provide a prediction of the stage values for iteration to the 
solution either using the fixed-point iteration assumed in this paper or a Newton-type iteration 
as proposed for stiff problems. The prediction is generated by matching a linear combination of 
the ERK stages to maximum order to the IRK stage values. Any remaining free variables are 
chosen minimizing the sum of the squares of the discrepancies between the prediction and the 
stage values at the next higher order so as to minimize the residual error at that order. 
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3.3. Second-Order  P red ic tors  
Here, we construct second-order approximations to the IRK stage values for use as predictors; 
that is, we find predictors y~O) such that 
= (3.1  
The approach is similar to that described in [39,40] except hat here we choose the "locations" 
of the stages of the ERK method to maximize the accuracy. The main difference between this 
approach and the normal construction of an ERK method is that there are two "solutions" at 
different (stage) locations; normally the aim is to produce one solution or two solutions at the 
same point (as for RKF45). 
To derive the methods, we write the predictions in the form 
p" 
~(o) 
i = Yn + htn+i Ebuf (V ' ) '  
,=1 (3.2) 
P 
V~0) : Yn + Atn+i E b2,f(Vi), 
i=1 
where the p vectors Vi are the internal stages of the ERK method. Then, we expand both the 
predictions and the true stage values in Taylor series about yn and match terms in the series in 
powers of At,~+l. Analysis shows that we need p = 3 to achieve a match to O(At2+i), so the 
resulting Butcher tableau has the following form. 
0 
a21 0 
a31 a32 0 
bii bl2 b13 
b21 b22 b23 
(3.3) 
Recall that the first iteration starting from the prediction Yn uses the (first order) forward Euler 
method and so involves an evaluation of f(y,~); that is, the second-order method involves just two 
additional stage evaluations. There are many possible choices of the constants in tableau (3.3) 
which give a second-order method. One such choice which we have used in our numerical exper- 
iments is as follows. 
0 
1 
0 
1 1 
0 
(3.4) 
-17+i2v  13-8v  1 
24 12 
- i -  - i  +4v  3 
12 6 
A potentially better choice of constants is one that minimizes ome measure of the leading 
(third) order terms in the discrepancy between the predictor and the true stage values. For 
the jth true stage, j = 1,2, this discrepancy has the form 
Np+l 
A+p+l (p) (p) ~nq-1 E (3.5) C O T~ 
i=l 
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for the method of order p, where the terms T~ p) are elementary differentials and the '%runcation 
error constants" C[;  ) depend on the constants in the ERK tableau (such as (3.3) for second-order 
predictors); see [18] for details. 
The measure of the third-order error that we minimize is the sum oI squares 2_~j= 12__,~= 1 tw~j J , 
as the constants C~ ) are all that we can vary. So, effectively we are seeking a better predictor 
averaged over the class of all ODEs which define the elementary differentials T~ p). We have 
computed many local minima of this measure. One which gives a significantly smaller sum of 
squares ~'-~.2=1 ~-]N=~{I tviJ[(~(P)12J than for the constants in tableau (3.4) is given in the tableau below. 
40.0 
44.981466201178692.10 -2 
-8.025575752711016.10 -  
40.0 
41.1525393342871244 40.0 (3.6) 
-9.709498970272551.10 -  
43.962514227957572 
41.3040919725507836 -1.2181721011834133-10 -  
-4.7366618023191505 41.5628227089563900 
2 The ratio of the square root of the sum of squares ~-~j=l :~--~N_~{~I [c(p)]2 L~ij J of tableau (3.4) to 
tableau (3.6) is 120.26. (In tableau (3.6), we have listed sufficient digits for DP IEEE-754 calcu- 
lations.) 
3.4. Th i rd -Order  P red ic tors  
Here, we need p -- 4 to match terms in the Taylor series to third order; that is, the additional 
cost of producing a third-order prediction in comparison with that of producing a second-order 
prediction is equivalent o half the cost of a single iteration. The corresponding tableau has the 
following form. 
0 
a21 0 
a31 a32 0 
a41 a42 a43 0 
hi1 b12 b13 b14 
b21 b22 b23 b24 
(3.7) 
As in the second-order case, there are many solutions which are third order. When we mini- 
2 ~",Np+I [(w(p) 12 mized the sum of squares ~-]~j=l z_~i=l t~ij j of the truncation error constants in the expression 
for the fourth-order error term, we computed very many local solutions which give close to the 
same minimum. That  is, we were unable to find a solution which gave a significantly smaller sum 
of squares, unlike in the second-order case. One such choice is given in the tableau 
0 
1 0 
1 1 
1 1 
12 12 
0 
2-3  2-v  
12 2 4 6 
243v~ -v~ v~ 24V~ 
12 2 4 6 
(3.8) 
which we use in our tests below. (When deriving (3.8), we constrained the coefficients as follows: 
a21 _< 1/5, a31 4 a32 _< 1/3, and a41 4 a42 4 a43 <_ 1/2.) 
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3.5. Numer ica l  Resu l ts  
For the predictors in previous ections to be worthwhile, they must reduce the overall cost of 
the fixed-point iteration in comparison with using the "trivial" predictor y~. Also, the higher 
the order, the more efficient the predictor should be, at least for short step sizes. In Table 7, 
we show the approximate average number of iterations and the approximate total number of' 
evaluations (in thousands) of f(y) when integrating Kepler's problem with a variety of step sizes. 
We consider four predictors: 
• the trivial predictor y ,  (Trivial); 
• the second-order predictor given by tableau (3.4) (Second Order); 
• the second-order predictor given by tableau (3.6) (Improved Second Order); 
• the third-order predictor given by tableau (3.8) (Third Order). 
Generally, these results demonstrate he anticipated improvement in efficiency with the increase 
in order of the predictor. However, observe .that the improved second-order predictor is overall 
more efficient han the third-order predictor for the larger step sizes. 
Table 7. Costs of prediction: average numbers of iterations and stage evaLs. (in 
thousands)--MATLAB implementation integrating the reparametrized Kepler prob- 
lem with e = 0,9 over 10,000 periods. 
AT 
0.10000 
0.05000 
0.02500 
0.01250 
0.00625 
Trivial Second Order 
Stage Evals. Av. It. Stage Evals. Av. It. 
32,602 10.22 31,103 8.25 
57,612 9.03 53,210 6.84 
102,337 8.02 95,446 5.98 
180,939 7.09 167,414 5.06 
322,067 6.31 308,286 4.54 
Imp. Second Order Third Order 
Stage Evals. Av. It. Stage Evals. Av. It:. 
28,200 7.34 29,540 7.26 
48,999 6.18 51,168 6.02 
86,897 5.31 88,938 4.97 
165,882 5.00 154,653 4.06 
283,276 4.05 277,662 3.44 
4. CONCLUSIONS 
We have shown that standard double precision Gauss IRK solutions of Kepler's equation are 
subject to significant roundoff error effects for both constant and variable step algorithms. A 
MATLAB (double precision) implementation gives qualitatively similar but quantitatively differ- 
ent results to the corresponding Fortran 90 implementation  the DEC Alpha with IEEE-754 
double precision arithmetic used for our experiments. These effects occur even when the phase 
plane solution maintains its orbit, and for step sizes close to those used in [4]. In the case of the 
variable step integrator, the roundoff error effects are associated with the many short steps near 
the point of closest approach. Indeed, in this case, it seems that the solution and the error away 
from this point maintain some structure ven when the structure is lost close to the point. Very 
long integrations reveal that this roundoff error accumulation (in the error) is approximately 
linear. Surprisingly, inclusion of a simple, inexpensive compensated summation algorithm almost 
eliminates the roundoff error accumulation, at least over the ranges of integration used here for 
the eccentricity e = 0.9. For larger eccentricities, the integration is significantly more difficult and 
roundoff error accumulates even after applying compensated summation. Indeed, for e = 0.9999, 
there is only a narrow "window" in the values of AT for which an adequate solution may be 
computed and. for which roundoff error accumulation does not dominate the relative Hamiltonian 
error. When we use the explicit Runge-Kutta-NystrSm codes, we observe a significantly more 
efficient integration for the same overall error. Future work will include implementations of sixth- 
and higher-order Gauss IRK methods for reparametrized Hamiltonian problems with the aim of 
determining whether the increase in order can close the efficiency gap with the explicit RKN 
codes. 
We have produced second- and third-order ERK predictors for the stage values in the two- 
stage fourth-order Gauss IRK method. They behave essentially as expected; that is, generally 
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the higher the order, the more efficient the predictor. It remains to find higher-order predictors; 
the (fourth) order of the stage values does not preclude predictors of even higher order being 
useful. 
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