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BEN HERMANS, ANDREAS THEMELIS, AND PANAGIOTIS PATRINOS
Abstract. We propose QPALM, a nonconvex quadratic programming (QP) solver based
on the proximal augmented Lagrangian method. This method solves a sequence of inner
subproblems which can be enforced to be strongly convex and which therefore admit of a
unique solution. The resulting steps are shown to be equivalent to inexact proximal point
iterations on the extended-real-valued cost function. Furthermore, we prove global conver-
gence of such iterations to a stationary point at an R-linear rate in the specific case of a
(possibly nonconvex) QP. The QPALM algorithm solves the subproblems iteratively using
semismooth Newton directions and an exact linesearch. The former can be computed effi-
ciently in most iterations by making use of suitable factorization update routines, while the
latter requires the zero of a monotone, piecewise affine function. QPALM is implemented
in open-source C code, with tailored linear algebra routines for the factorization in a self-
written package LADEL. The resulting implementation is shown to be extremely robust in
numerical simulations, solving all of the Maros-Meszaros problems and finding a station-
ary point for most of the nonconvex QPs in the Cutest test set. Furthermore, it is shown to
be competitive against state-of-the-art convex QP solvers in typical QPs arising from ap-
plication domains such as portfolio optimization and model predictive control. As such,
QPALM strikes a unique balance between solving both easy and hard problems efficiently.
1. Introduction
This paper considers QPs, namely
minimize
x∈n
1
2 x
>Qx + q>x subject to Ax ∈ C, (QP)
where Q ∈ Sym(n), A ∈ m×n and C = {z ∈ m | ` ≤ z ≤ u} for some vectors `, u ∈ m
is a box.
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Convex QPs, in which Q ∈ Sym+(n), are ubiquitous in numerical optimization, as
they arise in many applications domains such as portfolio optimization, support vector
machines, sparse regressor selection, linear Model Predictive Control (MPC), etc. The so-
lution of a QP is also required in the general nonlinear optimization technique known as
sequential quadratic programming (SQP). Therefore, substantial research has been per-
formed to develop robust and efficient QP solvers. State-of-the-art algorithms to solve
convex QPs typically fall into one of three categories: active-set methods, interior-point
methods or first-order methods.
Active-set methods iteratively determine a working set of active constraints and require
the solution of a linear system every time this set changes. Because the change is small
however, typically restricted to 1 or 2 constraints, the linear system changes only slightly
and low-rank factorization updates can be used to make this method efficient. An advantage
is that active-set methods can easily make use of an initial guess, also known as a warm-
start, which is very useful when solving a series of related QPs, such as in SQP or in MPC.
The biggest drawback of active-set methods, however, is that a large number of iterations
can be required to converge to the right active set, as the number of possible sets grows
exponentially with the number of constraints. Popular active-set based QP solvers include
the open-source solver qpOASES [24] and the QPA module in the open-source software
GALAHAD [28].
Interior point methods typically require fewer but more expensive iterations than active-
set methods. Their iterations involve the solution of a new linear system at every iteration.
Interior-point methods are generally efficient, but suffer from not having warm-starting
capabilities. Examples of state-of-the-art QP solvers using an interior-point method are the
commercial solvers Gurobi [30] and MOSEK [40], the closed-source solver BPMPD [39]
and the open-source solver OOQP [25].
First-order methods rely only on first-order information of the problem. Particularly
popular among first-order methods are the proximal algorithms, also known as operator
splitting methods. Such methods can typically be described in terms of simple operations,
and their iterations are relatively inexpensive. They may, however, exhibit slow asymptotic
convergence for ill-conditioned problems. The recently proposed OSQP solver [48], based
on the alternating direction method of multipliers (ADMM), addresses this crucial issue
somewhat by means of preconditioning.
It is generally difficult to extend the aforementioned methods to be able to find stationary
points of nonconvex QPs, without additional assumptions. Augmented-Lagrangian-based
algorithms such as the ADMM, for example, would require surjectivity of the constraint
matrix A [35, 10, 11, 51]. Some proposals have been made for interior-methods to solve
nonconvex QPs [55, 1], but these methods were found to often exhibit numerical issues
in our benchmarks. Finally, global optimization of nonconvex QPs has been the topic of a
large amount of research, see for example [47, 12, 13], but this is a separate issue and will
not be discussed further here, as we are only interested in finding a stationary point.
In this paper we show that the proximal augmented Lagrangian method (P-ALM), up to
a simple modification, still enjoys convergence guarantees without convexity or surjectivity
assumptions. In particular, this allows us to extend the recently proposed convex QP solver
QPALM [31] to nonconvex QPs.
P-ALM when applied to convex problems has been shown to be equivalent to resolvent
iterations on the monotone operator encoding the KKT optimality conditions [44]. While
this interpretation is still valid for (QP) under our working assumptions, the resulting KKT
system lacks the monotonicity requirement that is needed for guaranteeing convergence of
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the iterates. In fact, whileM is hypo-monotone, in the sense that it can be made monotone
by adding a suitably large multiple of the identity mapping, the same cannot be said about
its inverseM−1 whence recent advancements in the nonconvex literature would apply, see
[32, 15]. For this reason, we here propose a different interpretation of a P-ALM step as an
inexact proximal point iteration on the extended-real-valued cost
ϕ(x) B 12 x
>Qx + q>x + δC(Ax), (1.1)
where δC is the indicator function of set C, namely δC(x) = 0 if x ∈ C and ∞ otherwise.
By viewing P-ALM iterations xˆk 7→ xˆk+1 as
xˆk+1 ≈ proxΣxϕ (xˆk) B argmin
x∈n
{
ϕ(x) + 12‖x − xˆk‖2Σ−1x
}
, (1.2)
we can show convergence to KKT-optimal points for (QP). Similarly to what is suggested
in [6], by selecting a suitably small weight Σx ∈ Sym++(n) the minimization subprob-
lem defining proxΣxϕ (xˆk) can be made strongly convex and addressed by means of an ALM
method where the hard constraint Ax ∈ C is replaced by a quadratic penalty. Using ALM to
solve the inner PP subproblems gives rise to a modification of the proximal ALM scheme,
the difference being that the proximity point xˆk may be kept constant for some subsequent
iterations, as outlined in Algorithm 1. Some recent papers [34, 36] developed and analyzed
the iteration complexity of a closely related three-layer algorithm, not specifically for QPs,
which involves solving a series of quadratically penalized subproblems using inexact prox-
imal point iterations, which are in turn computed using an accelerated composite gradient
method. This algorithm also deals with nonconvexity in the objective through the proximal
penalty, but is quite different from ours in that it uses a pure quadratic penalty instead of
ALM and therefore requires the penalty parameters to go to infinity and is prone to exhibit
a slower convergence rate [7, §2.2.5]. Furthermore, the inner subproblems are solved us-
ing a first-order composite gradient method, whereas QPALM uses a semismooth Newton
method. Finally, as far as we know, no code for their algorithm was provided.
Algorithm 1 Proximal augmented Lagrangian method for nonconvex QPs
Require (x¯0, y0) ∈ n ×m; δ0, ε0 > 0; ρ ∈ (0, 1); Σy,0  Σy,min ∈ Sym++(m)
Σx ∈ Sym++(n) such that f + 12 ‖ · ‖2Σ−1x is strongly convex
1.1: for k = 0, 1, . . . do
1.2: Let xk+1 be such that
∥∥∥∥∇[ f + gΣ−1y,k (A · + Σ−1y,kyk) + 12 ‖ · − xˆk‖2Σ−1x ](xk+1)
∥∥∥∥ ≤ δk
1.3: zk+1 = proxΣ−1y,kg
(
Axk+1 + Σ−1y,ky
k)
1.4: yk+1 = yk + Σy,k(Axk+1 − zk+1)
1.5: if ‖Axk+1 − zk+1‖Σy,k ≤ εk then . [Quit ALM inner loop]
1.6: Update xˆk+1 = xk+1 and choose Σy,k+1  Σy,min and εk+1 ≤ ρεk
1.7: else
1.8: Set xˆk+1 = xˆk and εk+1 = εk , and choose Σy,k+1  Σy,k
1.9: Choose δk+1 ≤ ρδk
1.1. Contributions. Our contributions can be summarized as follows.
(i) We show the equivalence between P-ALM and proximal point iterations, and more
specifically the relation between the inexactness in both methods. As such, we can
make use of the convergence results of [49, §4.1]. In addition, we show that inexact
PP on possibly nonconvex QPs is globally convergent and, in fact, with R-linear rates,
thus complementing [37, Prop. 3.3] that covers the exact case.
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(ii) We modify the QPALM algorithm introduced in a previous paper for convex QPs
[31], such that it can now also deal with nonconvex QPs. We highlight the (minimal)
changes required, and add a self-written C version of the LO(B)PCG algorithm, used
to find the minimum eigenvalue, to the QPALM source code.
(iii) We outline the necessary linear algebra routines and present a standalone C pack-
age LADEL that implements them. Therefore, differently from our previous version
which relied on CHOLMOD [14], QPALM is now a standalone software package,
aside from a dependency on LAPACK [3]. Furthermore, all the details of the param-
eter selection and initialization routines are outlined here.
(iv) We provide extensive benchmarking results, not only for nonconvex QPs which we
obtain from the Cutest test set [29], but also for convex QPs. Here, we vastly ex-
tend the limited results presented in [31] by solving the Maros-Meszaros problems,
many of which are large-scale and ill-conditioned, alongside some QPs arising from
specific application domains, such as portfolio optimization and model predictive
control.
1.2. Notation. The following notation is used throughout the paper. We denote the ex-
tended real line by  B  ∪ {∞}. The scalar product on n is denoted by 〈 · , · 〉. With
[x]+ B max {x, 0} we indicate the positive part of vector x ∈ n, meant in a component-
wise sense. A sequence of vectors (xk)k∈ is said to be summable if
∑
k∈ ‖xk‖ < ∞.
With Sym(n) we indicate the set of symmetric n×n matrices, while Sym+(n) and
Sym++(n) denote the subsets of those which are positive semidefinite and positive defi-
nite, respectively. Given Σ ∈ Sym++(n) we indicate with ‖ · ‖Σ the norm on n induced
by Σ, namely ‖x‖Σ B
√〈x,Σx〉.
Given a nonempty closed convex set C ⊆ n, with ΠC(x) we indicate the projection of
a point x ∈ n onto C, namely ΠC(x) = argminy∈C ‖y − x‖ or, equivalently, the unique
point z ∈ C satisfying the inclusion
x − z ∈ NC(z), (1.3)
where NC(z) B {v ∈ n | 〈v, z − z′〉 ≤ 0 ∀z′ ∈ C} is the normal cone of the set C at z.
dist(x,C) and distΣ(x,C) denote the distance from x to set C in the Euclidean norm and
in that induced by Σ, respectively, while δC is the indicator function of set C, namely
δC(x) = 0 if x ∈ C and ∞ otherwise. For a set of natural numbers I ∈  we let |I| de-
note its cardinality, whereas for a (sparse) matrix A ∈ m×n we let |A| denote the number
of nonzero elements in A. The element of A in the i-th row and j-th column is denoted as
Ai j ∈ . For an index i ∈ [1,m], let Ai· denote the i−th row of A. Similarly, for a set of in-
dices I ⊆ [1,m], let AI· ∈ |I|×n be the submatrix comprised of all the rows i ∈ I of A.
Analogously, for j ∈ [1, n], and J ⊆ [1, n], let A· j denote the j-th column of A, and A·J .
Combined, let AIJ ∈ |I|×|J| denote the submatrix comprised of all the rows i ∈ I and all
the columns j ∈ J of A. Finally, let us denote the matrix AI· ∈ m×n as the matrix with the
corresponding rows from A and 0 elsewhere, i.e.
AIi· =
{
Ai· if i ∈ I,
0 otherwise,
and similarly AIJ ∈ m×n the matrix with elements
AIJi j =
{
Ai j if i ∈ I and j ∈ J ,
0 otherwise.
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1.3. Nonconvex subdifferential and proximal mapping. The regular subdifferential of
f : n →  at x ∈ n is the set ∂ˆ f (x), where
v ∈ ∂ˆ f (x) iff lim inf
x′→x
f (x′) − f (x) − 〈v, x′ − x〉
‖x′ − x‖ ≥ 0,
whereas the (limiting) subdifferential of f at x is ∂ f (x) = ∅ if x < dom f , and
∂ f (x) B
{
v ∈ n | ∃(xk, vk)→ (x, v) such that f (xk)→ f (x) and vk ∈ ∂ˆ f (xk) ∀k
}
otherwise. Notice that ∂ˆ f (x) ⊆ ∂ f (x) for any x ∈ n, and that the inclusion 0 ∈ ∂ˆ f (x) is
a necessary condition for local minimality of x for f [45, Thm.s 8.6 and 10.1]. A point x
satisfying this inclusion is said to be stationary (for f ). If f is proper lower semicontinuous
(lsc) and convex, then
∂ˆ f (x) = ∂ f (x) =
{
v ∈ n | f (x′) ≥ f (x) + 〈v, x′ − x〉 ∀x′ ∈ n},
and stationarity of x for f is a necessary and sufficient condition for global minimality [45,
Prop. 8.12 and Thm. 10.1]. For a proper lsc function f and Σx ∈ Sym++(n), the proximal
mapping of f with (matrix) stepsize Σx is the set-valued mapping proxΣxf : 
n ⇒ n given
by
proxΣxf (x) B argmin
w∈n
{
f (w) + 12 ‖w − x‖2Σ−1x
}
,
and the corresponding Moreau envelope is f Σx : n →  defined as
f Σx (x) B min
w∈n
{
f (w) + 12 ‖w − x‖2Σ−1x
}
.
It follows from the definition that x¯ ∈ proxΣxf (x) iff
f Σx (x) = f (x¯) + 12‖x − x¯‖2Σ−1x ≤ f (x
′) + 12‖x − x′‖2Σ−1x ∀x
′ ∈ n. (1.4)
Moreover, for every x ∈ n it holds that
Σ−1x (x − x¯) ∈ ∂ˆ f (x¯), where x¯ ∈ proxΣxf (x). (1.5)
If Σx is such that f + 12 ‖ · ‖2Σ−1x is strongly convex (in which case f is said to be hypoconvex),
then proxΣxf is (single-valued and) Lipschitz continuous and f
Σx Lipschitz differentiable,
and (1.5) can be strenghtened to
∇f Σx (x) = Σ−1x (x − x¯) ∈ ∂ˆ f (x¯), where x¯ = proxΣxf (x). (1.6)
1.4. Paper outline. The remainder of the paper is outlined as follows. Section 2 dis-
cusses the theoretical convergence of inexact proximal point iterations on the extended-
real-valued cost of (QP), and shows equivalence between these iterations and the inexact
proximal augmented Lagrangian method. Section 3 outlines the inner minimization proce-
dures used during step 1.2 in Algorithm 1, in particular the semismooth Newton method
and the exact linesearch, which are unchanged from [31]. Section 4 discusses the heavy
duty linear algebra routines required in QPALM, including factorizations and factoriza-
tion updates, and the LO(B)PCG algorithm we use to compute the minimum eigenvalue
of Q. Section 5 lays out in detail the parameters used in QPALM, how they are initialized
and updated. It furthermore discusses preconditioning of the problem data, as well as ter-
mination criteria and infeasibility detection routines implemented in QPALM. Section 6
briefly recaps the material of the previous sections, and gives a comprehensive overview of
the algorithmic steps that are followed in our implementation of QPALM. Section 7 then
6 B. HERMANS, A. THEMELIS, AND P. PATRINOS
presents numerical results obtained by comparing this implementation against state-of-the-
art solvers. Finally, Section 8 draws the concluding remarks of the paper.
2. Proximal ALM
Proximal point iterations (1.2) on the QP problem (QP) amount to solving a nonsmooth
composite minimization problem of the form
minimize
x∈n,z∈m
f (x) + g(z) + 12 ‖x − xˆk‖2Σ−1x subject to Ax − z = 0, (2.1)
where f = 12 〈 · ,Q · 〉 + 〈q, · 〉 and g = δC , and thus itself requires an iterative procedure.
Although differing from the original problem (QP) only by a quadratic term, nevertheless
this subproblem has the major advantage of being (strongly) convex and thus amenable to
be addressed by means of convex optimization algorithms such as the ALM. Starting from
a vector yk ∈ m and for a given dual weight matrix Σy,k ∈ Sym++(m), one iteration of
ALM applied to (2.1) produces a triplet (xk+1, zk+1, yk+1) according to the following update
rule: (xk+1, zk+1) = argminx,zLxˆk ,Σx,Σy,k (x, z, yk)yk+1 = yk + Σy,k(Axk+1 − zk+1), (2.2a)
where
Lxˆk ,Σx,Σy (x, z, y) B f (x) + 12 ‖x − xˆk‖2Σ−1x + g(z) + 〈y, Ax − z〉 +
1
2 ‖Ax − z‖2Σy (2.2b)
is the Σy-augmented Lagrangian associated to (2.1). Notice that, by first minimizing with
respect to z, apparently xk+1 and zk+1 are given byx
k+1 = argminx∈n
{
f (x) + gΣ
−1
y,k (Ax + Σ−1y,ky
k) + 12‖x − xˆk‖2Σ−1x
}
zk+1 = prox
Σ−1y,k
g (Axk+1 + Σ−1y,ky
k).
(2.3)
Remark 2.1 (Proximal ALM vs plain ALM). A major advantage of proximal ALM over
plain ALM when applied to a nonconvex QP is that by suitably selecting the proximal
weights each subproblem is guaranteed to have solutions. An illustrative example showing
how ALM may not be applicable is given by the nonconvex QP
minimize
x∈2
x1x2 subject to x1 = 0,
which is clearly lower bounded and with minimizers given by
{
x ∈ 2 | x1 = 0
}
. For a fixed
penalty β > 0 and a Lagrangian multiplier y ∈ , the x-minimization step prescribed by
ALM is
x+ALM ∈ argmin
w∈2
{
w1w2 + 〈y,w1〉 + β2 ‖w1‖2
}
= ∅,
owing to lower unboundedness of the augmented Lagrangian (take, e.g., wk = (1,−k) for
k → ∞). The problem is readily solved by proximal ALM, as long as the proximal weight
Σx ∈ Sym++(2) satisfies Σx ≺ I (the 2×2-identity matrix). In fact, the P-ALM update step
results in
x+P-ALM ∈ argmin
w∈2
{
w1w2 + 〈y,w1〉 + β2 ‖w1‖2 + 12‖w − x‖2Σ−1x
}
=
{[
Σ−1x +
(
β 1
1
)]−1(
Σxx −
(
y
0
))}
which is well defined regardless of what the Lagrange multiplier y and the penalty β are.

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2.1. Inexact proximal point. We now summarize a key result that was shown in [49,
§4.1] in the more general setting of proximal gradient iterations. Given that [49] has not
yet been peer-reviewed and also for the sake of self-containedness, we provide a proof
tailored to our simplified setting in the dedicated Appendix A.
Theorem 2.2 (Inexact nonconvex PP [49, §4.1]). Let ϕ : n →  be a proper, lsc and
lower bounded function. Starting from x0 ∈ n and given a sequence (ek)k∈ ⊂ n such
that
∑
k∈ ‖ek‖ < ∞, consider the inexact PP iterations
xk+1 ∈ proxΣxϕ (xk + ek)
for some Σx ∈ Sym++(n). Then, the following hold:
(i) the real-valued sequence (ϕ(xk+1))k∈ converges to a finite value;
(ii) the sequence (‖xk+1 − xk‖2)k∈ has finite sum, and in particular mini≤k ‖xk+1 − xi‖ ≤
o(1/√k);
(iii) ϕ is constant and equals the limit of (ϕ(xk+1))k∈ on the set of cluster points of (x
k)k∈,
which is made of stationary points for ϕ;
(iv) if ϕ is coercive, then (xk)k∈ is bounded.
Proof. See Appendix A. 
We remark that with trivial modifications of the proof the arguments also apply to time-
varying proximal weights Σx,k, k ∈ , as long as there exist Σx,min,Σx,max ∈ Sym++(n) such
that Σx,min  Σx,k  Σx,max holds for all k. Theorem 2.2(iv) indicates that coerciveness of
the cost function is a sufficient condition for inferring boundedness of the iterates. In (QP),
however, the cost function ϕ may fail to be coercive even if lower bounded on the feasible
set {x | Ax ∈ C}. This happens when there is a feasible direction for which the objective is
constant, i.e., when limτ→∞ δC(A(x+τd)) = 0, Qd = 0 and q>d = 0 hold for some x, d ∈ n
with d , 0. Nevertheless, it has been shown in [37] that (exact) proximal point iterations
on a lower bounded nonconvex quadratic program remain bounded and, in fact, converge
to a stationary point. We next show that this remains true even for inexact proximal point
iterations, provided that the inexactness vanishes at linear rate. The proof hinges on the
(exact) proximal gradient error bound analysis of [37] and on the close relation existing
among proximal point and proximal gradient iterations for this kind of problems. Before
showing the result in Theorem 2.5, we present a simple technical lemma that will be needed
in the proof.
Lemma 2.3. Let h be a lower bounded and Lh-smooth function. Then, for every α > 0 it
holds that
liplev≤inf h+α h h ≤ 1+
√
2
2
√
2αLh.
Proof. Without loss of generality we may assume that inf h = 0. Let α > 0 be fixed,
and consider x, y ∈ lev≤α h with x , y. From the quadratic upper bound of Lipschitz
differentiable functions (see e.g., [8, Prop. A.24]) and the fact that 0 ≤ h(x), h(y) ≤ α we
have that
|h(y) − h(x)|
‖y − x‖ ≤ min
{
α
‖y−x‖ , ‖∇h(x)‖ + Lh2 ‖y − x‖
}
≤ min
{
α
‖y−x‖ ,
√
2αLh + Lh2 ‖y − x‖
}
,
(2.4)
where the last inequality follows from the fact that
α ≥ h(x) − h(x − 1Lh∇h(x)) ≥ 12Lh ‖∇h(x)‖2,
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where the last equality again uses the quadratic lower bound of [8, Prop. A.24]. By solving
a second-order equation in ‖y − x‖, we see that
min
{
α
‖y−x‖ ,
√
2αLh + Lh2 ‖y − x‖
}
=
 α‖y−x‖ if ‖y − x‖ ≥ (2 −
√
2)
√
α
Lh
,√
2αLh + Lh2 ‖y − x‖ otherwise,
≤ α
2−√2
√
Lh
α
= 1+
√
2
2
√
2αLh,
resulting in the claimed bound. 
Remark 2.4. By discarding the term α‖y−x‖ in (2.4) and letting (y, x) → (x¯, x¯) with x ,
y, one obtains that the pointwise Lipschitz constant of a lower bounded and Lh-smooth
function h can be estimated as lip h(x¯) ≤ √2(h(x¯) − inf h)Lh. Therefore, if h is also (quasi-
)convex Lemma 2.3 can be tightened to liplev≤inf h+α h h ≤
√
2αLh, owing to convexity of the
sublevel set together with [45, Thm. 9.2]. 
Theorem 2.5 (Linear convergence of inexact PP on nonconvex quadratic programs). Let
ϕ = f + δΩ, where Ω ⊆ n is a nonempty polyhedral set and f : n →  is a (possibly
nonconvex) quadratic function which is lower bounded on Ω. Starting from x0 ∈ n and
given a sequence (ek)k∈ ⊂ n such that ‖ek‖ ∈ O(ρk) for some ρ ∈ (0, 1), consider the
inexact PP iterations
xk+1 ∈ proxΣxϕ (xk + ek)
for some Σx ∈ Sym++(n). Then, the sequence (xk)k∈ converges at R-linear rate to a
stationary point of ϕ.
Proof. Let xk? be a projection of x
k onto the set zer ∂ϕ of stationary points for ϕ. Such
a point exists for every k owing to nonemptiness and closedness of zer ∂ϕ, the former
condition holding by assumption and the latter holding because of closedness of gph ∂ϕ,
cf. [45, Prop. 8.7 and Thm. 5.7(a)]. From [37, Eq.s (2.1) and (A.3)], which can be invoked
owing to [37, Thm. 2.1(b)], it follows that there exists τ > 0 such that
ϕ(xk?) = ϕ? and dist(x
k, zer ∂ϕ) ≤ τ‖xk −ΠΣx
Ω
(xk − Σx∇f (xk))‖Σ−1x (2.5)
hold for k large enough, where ΠΣx
Ω
= proxΣxδΩ is the projection with respect to the distance
‖ · ‖Σ−1x . Let L f and LϕΣx be Lipschitz constants for ∇f and ∇ϕΣx , respectively. Note that
stationarity of xk? implies that ϕ(x
k
?) = ϕ
Σx (xk?) and ∇ϕΣx (xk?) = 0. We have
ϕΣx (xk) − ϕ? = ϕΣx (xk) − ϕΣx (xk?) ≤
LϕΣx
2 ‖xk − xk?‖2 =
LϕΣx
2 dist(x
k, zer ∂ϕ)2
(2.5)
≤ LϕΣx τ
2
2 ‖xk −ΠΣxΩ (xk − Σx∇f (xk))‖2Σ−1x . (2.6)
Next, observe that
xk+1 = proxΣxϕ (x
k + ek) ⇔ Σ−1x (xk + ek − xk+1) ∈ ∂ϕ(xk+1) = ∇f (xk+1) + ∂ δΩ(xk+1)
⇔ Σ−1x (xk + ek − Σx∇f (xk+1) − xk+1) ∈ ∂ δΩ(xk+1)
⇔ xk+1 = proxΣxδΩ [xk + ek − Σx∇f (xk+1)]
⇔ xk+1 = ΠΣx
Ω
[xk + ek − Σx∇f (xk+1)]. (2.7)
Denoting c B LϕΣx τ2, we obtain that
ϕΣx (xk) − ϕ?
(2.6)
≤ c‖xk − xk+1‖2
Σ−1x
+ c
∥∥∥ xk+1ΠΣx
Ω
[xk+ek−Σx∇f (xk+1)]−ΠΣxΩ [xk − Σx∇f (xk)]
∥∥∥2
Σ−1x
QPALM: A Proximal Augmented Lagrangian Method for Nonconvex Quadratic Programs 9
which, using 1-Lipschitz continuity of ΠΣx in the norm ‖ · ‖Σ−1x ,
≤ c‖xk − xk+1‖2
Σ−1x
+ c
∥∥∥[xk + ek − Σx∇f (xk+1)] − [xk − Σx∇f (xk)]∥∥∥2Σ−1x
≤ c‖xk − xk+1‖2
Σ−1x
+ 2c‖ek‖2
Σ−1x
+ 2c
∥∥∥∇f (xk) − ∇f (xk+1)∥∥∥2
Σx
≤ (c + 2cL2f ‖Σx‖)‖xk − xk+1‖2Σ−1x + 2c‖ek‖
2
Σ−1x
≤ c1‖xk − xk+1‖2Σ−1x + c2ρ
2k (2.8)
for some constants c1, c2 > 0. Observe that
ϕΣx (xk+1) ≤ ϕ(xk+1) = ϕΣx (xk + ek) − 12‖xk+1 − xk − ek‖2Σ−1x
≤ ϕΣx (xk) + L‖ek‖ − 14 ‖xk+1 − xk‖2Σ−1x +
1
2 ‖ek‖2Σ−1x
≤ ϕΣx (xk) − 14 ‖xk+1 − xk‖2Σ−1x + c3ρ
k (2.9)
for some constant c3 > 0, where in the second inequality L denotes a Lipschitz constant
of the smooth function ϕΣx on a sublevel set that contains all iterates; the existence of such
an L is guaranteed by Theorem 2.2(i) and Lemma 2.3, since −∞ < inf ϕ ≤ ϕΣx ≤ ϕ.
Therefore,(
ϕΣx (xk) − ϕ?) − (ϕΣx (xk+1) − ϕ?)(2.9)≥ 14‖xk+1 − xk‖2Σ−1x − c3ρk(2.8)≥ 14c1 (ϕΣx (xk) − ϕ?) − c4ρk
holds for some constant c4 > 0. By possibly enlarging c1 we may assume without loss of
generality that ρ ≥ 1 − 1/4c1, so that(
ϕΣx (xk+1) − ϕ?) ≤ ρ(ϕΣx (xk) − ϕ?) + c4ρk
≤ ρk+1(ϕΣx (x0) − ϕ?) + c4 k∑
j=0
ρk− jρ j
=
(
ρ(ϕΣx (x0) − ϕ?) + c4(k + 1))ρk ≤ c5(√ρ)k, (2.10)
where c5 is any such that
(
ρ(ϕΣx (x0) − ϕ?) + c4(k + 1))(√ρ)k ≤ c5 holds for every k ∈ .
Next, denoting ϕk B ϕΣx (xk) +
c3
1−ρρ
k observe that
ϕk+1 ≤ ϕk − 14 ‖xk+1 − xk‖2Σ−1x (2.11)
as it follows from (2.9), and that ϕ? < ϕk → ϕ? as k → ∞. In fact, (2.10) implies that
0 ≤ ϕk − ϕ? ≤ c6ρk/2 (2.12)
holds for some c6 > 0 and all k ∈ . Therefore,∑
j≥k
‖x j+1 − x j‖Σ−1x
(2.11)
≤ 2
∑
j≥k
√
ϕ j − ϕ j+1
(2.12)
≤ 2
∑
j≥k
√
ϕ j − ϕ?
≤ 2c1/26
∑
j≥k
ρ( j−1)/4 ≤ c7ρk/4
for some constant c7 > 0. In particular, the sequence (xk)k∈ has finite length and thus
converges to a point x?, which is stationary for ϕ owing to Theorem 2.2(iii). In turn, the
claimed R-linear convergence follows from the inequality ‖xk − x?‖Σ−1x ≤
∑
j≥k ‖x j+1 −
x j‖Σ−1x . 
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2.2. Convergence of Algorithm 1 for nonconvex QPs.
Theorem 2.6. Suppose that problem (QP) is lower bounded, and consider the iterates
generated by Algorithm 1 with f (x) = 12 x
>Qx + q>x and g(z) = δC(z). Then, the following
hold:
(i) The triplet (xk+1, yk+1, zk+1) produced at the k-th iteration satisfies
‖∇f (xk+1) + A>yk+1‖ ≤ δk + ‖Σ−1x (xk+1 − xˆk)‖ and yk+1 ∈ ∂g(zk+1).
(ii) The condition at step 1.5 is satisfied infinitely often, and ‖xˆk+1 − xˆk‖ → 0 as k → ∞.
In particular, for every primal-dual tolerances p, d > 0, the termination criteria
‖∇f (xk+1) + A>yk+1‖ ≤ d yk+1 ∈ ∂g(zk+1) ‖Axk+1 − zk+1‖ ≤ p
are satisfied in a finite number of iterations.
(iii) The sequence (xˆk)k∈ converges to a stationary point of problem (QP); in fact, de-
noting (ki)i∈ as the (infinite) set of those indices at which the condition at step 1.5 is
satisfied, the sequence (xki+1)i∈ converges at R-linear rate.
Proof. The definition of zk+1 at step 1.3 and the characterization of proxΣ−1y,kg yield
∂g(zk+1) 3 ∇gΣ−1y,k (Axk+1 + Σ−1y,kyk) = Σy,k
(
Axk+1 + Σ−1y,ky
k − zk+1) = yk+1.
By expanding the gradient appearing in the norm at step 1.2, we thus have
δk ≥ ‖∇f (xk+1) + A>yk+1 + Σx(xk+1 − xˆk)‖, (2.13)
and assertion 2.6(i) follows from the triangular inequality. Next, observe that whenever the
condition at step 1.5 is not satisfied the variable xˆk+1 is not updated (cf. step 1.8), and thus
steps 1.2–1.4 amount to ALM iterations applied to the strongly convex problem
minimize
x∈n,z∈m
f (x) + 12 ‖x − xˆk‖2Σ−1x + g(z) subject to Ax = z
with a summable inexactness in the computation of the x-minimization step. The existence
of dual solutions entailed by the strong duality of convex QPs guarantees through [44,
Thm. 4 and §6] that the feasibility residual vanishes, hence that eventually step 1.5 holds.
Let dk B ∇f (xk+1) + A>yk+1 + Σx(xk+1 − xˆk) be the gradient appearing in the norm at step
1.2 and let ek B Axk+1 − zk+1. Let (ki)i∈ be the (infinite) set of all indices at which the
condition at step 1.5 is satisfied, so that xˆki+1 = xki+1 and ‖eki‖ ≤ εki ≤ ρiε0. Then, for every
i ∈  
0 = ∇f (xki+1) + Σ−1x
(
xki+1 − (xki−1+1 + Σxdki )) + A>yki+1
0 ∈ ∂g(zki+1) − yki+1
0 = Axki+1 − zki+1 − eki .
In particular, (xki+1, zki+1, yki+1) is a primal-dual solution of
minimize
x∈n,z∈m
f (x) + g(z) + 12‖x − (xki−1+1 + Σxdki )‖2Σ−1x subject to Ax − z = e
ki .
Therefore, denoting X : domX ⊆ n ×m → n as the operator
X(u, v) = argmin
x∈n
{
1
2 x
>Qx + q>x + 12‖x − u‖2Σ−1x | Ax − v ∈ C
}
,
we have that xki+1 = X(xˆki−1+1 + Σxdki , eki ). Notice further that X(u, 0) = proxΣxϕ (u) for the
QP function ϕ(x) = 12 x
>Qx + q>x + δC(Ax). As shown in [42, Thm. 1], X is a polyhedral
mapping, and as it is at most single valued (owing to strong convexity of the QP) we
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deduce from [22, Cor. 3D.5] that it is globally Lipschitz continuous on its (polyhedral)
domain with constant, say, L. Therefore,
‖xki+1 − proxΣxϕ (xki−1+1)‖2 = ‖X(xki−1+1 + Σxdki , eki ) − X(xˆki−1+1, 0)‖2
≤ L2
(
‖Σxdki‖2 + ‖eki‖2
)
≤ L2‖Σx‖2δ2ki + L2‖Σy,min‖−1ε2ki
≤ cρi
for some constant c > 0 that only depends on the problem and on the algorithm initializa-
tion. Denoting ξi B xki+1 as the i-th “outer” iterate, this shows that (ξi)i∈ is generated by
an inexact proximal point algorithm on function ϕ with error ‖ei‖ ≤ O(ρi), namely,
ξi+1 = proxΣxϕ (ξ
i + ei).
In particular, all the assertions follow from Theorems 2.2 and 2.5. 
3. Subproblem minimization
The previous section outlined the overall strategy employed by QPALM, the proximal
augmented Lagrangian method. This section describes our approach to the inner minimiza-
tion in step 1.2, which is clearly the most computationally expensive step of Algorithm 1.
QPALM uses an iterative method to solve the convex unconstrained optimization of (2.3),
computing a semismooth Newton direction and the optimal stepsize at every iteration.
Given the convex nature of the inner subproblem, the method we propose here has not
changed from [31].
3.1. Semismooth Newton method. Let ϕk(x) denote the objective function of (2.3). This
can be written as
ϕk(x) = f (x) + gΣ
−1
y,k (Ax + Σ−1y,ky
k) + 12 ‖x − xˆk‖2Σ−1x
= f (x) + dist2Σy,k
(
Ax + Σ−1y,ky
k) + 12 ‖x − xˆk‖2Σ−1x ,
and its gradient is given by
∇ϕk(x) = ∇f (x) + A>(yk + Σy,k(Ax − Zk(x))) + Σ−1x (x − xˆk),
with
Zk(x) = prox
Σ−1y,k
g (Ax + Σ−1y,ky
k) = ΠC(Ax + Σ−1y,ky
k)
= Ax + Σ−1y,ky
k + [` − Ax − Σ−1y,kyk]+ − [Ax + Σ−1y,kyk − u]+.
Note that this gradient also appears in (2.13), with trial point y˜k+1 = yk + Σy,k(Ax − Zk(x)).
Furthermore, because of the projection operator in Zk, the gradient is not continuously
differentiable. However, we can use the generalized Jacobian [23, §7.1] ofΠC at Ax+Σ−1y,ky
k,
one element of which is the diagonal matrix Pk(x) with entries
(Pk(x))ii =
{
1 if `i ≤ (Ax + Σ−1y,kyk)i ≤ ui,
0 otherwise,
see e.g., [50, §6.2.d]. Therefore, one element of the generalized Hessian of ϕk is
Hk(x) = Q + A>Σy,k(I − Pk(x))A + Σ−1x .
Denoting the set of active constraints as
Jk(x) B
{
i | (Ax + Σ−1y,kyk)i < [`i, ui]
}
, (3.1)
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one has that (I − Pk(x))ii is 1 if i ∈ Jk(x) and 0 otherwise. In the remainder of the paper,
when Jk(x) is used to indicate a submatrix (in subscript), its dependency on k and x will
be omitted for the sake of brevity of notation. Hk(x) can now be written as
Hk(x) = Q + A>J·(Σy,k)JJAJ· + Σ−1x , (3.2)
The semismooth Newton direction d at x satisfies
Hk(x)d = −∇ϕk(x). (3.3)
Denoting λ B (Σy,k)JJAJ·d, the computation of d is equivalent to solving the following
extended linear system
Kk(x)
[
d
λ
]
=
[
Q + Σ−1x A>J·
AJ· −(Σy,k)−1JJ
][
d
λ
]
=
[−∇ϕk(x)
0
]
. (3.4)
Finding the solution of either linear system (3.3) or (3.4) in an efficient manner is discussed
in further detail in Section 4.1.
3.2. Exact linesearch. Once a suitable direction d has been found, a stepsize τ needs to be
computed. This is typically done via a linesearch on a suitable merit function. QPALM can
compute the optimal stepsize by using the piecewise quadratic function ψ(τ) = ϕk(x + τd)
as the merit function. Finding the optimal stepsize is therefore equivalent to finding a zero
of
ψ′(τ) = 〈∇ϕk(x + τd), d〉
= 〈d,∇f (x + τd) + Σ−1x (x + τd − xˆk)〉 + 〈Ad, yk + Σy,k
(
A(x + τd) − Zk(x + τd))〉
= τ〈d, (Q + Σ−1x )d〉 + 〈d,Qx + Σ−1x (x − xˆk) + q〉
+ 〈Σy,kAd, [Ax + Σ−1y,kyk − u + τAd]+〉 − 〈Σy,kAd, [` − Ax − Σ−1y,kyk − τAd]+〉
= ητ + β + 〈δ, [δτ − α]+〉, (3.5)
where 
 3 η B 〈d, (Q + Σ−1x )d〉,
 3 β B 〈d,Qx + Σ−1x (x − xˆk) + q〉,
2m 3 δ B [−Σ1/2y,kAd Σ1/2y,kAd],
2m 3 α B Σ−1/2y,k
[
yk + Σy,k(Ax − `) Σy,k(u − Ax) − yk].
(3.6)
Note that ψ′ is a monotonically increasing piecewise affine function. The zero of this
function can be found by sorting all the breakpoints, and starting from 0 going through
these points ti until ψ′(ti) > 0. The optimal stepsize is then in between this and the previous
breakpoint and can easily be retrieved by means of interpolation. This procedure is outlined
in Algorithm 2.
4. Linear algebra code
The QPALM algorithm is implemented in open-source C code,1 licensed under the GNU
Lesser General Public License version 3 (LGPL v3). The code is standalone, aside from a
dependency on LAPACK [3] for computing the minimum eigenvalue. QPALM also pro-
vides interfaces to MATLAB, Python and Julia.
1https://github.com/Benny44/QPALM_vLADEL
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Algorithm 2 Exact linesearch
Require x, d ∈ n, diagonal Σ ∈ Sym++(n)
Provide optimal stepsize τ? ∈ 
2.1: Let ψ′ : → , α, β ∈  and δ, η ∈ 2m be as in (3.5) and (3.6)
2.2: Define the set of breakpoints of ψ′
T =
{
αi
δi
| i = 1, . . . , 2m, δi , 0
}
2.3: Sort T = {t1, t2, . . .} such that ti < ti+1 for all i
2.4: Let ti ∈ T be the smallest such that ψ′(ti) ≥ 0
2.5: return τ? = ti−1 − ti−ti−1ψ′(ti)−ψ′(ti−1)ψ′(ti−1) (if i = 1 then ti−1 = 0)
This section further discusses the relevant linear algebra used in QPALM, which is
implemented in a standalone C package LADEL,2 and the routine that is used to compute
the minimum eigenvalue of a symmetric matrix.
4.1. Solving linear systems. The most computationally expensive step in one iteration
of QPALM is solving the semismooth Newton system (3.3) or (3.4). The matrix Kk(x) in
(3.4), without penalty parameters, is readily recognized as the system of equations that
represent the first-order necessary conditions of equality-constrained QPs [41, §16.1], and
is therefore dubbed the Karush-Kuhn-Tucker (KKT) matrix. The matrix Hk(x) is the Schur
complement of Kk(x) with respect to the −(Σy,k)−1J ,J block, and is therefore dubbed the
Schur matrix. Solving either of the two systems results in a direction along which we can
update the primal iterate x. The reader is referred to [5] for a broad overview of solution
methods for such systems, including direct and iterative methods. In the case of QPALM,
the matrix Kk(x) or Hk(x) is decomposed as the product of a unit lower diagonal matrix
L, a diagonal matrix D and the transpose of L. This is more commonly known as an LDL>
factorization. The factorization and updates are slightly different for Kk(x) and Hk(x), so
these cases will be discussed separately.
4.1.1. KKT system. It is not guaranteed that an LDL> factorization, with D diagonal, can
be found for every matrix. However, because Σy,k and Q + Σ−1x are symmetric positive
definite by construction, Kk(x) can readily be recognized as a symmetric quasidefinite
matrix, which is strongly factorizable [52, Theorem 2.1]. A symmetric matrix K is strongly
factorizable if for any symmetric permutation P, there exists a unit lower diagonal matrix
L and a diagonal matrix D such that PKP> = LDL>. In other words, we should always be
able to find an LDL> factorization of Kk(x) with D diagonal. To find such a factorization,
LADEL has implemented a simple uplooking Cholesky method with separation of the
diagonal elements, see [16].
A crucial step in maintaining sparsity during the factorization is to find an effective per-
mutation. Moreover, permutations are sometimes used to prevent ill-conditioning. How-
ever, finding the optimal permutation is an NP-hard problem [54]. Various heuristics have
been developed, an overview of which can be found in [17, §7.7]. LADEL uses the open-
source (BSD-3 licensed) implementation3 of the approximate minimum degree (AMD)
ordering algorithm discussed in [2].
In QPALM, a fill-reducing ordering of the full KKT system, i.e. with J = [1,m], is
computed using AMD once before the first factorization and is used during the remainder
2https://github.com/Benny44/LADEL
3https://github.com/DrTimothyAldenDavis/SuiteSparse/tree/master/AMD
14 B. HERMANS, A. THEMELIS, AND P. PATRINOS
Algorithm 3 Row addition (see [20], with modifications in step 3.4 and step 3.5)
Require LDL>factors L and D of a matrix C ∈ n×n with Cβ· = C·β = 0 except for Cββ = .
Let α = 1 : β − 1 and γ = β + 1 : n, then
LDL>=

Lαα
0 1
Lγα 0 Lγγ


Dαα
dββ
Dγγ


L>αα L>γα
1 0
L>γγ
 =

Cαα 0 C>γα
0  0
Cγα 0 Cγγ
.
Provide updated LDL>factors L¯ and D¯ of C¯ which is equal to C except with the β-th row and column
replaced by c¯>·β and c¯·β respectively, i.e.
L¯D¯L¯>=

Lαα
l¯>αβ 1
Lγα l¯γβ L¯γγ


Dαα
d¯ββ
D¯γγ


L>αα l¯αβ L>γα
1 l¯>γβ
L¯>γγ
 =

Cαα c¯αβ C>γα
c¯>αβ c¯ββ c¯>γβ
Cγα c¯γβ Cγγ
.
3.1: Solve the lower triangular system LααDαα l¯αβ = c¯αβ to find l¯αβ.
3.2: d¯ββ = c¯ββ − l¯>αβDαα l¯αβ.
3.3: l¯γβ = d¯−1ββ (c¯γβ − LγαDαα l¯αβ).
3.4: w = l¯γβ
√
|d¯ββ |
3.5: Perform the rank-1 update or downdate L¯γγD¯γγ L¯>γγ = LγγDγγL>γγ − sgn(dββ)ww>.
of the solve routine. Hence, this permutation minimizes the fill-in of the worst case, that
is with all constraints active. In fact, when solving the KKT system, we will not consider
Kk(x) directly, but rather an augmented version
K˜k(x) =
[
Q + Σ−1x (AJ·)>
AJ· −(Σy,k)−1
]
.
Note that, as mentioned in Section 1.2, AJ is the m × n matrix, with AJj· = A j· if j ∈ J and
zero otherwise. The size of K˜k(x) is therefore always (m + n) × (m + n), but due to (1.2)
all the inactive constraints give rise to rows and columns that are 0 apart from the diagonal
element. Combined with (3.4), it immediately follows that λ j = 0 for j < Jk(x).
Before the condition of step 1.2 is satisfied, several Newton steps may be required.
However, during these iterations k remains constant, and so does Σy,k. Therefore, the only
manner in which K˜k(x) changes is as a result of the change in active constraints when x
is updated. Instead of refactorizing the matrix K˜k(x), we can instead use sparse factoriza-
tion update routines to update the existing factorization matrices L and D. In particular,
LADEL has implemented the row addition and row deletion algorithms of [20], with mi-
nor modifications to allow for negative diagonal elements (indefinite systems), as outlined
in Algorithm 3 and Algorithm 4.
4.1.2. Schur system. The Schur matrix Hk(x) is symmetric positive definite, since it is the
sum of a positive definite matrix (Q + Σ−1x ) and a positive semidefinite matrix. Therefore,
a Cholesky factorization of Hk(x) exists. Furhtermore, when k remains constant and x
changes to x+, the difference between Hk(x+) and Hk(x) is given by
Hk(x+) − Hk(x) = A>Je ·(Σy,k)JeJe AJe · − A>J l ·(Σy,k)J lJ l AJ l ·,
with Je = Jk(x+) \ Jk(x) and J l = Jk(x) \ Jk(x+) the sets of constraints respectively
entering and leaving the active set. Therefore, two low rank Cholesky factorization up-
dates can be performed [18, 19]. LADEL has implemented the one-rank update routines
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Algorithm 4 Row deletion (see [20], with modifications in step 4.4 and step 4.5)
Require LDL>factors L and D of a matrix C ∈ n×n. Let α = 1 : β − 1 and γ = β + 1 : n, then
LDL>=

Lαα
l>αβ 1
Lγα lγβ Lγγ


Dαα
dββ
Dγγ


L>αα lαβ L>γα
1 l>γβ
L>γγ
 =

Cαα cαβ C>γα
c>αβ cββ c>γβ
Cγα cγβ Cγγ
.
Provide updated LDL>factors L¯ and D¯ of C¯ which is equal to C except with the β-th row and column
deleted and the diagonal element cββ replaced by , i.e.
L¯D¯L¯>=

Lαα
0 1
Lγα 0 L¯γγ


Dαα
d¯ββ
D¯γγ


L>αα L>γα
1 0
L¯>γγ
 =

Cαα 0 C>γα
0  0
Cγα 0 Cγγ
.
4.1: l¯αβ = 0.
4.2: d¯ββ = .
4.3: l¯γβ = 0.
4.4: w = lγβ
√|dββ |
4.5: Perform the rank-1 update or downdate L¯γγD¯γγ L¯>γγ = LγγDγγL>γγ + sgn(dββ)ww>.
in [18], which are slightly less efficient than the multiple-rank routines outlined in [19], as
implemented in CHOLMOD [14].
4.1.3. Choosing a system. Let H andK denote the “full” Schur and KKT matrices, that is
withJ = [1,m]. In QPALM, we automatically choose which of these systems to factorize,
depending on an estimate of the floating point operations required for each. The work
required to compute an LDL> factorization is
∑ |L·i|2. However, we do not have access to
the column counts of the factors before the symbolic factorization. Therefore, we try to
compute a rough estimate of the column counts of the factor via the column counts of
the matrices themselves. Moreover, we consider an average column count for each matrix
rather than counting the nonzeros in each individual column. As such, QPALM uses the
following quantity to determine the choice of linear system:
n+m∑
i=1
|LK·i |2
n∑
i=1
|LH·i |2
≈
n+m∑
i=1
|K·i|2
n∑
i=1
|H·i|2
≈
n+m∑
i=1
( |K|
n + m
)2
n∑
i=1
( |H|
n
)2 = nn + m |K|2|H|2 ≈ nn + m |K|2|H˜|2 ,
with LK˜ and LH the lower diagonal factors of the corresponding matrix. Computing |H|
exactly requires the same order of work as computing H itself. Depending on the sparsity
pattern of Q and A, H can be much denser than K . Hence, we do not want to compute
H before choosing between the two systems. Instead, we further (over)estimate |H| by |H˜|
considering separate contributions from Q + Σ−1x and from A>Σy,kA. Note that a row in A
with |Ai·| nonzero elements contributes a block in A>A with |Ai·|2 elements. By discounting
the diagonal elements, which are present in Σ−1x , this becomes |Ai·|2 − |Ai·|. The overlap of
different elements cannot be accounted for (cheaply). Therefore, in our estimate we deduct
the minimum (possible) amount of overlap of each block with the biggest block. Denoting
Aˆ = |Aiˆ·| = maxi(|Ai·|), this overlap, again discounting diagonal elements, is given as
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Figure 1. Runtime comparison of KKT and Schur complement methods when applying QPALM
to the Maros Meszaros test set.
[Aˆ + |Ai·| − n]2+ − [Aˆ + |Ai·| − n]+, and so our estimate for |H| is
|H˜| = |Q + Σ−1x | + Aˆ2 − Aˆ +
∑
i,iˆ
|Ai·|2 − |Ai·| − [Aˆ + |Ai·| − n]2+ + [Aˆ + |Ai·| − n]+.
Finally, Figure 1 compares the runtimes of QPALM solving either the KKT or the Schur
system applied to the Maros Meszaros test set. Note that the runtime of QPALM using the
KKT system can still be much lower than that using the Schur system for an estimated
nonzero ratio of 1. This is why a heuristic threshold value of 2, indicated by the red dotted
line, is chosen for this ratio such that the default option of QPALM switches automatically
between the two systems. The user also has the option to specify beforehand which system
to solve.
4.2. Computing the minimum eigenvalue. Finding the solution of a large symmetric
eigenvalue problem has been the topic of a substantial body of research, and many meth-
ods exist. They are typically divided into two categories: direct methods, which find all
eigenvalues, and iterative methods, which find some (or all) eigenvalues. The reader is re-
ferred to [26, §8] for a detailed overview of (the origin) of these methods. In our case, since
we only need the minimum eigenvalue of Q, iterative methods seem more promising. Of
these, the Locally Optimal Block Preconditioned Conjugate Gradient (LOBPCG) method,
developed by Knyazev [33], demonstrated the best performance regarding robustness and
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Algorithm 5 LO(B)PCG
Require x0 ∈ n, ε > 0 and Q ∈ Sym(n).
Provide Lower bound on λ∗ = λmin(Q) and estimate of the corresponding eigenvector x∗ of Q.
5.1: Initialize λ0 = 〈x0, Ax0〉, and w0 = Qx0 − λ0 x0, and let S = [x0,w0].
5.2: Solve S>QS y = µS y, set λ1 = min(µ) and let y˜ denote the corresponding eigenvector.
5.3: x1 = y˜1 x0 + y˜2w0.
5.4: p1 = y˜2w0.
5.5: for k = 1, 2, . . . do
5.6: wk = Qxk − λk xk .
5.7: if ‖wk‖2 ≤ ε then
5.8: Return λ∗ = λk − ‖wk‖2 and x∗ = xk .
5.9: Let S = [xk ,wk , pk].
5.10: Solve S>QS y = µS y, set λk = min(µ) and let y˜ denote the corresponding eigenvector.
5.11: xk+1 = y˜1 xk + y˜2wk + y˜3 pk .
5.12: pk+1 = y˜2wk + y˜3 pk .
speed of convergence in our tests. A dedicated implementation of LO(B)PCG to find only
the minimum eigenvalue and its corresponding eigenvector was added in QPALM. This
method iteratively minimizes the Rayleigh quotient x
>Qx
x>x in a Krylov subspace spanned by
three vectors: the current eigenvector estimate xk, the current residual wk = Qxk−λk xk, and
a conjugate gradient direction pk. The details (of the implementation in QPALM) can be
found in Algorithm 5. The computational cost of this algorithm per iteration is essentially
a matrix-vector product and solving a 3-by-3 generalized eigenvalue system. The latter is
performed by the relevant routine in LAPACK [3]. Note that Algorithm 5 is very similar to
[33, Algorithm 4.1], aside from some scaling.
5. Parameter selection
The little details can make or break the practical performance of an algorithm. This
section discusses aspects that make QPALM more robust, such as preconditioning of the
problem data, and the most important parameter settings. Some of these parameters and
parameter update criteria have been tuned manually and some are computed automatically
based on the problem data or current iterates. The last subsection also lays out in detail the
termination criteria employed by QPALM.
5.1. Factorization updates. As mentioned in Section 4.1, in between Newton iterations
we can update the factorization instead of having to refactorize from scratch. However,
in practice, the factorization update routines will only be more efficient if the number of
constraints entering and leaving the active set is relatively low. Hence, when the active set
changes significantly, we want to recompute the factorization instead. After some experi-
mental tuning, we decided on the following criterion to do an update:
|Je| + |J l| ≤ min(max_rank_update, max_rank_update_fraction · (n + m)),
with max_rank_update = 160 an absolute limit and max_rank_update_fraction =
0.1 a relative limit on the number of changing active constraints. Both of these parameters
can also be set by the user.
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Algorithm 6 Ruiz equilibration[46]
Require A ∈ m×n.
Provide D ∈ n, E ∈ m and A¯ = EAD .
6.1: Initialize A¯ = A,D = In, E = Im.
6.2: for k = 1, . . . , scaling do
6.3: for i = 1, . . . ,m do
6.4: E¯ii =
√
‖Aˆi·‖∞
6.5: for j = 1, . . . , n do
6.6: D¯ j j =
√
‖A¯· j‖∞
6.7: A¯ = E¯−1A¯D¯−1
6.8: D = DD¯−1
6.9: E = EE¯−1
5.2. Preconditioning. Most optimization solvers will perform a scaling of the problem in
order to prevent too much ill-conditioning. A standard idea in nonlinear optimization is to
evaluate the objective and constraints and/or the norm of their gradients at a representative
point and scale them respectively with their inverse, see for example [9, §12.5]. However,
the quality of this scaling depends of course on the degree to which the initial point is a
representative for the iterates, and by extension the solution. Furthermore, since we are
dealing with a QP, the constraints and objective are all determined by matrices. Therefore,
it makes sense to equilibrate these matrices directly, as is done in OSQP for example [48,
§5.1]. OSQP applies a modified Ruiz equilibration [46] to the KKT matrix. This equilibra-
tion routine iteratively scales the rows and columns in order to make their infinity norms
go to 1. OSQP adds an additional step that scales the objective to take into account also
the linear part q. We have found in our benchmarks, however, that instead of this scaling
it is better to apply Ruiz equilibration to the constraints only, and to scale the objective by
a single constant. Why exactly this is the better strategy is unknown to us, but we suspect
that the constraints are more sensitive to the scaling, so it might be better to deal with them
separately.
In QPALM we apply Ruiz equilibration, outlined in Algorithm 6, to the constraint ma-
trix A, yielding A¯ = EAD. The setting scaling denotes the number of scaling iterations
which can be set by the user and defaults to 10. The objective is furthermore scaled by
c = max(1.0, ‖D(Qx0 + q)‖∞)−1. In conclusion, we arrive at a scaled version of (QP)
minimize
x¯∈n
1
2 x¯
>Q¯x¯ + q¯>x¯ subject to A¯x¯ ∈ C¯,
with x¯ = D−1x, Q¯ = cDQD, q¯ = cDq, A¯ = EAD, C¯ =
{
z ∈ m | ¯` ≤ z ≤ u¯
}
, ¯` = E`
and u¯ = Eu. The dual variables in this problem are y¯ = cE−1y. This is the problem that
is actually solved in QPALM, although the termination criteria are unscaled, that is they
apply to the original problem (QP), see Section 5.4.
5.3. Penalty parameters. The choice of the penalty parameters, and the rules used to
update them have been found to be a decisive factor in the performance of QPALM. In
this section we discuss both the traditional penalty parameters arising in the augmented
Lagrangian formulation Σy, and the proximal penalty parameters Σx.
5.3.1. Dual penalty parameters. The dual penalty parameters Σy play an integral role in
slowly but surely enforcing feasibility over the iterations. Because the inner subproblems
QPALM: A Proximal Augmented Lagrangian Method for Nonconvex Quadratic Programs 19
solved by QPALM are strongly convex, there is no theoretical requirement on the penalty
parameters, other than the obvious one of them being positive. However, experience with
augmented Lagrangian methods suggests that high values can inhibit convergence initially,
as they then introduce ill-conditioning in the problem, whereas high values near a solution
are very useful to enforce feasibility. As such, these penalty parameters are typically in-
creased during the solve routine depending on the constraint violations of the current it-
erate. A standard rule is to (only) increase the parameters when the respective constraint
violations have not decreased sufficiently, see [41, §17.4]. Furthermore, an added rule in
QPALM that is observed to work well is to increase the penalties proportional to their cor-
responding constraint violation. Hence, we employ the following strategy to find Σy,k+1 in
steps 1.6 and 1.8.
(Σy,k+1)ii
(Σy,k)ii
=
1.0 if |(Axk+1−zk+1)i|<θ|(Axk−zk)i|,min[ σmax(Σy,k)ii ,max(∆ |(Axk+1−zk+1)i |‖Axk+1−zk+1‖∞ ,1.0)] otherwise. (5.1)
The usage of this rule, in particular letting the factor depend on the constraint violation
itself, has been a crucial step in making the performance of QPALM more robust. The
default parameters here are θ = 0.25, ∆ = 100, and σmax = 109 and can all be set by the
user. Note that in case only a few penalties are modified, the factorization of either K˜ or H
may be updated using low-rank update routines. In practice, we set the limit on the amount
of changing penalties a bit lower as we expect an additional update to be required for the
change in active constraints.
As with regards to an initial choice of penalty parameters, the formula proposed in [9,
§12.4] was found to be effective after some tweaking of the parameters inside. As such we
use the following rule to determine initial values of the penalties
(Σy,0)ii = max
10−4,min σinitmax(1.0, | 12 x¯>Q¯x¯ + q¯>x¯|)
max(1.0, 12‖A¯x¯0 − z0‖2)
, 104
, (5.2)
with σinit a parameter with a default value of 20 and which can also be set by the user.
Setting the initial penalty parameters to a high value can be very beneficial when provided
with a good (feasible) initial guess, as therefore feasibility will not be lost. An investigation
into this and warm-starting QPALM in general is a topic for future work.
5.3.2. Primal penalty parameters. The primal, or proximal, penalty parameters Σx serve
to regularize the QP around the “current” point xˆk. An appropriate choice makes it so the
subproblems are strongly convex, as discussed before. In many problems, the user knows
whether his QP will be convex or nonconvex. Therefore, QPALM allows the user to in-
dicate which case is dealt with. If the user indicates the problem is (or might be) non-
convex, i.e. that Q is not necessarily positive semidefinite, QPALM uses Algorithm 5 to
obtain a tight lower bound λ∗ on the minimum eigenvalue. If this value is negative, we set
∀i : Σx,ii = 1|λ∗−10−6 | . Otherwise, or in the case the user indicates the problem is convex, the
default for Σx,ii = 10−7, a reasonably low value to not interfere with the convergence speed
while guaranteeing that Hk(x) or K˜k(x) is positive definite or quasidefinite respectively.
Furthermore, in the convex case, if the convergence is slow but the primal termination
criterion (5.3b) is already satisfied, Σx,ii may be decreased even further to 10−12 depend-
ing on an estimate of the (machine accuracy) errors that would be accumulated in Hk(x).
Finally, QPALM also allows the selection of an initial Σx,0,ii = γinit, and an update rule
Σx,k+1,ii = min(γupdΣx,k+1,ii, γmax), but this is not beneficial in practice. Not only does it not
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seem to speed up convergence on average, but every change in Σx also forces QPALM to
refactorize the system.
5.4. Termination. This section discusses the termination criteria used in QPALM. Addi-
tionally to the criteria to determine a stationary point, we also discuss how to determine
whether the problem is primal or dual infeasible.
5.4.1. Stationarity. Termination is based on the unscaled residuals, that is the residuals
pertaining to the original problem (QP). In QPALM, we allow for an absolute and a relative
tolerance for both the primal and dual residual. As such, we terminate on an approximate
stationary primal-dual pair (x¯, y¯), with associated z¯k = ΠC(A¯x¯ + Σ−1y,ky¯), if
1
c ‖D−1(Q¯x¯+q¯+A¯>¯y)‖∞ ≤ εa+ εrc max(‖D−1Q¯x¯‖∞, ‖D−1q¯‖∞, ‖D−1A¯>¯y‖∞) (5.3a)
‖E−1(A¯x¯−z¯k)‖∞ ≤ εa+εr max(‖E−1A¯x¯‖∞, ‖E−1z¯k‖∞). (5.3b)
Here, the tolerances εa and εr are by default 10−4 and can be chosen by the user. In the
simulations of Section 7, these tolerances were always set to 10−6.
To determine termination of the subproblem in step 1.2, following (2.13), the termina-
tion criterion
1
c ‖D−1(Q¯x¯+q¯+Σ−1x (x¯− ˆ¯xk)+A¯>¯y)‖∞≤δa,k+ δr,kc max(‖D−1Q¯x¯‖∞,‖D−1q¯‖∞,‖D−1A¯>¯y‖∞) (5.4)
is used. Here, the absolute and relative intermediate tolerances δa,k and δr,k start out from
δa,0 and δr,0, which can be set by the user and default to 100. In step 1.9 they are updated
using the following rule
δa,k+1 = max(ρδa,k+1, εa),
δr,k+1 = max(ρδr,k+1, εr),
with ρ being the tolerance update factor, which can be set by the user and which defaults
to 10−1. Note that, in theory, these intermediate tolerances should not be lower bounded
but instead go to zero. In practice, this is however not possible due to machine accuracy
errors. Furthermore, we have not perceived any inhibition on the convergence as a result
of this lower bound. This makes sense as the inner subproblems are solved up to machine
accuracy by the semismooth Newton method as soon as the correct active set is identified.
5.4.2. Infeasibility detection. Detecting infeasibility of a (convex) QP from the primal and
dual iterates has been discussed in the literature [4]. The relevant criteria have also been
implemented in QPALM, with a minor modification of the dual infeasibility criterion for a
nonconvex QP. As such, we determine that the problem is primal infeasible if for a δy¯ , 0
the following two conditions hold
‖D−1A¯>δy¯‖∞ ≤ εpinf‖Eδy¯‖∞, (5.5a)
u¯>[δy¯]+ − l¯>[−δy¯]+ ≤ −εpinf‖Eδy¯‖∞, (5.5b)
with the certificate of primal infeasibility being 1c Eδy¯.
The problem is determined to be dual infeasible if for a δx¯ , 0
(E−1A¯δx¯)i

∈ [−εdinf , εdinf]‖Dδx¯‖∞ if u¯i, ¯`i ∈ ,
≥ −εdinf‖Dδx¯‖∞ if u¯i = +∞,
≤ εdinf‖Dδx¯‖∞ if ¯`i = −∞,
(5.6a)
holds for all i ∈ [1,m], and either
‖D−1Q¯δx¯‖∞ ≤ cεdinf‖Dδx¯‖∞, (5.6b)
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q¯>δx¯ ≤ −cεdinf‖Dδx¯‖∞ (5.6c)
or
(δx¯)>Q¯δx¯ ≤ −cε2dinf‖δx¯‖2 (5.6d)
hold. Equations (5.6b) and (5.6c) express the original dual infeasibility for convex QPs,
that is the conditions that δx¯ is a direction of zero curvature and negative slope, whereas
(5.6d) is added in the nonconvex case to determine whether the obtained δx¯ is a direction
of negative curvature. In the second case, the objective would go to −∞ quadratically along
δx¯, and in the first case only linearly. Therefore, the square of the tolerance, assumed to be
smaller than one, is used in (5.6d), so as to allow for earlier detection of this case. Note
that we added minus signs in equations (5.5b) and (5.6c) in comparison to [4]. The reason
for this is that the interpretation of our tolerance is different. In essence, [4] may declare
some problems infeasible even though they are feasible. Our version prevents such false
positives at the cost of requiring sufficient infeasibility and possibly a slower detection. We
prefer this, however, over incorrectly terminating a problem, as many interesting problems
in practice may be close to infeasible. When the tolerances are very close to zero, of course
both versions converge to the same criterion. The tolerances εpinf and εdinf can be set by
the user and have a default value of 10−5.
6. The full QPALM algorithm
Algorithm 7 synopsizes all steps and details that make up the QPALM algorithm. Herein
we set εa,0 = δa,0, εr,0 = δr,0. For brevity, the details on factorizations and updates necessary
for step 7.22, which have been discussed prior in Section 4.1, have been omitted here.
It is interesting to note that QPALM algorithm presented here differs from its antecedent
convex counterpart [31] only by the addition of the lines marked with a star “?”, namely
for the setting of Σx and the inner termination criteria. In the convex case, the starred lines
are ignored and step 7.7 and step 7.28 will always activate. It is clear that the routines
in QPALM require minimal changes when extended to nonconvex QPs. Furthermore, in
numerical experience with nonconvex QPs the criterion of step 7.27 seemed to be satisfied
most of the time. Therefore, aside from the computation of a lower bound of the minimum
eigenvalue of Q, QPALM behaves in a very similar manner for convex and for nonconvex
QPs. Nevertheless, in practice convergence can be quite a bit slower due to the (necessary)
heavy regularization induced by Σx if Q has a negative eigenvalue with a relatively large
magnitude.
Table 1 lists the main user settable parameters used in QPALM alongside their default
values.
7. Numerical Results
The performance of QPALM is benchmarked against other state-of-the-art solvers. For
convex QPs, we chose the interior-point solver Gurobi [30], the active-set solver qpOASES
[24], and the operator splitting based solver OSQP [48]. There are many other solvers avail-
able, some of which are tailored to certain problem classes, but the aforementioned ones
provide a good sample of the main methods used for general convex QPs. For noncon-
vex QPs, however, no state-of-the-art open-source (local) optimization solver exists to our
knowledge. Some indefinite QP algorithms have been proposed, such as in [1]. However,
their solver was found to run into numerical issues very often. Hence, we did not compare
against a QP solver specifically, but rather against a state-of-the-art nonlinear optimization
solver, IPOPT [53], when dealing with nonconvex QPs. All simulations were performed
22 B. HERMANS, A. THEMELIS, AND P. PATRINOS
Name Default value Description
εa 10−4 Absolute tolerance on termination criteria
εr 10−4 Relative tolerance on termination criteria
δa,0 100 Starting value of the absolute intermediate tolerance
δr,0 100 Starting value of the relative intermediate tolerance
ρ 10−1 Update factor for the intermediate tolerance
σinit 20 Used in the determination of the starting penalty parameters (cf. (5.2))
σmax 109 Cap on the penalty parameters
∆ 100 Factor used in updating the penalty parameters (cf. (5.1))
θ 0.25 Used in determining which penalties to update (cf. (5.1))
γinit 107 Initial value of the proximal penalty parameter (convex case)
γupd 10 Update factor for the proximal penalty parameter (convex case)
γmax 107 Cap on the proximal penalty parameter (convex case)
scaling 10 Number of Ruiz scaling iterations applied to A
Table 1. Main parameters used in QPALM and their default values.
on a notebook with Intel(R) Core(TM) i7-7600U CPU @ 2.80GHz x 2 processor and 16
GB of memory. The problems are solved to medium-high accuracy, with the termination
tolerances εa, εr set to 10−6 for QPALM. In other solvers, the corresponding termination
tolerances were similarly set to 10−6. Furthermore, for all solvers and all problems, the
maximum number of iterations was set to infinity, and a time limit of 3600 seconds was
specified.
7.1. Comparing runtimes. Comparing the performance of solvers on a benchmark test
set is not straightforward, and the exact statistics used may influence the resulting con-
clusions greatly. In this paper, we will compare runtimes of different solvers on a set of
QPs using two measures, the shifted geometric means (sgm) and the performance profiles.
When dealing with specific problem classes, such as in Section 7.3.2 and Section 7.3.3,
we will not use these statistics but instead make a simple plot of the runtime of the various
solvers as a function of the problem dimension.
7.1.1. Shifted geometric means. Let ts,p denote the time required for solver s to solve
problem p. Then the shifted geometric means t¯s of the runtimes for solver s on problem
set P is defined as
t¯s = |P|
√∏
p∈P
(ts,p + ζ) − ζ = e 1|P|
∑
p∈P ln (ts,p+ζ) − ζ,
where the second formulation is used in practice to prevent overflow when computing the
product. In this paper, runtimes are expressed in seconds, and a shift of ζ = 1 is used. Also
note that we employ the convention that when a solver s fails to solve a problem p (within
the time limit), the corresponding ts,p is set to the time limit for the computation of the
sgm.
7.1.2. Performance profile. To compare the runtime performance in more detail, also per-
formance profiles [21] are used. Such a performance profile plots the fraction of problems
solved within a runtime of f times the runtime of the fastest solver for that problem. Let S
be the set of solvers tested, then
rs,p =
ts,p
mins∈S ts,p
,
denotes the performance ratio of solver s with respect to problem p. Note that by conven-
tion rs,p is set to∞when s fails to solve p (within the time limit). The fraction of problems
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qs( f ) solved by s to within a multiple f of the best runtime, is then given as
qs( f ) =
1
|P|
∑
P3p:rs,p≤ f
1.
Performance profiles have been found to misrepresent the performance when more than
two solvers were compared at the same time [27]. As such, we will construct only the
performance profile of each other solver and QPALM, and abstain from comparing the
other solvers amongst each other.
7.2. Nonconvex QPs. Nonconvex QPs arise in several application domains, such as in a
reformulation of mixed integer quadratic programs and in the solution of partial differential
equations. Furthermore, an indefinite QP has to be solved at every iteration of a sequential
quadratic programming method applied to a nonconvex optimization problem. To have a
broad range of sample QPs, we consider in this paper the set of nonconvex QPs included
in the Cutest test framework [29]. Table 2 lists for each of those QPs the number of primal
variables n and the number of constraints m, excluding bound constraints. In addition, it
lists a comparison of the runtime and final objective value for both QPALM and IPOPT.
Given that both solvers only produce an (approximate) stationary point, and not necessarily
the same, these results have been further analyzed to produce Table 3. Here, the problems
have been divided according to whether both solvers converged to the same point or not,
the criterion of which was set to a relative error on the primal solutions of 10−6.
On the one hand, the runtimes of the problems where the same solution was found have
been listed as shifted geometric means. It is clear that QPALM was on average a bit faster
for these problems. These runtimes were further compared in the performance profile of
Figure 2. This shows that QPALM was not only faster on average, but also more often
the fastest of the two solvers. On the other hand, for the problems with different solutions,
the objective value of the solution was compared and the number of times either QPALM
or IPOPT had the lowest objective was counted. The resulting tally of 45 against 40 in
favour of QPALM suggests there is no clear winner in this case. This was to be expected
as both solvers report on the first stationary point obtained, and neither uses globalization
or restarting procedures to obtain a better one.
Finally, also the failure rate was reported. It is clear that QPALM outperforms IPOPT by
a small margin. Furthermore, for the six problems that QPALM failed to solve within the
time limit, that is NCVXQP{1-3,7-9}, IPOPT also failed to solve in time. IPOPT reported
two of the problems, A2NNDNIL and A5NNDNIL, as primal infeasible, whereas for these
problems QPALM found a point satisfying the approximate stationary conditions. In fact,
the problems are primal infeasible, and QPALM also reports this once slightly stricter
termination tolerances are enforced. Hence, we consider both solvers to have succeeded
for these two cases.
Runtime Objective
Problem n m QPALM IPOPT QPALM IPOPT
A0ENDNDL 45006 15002 1.141e+01 1.754e+00 -3.872e-05 1.835e-04
A0ENINDL 45006 15002 9.632e+00 1.580e+00 -1.629e-04 1.835e-04
A0ENSNDL 45006 15002 5.558e+00 2.544e+01 -2.554e-07 1.481e-04
A0ESDNDL 45006 15002 1.143e+01 1.575e+00 -7.290e-05 1.835e-04
A0ESINDL 45006 15002 1.049e+01 1.627e+00 -7.085e-07 1.835e-04
A0ESSNDL 45006 15002 4.672e+00 2.544e+01 -5.823e-06 1.481e-04
A0NNDNDL 60012 20004 2.089e+02 4.652e+00 -3.166e-05 1.835e-04
A0NNDNIL 60012 20004 1.950e+03 2.376e+01 7.079e-01 1.975e-04
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A0NNDNSL 60012 20004 6.732e+01 1.809e+01 5.345e-04 1.677e-04
A0NNSNSL 60012 20004 1.856e+01 2.957e+01 -1.254e-04 1.543e-04
A0NSDSDL 60012 20004 3.220e+01 4.116e+00 -1.889e-05 1.835e-04
A0NSDSDS 6012 2004 1.502e+00 9.117e-01 2.349e-06 4.913e-04
A0NSDSIL 60012 20004 1.003e+03 2.524e+01 6.473e-05 1.975e-04
A0NSDSSL 60012 20004 3.205e+01 1.225e+01 -2.855e-06 1.672e-04
A0NSSSSL 60012 20004 1.819e+01 2.703e+01 -6.443e-05 1.486e-04
A2ENDNDL 45006 15002 2.766e+01 2.320e+00 9.955e-07 9.881e-04
A2ENINDL 45006 15002 2.653e+01 2.379e+00 8.500e-07 9.728e-04
A2ENSNDL 45006 15002 4.984e+00 4.289e+01 1.910e-06 2.102e-02
A2ESDNDL 45006 15002 2.860e+01 2.293e+00 8.474e-07 9.881e-04
A2ESINDL 45006 15002 2.585e+01 2.278e+00 2.447e-07 9.728e-04
A2ESSNDL 45006 15002 4.780e+00 4.327e+01 1.021e-06 2.102e-02
A2NNDNDL 60012 20004 1.519e+03 6.335e+00 3.457e-04 3.032e-04
A2NNDNIL 60012 20004 3.512e+01 PI 6.448e+01 /
A2NNDNSL 60012 20004 3.808e+02 5.379e+01 -5.541e-06 2.020e-04
A2NNSNSL 60012 20004 3.169e+01 5.162e+01 1.989e-05 2.008e-02
A2NSDSDL 60012 20004 6.191e+01 5.139e+00 3.567e-06 7.760e-04
A2NSDSIL 60012 20004 4.082e+01 3.758e+01 1.068e+01 1.574e+00
A2NSDSSL 60012 20004 5.232e+01 1.846e+01 -5.974e-07 2.513e-02
A2NSSSSL 60012 20004 3.414e+01 3.038e+01 -5.795e-06 4.702e-04
A5ENDNDL 45006 15002 6.846e+01 2.295e+00 8.141e-07 2.193e-03
A5ENINDL 45006 15002 7.325e+01 2.327e+00 -5.878e-07 2.248e-03
A5ENSNDL 45006 15002 6.620e+00 4.965e+01 1.741e-05 5.121e-02
A5ESDNDL 45006 15002 6.944e+01 3.229e+00 1.100e-06 2.193e-03
A5ESINDL 45006 15002 6.971e+01 2.697e+00 5.333e-07 2.248e-03
A5ESSNDL 45006 15002 8.206e+00 4.947e+01 3.299e-05 5.121e-02
A5NNDNDL 60012 20004 2.555e+03 8.069e+00 5.098e-04 1.858e-03
A5NNDNIL 60012 20004 3.497e+01 PI 1.016e+02 /
A5NNDNSL 60012 20004 2.435e+02 2.081e+01 3.318e-06 7.435e-02
A5NNSNSL 60012 20004 3.473e+01 1.526e+02 5.112e-06 2.470e-02
A5NSDSDL 60012 20004 9.590e+01 4.843e+00 3.528e-06 1.862e-03
A5NSDSDM 6012 2004 1.578e+00 8.166e-01 5.276e-07 4.913e-04
A5NSDSIL 60012 20004 3.429e+01 1.184e+02 8.432e+00 1.271e+00
A5NSDSSL 60012 20004 4.846e+01 1.838e+01 3.686e-05 1.003e-02
A5NSSNSM 6012 2004 1.556e+00 8.295e-01 1.302e-06 4.913e-04
A5NSSSSL 60012 20004 3.338e+01 1.106e+02 -3.292e-06 1.729e-02
BIGGSC4 4 7 3.524e-04 5.666e-02 -2.450e+01 -2.450e+01
BLOCKQP1 10010 5001 1.718e-01 1.217e+01 -4.994e+03 -4.993e+03
BLOCKQP2 10010 5001 1.548e-01 1.883e+00 -4.994e+03 -4.994e+03
BLOCKQP3 10010 5001 2.547e+02 3.602e+02 -2.495e+03 -2.495e+03
BLOCKQP4 10010 5001 4.093e-01 1.551e+00 -2.496e+03 -2.496e+03
BLOCKQP5 10010 5001 1.725e+02 3.476e+02 -2.495e+03 -2.495e+03
BLOWEYA 4002 2002 1.964e+00 3.371e+03 -8.007e-04 -2.277e-02
BLOWEYB 4002 2002 5.035e-02 3.039e+03 -3.744e-05 -1.522e-02
BLOWEYC 4002 2002 7.436e-01 F -2.924e-03 /
CLEUVEN3 1200 2973 6.686e+00 3.137e+01 3.761e+05 2.863e+05
CLEUVEN4 1200 2973 6.587e+02 6.567e+01 5.374e+06 2.863e+05
CLEUVEN5 1200 2973 6.538e+00 3.130e+01 3.759e+05 2.863e+05
CLEUVEN6 1200 3091 6.049e+00 2.855e+01 2.208e+07 2.206e+07
FERRISDC 2200 210 2.430e+00 3.058e+00 -1.020e-10 -2.128e-04
GOULDQP1 32 17 3.443e-03 7.342e-02 -3.485e+03 -3.485e+03
HATFLDH 4 7 1.304e-04 5.075e-02 -2.450e+01 -2.450e+01
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HS44 4 6 1.691e-04 3.485e-02 -1.500e+01 -1.300e+01
HS44NEW 4 6 1.220e-04 3.340e-02 -1.500e+01 -1.300e+01
LEUVEN2 1530 2329 3.158e+00 2.050e+00 -1.415e+07 -1.415e+07
LEUVEN3 1200 2973 1.164e+03 3.196e+02 -1.375e+09 -1.990e+09
LEUVEN4 1200 2973 1.749e+01 6.172e+02 -4.777e+08 -1.828e+09
LEUVEN5 1200 2973 1.202e+03 3.158e+02 -1.375e+09 -1.990e+09
LEUVEN6 1200 3091 2.752e+03 1.211e+02 -1.170e+09 -1.190e+09
LEUVEN7 360 946 8.951e-02 4.189e-01 6.945e+02 6.945e+02
LINCONT 1257 419 PI PI / /
MPC1 2550 3833 3.726e+00 5.742e+00 -2.326e+07 -2.326e+07
MPC10 1530 2351 5.007e+00 7.783e-01 -1.503e+07 -1.503e+07
MPC11 1530 2351 4.473e+00 8.804e-01 -1.503e+07 -1.503e+07
MPC12 1530 2351 4.312e+00 7.957e-01 -1.503e+07 -1.503e+07
MPC13 1530 2351 3.533e+00 8.087e-01 -1.503e+07 -1.503e+07
MPC14 1530 2351 3.788e+00 7.942e-01 -1.503e+07 -1.503e+07
MPC15 1530 2351 3.620e+00 8.350e-01 -1.503e+07 -1.503e+07
MPC16 1530 2351 3.265e+00 7.858e-01 -1.503e+07 -1.503e+07
MPC2 1530 2351 3.992e+00 7.258e-01 -1.503e+07 -1.503e+07
MPC3 1530 2351 3.063e+00 7.986e-01 -1.503e+07 -1.503e+07
MPC4 1530 2351 4.724e+00 6.555e-01 -1.503e+07 -1.503e+07
MPC5 1530 2351 4.724e+00 6.540e-01 -1.503e+07 -1.503e+07
MPC6 1530 2351 4.453e+00 7.589e-01 -1.503e+07 -1.503e+07
MPC7 1530 2351 4.450e+00 8.096e-01 -1.503e+07 -1.503e+07
MPC8 1530 2351 5.401e+00 7.775e-01 -1.503e+07 -1.503e+07
MPC9 1530 2351 5.111e+00 7.699e-01 -1.503e+07 -1.503e+07
NASH 72 24 PI PI / /
NCVXQP1 10000 5000 F F / /
NCVXQP2 10000 5000 F F / /
NCVXQP3 10000 5000 F F / /
NCVXQP4 10000 2500 1.078e+03 3.109e+03 -9.385e+09 -9.384e+09
NCVXQP5 10000 2500 1.376e+03 3.491e+03 -6.626e+09 -6.626e+09
NCVXQP6 10000 2500 2.198e+03 F -3.395e+09 /
NCVXQP7 10000 7500 F F / /
NCVXQP8 10000 7500 F F / /
NCVXQP9 10000 7500 F F / /
PORTSNQP 100000 2 3.658e+02 1.283e+00 -1.562e+00 -1.000e+00
QPNBAND 50000 25000 5.181e+00 F -2.500e+05 /
QPNBLEND 83 74 5.605e-03 4.202e-02 -9.136e-03 -9.132e-03
QPNBOEI1 384 351 2.542e-01 1.357e+00 6.777e+06 6.753e+06
QPNBOEI2 143 166 3.158e-02 7.764e-01 1.368e+06 1.368e+06
QPNSTAIR 467 356 7.574e-02 9.296e-01 5.146e+06 5.146e+06
SOSQP1 5000 2501 4.608e-02 1.351e-01 4.243e-07 -1.027e-10
SOSQP2 5000 2501 1.483e-01 1.407e-01 -1.249e+03 -1.249e+03
STATIC3 434 96 DI DI / /
STNQP1 8193 4095 1.657e+01 1.070e+03 -3.117e+05 -3.117e+05
STNQP2 8193 4095 3.072e+01 8.944e+00 -5.750e+05 -5.750e+05
Table 2. Runtime and final objective value comparison for QPALM and IPOPT applied to the
nonconvex QPs of the Cutest test set. Failure codes: PI = primal infeasible, DI = dual infeasible
and F = time limit exceeded (or numerical issues).
7.3. Convex QPs. Convex QPs arise in multiple well-known application domains, such
as portfolio optimization and linear MPC. Solving such QPs has therefore been the subject
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QPALM IPOPT
Runtime (sgm) 4.0045 8.2645
Optimal 45 40
Failure rate [%] 5.6075 8.4112
Table 3. Statistics of QPALM and IPOPT applied to the nonconvex QPs of the Cutest test set.
The runtime reported is the mean over the 11 problems which converged to the same stationary
point, whereas optimal denotes the number of times the solver found the stationary point with
the lowest objective in problems where different stationary points were found.
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Figure 2. Performance profile for QPALM and IPOPT on the nonconvex QPs of the Cutest test
set where both converged to the same approximate stationary point.
of substantial research, and many methods exist. We compare QPALM against the interior-
point solver Gurobi [30], the active-set solver qpOASES [24], and the operator splitting
based solver OSQP [48]. First we compare all solvers on the Maros-Meszaros benchmark
test set [38]. However, qpOASES is excluded in this comparison as it tends to fail on
larger problems which are ubiquitous in this set. Then, the performance of all solvers is
also compared for quadratic problems arising from the two aforementioned application
domains, portfolio optimization and MPC.
7.3.1. Maros Meszaros. The Maros-Meszaros test set contains 138 convex quadratic pro-
grams, and is often used to benchmark convex QP solvers. Table 4 lists the shifted geomet-
ric mean of the runtime and failure rate of QPALM, OSQP and Gurobi applied to this set.
A key aspect of QPALM that is demonstrated here is its robustness. The Maros-Meszaros
set includes many large-scale and ill-conditioned QPs, and the fact that QPALM succeeds
in solving all of them within one hour is a clear indication that it is very robust with respect
to the problem data. In runtime it is also faster on average than the other solvers. However,
Gurobi is faster more often, as is shown in the performance profiles in Figure 3. The high
shifted geometric mean runtime of Gurobi is mostly due to its relatively high failure rate.
OSQP also has a high failure rate, and is also slower than QPALM, both on average and in
frequency. As a first-order method, in spite of employing a similar preconditioning routine
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QPALM OSQP Gurobi
Runtime (sgm) 0.8189 7.1098 1.2018
Failure rate [%] 0.0000 9.4203 7.9710
Table 4. Shifted geometric mean runtime and failure rate for QPALM, OSQP and Gurobi on
the Maros Meszaros problem set.
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Figure 3. Performance profiles comparing QPALM with OSQP and Gurobi respectively on the
Maros Meszaros problem set.
to ours, it seems to still exhibit a lack of robustness with respect to ill-conditioning and to
somewhat stricter tolerance requirements.
7.3.2. Portfolio. In portfolio optimization, the goal is to select a portfolio of assets to
invest in to maximize profit taking into account risk levels. Given a vector x denoting the
(relative) investment in each asset, the resulting quadratic program is the following
minimize
x∈n
βx>Σx − µ>x
subject to x ≥ 0,
n∑
i=1
xi = 1,
with µ ∈ n a vector of expected returns, Σ ∈ Sym(n) a covariance matrix representing
the risk and β > 0 a parameter to adjust the aversion to risk. Typically, Σ = FF>+ D, with
F ∈ n×r a low rank matrix and D ∈ n×n a diagonal matrix. In order not to form the
matrix Σ, the following reformulated problem can be solved instead in (x, y)
minimize
x∈n
[
x
y
]>[D
Ir
][
x
y
]
− β−1µ>x
subject to x ≥ 0,
n∑
i=1
xi = 1,
y = F>x.
We solved this problem for values of n ranging from 100 to 1000, with r = d n10 e. We
choose the elements of µ uniformly on [0, 1], the diagonal elements Dii uniformly on the
interval [0,
√
r], and the matrix F has 50% nonzeros drawn from N(0, 1). For each value
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Figure 4. Runtimes of QPALM, OSQP, qpOASES and Gurobi when solving portfolio optimiza-
tion problems of varying sizes.
of n, we solve the problem for five values of β, (10−2, 10−1, 1, 101, 102), and compute the
arithmetic mean of the runtimes. The runtimes of QPALM, OSQP, Gurobi and qpOASES
solving these problems as such for different values of n are shown in Figure 4. The struc-
ture of the portfolio optimization problem is quite specific: the Hessian of the objective
is diagonal, and the only inequality constraints are bound constraints. It is clear from the
figure that Gurobi exhibits the lowest runtimes for this type of problem, followed closely
by QPALM and OSQP. The latter performs well especially for the small problems and has
some robustness issues for larger ones. It seems qpOASES exhibits quite a high runtime
when compared to the others.
7.3.3. MPC. In a Model Predictive Control strategy, one solves an optimal control prob-
lem (OCP) at every sample time to determine the optimal control inputs that need to be
applied to a system. The OCP considers a control horizon N, that is, it computes a series
of N inputs, of which only the first is applied to the system. Given a discrete linear sys-
tem with nx states x and nu inputs u, and its corresponding system dynamics in state-space
form, xk+1 = Axk + Buk, the OCP we consider in this paper is one where we control the
system from an initial state x˜ to the reference state at the origin, which can be formulated
as
minimize
z∈(N+1)nx+Nnu
x>N QN xN +
N−1∑
k=0
x>k Qxk + u
>
k Ruk
subject to x0 = x˜,
xk+1 = Axk + Buk, k = 0, . . . ,N − 1,
xk ∈ X, k = 0, . . . ,N − 1,
xN ∈ XN ,
uk ∈ U, k = 0, . . . ,N − 1.
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Figure 5. Runtimes of QPALM, OSQP, qpOASES and Gurobi when solving OCPs for varying
time horizons.
Here, the decision variable is the collection of N + 1 state samples and N input sam-
ples, z = (x0, u0, x1, . . . , uN−1, xN). The stage and terminal state cost matrices are positive
definite matrices, Q,QN ∈ Sym++(nx ) and R ∈ Sym++(nu ). X, XN and U represent
polyhedral constraints on the states, terminal state and inputs respectively. In our example,
we consider box constraints X = [−xb, xb] and U = [−ub, ub] and determine the terminal
constraint as the maximum control invariant set of the system. Furthermore, the terminal
cost is computed from the discrete-time algebraic Riccati equations.
We solved this problem for a system with 10 states and 5 inputs for different values of
the time horizon. The state cost matrix is set as Q = MM>, with M ∈ nx×nx consisting of
50% nonzeros drawn from the normal distributionN(0, 5). The input cost matrix is chosen
to be a small diagonal matrix with Rii = 0.01. The system considered is slightly unstable,
with the elements of A drawn from N(0, 2) and those of B from N(0, 1). The state and
input limits xb and ub are drawn fromN(10, 2). Finally, the initial state is chosen such that
it is possible but difficult to satisfy all the constraints, in order to represent a challenging
MPC problem. The resulting runtimes of solving one such OCP for varying time horizons
are shown in Figure 5. Gurobi again performs best, especially when considering larger
time horizons, with QPALM in a second place. qpOASES and OSQP both have issues
with robustness given the challenging nature of the problem, although qpOASES can also
exhibit fast convergence in some cases.
An important aspect to consider when choosing a QP solver for MPC is the degree to
which it can work with an initial guess. This is of great import due to the fact that sub-
sequent OCPs are very similar. The solution of the previous OCP can therefore be shifted
by one sample time and supplied as an initial guess. This procedure is also called warm-
starting. Figure 6 shows the result of warm-starting subsequent OCP in this manner. Here,
we solved 30 subsequent OCPs for a fixed time horizon of 30, corresponding to 460 pri-
mal variables. Furthermore, when computing the next initial state, we add a small distur-
bance drawn from the normal distribution N(0, 0.01). It is clear that qpOASES, QPALM
and OSQP all benefit greatly from this warm-starting. However, Gurobi, as is typical of an
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Figure 6. Runtimes of QPALM, OSQP, qpOASES and Gurobi when solving sequential OCPs
in an MPC setting, with N = 30.
interior-point method, does not have this advantage. For this reason, interior-point methods
are typically not considered as solvers for MPC problems.
8. Conclusion
This paper presented QPALM, a proximal augmented Lagrangian method for convex
and nonconvex quadratic programming. On a theoretical level, it is shown that the sequence
of inexact solutions of the proximal augmented Lagrangian, shown to be equivalent to inex-
act proximal point iterations, converges globally at an R-linear rate to a stationary point for
the original problem when the proximal penalty ensures strong convexity of the inner sub-
problems. On a practical level, the implementation of QPALM is considered in great detail.
The inner subproblems are solved using a direction obtained from a semismooth Newton
method which relies on dedicated LDL>-factorization and factorization update routines,
and on the optimal stepsize which can be efficiently computed as the zero of a monotone,
piecewise affine function.
The QPALM algorithm is implemented in open-source C code, and parameter selec-
tion and update routines have all been worked out carefully. The resulting code is shown
to strike a unique balance between robustness when faced with hard problems and effi-
ciency when faced with easy problems. Given a time limit of one hour, QPALM can find
an approximate stationary point or correctly identify infeasibility for 94.39% of the non-
convex QPs in the Cutest test set, whereas IPOPT does this only for 91.95%. Moreover,
QPALM was able to solve all of the convex QPs in the Maros-Meszaros set, where Gurobi
and OSQP exhibited a fail rate of 7.97% and 9.42% respectively. These results are signif-
icant since the Cutest and Maros-Meszaros test-set contain some very large-scale and ill-
conditioned QPs. Furthermore, QPALM benefits from warm-starting unlike interior-point
methods. As such, it may be a great choice to solve problems arising for example in MPC.
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Algorithm 7 QPALM for the nonconvex problem (QP)
Require Problem data: Q ∈ Sym(n); q ∈ n; A ∈ m×n; `, u ∈ Rm with ` ≤ u;
(x0, y0) ∈ n ×m; εa, εr, δa,0, δr,0, εpinf , εdinf , εa,0, εr,0,σinit, σmax, γ > 0; ρ, θ ∈ (0, 1);
∆ > 1; scaling ∈ 
7.1: Use Algorithm 6 to find D and E, and let c = max(1.0, ‖D(Qx0 + q)‖∞)−1. Convert the data using
the scaling factors: x¯0 = D−1 x0, y¯0 = cE−1y0, Q¯ = cDQD, q¯ = cDq, A¯ = EAD, ¯` = E` and u¯ = Eu
7.2: Initialize ˆ¯x0 = x¯0, Σy,0 from (5.2) and δx¯ = 0.
7.3:? Compute λ∗ using Algorithm 5.
7.4:? if λ∗ < 0 then
7.5:? Σx,ii = 1|λ∗−10−6 | , i = 1, . . . , n
7.6:? else
7.7: Σx,ii = γ, i = 1, . . . , n
7.8: for k = 0, 1, . . . do
7.9: Set x¯k,0 = x¯k .
7.10: for ν = 0, 1, . . . do
7.11: z¯k,ν = ΠC(A¯x¯k,ν + Σ−1y,k y¯
k).
7.12: δy¯ = Σy,k(A¯x¯k,ν − z¯k,ν)
7.13: if (5.3) is satisfied at (x¯k,ν, y¯k) then
7.14: return (x¯k,ν, y¯k + δy¯)
7.15: else if (5.5) is satisfied at δy¯ then
7.16: return c−1Eδy¯ as the certificate of primal infeasibility.
7.17: else if (5.6) is satisfied at δx¯ then
7.18: return Dδx¯ as the certificate of dual infeasibility.
7.19: else if (5.4) is satisfied at (x¯k,ν, y¯k) then
7.20: break
7.21: else
7.22: Find d by solving either (3.3) or (3.4).
7.23: Find τ using Algorithm 2.
7.24: δx¯ = τd.
7.25: x¯k,ν+1 = x¯k,ν + δx¯.
7.26: Set x¯k+1 = x¯k,ν, z¯k+1 = z¯k,ν and y¯k+1 = y¯k + δy¯.
7.27:? if ‖E−1(A¯x¯k+1 − z¯k+1)‖∞ ≤ εa,k + εr,k max(‖E−1A¯x¯k+1‖∞, ‖E−1 z¯k+1‖∞) then
7.28: Update ˆ¯xk+1 = x¯k+1
7.29:? εa,k+1 = max(ρεa,k , εa) and εr,k+1 = max(ρεr,k , εr).
7.30:? else
7.31:? Set ˆ¯xk+1 = ˆ¯xk , εa,k+1 = εa,k and εr,k+1 = εr,k
7.32: Update Σy,k+1 according to (5.1).
7.33: δa,k+1 = max(ρδa,k , εa) and δr,k+1 = max(ρδr,k , εr)
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Appendix A. Proof of Theorem 2.2
Proof of Theorem 2.2 (Inexact nonconvex PP [49, §4.1]). The proximal inequality
ϕ(xk+1) + 12‖xk+1 − xk − ek‖2Σ−1x ≤ ϕ(x
k) + 12‖ek‖2Σ−1x ,
cf. (1.4), yields
ϕ(xk+1)+ 14 ‖xk+1−xk‖2Σ−1x ≤ ϕ(x
k+1)+ 12 ‖xk+1−xk−ek‖2Σ−1x +
1
2 ‖ek‖2Σ−1x ≤ ϕ(x
k)+‖ek‖2
Σ−1x
, (A.1)
proving assertions 2.2(ii) and 2.2(iv), and similarly 2.2(i) follows by invoking [43, Lem.
2.2.2]. Next, let (xk)k∈K be a subsequence converging to a point x
?; then, it also holds that
(xk+1)k∈K converges to x
? owing to assertion 2.2(ii). From the proximal inequality (1.4) we
have
ϕ(xk+1) + 12‖xk+1 − xk − ek‖2Σ−1x ≤ ϕ(x
?) + 12 ‖x? − xk − ek‖2Σ−1x ,
so that passing to the limit for K 3 k → ∞ we obtain that lim supk∈K ϕ(xk+1) ≤ ϕ(x?). In
fact, equality holds since ϕ is lsc, hence from assertion 2.2(i) we conclude that ϕ(xk+1) →
ϕ(x?) as k → ∞, and in turn from the arbitrarity of x? it follows that ϕ is constantly equal
to this limit on the whole set of cluster points. To conclude the proof of assertion 2.2(iii),
observe that the inclusion Σ−1x (xk + ek − xk+1) ∈ ∂ˆϕ(xk+1), cf. (1.5), implies that
dist
(
0, ∂ϕ(xk+1)
) ≤ dist(0, ∂ˆϕ(xk+1)) ≤ ‖Σ−1x ‖(‖xk − xk+1‖ + ‖ek‖), (A.2)
and with limiting arguments (recall that limk∈K ϕ(xk) = ϕ(limk∈K xk)) the claimed station-
arity of the cluster points is obtained. 
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