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Abstract
This paper presents a method of computing a revision
of a function-free normal logic program. If an added
rule is inconsistent with a program, that is, if it leads to
a situation such that no stable model exists for a new
program, then deletion and addition of rules are per-
formed to avoid inconsistency. We specify a revision by
translating a normal logic program into an abductive
logic program with abducibles to represent deletion and
addition of rules. To compute such deletion and addi-
tion, we propose an adaptation of our top-down abduc-
tive proof procedure to compute a relevant abducibles
to an added rule. We compute a minimally revised pro-
gram, by choosing a minimal set of abducibles among
all the sets of abducibles computed by a top-down proof
procedure.
Introduction
Knowledge base is always subject to change since an en-
vironment around the knowledge base is not guaranteed
to be stable forever and even some error might be in-
cluded at the initial stage. Therefore, study of revision
of knowledge base is very important(Fagin et al., 1983;
Katsuno and Mendelzon, 1991; Ga¨rdenfors and Rott,
1995; Kakas and Mancarella, 1990; Alferes et al., 1996;
Witteveen and van der Hoek, 1997; Inoue and Sakama,
1995). (Fagin et al., 1983) and (Katsuno and Mendel-
zon, 1991) consider a revision of monotonic theories
and there are a lot of researches in this direction
(see (Ga¨rdenfors and Rott, 1995) for a survey). (Kakas
and Mancarella, 1990) and (Inoue and Sakama, 1995)
consider an update of nonmonotonic theories to derive a
given goal or a given observation. (Alferes et al., 1996)
and (Witteveen and van der Hoek, 1997) consider a re-
vision of nonmonotonic theories which is more related
to a revision of monotonic theories studies (Fagin et al.,
1983; Katsuno and Mendelzon, 1991); they consider a
revision when inconsistency arises at addition of rules 1
In this paper, we follow the latter approach.
Revision of nonmonotonic theories is especially im-
portant for AI, since it is very rare that commonsense
1(Inoue and Sakama, 1995) relate the latter approach
with the former approach by introducing “anti-explanation
of contradiction.”
reasoning can be represented as a monotonic theory.
However, revision of nonmonotonic theories is more
complicated than revision of monotonic theory. In
monotonic theory, if some addition of knowledge or ob-
servation leads to inconsistency, then we can avoid in-
consistency by deleting a part of knowledge base. On
the other hand, we might add a piece of assumptions
since deletion leads to inconsistency.
Consider the following program.
runs(X)← car(X),∼broken(X).
car(c1)← .
car(c2)← .
∼ means “negation as failure”. The first rule says
that if X is a car and X is not known to be bro-
ken, X should run. Since there is no information
about broken(c1) and broken(c2) in the current pro-
gram, runs(c1) and runs(c2) are derived. Suppose,
however, that we add a rule “⊥ ← runs(c1)” mean-
ing that car a does not run 2. Then, we have no stable
model, that is, we are in an inconsistent situation. To
fix this inconsistency, we have (at least) two possible
ways.
1. We simply discard the default rule of car a:
runs(c1)← car(c1),∼broken(c1).
2. We derive broken(c1) since if we assumed ∼
broken(c1), then contradiction would occur and thus,
we have a reason to assume broken(c1).
The first revision is contraction widely used in belief
revision of monotonic theories (Fagin et al., 1983) but
the second is special for nonmonotonic theories such
as normal logic programs. In monotonic theories, ad-
dition of formula can not help to restore consistency,
but in nonmonotonic theories addition can help. This
phenomena were firstly observed in Doyle’s justification
TMS and he introduced dependency-directed backtrack-
ing. Moreover, in monotonic theories, contraction or
deletion of formula can not produce any inconsistency,
whereas in nonmonotonic theories, deletion can cause
inconsistency.
2
⊥ means contradiction.
Therefore, we need more functions for revision in non-
monotonic theories than monotonic ones. In this pa-
per, we propose a top-down procedure using abduction
to compute revision for a normal logic program when
there exists no stable model.
Our idea of using abduction for revision is as fol-
lows. We introduce two kinds of abducibles one of which
represents a deletion of each retractable rule and the
other of which represents an addition of each addable
rule. For a retractable rule, we add negation of a cor-
responding abducible in the body of the rule so that if
an instance of abducible is assumed then an instance of
rule corresponding with the instance of abducible is no
longer applicable. For an addable rule, we add a cor-
responding abducible in the body of the rule so that if
an instance of abducible is assumed then an instance of
rule corresponding with the instance of abducible be-
comes applicable.
Then, in order to compute such abducibles to spec-
ify revision, we show that we can use a modification
of Satoh and Iwayama’s query evaluation procedure on
stable models (Satoh and Iwayama, 1992) which is a
combination of integrity constraint checking (Sadri and
Kowalski, 1988) and abductive procedure (Kakas and
Mancarella, 1990). In stead of starting with a subpro-
cedure which show a derivation of positive literals, we
start with a subprocedure for rule consistency checking
to derive abducibles to specify revision. This proce-
dure traverses rules of a program which is related with
addition or deletion of a rule and we guarantee that
a minimal revision can be found by selecting a mini-
mal set of abducibles among all the sets of abducibles
computed by the rule consistency checking procedure.
Revision of Normal Logic Program
Firstly, we define a revision framework as follows. In
this paper, we consider a function-free normal logic pro-
gram. We use domain closure axiom and unique name
axiom so that constants in the language for a program
are finite and denote distinct objects. We can easily
extend our results to function-free extended logic pro-
grams by translating an extended logic program into a
normal logic program proposed by (Gelfond and Lifs-
chitz, 1991).
Definition 1 A rule R is of the form:
H ← P1, ..., Pj ,∼N1, ...,∼Nh
where H, P1, ..., Pj , N1, ..., Nh are atoms.
We call H the head of the rule R denoted as head(R)
and P1, ..., Pj ,∼ N1, ...,∼ Nh the body of the rule de-
noted as body(R). If H = ⊥, we sometimes call the
rule an integrity constraint.
Let T and Tbck be sets of rules. A revision framework
R is a pair, 〈T, Tbck〉 where T can be divided into two
sets of rules Tpst and Ttmp. We call Tpst a persistent
part of R and Ttmp a temporal part of R and Tbck a
backup part of R.
T expresses the current logic program which consists
of Tpst and Ttmp. Tpst is an unchanged part which
should always be satisfied such as integrity constraints
whereas any part of Ttmp can be retracted and any part
of Tbck can be added to restore consistency. Usage of
Tbck is inspired by back-up semantics proposed by (Wit-
teveen and van der Hoek, 1997).
We use stable model semantics for the above pro-
gram.
Definition 2 Let P be sets of rules. We denote a set
of ground rules obtained by replacing all the variables
in every rule of P by every element in the language as
ΠP .
Definition 3 Let M be a set of ground atoms and ΠMP
be the following program.
ΠMP = {H ← B1, ..., Bl|
“H ← B1, ..., Bl,∼A1, ...,∼Ah.
′′ ∈ ΠP and
Ai 6∈M for each i = 1, ..., h.}
Let min(ΠMP ) be the least model of Π
M
P . A stable model
for a logic program P is M iff M = min(ΠMP ) and
⊥ 6∈M .
We say that P is consistent if P has a stable model.
Now, we define a revised program in a revision frame-
work.
Definition 4 Let R be a revision framework, 〈(Tpst ∪
Ttmp), Tbck〉. Let Rnew be a rule. Then, a revised pro-
gram w.r.t. R and Rnew is (Tpst ∪ {Rnew})∪ (ΠTtmp −
O) ∪ I such that
• O ⊆ ΠTtmp
• I ⊆ ΠTbck
• (Tpst ∪ {Rnew}) ∪ (ΠTtmp −O) ∪ I is consistent.
We say for such O and I that a pair 〈O, I〉 accomplishes
revision of Rnew to R.
A minimally revised program w.r.t. R and Rnew is
(Tpst ∪ {Rnew})∪ (ΠTtmp −O)∪ I such that there is no
revised program (Tpst∪{Rnew})∪(ΠTtmp −O
′)∪I ′ such
that I ′ ⊂ I and O′ ⊂ O where ⊂ is a strict inclusion.
Example 1 Let
Tpst be {c(c1)← . c(c2)← .} and
Ttmp be {r(X)← c(X),∼b(X).} and
Tbck be {b(X)← c(X),∼r(X).} and
Rnew be “⊥ ← r(c1)”.
Then, ΠTtmp,(Tpst∪{Rnew})∪Ttmp∪Tbck = {r(c1) ←
c(c1),∼b(c1). r(c2)← c(c2),∼b(c2)},
and ΠTbck,(Tpst∪{Rnew})∪Ttmp∪Tbck = {b(c1) ← c(c1),∼
r(c1). b(c2)← c(c2),∼r(c2)}.
For the above revision, we have the following two
minimally revised programs:
1. a program accomplished by (O1, I1) where O1 =
{r(c1)← c(c1),∼b(c1).} and I1 = {}:
(Tpst ∪ {Rnew}) and r(c2)← c(c2),∼b(c2).
2. a program accomplished by (O2, I2) where O2 = {}
and I2 = {b(c1)← c(c1),∼r(c1).} :
(Tpst ∪ {Rnew}) and Ttmp and b(c1) ← c(c1),∼
r(c1).
There are other non-minimally revised programs, for
example, one accomplished by 〈O1, I2〉 or by 〈O1 ∪
{r(c2)← c(c2),∼b(c2).}, I2 ∪ {b(c2)← c(c2),∼r(c2).}〉.
In the above example, we follow Giordano’s ap-
proach (Giordano and Martelli, 1990) where contrapos-
itives of default rules are in the back-up part, but we
can actually assume any rules which we think are ap-
propriate for back-up rules when inconsistency occurs.
To compute a revised program, we use a translation
from a specification to an abductive logic program and
compute a consistent generalized stable model for the
translated programwhich denotes deletion and addition
of rules.
Definition 5 (Kakas and Mancarella, 1990). An ab-
ductive framework is a pair 〈P,A〉 where A is a set of
predicate symbols, called abducible predicates and P is
a set of rules each of whose head is not in A. We call
a ground atom for a predicate in A an abducible.
The semantics of abductive framework is based on
a generalized stable model (Kakas and Mancarella,
1990).
The following is a definition of a generalized stable
model which can manipulate abducibles in abductive
logic programming.
Definition 6 Let 〈P,A〉 be an abductive framework
and Θ be a set of abducibles. A generalized stable model
M(Θ) is a stable model of P ∪ {H ← |H ∈ Θ}.
We say that a model M(Θ) is a generalized stable
model with a minimal set of abducibles Θ if there is no
generalized stable model M(Θ′) such that Θ′ is a proper
subset of Θ.
Now, we define a translation of a revision framework
into an abductive framework as follows.
Definition 7 Let R be a revision framework 〈(Tpst ∪
Ttmp), Tbck〉. We firstly give a name to every rule in
Ttmp and Tbck such as
φ : H ← P1, ..., Pj ,∼N1, ...,∼Nh.
where φ is a name for the rule.
A translation for a consistency management ofR (de-
noted as τ(R)) is a set of the following translation from
R to an abductive framework 〈P,A〉 where
• A = {φ−
∗
|φ is a name of a rule in Ttmp} ∪{φ
+∗|φ is
a name of a rule in Tbck}
• We add every rule in Tpst into P .
• We translate every rule in Ttmp with a name φ
φ : H ← P1, ..., Pj ,∼N1, ...,∼Nh
into the following rule in P :
H ← P1, ..., Pj ,∼N1, ...,∼Nh,∼ φ
−∗(x)
where x is a tuple of variables in the clause.
• We translate every rule in Tbck with a name φ
φ : H ← P1, ..., Pj ,∼N1, ...,∼Nh
into the following rule in P :
H ← P1, ..., Pj , φ
+∗(x),∼N1, ...,∼Nh.
The following shows that an revised program corre-
sponds with a generalized stable model.
Theorem 1 Let R be a revision framework 〈(Tpst ∪
Ttmp), Tbck〉 and Rnew be an added clause. (Tpst ∪
{Rnew}) ∪ (Ttmp − Tdel ∪ Tnew) is a (minimally, resp.)
revised program if and only if there is a generalized sta-
ble model of τ(〈(Tpst ∪ {Rnew}) ∪ Ttmp, Tbck〉) with a
(minimal, resp.) set of abducibles Θ s.t.
• Tdel = {R|(φ
−∗(x)θ) ∈ Θ
where φ is a name of R ∈ Ttmp}.
• Tnew =
{Rθ|(φ+
∗
(x)θ) ∈ Θ
where φ is a name of R ∈ Tbck} ∪
{head(R)← body(R),∼ (EQ(θ1)), ...,∼ (EQ(θn))|
(φ−
∗
(x)θi) ∈ Θ where φ is a name of R ∈ Ttmp
and EQ(θi) = ((x1 = (x1θi)) ∧ ... ∧ (xk = (xkθi)))
and x = 〈x1, ..., xk〉}
We say that Θ (minimally, resp.) realizes revision of
Rnew to R.
Note that in the above theorem, we delete whole rules
related to inconsistency and then add modified rules
with negation of conjunctions of disequality in the body
of the deleted rules. The modified rules are logically
equivalent to rules in Definition 4 since we assume do-
main closure axiom and unique name axiom.
Example 2 Consider the revision framework in Exam-
ple 1. Let us give names to the rules in Ttmp and Tbck
as follows:
φ1 : r(X)← c(X),∼b(X).
φ2 : b(X)← c(X),∼r(X).
Then τ(〈((Tpst ∪ {Rnew}) ∪ Ttmp), Tbck〉) is:
• A = {φ−1
∗
, φ+2
∗
}.
• P becomes as follows:
c(c1)← .
c(c2)← .
⊥ ← r(c1).
r(X)← c(X),∼b(X),∼φ−1
∗
(X).
b(X)← c(X), φ+2
∗
(X),∼r(X).
Then, we have two generalized models with minimal ab-
ducibles:
1. Θ = {φ−1
∗
(c1)}. Then, a minimally revised program
is:
(Tpst ∪ {Rnew}) and r(X)← X 6= a, c(X),∼b(X).
2. Θ = {φ+2
∗
(c1)}. Then, a minimally revised program
is:
(Tpst ∪ {Rnew}) and Ttmp and b(c1) ← c(c1),∼
r(c1).
Computing Revision by Abduction
To compute a revision, it is sufficient to compute
a generalized stable model of τ(〈(Tpst ∪ {Rnew}) ∪
Ttmp, Tbck〉). But, if we concern a minimal revision,
we need to compute all the generalized stable models
and then compare sets of abducibles in these models to
choose minimal sets of abducibles. For this purpose, it
is desirable to restrict sets of abducibles to be compared
as small as possible. This can be done if we compute
only revision related to Rnew . For example, suppose
that some of temporary rules are not relevant to incon-
sistency of addition of Rnew. If we naively compute all
the generalized stable models, then we have to compare
all the combination of in/out of abducibles for these ir-
relevant rules.
In order to avoid this kind of redundancy, we mod-
ify Satoh and Iwayama’s query evaluation procedure on
stable models (Satoh and Iwayama, 1992). Basically,
we change the order of application of subprocedures so
that we can use the procedure for consistency checking.
We impose rules in a revision framework must be
range-restricted, that is, any variable in a rule R must
occur in pos(R). However, any rule can be translated
into range-restricted form by inserting a new predi-
cate “dom” describing Herbrand universe for every non-
range-restricted variable in the rule.
Before showing our procedure to compute revision,
we need the following definitions. Let l be a literal.
Then, l denotes the complement of l.
Definition 8 Let P be a logic program. A set of resol-
vents w.r.t. a ground literal l and T , resolve(l, P ) is
the following set of rules:
resolve(l, P ) =
{(⊥←L1, ..., Lk)θ| l is negative and
H← L1, ..., Lk ∈ P and l = Hθ by a ground
substitution θ}∪
{(H←L1, ..., Li−1, Li+1, ..., Lk)θ|
H←L1, ..., Lk ∈ P and l = Liθ by a ground
substitution θ}
Definition 9 Let P be a logic program. A set of deleted
rules w.r.t. a ground literal l and P , del(l, P ), is the
following set of rules:
del(l, P ) = {(H←L1, ..., Lk)θ| H←L1, ..., Lk ∈ P and
l = Liθ by a ground substitution θ}
Definition 10 Let P be a logic program and P− be
an abducible-and-negation-removed program obtained by
removing all integrity constraints in P and all the nega-
tive literals and abducibles in the body of remaining rule
and min(P−) be the least minimal model of P−.We de-
fine a relevant ground program ΩP for P as follows:
ΩP = {H ← B1, ..., Bk,∼ A1, ...,∼ Am ∈ ΠP | Bi ∈
min(P−) for each i=1, ..., k.}
We briefly explain our procedure. Our procedure con-
sists of 4 subprocedures, rule con(R,∆), derive(p,∆),
literal con(l,∆), and deleted con(R,∆) where p is a
non-abducible atom and ∆ is a set of ground liter-
als already assumed and l is a ground literal and
R is a rule. rule con(R,∆), literal con(l,∆), and
deleted con(R,∆) return union of ∆ and a set of ground
literals which are assumed during the execution of the
subprocedures. derive(p,∆) return the above union
and a substitution for p which are made during the
execution of derive(p,∆).
In the procedure, we have a select operation and a
fail operation. The select operation expresses a non-
deterministic choice among alternatives. The fail oper-
ation expresses immediate termination of an execution
with failure. Therefore, a procedure succeeds when its
inner calls of subprocedures do not encounter fail. We
say a subprocedure succeeds with (a substitution θ and)
a set of assumptions ∆ when the subprocedure success-
fully returns (θ and) ∆.
Our procedure firstly starts from rule con(Rnew , {}).
rule con(Rnew, {}) checks the consistency of a rule
Rnew with a program P ∪ {Rnew}. We can show the
consistency of addition of Rnew by showing one of the
following.
1. A literal l in body(Rnew) can be falsified. To do so,
we invoke subprocedure literal con for l.
2. Every positive literal p in body(Rnew) can be made
true and every negative and every abducible literal l
can be consistently assumed and head(Rnew) consis-
tent. To do so, we invoke subprocedure derive for p
and literal con for l and head(Rnew).
The informal specification of the other 3 subproce-
dures is as follows.
1. literal con(l,∆) checks the consistency of a ground
literal l with P ∪{Rnew} and ∆. To show the consis-
tency for assuming l, we add l to ∆; then, we check
the consistency of resolvents and deleted rules w.r.t.
l and P ∪ {Rnew}.
2. derive(p,∆) searches a rule R of p in a program
P ∪ {Rnew} whose body can be made true with a
ground substitution θ under a set of assumptions ∆.
To show that every literal in the body can be made
true, we call derive for non-abducible positive literals
in the body. Then, we check the consistency of other
literals in the body with P ∪ {Rnew} and ∆. Note
that because of the range-restrictedness, other liter-
als in R become ground after all the calls of derive
for non-abducible positive literals.
3. deleted con(R,∆) checks if a deletion of R does not
cause any contradictions with P ∪{Rnew} and ∆. To
show the consistency of the implicit deletion of R, it
is sufficient to prove that the head of every ground
instance Rθ in ΩP∪{Rnew} can be made either true or
false.
Now, we describe a complete specification of the subpro-
cedures in Figure 1 and Figure 2. In Figures, we denote
a set of non-abducible positive literals, non-abducible
negative literals, and abducibles (either negative or pos-
itive) in a rule R as pos(R), neg(R) and abd(R) respec-
tively, and we denotes empty substitution as ε, and θiσi
expresses a composition of two substitutions θi and σi.
rule con(R,∆) R: a rule; ∆: a set of literals
begin
∆0 := ∆, i := 0
for every ground rule Rθ ∈ ΩP∪{Rnew∪{R}} do
begin
select case (a) or case (b)
(a) select l ∈ body(Rθ)
if l ∈ pos(Rθ) ∪ abd(Rθ) and
literal con(l,∆i) succeeds with ∆i+1
then i := i+ 1 and continue
elseif l ∈ neg(Rθ) and
derive(l,∆i) succeeds with (ε,∆i+1)
then i := i+ 1 and continue
(b) ∆0i := ∆i, j := 0
for every l ∈ body(Rθ) do
begin
if l ∈ pos(Rθ)
and derive(l,∆ji ) succeeds with (ε,∆
j+1
i )
then j := j + 1 and continue
elseif l ∈ neg(Rθ) ∪ abd(Rθ)
and literal con(l,∆ji ) succeeds with ∆
j+1
i
then j := j + 1 and continue
end
if literal con(head(Rθ),∆ji ) succeeds with ∆i+1
then i := i+ 1 and continue
end
return ∆i
end (rule con)
literal con(l,∆) l: a ground literal; ∆: a set of literals
begin
if l ∈ ∆ then return ∆
elseif l = ⊥ or l ∈ ∆ then fail
else
begin
∆0 := {l} ∪∆, i := 0
for every R ∈ resolve(l, P ∪ {Rnew}) do
if rule con(R,∆i) succeeds with ∆i+1
then i := i+ 1 and continue
for every R ∈ del(l, P ∪ {Rnew}) do
if deleted con(R,∆i) succeeds with ∆i+1
then i := i+ 1 and continue
end
return ∆i
end (literal con)
Figure 1: The definition of rule con and literal con
derive(p,∆) p: a non-abducible atom; ∆: a set of lit-
erals
begin
if p is ground and p ∈ ∆ then return (ε,∆)
elseif p is ground and ∼p ∈ ∆ then fail
else
begin
select R ∈ P ∪ {Rnew}
s.t. head(R) and p are unifiable with an mgu θ
if such a rule is not found then fail
∆0 := ∆, θ0 := θ, B0 := pos(Rθ), i := 0
while Bi 6= {} do
begin
take a literal l in Bi
if derive(l,∆i) succeeds with (σi,∆i+1)
then θi+1 := θiσi, Bi+1 := (Bi − {l})σi,
i := i+ 1 and continue
end
δ := θi
for every l ∈ neg(Rδ) ∪ abd(Rδ) do
begin
if literal con(l,∆i) succeeds with ∆i+1
then i := i+ 1 and continue
end
if literal con(pδ,∆i) succeeds with ∆
′
then return (δ,∆′)
end
end (derive)
deleted con(R,∆) R: a rule; ∆: a set of literals
begin
if l ∈ ∆ then return ∆
∆0 := ∆, i := 0
for every ground rule Rθ ∈ ΩP∪{Rnew} do
begin
select case (a) or case (b)
(a) if derive(head(Rθ),∆i) succeeds with (ε,∆i+1)
then i := i+ 1 and continue
(b) if literal con(∼head(Rθ),∆i) succeeds with
∆i+1
then i := i+ 1 and continue
end
return ∆i
end (deleted con)
Figure 2: The definition of derive and deleted con
The following theorem on correctness for rule check-
ing can be derived from correctness on query evaluation
procedure of (Satoh and Iwayama, 1992).
Theorem 2 Let 〈P,A〉 be a consistent abductive
framework. Suppose rule con(Rnew , {}) succeeds for P
with ∆, then there is a generalized stable model M(Θ)
for 〈P ∪ Rnew , A〉 such that Θ includes positive ab-
ducibles in ∆.
par
The above theorem only guarantees that R is con-
sistent with P and the procedure produces some ab-
ducibles included in a generalized stable model. To
compute revision, however, we must have the stronger
result that ∆ includes all the necessary φ+
∗
’s and φ−
∗
’s.
Actually, we can guarantee this by the following theo-
rem.
Theorem 3 Let R be a revision framework 〈(Tpst ∪
Ttmp), Tbck〉 such that Tpst∪Ttmp is consistent and Rnew
be an added rule. Suppose rule con(Rnew, {}) succeeds
for τ(R) with ∆, then, a set of positive abducibles in ∆
realizes revision of Rnew to R.
The following theorem means that if we can search
exhaustively in selecting the rules or cases and there is
a generalized stable model whose abducibles minimally
realizes a revision for addition of rule Rnew, then we can
find such a set of abducibles by our procedure. Note
that this property is always guaranteed if a program
is a finite propositional program or has finite constant
symbols and no function symbols.
Theorem 4 Let R be a revision framework 〈(Tpst ∪
Ttmp), Tbck〉 and Rnew be an added rule. Suppose
that every selection of rules or cases terminates for
rule con(Rnew , {}) with either success or failure for
τ(R). If Θ minimally realizes revision of Rnew to T ,
then there is a selection of rules and cases such that
rule con(Rnew , {}) succeeds with ∆ where a set of ab-
ducibles in ∆ is equivalent to Θ.
Note that we cannot guarantee that positive ab-
ducibles of every ∆ always corresponds with a minimal
revision. This problem is inherited from Satoh’s proce-
dure in that it is not guaranteed for the procedure to
produce a minimal abducibles. However, using the pro-
cedure, we can restrict sets of abducibles related with
inconsistency and, thus, considered sets of abducibles
to choosing minimal sets are smaller than sets of ab-
ducibles from a naive calculation of all the generalized
stable models.
Example 3 Consider the revision framework in Ex-
ample 1. The following are two sequences of main
calls of subprocedures for rule con(Rnew , {}) to τ(U)
shown in Example 2. In the following, rc, lc, dr and
dc corresponds with rule con, literal con, derive and
deleted con respectively, and indexes in the front ex-
press a nesting structure of the calls. Note that exis-
tence of “c(c2) ←.” in Tpst does not influence these
derivations.
Sequence 1 (for 〈I1, O1〉 in Example 1)
rc((⊥ ← r(c1)), {})
1 lc(∼r(c1), {})
1.1 rc((⊥ ← c(c1),∼b(c1),∼φ
−
1
∗
(c1)), {∼r(c1)})
1.1.1 dr(c(c1), {∼r(c1)})
select c(c1)← .
1.1.1.2 lc(c(c1), {∼r(c1)})
1.1.1.2.1 rc((r(c1)←∼b(c1),∼φ
−
1
∗
(c1)), {c(c1),∼r(c1)})
1.1.1.2.1.1 lc(∼b(c1), {c(c1),∼r(c1)})
1.1.1.2.1.1.1 rc((r(c1)← c(c1),∼φ
−
1
∗
(c1)),
{c(c1),∼b(c1),∼r(c1)})
1.1.1.2.1.1.1.1 dr(φ−1
∗
(c1), {c(c1),∼b(c1),∼r(c1)})
1.1.1.2.1.1.1.1.1 lc(φ−1
∗
(c1), {c(c1),∼b(c1),∼r(c1)})
1.1.1.2.1.1.1.1.1.1 dc((r(c1)← c(c1),∼b(c1),∼φ
−
1
∗
(c1)),
{φ−1
∗
(c1), c(c1),∼b(c1),∼r(c1)})
1.1.1.2.1.1.2 rc((⊥ ← c(c1), φ
+
2
∗
(c1),∼r(c1)),
{φ−1
∗
(c1), c(c1),∼b(c1),∼r(c1)})
1.1.1.2.1.1.2.1 lc(∼φ+2
∗
(c1),
{φ−1
∗
(c1), c(c1),∼b(c1),∼r(c1)})
1.1.1.2.1.1.2.1.1 dc((b(c1)← c(c1), φ
+
2
∗
(c1),∼r(c1)),
{φ−1
∗
(c1), c(c1),∼φ
+
2
∗
(c1),∼b(c1),∼r(c1)})
1.1.1.2.2 rc((b(c1)← φ
+
2
∗
(c1),∼r(c1)),
{φ−1
∗
(c1), c(c1),∼φ
+
2
∗
(c1),∼b(c1),∼r(c1)})
1.2 rc((b(c1)← c(c1), φ
+
2
∗
(c1)),
{φ−1
∗
(c1), c(c1),∼φ
+
2
∗
(c1),∼b(c1),∼r(c1)})
1.3 dc((⊥ ← r(c1)),
{φ−1
∗
(c1), c(c1),∼φ
+
2
∗
(c1),∼b(c1),∼r(c1)})
Sequence 2 (for 〈I2, O2〉 in Example 1)
rc((⊥ ← r(c1)), {})
1 lc(∼r(c1), {})
1.1 rc((⊥ ← c(c1),∼b(c1),∼φ
−
1
∗
(c1)), {∼r(c1)})
1.1.1 dr(c(c1), {∼r(c1)})
select c(c1)← .
1.1.1.2 lc(c(c1), {∼r(c1)})
1.1.1.2.1 rc((r(c1)←∼b(c1),∼φ
−
1
∗
(c1)), {c(c1),∼r(c1)})
1.1.1.2.1.1 dr(b(c1), {c(c1),∼r(c1)})
select b(c1)← c(c1), φ
+
2
∗
(c1),∼r(c1).
1.1.1.2.1.1.2 dr(c(c1), {c(c1),∼r(c1)})
1.1.1.2.1.1.3 lc(φ+2
∗
(c1), {c(c1),∼r(c1)})
1.1.1.2.1.1.3.1 rc((b(c1)← c(c1),∼r(c1)),
{φ+2
∗
(c1), c(c1),∼r(c1)})
1.1.1.2.1.1.3.1.1 lc(b(c1), {φ
+
2
∗
(c1), c(c1),∼r(c1)})
1.1.1.2.1.1.3.1.1.1 dc((r(c1)← c(c1),∼b(c1),∼φ
−
1
∗
(c1)),
{b(c1), φ
+
2
∗
(c1), c(c1),∼r(c1)})
1.1.1.2.1.1.4 lc(∼r(c1), {b(c1), φ
+
2
∗
(c1), c(c1),∼r(c1)})
1.1.1.2.1.1.5 lc(b(c1), {b(c1), φ
+
2
∗
(c1), c(c1),∼r(c1)})
1.1.1.2.2 rc((b(c1)← φ
+
2
∗
(c1),∼r(c1)),
{b(c1), φ
+
2
∗
(c1), c(c1),∼r(c1)})
1.2 rc((b(c1)← c(c1),
φ+2
∗
(c1)), {b(c1), φ
+
2
∗
(c1), c(c1),∼r(c1)})
1.3 dc((⊥ ← r(c1)), {b(c1), φ
+
2
∗
(c1), c(c1),∼r(c1)})
Related Work
There are works on calculation method of up-
dates (Kakas and Mancarella, 1990; Inoue and Sakama,
1998). (Kakas and Mancarella, 1990) propose a top-
down procedure to compute view updates in a database
for proving a given goal, but it is not applicable to up-
dating a normal logic program in general. (Inoue and
Sakama, 1998) give a bottom-up procedure for an up-
date of an acyclic program to explain given observations
in the perfect model of an acyclic program and there-
fore, cannot apply to a normal logic program which
has multiple stable models. Moreover, using bottom-
up computation would lead to an irrelevant derivation
to an added rule.
In (Sakama and Inoue, 1999), translation from an
update framework (Inoue and Sakama, 1995) to an ex-
tended logic program is provided 3. Differences between
our translation and their translation are as follows.
• They give a translation to compute an update to ex-
plain a goal whereas we consider a revision to avoid
inconsistency of addition of a rule.
• They introduce a new predicate symbol in stead of
abducibles. This makes their translation rather com-
plex. If we translate our translated abductive logic
program to a new normal logic program by a method
proposed in (Satoh and Iwayama, 1991), the new nor-
mal logic program would be the same as their pro-
gram.
• They consider addition/deletion of the whole rules
to derive a given observation. That is, instead of
considering deletion/addition of parts of ΠTtmp/ΠTbck
in Definition 4, they propose deletion/addition of
parts of Ttmp/Tbck . At least, however, to handle ex-
ception of integrity constraints in software engineer-
ing (Satoh, 1998), we believe that our fine-grained
approach is better since we would like to keep consis-
tent part of integrity constraints for further checking
of other data when some instances cause inconsis-
tency. See the detailed discussion in (Satoh, 1998).
There are many procedures to compute stable mod-
els, generalized stable models or abduction. If we use a
bottom-up procedure for our translated abductive logic
program to compute all the generalized stable models
naively, then sets of abducibles to be compared would
be larger since abducibles of irrelevant temporary rules
and addable rules with inconsistency will be considered.
Therefore, it is better to compute abducibles related
with inconsistency. To our knowledge, top-down proce-
dure which can be used for this purpose is only Satoh
and Iwayama’s procedure since we need a bottom-up
consistency checking of addition/deletion of literals dur-
ing computing abducibles for revision. This task is simi-
lar to integrity constraint checking in (Sadri and Kowal-
3Recently, (Inoue, 2000) independently proposes exactly
the same technique as our translation to show correspon-
dence their extended abduction and ordinary abduction.
ski, 1988) and Satoh and Iwayama’s procedure includes
this task.
Conclusion
In this paper, we propose an abductive top-down proce-
dure to compute a minimal revised program which tra-
verses only relevant parts of the program to the added
rule. It is done by translating a revision framework of a
normal logic program into an abductive logic program.
As a future work, we would like to find an effi-
cient method of computing a minimal revision directly
by combining our top-down procedure and ATMS-like
method of memorizing justifications of revisions.
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