Abstract. We give a simple upper bound for the rational sectional category and use it to compute invariants of the type of Farber's topological complexity of rational spaces. We also show that the sectional category of formal morphisms reaches its cohomological lower bound and that the higher topological complexity of a formal space is determined by its Lusternik-Schnirelmann category and its topological complexity.
Introduction
This paper concerns the rational sectional category of a continuous map f : X → Y and in particular the rational topological complexity of a space X. All the spaces considered will be supposed simply connected with finite Betti numbers. 
Then there exists a homotopy retraction for f if and only if there exists one for g.
Proof. Take (A ⊗ ΛV, D) a relative Sullivan model for f and define (C ⊗ ΛV,
tells us that C ⊗ ΛV is a relative Sullivan model for g (see [4, Pg. 183 ] for details). Observe that the quasi-isomorphism C ⊗ ΛV ≃ −→ D is given by pushout's universal property.
Suppose there exists a homotopy retraction r 1 for f . Then
is a homotopy retraction for g. Now if r 2 exists, the relative lifting lemma ([4, Pg. 186]) gives birth to r 1 as follows:
If β admits homotopy retraction, so does α.
Proof. Take relative Sullivan models for α and β. We have the following commutative diagram
Write r : (B ⊗ ΛW, D) → B a homotopy retraction for β. The desired homotopy retraction s : (A ⊗ ΛV ) → A for α is given by the lifting lemma in
Now let f : A → B be a CDGA morphism. We consider the diagram
is a minimal relative Sullivan model for f and h its standard surjective replacement, (ii) i and j are standard inclusions.
Proof. For each r, define
, D(W (r)) ⊂ W (r − 1) and, thus {A ⊗ W (r)} is a semifree filtration for A ⊗ W . Proposition 3.5. With previous notation, secat(f 0 ) is the smallest m for which the map
admits a homotopy retraction.
Since the minimal relative model is unique up to isomorphism, we can suppose V = W .
Consider the following diagram where (
and where the top and bottom triangles are the standard surjective decompositions for j ′ and j,
By Lemma 3.4, Ker(h) is A-semifree and Ker(h ′ ) is ΛZ-semifree. The five lemma guarantees a quasi-isomorphism Ker(h
Again, the five lemma gives rise to quasi-isomorphisms
. 
Lemma 3.2 tells us that p
Lemma 4.2. Let f : A → B be a surjective CDGA morphism such that H(f ) is also surjective. Then there is a minimal relative model for f , θ :
where K denotes the kernel of f .
Proof. Since H(f ) is surjective, we define V ≤k and
by induction on k with the following properties
Suppose we have constructed θ k , we will construct θ k+1 inductively. Write
Suppose θ k,r has been defined. From (c) we deduce that Ker θ k,r = ( Then g is a surjective CDGA morphism such that H(g) is also surjective. We apply Lemma 4.2 and deduce: Lemma 4.3. Let f : A → B be a surjective CDGA morphism. Then with the notation above, f admits a minimal relative Sullivan model
is in the ideal generated by K, W and the set {v α − a α }.
We can now prove our main theorem. Proof. Fix m. We will prove that if ρ m admits homotopy retraction then also does the map
Denote by π : A ⊗ ΛV ⊗ ΛV ⊗m → A be the projection defined as follows.
Write V = Z ⊗ W as in Lemma 4.3. Then put π(w) = π(ŵ) = 0, and for v α ∈ Z,
Observe that π is a quasi-isomorphism.
Since Ker h is generated by thev α and theŵ − D(w), π(Ker h) ⊂ K. We obtain the following commutative diagram where π is well defined.
If ρ m admits homotopy retraction, Lemmas 3.2 and 3.3 tell us that also p m does.
Applications
Definition 5.1. Let f : A → B a CDGA morphism. We say that f is formal when there is a commutative
A continuous map is said to be formal if it admits a formal CDGA model. For more on formal morphisms the reader is referred to [5] and [11] . It is obvious from this definition that if f : A → B is formal then both A and B are formal as well.
Example 5.2. Let A be a formal CDGA , clearly the m-multiplication morphism A ⊗m → A is formal morphism. Therefore, if X is formal, then the n-diagonal map ∆ n X : X ֒→ X n is also formal.
Theorem 5.3. Let f : A → B be a formal morphism with H(f ) surjective. Then
Proof. By formality, secat(f ) = secat(H(f )). Write m := nil(kerH(f )), we must prove that secat(H(f )) ≤ m but this is direct consequence of Theorem 4.4 and the fact that (KerH(f )) m+1 = {0}.
The following definition was given by Y.B Rudyak in [8] .
Definition 5.4. Let X be a topological space and ∆ n X : X ֒→ X n its n diagonal map. The n-topological complexity of X is the sectional category of the map ∆ n X , T C n (X) = secat(∆ n X ). Observe that the case n = 2 yields the well known topological complexity introduced by M. Farber in [2] . Proposition 5.5. Let X be a formal space and denote µ n :
Proof. If X is a formal space, ∆ n X is a formal map modelled by µ n . Since rationalization commutes with limits, we have that T C n (X 0 ) = secat(∆ n X0 ) = secat((∆ n X ) 0 ). The result follows from Theorem 5.3.
Observe that in the case n = 2, last proposition is just the main result in [7] .
We will often use the following two lemmas.
Lemma 5.6. Let X be a subset of the CDGA A and I the ideal of A generated by X. Then nil I is the largest m for which there exist x 1 , . . . , x m ∈ X such that
Lemma 5.7. Let A be a CDGA such that A + is generated by {x i } i∈I . Then K n , the kernel of the n-multiplication morphisms µ n : A ⊗n → A, is generated by {x i,j − x i,1 : i ∈ I, 2 ≤ j ≤ n} where
Theorem 5.8. Let A be a CDGA and K n the kernel of the n-multiplication morphism A ⊗n → A. Then for n ≥ 3,
Proof. Write r = nil K n−1 and s = nil A + . Consider ω = 0 a product of r factors in K n−1 and α = a 1 · · · a s = 0 with a i ∈ A + . Then the element (ω ⊗ 1)(a 1,n − a 1,1 ) · · · (a s,n − a s,1 ) = (ω ⊗ α) + ξ with ξ ∈ A ⊗n−1 ⊗ A <deg(α) must be non-zero. This proves that nil K n ≥ r + s.
On the other hand, write m = nil K n . Then there exists ω = 0 a product of m factors in K n which can be written as
with P a product of factors in K n−1 , 0 ≤ n i and the x ij pairwise different. Then
is non-zero and j σ j maximal. In this case, j σ j ≤ nil A + and
Note that β is a non-zero product of m − j σ j factors in
Corollary 5.9. Let X be a formal space, then for n ≥ 3
Example 5.10. Let X be the wedge (
The cohomology of X is Λ(x, y, z, t)/(xz, xt, yz, yt), with x, y, z, t in degree 3. Then writing x − = 1⊗x−x⊗1 and so on, we see that
More generally, let X and Y be formal spaces, then
Indeed, let w 1 and w 2 be monomials in H * (X) and H * (Y ) of maximal length n and m, w 1 = a 1 · · · a n and Proof. By hypothesis a model of X has the form (A, d) = (Λ (x 1 , . . . , x r ) , d) with x i in odd degree. Then the kernel K of the multiplication A ⊗ A → A is generated by the elements x i ⊗1−1⊗x i . Since the square of these elements is zero, K r+1 = 0. This implies that cat(X 0 ) ≤ T C(X 0 ) ≤ r = cat(X 0 ).
It follows more generally, Theorem 5.12. If π * (X)⊗Q is finite dimensional and concentrated in odd degrees. Then T C n (X 0 ) = (n − 1)cat(X 0 ). 1,1 , . . . , x r,1 , x 1,2 , . . . , x 2,r , . . . , x 1,n , . . . , x r,n ) , d)
and K the kernel of the n multiplication is generated by the elements {x i,j − x i,1 : 1 ≤ i ≤ r, 2 ≤ j ≤ n} .
Since the square of these elements is zero, we have that K r(n−1)+1 = 0. . Since T C n (X) = secat(p) (see [8] ), cat(X n−1 ) = secat(q) and secat(q) ≤ secat(p), we have T C n (X 0 ) ≤ r(n − 1) = cat(x n−1 0 ) ≤ T C n (X 0 ).
