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DOUBLING NODAL SOLUTIONS TO THE YAMABE EQUATION IN Rn
WITH MAXIMAL RANK
MARIA MEDINA AND MONICA MUSSO
Abstract. We construct a new family of entire solutions to the Yamabe equation
−∆u =
n(n− 2)
4
|u|
4
n−2 u in D1,2(Rn).
If n = 3 our solutions have maximal rank, being the first example in odd dimension. Our
construction has analogies with the doubling of the equatorial spheres in the construction of
minimal surfaces in S3(1).
1. Introduction
Consider the problem
−∆u = γ|u|p−1u in Rn, γ := n(n− 2)
4
, u ∈ D1,2(Rn), (1.1)
where n > 3, p := n+2n−2 and D
1,2(Rn) is the completion of C∞0 (R
n) with the norm ‖∇u‖L2(Rn).
Problem (1.1) corresponds to the steady state of the energy-critical focusing nonlinear wave
equation
∂2t u−∆u− |u|
4
n−2u = 0, (t, x) ∈ R× Rn,
whose study (see for instance [5, 6, 12, 13, 14]) naturally relies on the complete classification of
the set of non-zero finite energy solutions to (1.1), which is defined by
Σ :=
{
Q ∈ D1,2(Rn)\{0} : −∆Q = n(n− 2)
4
|Q| 4n−2Q
}
,
in particular in connection with the soliton resolution conjecture for which only a few examples
have become known [12, 13, 4, 5, 6]. Observe that (1.1) is the Euler-Lagrange equation of the
functional defined by
e(u) :=
1
2
∫
Rn
|∇u|2 dx− γ(n− 2)
2n
∫
Rn
|u|n+2n−2 u dx.
Positive solutions to (1.1) solve the Yamabe problem on the sphere (after a stereographic pro-
jection) and are the extremal functions for the Sobolev embedding. Thanks to the classical work
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of Caffarelli-Gidas-Spruck [2], it is known that all positive solutions to (1.1) are given by the so
called bubble and all its possible translations and dilations, that is,
U(y) :=
(
2
1 + |y|2
)n−2
2
and Uα,y0(y) := α
−n−2
2 U
(
y − y0
α
)
, α > 0, y0 ∈ Rn, (1.2)
previously discovered independently by Aubin [1] and Talenti [18]. In fact, all radial solutions
in Σ have the form (1.2). Sign-changing solutions belonging to Σ have thus to be non radial.
Using the classical theory of Ljusternik-Schnirelman category, Ding proved in [3] the existence
of infinitely many elements in Σ that are non radial, sign-changing, and with arbitrary large
energy. The key idea in [3] is to look for solutions to (1.1) that are invariant under the action of
O(2)×O(n− 2) ⊂ O(n) to recover compactness for the functional e(u). No further information
though is known on the solutions found by Ding. Recently, more explicit constructions for sign-
changing (non radial) solutions to (1.1) have been obtained by del Pino-Musso-Pacard-Pistoia
and Medina-Musso-Wei (see [7, 8, 15]). The solutions obtained in [7] are invariant under the
action of Dk × O(n − 2), where Dk is the dihedral group of rotations and reflections leaving
a regular polygon with k sides invariant. More precisely, for any k large enough, the authors
construct a solution to (1.1) looking like the bubble U in (1.2) surrounded by k negative scaled
copies of U arranged along the vertices of a k-regular polygon in R2. At main order the solution
looks like
U(y)−
k∑
j=1
λ−
n−2
2 U
(
λ−1(y − ξj)
)
, (1.3)
where ξj := (e
2pi(j−1)i
k , 0, . . .), λ = O(k−2) if n > 4 and λ = O((k ln k)−2) if n = 3, as k → ∞.
Observe that
k∑
j=1
λ−
n−2
2 U
(
λ−1(y − ξj)
)
⇀ cnδΓ, as k →∞,
for a positive constant cn, where δΓ is the Dirac-delta at the equatorial on the (y1, y2)-plane
Γ = {y ∈ Rn : y21 + y22 = 1} in Sn(1). We thus can think of the solutions obtained in [7]
and described at main order in (1.3) as the sum of a positive fixed central bubble surrounded
by a negative smooth function that desingularizes a Dirac-delta along the equatorial Γ, in the
limit as k →∞. We call this construction a desingularization of the equatorial, in analogy with
similar desingularization constructions for minimal surfaces in Riemannian three-manifolds [9].
We remark that these solutions are not invariant under the action of O(2) × O(n − 2), thus
they differ from the ones found by Ding. Besides, these solutions are the first example of non
degenerate sign-changing solutions to (1.1) as shown in [16]. For any Q ∈ Σ, consider the linear
operator LQ := −∆− γp|Q|p−2Q and define the null space
ZQ := {f ∈ D1,2(Rn) : f 6= 0, LQ(f) = 0}.
Duyckaerts-Kenig-Merle [4] introduced the following definition of non-degeneracy for a solution
of problem (1.1): Q ∈ Σ is said to be non degenerate if ZQ coincides with the vector space
generated by the elements in ZQ related to the group of isometries in D
1,2(Rn) under which
problem (1.1) is invariant, given by translations, scalings, rotations and Kelvin transformation.
More precisely, Q is non degenerate if
ZQ = Z˜Q,
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where
Z˜Q := span


(2− n)xjQ+ |x|2∂xjQ− 2xjx · ∇Q, ∂xjQ, 1 6 j 6 n,
(xj∂xk − xk∂xj)Q, 1 6 j < k 6 n, n−22 Q+ x ·Q

 .
The rank of a solution Q ∈ Σ is the dimension of the vector space Z˜Q, and it cannot exceed the
number
N := 2n + 1 +
n(n− 1)
2
,
being this the largest possible dimension for Z˜Q. It is well known for instance that U in (1.2)
is non degenerate and its rank is n+ 1 (see [17]). In [16] it is proven that the solutions built in
[7], looking at main order as in (1.3), are non degenerate and their rank is 3n.
A question we address in [15] is about the existence of solutions Q ∈ Σ to (1.1) whose rank
is maximal. In fact, observe that not the bubbles in (1.2) nor the solutions built in [7] have
maximal rank. We partially answer this question building a new family of solutions to (1.1),
where another polygon with a large number of sides is replicated for n > 4 in the third and
fourth coordinates, giving rise to a new family of non degenerate solutions to (1.1) that at main
order look like
U(y)−
k∑
j=1
λ−
n−2
2 U(λ−1(y − ξj))−
h∑
j=1
µ−
n−2
2 U(µ−1(y − ξ
j
)), (1.4)
where ξj := (e
2pi(j−1)i
k , 0, . . .), ξ
j
:= (0, 0, e
2pi(j−1)i
h , 0, . . .), λ = O(k−2) and µ = O(h−2), for k and
h sufficiently large, see [15]. Using the terminology we introduced before, this construction is a
desingularization of the two equators, one in the (y1, y2)-plane and the other in the (y3, y4)-plane.
These solutions are non degenerate. Furthermore, their rank is 5 (n−1), which is maximal when
n = 4. A generalization of this result is to consider non degenerate solutions obtained by gluing
a central positive bubble with negative scaled copies of U centered at the vertices of ℓ regular
polygons with a large number of sides and lying in consecutive planes, which have maximal rank
provided the dimension n is 2ℓ. In other words, a desingularization of ℓ equators in consecutive
planes would provide an example of non degenerate solutions with maximal rank in any even
dimension 2ℓ. If the dimension n is odd, the existence of non degenerate solutions for (1.1) with
maximal rank remains an open problem and a different construction is required.
Roughly speaking, the solution built in [15] breaks the radial behavior of the bubble in the
first four coordinates, loosing the related invariances. This fact adds extra terms in the kernel
of the linearized operator, being all the possible precisely when n = 4. Thus, to prove the
analogue in odd dimension one needs to find a solution breaking the radiality in an odd number
of coordinates.
The aim of this work is to address this question and to provide a new family of sign-changing
solutions for problem (1.1) that we claim to have maximal rank in dimension n = 3. We prove
the following result.
Theorem 1.1. Let n > 3 and let k be a positive integer. Then for any sufficiently large k there
is a finite energy solution to (1.1) of the form
u(y) = U(y)−
k∑
j=1
λ−
n−2
2 U(λ−1(y − ξj))−
k∑
j=1
λ−
n−2
2 U(λ−1(y − ξ
j
)) + ok(1)(1 + λ
−n−2
2 ),
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where
ξj := R(
√
1− τ2e 2pi(j−1)k , τ, 0, . . .), ξ
j
:= R(
√
1− τ2e 2pi(j−1)k ,−τ, 0, . . .), j = 1, . . . , k,
and
λ :=
ℓ
2
n−2
k2
, τ :=
t
k
1− 2
n−1
, if n > 4, λ :=
ℓ2
k2(ln k)2
, τ :=
t√
ln k
, if n = 3.
Here
λ2 +R2 = 1, and η < ℓ, t < η−1,
for some positive fixed number η independent of k. The term ok(1) → 0 uniformly on compact
sets of Rn as k →∞.
These solutions have maximal rank in dimension 3.
Some remarks are in order.
Remark 1.2. The construction obtained in Theorem 1.1 differs from the desingularization of
the equatorial in (1.3) obtained in [7] or of two equators in (1.4) in [15]. In fact the solutions
in Theorem 1.1 can be thought as the sum of a positive fixed central bubble surrounded by a
negative smooth function that desingularizes Dirac-deltas located in points on two circles that
are collapsing into a Dirac-delta supported along the equatorial Γ, in the limit as k → ∞.
We call this construction a doubling of the equatorial in the (y1, y2)-plane, in analogy with
similar doubling constructions for minimal surfaces in Riemannian three-manifolds obtained in
[9, 10, 11].
Remark 1.3. Let u be the solution predicted in Theorem 1.1 and define the following 4n − 2
functions
z0(y) :=
n− 2
2
u(y) +∇u(y) · y, zα(y) := ∂
∂yα
u(y), α = 1, . . . , n,
zn+1(y) := −2y1z0(y) + |y|2z1(y), zn+2(y) := −2y2z0(y) + |y|2z2(y),
zn+3(y) := −2y3z0(y) + |y|2z3(y),
zn+α+2(y) := −yαz1(y) + y1zα(y), α = 2, . . . , n,
z2n+α(y) := −yαz2(y) + y2zα(y), α = 3, . . . , n,
z3n+α−3(y) := −yαz3(y) + y3zα(y), α = 4, . . . , n.
These functions belong toD1,2(Rn) and also to the kernel of Lu := −∆−γp|u|p−2u. Furthermore,
they are linearly independent. Consider now the case n = 3: we have that 4n − 2 = N = 10.
Thus the solutions constructed in Theorem 1.1 have maximal rank in dimension 3. The non-
degeneracy of the solution remains an open problem.
Remark 1.4. The doubling of the equatorial in R3 presumably closes the question about solutions
with maximal rank. Indeed, for any odd dimension we could combine a doubling of the equatorial
in three coordinates with a desingularization of the equatorial as in [7] in two coordinates or a
desingularization of two equators as in [15] in four coordinates, as many times as needed. We
conjecture that combining these three structures we can build a maximal solution in any odd
dimension.
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Remark 1.5. This doubling construction also provides an alternative example of solution with
maximal rank for even dimensions of the form n = 6ℓ, ℓ ∈ N. For these dimensions, in [15] the
authors propose to replicate 3ℓ times the desingularization of [7]. We conjecture that combining
2ℓ structures like the doubling of the equatorial of Theorem 1.1 would provide a different solution
with maximal rank in these dimensions.
Remark 1.6. The construction described in Theorem 1.1 is not the only possible way to double
the equatorial Γ. For any even integer 2m, we can construct another sequence of solutions that
doubles the equatorial in the form of the sum of a positive fixed central bubble surrounded by a
negative smooth function that desingularizes Dirac-deltas located in points on 2m circles that
are collapsing into a Dirac-delta supported along the equatorial Γ, in the limit as k →∞, where
m of these circles collapse onto Γ from above and m from below.
We can also combine desingularization of the equatorial and doubling of the equatorial. For
any odd integer 2m + 1, we can construct a sequence of solutions with the form of the sum of
a positive fixed central bubble surrounded by a negative smooth function that consists of two
parts. One part desingularizes Dirac-deltas located in points on 2m circles that are collapsing
into a Dirac-delta supported along the equatorial Γ, in the limit as k → ∞. The other part
desingularizes Dirac-deltas located at points along the equatorial, desingularizing a Dirac-delta
along the equatorial Γ, in the limit as k →∞.
Since the proofs of these constructions are in the same spirit as the one of Theorem 1.1, we
will briefly describe them in section 6, explaining the principal differences.
The proof of Theorem 1.1 is based on a Lyapunov-Schmidt reduction in the spirit of [7]: we
define a first approximation and we look for a solution in a nearby neighborhood, by linearizing
around the approximation and, after developing an appropriate linear theory, solving by a fixed
point argument. This allows to reduce the original problem to the solvability of a finite dimen-
sional one. However, for the construction in Theorem 1.1 this last step is rather delicate. In
fact, the finite dimensional reduction leads to two equations (in the two parameters to adjust,
λ and τ) where the sizes of the error and the non linear term play a fundamental role. If one
follows the strategy of [7], the nonlinear term cannot be controlled and the reduced problem
cannot be solved. For this reason, we need to carry on a much more refined argument.
The key point is the following: if one pays attention to the error term near the bubbles, this
can be decomposed in a (relatively) large but symmetric part, and a smaller but non symmetric
part (see Proposition 2.2). In the final argument (the reduction procedure) the symmetric part
is orthogonal to the element of the kernel, and therefore not seen. Thus, the part playing a role
in the reduction is the non symmetric one, that is significatively smaller. Roughly speaking, this
allows to solve the linearized problem in two parts, a symmetric and large but irrelevant part,
and a non symmetric but small one. Indeed, if our solution has the form u∗ + φ, being u∗ the
approximation, we will split φ near each bubble as φ = φs + φ∗, where φs is symmetric with
respect to the hyperplane y3 = τ (or analogously y3 = −τ). This behavior is also inherited by the
nonlinear part of the equation and we will be able to perform the fixed point argument setting
the size of φ∗ very small (see Proposition 4.6), what will allow us to conclude the reduction. This
new strategy requires delicate decompositions and estimates of every term of the equations, as
well as the development of a sharp linear invertibility theory.
The structure of the article is the following. In section 2 we detail the approximation and the
error associated, estimating it near and far from the bubbles in different norms, and identifying
the symmetric and non symmetric parts and their sizes. Section 3 is devoted to the linear theory,
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where a refinement of the theory in [7] is developed. Section 4 is the core of the strategy, where
the gluing scheme is performed, together with the precise decomposition of the function in their
symmetric and non symmetric part. In section 5 we carry on the dimensional reduction, con-
cluding the proof of Theorem 1.1. The appendix contains fundamental computations concerning
the shape of the approximation.
2. Doubling construction: a first approximation
Let n > 3 and τ ∈ (0, 1). In Rn we fix the following points
P := (
√
1− τ2, 0, τ, 0, . . . , 0), P := (
√
1− τ2, 0,−τ, 0, . . . , 0).
Let λ ∈ (0, 1) be a positive number, and define R as
λ2 +R2 = 1. (2.1)
Let k be an integer number and
u[λ, τ ](y) := U(y)−
k∑
j=1
λ−
n−2
2 U
(
y − ξj
λ
)
︸ ︷︷ ︸
Uj(y)
−
k∑
j=1
λ−
n−2
2 U
(
y − ξ
j
λ
)
︸ ︷︷ ︸
Uj(y)
(2.2)
where
ξj := R(
√
1− τ2 cos θj,
√
1− τ2 sin θj, τ, 0, . . . , 0),
ξ
j
:= R(
√
1− τ2 cos θj,
√
1− τ2 sin θj,−τ, 0, . . . , 0),
with θj := 2π
j − 1
k
.
Observe that ξ1 = RP and ξ1 = RP , while ξj and ξj are obtained respectively from P and P
after a rotation in the (y1, y2)-plane of angle 2π
j−1
k . Thanks to (2.1), the functions U j , U j are
invariant under Kelvin transform, so that u is also invariant under this transformation, that is
u(y) = |y|2−nu
(
y
|y|2
)
. (2.3)
A direct observation reflects that u also shares the following symmetries
u(y1, . . . ,−yj , . . . , yn) = u(y1, . . . , yj, . . . , yn), j = 2, . . . , n, (2.4)
u(e2π
(j−1)
k
iy¯, y3, . . . , yn) = u(y¯, y3, . . . , yn), y¯ = (y1, y2), j = 2, . . . , k. (2.5)
In our construction, we assume that the integer k is large and the parameters λ and τ are given
by
λ :=
ℓ
2
n−2
k2
, τ :=
t
k
1− 2
n−1
, if n > 4,
λ :=
ℓ2
k2(ln k)2
, τ :=
t√
ln k
, if n = 3,
where η < ℓ, t < η−1, (2.6)
for some η small and fixed, independent of k, for any k large enough. The error function, defined
as
E[ℓ, t](y) := ∆u+ γ|u|p−1u, y ∈ Rn, (2.7)
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inherits the symmetries (2.4), (2.5). As a consequence, fixing a small δ > 0 independent of k, it
is enough to describe the error function in the sets B(ξ1,
δ
k ) and R
n \⋃kj=1 (B(ξj , δk ) ∪B(ξj, δk ))
in order to know it in the whole space Rn.
For our purpose it is convenient to measure the error using the following weighted Lq norm
‖h‖∗∗ := ‖ (1 + |y|)n+2−
2n
q h‖Lq(Rn). (2.8)
For the moment we request that q is a fixed number with n2 < q < n. Later on, we will need
a more restrictive assumption on q, n2 < q <
n
2− 2
n−1
. We will evaluate the ‖ · ‖∗∗-norm of E
in the interior regions B(ξj,
δ
k ) and B(ξj ,
δ
k ), for any j = 1, . . . , k, and in the exterior region
R
n \⋃kj=1 (B(ξj , δk ) ∪B(ξj , δk )).
The error in the interior regions B(ξj ,
δ
k ) and B(ξj ,
δ
k ), j = 1, . . . , k. To describe the error E
in each one of the balls B(ξj ,
δ
k ), B(ξj,
δ
k ), it is enough to do it in B(ξ1,
δ
k ), as already observed.
In this region the dominant term of the function u in (2.2) is U1. Thus, for some s ∈ (0, 1), we
have
γ−1E(x) = p

U1(x) + s[∑
j 6=1
U j(x) +
k∑
j=1
U j(x)− U(x)]

p−1

−∑
j 6=1
U j(x)−
k∑
j=1
U j(x) + U(x)


+
∑
j 6=1
U
p
j (x) +
k∑
j=1
U
p
j (x)− Up(x),
for x ∈ B(ξ1, δk ). Let us introduce the change of variable λy = x − ξ1, so that U1(λy + ξ1) =
λ−
n−2
2 U(y). In these expanded variables, the error takes the form
λ
n+2
2 γ−1E(ξ1 + λy) = p

U(y) + sλn−22 [∑
j 6=1
U j(λy + ξ1) +
k∑
j=1
U j(λy + ξ1)− U(λy + ξ1)]

p−1×
× λn−22

∑
j 6=1
U j(λy + ξ1) +
k∑
j=1
U j(λy + ξ1)− U(λy + ξ1)


+ λ
n+2
2

∑
j 6=1
U
p
j (λy + ξ1) +
k∑
j=1
U
p
j(λy + ξ1)− Up(λy + ξ1)

 ,
(2.9)
for some s ∈ (0, 1), and uniformly for |y| < δλk . A direct Taylor expansion gives that
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U j(λy + ξ1) =
2
n−2
2 λ
n−2
2
(λ2 + |λy + ξ1 − ξj|2)
n−2
2
for j 6= 1
=
2
n−2
2 λ
n−2
2
|ξ1 − ξj|n−2
[
1− (n− 2)(y, ξ1 − ξj)|ξ1 − ξj|2
λ+O
(
λ2(1 + |y|2)
|ξ1 − ξj |2
)]
,
U j(λy + ξ1) =
2
n−2
2 λ
n−2
2
(λ2 + |λy + ξ1 − ξj|2)
n−2
2
for j = 1, . . . , k
=
2
n−2
2 λ
n−2
2
|ξ1 − ξj|n−2
[
1− (n− 2)
(y, ξ1 − ξj)
|ξ1 − ξj|2
λ+O
(
λ2(1 + |y|2)
|ξ1 − ξj |2
)]
,
U(λy + ξ1) = U(ξ1)
[
1− (n− 2) (y, ξ1)
1 + |ξ1|2
λ+O
(
λ2|y|2
1 + |ξ1|2
)]
,
(2.10)
uniformly for |y| 6 δλk . In the Appendix we will show that
k∑
j=2
1
|ξ1 − ξj |n−2
=
k∑
j=2
1
|ξ
1
− ξ
j
|n−2 =
{
An k
n−2 (1 +O(τ2)) if n > 4,
A3 k ln k
(
1 +O(τ2)
)
if n = 3,
(2.11)
and
k∑
j=1
1
|ξ1 − ξj |n−2
=


Bn
k
τn−3
(
1 +O((τk)−2)
)
if n > 5,
Bn
k
τn−3 (1 +O(τ)) if n = 4,
A3 k ln
2π
τ
(
1 +O(| ln τ |−1)) if n = 3, (2.12)
where A3 := (2π)
−1 and, if n > 4,
An :=
1
(2π)n−2
∞∑
j=1
j2−n, Bn :=
1
2n−2π
∫ ∞
0
ds
(1 + s2)
n−2
2
.
From (2.9), (2.10), (2.11) and (2.12) we get that
|λn+22 γ−1E(ξ1 + λy)| 6 C
[
λ
n−2
2
1 + |y|4 + λ
n+2
2
]
for |y| 6 δλk , and direct computations (see [7]) give
‖ (1 + |y|)n+2− 2nq λn+22 γ−1E(ξ1 + λy)‖Lq(|y|< δ
λk
) 6
{
Ck
−n
q if n > 4,
C
k ln k if n = 3,
for some fixed constant C > 0. Therefore, by symmetry we conclude that, for any j = 1, . . . , k,
‖ (1 + |y|)n+2− 2nq λn+22 γ−1E(ξj + λy)‖Lq(|y|< δ
λk
) 6
{
Ck
−n
q if n > 4,
C
k ln k if n = 3,
(2.13)
and
‖ (1 + |y|)n+2− 2nq λn+22 γ−1E(ξ
j
+ λy)‖Lq(|y|< δ
λk
) 6
{
Ck
−n
q if n > 4,
C
k ln k if n = 3.
(2.14)
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The error in Rn \⋃kj=1 (B(ξj , δk ) ∪B(ξ¯j, δk )). For y in this region we have
|E(y)| 6 C

 1
(1 + |y|2)2 +
∣∣∣∣∣∣
k∑
j=1
[
λ
n−2
2
|y − ξ
j
|n−2 +
λ
n−2
2
|y − ξ¯j |n−2
]∣∣∣∣∣∣
4
n−2


×

 k∑
j=1
(
λ
n−2
2
|y − ξ
j
|n−2 +
λ
n−2
2
|y − ξj|n−2
)
6 C
λ
n−2
2
(1 + |y|2)2
k∑
j=1
(
1
|y − ξ
j
|n−2 +
1
|y − ξj|n−2
)
,
(2.15)
where we have used that in this exterior region
k∑
j=1
λ
n−2
2
|y − ξ
j
|n−2 6 C,
k∑
j=1
λ
n−2
2
|y − ξj |n−2
6 C. (2.16)
For n > 4, using (2.6),
‖ (1 + |y|)n+2− 2nq E‖
Lq(Rn\⋃kj=1
(
B(ξ
j
, δ
k
)∪B(ξ¯j , δk )
)
)
6 Cλ
n−2
2
k∑
j=1

(∫
|y−ξ
j
|> δ
k
(1 + |y|)(n+2)q−2n−4q
|y − ξ
j
|(n−2)q dy
) 1
q
+
(∫
|y−ξ¯j |> δk
(1 + |y|)(n+2)q−2n−4q
|y − ξj |(n−2)q
dy
) 1
q


6 Cλ
n−2
2 k
(∫ 1
δ
k
tn−1
t(n−2)q
dt
) 1
q
6 Ck
1−n
q ,
(2.17)
for some constant C. Similarly, if n = 3, we get
‖(1 + |y|)n+2− 2nq E‖Lq(Rn\⋃kj=1(B(ξj , δk )∪B(ξ¯j , δk ))) 6
C
ln k
. (2.18)
Estimates (2.13), (2.14), (2.17) and (2.18) merge in the following
Proposition 2.1. Assume that λ and τ satisfy (2.6). There exist an integer k0 and a positive
constant C such that for all k > k0 the following estimates hold true
‖E‖∗∗ 6 Ck1−
n
q if n > 4 and ‖E‖∗∗ 6 C| ln k|−1 if n = 3.
We refer to (2.8) for the definition of the ‖ · ‖∗∗-norm.
The following result is the key point of the argument carried out for the gluing procedure and
the reduction method in sections 4 and 5. It provides a decomposition of the interior error term
in two parts: one is relatively large but symmetric, and the other is non symmetric but smaller
in size. Thanks to this observation we can refine the fixed point argument to fix a smaller size
of the functions involved in the reduction.
10 M. MEDINA AND M. MUSSO
Proposition 2.2. Assume that λ and τ satisfy (2.6) and |y| < δλk . Then, there exists a decom-
position
E(ξ1 + λy) = E
s(ξ1 + λy) +E
∗(ξ1 + λy),
such that Es(ξ1 + λy) is even with respect to yα for all α = 1, . . . , n and there exists an integer
k0 such that, for k > k0,
|λn+22 E∗(ξ1 + λy)| 6

C
λ
n−2
2
k
1
1+|y|3 if n > 4,
C λ
1/2
k(ln k)3
1
1+|y|3 if n = 3,
, |y| < δ
λk
. (2.19)
Proof. The idea is to identify in (2.9) the main order terms using (2.10). Indeed, we write, for
|y| < δkλ ,
λ
n+2
2 Es(ξ1 + λy) := pU(y)
p−1λ
n−2
2

∑
j 6=1
2
n−2
2 λ
n−2
2
|ξ1 − ξj |n−2
+
k∑
j=1
2
n−2
2 λ
n−2
2
|ξ1 − ξj|n−2
− U(ξ1)


+ λ
n+2
2

∑
j 6=1
(
2
n−2
2 λ
n−2
2
|ξ1 − ξj |n−2
)p
+
k∑
j=1
(
2
n−2
2 λ
n−2
2
|ξ1 − ξj |n−2
)p
− Up(ξ1)

 ,
(2.20)
that is even with respect to every yα, α = 1, . . . , n. Let us define
E∗(ξ1 + λy) := E(ξ1 + λy)− Es(ξ1 + λy).
Noticing that ∣∣∣∣λn−22 ∑
j 6=1
(y, ξ1 − ξj)
|ξ1 − ξj|n
λ
∣∣∣∣ 6
{
C
|y|
k if n > 4,
C
|y|
k(ln k)3
if n = 3,
(2.19) follows for |y| < δλk . 
3. The linear theory
Consider the linear problem
L0(ϕ) = h(y) in R
n, L0(ϕ) := ∆ϕ+ pγU
p−1ϕ. (3.1)
It is known that
ker{L0} = span{Z1, Z2, . . . , Zn+1},
with
Zα := ∂yαU, α = 1, . . . , n, Zn+1 := y · ∇U +
n− 2
2
U. (3.2)
Defining the norm
‖ϕ‖∗ := ‖(1 + |y|n−2)ϕ‖L∞(Rn), (3.3)
in [7, Lemma 3.1] the following existence result is proved.
Lemma 3.1. Assume n2 < q < n in the definition of ‖ · ‖∗∗. Let h be a function such that‖h‖∗∗ < +∞ and ∫
Rn
Zαh = 0 for all α = 1, . . . , n+ 1.
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Then (3.1) has a unique solution ϕ with ‖ϕ‖∗ < +∞ such that∫
Rn
Up−1Zαϕ = 0 for all α = 1, . . . , n+ 1, and ‖ϕ‖∗ 6 C‖h‖∗∗,
for some constant C depending only on q and n.
We will also need a priori estimates of the gradient of such solution.
Lemma 3.2. Let ϕ be the solution of (3.1) predicted by Lemma 3.1 and assume ‖(1+|y|n+2)h‖L∞(Rn) <
+∞. Then, there exists C > 0 depending only on n such that
‖∇ϕ‖L∞(Rn) 6 C(‖ϕ‖∗ + ‖(1 + |y|n+2)h‖L∞(Rn)).
Proof. By standard elliptic estimates,
‖∇ϕ‖L∞(B1) 6 C
(‖ϕ‖L∞(B2) + ‖h‖L∞(B2)) 6 C (‖ϕ‖∗ + ‖(1 + |y|n+2)h‖L∞(Rn)) . (3.4)
Defining ϕ˜(y) := |y|2−nϕ(|y|−2y) it can be checked that
∆ϕ˜+ pγUp−1ϕ˜ = h˜ in Rn \ {0},
with h˜(y) := |y|−n−2h(y|y|−2), and thus
‖∇ϕ˜‖L∞(B1) 6 C
(
‖ϕ˜‖L∞(B2) + ‖h˜‖L∞(B2)
)
.
Noticing that
‖ϕ˜‖L∞(B2) = ‖|y|n−2ϕ‖L∞(Rn\B1/2) 6 ‖ϕ‖∗,
‖h˜‖L∞(B2) = ‖|y|n+2h‖L∞(Rn\B1/2) 6 ‖(1 + |y|n+2)h‖L∞(Rn),
we obtain
‖∇ϕ˜‖L∞(B1) 6 C
(‖ϕ‖∗ + ‖(1 + |y|n+2)h‖L∞(Rn)) . (3.5)
Writing ϕ(y) = |y|−(n−2)ϕ˜(|y|−2y) it can be seen that
|∇ϕ(y)| 6 C|y|n−1 |ϕ˜(|y|
−2y)|+ C|y|n |∇ϕ˜(|y|
−2y)|,
and thus
‖∇ϕ‖L∞(Rn\B1) 6 C
(‖ϕ˜‖L∞(B1) + ‖∇ϕ˜‖L∞(B1)) (3.6)
Putting together (3.4), (3.5) and (3.6) the estimate follows. 
4. The gluing scheme
Our goal will be to find a solution of the form
u = u+ φ, (4.1)
with φ a small function (in a sense that will be precised later). Thus, u is a solution of (1.1) if
and only if
∆φ+ pγ|u|p−1φ+ E + γN(φ) = 0, (4.2)
where
N(φ) := |u+ φ|p−1(u+ φ)− |u|p−1u− p|u|p−1φ,
and E was defined in (2.7).
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Let ζ(s) be a smooth function such that ζ(s) = 1 for s < 1 and ζ(s) = 0 for s > 2, and let
δ > 0 be a fixed number independent of k. Let us define
ζj(y) :=
{
ζ(kδ−1|y|−2|y − ξ¯j|y|2|) if |y| > 1,
ζ(kδ−1|y − ξ¯j |) if |y| 6 1,
ζ
j
(y) := ζj(y1, y2,−y3, . . . , yn) (4.3)
for j = 1, . . . , k. We notice that a function φ of the form
φ =
k∑
j=1
(φj + φj) + ψ
is a solution of (4.2) provided the functions φj, φj and ψ solve the following system of coupled
non linear equations
∆φj + pγ|u|p−1ζjφj + ζj
[
pγ|u|p−1ψ +E + γN(φ)] = 0, j = 1, . . . , k, (4.4)
∆φ
j
+ pγ|u|p−1ζ
j
φ
j
+ ζ
j
[
pγ|u|p−1ψ +E + γN(φ)] = 0, j = 1, . . . , k, (4.5)
∆ψ + pγUp−1ψ + [pγ(|u|p−1 − Up−1)(1 −
k∑
j=1
(ζj + ζj))
+ pγUp−1
k∑
j=1
(ζj + ζj)]ψ + pγ|u|
p−1
k∑
j=1
(1− ζj)φj
+ pγ|u|p−1
k∑
j=1
(1− ζ
j
)φ
j
+ (1−
k∑
j=1
(ζj + ζj))(E + γN(φ)) = 0.
(4.6)
Given our setting it is natural to ask for some symmetry properties on φj and φj. In particular,
denoting yˆ := (y1, y2) and y
′ := (y3, . . . , yn), we want them to satisfy
φj(yˆ, y
′) = φ1(e
2π (j−1)
k
iyˆ, y′), j = 1, . . . k, (4.7)
where
φ1(y1, . . . , yα, . . . , yn) = φ1(y1, . . . ,−yα, . . . , yn), α = 2, 4, . . . , n,
φ1(y) = |y|2−nφ1(|y|−2y),
(4.8)
and
φ
1
(y) = φ1(y1, y2,−y3, . . . , yn). (4.9)
Remark 4.1. The functions φj and φj are not even in the third coordinate separately but φj+φj
is so, that is,
(φj + φj)(y) = (φj + φj)(y1, y2,−y3, . . . , yn).
Likewise, the functions (ζj + ζj) and (ζjφj + ζjφj) are even in the third coordinate.
For ρ > 0 small and fixed we assume in addition
‖φ1‖∗ 6 ρ, (4.10)
where φ1(y) := λ
n−2
2 φ1(ξ1 + λy) and ‖ · ‖∗ is defined in (3.3).
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Proposition 4.2. There exist constants k0, C and ρ0 such that, for all k > k0 and ρ < ρ0, if
φj and φj satisfy conditions (4.7)-(4.10) then there exists a unique solution ψ = Ψ(φ1) of (4.6)
such that
ψ(y1, . . . , yα, . . .) = ψ(y1, . . . ,−yα, . . .), α = 3, . . . , n, (4.11)
ψ(yˆ, y′) = ψ(e
2pi(j−1)
k
iyˆ, y′), j = 1, . . . k, (4.12)
ψ(y) = |y|2−nψ(|y|−2y), (4.13)
and
‖ψ‖∗ 6 C
(
‖φ1‖∗ + k1−
n
q
)
if n > 4, ‖ψ‖∗ 6 C
(
‖φ1‖∗ + (ln k)−1
)
if n = 3.
Furthermore, given two functions φ1, φ2 the operator Ψ satisfies
‖Ψ(φ1)−Ψ(φ2)‖∗ 6 C‖φ1 − φ2‖∗.
Proof. We prove the result by combining a linear theory with a fixed point argument as in [7,
Lemma 4.1]. Indeed, consider first the problem
∆ψ + pγUp−1ψ = h, (4.14)
with h satisfying (4.11), (4.12), ‖h‖∗∗ < +∞ and
h(y) = |y|−n−2h(|y|−2y). (4.15)
Proceeding as in [7, Lemma 4.1] one can apply Lemma 3.1 to conclude the existence of a unique
bounded solution ψ = T (h) of (4.14) satisfying symmetries (4.11)-(4.13) and
‖ψ‖∗ 6 C‖h‖∗∗,
where C is a positive constant depending only on n and q.
Let us denote
V (y) := pγ(|u|p−1 − Up−1)(1−
k∑
j=1
(ζj + ζj))︸ ︷︷ ︸
V1(y)
+ pγUp−1(
k∑
j=1
(ζj + ζj))︸ ︷︷ ︸
V2(y)
,
(4.16)
and
M(ψ) := (1−
k∑
j=1
(ζj + ζj))(E + γN(φ)). (4.17)
Thus, in order to solve (4.6) by a fixed point argument, we write
ψ = −T (V ψ + pγ|u|p−1(
k∑
j=1
(1− ζj)φj +
k∑
j=1
(1− ζ
j
)φ
j
) +M(ψ)) =: M(ψ),
where ψ ∈ X, the space of continuous functions with ‖ · ‖∗ < +∞ and satisfying (4.11)-(4.13).
Pointing out Remark 4.1 and the special symmetries of u it can be checked that
V ψ + pγ|u|p−1(
k∑
j=1
(1− ζj)φj +
k∑
j=1
(1− ζ
j
)φ
j
) +M(ψ)
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satisfies (4.11), (4.12) and (4.15) for every ψ ∈ X and thus M(ψ) is well defined. Let us see that
M is actually a contraction mapping in the ‖ · ‖∗ norm in a small ball around the origin in X.
Proceeding as in [7, Lemma 4.1] we see that
‖V ψ‖∗∗ 6
{
Ck
1−n
q ‖ψ‖∗ if n > 4,
C
lnk‖ψ‖∗ if n = 3,
‖Up−1
k∑
j=1
(ζj + ζj)‖∗∗ 6
{
Ck
1−n
q ‖φ1‖∗ if n > 4,
C
ln k‖φ1‖∗ if n = 3,
(4.18)
whenever |y − ξj| > δk , |y − ξj| > δk . Using Proposition 2.1 we get
‖M(ψ)‖∗∗ 6
{
Ck
1−n
q (1 + ‖φ1‖2∗) + C‖ψ‖2∗ if n > 4,
C 1lnk (1 + ‖φ1‖2∗) + C‖ψ‖2∗ if n = 3.
(4.19)
Similarly, for ψ1, ψ2 such that ‖ψ1‖∗ < ρ, ‖ψ2‖∗ < ρ it can be seen that
‖M(ψ1)−M(ψ2)‖∗∗ 6 Cρ‖ψ1 − ψ2‖∗.
This estimate, together with (4.18)-(4.19), allows us to conclude that for ρ small enough (inde-
pendent of k) the operator M is a contraction map in the set of functions ψ ∈ X with
‖ψ‖∗ 6
{
C(‖φ1‖∗ + k1−
n
q ) if n > 4,
C(‖φ1‖∗ + (ln k)−1) if n = 3.
Then the lemma follows by a fixed point argument. 
We can also establish a uniform bound on the gradient of the function.
Proposition 4.3. Let ψ be the solution of (4.6) provided by Proposition 4.2. Then there exists
C > 0, depending only on n, such that
‖∇ψ‖L∞(Rn) 6 C. (4.20)
Proof. The goal is to estimate the terms in (4.6) to apply the a priori estimate in Lemma 3.2.
Consider V1 and V2 defined in (4.16). Thus,
(1 + |y|n+2)|V1ψ| 6 C‖ψ‖∗(1 + |y|4)Up−2
k∑
j=1
(
λ
n−2
2
|y − ξj |n−2
+
λ
n−2
2
|y − ξ
j
|n−2
)
6 C‖ψ‖∗,
(1 + |y|n+2)|V2ψ| 6 ‖ψ‖∗(1 + |y|4)Up−1 6 C‖ψ‖∗.
(4.21)
Analogously, noticing that (1 + |y|n+2)Up ≈ 1, we have
(1 + |y|n+2)|u|p−1
k∑
j=1
(1− ζj)|φj |+ |u|p−1
k∑
j=1
(1− ζ
j
)|φ
j
| 6 C‖φ1‖∗,
and
(1 + |y|n+2)(1−
k∑
j=1
(ζj + ζj))|N(φ)| 6 (1 + |y|
n+2)Up−2

∣∣∣∣ k∑
j=1
(φj + φj)
∣∣∣∣2 + |ψ|2


6 C(‖φ1‖2∗ + ‖ψ‖2∗).
(4.22)
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On the other hand
(1 + |y|n+2)(1−
k∑
j=1
(ζj + ζj))|E| 6 C,
as a consequence of (2.15) and (2.16). Using the estimates in Proposition 4.2 and Lemma 3.2
we conclude (4.20). 
Let ψ = Ψ(φ1) given by Proposition 4.2. Notice that, thanks to the imposed conditions (4.7)
and (4.9), solving the systems (4.4) and (4.5) can be reduced to solving the equation for φ1, that
is,
∆φ1 + pγ|u|p−1ζ1φ1 + ζ1
[
pγ|u|p−1Ψ(φ1) + E + γN(φ)
]
= 0 in Rn,
or equivalently
∆φ1 + pγ|U1|p−1φ1 + ζ1E + γN(φ1, φ) = 0, (4.23)
where
N(φ1, φ) := p(|u|p−1ζ1 − |U1|p−1)φ1 + ζ1
[
p|u|p−1Ψ(φ1) +N(φ)
]
.
Denote
Zα(y) := λ
−n−2
2 Zα
(
y − ξ1
λ
)
, α = 1, . . . , n+ 1
where Zα was defined in (3.2). In order to solve (4.23) we will deal first with a projected linear
version. Given a general function h we consider
∆φ+ pγ|U1|p−1φ+ h = c3Up−11 Z3 + cn+1Up−11 Zn+1, (4.24)
where
c3 :=
∫
Rn
hZ3∫
Rn
U
p−1
1 Z
2
3
, cn+1 :=
∫
Rn
hZn+1∫
Rn
U
p−1
1 Z
2
n+1
.
Lemma 4.4. Suppose that h is even with respect to y2, y4, . . . , yn and satisfies (4.15), and
assume that h(y) := λ
n+2
2 h(ξ1 + λy) satisfies ‖h‖∗∗ < +∞.
Then problem (4.24) has a unique solution φ = T (h) that is even with respect to y2, y4, . . . , yn
and satisfies
φ(y) = |y|2−nφ(|y|−2y),∫
Rn
φUp−1Zn+1 = 0,
∫
Rn
φUp−1Z3 = 0, ‖φ‖∗ 6 C‖h‖∗∗,
with φ(y) := λ
n−2
2 φ(ξ1 + λy).
Proof. Notice that, up to redefining h as h− c3Up−11 Z3 − cn+1Up−11 Zn+1, we can assume∫
Rn
hZ3 =
∫
Rn
hZn+1 = 0,
i.e., c3 = cn+1 = 0 and thus equation (4.24) is equivalent to
∆φ+ pγ|U |p−1φ = −h in Rn.
We want to apply [7, Lemma 3.1] to solve this problem, and therefore we need to prove that∫
Rn
hZα = 0 for all α = 1, 2, 4, 5, . . . , n.
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This follows straightforward for α = 2, 4, 5, . . . , n due to the evenness of h. The case α = 1
holds as a consequence of (4.15) (see the proof of [7, Lemma 4.2]). Then the result follows by
[7, Lemma 3.1]. 
If instead of satisfying condition (4.15) the function h is even in all its coordinates we can
prove a similar result (notice that in such case c3 = 0).
Lemma 4.5. Suppose that h(y) := λ
n+2
2 h(ξ1 + λy) is even with respect to yα for every α =
1, . . . , n and ‖h‖∗∗ < +∞. Then problem (4.24) has a unique solution φ = T (h) that is even
with respect to yα for every α = 1, . . . , n and satisfies∫
Rn
φUp−1Zn+1 = 0, ‖φ‖∗ 6 C‖h‖∗∗,
with φ(y) := λ
n−2
2 φ(ξ1 + λy).
Proof. The result follows as in the previous Lemma just by noticing that∫
Rn
hZα = 0 for all α = 1, . . . , n,
due to the evenness of h. 
As a consequence of these lemmas we are able to solve the projected version of (4.23). Indeed,
consider
∆φ1 + pγ|U1|p−1φ1 + ζ1E + γN(φ1, φ) = c3Up−11 Z3 + cn+1Up−11 Zn+1, (4.25)
with
c3 :=
∫
Rn
(ζ1E + γN(φ1, φ))Z3∫
Rn
U
p−1
1 Z
2
3
, cn+1 :=
∫
Rn
(ζ1E + γN(φ1, φ))Zn+1∫
Rn
U
p−1
1 Z
2
n+1
. (4.26)
Proposition 4.6. There exists a unique solution φ1 = φ1(ℓ, t) of (4.25), that satisfies
‖φ1‖∗ 6 Ck−
n
q if n > 4, ‖φ1‖∗ 6
C
k ln k
if n = 3,
and
‖N(φ1, φ)‖∗∗ 6 Ck−
2n
q if n > 4, ‖N(φ1, φ)‖∗∗ 6
C
(k ln k)2
if n = 3,
where φ1(y) := λ
n−2
2 φ1(ξ1 + λy) and N(φ1, φ)(y) := λ
n+2
2 N(φ1, φ)(ξ1 + λy).
Proof. We will solve (4.25) by means of a fixed point argument, writting
φ1 = T (ζ1E + γN(φ1, φ)) =: M(φ1),
where T is the linear operator specified in Lemma 4.4. To do so, we begin analyzing the nonlinear
term, that can be decomposed as
N(φ1, φ) = f1 + f2 + f3 + f4,
where
f1 := pζ1(|u2|p−1 − Up−11 )φ1, f2 := (ζ1 − 1)U p−11 φ1,
f3 := ζ1p|u2|p−1Ψ(φ1), f4 := ζ1N(φ1).
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To estimate these terms we proceed in the same way as [7, Proposition 4.1], so we just highlight
the differences. Given a general function f , let us denote f˜(y) := λ
n+2
2 f(ξ1 + λy). Assume first
n > 4. Thus, noticing that
k∑
j=1
U(y + λ−1(ξ
j
− ξ1)) 6 Cλn−2

kn−2 k∑
j=1
1
jn−2
+
1
(2τ)n−2

 6 Cλn−2,
and using Proposition 4.2 one gets
|f˜1(y)| 6 Cλ
n−2
2 U(y)p−2|φ1(y)| for |y| <
δ
λk
, ‖f˜1‖∗∗ 6 Cλ
n
2q ‖φ1‖∗, (4.27)
|f˜2(y)| 6 CU(y)p−1|φ1(y)| for |y| > cλ−1/2, ‖f˜2‖∗∗ 6 Cλ
n
2q ‖φ1‖∗,
|f˜3(y)| 6 CUp−1(y)λ
n−2
2 |ψ(ξ1 + λy)| for |y| > cλ−1/2, ‖f˜3‖∗∗ 6 Cλ
n
2q (‖φ1‖∗ + k1−
n
q ).
Notice that
N˜(φ) = |V∗ + φˆ|p−1(V∗ + φˆ)− |V∗|p−1V∗ − p|V∗|p−1φˆ,
where φˆ(y) := λ
n−2
2 φ(ξ1 + λy) and
V∗(y) := −U(y)−
∑
j 6=1
U(y − λ−1(ξj − ξ1))−
k∑
j=1
U(y − λ−1(ξ
j
− ξ1)) + λ
n−2
2 U(ξ1 + λy).
Hence
|f˜4(y)| 6 CU(y)p−2(|φ1(y)|2+λn−2|ψ(ξ1+λy)|2) for |y| <
δ
λk
, ‖f˜4‖∗∗ 6 Cλ
n
2q (‖φ1‖∗+k1−
n
q ).
Finally, defining f5 := ζ1E and using estimate (2.13) we also have
‖f˜5‖∗∗ 6 Cλ
n
2q .
In the case n = 3 one has
‖f˜1‖∗∗ 6 C
k ln k
‖φ1‖∗, ‖f˜2‖∗∗ 6
C
k ln k
‖φ1‖∗, ‖f˜3‖∗∗ 6
C
k ln k
(
‖φ1‖∗ +
1
k ln k
)
, (4.28)
‖f˜4‖∗∗ 6 C
k ln k
(
‖φ1‖∗ +
1
k ln k
)
, ‖f˜5‖∗∗ 6 C
k ln k
. (4.29)
Applying Proposition 2.1, estimates (4.27)-(4.29), Proposition 4.2 and Lemma 4.4, we conclude
that M is a contraction that maps functions φ with
‖φ‖∗ 6 Ck−
n
q if n > 4, ‖φ‖∗ 6 C
k ln k
if n = 3,
into the same class of functions whenever n2 < q <
n
2− 2
n−1
. Analogously, it can be proved the
Lipschitz character of the operators and thus, applying a fixed point argument, we conclude the
proof. 
Proposition 4.7. Let φ1 be the solution of (4.25) provided by Proposition 4.6. Then there
exists C > 0, depending only on n, such that
|φ1(y)| 6 C
λ
n−2
2
(1 + |y|)α where


α = 2 if n > 5,
α = 1 if n = 4,
0 < α < 1 if n = 3,
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where φ1(y) := λ
n−2
2 φ1(ξ1 + λy).
Proof. Denote L0(φ) := ∆φ+ pγ|U |p−1φ. Thus, (4.25) can be written in the form
L0(φ1) + a(y)φ1 = g(y) + c3U
p−1Z3 + cn+1Up−1Zn+1,
with a(y) := λ2pγ(|u|ζ1 − |U1|p−1)(ξ1 + λy). Hence
|a(y)| 6 CUp−1, |g(y)| 6 C λ
n−2
2
(1 + |y|)4 .
Applying [7, Lemma 3.2] with ν = 4 for n > 5, ν = 3 for n = 4 and 2 < ν < 3 for n = 3 we get
the desired estimates on φ1. 
To perform the reduction procedure in section 5 we will need more precise estimates on the
pointwise behavior of φ1, in particular on the part that will not be orthogonal to the kernel,
whose size is smaller.
Proposition 4.8. Let φ1 be the solution of (4.25) provided by Proposition 4.6 and denote
φ1(y) := λ
n−2
2 φ1(ξ1 + λy). Then there exists a decomposition φ1 = φ
s
1 + φ
∗
1 such that φ
s
1 is even
with respect to yα for every α = 1, . . . , n and
|φ∗1(y)| 6

C
λ
n−2
2
k
1
1+|y| if n > 4,
C λ
1/2
k(lnk)3
1
1+|y|α 0 < α < 1, if n = 3.
. (4.30)
Proof. The idea of the proof is to identify in the equation (4.25) the largest terms, that happen
to be symmetric, and will produce a large but symmetric solution. The remaining terms will
give a function φ∗1 non symmetric but smaller. Denote
V s := λ
n−2
2

∑
j 6=1
2
n−2
2 λ
n−2
2
|ξ1 − ξj|n−2
+
k∑
j=1
2
n−2
2 λ
n−2
2
|ξ1 − ξj|n−2
− U(ξ1)

 .
Consider Es given by (2.20) and let us define
λ
n−2
2 N
s(ξ1 + λy) := ζ1(ξ1 + λy)
(
f˜ s1 + f˜
s
3 + f˜
s
4
)
+ (ζ1(ξ1 + λy)− 1)f˜ s2 ,
where
f˜ s1 := p
[
(U(y) + V s)p−1 − U(y)p−1]φs1, f˜ s2 := U(y)p−1φs1,
f˜ s3 := pλ
n−2
2 (U(y) + V s)p−1ψ(ξ1), f˜
s
4 := (U(y) + V
s)p−2(φˆs)2,
being
φˆs := φs1 +
∑
j 6=1
λ
n+2
2 φ
s
j(ξ1 + λy) +
k∑
j=1
λ
n+2
2 φs
j
(ξ1 + λy).
Notice that, if φs1 is even in all its coordinates, then N
s(ξ1 + λy) is also even and groups the
largest terms of N(ξ1 + λy). Thus, proceeding as in the previous Proposition we can find a
solution to
∆φs1 + pγ|U1|p−1φs1 + ζ1Es + γNs(φ1, φ) = csn+1U
p−1
1 Zn+1,
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with
csn+1 :=
∫
Rn
(ζ1E
s + γNs(φ1, φ))Zn+1∫
Rn
U
p−1
1 Z
2
n+1
, φs1(y) = λ
n−2
2 φs1(ξ1 + λy),
by applying Lemma 4.5 to perform a fixed point argument in the set of functions φs which are
even in all their coordinates and have size
‖φs‖∗ 6 Ck−
n
q if n > 4, ‖φs‖∗ 6 C
k ln k
if n = 4.
Furthermore, proceeding as in Proposition 4.7 we can conclude that
|φs1(y)| 6 C
λ
n−2
2
(1 + |y|)α where


α = 2 if n > 5,
α = 1 if n = 4,
0 < α < 1 if n = 3.
Let us define φ∗1 := φ1 − φs1. Hence it solves
∆φ∗1 + pγ|U1|p−1φ∗1 + ζ1E∗ + γN∗(φ1, φ) = c3U
p−1
1 Z3 + c
∗
n+1U
p−1
1 Zn+1, (4.31)
where E∗ is defined in Proposition 2.2,
N
∗(φ1, φ) := N(φ1, φ)−Ns(φ1, φ),
and
c3 :=
∫
Rn
(ζ1E
∗ + γN∗(φ1, φ))Z3∫
Rn
U
p−1
1 Z
2
3
, c∗n+1 :=
∫
Rn
(ζ1E
∗ + γN∗(φ1, φ))Zn+1∫
Rn
U
p−1
1 Z
2
n+1
= cn+1 − csn+1.
The key point is that, without the previous symmetric part, the terms left are smaller and more
precise estimates con be done, Indeed, denote
V (y) := λ
n−2
2

∑
j 6=1
U j(ξ1 + λy) +
k∑
j=1
U j(ξ1 + λy)− U(ξ1 + λy)

 .
Thus we can write
λ
n−2
2 N
∗(ξ1 + λy) := ζ1(ξ1 + λy)
(
f˜∗1 + f˜
∗
3 + f˜
∗
4
)
+ (ζ1(ξ1 + λy)− 1)f˜∗2 ,
where
f˜∗1 (y) := p
[
(U(y) + V s(y))p−1 − Up−1(y)]φ∗1(y)
+ p
[
(U(y) + V (y))p−1 − (U(y) + V s(y))p−1]φ1(y),
f˜∗2 (y) := U(y)
p−1φ∗1(y),
f˜∗3 (y) := pλ
n−2
2 (U(y) + V (y))p−1 λ∇ψ(η)y
+ pλ
n−2
2
[
(U(y) + V (y))p−1 − (U(y) + V s(y))p−1
]
ψ(ξ1),
f˜∗4 (y) := f˜4(y)− f˜ s4 (y),
with f˜4 defined in Proposition 4.6. Noticing that∣∣∣∣ [(U(y) + V (y))p−1 − (U(y) + V s(y))p−1]φ1(y)
∣∣∣∣ 6 CUp−1(y)|V (y)− V s|‖φ1‖∗
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and
|V (y)− V s| 6 Cλ
n−2
2 |y|
k
if n > 4, |V (y)− V s| 6 C λ
1/2|y|
k(ln k)3
if n = 3,
it can be proved that∣∣∣∣ [(U(y) + V (y))p−1 − (U(y) + V s(y))p−1]φ1(y)
∣∣∣∣ 6

C
λ
n−2
2
k
1
1+|y|3 if n > 4,
C λ
1/2
k(ln k)3
1
1+|y|3 if n = 3,
and the same bound can be proved for f˜∗3 and f˜
∗
4 by using the estimates in Proposition 4.2 and
Proposition 4.3. Using this together with Proposition 2.2 we can proceed as in the proof of
Proposition 4.7 to estimate the size of |φ∗1|. That is, we can rewrite problem (4.31) as
L0(φ∗1) + a
∗(y)φ∗1 = g
∗(y) + c3Up−1Z3 + c∗n+1U
p−1Zn+1,
where
L0(φ) := ∆φ+ pγ|U |p−1φ, |a∗(y)| 6 CU(y)p−1,
and
|g∗(y)| 6

C
λ
n−2
2
k
1
1+|y|3 if n > 4,
C λ
1/2
k(lnk)3
1
1+|y|3 if n = 3.
.
Applying again [7, Lemma 3.2] with ν = 3 for n > 4 and 2 < ν < 3 for n = 3 we obtain
(4.30). 
Likewise, we will need accurate estimates on the non symmetric part of ψ.
Proposition 4.9. Let ψ be the solution of (4.6) provided by Proposition 4.2. Then
ψ(ξ1 + λy) = ψ
s(y) + ψ∗(y), y ∈ B(0, δ
λk
),
where ψs is even with respect to y3 and
|ψ∗(y)| 6 C
(
‖φ1‖∗ + ‖ψ‖∗ + τok(1)
)
λ|y|(1 + |y|),
where ok(1) is a function that goes to 0 when k →∞.
Proof. Since ψ is a solution of (4.6) we can write, making the convolution with the fundamental
solution of the Laplace equation,
ψ(ξ1 + λy) = cn
∫
Rn
1
|ξ1 + λy − x|n−2
W (ψ)(x) dx, y ∈ B(0, δ
λk
),
W (ψ) := V ψ +M(ψ) + pγ|u|p−1
k∑
j=1
((1− ζj)φj + (1− ζj)φj)− pγUp−1ψ,
where cn is a constant depending only on the dimension and V , M were defined in (4.16) and
(4.17) respectively. Furthermore,
1
|ξ1 + λy − x|n−2
=: A(x, y) +B1(x, y) +B2(x, y),
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where
A(x, y) :=
1
|x− ξ1|n−2
[
1−
(
n− 2
2
)
λ2y2 + 2λ
∑n
i=1,i 6=3 yi(x− ξ1)i
|x− ξ1|2
]
,
B1(x, y) := −(n− 2)λy3 x3 − τ|x− ξ1|n
, B2(x, y) := O
((
(λ2y2 + 2λ(y, x− ξ1))2
|x− ξ1|n+2
))
.
Notice that A(x, y) is even with respect to y3 and thus we can define
ψs(y) := cn
∫
Rn
A(x, y)W (ψ)(x) dx,
that inherits this symmetry. Therefore we have to estimate
ψ∗(y) := cn
∫
Rn
(B1(x, y) +B2(x, y))W (ψ)(x) dx.
Since |W (ψ)(x)| 6 C
(1+|x|)4 and |y| < cλ−1/2 it easily follows that∣∣∣∣
∫
Rn
B2(x, y)W (ψ)(x) dx
∣∣∣∣ 6 λτ |y|2ok(1). (4.32)
To estimate the term with B1(x, y) notice first that∣∣∣∣
∫
Rn
B1(x, y)U
p−1ψ dx
∣∣∣∣ 6 Cλ|y|
∫
Rn
1
|x− ξ1|n−1
1
(1 + |x|)4 |ψ(x)| dx 6 Cλ|y|‖ψ‖∗ (4.33)
and likewise ∣∣∣∣
∫
Rn
B1(x, y)V ψ dx
∣∣∣∣ 6 Cλ|y|‖ψ‖∗. (4.34)
Observing that
|φj(y)| 6 C‖φ1‖∗
λ
n−2
2
|y − ξj |n−2
, |φ
j
(y)| 6 C‖φ1‖∗
λ
n−2
2
|y − ξ
j
|n−2 ,
we get ∣∣∣∣
∫
Rn
B1(x, y)|u|p−1
k∑
j=1
((1 − ζj)φj + (1− ζj)φj)
∣∣∣∣ 6 Cλ|y|‖φ1‖∗, (4.35)
∣∣∣∣
∫
Rn
B1(x, y)(1 −
k∑
j=1
(ζj + ζj))N(φ)
∣∣∣∣ 6 Cλ|y|(‖φ1‖∗ + ‖ψ‖∗), (4.36)
and thus the only term left is the one concerning the error, namely∫
Rn
B1(x, y)(1−
k∑
j=1
(ζj + ζj))E dx =
∫
Rn
B1(x, y)(1−
k∑
j=1
ζj)E dx︸ ︷︷ ︸
B11
−
k∑
j=1
∫
Rn
B1(x, y)ζjE dx︸ ︷︷ ︸
B12
.
Let R > 0 large. Thus it can be seen that
B11 =
∫
B(ξ1,R)
B1(x, y)(1−
k∑
j=1
ζj)E dx+O(|y|k−(n−1)).
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The desired estimate will follow by noticing that the largest terms of the error are orthogonal
to B1(x, y). To see this, we write the error as
γ−1E ≃ pUp−1(
k∑
j=1
U j +
k∑
j=1
U j)−
k∑
j=1
U
p
j −
k∑
j=1
U
p
j
= pUp−1(ξ1)
k∑
j=1
U j −
k∑
j=1
U
p
j + pU
p−1(ξ1)
k∑
j=1
U j −
k∑
j=1
U
p
j
+ p(Up−1 − Up−1(ξ1))
k∑
j=1
U j + p(U
p−1 − Up−1(ξ1))
k∑
j=1
U j .
Notice first that, since B1(x, y) is odd with respect to the hyperplane x3 = τ , there holds∫
B(ξ1,R)
B1(x, y)(1 −
k∑
j=1
ζj)

pUp−1(ξ1) k∑
j=1
U j −
k∑
j=1
U
p
j

 dx = 0.
On the other hand, writting
U j(x) =
λ
n−2
2
(λ2 + |ξ1 − ξj|2 + |x− ξ1|2)
n−2
2
[
1− (n − 2)
(x− ξ1, ξ1 − ξj)
λ2 + |ξ1 − ξj|2 + |x− ξ1|2
+O

( (x− ξ1, ξ1 − ξj)
λ2 + |ξ1 − ξj|2 + |x− ξ1|2
)2

 ,
and applying again the evenness of its main terms with respect to x3 = τ we have that∣∣∣∣
∫
B(ξ1,R)
B1(x, y)(1 −
k∑
j=1
ζj)pU
p−1(ξ1)
k∑
j=1
U j dx
∣∣∣∣
6Cλ1+
n−2
2 |y|
∫
B(ξ1,R)
|x3 − τ |
|x− ξ1|n
k∑
j=1
τ |x3 − τ |
(λ2 + |ξ1 − ξj |2 + |x− ξ1|2)
n
2
dx
+ Cλ1+
n−2
2 |y|
∫
B(ξ1,R)
|x3 − τ |
|x− ξ1|n
k∑
j=1
|x− ξ1|2|ξ1 − ξj |2
(λ2 + |ξ1 − ξj |2 + |x− ξ1|2)
n+2
2
dx
6Cλ1+
n−2
2 |y|
∫
B(ξ1,R)
1
|x− ξ1|n−1
k∑
j=1
(
τ
|ξ1 − ξj|n−1
+
1
|ξ1 − ξj |n−2
)
dx
=λτ |y|ok(1),
where in the last inequality we have used (2.12). Proceeding analogously with the other terms
it can be concluded that∫
B(ξ1,R)
B1(x, y)(1 −
k∑
j=1
ζj)E dx = λτok(1)|y|,
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and therefore
B11 = λτok(1)|y|. (4.37)
Likewise,
|B12| 6 Cλ|y|
k∑
j=1
∫
B(ξ
j
, δ
k
)
|x3 − τ |
|ξ1 − ξj |n
k∑
i=1
λ
n−2
2
|ξ1 − ξj |n−2
dx = λτok(1)|y|. (4.38)
Putting together (4.32)-(4.36) with (4.37) and (4.38) the result follows. 
5. Proof of Theorem 1.1
The goal of this section is to find positive parameters ℓ and t that enter in the definition of λ
and τ in (2.6) and are independent of k, in such a way that c3 and cn+1 (defined in (4.26))
vanish. In fact, if such a choice is possible, then the solution φ1 found in Proposition 4.6 solves
(4.23) and thus, applying Proposition 4.2 and (4.7)-(4.9), we can conclude that φ solves (4.2)
and therefore
u = u+ φ
is a solution of (1.1).
Thus, we want to prove the existence of ℓ and t so that
c3(ℓ, t) :=
∫
Rn
(ζ1E + γN(φ1, φ))Z3 = 0, cn+1(ℓ, t) :=
∫
Rn
(ζ1E + γN(φ1, φ))Zn+1 = 0.
It is worth pointing out that, due to some symmetry, the main order term of c3 vanishes, what
makes necessary an expansion of c3 at lower order. This is usually a delicate issue and it requires
sharper estimates on the non linear term, that is, a finer control on the size of the terms ψ and
φ1 in the spirit of Proposition 4.7. However in this case this type of estimates are not enough,
since they do not produce a non linear term sufficiently small. We need to identify a precise
decomposition of φ1 and ψ in one symmetric part whose contribution to the computation of c3
is zero, and a smaller non-symmetric part (see Claim 6). This decompositions were developed
in Proposition 4.8 and Proposition 4.9.
What we obtain at the end is that, for n > 4,
c3(ℓ, t) = Dn
tℓ
n
n−2
k
n+1− 2
n−1
[
dn
ℓ
tn−1
− 1
]
+
1
kα
Θk(ℓ, t),
cn+1(ℓ, t) = En
ℓ
kn−2
[
enℓ
2 − 1]+ 1
kβ
Θk(ℓ, t),
(5.1)
where
α > n+ 1− 2
n− 1 , β > n− 2,
and
c3(ℓ, t) = F
ℓ3t√
ln k(k ln k)3
[
f
ℓ
t2
− 1
]
+
1
k3(ln k)4
Θk(ℓ, t),
c4(ℓ, t) = G
ℓ
k ln k
[
gℓ2 − 1]+ 1
k ln k
ln
(
2π√
ln k
)
ln k
Θk(ℓ, t),
(5.2)
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for n = 3, where Dn, dn, En, en, F, f,G, g are fixed positive numbers (depending only on n) and
Θk(ℓ, t) is a generic function, smooth on its variables, and uniformly bounded as k →∞. Hence,
by a fixed point argument we can conclude the existence of ℓ and t such that
c3(ℓ, t) = cn+1(ℓ, t) = 0.
The rest of the section is devoted to prove (5.1) and (5.2). Let us consider first the case of
cn+1, that follows analogously to [7]. We write
cn+1(ℓ, t) =
∫
Rn
EZn+1 −
∫
Rn
(1− ζ1)EZn+1 + γ
∫
Rn
N(φ1, φ)Zn+1 = 0.
Thus, for ℓ and t as in (2.6) we have:
Claim 1:
∫
Rn
EZn+1 =


En
ℓ
kn−2
[
enℓ
2 − 1]+ 1
k
n−2+2n−3n−1
Θk(ℓ, t) if n > 4,
G ℓk ln k
[
gℓ2 − 1]+ 1k lnk ln
(
2pi√
lnk
)
lnk Θk(ℓ, t) if n = 3.
Claim 2: ∫
Rn
(1− ζ1)EZn+1 =
{
1
kn−1Θk(ℓ, t) if n > 4,
1
(k ln k)2
Θk(ℓ, t) if n = 3.
Claim 3: ∫
Rn
N(φ1, φ)Zn+1 =
{
1
k
n+nq −3
Θk(ℓ, t) if n > 4,
1
(k lnk)2
Θk(ℓ, t) if n = 3.
Notice that these claims together give the second equation in (5.1) and (5.2).
Proof of Claim 1. We decompose
∫
Rn
EZn+1 =
∫
B(ξ1,
δ
k
)
EZn+1 +
∫
Ext
EZn+1 +
∑
j 6=1
∫
B(ξj ,
δ
k
)
EZn+1 +
k∑
j=1
∫
B(ξ
j
, δ
k
)
EZn+1, (5.3)
where δ is a positive constant independent of k and
Ext := {∩kj=1{|y − ξj| >
δ
k
}} ∩ {∩kj=1{|y − ξj | >
δ
k
}}.
Denoting
V (y) := λ
n−2
2

∑
j 6=1
U j(λy + ξ1)−
k∑
j=1
U j(λy + ξ1)− U(λy + ξ1)


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we have, for some s ∈ (0, 1),
γ−1
∫
B(ξ1,
δ
k
)
EZn+1 = λ
n+2
2
∫
B(0, δ
λk
)
E(λy + ξ1)Zn+1(y)
= p
∑
j 6=1
λ
n−2
2
∫
B(0, δ
λk
)
Up−1U j(λy + ξ1)Zn+1 + p
k∑
j=1
λ
n−2
2
∫
B(0, δ
λk
)
Up−1U j(λy + ξ1)Zn+1
− pλn−22
∫
B(0, δ
λk
)
Up−1U(λy + ξ1)Zn+1 + p
∫
B(0, δ
λk
)
[
(U + sV )p−1 − Up−1]V Zn+1
+
∑
j 6=1
λ
n+2
2
∫
B(0, δ
λk
)
U
p
j(λy + ξ1)Zn+1 +
k∑
j=1
λ
n+2
2
∫
B(0, δ
λk
)
U
p
j (λy + ξ1)Zn+1
− λn+22
∫
B(0, δ
λk
)
Up(λy + ξ1)Zn+1.
(5.4)
Thus, defining I1 :=
∫
Rn
Up−1Zn+1, from (2.10) follows that
λ
n−2
2
∫
B(0, δ
λk
)
Up−1U j(λy + ξ1)Zn+1 =
2
n−2
2 λn−2I1
|ξ1 − ξj|n−2
(
1 +
λ2
|ξ1 − ξj|2
Θk(ℓ, t)
)
,
λ
n−2
2
∫
B(0, δ
λk
)
Up−1U j(λy + ξ1)Zn+1 =
2
n−2
2 λn−2I1
|ξ1 − ξj|n−2
(
1 +
λ2
|ξ1 − ξj|2
Θk(ℓ, t)
)
,
and
λ
n−2
2
∫
B(0, δ
λk
)
Up−1U(λy + ξ1)Zn+1 = λ
n−2
2 U(ξ1)I1
(
1 +
λ2
1 + |ξ1|2
Θk(ℓ, t)
)
,
which are the main order terms in (5.4). Indeed,∣∣∣∣∑
j 6=1
λ
n+2
2
∫
B(0, δ
λk
)
U
p
j (λy + ξ1)Zn+1
∣∣∣∣ 6 C∑
j 6=1
λn+2
|ξj − ξ1|n+2
∫
B(0, δ
λk
)
1
(1 + |y|)n−2
6 C


(λk)−2
∑
j 6=1
λn+2
|ξj−ξ1|n+2
if n > 4,
| ln(λk)|∑j 6=1 λn+2|ξj−ξ1|n+2 if n = 3,
∣∣∣∣ k∑
j=1
λ
n+2
2
∫
B(0, δ
λk
)
U
p
j (λy + ξ1)Zn+1
∣∣∣∣ 6 C∑
j 6=1
λn+2
|ξ
j
− ξ1|n+2
∫
B(0, δ
λk
)
1
(1 + |y|)n−2
6 C


(λk)−2
∑
j 6=1
λn+2
|ξ
j
−ξ1|n+2
if n > 4,
| ln(λk)|∑j 6=1 λn+2|ξ
j
−ξ1|n+2
if n = 3,
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and ∣∣∣∣λn+22
∫
B(0, δ
λk
)
Up(λy + ξ1)Zn+1 dy
∣∣∣∣ 6 Cλn+22
∫
B(0, δ
λk
)
1
(1 + |y|)n−2
6 C
{
λ
n−2
2 k−2 if n > 4,
λ
n+2
2 | ln(λk)| if n = 3.
Finally these three estimates, together with the mean value theorem, also imply∣∣∣∣p
∫
B(0, δ
λk
)
[
(U + sV )p−1 − Up−1]V Zn+1∣∣∣∣
6 C
{
λ
n−2
2 k−2 + (λk)−2(λk)n+2 if n > 4,
λ
n+2
2 | ln(λk)|+ (λk)n+2| ln(λk)| if n = 3.
Proceeding like in [7, Proof of Claim 2] we obtain the estimates of the other terms in (5.3), that
is, ∣∣∣∣
∫
Ext
EZn+1
∣∣∣∣ 6 C
{
1
kn−1 if n > 4,
1
(k ln k)2
if n = 3,
(5.5)
∣∣∣∣∑
j 6=1
∫
B(ξj ,
δ
k
)
EZn+1
∣∣∣∣ 6 C
{
1
kn−1 if n > 4,
1
(k ln k)2 if n = 3,
∣∣∣∣ k∑
j=1
∫
B(ξ
j
, δ
k
)
EZn+1
∣∣∣∣ 6 C
{
1
kn−1 if n > 4,
1
(k lnk)2 if n = 3.
(5.6)
Claim 1 follows using estimates (2.11) and (2.12).
Proof of Claim 2. Noticing that∣∣∣∣
∫
Rn
(ζ1 − 1)EZn+1
∣∣∣∣ 6 C
∣∣∣∣
∫
{|y−ξ1|> δk }
EZn+1
∣∣∣∣,
the result follows using (5.5) and (5.6).
Proof of Claim 3. Decomposing the non linear term as in the proof of Proposition 4.6 and
using Proposition 4.7 it can be seen that∣∣∣∣
∫
Rn
N(φ1, φ)Zn+1
∣∣∣∣ 6 Ck3−n−nq
∫
Rn
Up−1|Zn+1|,
and the claim holds for n > 4. If n = 3 it follows from estimates (4.28), (4.29) and the fact that∣∣∣∣
∫
Rn
N(φ1, φ)Zn+1
∣∣∣∣ 6 C‖λn+22 N(φ1, φ)(λy + ξ1)‖∗∗
(∫
Rn
dy
(1 + |y|)2n
) q−1
q
.
Next we proceed to compute c3. We write
c3(ℓ, t) =
∫
Rn
EZ3 −
∫
Rn
(1− ζ1)EZ3 + γ
∫
Rn
N(φ1, φ)Z3 = 0,
and we affirm that, for ℓ and t as in (2.6),
Claim 4: ∫
Rn
EZ3 =

Dn
tℓ
n
n−2
k
n+1− 2n−1
[
dn
ℓ
tn−1 − 1
]
+ 1
kn+1
Θk(ℓ, t) if n > 4,
F ℓ
3t√
lnk(k lnk)3
[
f ℓ
t2
− 1]+ 1
k3(ln k)4
Θk(ℓ, t) if n = 3.
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Claim 5: ∫
Rn
(1− ζ1)EZ3 =
{
1
kn+1
Θk(ℓ, t) if n > 4,
1
k3(ln k)4
Θk(ℓ, t) if n = 3.
Claim 6: ∫
Rn
N(φ1, φ)Z3 =
{
1
kαΘk(ℓ, t) if n > 4,
1
k3(ln k)4
Θk(ℓ, t) if n = 3,
where α > n+ 1− 2n−1 .
These claims together imply the validity of the first equation in (5.1) and (5.2).
Proof of Claim 4. We decompose again as∫
Rn
EZ3 =
∫
B(ξ1,
δ
k
)
EZ3 +
∫
Ext
EZ3 +
∑
j 6=1
∫
B(ξj ,
δ
k
)
EZ3 +
k∑
j=1
∫
B(ξ
j
, δ
k
)
EZ3, (5.7)
Proceeding as in (5.5) and (5.6) we get∣∣∣∣
∫
Ext
EZ3
∣∣∣∣ 6 Cλn−1kn−1λ−n−22 k−n q−1q ‖(1 + |y|)n+2− 2nq E‖Lq(Ext), (5.8)∣∣∣∣∑
j 6=1
∫
B(ξj ,
δ
k
)
EZ3
∣∣∣∣ 6 C∑
j 6=1
λn−1(λk)2−
n
q
|ξj − ξ1|n−1
‖ (1 + |y|)n+2− 2nq λn+22 γ−1E(ξj + λy)‖Lq(|y|< δ
λk
), (5.9)
∣∣∣∣ k∑
j=1
∫
B(ξ
j
, δ
k
)
EZ3
∣∣∣∣ 6 C k∑
j=1
λn−1(λk)2−
n
q
|ξ
j
− ξ1|n−1
‖ (1+ |y|)n+2− 2nq λn+22 γ−1E(ξ
j
+λy)‖Lq(|y|< δ
λk
). (5.10)
For the first integral in (5.7) we separate as in (5.4). Noticing that U j(λy + ξ1) is even with
respect to the third coordinate, it follows that
λ
n−2
2
∫
B(0, δ
λk
)
Up−1U j(λy + ξ1)Z3 = 0. (5.11)
Furthermore, using (2.10),
λ
n−2
2
∫
B(0, δ
λk
)
Up−1U j(λy + ξ1)Z3 = cn
λn−2τλI2
|ξ1 − ξj |n
(
1 + λ2Θk(ℓ, t)
)
,
and
λ
n−2
2
∫
B(0, δ
λk
)
Up−1U(λy + ξ1)Z3 = c˜nλ
n−2
2 τλI2
(
1 +
λ2
1 + |ξ1|2
Θk(ℓ, t)
)
,
where I2 :=
∫
Rn
Up−1y3Z3. One also can compute the lower order terms∣∣∣∣ k∑
j=1
λ
n+2
2
∫
B(0, δ
λk
)
U
p
j (λy + ξ1)Z3
∣∣∣∣ 6 C(λk)−1(λk)n+2
and ∣∣∣∣λn+22
∫
B(0, δ
λk
)
Up(λy + ξ1)Z3 dy
∣∣∣∣ 6 Cλn2 k−1. (5.12)
Thus, decomposing as in (5.4) Claim 4 is obtained from estimates (5.8)-(5.12) together with
(2.13), (2.14) and (6.14).
28 M. MEDINA AND M. MUSSO
Proof of Claim 5. It follows straightforward from (5.8), (5.9) and (5.10).
Proof of Claim 6. Assume first n > 5 and let us decompose N(φ1, φ) = f1 + f2 + f3 + f4 as
in the proof of Proposition 4.6. Changing variables and using (4.27) it can be seen that∣∣∣∣
∫
Rn
f1(y)Z3(y) dy
∣∣∣∣ 6 Cλn−22
∫
B(0, δ
λk
)
U(y)p−2|φ1(y)||Z3|.
Notice that in this region λ1/2 6 c|y| and thus, by Proposition 4.7 we can write
|φ1(y)| 6 C
λβλ
n−2
2
−β
(1 + |y|)2 6 C
λβ
(1 + |y|)n−2β ,
where β := 32 − 1n−1 + ε, ε > 0 small. Replacing above we get∣∣∣∣
∫
Rn
f1(y)Z3(y) dy
∣∣∣∣ 6 Ck2β+n−2
∫
Rn
1
(1 + |y|)−n+6
|y3|
(1 + |y|)n
1
(1 + |y|)n−2β dy 6
C
k2β+n−2
for ε small enough. Notice also that 2β + n − 2 > n + 1 − 2n−1 , that is the order of the main
term. Likewise, using the estimate on φ1,∣∣∣∣
∫
Rn
f2(y)Z3(y) dy
∣∣∣∣ 6 Cλn−22
∫
{|y|>cλ−1/2}
Up−1|Z3|
(1 + |y|)2 dy 6 Cλ
n−2
2
+2
∫
Rn
|y3|
(1 + |y|)n+2 dy 6
C
kn+2
.
To estimate the projection of f3 we first point out that f3 ≈ ζ1p|U1|p−1ψ. Due to the cancellation
in (5.11) the main order term in Claim 4 is rather small, and this makes necessary sharp estimates
on the size of the projection of the nonlinear term. Indeed, to prove this claim we will have to
make use of the decomposition of ψ in a large but symmetric part (that happens to be orthogonal
to Z3) and a non symmetric but small part specified in Proposition 4.9. Thus,∫
Rn
f3(y)Z3(y) dy ≈ λ
n−2
2
∫
B(0, δ
λk
)
U(y)p−1ψ(ξ1 + λy)Z3
= λ
n−2
2
∫
B(0, δ
λk
)
Up−1ψs(y)Z3 dy + λ
n−2
2
∫
B(0, δ
λk
)
Up−1ψ∗(y)Z3 dy.
The first integral in the right hand side vanishes due to the oddness of Z3 and the evennes of
ψs in the third coordinate. The second can be estimated as∣∣∣∣λn−22
∫
B(0, δ
λk
)
Up−1ψ∗(y)Z3 dy
∣∣∣∣ 6 Cλn−22 +1(‖φ1‖∗ + ‖ψ‖∗ + τok(1))
∫
Rn
Up−1|y|(1 + |y|)|Z3| dy
6
C
k
n−1+n
q
,
and hence, choosing n2 < q <
n
2− 2
n−1
we conclude that∣∣∣∣
∫
Rn
f3(y)Z3(y) dy
∣∣∣∣ 6 Ckα with α > n+ 1− 2n− 1 .
Analogously, noticing that f4 ≈ |U1|p−2
(∑k
j=1(φj + φj) + ψ
)2
, estimate∣∣∣∣
∫
Rn
f4(y)Z3(y) dy
∣∣∣∣ 6 Ckα with α > n+ 1− 2n− 1 ,
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follows by Proposition 4.3. This completes the proof of Claim 6 for n > 5.
Consider now the cases n = 3, 4. Using the decomposition of φ1 found in Proposition 4.8 we
notice that ∫
Rn
f˜ s1 (y)Z3(y) dy = 0,
∫
Rn
f˜ s2 (y)Z3(y) dy = 0,
and we obtain, for n = 3,∣∣∣∣
∫
Rn
f1(y)Z3(y) dy
∣∣∣∣ =
∣∣∣∣
∫
Rn
f˜∗1 (y)Z3(y) dy
∣∣∣∣
6 C
(
λ
1
2
∫
B(0, δ
λk
)
U(y)p−2|φ∗1(y)||Z3(y)| dy +
λ
1
2
k(ln k)3
∫
B(0, δ
λk
)
|y|U(y)p−2|φ1(y)||Z3(y)| dy
)
6
C
k3(ln k)5
,
and∣∣∣∣
∫
Rn
f2(y)Z3(y) dy
∣∣∣∣ =
∣∣∣∣
∫
{|y|>cλ−1/2}
f∗2 (y)Z3(y) dy
∣∣∣∣ =
∣∣∣∣
∫
{|y|>cλ−1/2}
U(y)p−1φ∗1(y)Z3(y) dy
∣∣∣∣
6 C
λ
1
2λ
k(ln k)3
∫
Rn
1
(1 + |y|)2
|y3|
(1 + |y|)n 6
C
k3(ln k)5
,
where in the last inequalities we have applied Proposition 4.7 and Proposition 4.8.
Likewise, for n = 4,∣∣∣∣
∫
Rn
f1(y)Z3(y) dy
∣∣∣∣ 6 Ck5 ,
∣∣∣∣
∫
Rn
f2(y)Z3(y) dy
∣∣∣∣ 6 Ck5 .
The terms involving f˜3 and f˜4 are estimated in a similar way and Claim 6 follows.
6. Remark 1.6: The general construction
This section is devoted to the constructions described in Remark 1.6. The first is the construction
of the doubling of the equatorial Γ with an even number of circles, which is done in subsection
6.1. The second is a combination of the doubling and the desingularization of the equatorial with
an odd number of circles. This is done in subsection 6.2.
6.1. Even number of circles. Let m be a fixed integer. Let τi ∈ (0, 1), i = 1, . . . ,m, and fix
the points
P i := (
√
1− τ2i , 0, τi, 0, . . . , 0), P i := (
√
1− τ2i , 0,−τi, 0, . . . , 0).
Let λi ∈ (0, 1), i = 1, . . . ,m, be positive numbers, and define Ri as λ2i + R2i = 1. We use the
notation
λ = (λ1, . . . , λm), τ = (τ1, . . . , τm).
Let k be an integer number and
u2m[λ, τ ](y) := U(y)−
k∑
j=1
[ m∑
i=1
λ−
n−2
2 U
(
y − ξij
λ
)
︸ ︷︷ ︸
U ij(y)
+
m∑
i=1
λ−
n−2
2 U
(
y − ξ
ij
λ
)
︸ ︷︷ ︸
U ij(y)
]
(6.1)
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for y ∈ Rn, where, for i = 1, . . . ,m, and j = 1, . . . , k,
ξij := Ri(
√
1− τ2i cos θj ,
√
1− τ2i sin θj, τi, 0, . . . , 0),
ξ
ij
:= Ri(
√
1− τ2i cos θj ,
√
1− τ2i sin θj,−τi, 0, . . . , 0), with θj := 2π
j − 1
k
.
Observe that the function (6.1) satisfies the symmetries (2.3), (2.4) and (2.5). We assume that
the integer k is large, and that the parameters λ and τ are given by
λi :=
ℓ
2
n−2
i
k2
, τi :=
ti
k
1− 2
n−1
, if n > 4,
λi :=
ℓ2i
k2(ln k)2
, τi :=
ti√
ln k
, if n = 3,
where η < ℓi, ti < η
−1 (6.2)
for some η small and fixed, independent of k, for any k large enough. The doubling of the
equatorial Γ with an even number of circles is the content of next
Theorem 6.1. Let n > 3 and let k be a positive integer. Then for any sufficiently large k there
is a finite energy solution to (1.1) of the form
u(y) = u2m[λ, τ ](y) + ok(1)(1 + |λ|−
n−2
2 ),
where the term ok(1)→ 0 uniformly on compact sets of Rn as k →∞.
The solution in Theorem 6.1 has the form
u(y) = u2m[λ, τ ](y) + φ(y), φ = ψ +
k∑
j=1
m∑
i=1
(φ¯ij + φij)
where φij, φij , i = 1, . . . ,m, j = 1, . . . , k, and ψ solve the following system of coupled non linear
equations
∆φij + pγ|u2m|p−1ζ ijφij + ζ ij
[
pγ|u2m|p−1ψ + E2m + γN(φ)
]
= 0, (6.3)
∆φ
ij
+ pγ|u2m|p−1ζ ijφij + ζ ij
[
pγ|u2m|p−1ψ + E2m + γN(φ)
]
= 0, (6.4)
∆ψ + pγUp−1ψ + pγ(|u2m|p−1 − Up−1)(1−
k∑
j=1
m∑
i=1
(ζij + ζ ij))
+ pγUp−1[
k∑
j=1
m∑
i=1
(ζij + ζ ij)]ψ + pγ|u2m|
p−1
k∑
j=1
m∑
i=1
(1− ζ ij)φij
+ pγ|u2m|p−1
k∑
j=1
m∑
i=1
(1− ζ
ij
)φ
ij
+ (1−
k∑
j=1
m∑
i=1
(ζ ij + ζ ij))(E2m + γN(φ)) = 0.
(6.5)
The functions ζ ij are defined as ζj in (4.3) with ξ¯j replaced by ξ¯ij , and
ζ
ij
(y) := ζ ij(y1, y2,−y3, . . . , yn), E2m(y) := ∆u2m + γ|u2m|p−1u2m, y ∈ Rn,
and N(φ) := |u2m + φ|p−1(u2m + φ)− |u2m|p−1u2m − p|u2m|p−1φ. One can prove that
‖E2m‖∗∗ 6 Ck1−
n
q if n > 4, ‖E2m‖∗∗ 6 C(ln k)−1 if n = 3.
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Denoting yˆ := (y1, y2) and y
′ := (y3, . . . , yn), we assume that the functions φij and φij satisfy
φij(yˆ, y
′) = φi1(e
2π
(j−1)
k
iyˆ, y′), φi1(y) = |y|2−nφi1(|y|−2y),
φi1(y1, . . . , yα, . . . , yn) = φi1(y1, . . . ,−yα, . . . , yn), α = 2, 4, . . . , n,
and
φ
ij
(y) = φij(y1, y2,−y3, . . . , yn).
Moreover
(φij + φij)(y) = (φij + φij)(y1, y2,−y3, . . . , yn),
as well as (ζ ij + ζ ij) and (ζ ijφij + ζijφij).
For ρ > 0 small and fixed we assume in addition
m∑
i=1
‖φi1‖∗ 6 ρ,
where φi1(y) := λ
n−2
2 φi1(ξi1 + λy) and ‖ · ‖∗ is defined in (3.3).
Arguing as in Proposition 4.2, one proves that there exists a unique solution ψ = Ψ(φ11, . . . , φm1)
of (6.5), satisfying (4.11), (4.12) and (4.13). Besides
‖ψ‖∗ 6 C
(
m∑
i=1
‖φi1‖∗ + k1−
n
q
)
if n > 4, ‖ψ‖∗ 6 C
(
m∑
i=1
‖φi1‖∗ + (ln k)−1
)
if n = 3.
We replace the solution ψ = Ψ(φ11, . . . , φm1) of (6.5) in (6.3) and (6.4). Using the symmetries
we described before, it is enough to solve (6.3) for j = 1. We are thus left with a system of m
equations in φ1 = (φ11, . . . , φm1) unknowns
∆φi1 + pγ|u2m|p−1ζ i1φi1 + ζi1
[
pγ|u2m|p−1ψ + E2m + γN(φ)
]
= 0, i = 1, . . . ,m.
Instead of solving it directly, we first solve the auxiliary problem
∆φi1 + pγ|U i1|p−1φi1 + ζi1E2m + γNi(φ1, φ) = ci3Up−1i1 Zi3 + ci,n+1Up−1i1 Zi,n+1, (6.6)
where
Ni(φ1, φ) := p(|u2m|p−1ζ1 − |U i1|p−1)φi1 + ζ1
[
p|u2m|p−1Ψ(φ1) +N(φ)
]
,
Ziα(y) := λ
−n−2
2 Zα
(
y − ξi1
λ
)
, α = 3, n+ 1
and
ci3 :=
∫
Rn
(ζ i1E2m + γNi(φ1, φ))Z i3∫
Rn
U
p−1
i1 Z
2
i3
, ci,n+1 :=
∫
Rn
(ζ i1E2m + γNi(φ1, φ))Z i,n+1∫
Rn
U
p−1
i1 Z
2
i,n+1
.
Arguing as in Proposition 4.6, one proves that there exists a unique solution φi1 = φi1(l, t) of
(6.6), that satisfies
‖φi1‖∗ 6 Ck−
n
q if n > 4, ‖φi1‖∗ 6
C
k ln k
if n = 3,
and
‖N(φi1, φ)‖∗∗ 6 Ck−
2n
q if n > 4, ‖N(φi1, φ)‖∗∗ 6
C
(k ln k)2
if n = 3,
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where φi1(y) := λ
n−2
2 φi1(ξi1 + λy) and N(φi1, φ)(y) := λ
n+2
2 N(φi1, φ)(ξi1 + λy). Furthermore,
proceeding as in Proposition 4.8 and Proposition 4.9, there exist decompositions
φi1 = φ
s
i1 + φ
∗
i1, ψ(ξi1 + λy) = ψ
s(y) + ψ∗(y),
where φsi1 and ψ
s are even with respect to y3 and
|φ∗i1(y)| 6

C
λ
n−2
2
k
1
1+|y| if n > 4,
C λ
1/2
k(lnk)3
1
1+|y|α , 0 < α < 1, if n > 3,
|ψ∗(y)| 6 Cλk1−nq |y|(1 + |y|).
In order to complete the proof of Theorem 6.1, we need to find positive parameters ℓ1, . . . ℓm
and t1, . . . , tm entering in the definition of λ and τ in (6.2) so that for all i = 1, . . . ,m
ci3(ℓ, t) = ci,n+1(ℓ, t) = 0, ℓ = (ℓ1, . . . ℓm), t = (t1, . . . , tm). (6.7)
In dimension n > 4, this system decouples and becomes
anℓ
2
i − 1 +
1
k
2n−3
n−1
Θi,n+1,k(ℓ1, . . . ℓm, t1, . . . , tm) = 0, i = 1, . . . ,m,
bn
ℓi
tn−1i
− 1 + 1
k
n−3
n−1
Θi,3,k(ℓ1, . . . ℓm, t1, . . . , tm) = 0, i = 1, . . . ,m,
where an, bn are positive constants that are independent of k, and Θi,n+1,k, Θi,3,k are smooth
functions of their argument, which are uniformly bounded, together with their first derivatives,
as k →∞.
In dimension n = 3, the system becomes
a3ℓ
2
i − 1 +
ln ln k
ln k
Θi,4,k(ℓ1, . . . ℓm, t1, . . . , tm) = 0, i = 1, . . . ,m,
b3
ℓi
t2i
− 1 + ln ln k
ln k
Θi,3,k(ℓ1, . . . ℓm, t1, . . . , tm) = 0, i = 1, . . . ,m,
where a3, b3 are positive constants, and Θi,4,k, Θi,3,k are smooth functions of their argument,
which are uniformly bounded, together with their first derivatives, as k → ∞. A fixed point
argument gives the existence of ℓ and t solutions to (6.7). This concludes the proof of Theorem
6.1.
6.2. Odd number of circles. Let µ ∈ (0, 1) and define R so that µ2 + R2 = 1. Let k, m be
integer numbers and
u2m+1[µ, λ, τ ](y) := U(y)−
k∑
j=1
[
Uj(y) +
m∑
i=1
(
U ij(y) + U ij(y)
)]
(6.8)
where λ, τ , U ij and U ij are defined at the beginning of subsection 6.1 and (6.1), while
Uj(y) := µ
−n−2
2 U(
y − ξj
µ
), ξj := R(cos θj, sin θj, 0, 0, . . . , 0) θj := 2π
j − 1
k
.
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The function (6.8) satisfies the symmetries (2.3), (2.4) and (2.5). We assume that the integer k
is large, and that the parameters µ, λ and τ are given by
µ :=
ℓ
2
n−2
k2
if n > 4, µ :=
ℓ2
k2(ln k)2
if n = 3,
λi :=
ℓ
2
n−2
i
k2
, τi :=
ti
k
1− 2
n−1
, if n > 4, λi :=
ℓ2i
k2(ln k)2
, τi :=
ti√
ln k
, if n = 3,
(6.9)
where η < ℓ, ℓi , ti < η
−1 for some η small and fixed, independent of k, for any k large enough.
We have
Theorem 6.2. Let n > 3 and let k be a positive integer. Then for any sufficiently large k there
is a finite energy solution to (1.1) of the form
u(y) = u2m+1[µ, λ, τ ](y) + ok(1)(1 + (µ+ |λ|)−
n−2
2 ),
where the term ok(1)→ 0 uniformly on compact sets of Rn as k →∞.
The solution in Theorem 6.2 has the form
u(y) = u2m+1[µ, λ, τ ](y) + φ(y), φ = ψ +
k∑
j=1
[φj +
m∑
i=1
(φ¯ij + φij)],
with
φj(yˆ, y
′) = φ1(e2π
(j−1)
k
iyˆ, y′), φij(yˆ, y
′) = φi1(e
2π
(j−1)
k
iyˆ, y′), (6.10)
where yˆ := (y1, y2) and y
′ := (y3, . . . , yn). The functions φj , φij and φij also satisfy
φ1(y) = |y|2−nφ1(|y|−2y), φi1(y) = |y|2−nφi1(|y|−2y),
φi1(y1, . . . , yα, . . . , yn) = φi1(y1, . . . ,−yα, . . . , yn), α = 2, 4, . . . , n,
and
φ
ij
(y) = φij(y1, y2,−y3, . . . , yn).
Moreover
φj(y) = φj(y1, y2,−y3, . . . , yn), (φij + φij)(y) = (φij + φij)(y1, y2,−y3, . . . , yn).
Thanks to (6.10), it is enough to describe φ1, φi1, i = 1, . . . ,m. The functions φ1, φi1 and ψ
solve the following system of coupled non linear equations
∆ψ + pγUp−1ψ + [pγ(|u2m+1|p−1 − Up−1)(1 −
k∑
j=1
[ζj +
m∑
i=1
(ζ ij + ζ ij)])
+ pγUp−1[
k∑
j=1
[ζj +
m∑
i=1
(ζ ij + ζij)]]ψ + pγ|u2m+1|p−1
k∑
j=1
m∑
i=1
(1 − ζ ij)φij
+ pγ|u2m+1|p−1
k∑
j=1
m∑
i=1
(1− ζ
ij
)φ
ij
+ pγ|u2m+1|p−1
k∑
j=1
(1− ζj)φj
+ (1−
k∑
j=1
[ζj +
m∑
i=1
(ζ ij + ζij)])(E2m+1 + γN(φ)) = 0,
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∆φ1 + pγ|U1|p−1φ1 + ζ1E2m+1 + γN(φ) = cn+1Up−11 Zn+1,
and, for i = 1, . . . ,m,
∆φi1 + pγ|U i1|p−1φi1 + ζi1E2m+1 + γNi(φ) = ci3Up−1i1 Zi3 + ci,n+1Up−1i1 Zi,n+1.
Here
E2m+1(y) := ∆u2m+1 + γ|u2m+1|p−1u2m+1, y ∈ Rn,
and N(φ) := |u2m+1 + φ|p−1(u2m+1 + φ) − |u2m+1|p−1u2m+1 − p|u2m+1|p−1φ. For any j,
ζj , ζ ij are defined as ζj in (4.3) with ξ¯j replaced respectively by ξj and ξ¯ij, and ζij(y) :=
ζ ij(y1, y2,−y3, . . . , yn). Moreover,
N(φ) := p(|u2m+1|p−1ζ1 − |U 1|p−1)φ1 + ζ1
[
p|u2m+1|p−1ψ +N(φ)
]
,
Ni(φ) := p(|u2m+1|p−1ζi1 − |U i1|p−1)φi1 + ζi1
[
p|u2m+1|p−1ψ +N(φ)
]
,
cn+1 :=
∫
Rn
(ζ1E2m+1 + γN(φ))Zn+1∫
Rn
U
p−1
1 Z
2
n+1
,
and
ci3 :=
∫
Rn
(ζi1E2m+1 + γNi(φ))Z i3∫
Rn
U
p−1
i1 Z
2
i3
, ci,n+1 :=
∫
Rn
(ζ i1E2m+1 + γNi(φ))Z i,n+1∫
Rn
U
p−1
i1 Z
2
i,n+1
.
where
Zα(y) := µ
−n−2
2 Zα
(
y − ξ1
µ
)
, Ziα(y) := λ
−n−2
2 Zα
(
y − ξi1
λ
)
, α = 3, n + 1.
It can be proved that
‖ψ‖∗ 6 C
(
m∑
i=1
‖φi1‖∗ + k1−
n
q
)
if n > 4, ‖ψ‖∗ 6 C
(
m∑
i=1
‖φi1‖∗ + (ln k)−1
)
if n = 3,
‖φ1‖∗ 6 Ck−
n
q if n > 4, ‖φ1‖∗ 6
C
k ln k
if n = 3,
‖φi1‖∗ 6 Ck−
n
q if n > 4, ‖φi1‖∗ 6
C
k ln k
if n = 3,
where φ1(y) := µ
n−2
2 φ1(ξ1+µy) and φi1(y) := λ
n−2
2 φi1(ξi1+λy), and the corresponding estimates
on their non symmetric part.
In order to complete the proof of Theorem 6.2, we need to find positive parameters ℓ, ℓ1, . . . ℓm
and t1, . . . , tm entering in the definition of µ, λ and τ in (6.9) so that for all i = 1, . . . ,m
cn+1(ℓ¯, t) = ci3(ℓ¯, t) = ci,n+1(ℓ¯, t) = 0, ℓ¯ = (ℓ, ℓ1, . . . ℓm), t = (t1, . . . , tm). (6.11)
In dimension n > 4, this system decouples at main order and becomes
anℓ
2 − 1 + 1
k
2n−3
n−1
Θn+1,k(ℓ, ℓ1, . . . ℓm, t1, . . . , tm) = 0,
anℓ
2
i − 1 +
1
k
2n−3
n−1
Θi,n+1,k(ℓ, ℓ1, . . . ℓm, t1, . . . , tm) = 0, i = 1, . . . ,m,
bn
ℓi
tn−1i
− 1 + 1
k
n−3
n−1
Θi,3,k(ℓ, ℓ1, . . . ℓm, t1, . . . , tm) = 0, i = 1, . . . ,m,
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where an, bn are positive constants, and Θn+1,k, Θi,n+1,k, Θi,3,k are smooth functions of their
argument, which are uniformly bounded, together with their first derivatives, as k →∞.
In dimension n = 3, system (6.11) decouples and becomes
a3ℓ
2 − 1 + ln ln k
ln k
Θ4,k(ℓ, ℓ1, . . . ℓm, t1, . . . , tm) = 0,
a3ℓ
2
i − 1 +
ln ln k
ln k
Θi,4,k(ℓ, ℓ1, . . . ℓm, t1, . . . , tm) = 0, i = 1, . . . ,m,
b3
ℓi
t2i
− 1 + ln ln k
ln k
Θi,3,k(ℓ, ℓ1, . . . ℓm, t1, . . . , tm) = 0, i = 1, . . . ,m,
where a3, b3 are positive constants, and Θ4,k, Θi,4,k Θ3,k are smooth functions of their argument,
which are uniformly bounded, together with their first derivatives, as k → ∞. A fixed point
argument gives the existence of ℓ and t solutions to (6.11).
Appendix: Some useful computations
Proof of (2.11) and (2.12). By definition
k∑
j=2
1
|ξ1 − ξj |n−2
=
1
Rn−2(1− τ2)n−22

 k∑
j=2
1
[2 (1 − cos θj)]
n−2
2

 , θj = 2πj − 1
k
.
Then, for k large, we get
k∑
j=2
1
[2(1 − cos θj)]
n−2
2
=
{
kn−2An (1 +O(σk)) if n > 4,
k ln kA3 (1 +O(σk)) if n = 3,
where
An :=
1
(2π)n−2
∞∑
j=1
j2−n, A3 := (2π)−1 and σk :=


k−2 if n > 5,
k−2 ln k if n = 5,
k−1 if n = 4,
(ln k)−1 if n = 3.
Therefore (2.11) follows. We also observe that, for n > 4,
k∑
j=1
1
|ξ1 − ξj |n−2
=
1
Rn−2
k∑
j=1
1
[4τ2 + 2(1 − τ2)(1− cos θj)]
n−2
2
=
1
(2R)n−2τn−2

 k∑
j=1
1
[1 + π2 1−τ2
τ2
( j−1k )
2]
n−2
2

 (1 +O(τ2)),
and for n = 3,
k∑
j=1
1
|ξ1 − ξj|
=
1
2Rτ

 k∑
j=1
1
[1 + π2 1−τ2
τ2
( j−1k )
2]
n−2
2

 (1 +O(| ln τ |−1)).
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If n > 4, using (2.6) we get
k∑
j=1
1
[1 + π2 1−τ2τ2 (
j−1
k )
2]
n−2
2
=
(∫ k−1
0
dx
(1 + π2 1−τ2τ2 (
x
k )
2)
n−2
2
)
(1 +O((kτ)−2))
=
kτ
π
√
1− τ2

∫ π
√
1−τ2
τ
k−1
k
0
ds
(1 + s2)
n−2
2

 (1 +O((kτ)−2))
=
kτ
π
√
1− τ2
(∫ ∞
0
ds
(1 + s2)
n−2
2
)
(1 +O((kτ)−2) +O(τn−3)).
(6.12)
If n = 3,
k∑
j=1
1
[1 + π2 1−τ2
τ2
( j−1k )
2]
1
2
=
kτ
π
√
1− τ2

∫ π
√
1−τ2
τ
k−1
k
0
ds
(1 + s2)
1
2

 (1 +O((kτ)−2))
=
kτ
π
√
1− τ2
(
ln(π
√
1− τ2
τ
k − 1
k
+
√
1 + π2
1− τ2
τ2
(
k − 1
k
)2)
)
(1 +O((kτ)−2))
=
kτ
π
√
1− τ2 ln(
2π
τ
) (1 +O(τ2| ln τ |−1)).
(6.13)
Combining (6.12) and (6.13) we obtain the validity of (2.12).
Analogous computations provide
k∑
j=1
1
|ξ1 − ξj |n
=
{
Cn
k
τn−1
(
1 +O((τk)−2)
)
if n > 5,
Cn
k
τn−1
(
1 +O(τn−1)
)
if n = 3, 4,
Cn :=
1
2nπ
∫ ∞
0
ds
(1 + s2)
n
2
.
(6.14)
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