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Abstract 
Wireless sensor network (WSN) is an 
evolving research topic with potential 
applications. In WSN, the nodes are 
spatially distributed and determining the 
path of transmission high challenging.   
Localization eases the path determining 
process between source and destination. The 
article, describes the localization techniques 
based on wireless sensor networks. Sensor 
network has been made viable by the 
convergence of Micro Electro- Mechanical 
Systems technology. The mobile anchor is 
used for optimizing the path planning 
location-aware mobile node. Two 
optimization algorithms have been used for 
reviewing the performacne. They are Grey 
Wolf Optimizer(GWO) and Whale 
Optimization Algorithm(WOA). The results 
show that WOA outperforms in maximizing 
the localization accuracy. 
Keywords: Wireless Sensor Network, 
Localization, Mobile Node, 3D path 
planning 
 
1. Introduction 
Micro-Electro-Mechanical 
Systems(MEMS) is identified as most 
promising technology in wireless 
communications and digital electronics 
which enabled the development of low-cost, 
low-power, multifunctional sensor nodes 
that are small in size and communicate in 
short distances [1]. Large sensors use some 
complex techniques to distinguish the 
targets from environmental noise are 
required. Mobility-assisted localization 
technique is used for path planning in three 
dimensions [16-27]. The mobile anchor is 
used to optimize the path planning location 
and also avoid the obstacles. Two 
algorithms, Grey Wolf Optimization(GWO) 
and Whale Optimization Algorithm(WOA) 
which is used in optimization wherein 
minimizes the localization error and 
maximizes the localization rate [28-39]. 
 
2. Localization: 
Localization is one of the key 
technologies in Wireless Sensor Networks. 
We discuss sensor node localization 
schemes are having different features used 
for different applications. Different 
algorithms of localization are used for static 
sensor nodes and mobile sensor nodes. 
Localization is estimated through 
communication between the localized node 
and un-localized node for determining their 
geometrical placement or position. 
 
Lateration: It occurs when the distance 
between nodes is measured to estimate 
location [2]. 
Angulation: It occurs when the angle 
between nodes is measured to estimate 
location. 
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 Trilateration: Location of the nodeis 
estimated through distance measurement 
from three nodes. Here intersection of three 
circles is calculated, which gives a single 
point which is a position of the unlocalized 
node. 
Multilateration: It is the concept where 
more than three nodes are used in location 
estimation. 
Triangulation: It is the mechanism to 
measure two localized in which has two 
angles of an un-localized node. 
Trigonometric laws, rule of sines and 
cosines are used to estimate node position. 
 
3. Mobile anchor: 
Mobile Anchor Nodes (MANs) is an 
encouraging method to localize the 
unknown nodes, which are equipped with 
GPS units moving among unknown nodes 
and occasionally broadcasting their current 
locations to help nearby mysterious nodes 
with localization [3] [4]. 
There are two issues in MANNAL 
algorithms, to design movement trajectories 
that mobile anchor nodes should move along 
in a given monitoring area to improve the 
localization performance of WSNs. 
Another research issue of MANNAL 
algorithms is the localization methods by 
which unknown nodes calculate their 
position based on the beacon packets 
received from location-aware mobile 
anchors nodes as they move through the 
monitoring area. These algorithms work on 
mobile anchor nodes together with reference 
nodes to help unknown nodes with 
localization. 
 
3.1 Basic terminologies 
Anchor (Beacon) Node: To localize a WSN 
in the global coordinate system, some 
special sensor nodes should be aware of 
their positions in advance either from GPS 
or by manually placed. 
Mobile anchor (Beacon) Node: As soon as 
the initial deployment is done, automatically 
the anchor node will move. 
Anchor (Beacon) Packet: The data packet 
broadcasted by Mobile Anchor nodes 
periodically. 
Anchor (Beacon) Point: Virtual 
coordinates broadcasted by Mobile Anchor 
nodes periodically, which is part of the 
anchor. 
In three –dimensional environment mobile 
node localization algorithm cannot meet the 
actual application. Least Square Support 
Vector Regression (LSSVR) and Kalman 
Filter (KF) is based on Hybrid mobile node 
localization [5]. The KF model is used to 
iterate and correct the measured distance to 
obtain the distance between the unknown 
node and each anchor node and the LSSVR 
localization model is employed to obtain the 
estimated location of the unknown nodes. 
KF-LSSVR reduces the localization error 
and localization accuracy. Since it has a 
range error, RSSI ranging method is used. 
 
Movement of MA and localization is 
performed in two aspects are a procedure on 
unknown node side and procedure in Mobile 
anchor side. 
3.2 Procedure in unknown node side: 
 All UNs are distributed 
randomly 
 Each node initiates a neighbor 
table, which includes all 
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 neighbor node located within 
the communication range. 
 Each UN will wait for MA 
arrival. 
 Once three varied points are 
received, the UN estimates its 
location. 
 When UN gets its location 
estimation, it turns to RN, and 
update in the table. 
 Each RN will share updates 
with the neighboring node 
shown in Figure 1 [6]. 
 
 
4. Mobility-Assisted localization: 
Mobile-assisted localization method which 
employs a mobile user to assist in measuring 
distances between node pairs until these 
distance constraints form a “globally rigid” 
structure that guarantees a unique 
localization [7]. A roving human or robot 
wanders through an area, collecting distance 
information between the nodes and itself. 
 
4.1 Anchor Free Localization: 
Once we get enough inter-node distance to 
build a rigid graph of the nodes, we can run 
away several localization schemes to 
compute node coordinates. Some of these 
localization schemes assume the availability 
of a fraction of an anchor node with already 
known position information for computing 
node coordinates [8]. It does not need any 
distance information. 
 
 
Figure1: The node localization process in the UN 
 
MANAL has some path planning schemes, 
but most scenarios assume the absence of 
obstacles in the environment. However, in a 
realistic environment, sensor  
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 nodes cannot be located because the 
obstacles block the path traversed by the 
MAN, thereby rendering the sensor 
incapable of receiving sufficient three 
location information from the MAN. The 
sensor location problem owing to obstacle 
blockage is solved by Obstacle-Tolerant 
Path Planning (OTPP) approach [9]. OTPP 
can be solved by approximation the 
optimum beaconPoint number and path 
planning, thereby ensuring that all the 
unknown nodes can receive the three 
location information from the MAN and 
reduce the number of MAN broadcast 
packet times. OTPP reduces the total 
number of beacon points utilized than Z-
Curves. OTPP performs better than the Z-
curve as the total number of beacon points is 
reduced, localization errors lowered and 
coverage increased. This implies that OTPP 
is more adaptive to obstacle-present 
environments. An obstacle with mobility or 
3D spaces in path planning is proposed in 
future. 
 
5. Grey Wolf Optimizer(GWO) 
Grey Wolf Optimizer (GWO) is a 
new metaheuristic algorithm that mimics the 
natural leadership hierarchy system of grey 
wolves. Four types of grey wolves such as 
alpha, beta, delta, and omega are employed 
for simulating the leadership hierarchy. 
There are 29 famoustest functions, and the 
solutions are verified by a comparative study 
with Particle Swarm Optimization (PSO), 
Gravitational Search Algorithm (GSA), 
Differential Evolution (DE), Evolutionary 
Programming (EP), and Evolution Strategy 
(ES). The results show that the GWO 
algorithm can provide very competitive 
results compared to these well-known meta-
heuristics [10]. 
 
6. Whale Optimization Algorithm (WOA) 
It is a Meta-heuristic optimization algorithm 
becoming more and more popular in 
engineering applications. They rely rather on 
simple concepts and are easy to implement, 
they do not require gradient information, 
and they can bypass local optima and can be 
utilized in a wide range of problems 
covering different disciplines. The search for 
prey, encircling prey, and bubble-net 
foraging behavior of humpback whales are 
the three operators used in the proposed 
model. 
 
7. Optimization techniques: 
                Maximal energy efficiency, the 
shortest delay, the longest network lifetime, 
the highest reliability, and the most balanced 
distribution of the nodes’ residual energy, or 
the trade-offs among the above objectives 
[11]. Multi-Objective Optimization is 
adopted to solve many problems, since it 
may be more consistent. 
Existing single- and multi-objective 
optimization techniquesare described. 
Thereafter, a newly developed simulated 
Annealing-based multi-objective 
optimization technique named the archived 
multi-objective simulated annealing-based 
optimization technique (AMOSA). The 
different search optimization techniques are 
single objective optimization technique and 
multi-objective optimization technique. 
 
7.1 Single objective optimization 
technique: 
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 Different optimization techniques that 
are classified into three types, 
 Calculus-based techniques. 
 Enumerative techniques. 
 Random techniques. 
Numerical methods are also called a 
calculus-based method which uses a set of 
necessary and sufficient conditions that must 
be satisfied by the solution of the 
optimization problem. They are further 
subdivided into direct and indirect search 
models. Direct search methods perform hill 
climbing in the function space by moving in 
a direction related to the local gradient. In 
the indirect method, the solution is solved 
using a set of equations resulting from 
setting the gradient of the objective function 
to zero. 
 
7.2 Genetic algorithm: 
Genetic algorithms (GAs), which are 
efficient, adaptive, and robust search and 
optimization processes, use guided random 
choice as a tool for guiding the search in 
very large, complex, and multimodal search 
spaces. The basic principles and features of 
genetic algorithms shown in Figure 2. 
The normal optimization and search 
procedures are different in GA in four ways, 
 GAs work with a coding of the 
parameter set, not with the 
parameters themselves. 
 GAs work simultaneously with 
multiple points, and not with a single 
point. 
 GAs search via sampling (blind 
search) using only the payoff 
information. 
 GAs search using stochastic 
operators, not deterministic rules, to 
generate new solutions [12]. 
Figure: 2 explain the basic steps of the 
genetic algorithm. For example, a 
population is initialized first then it performs 
the job with decoded version then the fitness 
value is computed. It checks for the fitness 
value then it terminates the process. If it 
doesn’t get the fitness value, then it again 
reproducesand the process continues until it 
gets the fitness value. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Basic steps of genetic algorithm 
 
8. Multi-objective optimization: 
Multi-objective optimization is an integral 
part of optimization activities and has 
Compute fitness value 
Termination? 
Reproduce/select strings to 
create new mating pool 
Generate new population by 
crossover and mutation 
Stop 
Perform the job with decoded 
versions of the string 
Initialize the population 
Yes  
No  
International Journal of Pure and Applied Mathematics Special Issue
13401
 tremendous practical importance since 
almost all real-world optimization problems 
are ideally suited to be modeled using 
multiple conflicting objectives. Figure 3 
shows the framework of multi-objective 
PSO. 
8.1Evolutionary multi-objective 
optimization: 
The popular and useful field of 
research and application is Evolutionary 
Multi-Objective optimization (EMO). 
Evolutionary optimization (EO) algorithms 
use a population based approach in which 
more than one solution participates in 
iteration and evolves a new population of 
solutions in the each iteration [13]. 
A multi-objective optimization 
problem includes a number of objective 
functions which are to be either minimized 
or maximized. 
 
 
Figure 3: Framework for multi-objective PSO 
 
The application outside the realm of solving 
multi-objective optimization problems per 
second is the act of finding multiple trade-
off solutions using an EMO procedure. The 
concept of finding multiple trade-off 
solutions using an EMO procedure is 
applied to solve other kinds of optimization 
problems that are otherwise not multi-
objective. For example, to solve constrained 
single-objective optimization problems by 
converting the task into a two-objective 
optimization task of additionally minimizing 
an aggregate constraint violation using EMO 
concept. 
9. Three-dimensional path planning 
Two-dimensional (2D) path planning 
models have been proposed in recent years, 
many WSNs’ realistic applications are 
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 applied in three-dimensional (3D) regions. A 
three-dimensional path planning model for 
mobile anchor-assisted localization is 
introduced in WSN [14]. Proposed model 
offers higher performance regarding 
localization accuracy with a lower error rate 
in comparison to other proposed models. 
In 2D scenarios, when three different 
points are known, the unknown node can 
estimate its location. However, in 3D 
environments, the unknown node can 
estimate its location when four different 
points are reached [15]. 
 
Figure 4 depicts a set of points and the 
nearest non-domination front. 
 
 
 
 
Figure 4: A set of points and the nearest non-domination front    
 
9.1Fuzzy–logic based path planning: 
Dynamic Fuzzy-Logic Based Path 
Planning for Mobility-Assisted Localization 
in Wireless Sensor Networks uses the 
Fuzzy-Logic based Path Planning for 
Mobile Anchor-Assisted Localization in 
WSNs (FLPPL) technique and 
implementing RSSI (Received Signal 
Strength Indicator) [4]. RSSI improves the 
accuracy of localization. To analyze the 
effectiveness of the mobility models 
Weighted Centroid Localization (WCL) and 
Weight- Compensated Weighted Centroid 
Localization (WCWCL) were implemented. 
It produces localization accuracy and 
localization ratio. It is not obstacle-free, an 
insignificant number of sensor nodes and the 
inputs of the fuzzy system might be affected. 
 
10. Conclusion: 
In this paper, we discuss the various 
localization techniques used in Wireless 
Sensor Networks and Mobile–Assisted 
localization node for path planning using 
GWO and WOA algorithms. The future 
work is to implement Three Dimensional 
optimization technique and also use Mobile 
Anchor for irregular obstacle avoidance 
which results in localization accuracy and 
localization rate. 
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