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Inanearlierpaper [R. Bhatia, T. Jain,Higherorderderivatives andper-
turbation bounds for determinants, Linear Algebra Appl. 431 (2009)
2102–2108] we gave formulas for derivatives of all orders for the
map that takes a matrix to its determinant. In this paper we con-
tinue that work, and find expressions for the derivatives of all orders
for the antisymmetric tensor powers and for the coefficients of the
characteristic polynomial. We then evaluate norms of these deriva-
tives, and use them to obtain perturbation bounds.
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1. Introduction
The derivative of the determinant map on the space of n × n matrices is given by a well-known
formula due to Jacobi. In a recent work [6], we derived expressions for higher order derivatives of this
map. This paper is a continuation of that work. We derive here formulas for derivatives of all orders
for the map ∧k that takes an n × n matrix to its kth antisymmetric tensor power (also called the kth
exterior power, the kth compound, or the kth Grassmann power). When k = n this reduces to the
determinant.
Further from the formulas for the derivatives of themap∧k we calculate norms of these derivatives,
and they in turn lead to interesting perturbation bounds. This supplements the work of Bhatia and
Friedland [5] who found a very interesting expression for the norm of the first order derivative of the
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kth antisymmetric power. Norms of the first derivatives of other multilinear powers were evaluated
by Bhatia and Dias da Silva in [4].
As a consequence of our investigation on the derivatives of the kth antisymmetric powers, we also
derive formulas for the derivatives of the map that takes an n × n matrix A to the kth coefficient of
its characteristic polynomial. We give various bounds for the norms of these derivatives and obtain
perturbation bounds for the coefficients as a corollary.
We refer to Section X.4 in [2] for basic ideas on matrix differentiation and notations. The subject
is discussed in detail in the book by Magnus and Neudecker [9] and much information on matrix
perturbation theory can be found in [3].
Let H be an n dimensional Hilbert space. We identify each linear operator on H with its matrix
representation with respect to the standard basis ofH. Thus the space of linear operators onH can be
identifiedwith the spaceM(n) of all n×nmatrices. Let⊗k H = H⊗· · ·⊗H denote the k-fold tensor
product ofH. We denote by∧kH the space of antisymmetric tensors. Then∧kH is an
(
n
k
)
dimensional
Hilbert space.
For a linear operator A on H, we denote its k-fold tensor product by⊗k A. This operator on⊗k H
leaves the subspace ∧kH invariant. We denote its restriction to ∧kH by ∧kA and call it the kth anti-
symmetric tensor power of A. Thus for each k ≤ n, the map∧k takes each A ∈M(n) to∧kA ∈M(
(
n
k
)
).
The mth derivative of the map ∧k at a point A is a map Dm ∧k A from the m-fold productM(n) ×
· · · ×M(n) intoM(
(
n
k
)
). This map is linear in each of them arguments and is symmetric in them. Its
value at a point (X1, . . . , Xm) is
Dm ∧k A(X1, . . . , Xm) = ∂
m
∂t1 · · · ∂tm
∣∣∣∣∣
t1=···=tm=0
∧k (A + t1X1 + · · · + tmXm). (1.1)
We derive an explicit formula for this derivative. As is usual inmultilinear algebra, we need to establish
a notation involving multiindices.
For 1 ≤ m ≤ n, we denote by Qm,n, the set of multiindices α = (α1, . . . , αm) with 1 ≤ α1 <· · · < αm ≤ n. Let α = (α1, . . . , αl) ∈ Ql,n and β = (β1, . . . , βm) ∈ Qm,n. If {α1, . . . , αl} ∩{β1, . . . , βm} = ∅, then we say α ∩ β = (0). In this case the element (γ1, . . . , γl+m) of Ql+m,n with{γ1, . . . , γl+m} = {α1, . . . , αl, β1, . . . , βm} is denoted by α ∪ β . For any elements α and β of Ql,n
and Qm,n, respectively we write α ⊆ β if {α1, . . . , αl} ⊆ {β1, . . . , βm}. Further whenever α ⊆ β ,
we denote by β − α, the element (γ1, . . . , γm−l) of Qm−l,n where {γ1, . . . , γm−l} = {β1, . . . , βm} \{α1, . . . , αl}.
We set Q0,n to be the singleton {(0)}. If β ∈ Qm,n for any 0 ≤ m ≤ n, then we always have (0) ⊆ β
and β − (0) = β .
For each α in Qm,n, we denote the number α1 + · · · + αm by |α|. Let β = (β1, . . . , βn−m) =
(1, . . . , n) − α ∈ Qn−m,n. We define πα to be the permutation on {1, . . . , n} by πα(αi) = i for i =
1, . . . ,m andπα(βj) = m+j for j = 1, . . . , n−m. Then for eachγ = (γ1, . . . , γl) ∈ Ql,nwithγ ⊆ α,
(πα(γ1), . . . , πα(γl)) ∈ Ql,m. We denote this l-tuple by πα(γ ). Thus we have πα(α) = (1, . . . ,m)
and πα(γ ) ∈ Ql,m. In fact πα is a bijection from the set of all γ ∈ Ql,n with γ ⊆ α onto the set Ql,m.
Let A ∈M(n) and letα, β ∈ Qk,n. Then A[α|β] denotes the k×kmatrix obtained from A by picking
its entries from the rows corresponding toα and the columns corresponding toβ , and A(α|β) denotes
the (n − k) × (n − k) matrix obtained from A by deleting these entries, that is, A(α|β) = A[α′|β ′],
where α′ = (1, . . . , n) − α and β ′ = (1, . . . , n) − β . The elements of any matrix B ∈ M(
(
n
k
)
) can
be indexed by the elements of Qk,n under the lexicographic ordering.
Let X1, . . . , Xm be linear operators onH. The operator
1
m!
∑
σ∈Sm
Xσ(1) ⊗ Xσ(2) ⊗ · · · ⊗ Xσ(m), (1.2)
on the space
⊗m H leaves invariant the space ∧mH.We use the notation
X1 ∧ X2 ∧ · · · ∧ Xm (1.3)
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for the restriction of the operator (1.2) to the subspace∧mH.We identify the operator X1 ∧ · · · ∧ Xm
with its matrix representation with respect to the standard basis of the space ∧mH [2, Chapter I].
Furthermore if X1 = · · · = Xm = X, say, then X1 ∧ · · · ∧ Xm = ∧mX. The matrix of ∧mX in the
standard basis of ∧mH has its (α, β)th entry det(X[α|β]) for α, β ∈ Qm,n.
Let Y be any
(
n
m
)
×
(
n
m
)
matrix andα, β be any elements ofQk−m,n.We define thematrix Y (k)(α, β)
to be the
(
n
k
)
×
(
n
k
)
matrix whose (γ, δ)th entry is given by (−1)|πγ (α)|+|πδ(β)|yγ−α,δ−β if α ⊆ γ and
β ⊆ δ, and is 0 otherwise.
Theorem 1.1. Let 1 ≤ m ≤ k ≤ n and A ∈M(n). Then themth order derivative of the kth antisymmetric
power ∧kA of A is given by
Dm ∧k A(X1, . . . , Xm) = m! ∑
α,β∈Qk−m,n
det(A[α|β])(X1 ∧ · · · ∧ Xm)(k)(α, β). (1.4)
In particular,
Dm ∧k A(X, . . . , X) = m! ∑
α,β∈Qk−m,n
det(A[α|β])(∧mX)(k)(α, β). (1.5)
Let s1(A) ≥ · · · ≥ sn(A) be the singular values of the n × nmatrix A. Then the operator norm of A,‖A‖ = s1(A). The norm of the map Dm ∧k A is defined as
‖Dm ∧k A‖ = sup
‖X1‖=···=‖Xm‖=1
‖Dm ∧k A(X1, . . . , Xm)‖. (1.6)
In our next result, we give the norms of the derivatives Dm ∧k A. The expression for the case
m = 1was given in Theorem 1 of [5] and that for the case k = nwas given in Theorem 4 of [6].
Theorem 1.2. For 1 ≤ m ≤ k ≤ n,
‖Dm ∧k A‖ = m! pk−m(s1(A), . . . , sk(A)), (1.7)
where for any x1, . . . , xr and s ≤ r, ps(x1, . . . , xr) denotes the sth elementary symmetric polynomial in
x1, . . . , xr .
The Ky Fan l-norm of an n× nmatrix A is defined as ‖A‖(l) = s1(A) + · · · + sl(A). Then from (1.7),
we obtain the following inequalities.
‖Dm ∧k (A)‖ ≤ m! ‖ ∧k−m A‖
(( kk−m))
. (1.8)
‖Dm ∧k A‖ ≤ k!
(k − m)! ‖A‖
k−m. (1.9)
Again as a corollary to Theorem 1.2 we obtain the following perturbation bound.
Corollary 1.3. Let A and X be n × n matrices. Then
‖ ∧k (A + X) − ∧k(A)‖
≤
k∑
m=1
pk−m(s1(A), . . . , sk(A))‖X‖m. (1.10)
Consequently,
‖ ∧k (A + X) − ∧k(A)‖ ≤ (‖A‖ + ‖X‖)k − ‖A‖k. (1.11)
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2. Proofs
Recall that∧k is a map that takes each n × nmatrix A to an
(
n
k
)
×
(
n
k
)
matrix∧kAwhose (α, β)th
entry (α, β ∈ Qk,n) is given by detA[α|β]. In [6], three different expressions for the higher order
derivatives of the determinant function were obtained. Using one of the expressions (Theorem 3 in
[6]), we will evaluate the higher order derivatives of the map ∧k.
For n × nmatrices X1, . . . , Xn, we define theirmixed discriminant [1,7] by
	(X1, . . . , Xn) = 1
n!
∑
σ∈Sn
det
[
X
σ(1)
[1] , . . . , X
σ(n)
[n]
]
. (2.1)
The expression in the square brackets is the matrix whose jth column is the jth column of Xσ(j). When
all Xj = X we have
	(X, . . . , X) = detX. (2.2)
Let X1, . . . , Xm be any operators on H. One can check that the (α, β)th entry of the
(
n
m
)
×
(
n
m
)
matrix X1 ∧ · · · ∧ Xm is the mixed discriminant
	(X1[α|β], . . . , Xm[α|β]).
Consequently, the (α, β)th entry of ∧mX is det(X[α|β]).
Also for α, β ∈ Qk−m,n, the (γ, δ)th entry of (X1 ∧ · · · ∧ Xm)(k)(α, β) is
(−1)|πγ (α)|+|πδ(β)|	(X1[γ − α|δ − β], . . . , Xm[γ − α|δ − β]) if α ⊆ γ β ⊆ δ,
and is 0 otherwise. (2.3)
Similarly the (γ, δ)th entry of the matrix (∧mX)(k)(α, β) is (−1)|πγ (α)|+|πδ(β)|det(X[γ − α|δ −
β]) if α ⊆ γ and β ⊆ δ, and is 0 otherwise.
From Theorem 3 in [6], for 1  m  n,we have
DmdetA(X1, . . . , Xm)
= m! ∑
α,β∈Qm,n
(−1)|α|+|β|det(A(α|β))	(X1[α|β], . . . , Xm[α|β])
= m! ∑
α,β∈Qn−m,n
(−1)|α|+|β|det(A[α|β])	(X1(α|β), . . . , Xm(α|β)). (2.4)
Since the (γ, δ)th element of ∧kA is det(A[γ |δ]), from (2.4), the mth order derivative Dm ∧k
A(X1, . . . , Xm) has the (γ, δ)th entry
m! ∑
α,β∈Qk−m,k
(−1)|α|+|β|det((A[γ |δ])[α|β])
	((X1[γ |δ])(α|β), . . . , (Xm[γ |δ])(α|β))
= m! ∑
α⊆γ,β⊆δ,α,β∈Qk−m,n
(−1)|πγ (α)|+|πδ(β)|det(A[α|β])
	(X1[γ − α|δ − β], . . . , Xm[γ − α|δ − β]). (2.5)
Now since the (γ, δ)th entry of (X1 ∧ · · · ∧ Xm)(k)(α, β) is given by (2.3), it is easy to check that
the matrix on the right hand side of (1.4) has the (γ, δ)th entry given by the final expression in (2.5).
Hence we obtain (1.4). Similarly we can obtain (1.5).
The proof of Theorem 1.2 is based on ideas similar to those used by Bhatia and Friedland in [5]. Let
A = USV be the singular value decomposition of A. Then by using (1.1) and the arguments similar to
those used in the proof of Lemma 1 of [5], we can prove the following lemma.
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Lemma 2.1. Let 1 ≤ m ≤ k ≤ n and let A be any n × n matrix. If A = USV is the singular value
decomposition of A, then
‖Dm ∧k A‖ = ‖Dm ∧k S‖. (2.6)
Note that for the diagonal matrix S, detS[α|β] = 0 if α = β and detS[β|β] = sβ1(A) · · · sβk(A),
where α, β ∈ Qk,n, β = (β1, . . . , βk). Therefore for the diagonal matrix S, (1.4) becomes
Dm ∧k S(X1, . . . , Xm)
= m! ∑
α∈Qk−m,n
det(S[α|α])(X1 ∧ · · · ∧ Xm)(k)(α, α). (2.7)
Let α ∈ Qk−m,n. Define an
(
n
k
)
×
(
n
m
)
matrix Pα = [Pαγ,δ]γ∈Qk,n,δ∈Qm,n by
Pαγ,δ =
⎧⎨
⎩ (−1)
|πγ (α)| if α ⊆ γ, δ = γ − α
0 otherwise
Now it can be easily checked that for any
(
n
m
)
×
(
n
m
)
matrix Y ,
Y (k)(α, β) = PαY(Pβ)t (2.8)
for all α, β ∈ Qk−m,n.
Let ‖X1‖ = · · · ‖Xm‖ = 1. Then from the definition of X1 ∧ · · · ∧ Xm, we obtain ‖X1 ∧ · · · ∧
Xm‖ ≤ 1 ([6]). Since (X1 ∧ · · · ∧ Xm)(k)(α, β) = Pα(X1 ∧ · · · ∧ Xm)(Pβ)t and ‖Pα‖ = ‖Pβ‖ = 1,
‖(X1 ∧ · · · ∧ Xm)(k)(α, β)‖ ≤ 1.
Givenα ∈ Qk−m,n andX1, . . . , Xm ∈M(n), let us denote, for convenience, (X1∧· · ·∧Xm)(k)(α, α)
by X˜(α).
Let x ∈ ∧kH. For each α ∈ Qk−m,n, let x(α) be the vector in ∧kH defined as x(α)γ = xγ if α ⊆ γ
and x(α)γ = 0 otherwise for γ ∈ Qk,n. Then
‖x(α)‖ =
⎡
⎣ ∑
γ∈Qk,nα⊆γ
|xγ |2
⎤
⎦1/2 . (2.9)
Next observe that for γ ∈ Qk,n if α is not contained in γ , then
X˜(α)γ,δ = 0 = X˜(α)δ,γ .
Hence X˜(α)x = X˜(α)x(α).
Now let ‖X1‖ = · · · = ‖Xm‖ = 1. Then by using ‖X˜(α)‖ ≤ ‖X1 ∧ · · · ∧ Xm‖ ≤ 1, we obtain
1
m! ‖D
m ∧k (S)(X1, . . . , Xm)x‖
=
∥∥∥∥∥∥
⎡
⎣ ∑
α∈Qk−m,n
det(S[α|α])X˜(α)
⎤
⎦ x
∥∥∥∥∥∥
=
∥∥∥∥∥∥
∑
α∈Qk−m,n
(det(S[α|α])X˜(α)x(α))
∥∥∥∥∥∥
≤
∥∥∥∥∥∥
∑
α∈Qk−m,n
det(S[α|α])x(α)
∥∥∥∥∥∥
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=
⎡
⎢⎣ ∑
γ∈Qk,n
⎛
⎝ ∑
α∈Qk−m,n,α⊆γ
det(S[α|α])
⎞
⎠2 |xγ |2
⎤
⎥⎦
1/2
≤ pk−m(s1(A), . . . , sk(A))‖x‖.
The last inequality follows from the fact that since
s1(A) ≥ · · · ≥ sn(A), for each γ = (γ1, . . . , γk) ∈ Qk,n∑
α∈Qk−m,n,α⊆γ
det(S[α|α])
= pk−m(sγ1(A), . . . , sγk(A))
≤ pk−m(s1(A), . . . , sk(A)).
Consequently, for ‖X1‖ = · · · = ‖Xm‖ = 1 we obtain
‖Dm ∧k A(X1, . . . , Xm)‖ ≤ m! pk−m(s1(A), . . . , sk(A)).
The two sides are equal when X1 = · · · = Xm = I. Thus we obtain (1.7).
Finally (1.10) in Corollary 1.3 is an easy consequence of Taylor’s Theorem [6] and Theorem 1.2, and
(1.11) follows from (1.10) and the fact that pk−m(s1(A), . . . , sk(A)) ≤
(
k
k−m
)
‖A‖k−m.
3. Corollaries
For any n×nmatrixA, the nth antisymmetric power ofA is its determinant. In this caseQn,n consists
of the single element γ = (1, . . . , n) and for any α, β ∈ Qn−m,n, α, β ⊆ γ . Also πγ (α) = α and
πγ (β) = β . Hence by using (2.3), we get that the matrix (X1 ∧ · · · ∧ Xm)(n)(α, β) is the scalar
(−1)|α|+|β|	(X1[γ − α|γ − β], . . . , Xm[γ − α|γ − β])
= (−1)|α|+|β|	(X1(α|β), . . . , Xm(α|β)).
Therefore we obtain as corollaries, the results on the derivatives of determinants that were derived in
[6].
Corollary 3.1. For 1 ≤ m ≤ n and A ∈M(n),
DmdetA(X1, . . . , Xm)
= ∑
α,β∈Qn−m,n
(−1)|α|+|β|detA[α|β]	(X1(α|β), . . . , Xm(α|β)). (3.1)
In particular,
DmdetA(X, . . . , X)
= ∑
α,β∈Qn−m,n
(−1)|α|+|β|detA[α|β]detX(α|β). (3.2)
Corollary 3.2. For n × n matrices A and X,
‖DmdetA‖ = m! pn−m(s1(A), . . . , sn(A)). (3.3)
and
|det(A + X) − det(A)| ≤
n∑
m=1
pn−m(s1(A), . . . , sn(A))‖X‖m. (3.4)
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Given an n × n matrix A, its characteristic polynomial fA(λ) is the polynomial of degree n in λ
defined by
fA(λ) = det(λI − A) = λn − c1(A)λn−1 + · · · + (−1)kck(A)λn−k + · · · + (−1)ncn(A). (3.5)
The coefficient ck(A) is the sum of the k × k principal minors of A. In other words, for each k =
1, . . . , n
ck(A) = Tr(∧k(A)). (3.6)
In particular, c1(A) = Tr(A) and cn(A) = det(A). Note that for each 1 ≤ k ≤ n, the map ck fromM(n)
toC is a composition of twomaps∧k :M(n) →M(
(
n
k
)
) and the tracemap Tr :M(
(
n
k
)
) → C. Hence
from Theorems 1.1, 1.2 and Corollary 1.3, we obtain the derivatives and the perturbation bounds for
the coefficients ck(A).
Corollary 3.3. Let 1 ≤ m ≤ k ≤ n and let A be an n × n matrix. Then
Dmck(A)(X
1, . . . , Xm)
= m! ∑
γ∈Qk,n
∑
α,β∈Qk−m,n,α,β⊆γ
(−1)|πγ (α)|+|πγ (β)|
×det(A[α|β]	(X1[γ − α|γ − β], . . . , Xm[γ − α|γ − β]). (3.7)
In particular,
Dmck(A)(X, . . . , X)
= m! ∑
γ∈Qk,n
∑
α,β∈Qk−m,n,α,β⊆γ
(−1)|πγ (α)|+|πγ (β)|det(A[α|β])
×det(X[γ − α|γ − β]). (3.8)
Proof. From (1.4) and (3.6), we have
Dmck(A)(X
1, . . . , Xm)
= TrDm ∧k (A)(X1, . . . , Xm)
= m!Tr
⎛
⎝ ∑
α,β∈Qk−m,n
det(A[α|β])(X1 ∧ · · · ∧ Xm)(k)(α, β)
⎞
⎠ . (3.9)
Then (3.7) is an easy consequence of the above equation and the fact that the (γ, γ )th entry of (X1 ∧
· · · ∧ Xm)(k)(α, β) is (−1)|πγ (α)|+|πγ (β)|	(X1[γ − α|γ − β], . . . , Xm[γ − α|γ − β]) if α, β ⊆ γ ,
and is 0 otherwise. Similarly (3.8) can be obtained from (1.5) and (3.6). 
Next we give another expression for the derivative Dmck(A). Let X
1, . . . , Xm be n × n matrices
and let us denote the
(
n
m
)
×
(
n
m
)
matrix X1 ∧ · · · ∧ Xm by X˜ . Now for given α ∈ Qk,n, consider the(
n
k−m
)
×
(
n
m
)
matrix Q(α) whose (γ, δ)th entry (γ ∈ Qk−m,n, δ ∈ Qm,n) is given by
Q(α)γ,δ =
⎧⎨
⎩ (−1)
|πα(γ )| if γ, δ ⊆ α, γ ∪ δ = α
0 otherwise
Now define the matrix X˜(α) = (Q(α)X˜Q(α)t)t , that is, X˜(α) is the ( n
k−m
)
×
(
n
k−m
)
matrix whose
(γ, δ)th entry (γ, δ ∈ Qk−m,n) is
(−1)|πα(γ )|+|πα(δ)|	(X1[α − δ|α − γ ], . . . , Xm[α − δ|α − γ ])
if γ, δ ⊆ α and is 0 otherwise.
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It can be easily checked that (3.7) can alternatively be expressed in the following form.
Theorem 3.4. Let 1 ≤ m ≤ k ≤ n and let A ∈M(n). Then
Dmck(A)(X
1, . . . , Xm) = m!Tr
⎛
⎝∧k−m(A)
⎛
⎝ ∑
α∈Qk,n
X˜(α)
⎞
⎠
⎞
⎠ . (3.10)
Since for any n × n matrix B, |Tr(B)| ≤ n‖B‖, by using (1.7) and the first equation in (3.9), we
obtain the following upper bound for the norm of the derivative Dmck(A).
‖Dmck(A)‖ = sup
‖X1‖=···=‖Xm‖=1
|TrDm ∧k (A)(X1, . . . , Xm)|
≤
(
n
k
)
sup
‖X1‖=···=‖Xm‖=1
‖Dm ∧k A(X1, . . . , Xm)‖
= m!
(
n
k
)
pk−m(s1(A), . . . , sk(A)). (3.11)
But by using (3.10), we can obtain a bound better than this. In the next theorem we shall show
that‖Dmck(A)‖ ≤ (n−k+m)!(n−k)! ‖ ∧k−m A‖1, where ‖ ∧k−m A‖1 denotes the trace norm of ∧k−mA. The
trace norm of A is defined as
‖A‖1 = s1(A) + · · · + sn(A).
The singular values of∧k−mA are the products sα1(A) · · · sαk−m(A), 1 ≤ α1 < · · · < αk−m ≤ n. Hence
‖ ∧k−m A‖1 = pk−m(s1(A), . . . , sn(A)). (3.12)
Theorem 3.5. Let 1 ≤ m ≤ k ≤ n and A ∈M(n). Then
‖Dmck(A)‖ ≤ (n − k + m)!
(n − k)! pk−m(s1(A), . . . , sn(A)). (3.13)
Proof. First recall that for given matrices X1, . . . , Xm ∈M(n)with ‖Xi‖ = 1, we have ‖X˜‖ ≤ 1. Then
for each α ∈ Qk,n, since ‖Q(α)‖ ≤ 1 and the operator norm is submultiplicative, we obtain
‖X˜(α)‖ = ‖(Q(α)X˜Q(α)t)t‖ = ‖Q(α)X˜Q(α)t‖ ≤ 1.
We shall show that ‖ ∑
α∈Qk,n
X˜(α)‖ ≤
(
n−k+m
m
)
.
For each x ∈ ∧k−mH and α ∈ Qk,n, we define the vector x(α) in∧k−mH by x(α)γ = xγ if γ ⊆ α and
x(α)γ = 0 otherwise. Then∥∥∥∥∥∥
⎛
⎝ ∑
α∈Qk,n
X˜(α)
⎞
⎠ x
∥∥∥∥∥∥ =
∥∥∥∥∥∥
∑
α∈Qk,n
(X˜(α)x(α))
∥∥∥∥∥∥
≤ ‖X˜‖
∥∥∥∥∥∥
∑
α∈Qk,n
x(α)
∥∥∥∥∥∥
≤
(
n − k + m
m
)
‖x‖. (3.14)
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The last inequality follows from the fact that for a givenγ ∈ Qk−m,n, x(α)γ = xγ for
(
n−k+m
m
)
number
of α ∈ Qk,n (precisely those α ∈ Qk,n for which γ ⊆ α).
From (3.14), we obtain
∑
α∈Qk,n
X˜(α) is a
(
n
k−m
)
×
(
n
k−m
)
matrix with
∥∥∥∥∥∥
∑
α∈Qk,n
X˜(α)
∥∥∥∥∥∥ ≤
(
n − k + m
m
)
.
Thus
sup
‖X1‖=···=‖Xm‖=1
∣∣∣∣∣∣Tr
⎛
⎝∧k−m(A)
⎛
⎝ ∑
α∈Qk,n
X˜(α)
⎞
⎠
⎞
⎠
∣∣∣∣∣∣
≤
(
n − k + m
m
)
sup
‖X‖≤1
|Tr(∧k−m(A)X)|.
Finally by using (3.10), the fact that the trace norm is dual to the operator norm [2, Chapter IV] and
(3.12), we obtain
‖Dmck(A)‖
≤ (n − k + m)!
(n − k)! ‖ ∧
k−m (A)‖1
= (n − k + m)!
(n − k)! pk−m(s1(A), . . . , sn(A)). 
For k = 1, D c1(A)(X) = Tr(X) and hence the two sides of (3.13) are equal in this case. Also since
cn(A) = detA, from Theorem 4 of [6], the inequality (3.13) becomes an equality for k = n. However
when 1 < k < n the inequalitymay be strict even for hermitianmatrices. Consider the 4×4 diagonal
matrix A =
⎛
⎜⎜⎜⎜⎜⎜⎝
−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎠
Then
D c3(A)(X) = Tr
⎛
⎝∧2A
⎛
⎝ ∑
α∈Q3,4
X˜(α)
⎞
⎠
⎞
⎠ , (3.15)
where ∧2(A) is the 6 × 6 diagonal matrix whose (γ, γ )th entry is −1 if γ ∈ {(1, 2), (1, 3), (1, 4)}
and is 1 if γ ∈ {(2, 3), (2, 4), (3, 4)}. Now by substituting ∧2A in (3.15) and using the definition of
X˜(α), (3.15) can be expressed as
D c3(A)(X) = 3x11 − x22 − x33 − x44 (3.16)
Thus it can be easily verified that ‖D c3(A)‖ = 6. But substituting appropriate values in (3.13), the
right hand side of (3.13) becomes 2 p2(1, 1, 1, 1) = 12.
However if A is a positive semidefinite matrix, then the two sides of (3.13) are equal.
For a givenmatrixA ∈M(n), letλ1(A), . . . , λn(A)be the eigenvalues ofA and letU be aunitaryma-
trix such thatUAU∗ = T ,whereT is a triangularmatrixwithdiagonal elementsλ1(A), . . . , λn(A). Then
|Dmck(A)(I, . . . , I)|
= m!
∣∣∣∣∣Tr
(
∧k−m(A)
((
n − k + m
m
)
I
))∣∣∣∣∣
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= m!
(
n − k + m
m
)
|Tr(∧k−mT)|
= (n − k + m)!
(n − k)! |pk−m(λ1(A), . . . , λn(A))|.
Hence we obtain the following bounds for the norms of the derivatives Dmck(A).
Corollary 3.6. For 1 ≤ m ≤ k ≤ n,
(n − k + m)!
(n − k)! |pk−m(λ1(A), . . . , λn(A))|
≤ ‖Dmck(A)‖
≤ (n − k + m)!
(n − k)! pk−m(s1(A), . . . , sn(A)). (3.17)
Consequently, if A is a positive semidefinite matrix, then
‖Dmck(A)‖ = (n − k + m)!
(n − k)! pk−m(s1(A), . . . , sn(A)). (3.18)
As a direct consequence of (3.13) and Taylor’s theorem,we obtain the following perturbation bound
for the kth coefficient of the characteristic polynomial of a matrix A.
|ck(A + X) − ck(A)| ≤
k∑
m=1
(
n − k + m
m
)
pk−m(s1(A), . . . , sn(A))‖X‖m. (3.19)
The above perturbation bound was obtained by Ipsen and Rehman in [8] for the special case of
normal matrices.
We end this paper with the following perturbation bound that follows from (3.19) and the fact that
Pk−m(s1(A), . . . , sn(A)) ≤
(
n
k − m
)
‖A‖k−m.
For any nonnegative integers p, q, r with q + r ≤ p, we denote by
(
p
q,r
)
, the trinomial coefficient
p!
q! r! (p−q−r)! .
Corollary 3.7. Let 1 ≤ k ≤ n and let A, X ∈M(n). Then
|ck(A + X) − ck(A)| ≤
k∑
m=1
(
n
k − m,m
)
‖A‖k−m‖X‖m. (3.20)
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