Abstract. We construct a family of steady solutions of the lake model perturbed by some small Coriolis force, that converge to a singular vortex pair. The desingularized solutions are obtained by maximization of the kinetic energy over a class of rearrangements of sign changing functions. The precise localization of the asymptotic singular vortex pair is proved to depend on the depth function and the Coriolis parameter, and it is independent on the geometry of the lake domain. We apply our result to construct a singular rotating vortex pair in a rotation invariant lake.
Introduction
Statement of the problem. The lake equations arise from the incompressible 3D Euler equations in a regime where the typical velocity magnitude is small in comparison to the magnitude of gravity waves (small Froude number regime Fr ≪ 1, see also [10] ). The velocity field v in the lake model may be understood as the horizontal velocity of a column water, whose total mass may vary according to the depth of the lake [10] . Global well-posedness of the lake equations has been studied by Levermore [23] , Huang & Chaocheng [14] .
The problem we study in this article is the asymptotic behavior of steady velocity fields that are constructed as maximizers of the kinetic energy
where dm is the Lebesgue measure in the plane R 2 ; in the regime where the vorticity in the lake vanishes: dµ {vortex exists} → 0 as ǫ → 0. Before formulating more precisely this problem, let us give some more motivation.
Let first consider the simplest case where the Coriolis force is null: f = 0; and the topography does not vary: b ≡ 1. Introducing the vorticity ω = curl(v) (and up to prescribe circulation conditions on ∂Ω), one may think of v as v = curl −1 (ω), which allows one to think off the energy as a function of ω only:
E(v) ≡ E(ω).
Moreover, applying curl on the evolution equation (second equation in the lake system),
we get the transport equation
These observations were the starting point for Arnold [1] and Benjamin [3] dm {ω t ≥ λ} = dm ω ≥ λ} , ∀λ ∈ R.
We say that such a field ω t is a dm-rearrangement of ω. The notion of rearrangement is a relaxed condition in comparison to the identity ω t = ω • D −1 t , since the regularity of the transformation D becomes out of concern. From this motivation, the following energy maximization principle has been extensively investigated by Arnold [1] , Benjamin [3] and Burton [7] [8] [9] : Find a maximizer of the energy E restricted on the set of all dmrearrangements of a given profile function ω ⋆ . The asymptotic of maximizers as dm {ω ǫ = 0} = ǫ 2 , ǫ → 0, has been studied by Turkington [27] [28] [29] , Turkington & Friedman [13] , and Elcrat & Miller [30] when ω ǫ is non sign changing: ω ǫ ≥ 0. The authors have shown that the family of maximizers {ω ǫ : ǫ > 0} tends to a Dirac mass as ǫ → 0, and the concentration point is chosen according to the geometry of ∂Ω (see also [19, 20, 22, 29] for similar results for the time-dependent problem, and [11, 26] for similar results based on other approaches).
The situation appears to be different in the lake model, when b is not constant. In fact,
Richardson [25] has shown that the motion of a singular non sign changing vortex is led by the depth function b, independently (at leading order) of the geometry of ∂Ω. More precisely, Richardson's formula states that the motion of the center of mass Z ǫ of a non sign changing potential vortex ζ ǫ with dµ {ζ ǫ > 0} = ǫ 2 , follows the evolution law
with S ǫ =ˆΩ ζ ǫ dµ. Note that an application of b −1 curl on the lake evolution equation yields the new transport equation It is also easy to check that ζ ǫ ∈ L p (Ω, dµ) and
The above growth factor log 
and if τ < 1, the only possible accumulation points of {(ζ ǫ ) − : ǫ > 0} as ǫ → 0, in the sense of convergence of probability measures on Ω, are Dirac masses δ x⋆ with
We briefly mention that theorem A will actually be proved for non necessarily simply connected domains, provided coherent circulation conditions are prescribed. Also, theorem A will be proved under slightly more general regularity assumptions on Ω and b, and covers two situations encountered in the literature: the case of a non vanishing depth function b [14, 17] , and the case of a degenerated depth function that vanishes as a polynomial of some regularized distance at the boundary [4, 18] . Although theorem A is stated for regular domains, we will be in position to deal with irregular domains as well.
In the case of a non perturbed lake (Ψ = 0), our energy maximizers look like singular vortex pairs as ǫ → 0, both located near a point of maximal depth b. If we add some small perturbation λΨ, the two parts of the pairs separate from each others, according to Ψ. The condition that the vortex strengtĥ 
Method and insights of the proof. The condition div bv = 0 together with curl(v) = bζ motivates to construct v as v = b −1 ∇ ⊥ ψ with ψ such that
This is an elliptic equation which may be solved on Ω, provided circulation conditions are prescribed. The function framework for this equation is discussed in the first section.
We prove that the solution ψ constructed above depends on ζ through an operator K. In appendix, we prove an integral expansion
where g is the Green's function for −∆ in Ω with Dirichlet boundary conditions, and [1,+∞) β∈ [0, 2) lim sup
or in other words: there exists β ∈ [0, 2), q ≥ 1 and a neighborhood U of ∂Ω such that, for all x ∈ U:
for some C > 0. Here δ q is the mean distance at the boundary of Ω of order q, as defined in [2] ; and it is well defined event for non regular domains. In comparison with [23] , we do not rely on a Muckenhoupt condition. In a second section, we recall some preliminaries in rearrangements theory, and we use the work of Burton [6] [7] [8] [9] to construct maximizers of the energy that are also solutions of the lake equations. In section 3, we exploit our integral representation to study asymptotic properties of energy maximizers as the vortex profile vanishes. The strategies of proof is to compare the maximal energy with the energy produces by very symmetric competitors, as one would do for the Euler equations.
However, since the relevant measure is dµ(x) = b(x) dx, we have to face some technical difficulties. We manage to prove a generalization of theorem A. The proof of theorem B is done in section 4. In the above definition, each ∂C i represents a shore. We allow C i to be the boundary of a closed connected compact set (in which case we represent an island), C i a curve, but we also allow C i to be reduced to a point shore, provided the depth function b is sufficiently regular in a neighborhood of C i . Here dm denotes the Lebesgue measure on Ω. We denote by H the set of those functions
, endowed with the scalar product
Since b is assumed to be positive on compact subsets of Ω, we have the set inclusion
defines a scalar product whose induced norm is equivalent to the norm induced by H.
Proof. The fact that it defines a scalar product is straightforward. For the equivalence between the norms, one first observe that
for all φ ∈ H 0 . For a converse inequality, one may write
Since Ω is a bounded set, we may apply the standard Poincaré's inequality to obtain some constant C 1 > 0 such that
and thus we have
1.3.
Circulations. In this section we show how we are going to solve a problem of the form (C)
Here above, the real numbers c 0 , . . . , c m ∈ R are fixed, and τ i denotes the tangent vector field associated with C i with clockwise orientation for i = 1, . . . , m, counterclockwise orientation for C 0 . Each quantity˛∂
represents the circulation of the velocity field
means that the curl of the vector field b −1 ∇ ⊥ φ is null, that is, no vortex is produced by this velocity field. Observe that from the circulation conditions we obtain
where η is the unit normal outward vector on Ω, and η i its restriction on ∂C i . For problem (C), this leads to the consistency condition
Since we work in an a priori rough setting (the normal vector τ i may not be defined), we understand problem (C) in the weak sense. Let us assume that, for all i = 0, . . . , m, we have constructed a function ψ i ∈ H that solves (T)
Here δ ij denotes the Kronecher's symbol. Then we would have
and therefore, if φ ∈ H is a solution of problem (C), we have
It is therefore natural to look for a solution φ ∈ H of problem (C) as a linear combination
where the coefficients α 0 , . . . , α m ∈ R should be chosen in such a way that 
This kind of existence result is standard [17, Lemma 4] and it is usually proved by using Schrauder's theory. Here we propose an original proof based on purely functional analysis methods, that may be applied for non regular domains.
Proof. Let us consider the set
We are going to work in the quotient space H = H/ ∼, where ∼ is the equivalence relation
The equivalence class of a function φ ∈ H is simply denoted by [φ]. The quotient H is then endowed with the well-defined scalar product
We claim that the set
is a complete and convex subset of H. The set Γ i itself is convex, and so is its closure 
t ∈ R and for all ϕ ∈ H 0 , we have ψ i + tϕ ∈ Γ i and in particular, we must have
which also reads as
Letting t → 0 yields the identityˆΩ
Finally, the inequalities 0 ≤ ψ i ≤ 1 are proved by an adaptation of weak maximum principle techniques [31, Theorem 8.1] . Let us illustrate this by proving ψ i ≤ 1. The lower bound ψ i ≥ 0 will be proved using similar arguments. By construction of ψ i , the positive part (ψ i − 1) + belongs to H 0 . In particular, we have
Thus ∇ (ψ i − 1) + = 0 on Ω. This is possible only if (ψ i − 1) + = 0 on Ω, and thus
Now we turn to the existence of solution of problem (C). We recall that by a weak solution of problem (C), we mean a linear combination
We require a first lemma: 
There exists a constant
Applying this inequality on the sequence (ϕ n ) n∈N yields
has kernel spanned by (1, . . . , 1) ∈ R m+1 and non negative eigenvalues. In particular, for
Proof. According to lemma 1.1, we already know that (1, . . . , 1) belongs to the kernel
where the M † denotes the transpose of M. In particular, the linear combination 
and thus λ ≥ 0. Finally, since A is symmetric, its range is the orthogonal space of its kernel in R m+1 , and the restriction of A to its range defines a linear isomorphism. The conclusion follows.
Construction of the stream function.
In this section, we show how to construct a stream function ψ ∈ H that solves
The function ω is the physical vortex associated to the velocity field b
As mentioned in the introduction, it will be suitable to work with the potential vortex ζ = b −1 ω instead, so we change our notations and we solve in H:
The functional space of interest for the vortex data ζ is the Lebesgue space
where p > 1 and the measure dµ(x) = b(x) dm(x) is the invariant measure associated to the lake (Ω, b). Observe that since b is a bounded function, we automatically have
Let us explain in what sense we understand the weak form of the problem (P). Assume that ψ ∈ H solves the above problem, and let φ ∈ C 1 c (Ω) be a smooth test function. By the divergence theorem we have formally, if ψ is a solution of problem (P):
Since we have continuous embeddings
a weak formulation of the elliptic equation in problem (P) would read aŝ
Let us now turn to the interpretation of the circulation conditions. As in the previous section, we compute for all j ∈ {0, . . . , m}, at least formally:
Accordingly, we propose the following weak formulation of problem (P).
and
. . , α m ∈ R such that α 0 = 0 and for all j ∈ {0, . . . , m}:
there exists a unique linear combination
where ψ i is given by proposition 1.2; and a unique K(ζ) ∈ H 0 , such that the combined flow
Proof. Let us consider the functional
The functional Φ is strictly convex, hence it admits at most one minimizer. The existence of the minimizer follows from the lower semi-continuity of the norm and the compact
We define K(ζ) as the unique minimizer of Φ. From this variational principle we conclude
According to theorem 1.1, the required coefficients α 0 , . . . , α m ∈ R are uniquely determined if we impose α 0 = 0. We thus define
Now by construction of the static flows
is a weak solution of problem (P) in the sense of definition 1.1. The uniqueness follows from lemma 1.1.
and similarlyˆΩ
and for all α ∈ R, we have
Corollary 1.4 (Boundedness). There exists constants C, C
, and
and weakly converges to some ζ ∈ L p (Ω, dµ), then the sequences (K(ζ n )) n∈N and (H(ζ n )) n∈N both converge strongly, respectively to K(ζ) in H 0 and H(ζ) in H.
Proof. We first prove the claim for the operator K. Since we have a compact embedding
, it is sufficient to prove that every accumulation point of the sequence (K(ζ n )) n∈N in the sense of strong topology of
and that the convergence also occurs in (
, that is, almost-everywhere on Ω. On the other hand,
we also have
The right side converges to 0, and therefore (
to the function K(ζ).
Let us now prove the similar statement for the operator H. By construction, the coefficients α 0 , . . . , α m given by theorem 1.1 depends on the vortex function ζ only through the perturbed circulations
In particular, weak convergence of the sequence (ζ n ) n∈N implies strong convergence in R of each perturbed circulations, and so strong convergence in R of each coefficient α j . Therefore the sequence (H(ζ n )) n∈N strongly converges in H to some u ∈ H and by uniqueness, we must have the identity u = H(ζ). 
Now it is readily checked that there exists a sequence (
In the last line we have used the definition of the Green's function together with the definition of the weak limit g. This shows that every element of W As a matter of fact, we mention that the uniform boundedness argument for the Green's function that we rely on in the previous lemma may be proved through at least three different approaches: through regularity and a duality argument in the spirit of [21] where the characterization of the dual of L ∞ (Ω) as a set of finitely additive measures; from complex analysis through the Riemann conformal mapping theorem; or from direct measure geometric like argument [32] . We do not enter into details. 
Furthermore, we have R(·, y) ∈ H 0 for all y ∈ Ω, with for all ϕ ∈ H 0 :
The proof of theorem 1.3 is based on standard ideas from regularity theory. The soconstructed function R is measurable on the product space Ω × Ω, which will allow us to manipulate it through Fubini's theorem. In fact, we can prove that R is continuous on 
If inf Ω α > 0, then α−2 > −2 uniformly on Ω, and the Hardy's inequality may be applied.
If, for example, α = δ p for some p > 1, then we would have 
So the lake (Ω, b) has a line shore. We compute
.
By linearity of the integral, we do not lose in generality in splitting Ω into three disjoints parts:
,
On Ω 2 the function b −1 |∇b| 2 is uniformly bounded, so one may rely on the first example to control the contribution from Ω 2 . On Ω 1 we always have
, and therefore it belongs to L q (Ω 1 ) for all q ∈ [1, 2). The conclusion on Ω 1 then follows as in the previous example. For the last part, an elementary computation shows that for all
, where d p is the mean distance at the boundary ∂Ω of order p > 1, defined for all
where P 2 denotes the 2-dimensional projective plane endowed with its Haar measure dσ, and ρ ν (x) is the least distance at x to the boundary in the direction ν [2, Chapter 3]. One may then use the Hardy's inequality on general domains [2, Theorem 3.3.2] to obtain the conclusion on Ω 3 .
Maximization of the energy
Let us consider an energy functional of the form
The flow Ψ ∈ H is a function function independent of the vortex ζ. The assumption Ψ ∈ H is of physical importance, since it means that the associated velocity b −1 ∇Ψ brings a finite contribution to the kinetic energy of the system.
Rearrangement of functions.
Let ζ ∈ L p (Ω, dµ) be a given function. We recall that by a dµ-rearrangement of ζ, we mean a functionζ ∈ L p (Ω, dµ) such that, for all λ ∈ R, we have
This defines an equivalence relation on L p (Ω, dµ). The set of all dµ-rearrangements of a given function ζ ∈ L p (Ω, dµ) will be denoted by Rearg(ζ). Observe that for ζ ∈ L p (Ω, dµ) and ξ ∈ Rearg(ζ), we have (ξ) + ∈ Rearg (ζ) + and similarly (ξ) − ∈ Rearg (ζ) − . It then follows from the Cavalieri's principle (see also [24] ) that for allζ ∈ Rearg(ζ), we
for any q ∈ [1, +∞). In particular, for p ∈ (1, +∞), the set Rearg(ζ) is closed with respect to the strong topology of L p (Ω, dµ), and relatively compact with respect to the weak topology.
The following proposition provides a way to construct "well behaving" rearrangements.
The proof is standard in symmetrization theory, but we recall it for completeness.
such that for all positive function ζ ∈ L 1 (Ω, dµ) we have Proof. For all λ ∈ R, we define
We have r λ 1 ≤ r λ 2 as soon as λ 1 ≥ λ 2 . We then define the function
If then follows from the definition of (x♯ζ) that for all λ ∈ R:
On the other hand, we have
and therefore x♯ζ is a dµ-rearrangement of ζ whose superlevel sets are balls centered on x.
Convexity of the energy. Proposition The energy functional E is strictly convex and for all ζ ∈ L p (Ω, dµ), the function (K + H)(ζ) + Ψ belongs to the subgradient of E at point ζ.
Proof. The third contribution
is strictly convex. It remains to prove that the second contribution
we haveˆΩ
where A is the matrix constructed in theorem 1.1. According to theorem 1.1, the matrix A has non negative eigenvalue, and therefore the above quantity is non negative as well.
In particular, we have
For the last claim, we have to prove that, for allζ ∈ L p (Ω, dµ), we have
By linearity, it is sufficient to check that
Here we have used the fact that the eigenvalues of A are non negative.
Energy maximization and pressure field.
In this section we show that E admits a maximizer over Rearg(ζ), and that such maximizer leads to solution of the steady lake equations. 
The proof strongly relies on an existence theorem due to Burton [7, Theorem A], which has been proved in the case of sign changing vortices by an adaptation of the bathtub principle [16] .
Proof. By [7, Theorem A], there exists a maximizerζ ∈ Rearg(ζ) of E over Rearg(ζ), and a non decreasing function G : R → R such that
Let us write for short ψ = K(ζ) + H(ζ) + Ψ, and assume that
We define, for all n ∈ N:
For all n ∈ N, the function [G] n is non decreasing and bounded. We define similarly the truncation at k ∈ N of the function ψ, so that:
The function
As a result, it follows from the divergence theorem that for all φ ∈ C 1 c (Ω), we havê
For all n ∈ N we have
and the latter belongs to L 1 (Ω, µ) by Hölder's inequality. On the other hand, we have almost-everywhere on Ω:
because ∇ψ = 0 almost-everywhere on a set of the form {ψ = α}. Since G is monotone, the set of discontinuities of G is at most countable, hence we miss at most a countable union of negligible sets in Ω. According to the Lebesgue's dominated convergence theorem, we obtainˆΩ
which is equivalent to the conclusion.
Asymptotic behavior of maximizers
In this section, we turn our attention to the asymptotic behavior of a maximizing family
We assume that the vortex profiles obey the identities
for some τ ∈ [0, 1] and S ǫ > 0. We make the following ( dµ-rearrangement invariant) extra assumption:
Here above, the convention 0 0 = 0 is used. This extra condition is motivated by the fact that any family that satisfies constraint (D) (page 4) as in the introduction also satisfies the above control condition.
More precisely, if we are given a distribution function
and such that there exists p > 1 witĥ
and if we define, for all ǫ > 0, a reference profileζ ǫ such that We also assume that we have λ ǫ ≥ 0 with
On the lake (Ω, b) we make the assumption that (Ω, b) is continuous, in the sense of definition 1.2. We also make the following assumption that the external flow Ψ is continuous on Ω, and sufficiently small so that:
(1) there exists ς > 0 such that, for all sufficiently small ǫ > 0, if τ > 0:
and if τ < 1:
If τ > 0 (resp. τ < 1), then the above conditions ensure that the function
(resp. b/(4π) − φ) never reaches a maximal value on a shore, that is: on some point x ⋆ where b(x ⋆ ) = 0. This qualitative information will be used several times, but we will also require the quantitative estimate to show that the positive and the negative parts of the vortex remain concentrated. are defined for all x ∈ Ω by
and 
In particular, there exists a constant C > 0 such that
The proof is straightforward from the fact that (Ω, b) is a continuous lake, by using theorem 1.3. and the properties of H, R, and the positivity of K. We omit it.
Proposition 3.2.
There exists a constant C > 0 such that for all ǫ > 0 and for all ζ ∈ Rearg(ζ ǫ ):
Proof. In both cases, it is sufficient to control the quantitŷ
by a suitable upper bound. Define
In the above condition, one may replace ζ ǫ by any of its dµ-rearrangement, because dµ-rearrangements preserve every L q (Ω, dµ)-norms, q ∈ [1, +∞]. From this we compute, for all ζ ∈ Rearg(ζ ǫ ):
Using the definition of M, there exists a constant C 1 > 0 such that
The conclusion now follows from the definitions of T • there exists
We omit the proof of lemma 3.1, which may be done by geometric arguments. Note that since we do not claim anything on the regularity of ∂Ω at points x 1 and x 2 , the rate of convergence of the families {x 
Proof. Define the function
The function φ reaches a maximal value at some point x 1 ∈ {b > 0}, and the function b 4π
− φ reaches a maximal value at some point x 2 ∈ {b > 0}. There exists η 1 , η 2 > such that the sets U 1 = {b > η 1 } and U 2 = {b > η 2 } contain respectively x 1 and x 2 . Let 
Now we compute the energy E ǫ produced by the above competitor ξ ǫ using proposition 3.1:
We recall that R is bounded, and H is symmetric, positive, continuous and satisfies
Because the diameter of {x
for some constant C 1 > 0. Similarly, there exists C 2 > 0 such thaẗ
By construction (lemma 3.1), we also have
Recalling the conditions (lemma 3.1) that
the upper bound for H and the boundedness of R, we obtain
From this we conclude that
By definition of the family {ζ ǫ : ǫ > 0}, we have
and therefore we have
We define the error term
Finally, the uniform continuity of b and Ψ on the compact set Ω, shows that we have
3.3. Truncation of the vortex core. In this section we show that the main part of the vortex core is located in an area of the domain Ω where the leading partial flows are large.
The truncation process was already used by Turkington in the context of time-dependent solutions of the Euler equations [29] (see also [27, 28] ). 
and similarly
Proof. It is sufficient to prove the claim for T + ζǫ and τ > 0. By assumption, we have for all sufficiently small ǫ > 0:
According to proposition 3.1, there exists C 1 > 0 such that
From this we conclude the inequality
On the other hand, an application of proposition 3.2 for T − ζǫ yields
An application of proposition 3.2 for T + ζǫ yields in turn
On Ω we thus have
Using the definition of
D κ ǫ we obtain τ S ǫˆΩ \D κ ǫ d (ζ ǫ ) + ≤ 1 κ 4π sup Ω b S ǫ   Θ ǫ + C 4 log 1 ǫ   .
Concentration of the truncated vortices.
In this section we prove that most of the vortex is located in two small balls: one containing the positive part of the pair, and the other the negative part of the pair. 
There exists σ, κ > 0 such that for all sufficiently small ǫ > 0,
Proof. It is sufficient to prove the claim for (ζ ǫ ) + and τ > 0. Recall that we always assume that there exists ς > 0 such that, for all sufficiently small ǫ > 0:
In particular, there exists s, δ, η ∈ (0, 1) closed to 1 and κ > 0 closed to 0 such that for all sufficiently small ǫ > 0:
Let {Θ ǫ ∈ R : ǫ > 0} be a family of real numbers as in proposition 3.3. Let C > 0 and
On the other hand, because 
From this we conclude that, for all sufficiently small ǫ > 0:
Recalling the definition of D κ ǫ in corollary 3.1, we have for all x ∈ D κ ǫ :
Now by definition of T + ζǫ , we have
and therefore, for all x ∈ D κ ǫ and sufficiently small ǫ > 0:
Regrouping terms, we obtain
|Ψ|
Since τ > 0, we obtain in particular
we obtain the strict lower bound
Fix R ≥ 1. Then using the same computation than the one in the proof of proposition 3.2,
we infer the existence of some constant C 9 > 0 such that, for all x ∈ Ω:
Injecting this upper bound in the above computation, we obtain for all x ∈ D κ ǫ and for all R ≥ 1:
Thus for all R > 1 and for all x ∈ D κ ǫ , we have
Choose R = ǫ −s . Then we have for all x ∈ D κ ǫ , and for all sufficiently small ǫ > 0:
which would be a contradiction. Thus any two point
The claim now follows from corollary 3.1. 
Proof. It is sufficient to prove the claim for the positive parts (ζ ǫ ) + with τ > 0. According to proposition 3.3, there exists {Θ ǫ : ǫ > 0} such that, for sufficiently small ǫ > 0:
According to theorem 3.1, there exists σ, κ > 0 such that for all sufficiently small ǫ > 0, there exists a ball B + ǫ = B(x ǫ , ǫ σ ) with x ǫ ∈ Ω and such that
Let x
⋆ ∈ Ω be an accumulation point for {x ǫ : ǫ > 0} as ǫ → 0, and (ǫ n ) n∈N the corresponding sequence, decreasing to 0. For all ϕ ∈ C(Ω), we have from the construction of x ǫ :
Therefore the sequence of probability measures (ζ ǫn ) + n∈N converges in the sense of vague convergence to δ x ⋆ . Now for the last part of the claim, we apply proposition 3.2 and the Green's function expansion to obtain
This gives the inequality
Letting ǫ → 0 and relying on compactness of Ω and continuity of b and Ψ, we obtain
Construction of a rotating singular pair
In this section we apply theorem 3.2 to construct a rotating singular pair in a lake Let us fix a distribution function
We also fix τ ∈ [0, 1]. We say that a family of measurable functions ζ ǫ : ǫ > 0 satisfies the constraints (D)
An adaptation of the proof of proposition 2.1 shows that such family always exists. A straightforward computation also shows that such a family satisfies
, and finally
We are thus in position to apply theorem 3.2. Exploiting the symmetry of the domain, we construct a rotating vortex pair around the origin (0, 0):
the family ζ ǫ : ǫ > 0 satisfies constraint (D), and for each t ∈ R, the potential vortex 
Since the boundary of Ω = B(0, 1) is connected, the operator ∇H is null, so that a weak formulation of the time-dependent evolution equation
Proof of theorem 4.1. Define for all x ∈ B(0, 1):
In particular, this implies that
For all ǫ > 0, consider the energy
According to theorem 3.2, there exists a family {ζ ǫ : ǫ > 0} of solutions of the steady lake equation with Coriolis external flow Ψ, that maximizes E ǫ over their set of own dµ-rearrangements. Thus for all φ ∈ C 1 c (Ω), we havê
or also, using the definition of Ψ:
For all ǫ > 0 and for all t ∈ R, let us defineζ ǫ (t) = ζ ǫ • R tν , where R α is the notation of angle α in the plane R 2 . We haveζ ǫ ∈ C R, Rearg(ζ ǫ ) , for all ǫ > 0. Furthermore, we have Kζ ǫ (t) = Kζ ǫ • R tν . A change of variables in space shows that
Another change of variable in space and an integration by parts in time also givê
Hence we havê
for all test function ϕ ∈ C 1 c (R × Ω) and for all ǫ > 0. In a forthcoming paper, we investigate in more details the expected distance between the two parts of the pair as ǫ → 0, and the expected distance between the pair and the boundary of Ω.
Appendix A. Green's function expansion
In this section we prove our Green's function expansion, theorem 1.3; that is: we would like to prove that the operator K + H admits the integral representation
for some R : Ω × Ω → R bounded and measurable, and g the Green's function for the Laplace's operator −∆ on Ω with Dirichlet boundary conditions. Recall also that for a fixed ζ ∈ L p (Ω, dµ), the function K(ζ) ∈ H 0 is the only function in H 0 that solves the weak formulation of the elliptic equation
Before doing the proof, let us sketch the general idea. For fixed y ∈ Ω, consider the ansatz
Then we have at a formal level 
By construction of κ, we havê
Since b is bounded and Ω is bounded, one may use Hölder's inequality and Sobolev's inequality (because F • u ∈ W 1,2 0 (Ω)) to show that there exists some constant C 2 > 0 such that
Using the definition of F and letting N → +∞, we obtain for all β ≥ 1:
One may now use the technique of iteration of norms to prove that there exists some constant C 3 > 0 such that then we obtain that ψ ϕ → R(·, y) uniformly, and the function R(·, y) is continuous on Ω.
Now using the uniform continuity of the function R(x, ·), for fixed x ∈ Ω, we obtain the continuity of the function R on the product Ω × Ω.
We are now ready to prove theorem 1.3, which we recall now: 
