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Abstract
We study nonlinear response in weakly coupled hot φ4 theory. We ob-
tain an expression for a quadratic shear viscous response coefficient using two
different formalisms: transport theory and response theory. The transport
theory calculation is done by assuming a local equilibrium form for the distri-
bution function and expanding in the gradient of the local four dimensional
velocity field. By doing a gradient expansion on the Boltzmann equation we
obtain a hierarchy of equations for the coefficients of this expansion.
To do the response theory calculation we use Zubrave’s techniques in
nonequilibrium statistical mechanics to derive a generalized Kubo formula.
Using this formula allows us to obtain the quadratic shear viscous response
from the three-point retarded green function of the viscous shear stress ten-
sor. We use the closed time path formalism of real time finite temperature
field theory to show that this three-point function can be calculated by writ-
ing it as an integral equation involving a four-point vertex. This four-point
vertex can in turn be obtained from an integral equation which represents the
resummation of an infinite series of ladder and extended-ladder diagrams.
The connection between transport theory and response theory is made
when we show that the integral equation for this four-point vertex has exactly
the same form as the equation obtained from the Boltzmann equation for the
coefficient of the quadratic term of the gradient expansion of the distribution
function. We conclude that calculating the quadratic shear viscous response
using transport theory and keeping terms that are quadratic in the gradient of
the velocity field in the expansion of the Boltzmann equation is equivalent to
calculating the quadratic shear viscous response from response theory using
the next-to-linear response Kubo formula, with a vertex given by an infinite
resummation of ladder and extended-ladder diagrams.
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I. INTRODUCTION
Fluctuations occur in a system perturbed slightly away from equilibrium. The responses
to these fluctuations are described by transport coefficients which characterize the dynam-
ics of long wavelength, low frequency fluctuations in the medium [1,2]. The investigation
of transport coefficients in high temperature gauge theories is important in cosmological
applications such as electroweak baryogenesis [3] and in the context of heavy ion collisions
[4].
There are two basic methods to calculate transport coefficients: transport theory and
response theory [5–12]. Using the transport theory method one starts from a local equilib-
rium form for the distribution function and performs an expansion in the gradient of the
four-velocity field. The coefficients of this expansion are determined from the classical Boltz-
mann equation [10,12]. In the response theory approach one divides the Hamiltonian into a
bare piece and a perturbative piece that is linear in the gradient of the four-velocity field.
One uses standard perturbation theory to obtain the Kubo formula for the viscosity in terms
of retarded green functions [6]. These green functions are then evaluated using equilibrium
quantum field theory. As is typical in finite temperature field theory, it is not sufficient to
calculate perturbatively in the coupling constant: there are certain infinite sets of diagrams
that contribute at the same order in perturbation theory and have to be resummed [13,14].
In this paper, we want to compare these two methods. The response theory approach
allows us to calculate transport coefficients from first principles using the well understood
methods of quantum field theory. On the other hand, the transport theory approach involves
the use of the Boltzmann equation which is itself derived from some more fundamental theory
using, among other things, the quasiparticle approximation. In this sense, the response the-
ory approach is more fundamental than the transport theory method. However, the response
theory approach can be quite difficult to implement, even for a high temperature weakly
coupled scalar theory, because of the need to resum infinite sets of diagrams [13,14]. These
considerations motivate us to understand more precisely the connection between the more
practical transport theory method, and the more fundamental response theory approach.
Some progress has already been made in this direction. It has been shown that keeping
only terms which are linear in the gradient expansion in the transport theory calculation is
equivalent to using the linear response approximation to obtain the usual Kubo formula for
the shear viscosity in terms of a retarded two-point function, and calculating that two-point
function using standard equilibrium quantum field theory techniques to resum an infinite
set of ladder diagrams [10,15,16]. This result is not surprising since it has been known for
some time that ladder diagrams give large contributions to n-point functions with ultra soft
external lines [14].
To date, calculations of transport coefficients have been limited to linear response. In
some physical situations however nonlinear response can be important, especially for rela-
tivistic gauge theories [17–20]. It is therefore of interest to study nonlinear response. In
this paper we study nonlinear response to fluctuations in weakly coupled high temperature
scalar φ4 theory using both the transport method and the response theory approach. We
study the relationship between these two approaches at the level of quadratic response.
This paper will be organized as follows. In section II we define shear viscosity and
quadratic shear viscous response using a hydrodynamic expansion of the energy-momentum
2
tensor which includes up to quadratic terms in the gradient of the four-velocity. In section
III we calculate viscosity using the transport theory method by performing a gradient ex-
pansion on the Boltzmann equation and obtaining a hierarchy of equations. In section IV
we derive the quadratic response Kubo formula by using Zubrave’s techniques in nonequi-
librium statistical mechanics. We obtain an expression which relates the quadratic shear
viscous response coefficient to the three-point retarded green function of the viscous shear
stress tensor. Starting from this generalized Kubo formula we calculate the quadratic shear
viscous response using standard techniques of finite temperature quantum field theory. We
show that the quadratic shear viscous response can be obtained as an integral over a four-
point vertex. This four-point vertex satisfies an integral equation involving terms which are
quadratic in a retarded three-point function, which itself satisfies a linear integral equation.
These two integral equations represent the resummation of an infinite series of ladder and
extended-ladder diagrams. We show that these integral equations, which represent ladder
and extended-ladder resummations, have the same form as the first two equations in the
hierarchy obtained from expanding the Boltzmann equation. We discuss our results and
present our conclusions section V.
II. VISCOSITY
In a system that is out of equilibrium, the existence of gradients in thermodynamic
parameters like the temperature and the four dimensional velocity field give rise to ther-
modynamic forces. These thermodynamic forces lead to deviations from the equilibrium
expectation value of the energy momentum tensor which are characterized by transport
coefficients like the thermal conductivity and the shear and bulk viscosities. In order to
separate these different physical processes we decompose the energy-momentum tensor as,
T µν = ǫuµuν − p∆µν + P µuν + P νuµ + πµν ; ∆µν = gµν − uµuν . (2.1)
The quantities ǫ, p, Pµ and πµν have the physical meanings of internal energy density,
pressure, heat current and viscous shear stress, respectively. The four vector uµ(x) is the four
dimensional four-velocity field which satisfies uµ(x)uµ(x) = 1. The expansion coefficients
are given by
ǫ = uαuβT
αβ
p = −1
3
∆αβT
αβ
Pµ = ∆µαuβT
αβ (2.2)
πµν = (∆µα∆νβ − 1
3
∆νµ∆αβ)T
αβ.
The viscosity is obtained from the expectation value of the viscous shear stress part of
the energy momentum tensor. We expand in gradients of the four-velocity field and write,
δ〈πµν〉 = η(1)Hµν + η(2)HT2µν + · · · (2.3)
Hµν = ∂µuν + ∂νuν − 2
3
∆µν∆ρσ∂
ρuσ
HT2µν := HµρH
ρ
ν −
1
3
∆µνHρσH
ρσ
3
where η(1) and η(2) are the coefficients of the terms that are linear and quadratic respectively
in the gradient of the four-velocity. The first coefficient is the usual shear viscosity. The
second has has not been widely discussed in the literature – we shall call it the quadratic
shear viscous response.
Throughout this paper we work with φ4 theory. The Lagrangian for this theory is
L = 1
2
[(∂µφ)
2 −m2φ2]− λ
4!
φ4 (2.4)
and the coupling constant is assumed to be small: λ≪ 1.
III. VISCOSITY FROM TRANSPORT THEORY
Kinetic theory and the Boltzmann equation can be used to calculate transport prop-
erties of dilute many-body systems. One assumes that, except during brief collisions, the
system can be considered as being composed of classical particles with well defined position,
energy and momentum. This picture is valid when the mean free path is large compared
with the Compton wavelength of the particles. At high temperature the typical mean free
path of thermal excitations is O(1/λ2T ) and is always larger than the typical Compton
wavelength of effective thermal oscillations which is O(1/√λT ) [10]. We introduce a phase
space distribution function f(x, k) which describes the evolution of the phase space proba-
bility density for the fundamental particles comprising a fluid. In this expression and in the
following equations the underlined momenta are on shell, since we are describing a system
of particles. The form for f(x, k) in local equilibrium is,
f (0) =
1
eβ(x)uµ(x)k
µ − 1 := nk ; Nk := 1 + 2nk . (3.1)
We study the Boltzmann equation in the hydrodynamic regime where we consider times
which are long compared to the mean free time and describe the relaxation of the system
in terms of long wavelength fluctuations in locally conserved quantities. For a simple fluid
without any additional conserved charges, the only locally conserved quantities are energy
and momentum. To solve the Boltzmann equation in this near equilibrium hydrodynamic
regime, we expand the distribution function around the local equilibrium form using a
gradient expansion. We go to a local rest frame in which we can write ~u(x) = 0. Note that
this does not imply that gradients of the form ∂iuj must be zero. In the local rest frame
(2.3) becomes,
δ〈πij〉 = −η(1)Hij + η(2)HT2ij + · · · (3.2)
Hij = ∂iuj + ∂jui − 2
3
δij(~∂ · ~u)
HT2ij := HikH
k
j −
1
3
δij HlmHlm
In all of the following expressions we keep only linear terms that contain one power of Hij
and quadratic terms that contain two powers of Hij , since these are the only terms that
contribute to the viscosity coefficients we are trying to calculate.
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We write,
f = f (0) + f (1) + f (2) + · · · (3.3)
with,
f (1) ∼ kµ∂µf (0) ; f (2) ∼ kµ∂µf (1). (3.4)
Using (3.1) we obtain,
kµ∂
µf (0) = −β nk(1 + nk) 1
2
Iij(k)Hij (3.5)
f (1) := −nk(1 + nk)φk ; φk = β 1
2
Bij(k)Hij
kµ∂
µf (1) = β2 nk(1 + nk)Nk
1
2
Iij(k)Hij
1
2
Blm(k)Hlm
f (2) := nk(1 + nk)Nkθk ; θk := β
21
4
Cijlm(k)HijHlm
where we define
Iˆij(k) = (kˆikˆj − 1
3
δij) ; Iij(k) = k
2Iˆij(k) (3.6)
and write,
B(k)ij = Iˆlm(k)B(k) ; Cijlm(k) = Iˆij(k)Iˆlm(k)C(k). (3.7)
The viscous shear stress part of the energy momentum tensor is given by
〈πij〉 =
∫
d3k
(2π)32ωk
f (kikj − 1
3
δijk
2) . (3.8)
Using the expansion (3.3) we get,
〈πij〉 =
∫
d3k
(2π)32ωk
[f (0) + f (1) + f (2)] (kikj − 1
3
δijk
2) . (3.9)
The lowest order term is identically zero. We obtain the linear and quadratic contributions
by substituting in (3.5) and (3.7). We use Hii := 0 and the following results which are
obtained from rotational invariance:
kikjB(k) → 1
3
δijk
2B(k)
kikjkˆlkˆmB(k) → 1
15
(δijδlm + δilδjm + δimδjl)k
2B(k)
kikjkˆlkˆmkˆakˆbC(k) → 1
105
[ δab(δlmδij + δljδmi + δliδmj) + δal(δbmδij + δbiδmj + δbjδmi)
+ δam(δblδij + δbjδli + δbiδlj) + δai(δblδmj + δbmδlj + δbjδml)
+ δaj(δblδmi + δbmδli + δbiδml) ] k
2C(k) (3.10)
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We obtain,
δ〈πij〉 = − β
15
∫ d3k
(2π)32ωk
nk(1 + nk)k
2B(k)Hij +
2β2
105
∫ d3k
(2π)32ωk
[nk(1 + nk)Nk]k
2C(k)HT2ij
Comparing with (3.2) we have,
η(1) =
β
15
∫ d3k
(2π)32ωk
nk(1 + nk)k
2B(k) (3.11)
η(2) =
2β2
105
∫
d3k
(2π)32ωk
[nk(1 + nk)Nk]k
2C(k) (3.12)
Thus we have shown that the shear viscosity and the quadratic shear viscous response can
be obtained from the functions B(k) and C(k) respectively. These two functions are the
coefficients of the linear and quadratic terms in the gradient expansion of the distribution
function. In the next section we will show that these functions can be obtained from the
first two equations in the hierarchy of equations obtained from the gradient expansion of
the Boltzmann equation.
A. Expansion of the Boltzmann Equation
The Boltzmann equation describes the evolution of the distribution function f(x, k) and
can be used to obtain integral equations for the functions B(k) and C(k) defined in (3.5)
and (3.7). The Boltzmann equation has the form:
kµ∂
µf(x, k) = C[f ] (3.13)
where C[f ] is the collision term:
C[f ] = 1
2
∫
123
dΓ12↔3k[f1f2(1 + f3)(1 + fk)− (1 + f1)(1 + f2)f3fk] (3.14)
with fi := f(x, pi), fk := f(x, k). The symbol dΓ12↔3k represents the differential transition
rate for particles of momentum P1 and P2 to scatter into momenta P3 and K and is given
by
dΓ12↔3k :=
1
2ωk
|T (k, p
3
, p
2
, p
1
|2Π3i=1
d3pi
(2π)32ωpi
(2π)4δ(p
1
+ p
2
− p
3
− k) (3.15)
where T is the multiparticle scattering amplitude. Using the expansion (3.3) and (3.5)
produces a hierarchy of equations.
1. First Order Boltzmann Equation
The first order equation is:
kµ∂µf
0(x, k) = C[f (0); f (1)] (3.16)
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where we keep terms linear in f (1) on the right hand side. The left hand side gives,
kµ∂µf
0(x, k) = −nk(1 + nk)β 1
2
Iij(k)Hij (3.17)
The right hand side is
C[f (1)] = 1
2
∫
123
dΓ12↔3k(1 + n1)(1 + n2)n3nk(φk + φ3 − φ1 − φ2) (3.18)
Using the definition of φ given in (3.5) and comparing the coefficients of Hij on both sides
of (3.16) we obtain,
Iij(k) =
1
2
∫
123
dΓ12↔3k
(1 + n1)(1 + n2)n3
1 + nk
[Bij(p1) +Bij(p2)−Bij(k)− Bij(p3) ] (3.19)
This result is an inhomogeneous linear integral equation which can be solved self-consistently
to obtain the function Bij(k).
2. Second Order Boltzmann Equation
The second order contribution to (3.13) is,
kµ∂µf
(1)(x, k) = C[f (0); f (1); f (2)] (3.20)
where we keep terms linear in f (2) and quadratic in f (1) on the right hand side. Using (3.5)
the left hand side becomes,
kµ∂µf
(1) = nk(1 + nk)Nkβ
21
4
Iij(k)Blm(k)HijHlm
and the right hand side gives,
C(2)[f (0); f (1); f (2)] =
1
2
∫
123
dΓ12↔3k(1 + n1)(1 + n2)n3nk
[(N1θ1 +N2θ2 −N3θ3 −Nkθk)
+
1
2
((N1 +N2)φ1φ2 − (Nk +N3)φ3φk + (N3 −N1)φ1φ3
+(Nk −N1)φ1φk + (N3 −N2)φ3φ2 + (Nk −N2)φkφ2)] (3.21)
Using the definitions of φ and θ given in (3.5) and comparing the coefficients of HijHlm on
both sides we obtain,
nk(1 + nk)NkIij(k)Blm(k) =
1
2
∫
123
dΓ12↔3k(1 + n1)(1 + n2)n3nk
{[N1Cijlm(p1) +N2Cijlm(p2)−NkCijlm(k)−N3Cijlm(p3)] (3.22)
+
1
2
[((N1 +N2)Bij(p1)Blm(p2)− (Nk +N3)Bij(p3)Blm(k) + (N3 −N1)Bij(p1)Blm(p3)
+(Nk −N1)Bij(p1)Blm(k) + (N3 −N2)Bij(p3)Blm(p2) + (Nk −N2)Bij(k)Blm(p2)]}
This integral equation can be solved self consistently for the quantity Cijlm(k) using the
result for Bij(k) from (3.19).
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IV. VISCOSITY FROM FIELD THEORY
The Kubo formulae allow us to use quantum field theory to calculate nonequilibrium
transport coefficients. The results should be the same as those obtained in the previous
section using transport theory. To do calculations in a system that is out of equilibrium, the
Hamiltonian is separated into an equilibrium piece H0 and a nonequilibrium piece Hext which
depends on the gradients of the thermodynamic parameters: the four-velocity field and the
inverse temperature field. For systems close to equilibrium the nonequilibrium piece of the
Hamiltonian can be treated as a perturbation and the deviations of physical quantities from
their equilibrium values can be calculated perturbatively. The linear response calculation
includes only the first order contribution to this expansion and gives transport coefficients
that can be expressed as integrals of retarded two-point Green functions over space and
time. One of the results we obtain in this paper is that the quadratic shear viscous response
coefficient can be written in terms of a retarded three-point function. Throughout this
section we use capital letters to denote four-vectors and small letters for three-vectors. We
also define
∫
d4p/(2π)4 :=
∫
dP .
To calculate the expectation value of an operator we take the trace over the density
matrix. We follow the presentation of [8]. We work with the density matrix in the Heisenberg
representation which satisfies,
∂ρ
∂t
= 0 (4.1)
and can be written as,
ρ =
e−A+B
Tre−A+B
(4.2)
where
A =
∫
d3xF νT0ν ,
B =
∫
d3x
∫ t
−∞
dt′eǫ(t
′
−t)Tµν(x, t
′)∂µF ν(x, t′) (4.3)
with F µ = βuµ and ǫ to be taken to zero at the end. In this expression A is the equilibrium
part of the Hamiltonian and B is a perturbative contribution that is linear in the gradient
of the four-velocity field. Note that in the local rest frame uµ = (1, 0, 0, 0) and [A]LRF =∫
d3x βT00. Using the identity for the exponential function of two operators
eβ(aˆ+bˆ) = eβaˆ[1 +
∫ β
0
dλeλaˆbˆe−λ(aˆ+bˆ)] (4.4)
we can expand
e−A+B = e−A[1 +
∫ 1
0
dλeλABe−λA
+
∫ 1
0
dλ
∫ λ
0
dτeλABe−λAeτABe−τA +O(B3)] (4.5)
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Thus the density matrix can be written as
ρ = ρ0 [ 1 +
∫ 1
0
dλ(B(λ)− 〈B(λ)〉) +
∫ 1
0
dλ
∫ λ
0
dτ(B(λ)B(τ)− 〈B(λ)B(τ)〉)
−
∫ 1
0
dλ
∫ 1
0
dλ′(〈B(λ)〉B(λ′)− 〈B(λ)〉〈B(λ′)〉 ] +O(B3) (4.6)
where
ρ0 =
e−A
Tre−A
(4.7)
is the local equilibrium density matrix.
A. Viscosity as an Expansion in Green Functions of Composite Operators
1. Linear Response
Using the first three terms of (4.6) produces the linear response approximation for the
deviation of the expectation value of the viscous shear stress part of the energy momentum
tensor from the equilibrium value:
δ〈πµν(x, t)〉l= 〈πµν(x, t)〉l − 〈πµν(x, t)〉0
=
∫
d3x′
∫ t
−∞
dt′eǫ(t
′
−t)(παβ(x
′, t′), πµν(x, t))∂
αF β(x′, t′′) (4.8)
where the correlation function (παβ(x
′, t′), πµν(x, t)) is defined as,
(πµν(x, t), παβ(x
′, t′)) =
1
β
∫ β
0
dτ〈(παβ(x′, t′ + iτ)πµν(x, t)− 〈παβ(x′, t′ + iτ)〉0πµν(x, t)〉0
(4.9)
and 〈· · ·〉0 := Tr(ρ0 · · ·). From now on we drop the subscript 0 on the correlation functions.
We take the initial time t0 to minus infinity and we assume the system is in equilibrium at
t = t0 and that the external forces are switched on adiabatically. We assume that changes
in the thermodynamic forces are small enough over the correlation length of the correlation
functions that factors Fµ = βuµ can be taken out of the integral. Using (2.2) and rotational
invariance we have,
πµνπαβ =
1
10
(∆µα∆νβ +∆µβ∆να − 2
3
∆µν∆αβ)πστ π
στ (4.10)
Using this result we obtain,
δ〈πµν〉l= Hµν
10
∫
d3x′
∫ t
−∞
dt′eǫ(t
′
−t)
∫ β
0
(〈(π(x′, t + iτ)π(x, t)〉 − 〈〈π(x′, t+ iτ)〉π(x, t)〉) (4.11)
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where we have written πστπ
στ := ππ. If we assume that correlations vanish as t′ → −∞
this expression can be rewritten as,
δ〈πµν〉l= Hµν
10
∫
d3x′
∫ t
−∞
dt′eǫ(t
′
−t)
∫ β
0
∫ t′
−∞
dt′′
d
dt′′
(〈(π(x′, t′′ + iτ)π(x, t)〉 − 〈〈π(x′, t′′ + iτ)〉π(x, t)〉) (4.12)
Using ∂
dt′′
f(t′′ + iτ) = −i ∂
∂τ
f(t′′ + iτ) we can perform the integration over τ . We obtain,
δ〈πµν〉l (4.13)
= − i
10
Hµν
∫
d3x′
∫ t
−∞
dt′eǫ(t
′
−t)
∫ t′
−∞
dt′′(〈π(x′, t′′ + iβ)π(x, t)〉 − 〈π(x′, t′′)π(x, t)〉) .
Using the KMS condition
〈π(x′, t′′ + iβ)π(x, t)〉= Tr[e−βHπ(x′, t′′ + iβ)π(x, t)]
= Tr[e−βHπ(x, t)π(x′, t′′)] = 〈π(x, t)π(x′, t′′)〉 (4.14)
we obtain,
δ〈πµν〉l = Hµν
10
∫
d3x′
∫ t
−∞
dt′eǫ(t
′
−t)
∫ t′
−∞
dt′′DR(x, t; x
′, t′′) (4.15)
where
DR(x, t; x
′, t′′) = −iθ(t − t′′)[π(x, t), π(x′, t′′)] (4.16)
We extract the shear viscosity using the definition (2.3). We obtain,
η(1) =
1
10
∫
d3x′
∫ 0
−∞
dt′eǫ(t
′
−t)
∫ t′
−∞
dt′′DR(0; x
′, t′′) (4.17)
We can rewrite this result in a more useful form. We rewrite the integrals inserting theta
functions:
∫ 0
−∞
dt′ = θ(−t′) ∫∞
−∞
dt′ and use the integral representation for the theta function:
θ(x) =
∫ dω
2πi
eiωx
ω − iǫ . (4.18)
Inserting DR(0; x
′, t′′) =
∫
dQ eiQX
′
DR(Q) with X
′ = (x′, t′′) we obtain,
η(1) = − i
10
d
dq0
[lim
~q→0
DR(Q)]|q0=0 (4.19)
Since it is the imaginary part of the two-point function that is odd in q0 we have,
η(1) =
1
10
d
dq0
Im[lim
~q→0
DR(Q)]|q0=0 (4.20)
This is the well known Kubo formula which expresses the shear viscosity in terms of a
retarded two-point green function that can be calculated using equilibrium quantum field
theory.
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2. Quadratic Response
Now we consider corrections to the linear response approximation. We calculate the
quadratic shear viscous response from the terms in (4.6) that are quadratic in the interaction.
We show that the result can be written as a retarded three-point correlator. We obtain,
δ〈πµν(x, t)〉q =
∫
d3x′
∫
d3x′′
∫ t
−∞
dt′eǫ(t
′
−t)
∫ t
−∞
dt′′eǫ(t
′′
−t)
(πµν(x, t), παβ(x
′, t′), πρσ(x
′′, t′′))∂αF β(x′, t′)∂ρF σ(x′′, t′′) . (4.21)
We use (2.2) and rotational invariance to write,
πµν(x, t)παβ(x
′, t′)πρσ(x
′′, t′′)∂αuβ∂λuτ=
3
35
HT2µν (παβ(x, t)π
βλ(x′, t′)π αλ (x
′′, t′′))
:=
3
35
HT2µν (π(x, t)π(x
′, t′)π(x′′, t′′)) (4.22)
Writing out the correlation function we obtain,
δ〈πµν(x, t)〉q = 3
35
HT2µν
∫
d3x′
∫
d3x′′
∫ t
−∞
dt′eǫ(t
′
−t)
∫ t
−∞
dt′′eǫ(t
′′
−t)
[
∫ β
0
dτ
∫ τ
0
dλ〈π(x′, t′ + iτ)π(x′′, t′′ + iλ)π(x, t)〉
−
∫ β
0
dτ
∫ β
0
dτ ′〈〈π(x′, t′ + iτ)〉π(x′′, t′′ + iτ ′)π(x, t)〉
−
∫ β
0
dτ
∫ τ
0
dλ〈〈π(x′, t′ + iτ)π(x′′, t′′ + iλ)〉π(x, t)〉
+
∫ β
0
dτ
∫ β
0
dτ ′〈〈π(x′, t′ + iτ)〉〈π(x′′, t′′ + iτ ′)〉π(x, t)〉 ] (4.23)
Assuming that correlations vanish when the time approaches minus infinity we can rewrite
(4.23) as
δ〈πµν(x, t)〉q = 3
35
HT2µν
∫
d3x′
∫
d3x′′
∫ t
−∞
dt′eǫ(t
′
−t)
∫ t
−∞
dt′′eǫ(t
′′
−t)
∫ t′
−∞
ds′
∫ t′′
−∞
ds′′
d
ds′
d
ds′′
[
∫ β
0
dτ
∫ τ
0
dλ〈π(x′, s′ + iτ)π(x′′, s′′ + iλ)π(x, t)〉
−
∫ β
0
dτ
∫ β
0
dτ ′〈〈π(x′, s′ + iτ)〉π(x′′, s′′ + iτ ′)π(x, t)〉
−
∫ β
0
dτ
∫ τ
0
dλ〈〈π(x′, s′ + iτ)π(x′′, s′′ + iλ)〉π(x, t)〉
+
∫ β
0
dτ
∫ β
0
dτ ′〈〈π(x′, s′ + iτ)〉〈π(x′′, s′′ + iτ ′)〉π(x, t)〉 ] (4.24)
Carrying out the integration over λ, τ and τ ′ and using the fact that we have symmetry
under interchange of (x′, t′) and (x′′, t′′) we obtain,
δ〈πµν(x, t)〉q = 3
70
HT2µν
∫
d3x′
∫
d3x′′
∫ t
−∞
dt′eǫ(t
′
−t)
∫ t
−∞
dt′′eǫ(t
′′
−t)
∫ t′
−∞
ds′
∫ t′′
−∞
ds′′
1
2
([[π(x, t), π(x′, s′)], π(x′′, s′′)] + [[π(x, t), π(x′′, s′′)], π(x′, s′)]) (4.25)
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We define
G(x, t; x′, s′; x′′, s′′) =
1
2
([[π(x, t), π(x′, s′)], π(x′′, s′′)] + [[π(x, t), π(x′′, s′′)], π(x′, s′)]) (4.26)
and write
δ〈πµν(x, t)〉q
=
3
70
HT2µν
∫
d3x′
∫
d3x′′
∫ t
−∞
dt′eǫ(t
′
−t)
∫ t
−∞
dt′′eǫ(t
′′
−t)
∫ t′
−∞
ds′
∫ t′′
−∞
ds′′G(x, t; x′, s′; x′′, s′′)
Using (2.3) we extract,
η(2) =
3
70
∫
d3x′
∫ 0
−∞
dt′eǫt
′
∫ 0
−∞
dt′′eǫt
′′
∫ t′
−∞
ds′
∫ t′′
−∞
ds′′G(0; x′, s′; x′′, s′′) (4.27)
As we did previously, we can rewrite this result in a neater form. We rewrite the integrals
inserting theta functions:
∫ 0
−∞
dt′ = θ(−t′) ∫∞
−∞
dt′ and use the integral representation for
the theta function (4.18). We use X ′ = (x′, s′) and X ′′ = (x′′, s′′) and rewrite,
G(0; x′, s′; x′′, s′′) =
∫
dQeiX
′Q
∫
dQ′eiX
′′Q′G(−Q−Q′, Q,Q′) . (4.28)
We obtain,
η(2) =
3
70
d
dq0
d
dq′0
[lim
~q→0
G(−Q−Q′, Q,Q′)]|q0=q′0=0 (4.29)
Using the techniques of [21] to write the three-point function in the spectral representation,
it is tedious but straightforward to show that the only contribution to the result above
comes from the real part of the three-point function which is retarded with respect to the
first leg. In coordinate space this retarded three-point function is written: GR1(x, y, z) =
θ(tx − ty)θ(ty − tz)[[π(x), π(y)], π(z)] + θ(tx − tz)θ(tz − ty)[[π(x), π(z)], π(y)]. We obtain,
η(2) =
3
70
d
dq0
d
dq′0
Re [lim
~q→0
GR1(−Q−Q′, Q,Q′)]|q0=q′0=0 . (4.30)
This is an interesting new result. We have obtained a type of nonlinear Kubo formula that
allows us to obtain the quadratic shear viscous response from a retarded three-point function
using equilibrium quantum field theory.
B. Diagrammatic Expansion
We obtain a diagrammatic expansion for the viscosity coefficients given in (4.20) and
(4.30). We use the closed time path formulation of finite temperature field theory, and
work in the Keldysh representation. Several reviews of this technique are available in the
literature [22–26]. The closed time path integration contour involves two branches, one
running from minus infinity to positive infinity just above the real axis, and one running
back from positive infinity to negative infinity just below the real axis. All fields can take
12
values on either branch of the contour and thus there is a doubling of the number of degrees
of freedom. It is straightforward to show that this doubling of degrees of freedom is necessary
to obtain finite green functions. We discuss below the structure of correlation functions of
field operators.
The two-point function or the propagator can be written as a 2× 2 matrix of the form
D =
(
D11 D12
D21 D22
)
, (4.31)
where D11 is the propagator for fields moving along C1, D12 is the propagator for fields
moving from C1 to C2, etc. The four components are given by
D11(X − Y ) = −i〈T (φ(X)φ(Y ))〉
D12(X − Y ) = −i〈φ(Y )φ(X)〉
D21(X − Y ) = −i〈φ(X)φ(Y )〉
D22(X − Y ) = −i〈T˜ (φ(X)φ(Y ))〉 (4.32)
where T is the usual time ordering operator and T˜ is the anti-chronological time ordering
operator. Physical functions are obtained by taking appropriate combinations of the com-
ponents of the propagator matrix. It is straightforward to show that the usual retarded and
advanced propagators: DR = −iθ(x0 − y0)[φ(X), φ(Y )] and DA = −iθ(y0 − x0)[φ(X), φ(Y )]
are given by the combinations,
DR = D11 −D12
DA = D11 −D21 . (4.33)
The 1PI part of the two-point function, or the polarization insertion, is obtained by trun-
cating legs. The retarded and advanced parts are given by,
ΠR = Π11 +Π12
ΠA = Π11 +Π21 . (4.34)
The situation is similar for higher n-point functions. For example, the three-point func-
tion which is retarded with respect to the first leg is given by
ΓR1 = Γ111 + Γ112 + Γ121 + Γ122 . (4.35)
The other three-point vertices that we will need are:
ΓR2 = Γ111 + Γ112 + Γ211 + Γ212
ΓR3 = Γ111 + Γ121 + Γ211 + Γ221
ΓF = Γ111 + Γ121 + Γ212 + Γ222
The four-point function which is retarded with respect to the first leg is given by,
MR1 =M1111 +M1112 +M1121 +M1211 +M1122 +M1212 +M1221 +M1222 . (4.36)
The other four-point vertices that we will need are:
13
MR4 = M1111 +M1121 +M1211 +M2111 +M1221 +M2121 +M2211 +M2221
MF =M1111 +M1121 +M1211 +M1221 +M2112 +M2212 +M2122 +M2222 . (4.37)
There are two relations that we can use to simplify expressions involving these vertices. The
first is a consequence of the fact that real time green functions are related to each other
through the KMS conditions. These identities are a consequence of symmetries generated
through cyclic permutations of field operators. The identity that we will need is [21],
ΓF +N1ΓR3 +N3ΓR1 = (N1 +N3)Γ
∗
R2 (4.38)
where each vertex carries arguments Γ(P1, P2, P3) and we write N(P1) := N1 etc. The
second simplification occurs because of the fact that the equations we obtain contain a
specific combination of four-point vertices which we define as,
M¯F = MF +N1MR4 +N4MR1 (4.39)
where each vertex carries argumentsM(P1, P2, P3, P4). It has been shown that this particular
combination of four-point vertices has special properties in a number of other contexts [27].
In addition, bare vertices that carry a Keldysh index ‘2’ have an extra factor of minus
one. This factor is accounted for by inserting a factor of τ for each vertex where τ is the
two component vector given by,
τ =
(
1
−1
)
.
We want to obtain a perturbative expansion for the correlation functions of composite
operators DR(X, Y ) and GR1(X, Y, Z) which appear in (4.20) and (4.30). We obtain expres-
sions for these correlation functions in terms of the vertices Γij and Mijlm which are defined
as the vertices obtained by truncating external legs from the following connected vertices:
ΓCij = 〈Tcπij(X)φ(Y )φ(Z)〉
MCijlm = 〈Tcπij(X)πlm(Y )φ(Z)φ(W )〉 (4.40)
where
πij(X) = ∂iφ(X)∂jφ(X)− 1
3
δij(∂mφ(X))(∂mφ(X)) (4.41)
and Tc is the operator that time orders along the closed time path contour. These definitions
allow us to write the two- and three-point correlation functions as integrals of the form,
14
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Fig. [1]: (a) Two-point function for shear viscosity from linear response; (b)
Three-point function for quadratic shear viscous response. The dashed external
line represents the composite operator piij. The square box is the four-point
function M and the round blob is the three-point vertex Γ.
Dab(Q) = 2i
∫
dP Γijcad(P,Q,−P −Q)iDbc(P )iDdb(P +Q)Iji(p)τb (4.42)
Gabc(−Q−Q′, Q,Q′) = 8
∫
dKM ijjkebcdτaiDae(K)iDda(K +Q +Q
′)Iki(k)
where the indices {a, b, c, d, e} are Keldysh indices and take values {1, 2}. These expressions
are shown diagrammatically in Fig. [1]. We perform the sum over Keldysh indices using the
Mathematica program described in [27]. We obtain,
DR(Q) = i
∫
dK(Nk+q −Nk)ΓijR2(K,Q,−K −Q)DA(K)DR(K +Q)Iji(k) (4.43)
GR1(−Q−Q′, Q,Q′) (4.44)
= −4
∫
dK(M¯F )ikkj(K,Q,Q
′,−K −Q−Q′)DR(K)DA(K +Q +Q′)Iji(k)
To rewrite these expressions in a simpler form we use rotational invariance to write,
Mijlm := Iˆij IˆlmM ; Γij := IˆijΓ (4.45)
Using an obvious notation we write the pairs of propagators DA(P )DR(P + Q) and
DR(K)DA(K+Q+Q
′) as aprp+q and rkak+q+q′. When {q0 , q′0} → 0 the dominant contribu-
tion to the integral from these pairs of propagators is produced by what is called the pinch
effect: the contour is “pinched” between the poles of the two propagators which gives rise to
a factor in the denominator that is proportional to the imaginary part of the propagators.
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We regulate the pinching singularity with the imaginary part of the hard thermal loop self
energy and obtain [15],
rkak+q → − ρk
2ImΣk
; ρk = i(rk − ak) (4.46)
where Σ is the retarded part of the hard thermal loop self energy.
Now we expand in q0 and q
′
0. In (4.43) we keep terms proportional to q0 since these terms
are the only ones that contribute to (4.20); in (4.44) we keep terms proportional to q0q
′
0 since
these terms are the only ones that contribute to (4.30). In each term there are products
of thermal factors of the form Nx − Nx+q and Nx − Nx+q′ where x is some combination of
{k, p, r}. The expansion of these thermal factors is straightforward:
Nx −Nx+q = 2q0βnx(1 + nx) + · · · (4.47)
Consider the behaviour of the vertices when {q0, q′0} → 0. Using (4.43) and (4.46) in
(4.20) it is easy to see that only the real part of ΓR2 contributes. Similarly, using (4.44)
and (4.46) in (4.30) it is clear that we need only the real part of M¯F . First we consider
(4.43). Because of the explicit factor of (Nk+q − Nk) we can set Q to zero in the vertex.
The expansion of (4.44) in Q and Q′ is more difficult. One can show that the terms in the
expansion that contain gradients acting on the verticesMF , MR1 andMR4 do not contribute
to the result and that we can make the replacement:
ReM¯F (K,Q,Q
′,−K −Q−Q′)→ (Nk −Nk+q+q′)ReMR1(K, 0, 0,−K) (4.48)
From now on, to simplify the notation, we define Γ(K, 0,−K) := Γ(K) and
M(K, 0, 0,−K) := M(K).
Using these results to simplify (4.43) and (4.44) and substituting into (4.20) and (4.30)
we obtain,
η(1) =
β
15
∫
dK k2 ρknk(1 + nk)
[
ReΓR2(K)
ImΣk
]
(4.49)
η(2) = −2β
2
105
∫
dK k2 ρknk(1 + nk)Nk
[
ReMR1(K)
ImΣk
]
(4.50)
Comparing with (3.11) and (3.12) we see that the results are identical if we identify
B(k) =
ReΓR2(k)
ImΣk
(4.51)
C(k) = −ReMR1(k)
ImΣk
(4.52)
with the momentum K on the shifted mass shell: δ(K2 −m2th) where m2th = m2 + ReΣK .
1. The Ladder Resummation
It has been known for some time that the set of diagrams which give the dominate
contributions to the vertex Γij(P,Q,−P − Q) are the ladder diagrams. These diagrams
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contribute to the viscosity to the same order in perturbation theory as the bare one loop
graph and thus need to be resummed [10]. This effect occurs for the following reason. It
appears that the ladder graphs are suppressed relative to the one loop graph by extra powers
of the coupling which come from the extra vertex factors that one obtains when one adds
rungs (vertical lines). However, these extra factors of the coupling are compensated for by a
kinematical factor. This factor arises through the pinch effect which is described above. The
addition of an additional rung in a ladder graph always produces an extra pair of propagators
of the form akrk+q or rkak+q. Products of this form contribute a factor which produces an
enhancement. This factor occurs when the contour is “pinched” between the poles of the
two propagators, which gives rise to a contribution in the denominator that is proportional
to the imaginary part of the inverse propagators.
In order to include ladder diagrams we obtain the vertex Γ˜ij(P,Q,−P−Q) as the solution
to the integral equation shown in Fig. [2].
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Fig. [2]: Integral equation for the ladder resummation. The blob represents the
vertex Γ˜.
Γ˜lmabc(K,Q,−K −Q)
=
∫
dP dR τ b3τ
a
3 τ
c
3Ilm(p)Dca(R)Dac(K +R− P )Dbc(P +Q)Dab(P ) (4.53)
+
1
2
∫
dP dR Γ˜lmdbe(P,Q,−P −Q)Dad(P )Dec(P +Q)Dac(R +K − P )τ c3Dca(R)τa3
We perform the sums over the Keldysh indices using the Mathematica program in [27] and
simplify the result by taking Q to zero, keeping only the pinching terms, and using (4.46).
The vertex function which includes the tree vertex is obtained by shifting: Γij = Iij +
1
2
Γ˜ij.
(The factor of 1/2 is a symmetry factor). We obtain,
ΓlmR2(K) = kmkl −
1
3
δmlk
2 − λ
2
4
∫
dP dR dP ′
·(2π)4δ4(P + P ′ − R−K)ρpρrρp′ Γ
lm
R2(P )
ImΣR(P )
(1 + np)(1 + np′)nr/(1 + nk) (4.54)
Note that this integral equation is decoupled: the only three-point vertex that appears is
ΓlmR2. To simplify this expression further we use (4.45), (4.51) and the fact that ΓR2(P ) is
pure real, and symmetrize the integral on the right hand side over the integration variables
{P, P ′, R}. We multiply and divide the left hand side by ImΣk and replace this expression
in the numerator by the HTL result [10,28],
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ImΣk = −λ
2
12
(
1
1 + nk
) ∫
dP dR dP ′ (2π)4δ4(P + P ′ − R−K)
ρpρrρp′(1 + np)(1 + np′)nr (4.55)
Rearranging we obtain [15],
I(k, k)lm =
λ2
12(1 + nk)
∫
dP dR dP ′ (2π)4δ(P + P ′ − R−K)ρpρrρp′ (4.56)
[Blm(P ) +Blm(P
′)−Blm(K)−Blm(R)](1 + np)(1 + np′)nr
where we have used (3.7), (4.45) and (4.51). When the delta functions are used to do
the frequency integrals, this equation has exactly the same form as the equation obtained
from the linearized Boltzmann equation (3.19) with a shifted mass shell describing effective
thermal excitations. Comparing (3.11) and (3.19) with (4.49) and (4.56) we conclude that
calculating shear viscosity using effective transport theory by keeping only first order terms in
the gradient expansion is equivalent to using the Kubo formula obtained from linear response
theory, with a three-point vertex obtained by resumming ladder graphs. The contributions
to the viscosity are shown in Fig. [3].
......
Fig. [3]: Some of the ladder diagrams that contribute to shear viscosity.
2. The Extended-Ladder Resummation
In this section we consider an integral equation for the vertex Mijlm which resums an
infinite set of graphs that includes ladder graphs and some other contributions which we
will call extended ladder graphs. We will show that this integral equation has exactly the
same form as the integral equation (3.22) obtained by expanding the Boltzmann equation
to second order. We consider the integral equation shown in Fig. [4].
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Fig. [4]: Integral equation for an extended-ladder resummation.
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Following (4.39) and (4.44) we calculate contributions to MF , MR1, MR4 for each dia-
gram. We introduce some notation to simplify the equations. For four-point vertices we list
the first three momenta only and for three-point vertices we list the first two only. In both
cases the last momentum is the one that is determined by the conservation of energy. For
example: M(K,Q,Q′,−K −Q−Q′) := M(K,Q,Q′) and Γ(K,Q,−K −Q) := Γ(K,Q). In
addition we write (as before) M(K, 0, 0,−K) := M(K) and Γ(K, 0,−K) := Γ(K). From
Fig. [4a] we have,
(M ijlmF )
4a(K,Q,Q′) = 2i[rk+qΓ
ij
R1(K,Q)Γ
lm
F2(K +Q,Q
′)
+ ak+qΓ
ij
F2(K,Q)Γ
lm
R3(K +Q,Q
′) + fk+qΓ
ij
R1(K,Q)Γ
lm
R3(K +Q,Q
′)]
(M ijlmR1 )
4a(K,Q,Q′) = 2irk+qΓ
ij
R1(K,Q)Γ
lm
R1(K +Q,Q
′)
(M ijlmR4 )
4a(K,Q,Q′) = 2iak+qΓ
ij
R3(K,Q)Γ
lm
R3(K +Q,Q
′) (4.57)
We can rewrite this result by substituting in the expanded form of the vertex Γij = Iij+
1
2
Γ˜ij
with Γ˜ij obtained from the integral equation that corresponds to Fig. [2]. We use,
ΓijR1(K,Q)
= I ij(k)− iλ
2
8
∫
dP dR rpap+q(N
′ −Nr)arr′ [ΓijF2(P,Q)−Np+qΓijR1(P,Q) +NpΓijR3(P,Q)]
ΓijR3(K,Q)
= I ij(k)− iλ
2
8
∫
dP dR rpap+q(Nr −N ′)rra′ [ΓijF2(P,Q)−Np+qΓijR1(P,Q) +NpΓijR3(P,Q)]
ΓijF2(K,Q)
= −iλ
2
8
∫
dP dR rpap+q(1−N ′Nr)ρrρ′ [ΓijF2(P,Q)−Np+qΓijR1(P,Q) +NpΓijR3(P,Q)]
It is easy to show that the contribution from Fig. [4a] is equivalent to the contributions from
the four diagrams in Fig. [5].
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Fig. [5]: The four-point vertices that correspond to the diagram in to Fig. [4a].
From Figs. [5a,5b] we obtain,
(M ijlmF )
5a(K,Q,Q′) = iIij(k)[ak+qΓ
lm
F2(K,Q) + fk+qΓ
lm
R1(K,Q)] (4.58)
(M ijlmR1 )
5a(K,Q,Q′) = irk+qIij(k)Γ
lm
R1(K,Q) (4.59)
(M ijlmR4 )
5a(K,Q,Q′) = iak+qIij(k)Γ
lm
R3(K,Q) (4.60)
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(M ijlmF )
5b(K,Q,Q′) = iIij(k)[rk+qΓ
lm
F2(K +Q,Q
′) + fk+qΓ
lm
R3(K,Q)] (4.61)
(M ijlmR1 )
5b(K,Q,Q′) = irk+qIij(k)Γ
lm
R1(K +Q,Q
′) (4.62)
(M ijlmR4 )
5b(K,Q,Q′) = iak+qIij(k)Γ
lm
R3(K +Q,Q
′) (4.63)
From Figs. [5c,5d] we obtain,
(M ijlmF )
5c(K,Q,Q′)
=
−iλ2
8
∫
dP dRap+q+q′rp
[ΓlmF2(P +Q,Q
′)−Np+q+q′ΓlmR1(P +Q,Q′) +Np+qΓlmR3(P +Q,Q′)]
· [ΓijF2(K,Q)(frap′ + rrfp′)ak+q
+ ΓijR1(K,Q)(fk+q(frap′ + rrfp′) + rk+q(fp′fr + ap′rr + rp′ar))] (4.64)
(M ijlmR1 )
5c(K,Q,Q′)
=
−iλ2
8
∫
dP dRap+q+q′rp
[ΓlmF2(P +Q,Q
′)−Np+q+q′ΓlmR1(P +Q,Q′) +Np+qΓlmR3(P +Q,Q′)]
· ΓijR1(K,Q)rk+q(fp′ar + rp′fr) (4.65)
(M ijlmR4 )
5c(K,Q,Q′)
=
−iλ2
8
∫
dP dRap+q+q′rp
[ΓlmF2(P +Q,Q
′)−Np+q+q′ΓlmR1(P +Q,Q′) +Np+qΓlmR3(P +Q,Q′)]
· ΓijR3(K,Q)ak+q(fp′rr + ap′fr). (4.66)
(M ijlmF )
5d(K,Q,Q′)
=
−iλ2
8
∫
dP dRap+qrp[Γ
lm
F2(P,Q)−Np+qΓlmR1(P,Q) +NpΓlmR3(P,Q)]
[ΓijF2(K +Q,Q
′)rk+q(arf
′ + frr
′)
+ ΓijR3(K + Q,Q
′)(fk+q(arf
′ + frr
′) + ak+q(frf
′ + rra
′ + arr
′))] (4.67)
(M ijlmR1 )
5d(K,Q,Q′)
=
−iλ2
8
∫
dP dR rpap+q[Γ
lm
F2(P,Q)−Np+qΓlmR1(P,Q) +NpΓlmR3(P,Q)]
· ΓijR1(K +Q,Q′)rk+q(arf ′ + frr′) (4.68)
(M ijlmR4 )
5d(K,Q,Q′)
=
−iλ2
8
∫
dP dR rpap+q[Γ
lm
F2(P,Q)−Np+qΓlmR1(P,Q) +NpΓlmR3(P,Q)]
· ΓijR3(K +Q,Q′)ak+q(a′fr + f ′rr) (4.69)
The contribution from Fig. [4b] is
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(M ijlmF )
4b(K,Q,Q′) = −λ
2
8
∫
dP dR ap+q+q′rpM¯
ijlm
F (P,Q,Q
′)[rrap′ + arrp′ + frfp′] (4.70)
(M ijlmR1 )
4b(K,Q,Q′) = −λ
2
8
∫
dP dR ap+q+q′rpM¯
ijlm
F (P,Q,Q
′)[arfp′ + frrp′] (4.71)
(M ijlmR4 )
4b(K,Q,Q′) = −λ
2
8
∫
dP dR ap+q+q′rpM¯
ijlm
F (P,Q,Q
′)[rrfp′ + frap′] (4.72)
where P ′ = R +K − P . Fig. [4c] gives,
(M ijlmF )
4c(K,Q,Q′) =
−iλ2
4
∫
dP dR (Np −Np+q)(Nr−q′ −Nr) (4.73)
Γij∗R2(P,Q)Γ
lm∗
R2 (R−Q′, Q′)fp′rpar+qarrr−q′
(M ijlmR1 )
4c(K,Q,Q′) =
−iλ2
4
∫
dP dR (Np −Np+q)(Nr−q′ −Nr)Γij∗R2(P,Q) (4.74)
Γlm∗R2 (R−Q′, Q′)rr′rpar+qarrr−q′
(M ijlmR4 )
4c(K,Q,Q′) =
−iλ2
4
∫
dP dR (Np −Np+q)(Nr−q′ −Nr)Γij∗R2(P,Q) (4.75)
Γlm∗R2 (R−Q′, Q′)ap′rpar+qarrr−q′
To combine these expressions we use (4.38) and (4.39). We keep only the pinching
contributions and use (4.46) to regulate. As discussed previously, we expand in q0 and q
′
0
and keep the term proportional to q0q
′
0, since that is the only term that will contribute to
the quadratic shear viscous response coefficient. As before, one can show that the terms
in the expansion that contain gradients acting on the vertices MF , MR1 and MR4 do not
contribute to the result and that we can use (4.48). We simplify further by using (4.47). We
also make repeated use of the set of identities below which hold for momenta which satisfy
P1 + P2 = P3 + P4:
n1n2(1 + n3)(1 + n4) = (1 + n1)(1 + n2)n3n4
n3n2 + n3 + n1(n3 − n2) = (1 + n1)(1 + n2)n3/(1 + n4) (4.76)
n1(1 + n1)n3(1 + n3)(N2 −N4) = (1 + n1)(1 + n2)n3n4(N3 −N1) .
Finally, since K is the momentum for an external leg we take the on shell piece:
rk → i
ImΣk
(4.77)
We obtain:
Nknk(1 + nk)M
ijlm
R1 (K)
= −nk(1 + nk)NkIijΓ
lm
R2(K)
ImΣk
+
λ2
4
∫
dP dR (1 + np)(1 + np′)nrnkρpρ
′
pρr[
−NpM
ijlm
R1 (P )
ImΣp
+
1
2
ΓijR2(P )
ImΣp
ΓlmR2(R)
ImΣr
(Nr −Np) + 1
2
ΓijR2(P )
ImΣp
ΓlmR2(K)
ImΣk
(Np −Nk)
]
(4.78)
We introduce the symmetric notation: P := P1 ; P
′ := P2 ; R := P3 and rewrite the equation
above after symmetrizing on the integration variables. Rearranging we obtain,
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nk(1 + nk)NkIij
ΓlmR2(K)
ImΣk
=
λ2
12
∫ ∫
dP1 dP2 dP3(2π)
4δ4(P1 + P2 − P3 −K)(1 + n1)(1 + n2)n3nkρ1ρ2ρ3
[
Np3M
ijlm
R1 (P3)
ImΣp3
+
NkM
ijlm
R1 (K)
ImΣk
− Np1M
ijlm
R1 (P1)
ImΣp1
− Np2M
ijlm
R1 (P2)
ImΣp2
+
1
2
{(N1 +N2)Γ
ij
R2(P1)
ImΣp1
ΓlmR2(P2)
ImΣp2
− (Nk +N3)Γ
ij
R2(K)
ImΣk
ΓlmR2(P3)
ImΣp3
+ (N3 −N1)Γ
ij
R2(P1)
ImΣp1
ΓlmR2(P3)
ImΣp3
+ (Nk −N1)Γ
ij
R2(P1)
ImΣp1
ΓlmR2(K)
ImΣk
+ (N3 −N2)Γ
ij
R2(P3)
ImΣp3
ΓlmR2(P2)
ImΣp2
+ (Nk −N2)Γ
ij
R2(K)
ImΣk
ΓlmR2(P2)
ImΣp2
}] (4.79)
Note that once again we have obtained an integral equation that is decoupled: it only involves
MR1 and ΓR2. With ΓR2 determined by the integral equation (4.56), Equation (4.79) can
be solved to obtain MR2. From the diagrams in Figs. [4,5] we see that the solutions to the
integral equation will contain contributions of the form shown in Fig. [6]. Finally, by using
(3.7), (4.45), (4.51) and (4.52) and comparing (4.50) and (4.79) with (3.12) and (3.22) we
see that calculating the quadratic shear viscous response using transport theory describing
effective thermal excitations and keeping terms that are quadratic in the gradient of the
four-velocity field in the expansion of the Boltzmann equation, is equivalent to calculating
the same response coefficient from quantum field theory at finite temperature using the
next-to-linear response Kubo formula with a vertex given by a specific integral equation.
This integral equation shows that the complete set of diagrams that need to be resummed
includes the standard ladder graphs, and an additional set of extended ladder graphs. Some
of the diagrams that contribute to the viscosity are shown in Fig. [7].
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Fig. [6]: Some of the ladder and extended-ladder diagrams that contribute to the
four-point vertex.
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Fig. [7]: Some of the ladder and extended ladder diagrams that contribute to
quadratic shear viscous response.
V. CONCLUSIONS
We have studied nonlinear response using two different methods. The first method uses
standard transport theory. We start from a local equilibrium form for the distribution func-
tion and perform a gradient expansion. We calculate the quadratic shear viscous response
coefficient by expanding the Boltzmann equation and obtaining a hierarchy of equations
that can be solved consistently. The second technique uses response theory. We work with
a perturbative Hamiltonian that is linear in the gradient of the four-velocity field and study
quadratic response. We generalize the Kubo formula for linear response and obtain an
expression that allows us to calculate quadratic shear viscous response from the retarded
three-point green function of the viscous shear stress tensor. The transport theory calcu-
lation involves the use of the Boltzmann equation which is itself obtained from some more
fundamental theory. The response theory calculation uses the well known methods of equi-
librium finite temperature quantum field theory and is, in this sense, more fundamental.
However, the response theory calculation is complicated by the need to resum infinite sets
of diagrams at finite temperature.
At leading order, it is well known that a correct calculation of the linear response coef-
ficient involves the resummation of ladder graphs. Beyond leading order in response theory
it is difficult even to identify which diagrams need to be resummed. We have identified
precisely which diagrams need to be resummed by studying the connection between the
transport theory calculation and the response theory calculation. We have shown that cal-
culating the quadratic shear viscous response coefficient using transport theory by keeping
terms that are quadratic in the gradient of the four-velocity field in the expansion of the
Boltzmann equation, is equivalent to calculating the same response coefficient from quan-
tum field theory at finite temperature using the next-to-linear response Kubo formula with
a vertex given by a specific integral equation. This integral equation shows that the com-
plete set of diagrams that need to be resummed includes the standard ladder graphs, and
an additional set of extended ladder graphs.
There are several directions for future work. It has been shown that the Boltzmann equa-
tion can be derived from the Kadanoff-Baym equations by using a gradient expansion and
keeping only linear terms [29]. The connection between this result and the work discussed in
23
this paper can probably be understood by studying the dual roles of the gradient expansion
and the quasiparticle approximation. In addition, it would be interesting to generalize this
work to gauge field theories.
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