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In the present paper, a Lotka–Volterra type mutualism system with several delays is studied. Some new and interesting
suﬃcient conditions are obtained for the global existence of positive periodic solutions of the mutualism system. Our
method is based on Mawhin’s coincidence degree and novel estimation techniques for the a priori bounds of unknown
solutions. Our results are diﬀerent from the existing ones such as those in of Yang et al. [F. Yang, D. Jiang, A. Ying, Exis-
tence of positive solution of multidelays facultative mutualism system, J. Eng. Math. 3 (2002) 64–68] and Chen et al.
[F. Chen, J. Shi, X. Chen, Periodicity in a Lotka–Volterra facultative mutualism system with several delays, J. Eng. Math.
21(3) (2004) 403–409].
 2006 Elsevier Inc. All rights reserved.
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Lotka–Volterra type predator–prey models and competitive models have been studied extensively by many
authors (see e.g. [1–22]). However, there are few papers that consider mutualism systems. Goh in [23] discussed
the stability of mutualism models without delays. Then Gopalsamy and He in [24] studied the following
system with discrete delay:0307-9
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Y. Xia et al. / Applied Mathematical Modelling 31 (2007) 1960–1969 1961_x1ðtÞ ¼ x1ðtÞ½r1ðtÞ  a11ðtÞx1ðt  sÞ þ a12ðtÞx2ðt  sÞ;
_x2ðtÞ ¼ x2ðtÞ½r2ðtÞ þ a21ðtÞx1ðt  sÞ  a22ðtÞx2ðt  sÞ;

ð1Þand suﬃcient conditions were obtained for the persistence and global attractivity of system (1). In reality, the
delays, due to time dependent environment factors, may change with respect to time as well. Thus, the discrete
delays may not be appropriate. For this reason, Yang et al. in [25] proposed the following system:_y1ðtÞ ¼ y1ðtÞ½r1ðtÞ  a11ðtÞy1ðt  s1ðtÞÞ þ a12ðtÞy2ðt  s2ðtÞÞ;
_y2ðtÞ ¼ y2ðtÞ½r2ðtÞ þ a21ðtÞy1ðt  s1ðtÞÞ  a22ðtÞy2ðt  s2ðtÞÞ

ð2Þwith continuous delays s1(t) and s2(t). By using Mawhin’s coincidence degree, suﬃcient conditions are ob-
tained for the global existence of positive periodic solutions of system (2). Recently, Chen et al. in [26] con-
sidered the following periodic model with several delays:_y1ðtÞ ¼ y1ðtÞ r1ðtÞ 
Pm
i¼1
a1iðtÞy1ðt  siðtÞÞ þ
Pn
j¼1
b1jðtÞy2ðt  rjðtÞÞ
" #
;
_y2ðtÞ ¼ y2ðtÞ r2ðtÞ þ
Pm
i¼1
a2iðtÞy1ðt  siðtÞÞ 
Pn
j¼1
b2jðtÞy2ðt  rjðtÞÞ
" #
:
8>>><
>>>:
ð3ÞBy using the coincidence degree theory, they derived the following theorem in order to guarantee the existence
of positive periodic solutions of system (3).
Theorem 2.1 [26]. Let Ai1 ¼ mint2½0;xfa1iðtÞ; i ¼ 1; . . . ;mg, Al2 ¼ maxt2½0;xfa2iðtÞ; i ¼ 1; . . . ;mg, Bi1 ¼
mint2½0;xfb1jðtÞ; j ¼ 1; . . . ; ng, and Bl2 ¼ maxt2½0;xfb2jðtÞ; j ¼ 1; . . . ; ng. IfXm
i¼1
a1i
Xn
j¼1
b2j >
Xm
i¼1
a2i
Xn
j¼1
b1jand Ai1B
i
2 > A
l
2B
l
1 hold, then system (3) has at least one positive x-periodic solution.
If we take i = j = 1, system (3) reduces to system (2) and Theorem 2.1 in [26] reduces to Theorem 1 in [25].
Note that the delays of y1 and y2 in the ﬁrst equation of system (2) or (3) are the same as those in the second
equation. However, there is no reason why they cannot be diﬀerent in realistic situations. For this reason, we
generalize system (3) to the following more general delayed system:_y1ðtÞ ¼ y1ðtÞ r1ðtÞ 
Pm
i¼1
a1iðtÞy1ðt  siðtÞÞ þ
Pn
j¼1
b1jðtÞy2ðt  rjðtÞÞ
" #
;
_y2ðtÞ ¼ y2ðtÞ r2ðtÞ þ
Pm
i¼1
a2iðtÞy1ðt  niðtÞÞ 
Pn
j¼1
b2jðtÞy2ðt  gjðtÞÞ
" #
;
8>>><
>>>:
ð4Þwhere aki(t), bkj(t), si(t), ni(t), rj(t), gj(t) for k = 1,2; i = 1, . . . ,m and j = 1, . . . ,n are positive periodic functions
with period x > 0 and
R x
0
rkðtÞdt > 0 for k = 1,2. The periodicity assumption is based on the periodicity of the
environment factors (e.g. seasonal eﬀects of weather condition, food supplies, temperature cycles, mating hab-
its, etc.). However, we do not assume that the growth factors r1(t) and r2(t) are positive, since the environment
may ﬂuctuate in a random manner so that in bad situations, r1(t) and r2(t) may be negative. The initial con-
ditions for system (4) take the form_ykðsÞ ¼ wkðsÞ; s ¼ max sup
t2½0;x
fsiðtÞ; niðtÞ; i ¼ 1; . . . ;m; rjðtÞ; gjðtÞ; j ¼ 1; . . . ; ng
_wkðsÞ 2 Cð½s; 0;RþÞ; wkð0Þ > 0; k ¼ 1; 2:
8<
: ð5ÞObviously, system (2) and system (3) are special cases of system (4). However, since we have more essen-
tially diﬀerent delays in our system, the arguments in Yang et al. [25] and Chen et al. [26] for obtaining bounds
of solutions to the operator equation Lx = kNx are not applicable and some novel arguments are necessary.
More speciﬁcally, the authors in [25] or [26] obtained, by means of the ﬁrst equation of system (3),
1962 Y. Xia et al. / Applied Mathematical Modelling 31 (2007) 1960–1969Ai1
Xm
i¼1
Z x
0
expfx1ðt  siðtÞÞgdt 6 r1xþ Bl1
Xn
j¼1
Z x
0
expfx2ðt  rjðtÞÞgdt;and, by the second equation of system (3),Bi2
Xn
j¼1
Z x
0
expfx2ðt  rjðtÞÞgdt 6 r2xþ Al2
Xm
i¼1
Z x
0
expfx1ðt  siðtÞÞgdt:Then combining the two inequalities, they obtainedAi1
Xm
i¼1
Z x
0
expfx1ðt  siðtÞÞgdt 6 r1xþ B
l
1
Bi2
r2xþ Al2
Xm
i¼1
Z x
0
expfx1ðt  siðtÞÞgdt
 !
;which impliesXm
i¼1
Z x
0
expfx1ðt  siðtÞÞgdt 6 r1B
i
2 þ r2B1l
Ai1B
i
2  Bl1Al2
:This inequality then leads them to bounds of x1 in system (3). If we were to use the same ideas, then since
x1(t  si(t))5 x1(t  ni(t)), we will see thatAi1
Xm
i¼1
Z x
0
expfx1ðt  siðtÞÞgdt 6 r1xþ B
l
1
Bi2
r2xþ Al2
Xm
i¼1
Z x
0
expfx1ðt  niðtÞÞgdt
 !
:which does not lead us anywhere. Therefore, the methods in [25,26] cannot be applied to our system (4).
The purpose of this paper is to derive some suﬃcient conditions for the global existence of positive periodic
solutions of IVP (4,5). Since we have employed novel techniques, our results are much diﬀerent from those in
Theorem 2.1 in [26].
Throughout this paper,we assume thatðH1Þ : 1 _siðtÞ > 0; 1 _rjðtÞ > 0; 1 _niðtÞ > 0; 1 _gjðtÞ > 0; i ¼ 1; . . . ;m; j ¼ 1; . . . ; n:• We will use the following notation:f ¼ 1
x
Z x
0
f ðtÞdt; f i ¼ min
t2½0;x
f ðtÞ; f l ¼ max
t2½0;x
f ðtÞ;
where f(t) is an x-periodic function.
• We always use k = 1,2, i = 1, . . . ,m, j = 1, . . . ,n, unless otherwise stated.
• We also setA1iðtÞ ¼ a1iðtÞ
1 _siðtÞ ; B1jðtÞ ¼
b1jðtÞ
1 _rjðtÞ ; A2iðtÞ ¼
a2iðtÞ
1 _niðtÞ
; B2jðtÞ ¼ b2jðtÞ
1 _gjðtÞ :2. Existence of positive periodic solutions
In order to obtain the existence of positive periodic solutions of (4), it is convenient to ﬁrst summarize in the
following a few concepts and results from [27] that will be basic for this section.
Let X and Y be normed vector spaces, let L : DomL  X! Y be a linear mapping, and N : X! Y be a
continuous mapping. The mapping L is called a Fredholm mapping of index zero if dimKer
L = codimImL < +1 and Im L is closed in Y. If L is a Fredholm mapping of index zero and there exist con-
tinuous projectors P : X! X, and Q : Y! Y such that ImP = KerL, KerQ = ImL = Im(I  Q). It follows
that LjdomL \ KerP : (I  P)X! ImL is invertible. We denote the inverse of that map by Kp. If X is an open
bounded subset of X, the mapping N will be called L-compact on X if QNðXÞ is bounded and
Y. Xia et al. / Applied Mathematical Modelling 31 (2007) 1960–1969 1963KpðI  QÞN : X! X is compact. Since ImQ is isomorphic to KerL, there exists an isomorphism
J : ImQ! KerL.
Lemma 1 [27]. Let X  X be an open and bounded set. Let L be a Fredholm mapping of index zero and N be
L-compact on X. Assume
(a) for each k 2 (0,1), x 2 oX \ DomL, Lx5 kNx;
(b) for each x 2 oX \ KerL, QNx5 0;
(c) deg{JQN,X \ Ker L,0}5 0.
Then Lx = Nx has at least one solution in X \DomL:
Lemma 2. Assume that f(t), g(t) are continuous nonnegative functions defined on the interval [a,b]. Then there
exists n 2 [a,b] such thatZ b
a
f ðtÞgðtÞdt ¼ f ðnÞ
Z b
a
gðtÞdt:Theorem 1. In addition to (H1), assume further that
Pm
i¼1A
i
1i
Pn
j¼1B
i
2j >
Pm
i¼1A
l
2i
Pn
j¼1B
l
1j. Then IVP (4,5) has at
least one positive x-periodic solution, where A1i(t), A2i(t), B1j(t), B2j(t) have been defined in Section 1.
Remark 1. Due to diﬀerent arguments to be shown, our results are much diﬀerent from Theorem 2.1 in [26].
We also remark that Ai1B
i
2 > A
l
2B
l
1 implies that
Pm
i¼1a1i
Pn
j¼1b2j >
Pm
i¼1a2i
Pn
j¼1b1j. Therefore, the redundant
condition
Pm
i¼1a1i
Pn
j¼1b2j >
Pm
i¼1a2i
Pn
j¼1b1j of Theorem 2.1 in [26] can be removed. In some sense, we gener-
alize the results in [26]. Since the results in [24,25] are special cases of [26], we also generalize the results in
[24,25].
Proof of Theorem 1. Make the change of variablesxkðtÞ ¼ ln ykðtÞ; k ¼ 1; 2: ð6ÞThen (4) is rewritten as_x1ðtÞ ¼ r1ðtÞ 
Pm
i¼1
a1iðtÞ expfx1ðt  siðtÞÞg þ
Pn
j¼1
b1jðtÞ expfx2ðt  rjðtÞÞg;
_x2ðtÞ ¼ r2ðtÞ þ
Pm
i¼1
a2iðtÞ expfx1ðt  niðtÞÞg 
Pn
j¼1
b2jðtÞ expfx2ðt  gjðtÞÞg:
8>><
>>:
ð7ÞTakeX ¼ Y ¼ fx ¼ ðx1; x2ÞT 2 CðR;R2Þ : xðt þ xÞ ¼ xðtÞg;and deﬁnekxk ¼ max
t2½0;x
jx1ðtÞj þ max
t2½0;x
jx2ðtÞj; x ¼ ðx1; x2ÞT 2 X or Y ;here j Æ j denotes the Euclidean norm. Then X and Y are Banach spaces with the norm k Æ k. For any
x = (x1,x2)
T 2 X, by means of the periodicity assumption, we can easily check thatr1ðtÞ 
Xm
i¼1
a1iðtÞ expfx1ðt  siðtÞÞg þ
Xn
j¼1
b1jðtÞ expfx2ðt  rjðtÞÞg :¼ D1ðx; tÞ 2 CðR;RÞ;
r2ðtÞ þ
Xm
i¼1
a2iðtÞ expfx1ðt  niðtÞÞg 
Xn
j¼1
b2jðtÞ expfx2ðt  gjðtÞÞg :¼ D2ðx; tÞ 2 CðR;RÞ
1964 Y. Xia et al. / Applied Mathematical Modelling 31 (2007) 1960–1969are x-periodic. SetL : DomL \ X ; Lðx1ðtÞ; x2ðtÞÞ ¼ dx1ðtÞ
dt
;
dx2ðtÞ
dt
 
;where DomL = {(x1(t), x2(t)) 2 C1(R,R2)} and N : X! X,N
x1
x2
 
¼ D1ðx; tÞ
D2ðx; tÞ
 
:DeﬁneP
x1
x2
 
¼ Q x1
x2
 
¼
1
x
R x
0 x1ðtÞdt
1
x
R x
0
x2ðtÞdt
 !
;
x1
x2
 
2 X ¼ Y :t is not diﬃcult to show thatKerL ¼ fxjx 2 X ; x ¼ C0; C0 2 R2g ImL ¼ yjy 2 Y ;
Z x
0
yðtÞdt ¼ 0
 
is closed in Y ;anddimKerL ¼ codim ImL ¼ 2;
and P and Q are continuous projectors such thatImP ¼ KerL; KerQ ¼ ImL ¼ ImðI  QÞ:
It follows that L is a Fredholm mapping of index zero. Furthermore, the generalized inverse (to L)
Kp : ImL! DomL \ KerP exists, which is given byKpðyÞ ¼
Z t
0
yðsÞds 1
x
Z x
0
Z t
0
yðsÞdsdt:Then QN : X! Y and Kp(I  Q)N : X! X are deﬁned byQNx ¼ 1
x
Z x
0
D1ðx; tÞdt; 1x
Z x
0
D2ðx; tÞdt
 T
;
KpðI  QÞNx ¼ ðW1ðx; tÞ;W2ðx; tÞÞT;
whereWkðx; tÞ ¼
Z t
0
Dkðx; sÞds 1x
Z x
0
Z t
0
Dkðx; sÞdsdt  tx
1
2
 Z x
0
Dkðx; sÞds; k ¼ 1; 2:Clearly, QN and Kp(I  Q)N are continuous. By using the Arzela–Ascoli Theorem, it is not difﬁcult to prove
that KpðI  QÞNðXÞ is compact for any open bounded set X  X. Moreover, QNðXÞ is bounded. Therefore, N
is L-compact on X with any open bounded set X  X.
Now we need to search for an appropriate open bounded subsets X for the application of Lemma 1.
Corresponding to the operator equation Lx = kNx where k 2 (0,1), we have_x1ðtÞ ¼ k r1ðtÞ 
Pm
i¼1
a1iðtÞ expfx1ðt  siðtÞÞg þ
Pn
j¼1
b1jðtÞ expfx2ðt  rjðtÞÞg
" #
;
_x2ðtÞ ¼ k r2ðtÞ þ
Pm
i¼1
a2iðtÞ expfx1ðt  niðtÞÞg 
Pn
j¼1
b2jðtÞ expfx2ðt  gjðtÞÞg
" #
:
8>>><
>>>:
ð8Þ
Y. Xia et al. / Applied Mathematical Modelling 31 (2007) 1960–1969 1965Suppose x = (x1(t),x2(t))
T 2 X is a solution of (8) for a certain k 2 (0,1). Integrating (8) over the interval [0,x],
we obtainR x
0 r1ðtÞ 
Pm
i¼1
a1iðtÞ expfx1ðt  siðtÞÞg þ
Pn
j¼1
b1jðtÞ expfx2ðt  rjðtÞÞg
" #
dt ¼ 0;
R x
0
r2ðtÞ þ
Pm
i¼1
a2iðtÞ expfx1ðt  niðtÞÞg 
Pn
j¼1
b2jðtÞ expfx2ðt  gjðtÞÞg
" #
dt ¼ 0:
8>>><
>>>:Hence,r1xþ
Xn
j¼1
Z x
0
b1jðtÞ expfx2ðt  rjðtÞÞgdt ¼
Xm
i¼1
Z x
0
a1iðtÞ expfx1ðt  siðtÞÞgdt; ð9Þ
r2xþ
Xm
i¼1
Z x
0
a2iðtÞ expfx1ðt  niðtÞÞgdt ¼
Xn
j¼1
Z x
0
b2jðtÞ expfx2ðt  gjðtÞÞgdt: ð10ÞLet s = t  si(t). We note that _siðtÞ < 1, which implies dsdt ¼ 1 _siðtÞ > 0, ds ¼ ð1 _siðtÞÞdt.
Therefore, the function s = t  si(t) has the continuous inverse function t ¼ si ðsÞ; s 2 ½sið0Þ;x siðxÞ. So
we haveZ Zx
0
a1iðtÞ expfx1ðt  siðtÞÞgdt ¼
xsiðxÞ
sið0Þ
a1iðsi ðsÞÞ
1 _siðsi ðsÞÞ
expfx1ðsÞgds;by Lemma 2, there exists ai 2 [si(0),x  si(x)] = [ si(0),x  si(0)] such that
Z x
0
a1iðtÞ expfx1ðt  siðtÞÞgdt ¼ a1iðs

i ðaiÞÞ
1 _siðsi ðaiÞÞ
Z xsiðxÞ
sið0Þ
expfx1ðsÞgds ¼ a1iðqiÞ
1 _siðqiÞ
Z x
0
expfx1ðtÞgdt;where qi ¼ si ðaiÞ: For the Eqs. (8) and (9), similar to the above discussion, there exist qi, ji, ej, dj 2 [0,x],
(i = 1, . . . ,m, j = 1, . . . ,n) such thatr1xþ
Xn
j¼1
b1jðejÞ
1 _rjðejÞ
Z x
0
expfx2ðtÞgdt ¼
Xm
i¼1
a1iðqiÞ
1 _siðqiÞ
Z x
0
expfx1ðtÞgdt; ð11Þ
r2xþ
Xm
i¼1
a2iðjiÞ
1 _niðjiÞ
Z x
0
expfx1ðtÞgdt ¼
Xn
j¼1
b2jðdjÞ
1 _gjðdjÞ
Z x
0
expfx2ðtÞgdt: ð12ÞHence, we haver1xþ
Xn
j¼1
B1jðejÞ
Z x
0
expfx2ðtÞgdt ¼
Xm
i¼1
A1iðqiÞ
Z x
0
expfx1ðtÞgdt; ð13Þ
r2xþ
Xm
i¼1
A2iðjiÞ
Z x
0
expfx1ðtÞgdt ¼
Xn
j¼1
B2jðdjÞ
Z x
0
expfx2ðtÞgdt: ð14Þwhere A1i(qi), A2i(ji), B1j(ej), B2j(dj) are constants of the formA1iðqiÞ ¼
a1iðqiÞ
1 _siðqiÞ
; A2iðjiÞ ¼ a2iðjiÞ
1 _niðjiÞ
; B1jðejÞ ¼ b1jðejÞ
1 _rjðejÞ ; B2jðdjÞ ¼
b2jðdjÞ
1 _gjðdjÞ :
1966 Y. Xia et al. / Applied Mathematical Modelling 31 (2007) 1960–1969Under the assumptions of Theorem 1, by solving the Eqs. (13) and (14), it is not diﬃcult to derive thatZ x
0
expfx1ðtÞgdt ¼
r2
Pn
j¼1B1jðejÞ þ r1
Pn
j¼1B2jðdjÞPm
i¼1A1iðqiÞ
Pn
j¼1B2jðdjÞ 
Pm
i¼1A2iðjiÞ
Pn
j¼1B1jðejÞ
x
6
r2
Pn
j¼1B
l
1j þ r1
Pn
j¼1B
l
2jPm
i¼1A
i
1i
Pn
j¼1B
i
2j 
Pm
i¼1A
l
2i
Pn
j¼1B
l
1j
x; ð15Þ
Z x
0
expfx2ðtÞgdt ¼ r2
Pm
i¼1A1iðqiÞ þ r1
Pm
i¼1A2iðjiÞPm
i¼1A1iðqiÞ
Pn
j¼1B2jðdjÞ 
Pm
i¼1A2iðjiÞ
Pn
j¼1B1jðejÞ
x
6 r2
Pm
i¼1A
l
1i þ r1
Pm
i¼1A
l
2iPm
i¼1A
i
1i
Pn
j¼1B
i
2j 
Pm
i¼1A
l
2i
Pn
j¼1B
l
1j
x: ð16ÞIt follows from (15) and (16) that there exist t1, t2 2 [0,x] such thatxiðt1Þ 6 ln
r2
Pn
j¼1B
l
1j þ r1
Pn
j¼1B
l
2jPm
i¼1A
i
1i
Pn
j¼1B
i
2j 
Pm
i¼1A
l
2i
Pn
j¼1B
l
1j
;
x2ðt2Þ 6 ln r2
Pm
i¼1A
l
1i þ r1
Pm
i¼1A
l
2iPm
i¼1A
i
1i
Pn
j¼1B
i
2j 
Pm
i¼1A
l
2i
Pn
j¼1B
l
1j
:
ð17ÞTherefore, there exist positive constants M1,M2 > 0 such thatjxkðtkÞj 6 Mk; k ¼ 1; 2: ð18Þ
On the other hand, it follows from (8), (9) and (15) thatZ x
0
j _x1ðtÞjdt ¼ k
Z x
0
r1ðtÞ 
Xm
i¼1
a1iðtÞ expfx1ðt  siðtÞÞg þ
Xn
j¼1
b1jðtÞ expfx2ðt  rjðtÞÞg

dt;
< r1xþ
Z x
0
Xn
j¼1
b1jðtÞ expfx2ðt  rjðtÞÞgdt þ
Z x
0
Xm
i¼1
a1iðtÞ expfx1ðt  siðtÞÞgdt
¼ 2
Xm
i¼1
Z x
0
a1iðtÞ expfx1ðt  siðtÞÞgdt 6 2
Xm
i¼1
Al1i
Z x
0
expfx1ðtÞgdt
6 2
Xm
i¼1
Al1i
r2
Pn
j¼1B
l
1j þ r1
Pn
j¼1B
l
2jPm
i¼1A
i
1i
Pn
j¼1B
i
2j 
Pm
i¼1A
l
2i
Pn
j¼1B
l
1j
x :¼ H 1: ð19ÞSimilarly, it follows from (8), (10) and (16) thatZ x
0
j _x2ðtÞjdt < 2
Xn
j¼1
Bl2j
r2
Pm
i¼1A
l
1i þ r1
Pm
i¼1A
l
2iPm
i¼1A
i
1i
Pn
j¼1B
i
2j 
Pm
i¼1A
l
2i
Pn
j¼1B
l
1j
x :¼ H 2: ð20ÞIt follows from (18)–(20) thatjxkðtÞj 6 jxkðtkÞj þ
Z x
0
j _xkðtÞjdt < Mk þ Hk; k ¼ 1; 2: ð21ÞClearly, Mk, Hk, k = 1,2 are independent on the choice of k. We note thata1i ¼ 1x
Z x
0
a1iðtÞdt ¼ 1x
Z xsið0Þ
sið0Þ
a1iðsi ðsÞÞ
1 _siðsi ðsÞÞ
ds ¼ a1iðs

i ðs1ÞÞ
1 _siðsi ðs1ÞÞ
; s1 2 ½sið0Þ;x sið0Þ; ð22Þwhere t ¼ si ðsÞ are the inverse functions of s = t  si(t). Similar to the discussion of (22), we haveb1j ¼
b1jðrj ðs2ÞÞ
1 _rjðrj ðs2ÞÞ
; a2i ¼ a2iðn

i ðs3ÞÞ
1 _niðni ðs3ÞÞ
; b2j ¼
b2jðgj ðs4ÞÞ
1 _gjðgj ðs4ÞÞ
: ð23Þ
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i¼1
a1i
Xn
j¼1
b2j 
Xm
i¼1
a2i
Xn
j¼1
b1j >
Xm
i¼1
Ai1i
Xn
j¼1
Bi2j 
Xm
i¼1
Al2i
Xn
j¼1
Bl1j > 0: ð24ÞNow from (24), it is easy to show that the system of algebraic equationsr1 
Xm
i¼1
a1iv1 þ
Xn
j¼1
b1jv2 ¼ 0; r2 
Xm
i¼1
a2iv1 þ
Xn
j¼1
b2jv2 ¼ 0has a unique solution ðv1; v2ÞT 2 R2þ with xi > 0. Take H = max{Mk + Hk + C,Mk + Hk + C,k = 1,2},
where C > 0 is taken sufﬁciently large such that kðln v1; ln v2ÞTk < C. Deﬁne X = {x(t) 2 X:kxk < H}. It is clear
that X satisﬁes the condition (a) of Lemma 1. Since x 2 oX \KerL ¼ oX \ R2, x is a constant vector in R2 with
kxk = H. ThenQNx ¼
r1 
Pm
i¼1
a1i expfx1g þ
Pn
j¼1
b1j expfx2g ¼ 0
r2 
Pm
i¼1
a2i expfx1g þ
Pn
j¼1
b2j expfx2g ¼ 0
0
BBB@
1
CCCA
21
6¼ 0:Furthermore, let J : ImQ! KerL, x! x, in view of assumptions in Theorem 1 and (22)–(24), it is easy to see
thatdegfJQN ;X \KerL; 0g ¼ sgn det
Pm
i¼1
a1i
Pn
j¼1
b1j
Pm
i¼1
a2i 
Pn
j¼1
b2j
2
6664
3
7775P sgn det
Pm
i¼1
Ai1i
Pn
j¼1
Bl1j
Pm
i¼1
Al2i 
Pn
j¼1
Bi2j
2
6664
3
7775 6¼ 0;where deg( Æ ) is the Brouwer degree and the J is the identity mapping since ImQ = KerL.
By now, we have proven that X satisﬁes all the requirements of Lemma 1. Tt follows that Ly = Ny has at
least one solution in DomL \ X. By (6), we derive that the IVP [(4) and (5)] has at least one positive x-periodic
solution. The proof is complete. h3. Example
As an example, we take m = 2 and n = 2 in system (4). Consider the following mutualism system with sev-
eral delays:_y1ðtÞ ¼ y1ðtÞ r1ðtÞ 
P2
i¼1
a1iðtÞy1ðt  siðtÞÞ þ
P2
j¼1
b1jðtÞy2ðt  rjðtÞÞ
" #
;
_y2ðtÞ ¼ y2ðtÞ r2ðtÞ þ
P2
i¼1
a2iðtÞy1ðt  niðtÞÞ 
P2
j¼1
b2jðtÞy2ðt  gjðtÞÞ
" #
;
8>>><
>>>:
ð25Þwhere yi(t) (i = 1,2) denotes the density of the species Yi at time t, ri(t) (i = 1,2) is the intrinsic growth rate of
the species Yi, a1i and b2j measure the amount of competition between the same species, a2i and b1j denote that
one species enhances the average growth rates of the other.
Taking ri (t) = 1 + 0.5sint, a1i(t) = 3, b2j(t) = 3, a2i(t) = 0.5, b1j(t) = 0.5, si(t) = 1  0.5cos t, ni(t) = 1 +
0.5cos t, rj(t) = 1  0.5 sin t, gj(t) = 1 + 0.5sin t, (i, j = 1,2). Obviously, si(t)5 ni(t) and rj(t)5 gj(t). Thus,
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that our results are feasible. In fact, simple computation shows that1 _siðtÞ ¼ 1 0:5 sin t > 0; 1 _rjðtÞ ¼ 1þ 0:5 cos t > 0;
1 _niðtÞ ¼ 1þ 0:5 sin t > 0; 1 _gjðtÞ ¼ 1 0:5 cos t > 0;
A1iðtÞ ¼ a1iðtÞ
1 _siðtÞ ¼
3
1 0:5 sin t ; B1jðtÞ ¼
b1jðtÞ
1 _rjðtÞ ¼
0:5
1þ 0:5 cos t ;
A2iðtÞ ¼ a2iðtÞ
1 _niðtÞ
¼ 0:5
1þ 0:5 sin t ; B2jðtÞ ¼
b2jðtÞ
1 _gjðtÞ ¼
3
1 0:5 cos t ;
Ai1i ¼ 2; Bi2j ¼ 2; Al2i ¼ 1; Bl1j ¼ 1:
Thus, we have
P2
i¼1A
i
1i
P2
j¼1B
i
2j ¼ ð2þ 2Þð2þ 2Þ >
P2
i¼1A
l
2i
P2
j¼1B
l
1j ¼ ð1þ 1Þð1þ 1Þ: The above inequalities
show that system (25) satisﬁes all the assumptions in Theorem 1. Thus, by Theorem 1, system (25) has at least
one positive 2p-periodic solution.
Therefore, in some sense, we generalize the results in [25,26].
4. Conclusion
In the present paper, a Lotka–Volterra type mutualism system with several delays is proposed. Some new
and interesting suﬃcient conditions are obtained for the global existence of positive periodic solutions of the
mutualism system. Our method is based on Mawhin’s coincidence degree and novel estimation techniques for
the a priori bounds of unknown solutions to Lx = kNx. Our results are diﬀerent from the existing ones such as
those in of Yang et al. [25] and Chen et al. [26]. In some sense, we generalize the results in [25,26].
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