Abstract. Compressed sensing is surprisingly predicts that images, which allow a sparse representation by a suitable basis or a frame, can be recovered from what was previously considered highly incomplete linear measurements by using efficient algorithms. It is a novel research area of SAR images processing. As a result of the design of the observation matrix estimate depends on the image sparse degree, therefore, the estimation precision of the image sparse degree is an important factor to whether can accurate reconstruction images. In this paper, the relationship between the degrees of SAR image sparse and fractal dimension is researched. The experimental results show that the SAR image fractal dimension is proportional to the sizes of the observation matrix, which can be used to set the parameters of the observation matrix.
Introduction
SAR image processing is a novel research area due to the nature of their day and all-weather. Compressed sensing theory used to study the SAR image data acquisition and compression, have very important significance. Compressed sensing theory is proposed based on image sparse, under the condition of sparse image satisfaction, and can be far less than the Nyquist frequency of image sampling, can recover higher accuracy of reconstructed data with appropriate reconstruction algorithms.
If an image f with a length N is sparse under the orthogonal basis, it can be expressed in the formula , with a sparse matrix a. Observation image y is obtained by observation matrix , and , y have the length M and M<<N. Y is used to recover the image f by using the compressed sensing theory, its essence is to solve an abnormal condition equation, which equation size M is less than variable size N. This equation is supposed to have infinite solutions but it just have a one solution under the condition named limited isometric conditions [1] [2] , In this case, the sparse degree k meet the formula (1) .
(1) Usually, for M=4k. For the accuracy of image reconstruction is depends on the sparse degree k, its estimation has important significance.
At present, the image sparse research mainly in the image form and image model two aspects, the sparse model including Markov models, frequency models and dictionary models and so on. The analysis of image form was including the following works: literature [3] estimated the k by using the image complexity and edge characters; literature [2] used wavelet to express the k, literature [5] proposed a PCA based estimate method and etc. Meanwhile, the analysis of image model research works was focus on establish the image model of sparse express, the model parameters show the sparsity of images. Images were mapping to a new coordinate system, where they have k sparse parameters. These methods are realizable. For example, an image having time-varying information just has a few frequency components. This fact is this image is sparse in frequency domain. Wavelet is also an effective method to reduce the image components. All these methods are depends on the mapping space, and almost these methods have more complexity. This paper proposed a novel method to estimate the k by using computing the image fractal dimension. This paper reveals the relationship between fractal and sparse degree k, and obtained the mathematics description. This method is independent on the function basis and has a low complexity.
Fractal Dimension
Fractal has not a clear definition until now. Mandelbrot given a description about fractal: the similar of part and overall. Except this rule-fractal, anomaly fractal means the statistical significance similarity. In mathematics fractal's research on the modal similarity, but in practice it is expanded to results, information, function, time and energy and etc.
Dimension is an important character to describe the complexity or convolution-degree of object of research. Hausdoff and Besicovitch expended the integer dimension to decimals and firstly presented the continuous space concept in 1919. Meanwhile, fractal dimension has many definitions and computing methods, for example, Similarity Dimension, Compass Dimension, Box-counting Dimension and Hausdoff Dimension etc. All these methods compute the rate of part and entire for finding the similarity.
Differential Box Counting is major used at present. Its process is as follows: at first segment the image of M M to blocks of L L, r=L/M; in the block of (i,j)th the minimum gray value and the maximum gray value fall in the kth and lth box, definite is the number of block (i,j)th; then compute all the box's numbers:
. In the end, definite the fractal dimension of this image:
Choose a group L to compute and obtain the D by using linear fitting. As the process shows that the fractal dimension expresses the image pattern complexity and the gray value change rule but the image similarity.
Entropy is used to express the image gray change rule and has the meaning of chaos degree. Thus, fractal dimension and entropy are equivalent concept in statistical property. An experiment is designed to verify above-mentioned assumption. 88 SAR images were computed their fractal dimension and entropy, the result as shown in the Figure 1 . Figure 1 (a) shows the original result, (b) shows the result after change the entropy scale for showing the consistent variation trend more clearly. Scale doesn't impact the conclusion. Entropy and fractal dimension all can be used to compute the image complexity, but fractal dimension computing has more robust result and more quickly computing speed. In this paper fractal dimension is used to estimate the image sparseness. 
Relationship between reconstruction precision and fractal dimension
Compute the correlation curve of fractal dimension and reconstruction precision to research the relationship of fractal dimension and image sparse. Reconstruct some images with different sparse Research, volume 50 degree to obtain some relationship curves of sparsity and signal-noise rate of images. Given same signal-noise rate, the sparsity of images can be computed.
Advances in Computer Science
If the product of observation matrix and orthogonal basis satisfies limited equidistance condition, reconstruction image's signal-noise rate has a direct proportion to the observation matrix length M, this result as show as figure 2. Thus if the reconstruction precision was confirmed, the observation matrix length M was confirmed too. This method has great significance for SAR images processing because the mass data.
This paper selected 88 images to research. Their fractal dimensions were computed and signal-noise rate under different observation matrix length M. Six curves were shown in Figure 2 . 
Fractal dimension based SAR image sparsity estimation algorithm
Fractal dimension calculation is simpler and contains understandable physical significance, comparing to current estimation algorithm of sparsity of images.Fractal dimension represents the distribution of patterns of reconstructed images. In this paper, Differential Box Counting algorithm is used to calculate fractal dimensions, number of patterns contained in the images and the complexity of distribution of patterns.
The method of estimation of sparsity: 1. Choose samples which have size 256 and then calculate the fractal dimensions of chosen images. 2. Reconstruct the samples based on different assumptions on sparsity. When K reaches maximum 64, the size of the measurement matrix is the same as original images which is the maximum value of reconstruction. 3. Reconstruct the samples which are compressed based on different sparsity, by using OMP reconstruction algorithm. At the same time, calculate the error during construction and the signal-noise ratios of reconstructed images. 4. Plot the relation curves between signal-noise ratio and sparsity K and then find the sparsity K corresponding to signal-noise ratio 20db.(decimal places are allowed for the simulation accuracy later in the paper) 5. Repeat step 1-4 on all 88 samples and collect data. Plot a line chart based on these data. (Figure 3(a) ) 6. Simulate a fractal dimension-sparsity curve based on the line chart above by using least square method. According to Figure 3 , we assume that fractal dimension and sparsity has one degree linear relationship: K=α·f+β. K represents estimated sparsity value and f represents fractal dimension which will be estimated. Different curves simulated by Matlab poly fit and least square method are given below. The estimated formula of fractal dimensions and image sparsity is given below as well.
(3) Curve plot is shown in Figure 3(b) , Table 1 (3) to estimate sparsity K. When estimation value is not a integer, take the smallest integer that is bigger than the value. 3. Use DCT as base function and random matrix as measurement matrix to compress sample images. 4. Use OMP algorithm to reconstruct and calculate the signal-noise ratios of reconstructed images. By using previous steps, the experiment results in table 2 shows that sparsity estimation method of SAR images has very high accuracy. ratio and sparsity has increment relationship, as curves shown in Figure. 5. Red bold curve is the result of simulation and the increment relationship is shown in equation (4) . Then according to equation (4) , the result can be modified when the signal-noise ratio of reconstructed image changes.
In conclusion, equation (3) gives out the sparsity estimation algorithm when signal-noise ratio is 20db and equation (4) gives out the modification of sparsity estimation when signal-noise ratio is not 2-db. (4)  Verification of algorithm 2:
In this paper, the result estimated by the method above also needs to be verified with traditional sparsity estimation method. Sparsity is usually defined as the estimation value of non-zero vectors in a matrix. More precisely, verification will base on comparing the ratio of non-zero coefficients in a matrix and the ratio between the length of measurement vector and original sample size.
The estimation algorithm proposed in this paper will be compared with DCT traditional estimation algorithm. DCT estimation has following steps: first DCT coefficients matrix will be resulted from applying DCT transformation on images, then calculate the non-zero coefficients in the matrix treating small values as zeros, at last calculate the ratio between the value and total coefficient of the image.DCT coefficients are calculated on all 88 sample image, meanwhile the calculated sparsity value K is transformed into the length M of the measurement matrix and then the ratio between M and original length will be calculated. As shown in Figure. 4, the ratio of non-zero coefficients based on DCT transform is very similar to the estimation of the sparsity given in the paper. Here the DCT threshold value of non-zero coefficients is made based on the error of reconstructed images which is less than 5%. Different threshold values will have different results. However, the patterns of curves are very similar.
Conclusion
Due to the importance of parameter M in measurement matrix while applying estimation of sparsity of image in Compressive sensing, this paper proposes estimation on calculating sparsity of SAR image based on fractal dimensions. Because fractal dimension represents the pattern of images, we assume that there exists bijections between fractal dimensions, sparsity of images and entropy of images. The linear relationship between fractal dimensions and signal-noise ratio of reconstructed image is found by examining 88 sample images by computer simulation, thus the assumption above is valid and the calculation result of fractal dimension can be used to estimate the sparsity K of images. This paper also uses simulation results to simulate the linear relationship between fractal dimensions and sparsity K under given signal-noise ratio (the ratio is 20db in this paper). Such function can decide a suitable parameter K of measurement matrix from calculating the fractal dimensions of images. The function shows that taking M = 4K is a suitable parameter for the matrix. In the end, the algorithm in this paper is also examined by computer simulation. The result shows that the algorithm has high accuracy on estimation of value of M and the complexity of such algorithm is lower than complexity of other algorithms.
