Abstract-This paper presents an object recognition and identification system using the back propagation neural networks. The performance of Hough Transform and the Harris Corner detection are compared with the following procedures and methods; the webcam is used to capture the object and create an input image, change the color image from RGB to gray scale, resize, learn and recognize the objects by neural network, and separate the objects by the robot arm. Three different types of objects in this study are triangle, rectangle and rigid circle. The object recognition and identification from the neural network, the Hough transform, and the Harris corner detection are compared. The results showed that the neural network gives more accuracy than the Hough transform and the Harris corner detection.
In our work, a robot arm was designed to use a neural network method to recognize, identify, and separate the objects. The triangle, rectangular, and rigid circle objects are used to verify the system.
II. IMAGE PREPROCESSING AND ENHANCE
The images of the object from webcam that used in our experiment have different quality such as brightness, contrast, or noise. The fuzzy image processing (FIP) is used to adjust brightness of the image. The process includes image fuzzification, membership modification, and image defuzzification which can be showed in Figure 1 [9] . To adjust the brightness of the image, the INT operator with the following methods is used. The original image matrix X of N x M is the array of fuzzy singleton of each member represented by the degree of brightness levels p, p = 0,1,2,3...P -1 with p values between 0 and 255 can be written as follows, 
. The equation (1) is used to calculate. 
III. EASE OF USE PIXEL AVERAGE MEAN
The pixel average mean is used for resize before the learning process.
A. Change the image color
The image colors are changed to gray scale.
B. Resize the image
The image are resize to 14 × 32 pixel.
C. Calculate pixel average mean
The y axis of the image is calculated for pixel average mean. The result has 32 columns per image. The example pixel of the gray scale showed in Figure 3 . Artificial Neural Networks are created in the computer as the simulation. The results are illustrated that how the computer works as the human brain for pattern recognition, listening, or reading the human language. This can be implemented as a "robot" [10] , [11] .
The structure of neural network consists of input units, hidden units, and output units. The paths are connected between each unit have weights which can be changed during learning phase. Neural network learning is based on back propagation algorithm. The neural network learning techniques are considered as a human learning which can be identified as supervised and unsupervised learning. Supervised learning means learned by taught [12] such as the students are learning by the teachers. Unsupervised learning means learned without taught such as the student can be identified the plant and animal species by shape or by behavior without teaching [13] .
In this research, two neural network methods-Learning Vector Quantization Neural Network (LVQ) [14] and Back Propagation Neural Network (BPN) are implemented. The method that gives more accuracy is selected.
A. Learning Vector Quantization Neural Network
The structure of Learning Vector Quantization neural network shown in Figure 4 consists of 32 inputs, 10 competitive layers and 3 outputs. 
B. Back Propagation Neural Network
The structure of back propagation neural network showed in Figure 6 . Experimentations for finding the best method of performance and gradient showed in Table 1 . The best format is selected by gradient 0.00125, because the value was close to setting target. The threshold value is 0.0001 for 32 input layers, 10 hidden layers and 1 output. The accurate percentage comparison between LVQ and BPN found that the BPN gets accurate percentage 97.54 more than the LVQ which gets accurate percentage 74.5455. Therefore, in this study the supervisor BPN is selected to learn and recognize objects.
V. CONVENTIONAL HOUGH TRANSFORM (CHT)
The conventional Hough transform is used to recognize the shape by detecting linear curve and circle in the picture [15 ,16,17,18] . For detection the linear line, the equation (2) is given.
If the x, y coordinate of the pixel on the image plane x, y, ρ is perpendicular, the distance is the origin to straight lines in plane image x, y, the θ is the angle from x-axis perpendicular to y-axis. Two-dimensional accumulator cell A(i, j) was created which the components of ρ i , θ j for every pixel with coordinates x, y images of any pixels on the same line in the same accumulator cell. When the ρ and the θ have the same amount, and the accumulation in the accumulator cell is greater than the specified threshold, the values are converted back to the coordinates x, y. This recognizes that the line is rated at point on the plane x, y. In the same way, the CHT can find a curve and a circle as given in equation (3). 
When the point (C x , C y ) is the center of the circle along the x and y axis, r is the radius of the circle or arc. In the case of a circle, accumulator cell is A(i, j) 3-dimensional, the parameters contain C x , C y and r. These parameters are used to calculate the coordinates x, y on the same circle or arc. The method is used the same as a straight line calculation.
VI. HARRIS CORNER DETECTION
The Harris Method is used for object corner detection. This method does not change the value of scale, noise, rotation, variance of light by calculating the local auto correlation function [2] , [19] - [21] . This function considers a signal measures from the local changes of the signal with patches shifted by a small amount in different directions as given in equation (4).
When w(x, y) is a window function, I(x + u, y + v) is a shifted intensity, and I(x + y) is an intensity. The small shifted windows are approximated by equation (5).
M is a 2x2 matrix which can be calculated by the image derivatives as shown in equation (6) .
If window was shifted, the intensity value and the eigenvalue of M ( 2) If one eigenvalue is high and the other low, so the local auto-correlation function is ridge shaped, then only local shifts in one direction (along the ridge) cause little change in ) , ( y x C and significant change in the orthogonal direction, this indicates an edge.
3) If both eigenvalues are high, so the local auto-correlation function is sharply peaked, then shifts in any direction will result in a significant increase, this indicates a corner.
VII. CONVEYER SYSTEM AND ARM
The conveyor system simulation was designed using a servo motor driving the conveyor belt 10 cm width, 62 cm long, as shown in Figure 8 . The robot arm is a revolute robot type (RRR) and controlled by the microcontroller as shown in Figure 9 . 
VIII. EXPERIMENTS AND RESULT
The aim of this study was to compare the efficiency of inspection triangle, squares, and circle objects by using neural network, the Hough transform, and the Harris Corner Detection. The software was developed by using the Opencv library and Microsoft Visual C++. The results are collected by testing three different objects. The revolute robot arm was used to catch the object for separating. There are two experiments were implemented. The performance of both Harris corner detectors and Hough transform were reduced while the objects have more corner points. The percentages of detect and separate the same objects and the three objects are similar results. The
A. Each object
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IX. CONCLUSIONS AND DISCUSSION
The black propagation neural network can be used for the object identification and shape recognition. The algorithm can be implemented with the robot arm to separate the objects. The experimental results get more accurate than the Hough transform and the Harris corner detection. The error is occurred form the light affect and the angle of the camera. However, the error for black propagation neural network can be occurred since the training data was difference. The maximum error was 1% for the black propagation neural network.
