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Re´sume´
Au cours de notre de´cennie, l’apparition en grand nombre de terminaux mobiles a`
relancer l’inte´reˆt pour les architectures agents. Reprises sous l’acronyme MANET, cette
dernie`re e´volution des re´seaux ajoutant la mobilite´ aux agents rencontre une popularite´
en hausse graˆce a` de nombreux cadres d’applications. Ne´anmoins les agents embarquant
des ressources limite´es, ils ne peuvent avoir recours qu’a` des me´canismes alle´ge´s de
se´curite´. Pour combler ces manques et garantir un haut niveau de qualite´ de service,
les mode`les de re´putation et/ou de confiance s’imposent comme une solution viable a` ce
proble`me. Associe´ a` ceux-ci des simulateurs d’environnements d’utilisations pour mode`le
permettent de tester et de comparer les mode`les dans les diffe´rents environnements ex-
cepte´ pour les MANETs pour lesquels il n’existe encore aucun simulateur. Pour reme´dier
a` ce proble`me, nous pre´sentons notre propre plate-forme MANET-Sim capable de simu-
ler les mode`les dans les environnements MANETs, P2P, WSN et MAS.
Mots-cle`s : MAS, MANET, P2P, WSN, Mode`le, Re´putation, Confiance, Simulateur.
Abstract
During the last 10 years, interest in multiagent architecture with mobile devices
network increase rapidly. Called MANET, this last evolution of network with mobility
became rapidly popular, due to many use cases. However agents suffer from limited re-
sources and can only use lightweight security mechanisms. To fill this gap and ensure a
high level of quality of service, trust and/or reputation models are emerging as a viable
solution to this problem. To compare and test models between them, simulation frame-
works have been made for each type of networks, excepted for MANET for which there is
actually no existing simulator. In order to solve the problem, we present MANET-Sim,
our own simulation framework for trust and/or reputation models in MANET, P2P,
WSN and MAS network.
Keywords : MAS, MANET, P2P, WSN, Model, Reputation, Trust, Framework,
Simulation.
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Avant-propos
Au travers de ce travail je tente de pre´senter une partie des recherches re´alise´es durant
mes 5 mois de stage de fin d’e´tudes au Centre de Recherche Public Henri Tudor (Luxem-
bourg) dans le domaine des syste`mes multi agents et des mode`les de re´putation et/ou
de confiance. Au cours de celui-ci je pre´sente le cheminement re´alise´ pour la conception
d’un simulateur de mode`le de re´putation et/ou de confiance dans les environnements
MANETs et met en avant les be´ne´fices apporte´s par ces simulateurs pour la recherche
(ame´lioration et e´tudes des mode`les) ou pour l’aide apporte´e aux concepteurs de re´seaux
dans le choix d’un mode`le (aide a` la personnalisation et a` la comparaison).
Je tiens par ce travail a` remercier le CRP Henri Tudor et plus particulie`rement les
personnes qui m’ont encadre´ tout au long de mon stage : mon maˆıtre de stage Christophe
Feltus, Djamel Khadraoui ainsi que Guy Guemkam qui ont crues en moi et m’ont permis
de participer activement a` leurs projets ainsi qu’a` trois publications, dont une en temps
que principal auteur.
Je tiens aussi a` remercier mon promoteur Michae¨l Petit pour sa disponibilite´, qu’elle
soit physique ou virtuelle (email, Skype) tout au long du projet et pour son aide pour
diriger le me´moire sur un seul (et unique) sujet du stage.
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Chapitre 1
Introduction
Au cours du 21e´me sie`cle l’inte´reˆt porte´ par les constructeurs et les chercheurs concer-
nant les architectures agents n’a cesse´ d’augmenter proportionnellement aux ouvertures
des marche´s en re´ponse aux nouveaux besoins oriente´s-service. Initie´ et reconnu d’abord
par les syste`mes multiagents centralise´s et les re´seaux pair-a`-pair (P2P) de´centralise´s
pour leurs efficacite´s, il aura fallu attendre encore une de´cennie et l’arrive´e des senseurs
ainsi que leur de´mocratisation pour constater un regain de l’inte´reˆt porte´ aux architec-
tures agents. Ne´anmoins la` ou` les classiques me´canismes de se´curite´ comme le chiffrement
pouvaient eˆtre correctement exploite´ dans les re´seaux standard, les agents et les senseurs
par leur plus faible caracte´ristique technique en terme de puissance de calcul, de me´moire
et d’autonomie remettent a` mal ces me´caniques ayant fait depuis longtemps leurs preuves
et demandent la mise en place de nouveau me´canisme de se´curite´ plus alle´ge´.
Pour re´pondre a` ces besoins, la communaute´ scientifique s’est tourne´e vers les mode`les
de re´putation et/ou de confiance. Initie´ par S. Marsh en 1994, le concept des mode`les de
re´putation et/ou de confiance est de fournir a` l’agent une aide de´cisionnelle en se basant
sur l’analyse de pre´ce´dentes interactions. Ainsi l’agent va au cours de sa vie enregistrer
les re´sultats de ses interactions avec d’autres agents sous la forme d’informations pour
ensuite les re´utiliser pour de´terminer s’il continue a` collaborer avec ces meˆmes agents.
De`s lors un agent se comportant mal sera au fur et a` mesure des interactions reconnu
comme e´tant malicieux et ne sera progressivement plus sollicite´.
Les mode`les de re´putation et/ou de confiance ont depuis S. Marsh fortement e´volue´
par leur me´canique passant d’algorithme analytique a` la logique floue ou notamment par
l’exploitation des re´seaux baye´sien. A` ces diffe´rents me´canismes, les chercheurs sont aussi
venus ajouter de nouvelles fonctionnalite´s aux mode`les comme la capacite´ d’obtenir de
l’information directement aupre`s d’autres agents et de partager celle-ci. La communaute´
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a aussi commence´ a` doter ses mode`les de la capacite´ de pre´voir, sur base de statistiques,
les comportements de certains agents et de les e´quiper de proce´dures et de me´thodes de
de´tection de comportements anormaux de plus en plus complexes. Ainsi au fil du temps
les mode`les se sont autant e´toffe´s que diversifie´ et pre´sentent chacun des capacite´s et des
attributs diffe´rents des uns des autres.
Toutefois, cette ple´thore de mode`le et leurs diversite´s rend ardue la taˆche des concep-
teurs de re´seaux d’agents dans le choix d’un mode`le. Pour y reme´dier la communaute´
scientifique a` re´alise´ la conception de simulateurs de mode`le de re´putation et/ou de
confiance dans les 3 grands types de re´seaux d’agents reconnus que sont les re´seaux
multiagents, les re´seaux P2P et les re´seaux de senseurs sans fil. Ainsi aide´s de ces ou-
tils les concepteurs de re´seaux d’agents ont pu comparer des mode`les entre eux graˆce
a` des me´triques collecte´es durant les simulations, tester diffe´rentes combinaisons de pa-
rame`tres pour un meˆme mode`le pour les adapter a` leurs cas d’utilisations ou encore de
confronter leur topologie a` diffe´rentes cate´gories d’agents malicieux.
Ne´anmoins une dernie`re e´volution de ces re´seaux, pousse´e par l’adoption massive
d’appareil intelligent tels que les smartphones et par de nouveaux besoins de´coulant
d’utilisation de nouvelles technologies, est venue ajouter l’aspect de mobilite´ des agents
aux trois grands re´seaux existants. Cet ajout de la mobilite´ impliquant une topologie du
re´seau en perpe´tuelle e´volution et demandant aux agents de constamment maintenir a`
jour leurs informations de routage. Regroupe´ sous l’acronyme MANETs 1 ces nouveaux
re´seaux mobiles sont depuis peu sous le feu des projecteurs par exemple avec des projets
comme le Google Loon, initie´ par la firme Google dont le but est d’offrir une couverture
internet a` des zones non desservies graˆce a` un maillage mobile de ballons envoye´s dans
la stratosphe`re. D’autres projets MANETs comme de l’e´change d’informations de trafic
entre ve´hicules sont notamment aussi porte´s par de nombreux consortiums et universite´s.
Les MANETs se positionnent finalement comme la nouvelle e´volution phare des
re´seaux des prochaines anne´es a` venir et avec eux les architectures agents embarquant
des mode`les de re´putation et/ou de confiance. Ne´anmoins il n’existe pas actuellement
de simulateur de mode`le de re´putation et/ou de confiance imple´mentant les aspects de
mobilite´. Il parait alors le´gitime de s’interroger sur les capacite´s des simulateurs existants
et leur possible inte´gration des aspects de mobilite´.
Au cours de ce travail nous explorerons au chapitre 1 le monde des mode`les de
re´putation et/ou de confiance en de´couvrant leurs fonctionnements et leur diffe´rent en-
vironnement utilisations. Cette exploration nous permettra de comprendre les diffe´rents
besoins et spe´cificite´s des mode`les et de leurs environnements d’utilisations et de confondre
1. Mobile Ad-hoc NETwork
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ceux-ci aux capacite´s de simulation de diffe´rent simulateur existant. Nous pourrons ainsi
de´couvrir les manquements de ceux-ci pour la simulation des MANETs et envisager une
solution au chapitre 2 sous la forme d’une modification d’un simulateur existant ou la
conception d’un nouveau simulateur compatible MANETs.
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Chapitre 2
E´tat de l’art
Nous de´buterons l’e´tat de l’art par pre´senter les principes ge´ne´raux de fonctionne-
ment des mode`les de re´putation et/ou de confiance pour ensuite discuter les notions
de confiance et de re´putation et des diffe´rents environnements d’utilisations de ceux-
ci. En seconde partie nous illustrerons les diffe´rents comportements malicieux les plus
repre´sentatifs pour ensuite pre´senter une collection de mode`les de confiance et/ou de
re´putation et illustrerons leur varie´te´e au travers de leur diffe´rents me´canisme et envi-
ronnement d’utilisation. Nous enchainerons ensuite par une exploration du monde de
la simulation des mode`les de re´putation et/ou de confiance par une classification des
me´triques de comparaison de mode`les et une analyse de simulateur existant.
2.1 Principes ge´ne´raux des mode`les de re´putation et/ou
de confiance
Le fonctionnement ge´ne´ral d’un mode`le repose sur l’interrogation d’un individu A
par rapport a` un individu B fournissant un service S dont A pourra retirer un niveau de
satisfaction φ. L’enjeu pour A est de de´terminer si le service fournit par B lui procurera
un niveau de satisfaction a` la hauteur de ses attentes.
Pour ce faire l’individu A va re´aliser une succession de phase pre´sente´e a` la figure
2.1 et que nous de´taillons :
1. Collecte d’information : La premie`re phase consiste a` collecter de l’information
sur B. Ces informations peuvent eˆtre symbolise´es par des valeurs de´ja` calcule´es
(ex : re´putation, confiance ...) ou par des collections de pre´ce´dentes e´valuations.
Les e´valuations repre´sentent des niveaux de satisfaction ge´ne´re´e par les individus
a` partir de services rendus par B. Toutes ces informations peuvent ge´ne´ralement
9
Figure 2.1: Phase de fonctionnement ge´ne´rale d’un mode`le
eˆtre obtenues suivant trois sources :
– De manie`re directe : A est l’auteur des informations relatives a` B. Nous parlerons
des informations acquises de manie`re directe comme e´tant des informations de
premie`re main.
– De manie`re indirecte : A collecte des informations portant sur B aupre`s d’autres
individus. Nous identifierons les informations acquises de manie`re indirecte comme
e´tant des informations de seconde main.
– Par procuration : A est te´moin d’informations en lien avec B (ex : obtenu par
promiscuite´ dans un re´seau sans fil). Nous identifierons les informations acquises
par procuration comme faisant partie des informations de premie`re main.
2. Score et Classement : En seconde phase A va agre´ger, selon les me´canismes
du mode`le qu’il exe´cute, les informations collecte´es durant la premie`re phase pour
obtenir un ou plusieurs scores (niveau de confiance, valeur de re´putation, fiabilite´
...) qu’il attribuera a` B. Ces scores seront analyse´s par le mode`le qui prendra la
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de´cision de classer B sur base de crite`res propres a` lui meˆme, citons par exemple :
– Digne ou non digne de confiance : suivant un score calcule´ pour B, celui-ci
sera compare´ a` un seuil permettant de de´terminer si B est digne ou indigne de
confiance.
– Malicieux ou non malicieux : L’analyse des scores et des informations collecte´es
sur B permettront a` certain mode`le de de´tecter des comportements anormaux.
Notons que la nature d’un score peut se pre´senter sous diffe´rente forme, par exemple
de manie`re binaire ( ex : digne de confiance, indigne de confiance) ou sur base
d’intervalles (ex : [0,1], [1,10]). [26] met en alerte sur les diffe´rences de granularite´
dans le calcul des scores en mettant en avant le fait que de nombreux mode`les
attribuent des scores uniques pour un ensemble de service fournit alors que d’autres
mode`les attribuent un score propre pour chaque service fournit par un individu.
3. Selection du candidat : La troisie`me phase consiste a` la se´lection d’un candi-
dat. Si dans notre exemple B est le seul candidat, il est de nature ge´ne´rale que
plusieurs candidats puissent correspondre a` la recherche de service de A. Dans
ce cas de figure, la majorite´ des mode`les choisiront le candidat posse´dant le plus
haut score tout en e´cartant les candidats qui seront juge´s indignes de confiance ou
malicieux. Notons qu’il est tout a` fait envisageable qu’une se´lection de candidats
soit entie`rement rejete´e par le mode`le (ex : indigne de confiance).
4. Re´cupe´ration du niveau de satisfaction : La quatrie`me phase de´bute apre`s la
se´lection d’un candidat et la re´alisation du service par celui-ci. Cette re´alisation du
service par le candidat B va ge´ne´rer aupre`s de A un niveau de satisfaction. Celui-
ci pouvant eˆtre de nature binaire (positif, ne´gatif) ou de´bitaire d’une fonction
de satisfaction. Le niveau de satisfaction ainsi obtenu sera compare´ a` un seuil
permettant de de´terminer l’action entreprise par A en phase 5.
5. Re´compense et Punission : La dernie`re et cinquie`me phase est de´termine´ par le
niveau de satisfaction obtenu en phase 4. Compare´ a` un seuil, celui-ci va de´terminer
une action de re´compense ou de punition de A envers B. Ces actions se traduisant
par l’enregistrement d’information par A symbolise´ par une nouvelle e´valuation (
ex : binaire, intervalle ...) portant sur B ou par la modification de valeurs de´ja`
calcule´e (ex : ponde´ration, incre´mentation/de´cre´mentation ...).
2.2 Concepts de Confiance et de Re´putation
[30] nous apprends que les concepts de Confiance (Trust) et Re´putation (Reputation)
sont depuis longtemps e´tudie´s dans des domaines comme la psychologie, la sociologie ou
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encore l’e´conomie. Cependant comme celui-ci, nous concentrerons notre analyse sur le
domaine des sciences informatiques et plus particulie`rement l’intelligence artificielle qui a
connu un essor graˆce a` l’e´mergence des syste`mes multi agents et des sites de e-commerce.
Dans cette section nous montrerons que les concepts de Confiance et de Re´putation
e´mane d’interpre´tation propre a` chacun des auteurs de mode`les et que ceux-ci refle`tent
l’opinion d’un individu par rapport a` un autre. Leurs diffe´rences provenant des sources
d’informations utilise´es pour calculer la valeur d’opinion. Nous terminerons cette section
par la pre´sentation des diffe´rents environnements d’utilisation dans le domaine de l’IT 1.
2.2.1 De´finition des concepts de Confiance et de Re´putation
Dans son analyse [14] de´finis la Confiance dans le cadre d’un syste`me IT comme
”e´tant une probabilite´ subjective avec laquelle un individu A pre´voit qu’un individu B
re´alise une action dont son bien-eˆtre de´pend” 2. Cette de´finition fait figurer la Confiance
en termes de probabilite´ et induit que le fait de faire confiance a` quelqu’un place l’individu
dans un e´tat de de´pendance (et donc de vulne´rabilite´) envers l’autre, offrant la possibilite´
d’eˆtre affaibli.
Ne´anmoins [10] affirme que la confiance est plus qu’une ”probabilite´ subjective” 3
et avance l’argument que posse´der une forte probabilite´ qu’un individu re´alise une ac-
tion n’est pas suffisant pour de´pendre de celui-ci. Partant de ce constat, ils tentent de
pre´senter la Confiance sous l’aspect d’un ”ingre´dient mental” lie´ a` la croyance (Be-
lief), aux buts a` re´aliser (Goals to achieve) et a` la de´cision de de´le´guer (acceptation
de de´pendre d’un autre individu pour la re´alisation d’un service). Cette approche sous-
entends que seuls les agents posse´dant des buts et des croyances peuvent avoir confiance
en d’autres agents. Ainsi si nous prenons deux agents A et B, le fait que A ait confiance
en B selon [10] implique que temporairement les buts de A deviennent ceux de B.
Une autre approche est propose´e par [20] statuant que la Confiance ”est l’impor-
tance avec laquelle un parti donne´ est volontaire pour de´pendre de quelque chose ou
de quelqu’un dans une situation de sentiment relatif de se´curite´, malgre´ les risques de
conse´quences ne´gatives.” 4.
La de´finition propose´e par [18] de´finie la re´putation comme e´tant ”une mesure de´rive´
a` partir de la connaissance d’interactions directes et/ou indirectes passe´es, et utilise´e
1. Information technology
2. ”Trust is the subjective probability by which an individual, A, expects that another individual, B,
performs a given action on which its welfare depends.”
3. ... is much more than subjective probability.
4. ”Trust is the extent to which a given party is willing to depend on something or somebody in a
given situation with a feeling of relative security, even though negative consequences are possible.”
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pour acce´der au niveau de confiance qu’un agent porte a` un autre.” 5 . La confiance
quant a` elle est de´finie par ce meˆme auteur comme e´tant la probabilite´ effective qu’un
agent se comporte comme espe´re´e.
Quant aux auteurs de [26], ceux-ci de´finissent la re´putation comme une attente a`
propos du comportement d’un agent base´ sur des informations ou des observations de
ses pre´ce´dents comportements. 6 et retiennent la confiance comme e´tant un niveau parti-
culier d’une probabilite´ subjective en lien avec la re´alisation d’une action particulie`re par
un agent, a` la fois avant que celui-ci puisse controˆler cette action et dans un contexte
influenc¸ant sa propre action 7
Notons que de nombreux auteurs ne font pas preuve de distinction et de pre´cision
lors de leur utilisation des concepts de Confiance et/ou de Re´putation alors que d’autres
se´parent clairement les deux concepts et qu’il existe presque autant de de´finitions pour
ces deux concepts qu’il existe de mode`le. Tout au long de ce travail, nous ferons le choix
de conside´rer la Confiance et la Re´putation comme e´tant des valeurs refle´tant l’opinion
d’un individu, calcule´ suivant une ou plusieurs me´caniques, par rapport a` la capacite´ d’un
autre individu a` fournir un service. Toutefois, nous continuerons a` utiliser les termes de
Confiance et de Re´putation pour distinguer les types de sources d’informations utilise´s
lors du calcul de ces valeurs d’opinion. Ainsi nous repre´senterons :
– La Confiance comme e´tant une valeur issue des informations de premie`re main.
– La Re´putation comme e´tant une valeur issue des informations de premie`re et de
seconde main.
Entre autres nous distinguerons lors du calcul d’une valeur de Re´putation l’origine
des e´valuations. Nous utiliserons le terme de Re´putation direct (DRab)
8 pour les valeurs
de re´putation calcule´e a` partir d’information de premie`re main que posse`de un agent A
par rapport a` un agent B, ainsi que le terme de Re´putation indirecte (IRcb)
9 pour les
re´putations calcule´es a` partir d’informations de seconde main fournit par un voisin C
concernant un agent B. Nous appellerons Re´putation globale (ORab)
10 une re´putation
calcule´e a` partir de l’association des informations de premie`re et de seconde main par
5. ”Reputation is a measure that is derived from direct and/or indirect knowledge of earlier interac-
tions if any, and is used to access the level of trust an agent puts into another.”
6. ”A reputation is an expectation about an agent’s behavior based on information about it or obser-
vations of its past behavior”
7. ”Trust (or, symmetrically, distrust) is a particular level of the subjective probability with which an
agent will perform a particular action, both before he can monitor such action (or independently of his
capacity ever to be able to monitor it) and in a context in which it affects his own action.”
8. Direct Reputation
9. Indirect Reputation
10. Overall Reputation
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l’agent A sur l’agent B. Nous appellerons recommendeur un tiers nous procurant des
informations de seconde main. La confiance, quand a` elle, sera symbolise´ par le symbole
T .
2.2.2 Environnements d’utilisation
Dans ce travail nous pre´senterons les environnements d’utilisation comme e´tant
constitue´s des syste`mes multi agents (MAS 11), des re´seaux Peer-to-peer (P2P), des
re´seaux de senseur sans fil (WSN 12) et des re´seaux mobiles ad-hoc (MANET 13). Nous
pre´sentons dans cette section chacun d’entre eux et fournissons des exemples d’utilisation
des concepts de Re´putation et de Confiance pre´sente´s au point pre´ce´dant.
Syste`mes Multi Agent (MAS)
Les syste`mes multi agent sont des syste`mes constitue´s d’agents et de leur environ-
nement. Les agents peuvent eˆtre des agents logiciels comme ils peuvent eˆtre des robots,
des humains, des groupes d’humains ou encore une combinaison de plusieurs types. Ces
syste`mes sont organise´s en fonction des objectifs qu’ils tentent d’atteindre et re´pondent
a` plusieurs proprie´te´s :
– L’autonomie : l’agent est au minimum partiellement autonome.
– Vue locale : aucun agent du syste`me ne posse`de de vue globale du re´seau.
– De´centralise´ : le syste`me n’est pas un bloc monolithique.
Les syste`mes multi agent sont re´fe´rence´s comme e´tant des syste`mes ”auto-organise´s”
dont le but est de solutionne´ leur proble`me sans ”intervention exte´rieure”. Leur principale
particularite´ est leur modularite´ permettant d’e´tendre ou de reconstruire un syste`me sans
devoir re´e´crire une partie de l’application des agents logiciel. Entre autres ces syste`mes
peuvent rapidement se remettre d’une panne graˆce a` la forte redondance des compo-
sants et a` l’autogestion des fonctionnalite´s. L’utilisation des concepts de Re´putation et
de Confiance permet d’augmenter la re´activite´ au sein du syste`me dans le cadre de la
de´tection de panne et d’apporter un aspect proactif permettant d’e´carter du syste`me les
agents montrant des signes de faiblesses ou de comportements anormaux. Les syste`mes
multi agent profitent d’une architecture centralise´e base´e sur des hie´rarchies entre les
agents pour la transmission d’informations. Ainsi un agent de niveau 2 recevra de l’in-
formation de plusieurs agents de niveau 1 qu’il d’agre´gera avant de les envoyer a` un agent
11. Multi-Agent System
12. Wireless Sensor Network
13. Mobile Ad-hoc NETwork
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de niveau supe´rieur. Cette ope´ration se re´pe´tera sur l’ensemble des niveaux jusqu’a` at-
teindre un agent centralisant l’ensemble de l’information du re´seau. Notons les re´seaux
de type multi agent pour eˆtre de nature filaire, sans-fils ou encore hybride et eˆtre sous
la surveillance d’un superviseur charge´ de ge´rer le re´seau.
Dans son article [6] pre´sente l’utilisation d’un re´seau multi agent dans le cadre de ges-
tion d’infrastructure bancaire auquel l’auteur fait embarquer a` chaque agent un mode`le
de re´putation et/ou de confiance afin d’augmenter la re´activite´ du re´seau a` la de´tection
de panne ou de fraude. [1] et [2] se situent dans le cadre du e-commerce et pre´sentent des
syste`mes multi agents humains/logiciels dont le roˆle graˆce aux concepts de Confiance et
de Re´putation est de fournir au syste`me un me´canisme de de´tection dissuasif pour les
tricheurs et les fraudeurs au sein de leur site internet respectif Amazon et eBay.
Re´seaux Peer-to-peer (P2P)
Figure 2.2: Illustration d’un re´seau Peer-to-peer.
Les re´seaux de type Peer-to-peer (Figure 2.2) sont des re´seaux dans lesquels chaque
participant peut jouer le roˆle de client et de serveur dans le but de partager des acce`s a`
des ressources diverses comme des fichiers, des pe´riphe´riques ou des capacite´s de calcul
sans le recours a` un serveur central.
[3] nous apprend qu’un syste`me P2P posse`de plusieurs proprie´te´s :
1. Aucune coordination centrale.
2. Pas de base de donne´e centrale.
3. Aucun participant ne posse`de de vue globale du syste`me.
4. Chaque participant est autonome.
5. Les participants et les connexions ne sont pas fiables (ad-hoc).
Dans son analyse des re´seaux P2P cre´e´e par l’application Gnutella, [4] mets en
e´vidence le proble`me d’e´quilibrage des charges dans le re´seau duˆ a` la volonte´ inexistante
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de coope´ration de certains participants (conse´quence de la proprie´te´ 5). [3] Repart de
ces constatations pour justifier l’utilisation des concepts de Confiance et de Re´putation
au sein d’un re´seau P2P arguant la ne´cessite´ de ces concepts pour chaque cas possible
d’utilisations allant du te´le´chargement d’un fichier, ou` l’on souhaiterait se´lectionner uni-
quement des participants fiables, au cas plus complexe d’une communaute´ jouant le roˆle
d’une place de marche´ ou` la Confiance entre chaque participant est un pre´requis pour la
re´alisation de transaction. Les re´seaux P2P sont perc¸us comme e´tant des syste`mes multi
agent de´centralise´.
Re´seaux de Senseur sans fil (WSN)
Figure 2.3: Illustration d’un re´seau de senseur sans fil.
Les re´seaux de senseurs sans fil (Figure 2.3) sont des re´seaux partiellement distribue´s
dans lesquels une collection de senseurs autonome re´alise la supervision d’appareils phy-
sique ou de conditions climatiques comme la tempe´rature, la vitesse du vent ou encore
l’humidite´. L’ensemble des senseurs du re´seau travaille de concert pour faire remonter
les donne´es collecte´es aupre`s d’un senseur principal (Gateway) dont le roˆle est d’agre´ger
les donne´es rec¸ues et de de´terminer certaines caracte´ristiques de l’environnement ou de
de´tecter des e´ve´nements. [7] nous apprend que les senseurs sont de petits appareils pro-
duits a` faible couˆt embarquant des batteries a` capacite´ limite´e leur permettant d’eˆtre
largement de´ploye´ dans diffe´rents domaines allant de la surveillance militaire a` la gestion
de trafic routier. Ne´anmoins l’une des proble´matiques propres a` ce type de re´seau ,en
plus des risques lie´s aux re´seaux sans fil, vient de la composante des senseurs et tout par-
ticulie`rement de leurs faibles caracte´ristiques en termes de bande passante, de puissance
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de calcul, de capacite´ de me´moire et de batterie empeˆchant l’application des tradition-
nels me´canismes reconnus de confidentialite´ et d’authentification due de leur trop grande
consommation en ressources. C’est ainsi que l’utilisation des concepts de Confiance et
Re´putation a e´te´ propose´ pour pallier ce manquement et offrir aux senseurs de l’aide
dans la re´alisation de choix (decision-making) et promouvoir la collaboration entre les
senseurs fiables tout en prenant en compte les contraintes de couˆt e´nerge´tique et de
rapidite´ d’exe´cution.
Re´seaux mobiles Ad-hoc (MANET)
Figure 2.4: Illustration d’un re´seau mobile ah-hoc sans fil.
Les re´seaux mobiles ad-hoc (Figure 2.4) sont conside´re´s comme des infrastructures
auto configure´e d’appareils mobiles connecte´s entre eux via par une liaison sans fil.
L’une de leurs grandes particularite´s est due a` l’aspect mobile des appareils induisant
une topologie du re´seau en constante modification et imposant aux appareils de constam-
ment maintenir a` jour leurs informations de routage. [11] nous montre que les appareils
e´voluant dans un MANET souffrent de contraintes moins fortes que les senseurs des
WSN en termes de ressources (puissance de calcule, e´nergie, bande passante, temps de
re´action), mais souffrent en plus de contraintes dynamiques (changement de topologie,
mobilite´, disparition d’agent ...). [18] pre´cise que la qualite´ de service d’un MANET
de´pend essentiellement du niveau de collaboration entre les diffe´rents appareils, ceux-
ci faisant office de relais lors de l’e´change de paquet ils peuvent a` tout instant choisir
d’arreˆter de collaborer. Les concepts de Confiance et de Re´putation sont utilise´s dans
les MANETs pour solutionne´ les contraintes de ressource (similaire aux WSN ), mais
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aussi pour appuyer les de´cisions de collaboration permettant entre autres de de´tecter les
appareils qui pourraient refuser de collaborer, le tout dans une optique de pre´servation
d’e´nergies et de ressources. Les re´seaux de type MANETs couvrent plusieurs autres
cate´gories de re´seaux mobiles notamment :
– VANET : Les VANETs 14 dont les agents sont repre´sente´s par des ve´hicules s’e´changeant
de l’information sur le trafic routier.
– SMANET : Les SMANET 15 Repre´sente des re´seaux de senseurs mobiles.
– iMANET : Les iMANET 16 avec notamment le projet Google Loon 17 lance´ en 2013
dont le but est de re´aliser la couverture internet de zone non desservie graˆce a` la
mise en place d’un maillage a` partir de ballon ae´rien mobile.
2.3 Comportements malicieux
Dans cette section nous pre´senterons les comportements malicieux les plus com-
muns re´alise´s par des agents dans les diffe´rents environnements pre´sente´s en 2.2.2. Par
comportement malicieux nous entendons des comportements intelligents et motive´s dont
l’impact est de perturber le re´seau et qui sont potentiellement de´tectables par les mode`les
de re´putation et/ou de confiance graˆce a` des me´caniques d’analyse des comportements
(ex : sur base des e´valuations). Ces comportements sont re´alise´s par des agents du re´seau
soit dans un but de nuisance soit a` cause de contrainte technique (ex : un niveau de bat-
terie faible). La se´lection de comportements malicieux que nous pre´sentons dans cette
section se base sur [23] ainsi que sur les diffe´rents articles lie´s aux mode`les pre´sente´s en
section 2.4. Au cours de celle-ci nous spe´cifierons les origines possibles des comporte-
ments malicieux ainsi que leurs impacts sur le syste`me et nous les illustrerons dans un
environnement sans fil avec promiscuite´ dans un simple contexte de services de relays de
paquets. L’ensemble des comportements pre´sente´ est naturellement transposable dans
l’ensemble des environnements pre´sente´s en 2.2.2 ainsi qu’a` tous autres types de service,
la promiscuite´ n’ajoutant que des effets collate´raux aux comportements originaux.
Entre autres nous illustrerons la de´tection des malicieux par l’utilisation d’un mode`le
simple de confiance que nous inventons a` cet effet. Notre mode`le d’illustration que nous
nommerons DEMO possedera un mode`le de de´cision simple consistant a` simplement
soustraire le nombre d’e´valuation ne´gative (β) au nombre d’e´valuation positive (α) pour
obtenir un score de confiance T . Si celui-ci est positif (T ≥ 0) l’agent e´value´ sera conside´re´
14. Vehicule Ad-hoc NETwork
15. Sensor Mobile Ad-hoc NETwork
16. Internet Mobile Ad-hoc NETwork
17. http ://www.google.com/loon/
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comme e´tant digne de confiance. A l’inverse, si le score de confiance est ne´gatif, l’agent
e´value´ sera conside´re´ par notre mode`le comme e´tant indigne de confiance et malicieux.
2.3.1 Selfish
Figure 2.5: Comportement malicieux de type Selfish
Le comportement malicieux de type Selfish (e´go¨ıste) est un comportement basique
durant lequel un agent refuse cate´goriquement de realiser les services demande´ par
d’autre agent du re´seau tout en continuant a` utiliser le syste`me pour re´aliser les ser-
vices dont il a besoin. L’illustration en figure 2.5 montre un simple re´seau compose´ de
trois agents dont l’agent S en position centrale est un agent e´go¨ıste qui empeˆchera les
paquets allant de A vers B et inversement. La de´cision d’un agent de devenir e´go¨ıste par
rapport au syste`me peut eˆtre soit d’origine (dans un but de perturbation), soit motive´e
par des contraintes propres a` l’agent, par exemple, un niveau de batterie faible qui lui
imposerait une re´duction de sa collaboration au sein du syste`me pour se pre´server. Le
blocage cre´e´ par un comportement e´go¨ıste impose aux environnements de´centralise´s de
de´couvrir de nouvelle route pour contourner l’obstacle et peut suivant la topologie du
re´seau isoler des agents ou des groupes d’agents de l’acce`s a` un ou plusieurs services.
Ne´anmoins leur de´tection par les mode`les est ge´ne´ralement efficace, car leur nombre
d’e´valuations ne´gatives augmentera au fur et a` mesure qu’ils refuseront de collaborer,
re´duisant ainsi au fil du temps les valeurs de confiance et/ou de re´putation . Pre´cisons
aussi qu’un agent qui de´tecte son voisinage comme e´tant malicieux ne re´alisera plus
d’interaction avec celui-ci.
L’illustration avec notre mode`le d’exempleDEMO execute´ par l’agentA pour e´valuer
la re´alisation de 100 services par S donnera un score de confiance ne´gatif (α = 0, β = 100)
et donc une de´tection de l’agent S comme e´tant un malicieux.
2.3.2 On/Off
Un agent re´alisant un comportement malicieux de type On/Off re´alisera un meˆme
service re´ellement une fois sur deux aupre`s des autres agents du re´seau. Illustre´ dans la fi-
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Figure 2.6: Comportement malicieux de type On/Off
gure 2.6, l’agent On/Off collabera avec l’agent A a` la demande de service T et transfe´rera
le paquet a` l’agent B, mais refusera de collaborer avec A a` la demande de service T + 1,
bloquant ainsi 50% des paquets de l’agent A a` destination de B. La proble´matique ap-
porte´e par les comportements de type On/Off est qu’au cours de leur interaction avec le
syste`me le nombre d’e´valuations positive et ne´gative d’un agent On/Off sera similaire,
amenant dans le cas de mode`le attribuant le meˆme poid a` une e´valuation positive et
ne´gative, la cre´ation d’un e´quilibre entre les deux valeurs et de ce fait une non-de´tection
de l’agent comme e´tant malicieux.
L’illustration avec notre mode`le d’exempleDEMO execute´ par l’agentA pour e´valuer
la re´alisation de 100 services par O/O donnera un score de confiance nulle (α = 50,
β = 50) et donc une non-de´tection de l’agent O/O comme e´tant un malicieux par notre
mode`le.
2.3.3 Oscillant
Les comportements de type Oscillant regroupent l’ensemble des comportements mali-
cieux similaires aux comportements de type On/Off mais avec des pe´riodes plus longues
de re´alisation de service avant un refus de re´alisation de service. Les comportements
On/Off e´tant des cas particuliers d’Oscillant sur une pe´riode de 1 et les Selfish des Os-
cillants avec une pe´riode de 0. La difficulte´ de de´tection des comportements Oscillants
augmente proportionnellement par rapport a` la pe´riode n (Figure 2.7) de collaboration
de l’agent avant refus, amenant en fonction de celle-ci le blocage de 100n+1% des inter-
actions. De plus, plus celle-ci est grande et plus l’e´cart entre le nombre d’e´valuations
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Figure 2.7: Comportement malicieux de type Oscillant
positive et ne´gative est grand, rendant de ce fait plus difficile la de´tection de l’agent
comme e´tant malicieux, car proche d’un comportement normal.
L’illustration avec notre mode`le d’exempleDEMO execute´ par l’agentA pour e´valuer
la re´alisation de 100 services par Os donnera un score de confiance T (α = 100×(100%−
100
n+1%), β = 100× 100n+1%) qui sera positif pour toute pe´riode n ≥ 1. Ainsi notre mode`le
ne sera capable que de de´tecter les agents malicieux oscillant ayant une pe´riode n = 0,
c’est a` dire uniquement les malicieux de type Selfish.
2.3.4 Bad-Mouthing
Les agents re´alisant des comportements de type Bad-Mouhting (BM) fonctionnent
par pair. Lorsque deux agents de type Bad-Mouthing se retrouvent, ceux-ci commencent
a` travailler ensemble pour re´aliser leur comportement malicieux. Illustre´ en figure 2.8
dans un petit re´seau sans fil avec promiscuite´, le comportement malicieux s’exe´cute en
deux phases :
– La premie`re phase de´bute lors que l’agent A transfe`re un paquet a` destination de
D vers le premier agent de type Bad-Mouthing BM1. Celui-ci va alors transfe´rer
le paquet de l’agent A vers son camarade malicieux BM2. L’agent A constatant
(dans notre exemple sans fil par promiscuite´) que BM1 a` correctement relaye´ son
paquet va positivement l’e´valuer (fle`che verte).
– La deuxie`me phase va voir l’agent BM2 transfe´rer la paquet vers un autre agent
(dans notre exemple vers le destinataireD), cependant, et quelques soit l’action que
re´alisera l’agent choisi par BM2 , celui-ci l’e´valuera ne´gativement (fle`che rouge).
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Figure 2.8: Comportement malicieux de type Bad-Mouthing en environnement sans fil
Entre autres comme BM2 a` parfaitement relaye´ la transaction il sera e´value´ posi-
tivement par BM1 (et par les autres agents se trouvant en situation de promiscuite´
dans notre exemple sans fil, c’est a` dire par l’agent B).
La pre´sence d’une paire d’agents malicieux de type BM dans un syste`me ame`ne la
cre´ation de frontie`res autour du couple de BM. Dans l’exemple pre´sente´ le comportement
malicieux de la paire va amener a` la frontie`re est une diminution de re´putation de
l’agent D par la cre´ation de l’agent BM2 de fausse e´valuation ne´gative. Si nous prenons
l’exemple du calcul de la re´putation de l’agent D par l’agent C, celui-ci ira collecter
des informations de seconde main aupre`s du recommendeur BM2 qui feront baisser la
re´putation qu’il calculera pour D. Une fois que C de´cidera de ne plus faire confiance a` D
a` cause des informations fournies par BM2, C s’inte´ressera a` B qui sera aussi pollue´ par
les fausses e´valuations de BM2 amenant C a` ne plus faire confiance qu’a` BM2. L’impact
sera le meˆme lorsque les voisins de D ou B calculerons la re´putation de C a` cause de
la pollution de MB2, amenant chacun a` douter de ses voisins et a` ne faire confiance
qu’a` lui et faisant de BM2 le prochain saut pour toutes leurs transactions permettant
ensuite a` BM1 de polluer la frontie`re ouest du syste`me. Entre autres le travail en paire
des deux agents BM permet de fe´de´rer a` leur cause d’autres agents qui se trouvent entre
eux par exemple l’agent B qui ne pourra que constater que BM1 et BM2 transfe`re bien
les transactions et leur apportera du poids aupre`s des autres agents graˆces a` sa collection
d’e´valuation positive sur chacun des deux.
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Le but malicieux d’une paire de BM est de devenir au sein du syste`me une zone
obligatoire de passage pour toutes les transactions voisines et de par ce fait devenir un
point strate´gique du re´seau. La grosse difficulte´ dans la de´tection des agents de types
BM est que leur attaque se situe au niveau de la pollution des informations de seconde
main provenant d’eux meˆme sous la forme de fausse e´valuation ne´gative sur le voisinage,
mais aussi de complices d’infortune qui fourniront aux autres agents des collections
d’e´valuations positives appuyant la fiabilite´ des agents de type Bad-Mouthing.
2.3.5 Ballot-Stuffing
Figure 2.9: Comportemet malicieux de type Ballot-Stuffing en environnement sans fil
Similaire aux Bad-Mouthing les comportements malicieux de type Ballot-Stuffing
(BS) se re´alisent par paire et en deux phases (Figure 2.9) :
– La premie`re phase de´bute lors que l’agent A transfe`re une transaction vers le pre-
mier agent de type Ballot-Stuffing BS1. Celui-ci va alors transfe´rer la transaction
de l’agent A vers son camarade malicieux BS2. L’agent A constatant (dans notre
exemple sans fil par promiscuite´) que BS1 a` correctement relaye´ sa transaction va
positivement l’e´valuer (fle`che verte).
– La deuxie`me phase va voir l’agent BS2 arreˆter le transfert de la transaction (et eˆtre
ne´gativement e´value´ par les autres agents se trouvant en situation de promiscuite´
dans notre exemple sans fil, c’est a` dire par l’agent B).
Dans le cas d’une paire d’agents de type BS le syste`me sera divise´ en frontie`re. Re-
prenant l’exemple de la figure 2.9 l’agent A va constater que l’agent malicieux BS1 a
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correctement relaye´ sa transaction et attribuera a` celui-ci une e´valuation positive. Au
fil des e´changes l’agent BS1 va prendre de l’importance pour A qui va continuer a` le
conside´rer comme une valeur suˆre pour ses transactions et BS1 transfe´rera toujours a`
son complice qui stoppera les transactions de A. Les agents comme B se trouvant entre
les deux agents malicieux pourront constater que BS2 ne transfe`rent pas les transactions
et lui attribuer des mauvaises e´valuations qui permettront a` des agents comme C d’ob-
tenir des informations de secondes mains sur BS2. Le proble`me viendra de l’agent D qui
n’ayant aucune information sur BS2 va lui transfe´rer des transactions qui seront correc-
tement relaye´es a` BS1 qui lui les stoppera. L’agent D voyant que BS2 est un pair de
confiance va continuer a` re´aliser des interactions avec lui et lui attribuer des e´valuations
positives qui entreront en conflit avec les e´valuations ne´gatives que fournit B lorsque
l’agent C tentera de calculer la re´putation de BS2 en questionnant son voisinage. Au
final C pourrait se ranger sur l’opinion de D et conside´rer BS2 comme un saut potentiel
pour ses transactions, une fois que C commencera a` interagir avec lui, la re´putation de
BS2 augmentera encore et B sera le seul a` conside´rer BS2 comme e´tant non fiable.
L’impact de la paire de BS dans le syste`me sera d’eˆtre attractif pour les agents
se trouvant aux frontie`res ouest et est, attirant ainsi les demandes d’interactions vers
l’un ou l’autre des deux agents malicieux dans le but d’interrompre les transferts et de
cre´er un trou noir au sein du syste`me. Seuls les agents se trouvant a` l’inte´rieur de celui-ci
pourront constater ce qu’il en est, mais leurs recommandations ne feront pas longtemps le
poids face a` l’apparente respectabilite´ que les agents de type Ballot-Stuffing s’entraident
artificiellement a` augmenter et que les agents situe´s aux frontie`res constateront.
2.3.6 Flattering
Les agents de types Flattering (flatteur) sont des agents non objectifs qui e´valueront
toujours un voisin positivement qu’il relaye ou non la transaction. L’impact de ces agents
est de polluer le syste`me d’e´valuation positive induisant en erreur les agents sur la qualite´
du re´seau et de leur voisinage.
2.4 Mode`les de re´putation et/ou de confiance
Au cours de la dernie`re de´cennie le nombre de mode`les de re´putation et/ou de
confiance a litte´ralement explose´ mettant en e´vidence un inte´reˆt pour l’application de
ceux-ci dans les diffe´rents environnements d’utilisation pre´sente´e en 2.2.2. Le but de
cette section n’est pas re´aliser un e´tat de l’art de tous les mode`les de re´putation et/ou
de confiance existant, mais de fournir au lecteur un aperc¸u des principaux courants de
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mode´lisation de ce domaine. Pour ce faire, nous re´alisons une pre´sentation d’une se´lection
de mode`les classe´s selon les me´thodes et techniques utilise´es (logique floue, Baye´sien,
Analytique, Comportement biologique) pour le calcul des valeurs de re´putation et/ou de
confiance. Pour chacun d’entres eux, des informations seront spe´cifie´es sur les strate´gies
du mode`le pour, par exemple, ge´rer la cre´dibilite´ des informations portant sur les va-
leurs de re´putations et/ou de confiance (me´canisme d’e´limination, de poids ...). Nous
terminerons cette section par la re´alisation d’un tableau de classification re´capitulatif.
2.4.1 Mode`les analytiques
Les mode`les analytiques sont des mode`les dans lesquels les valeurs de confiance et/ou
de re´putation sont calcule´s a` partir d’expressions analytique (expressions donnant tou-
jours une valeur quelque soit les valeurs de ses parame`tres). Dans cette partie nous
pre´senterons les mode`les S.Marsh, Sporas et Histos, Regret, RIPSec et nous conclurons
par une exploration des mode`les de re´putation utilise´e dans le cadre du e-commerce.
S. Marsh (1994)
L’un des tout premier mode`le a` proposer l’utilisation du concept de confiance fut
re´alise´ en 1994 par [27] au sein d’une architecture multi agents. Dans son travail Marsh
de´rive a` partir des informations de premie`re main ce qu’il appelle l’Expe´rience lui per-
mettant de calculer en fonction de trois types de confiance (basique, ge´ne`rale et situa-
tionnelle) la confiance qu’il attribut a` un autre agent. La confiance de base est calcule´e a`
partir de l’ensemble de l’Expe´rience accumule´ par un agent. La confiance situationnelle
est calcule´e a` partir de la formule 2.1 en tenant compte d’une situation (ex : un niveau
de risque) alors que la confiance ge´ne´rale est calcule´e sans tenir compte de celle-ci.
Tx(y, α) = Ux(α)× Ix(α)× T̂x(y)) (2.1)
Dans la formule 2.1, Tx(y, α) de´termine la confiance situationnelle accorde´ par un
agent x a` un agent y dans une situation α. T̂x(y)) symbolise la confiance ge´ne´rale
que l’agent x attribue a` l’agent y et fait office de possible poids pour les e´valuations
ante´rieures de x par rapport a` y. Ix(α) repre´sente un poid symbolisant l’importance de
la situation alors que Ux(α) symbolise son utilite´. En plus d’une valeur de confiance pour
y, le mode`le va calculer un niveau de compe´tence requis en rapport avec la situation en
cours. Si le risque est trop e´leve´ alors le niveau de compe´tence requis par x augmentera
suivant la formule 2.2 ou` Tx repre´sente la confiance de base (valeur arbitraire) qu’attribue
x a` y. Notons que si le mode`le doit interagir avec un agent inconnu (connaissance vierge)
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il attribuera un niveau de confiance qualifie´ d’incertain pour celui-ci et correspondant a`
une valeur arbitraire.
PerceivedCompetencex = Txy × Ix(α) (2.2)
Le mode`le prendra finalement la de´cision de coope´rer avec l’agent y en fonction d’un
seuil de coope´ration qui sera obtenu depuis la formule 2.3 a` partir de :
– Ix(α) : l’importance de la situation α
– T̂x(y)) : la confiance ge´ne´rale de x en y,
– PerceivedCompetencex(y, α) : le niveau de compe´tence requis par x pour y dans
la situation α,
– PerceivedRiskx(α) : le niveau de risque de la situation α perc¸u par x.
Le seuil de coope´ration obtenu sera alors compare´ a` la confiance situationnelle de y
calcule´ par x, si cette dernie`re est supe´rieure alors l’agent x collaborera avec l’agent y.
CooperateThresholdx(α) =
PerceivedRiskx(α)
PerceivedCompetencex(y, α) + T̂x(y))
× Ix(α) (2.3)
Regret (2003)
Publie´ en 2003 par [30], Regret est un mode`le de confiance et de re´putation le plus
utilise´ dans les syste`mes multi agents. Dans celui-ci l’auteur de´crit la confiance comme
un concept a` multiples facettes et de´finit la re´putation comme une fonction utilisant
trois sources d’informations : les informations directes (1er main), les recommandations
de tiers (seconde main) et les structures sociales (ontologique). Durant son exe´cution le
syste`me maintient a` jour trois bases de connaissances repre´sentant chacune des sources
d’informations. Nous retrouvons alors trois types de re´putations :
– La re´putation directe calcule´e a` partir des informations de premie`re main.
– La re´putation du voisinage calcule´ depuis les informations contenu dans les rela-
tions entre les diffe´rents partenaires du syste`me.
– La re´putation du syste`me qui est calcule´ a` partir des roˆles et de proprie´te´s ge´ne´rales.
En plus des trois bases de connaissance, l’agent embarque un module de cre´dibilite´ lui
assurant la possibilite´ de mesurer un degre´ de fiabilite´ pour chaque information qu’il ob-
tient. Le niveau du degre´ de fiabilite´ permet de de´terminer si une information est bonne
a` prendre en compte et ainsi e´viter d’enregistrer dans les bases de connaissances des
informations incorrectes ou provenant d’agent non fiable. Chacune des bases de connais-
sances travaille de concert avec les autres pour offrir aux agents la possibilite´ de choisir
26
les re´putations qu’ils souhaitent calculer en fonction de parame`tres. Cette particularite´
du mode`le permet aux agents de prendre des de´cisions en fonction du contexte qu’ils
rencontrent et de s’adapter a` diffe´rents degre´s de connaissance de l’environnement, au-
torisant le syste`me a` eˆtre utilise´ dans de large cas d’utilisation allant des plus simples
au plus complexe.
Regret associe aussi a` chaque valeur de confiance ou de re´putation une valeur de
fiabilite´ permettant a` l’agent de ressentir a` quelle hauteur le syste`me est confiant dans
la valeur calcule´e en fonction de la me´thode qu’il a utilise´e. Ce me´canisme offre a` l’agent
la possibilite´ de se situer sur la pertinence des valeurs qu’il a calcule´es et de de´cider de
les inclure ou non dans son me´canisme de de´cision. Une autre caracte´ristique du mode`le
Regret est le fait qu’il utilise une structure ontologique. Dans leurs recherches les auteurs
ont conside´re´ la confiance et la re´putation comme n’e´tant pas un simple concept abstrait,
mais comme un concept a` multiples facettes. L’utilisation de la structure ontologique
permet de fournir les informations ne´cessaires pour combiner les valeurs de confiance
et de re´putation pour calculer des attributs beaucoup plus complexes. Les attributs
complexes permettent de faire correspondre une re´putation comme e´tant la combinaison
de plusieurs autres re´putations. Exemple : La re´putation d’une compagnie de transport
est la combinaison de la re´putation de ses ve´hicules de transport (confort, ponctualite´...)
et de ses services aux clients (restauration, re´servation ...). L’utilisation des attributs
complexes permet de faire correspondre une combinaison de re´putation et de poids a`
une attente de l’agent en termes de service.
Sporas et Histos (1999)
Sporas et Histos ([35]) sont deux syste`mes de re´putation en ligne comple´mentaire.
Sporas est un simple mode`le de confiance dans lequel seules les deux plus re´centes
e´valuations entre deux utilisateurs sont conside´re´es. Une de ses particularite´s majeures
est que les utilisateurs ayant un haut re´putation expe´rimentent des fluctuations plus
faibles de leur niveau de re´putation que les utilisateurs posse´dant une faible re´putation.
La re´putation est calcule´e sur l’intervalle [0,1 ;1[ et les nouveaux utilisateurs se voient
attribuer une re´putation e´gale a` ze´ro. La re´putation d’un agent x est mise a` jour a` partir
des formules suivantes :
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Rt+1 =
1
θ
t∑
i=1
Φ(Ri)R
other
i+1 (Wi+1 − E(Wi+1)) (2.4)
Φ(Ri) = 1− 1
1 + e
−(R−D))
σ
(2.5)
Ou`,
Rt+1 correspond a` la nouvelle valeur de re´putation
R correspond a` la valeur actuel de re´putation de x
t est le nombre d’e´valuations fourni pour x par des recommendeurs
θ est une constante entie`re plus grande que 1 fixe´ arbitrairement
Wi+1 repre´sente l’e´valuation donne´e par le recommendeur i+ 1
Rotheri+1 est la re´putation du recommendeur i+ 1 fournissant l’e´valuation
D est l’intervalle de la valeur de re´putation (ex : si l’intervale est [0 ;1], D vaudra 1)
σ est le facteur d’acce´le´ration de la fonction Φ
Le second mode`le Histos a e´te´ re´alise´ pour combler le manque de personnalisation
de Sporas au niveau des valeurs de re´putation. Le mode`le Histos ame`ne un me´canisme
permettant de prendre en compte les informations dont l’agent est te´moin (promiscuite´)
contrairement a` Sporas. Ainsi la re´putation est mise a` jour a` partir d’un agent recom-
mendeur z et de la formule 2.6.
Rt+1 =
∑t
t−θ′ Φ(Ri+1)(R
other
i+1 Wi+1)∑t
t−θ′ Ri+1
(2.6)
Ou`
θ′ = min(θ,m) et m = le nombre de chemins allant de x a` z.
Le reste des valeurs utilise´es par Histos e´tant les meˆmes que celles utilise´es par Sporas,
la re´putation diminuera jusqu’a` atteindre la valeur d’un nouvel utilisateur amenant une
hypothe`se irre´aliste par le fait qu’un utilisateur ayant une tre`s mauvaise re´putation aura
une re´putation proche ou e´gale a` celle d’un nouvel arrivant. Par de´duction ce mode`le
sera incapable de distinguer un malicieux de type Selfish d’un nouvelle arrivant.
RIPSec (2011)
Le mode`le RIPSec [22] est un mode`le conc¸u pour apporter de la se´curite´ dans les
re´seaux mobile sans fil via l’utilisation d’un me´canisme simple pour calculer la re´putation
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d’un agent uniquement a` partir des informations de premie`re main. Pour calculer la
re´putation, le mode`le parcourt les informations de premie`re main qu’il posse`de sur l’agent
et ge´ne`re deux valeurs :
– α qui correspond aux nombres d’e´valuations positives contenues dans les informa-
tions de premie`re main.
– β qui correspond aux nombres d’e´valuations ne´gatives contenues dans les informa-
tions de premie`re main.
La re´putation de l’agent est ensuite obtenue par une simple soustraction : DRab =
αb − βb. Si la re´putation directe de l’agent B calcule´ par A (DRab) est ≤ 0 alors l’agent
A de´tectera l’agent B comme e´tant un agent malicieux et refusera toutes interactions
avec lui.
Mode`les de re´putation en ligne de e-commerce
Dans le domaine des places de marche´s en ligne eBay [2] et Amazon [1] sont parmi
les plus repre´sentatifs. Le site de vente aux enche`res d’eBay utilise un me´canisme de cal-
cul d’une valeur de re´putation d’un utilisateur en se basant sur l’ensemble des e´valuations
fournies par les autres utilisateurs apre`s la re´alisation d’une transaction. Lors de l’e´valuation,
un utilisateur peut proce´der a` trois choix d’e´valuation :
– Une e´valuation positive : +1
– Une e´valuation ne´gative : −1
– Une e´valuation neutre : 0
La re´putation d’un utilisateur est calcule´e en additionnant l’ensemble des e´valuations
sur les six derniers mois. Le principe est similaire pour Amazon. Les me´canismes utilise´s
par ces deux sites de e-commerce ne basent leur re´putation que sur les informations qui
proviennent d’utilisateurs ayant de´ja` interagi avec l’utilisateur e´value´ et ne prenant pas
en compte les fausses informations que pourraient fournir ces meˆmes utilisateurs.
2.4.2 Mode`les utilisant la logique floue
Les mode`les utilisant la logique floue s’appuient sur la the´orie des ensembles flous.
Contrairement a` la logique de Boole, cette logique permet a` la valeur de ve´rite´ d’une
condition de parcourir un domaine plus vaste que la simple pair (vrai,faux) offrant la
possibilite´ de de´finir des degre´s de satisfaction d’une condition. Ces degre´s de satisfaction
sont utilise´s par les mode`les de re´putation et de confiance pour de´finir des intervalles
d’attribution de confiance. Nous pre´senterons dans cette section les mode`les AFRAS et
TRIP.
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AFRAS (2002)
Le mode`le AFRAS [9] repre´sente les valeurs de re´putation graˆce a` des ensembles
flous. Lorsqu’une interaction avec un agent prend fin, un nouvel ensemble flou est uti-
lise´ pour calculer le degre´ de satisfaction de l’interaction. Cette satisfaction est ensuite
agre´ge´e avec l’ancienne re´putation puis combine´e avec un poids pour calculer la nouvelle
re´putation de l’agent. Le poids utilise´ pour l’agre´gation est calcule´ a` partir d’une valeur
que les auteurs appellent remembrance ou memory permettant a` l’agent d’attribuer plus
d’importance (poids) a` la dernie`re interaction ou aux valeurs de re´putation anciennes.
Cette valeur memory est repre´sente´ sous la forme d’une fonction de similarite´ entre :
– La pre´ce´dente valeur de re´putation et la valeur de satisfaction (poids) de la dernie`re
interaction.
– La pre´ce´dente valeur de la valeur memory.
Ainsi si la pre´ce´dente valeur de satisfaction et l’ancienne valeur de re´putation sont
similaires alors la pertinence des informations de premie`re main est augmente´e, au
contraire si les deux valeurs sont diffe´rentes alors c’est seulement la pertinence de la
dernie`re interaction qui sera augmente´e. Les informations provenant d’autres agents (in-
formations de seconde main) sont agre´ge´es avec les informations de premie`re main en
fonction d’un poids de´pendant de la re´putation du recommendeur (agent aupre`s duquel
nous obtenons des informations de seconde main sur notre cible). Plus la re´putation
du recommendeur sera e´leve´e et plus les informations de seconde main obtenues seront
conside´re´es comme des informations de premie`re main, a` l’inverse si la re´putation de
celui-ci est faible (seuil arbitraire) les informations qu’il offrira seront tout simplement
non prises en compte.
TRIP (2012)
Le mode`le Trip [16] est un mode`le conc¸ut pour eˆtre utilise´ dans un environnement
MANET et plus particulie`rement dans un environnement VANET (Vehicule Ad-hoc
NETwork) qui fait correspondre des ve´hicules re´alisant le roˆle d’agent du syste`me. Dans
celui-ci les ve´hicules fournissent des informations concernant le re´seau routier comme la
pre´sence d’obstacles, les embouteillages ou des difficulte´s cause´es par la me´te´o. Durant
leur parcours les ve´hicules peuvent rencontrer d’autres ve´hicules ou ce que le mode`le
appelle des Road Side Unit (RSU) qui sont des antennes locales partageant des informa-
tions de re´putation sur certains ve´hicules du re´seau. Ainsi le mode`le calcule la re´putation
d’un ve´hicule a` partir de 3 sources d’informations :
– La premie`re source correspondant aux informations de premie`re main.
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– La seconde source consistante aux informations de seconde main fournit par des
recommandeurs
– La troisie`me source e´tant les informations de re´putation obtenue aupre`s des RSU.
Ces trois sources sont ensuite agre´ge´es suivant la formule 2.7 pour obtenir la re´putation
globale d’un ve´hicule.
ORab = αaDRab + βa
n∑
i=1
ωiIRib + γaDRRSUb (2.7)
Avec
αa + βa + γa = 1 et qui correspondent au poids que l’agent a attribue a` chaque source
d’informations
ωi qui repre´sente la fiabilite´ de l’agent i
DRRSUb correspondant a` la re´putation directe de l’agent b calcule´ a` partir des informa-
tions obtenues aupre`s des RSU.
Figure 2.10: Niveau de confiance dans Trip (Source : [16])
Ensuite la re´putation globale d’un agent est injecte´e dans un ensemble flou offrant
trois niveaux de satisfaction. En fonction du re´sultat, un niveau de confiance (Figure
2.10) est attribue´ et une de´cision est prise pour l’information fournie par l’agent :
– Non digne de confiance : Rejet de l’information.
– Plus ou moins digne de confiance : Aggre´gation de l’information, mais pas de
transfert de celle-ci a` d’autres agents.
– Digne de confiance : Aggre´gation et relais de l’information aux agents voisins.
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2.4.3 Mode`les imitant des comportements biologiques
Cette section regroupe les mode`les de re´putation et de confiance qui calquent leur
comportement par rapport a` des comportements biologiques existants. Nous pre´senterons
dans cette section les mode`les AntRep et QDV s’inspirant tout les deux des comporte-
ments biologiques des Fourmis.
AntRep (2006)
AntRep [33] est un mode`le utilise´ dans le cadre d’un re´seau P2P ou MAS et pre´vu
dans le cadre d’e´change de message entre agents. Dans celui-ci chaque participant posse`de
une table de re´putation (RT ) qui exerce une fonction similaire aux tables de routage
sauf que la valeur de re´putation stocke´e sert a` indiquer la probabilite´ de choisir un voisin
comme e´tant le prochain saut. AntRep utilise l’envoi de fourmis sur le re´seau suivant
deux cas :
– Le mode`le enverra des fourmis de type Unicast au voisin posse´dant la plus haute
re´putation par rapport au reste de son entourage.
– Le mode`le enverra des fourmis de type Broadcast a` tout son entourage s’il ne
posse`de aucune information sur son entourage.
Les fourmis envoye´es joueront un roˆle d’e´claireur pour le mode`le et continueront a`
avancer dans le re´seau jusqu’a` trouver ce qu’elles recherchent (un fournisseur de service
ou un destinataire). Une fois leur candidat trouve´ elles geˆneront une fourmi de type
Backward dont le roˆle sera de revenir jusqu’au mode`le en faisant chemin inverse. Durant
leur retour elles mettront a` jour une valeur de re´putation a` chaque noeud i traverse´ en
respectant la formule 2.8.
Pi(t) =
[τi(t)]
α[ηi(t)]
β∑
j∈N [τj(t)]α[ηj(t)]β
(2.8)
Avec ηi la valeur de re´putation attribue´ par le noeud i avec son voisin j.
τi la phe´romone de´finie comme e´tant au temps t+∆t par un noeud j recevant une fourmi
de type Backward par le noeud i :
τi(t+ ∆t) = f(τi(t),∆t) + ∆p (2.9)
τj(t+ ∆t) = f(τj(t),∆t), j ∈ N, j 6= i (2.10)
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Avec ∆p = kf(c) , k > 0 et f(c) non de´croissant et c e´tant un parame`tre (arbitraire) du
sce´nario du re´seau.
f(τi(t),∆t) correspondant a` la fonction d’e´vaporation de la phe´romone :
f(τi(t),∆t) =
τi(t)
e
∆t
k
et α et β e´tant des constantes variant suivant l’environnement du
re´seau.
La phe´romone est aussi utilise´e pour de´cider quand envoyer une fourmies Broadcast
sur le re´seau, ce choix a` lieu lorsqu’un noeud rec¸oit une requeˆte pour laquelle il n’a pas
encore d’entre´e dans sa RT. S’il en posse`de une, il choisira le voisin posse´dant la plus
haute re´putation comme prochain saut.
QDV (2009)
Dans QDV [12], les auteurs proposent une approche de qualite´ de service base´ sur
la se´curite´ dans les re´seaux de senseur sans fil. Ils utilisent un concept similaire a` An-
tRep au niveau de la table de re´putation se basant sur le niveau de re´putation pour
de´terminer si une sonde est fiable pour la communication. Le mode`le utilise la promis-
cuite´ pre´sente dans les re´seaux sans fil pour observer le rejet par les sondes voisines
des paquets transfe´re´s. Ce me´canisme a pour but d’identifier les sondes malicieuses afin
d’augmenter la se´curite´ du re´seau et plus directement la communication entre les sondes.
QDV se base sur les chemins de communication (routes) et les classifie selon le nombre de
phe´romones (τi) pre´sentes (e´quivalent a` des recommandations). Ainsi le chemin le plus
marque´ par des phe´romones est de´clare´ comme e´tant le plus suˆr. Ne´anmoins le mode`le
prend aussi en compte la distance (en terme de saut) entre deux sondes (ηij) dans le
calcul de la re´putation suivant la formule 2.11 :
Φij(t) =
∑ni
k=1 τkj
ηi
(2.11)
Ou` τkj repre´sente la trace de phe´romone entre la sonde k et la sonde j
ηi correspond aux nombres de voisins de la sonde i.
Ainsi la de´tection d’un mauvais comportement ou d’une violation de se´curite´ se
fait si Φij(t) < τmin. Le mode`le repre´sente aussi la qualite´ de service comme e´tant le
pourcentage de trafic expose´ suivant la formule 2.12.
θij(t) =
∑
Mg(t) +
∑
Mr(t) +
∑
Md(t)∑
Mg(t) +
∑
Mr(t)
ηij (2.12)
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Avec
∑
Mg(t),
∑
Mr(t),
∑
Md(t) repre´sentant dans l’ordre le nombre de paquets ge´ne´re´s,
rec¸us et rejete´s. Un dernier concept appelle par le mode`le la qualite´ de se´curite´ (QSec)
de´pendant des formules 2.11 et 2.12 de´finit la communication entre deux sondes. La
QSec est un facteur de de´cision (niveau de confiance) graˆce auquel une sonde peut-eˆtre
se´lectionne´ comme e´tant le prochain saut du chemin et est calcule´e en re´alisant la somme
ponde´re´ de la re´putation et de la qualite´ de service suivant la formule 2.13.
Wn(t) = w1Φij(t) + w2θij(t) (2.13)
Ou` w1 et w2 sont les poids respectifs attribue´s a` la re´putation et a` la qualite´ de service
et w1 + w2 = 1.
2.4.4 Mode`les utilisant les re´seaux Baye´siens
Dans cette section nous pre´sentons les mode`les basant leur calcules sur la the´orie
des Re´seaux Baye´sien et plus particulie`rement l’utilisation de la fonction de densite´ de
probabilite´ provenant de la Loi beˆta pour le calcul des valeurs de re´putation (formule
2.14).
B[α, β] =
α
α+ β
(2.14)
Nous pre´senterons les mode`les Confidant, RFSN, Travos et Arman en de´taillant les
valeurs qu’ils attribuent a` α et β lors du calcule d’une valeur re´putation et/ou d’un
niveau de confiance.
Confidant (2004)
Le mode`le de re´putation Confidant [8] est un mode`le franc¸ais conc¸u pour fonctionner
dans des environnements de type MANET et P2P. La re´putation d’un agent B calcule´
par un agent A est obtenue graˆce a` une seule me´thode comprenant deux phases. La
premie`re phase consiste a` calculer la re´putation de l’agent a` partir des informations de
premie`re main, pour ce faire les informations de premie`re main sont parcourues une par
une. Lors du parcours les valeurs de α et β sont initialise´es a` 0 et incre´mente´es suivant
la formule 2.15 si l’e´valuation est positive (augmentation de la valeur de α) et selon la
formule 2.16 si l’e´valuation est ne´gative (augmentation de la valeur de β).
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∀i ∈ n : αi = αi−1 × u+ 1 (2.15)
∀j ∈ m : βj = βj−1 × u+ 1 (2.16)
Avec u une constante valant 0, 999.
n le nombre d’e´valuation positive.
m le nombre d’e´valuation ne´gative.
Une fois le parcours des informations de premie`re main termine´e, les valeurs de α et β
sont injecte´es dans la fonction de densite´ Beta (2.14) pour obtenir la re´putation directe de
l’agent (DR). La seconde phase va interroger l’ensemble des agents voisins (sauf l’agent
pour lequel nous calculons sa re´putation) pour obtenir leurs e´valuations directes. Ces
e´valuations indirectes obtenues aupre`s de recommendeurs seront parcourues pour chacun
des recommendeurs comme en phase 1 permettant d’obtenir les re´putations indirectes
(IR) que les recommendeurs fournissent a` propos de l’agent que nous e´valuons. Pour
terminer la re´putation directe et additionner aux re´putations indirectes qui re´ussissent
un test de de´viation et de confiance suivant la formule 2.17 pour obtenir la re´putation
globale (OR) de l’agent.
ORab = DRab +
n∑
i
w × IRib (2.17)
Avec
a, b, i des agents
n le nombre de voisins de a ayant re´ussi le test de de´viation et de confiance
w une constante e´gale a` 0, 1
Le test de confiance consiste a` ve´rifier que la re´putation directe du recommendeur
C (DRac) est ≥ 0, 25, tandis que le test de de´viation compare, au fur et a` mesure de
la somme des re´putations indirectes, la valeur actuelle de la re´putation globale (ORab)
avec la prochaine re´putation indirecte qui sera ajoute´e (IRib). Si celles-ci diffe`rent de
plus 0, 5 alors la prochaine re´putation indirecte est e´carte´e du calcul de la re´putation
globale.
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RFSN (2008)
RFSN [15] est un mode`le pense´ pour les re´seaux de senseurs sans fil dans lequel la
re´putation d’un agent B par un agent A est calcule´e comme dans le mode`le Confidant en
deux phases. La premie`re phase se contente d’utiliser la meˆme approche que Confidant
en utilisant la formule 2.18 pour α et 2.19 pour β. Sauf qu’une fois les valeurs de α et β
obtenu celles-ci ne sont pas injecte´ tout de suite dans le fonction de densite´ Beta pour
obtenir une valeur de re´putation.
∀i ∈ n : αi = (w × αi−1) + i (2.18)
∀i ∈ j : βj = (w × αj−1) + j (2.19)
Avec
w une constante de vieillissement.
n le nombre d’e´valuation positive.
m le nombre d’e´valuation ne´gative.
La seconde phase va s’adresser aux recommendeur et obtenir leur e´valuation indi-
recte. Pour chacun des recommendeurs interroge´s, la meˆme me´thode qu’en phase 1 sera
applique´e pour ge´ne´rer un couple ( αIR, βIR). Ces couples ( αIR, βIR) issuent des infor-
mations de seconde main seront agre´ge´s avec le couple ( α, β) provenant de la phase 1
suivant les formules 2.20 et 2.21 pour obtenir un dernier couple ( αOR, βOR) qui sera in-
jecte´ dans la fonction de densite´ Beta pour ainsi obtenir la re´putation globale de l’agent
e´value´. La re´putation globale ainsi obtenue permettra d’atteindre le niveau de confiance
de l’agent.
αOR =
∑
i
2× αIRi × α
(βIRi + 2)× (α+ β + 2) + (2× αIRi)
(2.20)
βOR =
∑
i
2× αIRi × β
(βIRi + 2)× (α+ β + 2) + (2× αIRi)
(2.21)
Travos (2006)
Travos [31] est un mode`le de´veloppe´ pour les syste`mes multi agents dans lequel un
agent utilise deux me´thodes pour mesurer la fiabilite´ d’autres agents du syste`me en se
basant sur les informations de premie`re et seconde main. La premie`re me´thode est base´e
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sur la fonction de densite´ Beta et les informations de premie`re main. Lorsque la fiabilite´
est calcule´e avec la premie`re me´thode, un niveau de conviction est de´fini pour de´terminer
si l’agent est confiant sur la suffisance de ses informations de premie`re main. Si le niveau
de conviction est trop bas alors l’agent va avoir recours a` la seconde me´thode consistant
a` utiliser les informations de seconde main pour affiner son jugement. Lors de la collecte
par le mode`le des informations de seconde main, celles-ci sont graduellement compare´es
avec la majorite´ (constitue´ au fur et a` mesure de la dure´e de vie de l’agent) et ponde´re´es
avec un poids. Plus les informations d’un recommandeur seront e´loigne´es de l’opinion
de la majorite´ plus le poids attribue´ a` ces informations sera faible. Une fois toutes les
informations de seconde main obtenue et ponde´re´e, celles-ci sont agre´ge´es pour obtenir
la re´putation de l’agent. Le me´canisme utilise´ par Travos tente de confondre, lors de
l’utilisation de la seconde me´thode, l’opinion de la majorite´ aux opinions individuelles et
de diminuer l’importance des opinions individuelles divergentes en leur attribuant une
ponde´ration faible lors de l’agre´gation de toutes les opinions. Cette approche se base sur
l’hypothe`se que toutes les informations fournies par les recommendeurs sont cohe´rentes
sans prendre en compte que les agents peuvent tricher et fournir de fausses informations.
Arman (2013)
Le mode`le Arman [18] est un mode`le pense´ pour les environnements de type MA-
NET dans lequel la re´putation globale (OR) d’un agent B est calcule´e par un agent
A graˆce a` deux sources d’informations. La premie`re est constitue´e des informations de
premie`re main et permet le calcul de la re´putation directe (DR) de B selon A. La seconde
source d’information est lie´e aux informations de seconde main obtenue aupre`s des re-
commandeurs et ponde´re´e par une valeur de fiabilite´ (λ), la valeur obtenue repre´sentant
la re´putation indirecte de l’agent B (IR). Les valeurs des re´putations directes et in-
directes sont calcule´es a` partir de la fonction de densite´ Beta en injectant α et β qui
correspondent respectivement au nombre d’e´valuations positives et ne´gatives. Ces deux
valeurs sont ensuite agre´ge´es selon la formule 2.22.
ORab = δDRab +
(1− δ)∑ni=1 λaiIRib∑n
i=1 λai
(2.22)
La fiabilite´ λ est calcule´e comme e´tant un indice correspondant a` la similitude de
vue entre l’agent re´alisant l’e´valuation et le recommandeur fournissant les e´valuations.
Le principe de la similitude de vue est de se dire que si deux agents observent les meˆmes
comportements alors leurs opinions doivent eˆtre les similaires. Ainsi en prenant l’agent
A et le recommandeur C, l’agent A va recenser l’ensemble des agents pour lesquels lui
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et le recommandeur C ont re´alise´ une e´valuation (Set(A,C)). Cet ensemble d’agents est
alors utilise´ pour calculer la similitude de vue selon les formules 2.23 et 2.24.
sim(A,C) = 1− dis(A,C) (2.23)
dis(A,C) =
√ ∑
i∈Set(A,C)
(DRAi −DRCi)2 (2.24)
Lors du calcul de la fiabilite´ en utilisant la similitude de vue le re´sultat de la diffe´rence
(DRAi − DRCi) est compare´ a` un seuil. Si ce seuil est de´passe´, le recommendeur est
automatiquement conside´re´ comme e´tant malicieux et est e´carte´ par le mode`le.
Une fois la re´putation globale obtenue, un dernier test est re´alise´ pour obtenir un
niveau de confiance en comparant la re´putation globale calcule´e par l’agent aux recom-
mandations du voisinage graˆce a` la loi de combinaison de Dempster-Shafer (aussi appele´
somme orthogonale). Si cette dernie`re est supe´rieure a` la combinaison selon Dempster-
Shafer des recommandations et si celle-ci est aussi supe´rieure a` un seuil (e´gale a` la
re´putation par de´faut attribue´ par le mode`le), alors le niveau de confiance est suffisant
pour accepter la transaction de l’agent. Dans le cas contraire, celle-ci sera simplement
rejete´e.
2.4.5 Tableau de classification des mode`les
Dans cette section nous pre´sentons un tableau re´capitulatif des mode`les (tableau
2.1) que nous avons pre´sente´ aux points pre´ce´dant. Ceux-ci se retrouvent classe´s par
environnement et me´thodologie propre a` leurs fonctionnements. Pour re´aliser ce tableau
nous nous basons sur les classifications de [26] et [30] ainsi que sur les lectures relatives
a` chacun des mode`les pre´sente´s.
2.5 Me´triques de comparaison de mode`les
Pour comparer les mode`les entre eux, de nombreux auteurs ont recours a` des me´triques
collecte´es durant les simulations des mode`les. Provenant soit d’un agent en particulier
ou refle´tant le syste`me tout entier, elles peuvent eˆtre collecte´es en fin de simulation ou
observe´es durant son de´roulement. Dans son article, [11] analyse 31 articles utilisant des
me´triques et e´tablit pour chacune d’elles un taux d’utilisation au sein des articles ana-
lyse´s. En teˆte de liste nous retrouvons les me´triques symbolisant la capacite´ de de´tection
des comportements malicieux un mode`le suivit par des me´triques relatives a` la consom-
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Analytique Logique Floue Biologique Baye´sien
M
A
S
Sporas & Histos AFRAS
AntRep
Regret Venanzi
S.Marsh
eBay/Amazon
P
2
P
AntRep Confidant
W
S
N
QDV RFSN
M
A
N
E
T
RIPSec Trip
Confidant
Arman
Table 2.1: Tableau re´capitulatif des mode`les pre´sente´s
mation du mode`le dans le re´seau (nombre de paquets e´mits, taux d’usage d’une route
...). D’autres articles comme [25] et [29] ajoute de nouvelle me´trique comme la pre´cision
d’un mode`le (taux d’erreur dans le choix des candidats potentiels) ou encore le temps
utilise´ par le mode`le pour calculer une valeur de re´putation ou de confiance. Nous ten-
tons dans le tableau 2.2 de classer les diffe´rentes me´triques reprises dans ces articles en
les classant sous plusieurs axes :
– La porte´e de la me´trique qui est propre a` un agent ou repre´sentative du syste`me
entier.
– L’e´valuation de la me´trique repre´sentant une valeur lie´e au mode`le de re´putation
et/ou de confiance ou une valeur lie´e au re´seau.
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Agent Syste`me Description
Mode`le
Valeur de Re´putation E´volution de la valeur de re´putation calcule´e pour un
agent au fil du temps.
Niveau de confiance E´volution du niveau de confiance calcule´ pour un agent
au fil du temps.
Fiabilite´ / poids E´volution des poids/valeur de fiabilite´s calcule´s pour
un agent au fil du temps.
De´lais de calcul Moyenne de de´lais de calcul
Temps re´alise´ par le mode`le pour calculer une valeur
de re´putation ou un niveau de confiance (re´cupe´ration
des e´valuations et agre´gations).
Taux de de´tection Taux de de´tection globale
Pourcentage d’agent malicieux pre´sent dans le re´seau
et de´tecte´.
Nombre de de´tection Nombre total de de´tections
Nombre d’agents de´tecte´ comme e´tant malicieux au
cours d’une simulation.
Temps de de´tection Moyenne du temps de de´tection
Temps moyen (en tour ou en seconde) ne´cessaire a` un
agent pour conside´rer un autre agent comme malicieux.
Taux de pre´cision Moyenne du taux de pre´cision
Ratio entre le nombre de services demande´s fournissant
un niveau de satisfaction suffisant et ceux fournissant
un niveau de satisfaction insuffisant.
Taux d’agent malicieux Pourcentage d’agent malicieux pre´sent dans le re´seau.
Consommation d’e´nergie Consommation totale d’e´nergie
Valeur e´nerge´tique consomme´e par le mode`le (cal-
cule´ sur base de son temps de calcul, le nombre
d’e´valuations te´le´charge´ aupre`s de recommandeurs...).
Taux d’utilisation d’une route Nombre de fois ou` une route est emprunte´e.
Re´seau
Paquet e´mit Total des paquets e´mis
Nombre total de paquets e´mis par un agent ou par le
re´seau entier.
Paquet perdu Total des paquets perdus Nombre total de paquets ayant e´te´ rejete´ par le re´seau.
Nombre de service Total du nombre de services
Nombre total de services demande´ ou preste´ par un
agent ou le re´seau entier.
Table 2.2: Classement des me´triques de comparaison de mode`les
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2.6 Simulateurs d’environnement pour mode`les
Il existe une ple´thore de simulateur pour chacun des environnements que nous avons
pre´sente´s en 2.2.2 notamment [32] et [19] pour les syste`mes multi agents. GlomoSim [5]
et OMNET++ [21] pour les MANETs. Ainsi que beaucoup d’autres pour les P2P [28]
et WSN [34].
Ne´anmoins tre`s peu d’entre eux proposent de simuler les mode`les de re´putation et/ou
de confiance au sein de leur environnement. Nous pre´senterons dans cette section trois
simulateurs de mode`les de re´putation et/ou de confiance spe´cifique a` un environnement
et de´taillerons pour chacun d’entre eux les comportements malicieux et les diffe´rentes
me´triques qu’ils proposent. Ainsi nous pre´senterons ART Testbed qui est l’un des simu-
lateurs les plus utilise´s dans les environnements multi agent, TOSim pour les environne-
ments P2P et TRMSim-WSN qui est l’unique simulateur de mode`les en environnement
WSN existant. Nous ne pre´senterons pas de simulateurs de mode`les pour les MANETs
car ceux-ci sont actuellement inexistants.
2.6.1 TOSim (P2P)
Figure 2.11: Architecture d’un re´seau ge´ne´ral avec TOSim (Source [36])
TOSim [36] est un simulateur d’environnement P2P pour mode`le de re´putation et/ou
de confiance optimise´ pour simuler des re´seaux P2P de grande taille (plusieurs millions
de pairs) avec un minimum de consommation de me´moire et de temps de re´action. Le
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simulateur simule des re´seaux compose´s de pairs pouvant supporter un ou plusieurs
protocoles de communication (Figure 2.11) tout en proposant la gestion en temps re´el
d’apparition et de disparition de pairs dans le re´seau (re´seaux ad-hoc). Le simulateur
TOSim propose entre autres de confronter les mode`les aux malicieux de types Oscil-
lants et Ballot-Stuffing dans un sce´nario de test de´centralise´. A cet effet le protocole
de test se pre´sente sous deux phases comple´mentaires. La premie`re phase est une phase
de recherche de pair parmi le voisinage susceptible de fournir un fichier recherche´ par
l’agent (recherche d’un fournisseur de service). Une fois ce pair de´couvert le fichier est
te´le´charge´ aupre`s de la source (re´alisation du service) pour ensuite eˆtre teste´ sur son
inte´grite´ par l’agent (e´valuation du service). TOSim propose uniquement la simulation
de re´seau filaire. Le simulateur permet aux utilisateurs de consulter l’e´volution des va-
leurs de confiance calcule´ par le re´seau (moyenne) au fil du temps comme me´trique de
comparaison pour les mode`les ainsi que consulter des informations statistiques sur le
re´seau (nombre de messages e´change´s, nombre de fichiers e´change´s ...). TOSim propose
l’incorporation de nouveau mode`le sous la forme d’algorithme de de´cision au sein de ses
agents. Le moteur de simulation de TOSim est un moteur de type time-step ou` durant
un nombre de tours de´finit chaque agent du re´seau sera exe´cute´ exactement une fois
dans un ordre ale´atoire.
2.6.2 ART (MAS)
Figure 2.12: Architecture de ART Testbed (Source [13])
ART Testbed (Agent Reputation and Trust) [13] est un simulateur modulaire per-
mettant de tester des mode`les de re´putation et/ou de confiance dans le cadre d’un
environnement multi agent et proposant une parame´trisation pousse´e de celui-ci. Le
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simulateur ART a e´te´ mode´lise´ (Figure 2.12) pour permettre une grande accessibilite´
dans l’inte´gration des algorithmes des diffe´rents mode`les, offrant la possibilite´ aux utili-
sateurs de s’approprier le simulateur pour leurs propres expe´rimentations. Le protocole
de ART se base sur un me´canisme de client/serveur de´centralise´ opposant les agents a`
des malicieux de type Oscillant (notons qu’un agent du syste`me re´alise les deux roˆles)
dans lequel un premier agent jouant le roˆle de client requerra aupre`s d’un second agent
re´alisant un roˆle de serveur la re´alisation d’un service. Le service rendu par le serveur
est un service de ge´ne´ration d’opinion de´pendant de son expertise. Les auteurs illustrent
cette ge´ne´ration d’opinion dans leur simulateur en distinguant les serveurs comme e´tant
des experts en e´valuation de peintures dans un ou plusieurs domaines (cate´gorie de ser-
vice). Ainsi lorsqu’un client demande l’e´valuation payante d’une peinture a` un serveur,
celui-ci va d’abord fournir au client une valeur repre´sentant son degre´ d’expertise dans
le domaine de la peinture soumise par le client (il peut mentir) ainsi qu’un prix non
ne´gociable. Si le client est satisfait du degre´ d’expertise du serveur, il payera l’expertise
de sa peinture et la recevra par le serveur. Les mode`les de re´putation et/ou de confiance
peuvent eˆtre inte´gre´s au sein du simulateur en fonction des choix de l’utilisateur par
exemple aupre`s des serveurs pour instaurer une strate´gie de maximisation des profits
(fournir les meilleures expertises dans tous les domaines, meˆme ceux dans lesquels le
serveur n’est pas expert) ou du client pour optimiser l’expertise des peintures a` moindre
couˆt (s’adresser au meilleur expert le plus rapidement possible), ou encore les deux a` la
fois. Entre autres le simulateur fournit pour comparer les mode`les imple´mente´s plusieurs
me´triques locales (propre a` un agent du syste`me) comme le nombre de messages e´mit ou
le solde de son compte en banque, ainsi que globale au syste`me comme le nombre total de
messages e´mit par type, le nombre total de transactions re´alise´ ou encore la re´partition
des richesses. ART propose un moteur de simulation base´ sur la meˆme architecture de
TOSim, mais avec la possibilite´ supple´mentaire d’e´tendre les me´triques des agents et du
syste`me.
2.6.3 TRMSim-WSN (WSN)
TRMSim (Trust and Reputation Models Simulator) [24] est un simulateur conc¸u
pour simuler des senseurs dans un environnement sans fil sans promiscuite´. Le simula-
teur propose de confronter les mode`les de re´putation et/ou de confiance a` des comporte-
ments malicieux de type Oscillants et Bad-Mouthing (appele´ dans l’article collusif). Le
me´canisme utilise´ simule des transactions sous forme de service entre les diffe´rents sen-
seurs du re´seau. Dans celui-ci lors de l’initialisation, chaque senseur se voit attribue´ un
ou des services qu’il peut fournir ainsi qu’un ou plusieurs services dont il est demandeur.
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Figure 2.13: Protocole du simulateur TRMSim-WSN (Source [24])
Une fois tous les agents parame´tre´s, une topologie ale´atoire de re´seau est re´alise´e et les
diffe´rents senseurs qui le composent sont connecte´s entre eux en fonction d’une porte´e
d’e´mission maximum. Ensuite chacun d’entre eux va exe´cuter un protocole en 4 phases
(Figure 2.13) re´alise´ par un moteur de simulation de type time-step :
1. La premie`re e´tant une phase de collecte de donne´e ou` le senseur va par le biais du
simulateur obtenir la liste des senseurs voisins pouvant fournir un ou plusieurs des
services dont il est demandeur.
2. La seconde phase consiste a` calculer a` l’aide du mode`le de re´putation et/ou de
confiance une valeur de confiance/re´putation pour chacun des fournisseurs de ser-
vice a` proximite´. Cette phase permet de de´tecter les bons et les mauvais fournis-
seurs et de faire une se´lection.
3. La troisie`me phase voit les transactions avec les fournisseurs de service se´lectionne´
durant la phase 2 se de´rouler. A` la fin de chacune des transactions, le senseur va
produire un niveau de satisfaction.
4. La dernie`re phase analyse les niveaux de satisfaction qu’a produite le senseur pour
chacune des transactions qu’il a re´alise´es. Si le niveau est e´leve´ alors le senseur va
re´compenser le fournisseur avec une bonne e´valuation. Au contraire si le niveau de
satisfaction est bas, il choisira de punir le fournisseur par une mauvaise e´valuation.
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Une fois que chacun des senseurs a termine´ les 4 phases, une nouvelle topologie
de re´seau est ge´ne´re´e ale´atoirement et ainsi de suite jusqu’a` l’arreˆt du simulateur. Le
simulateur propose trois me´triques du syste`me pour comparer les mode`les qui sont :
– La distance totale parcourue par tous les messages du syste`me.
– La pre´cision du mode`le qui repre´sente le ratio entre le nombre total de transactions
et le nombre total de transactions qui ont ge´ne´re´ une haute satisfaction durant 1
round.
– La consommation totale d’e´nergie qui est une me´trique propre a` chaque mode`le
qui attribue une valeur de consommation aux ope´rations re´alise´es par le mode`le
s’exe´cuter.
TRM-Sim propose l’extension de mode`le de re´putation et/ou de confiance par l’inte´gration
a` celui-ci de nouveaux senseurs embarquant un mode`le. Le simulateur propose aussi la
parame´trisation des senseurs pour simuler diffe´rents composants de ceux-ci par exemple
un niveau de batterie qui diminuerait en fonction des actions re´alise´es par l’agent.
2.6.4 Tableau comparatif
Nous proposons au tableau 2.3 une reprise des diffe´rentes caracte´ristiques des simu-
lateurs pre´sente´s aux sections pre´ce´dentes pour comparaison.
2.7 Synthe`se
Figure 2.14: Hie´rarchie des environnements d’utilisation des concepts de Confiance et
de Re´putation
La diversite´ des mode`les de Confiance et de Re´putation montre´s en section 2.4,
associe´s aux diffe´rents environnements d’utilisation (section 2.2.2) fait exploser les pos-
sibilite´s de choix de mode`le disponible pour les concepteurs des re´seaux de demain. Pour
aider les concepteurs dans leurs choix, la communaute´ scientifique a mis au point divers
simulateurs permettant d’exe´cuter diffe´rents mode`les au sein de simulation propre a` des
environnements types et de les comparer. Nous avons pre´sente´ trois d’entres eux en sec-
tion 2.6 permettant de couvrir les re´seaux de type multi agent, pair-a`-pair et de senseurs
sans fil. Ne´anmoins, nous constatons un manquement de cette couverture pour les nou-
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TOSIM ART TRMSim
Fonctionnalite´s
Environnement Ad-hoc P2P Ad-hoc MAS Ad-hoc WSN
Architecture Centralise´ Centralise´ Centralise´
Protocole Recherche et
e´change de fichier
entre pairs
Echange d’opi-
nion d’expertise
d’oeuvre d’art
contre paiement
Re´alisation de ser-
vice entre senseurs
Me´triques Evolution des va-
leurs de confiances
Be´ne´fices,
Re´partition des
richesses, nombre
de message e´mit
(classement par
type)
Pre´cision du
mode`le, Distance
moyenne totale
parcourue par les
message, consom-
mation d’e´nergie
du mode`le
Comportement
malicieux
Oscillant, BS Oscillant Oscillant, BS
Topologie re´seau Dynamique (disparition/apparition d’agent)
Type de simulation Cycle temporelle
Interfaces gra-
phique
Aucune Parame`trisation de
la simulation uni-
quement
Parame`trisation
et e´xecution de la
simulation
Extensions
Protocole Non Non Non
Mode`le Oui Oui Oui
Me´trique Non Oui Non
Comportements
malicieux
Non Non Non
Informations
Statut N/A Abandonne´ depuis
2008
Dernie`re MAJ : 5
avril 2013
License N/A LGPL 3.0 LGPL 2.0
Table 2.3: Tableau comparatif des simulateurs
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veaux re´seaux de type MANETs. Ces re´seaux issus des nouveaux besoins en termes de
services oriente´s communication ajoutent aux re´seaux sans fil Ad-hoc existant l’aspect
mobilite´ et par la sorte une topologie en constante modification.
La figure 2.14 nous montre la hie´rarchie des diffe´rents environnements, ainsi que
l’ensemble des aspects a` prendre en compte pour de´river un environnement vers un
autre. Partant de celles-ci nous constatons qu’un syste`me multi agent est un re´seau
caˆble´/sans-fil centralise´ pouvant eˆtre Ad-hoc (changement dynamique de la topologie
par l’apparition/disparition d’agent), alors que les re´seaux P2P sont des extensions des
configurations possibles des MAS en de´centralise´. La figure nous renseigne ensuite sur
le fait que les re´seaux de senseurs sans-fil sont aussi une extension a` base de senseurs
des configurations possibles de re´seaux de type P2P et MAS tandis que les MANETs
couvrent l’ensemble des configurations possibles de ces re´seaux en leur rajoutant un
aspect de mobilite´.
Repartant de la figure 2.14 et du tableau comparatif 2.3 il devient possible d’analyser
les simulateurs ART, TOSim et TRM-Sim afin de de´terminer l’ensemble des modifica-
tions qui devront leur eˆtre apporte´s pour permettre la simulation des re´seaux MANETs.
Le simulateur ART, permettant de simuler des mode`les de re´putation et/ou de
confiance au sein d’environnement de type multi agent, est le seul simulateur offrant
la possibilite´ d’e´tendre ses me´triques. Cependant, cette particularite´ n’est pas suffi-
sante pour permettre la simulation de re´seaux MANETs. Le moteur de simulation devra
eˆtre e´tendu pour permettre la gestion de l’aspect mobilite´ (de´placement, vitesse, ...)
et sans-fil (promiscuite´,...). Les agents devront eˆtre modifie´ pour permettre la prise en
compte d’aspect propre aux senseurs (ex : niveau de batterie, porte´e...) et permettre
aussi l’inte´gration de nouveaux comportements malicieux. Le protocole de compe´tition
utilise´ est un protocole de type client-serveur convenant a` des simulations de re´seaux
de´centralise´s (chaque agent joue pour son propre compte), mais ne convient pas pour
re´aliser des simulations de re´seaux centralise´s (l’ensemble des agents coope`rent pour
atteindre un but global, ge´ne´ralement faire parvenir l’information a` un point central
du re´seau), de ce fait un protocole pour les sce´narios centralise´ devra eˆtre imple´mente´.
TOSim souffre des meˆmes besoins de modification que ART avec en plus la ne´cessite´
d’e´tendre les me´triques. TRM-Sim, permettant une simulation des re´seaux de senseurs
sans fil, peut paraˆıtre a` premier vue comme e´tant le simulateur reque´rant le moins de mo-
difications en re´fe´rence a` la figure 2.14 nous montrant que l’e´volution des re´seaux WSN
en MANET se fait au travers de l’ajout de la gestion des aspects de mobilite´. La prise
en compte ou non des aspects lie´ aux senseurs se limitant bien souvent a` permettre aux
agents de la simulation d’adapter leur niveau de collaboration avec le re´seau en fonction
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d’un niveau de batterie. Ne´anmoins, le simulateur TRM-Sim imple´mente de manie`re
imparfaite les aspects lie´s aux re´seaux sans fil par l’omission de la promiscuite´. De plus
celui-ci, similairement a` ART et TOSim, ne propose qu’un unique protocole de type
client/serveur satisfaisant des sce´narios de´centralise´s et souffre des meˆmes manquements
que TOSim en termes de possibilite´s d’extensions des me´triques et des comportements
malicieux.
De`s lors nous constatons que les trois simulateurs, s’ils diffe`rent par leur me´trique
imple´mente´e et certaines spe´cificite´s provenant des re´seaux qu’ils s’orientent a` simuler,
souffrent des meˆmes manquements en termes d’aspects et de fonctionnalite´s pour per-
mettre la simulation de l’ensemble des configurations possibles de re´seaux MANETs. On
retrouve parmi ces modifications communes :
– La refonte des moteurs de simulation pour inte´grer les aspects de mobilite´ et des
re´seaux sans fil.
– L’inte´gration d’un protocole permettant la simulation de sce´narios centralise´s en
plus d’un protocole permettant la simulation de sce´narios de´centralise´s.
– La modification du simulateur pour permettre l’extension des me´triques et des
comportements malicieux.
– La possibilite´ de configurer l’ensemble des nouveaux parame`tres de simulation
Aux vues des modifications lourdes devant eˆtre apporte´s aux simulateurs des mode`les
de re´putation et/ou de confiance pour permettre la simulation de ces mode`les dans les
diffe´rents environnements MANETs existants, nous proposons la re´alisation d’une nou-
velle plate-forme de simulation baptise´e MANET-Sim que nous pre´sentons au chapitre
suivant comme e´tant un simulateur et comparateur de mode`le de re´putation et/ou de
confiance couvrant les environnements MANETs, P2P, WSN et MAS.
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Chapitre 3
MANET-Sim
Figure 3.1: Logo de l’application MANET-Sim
Dans ce chapitre nous pre´sentons notre solution MANET-Sim permettant de simu-
ler et de comparer des mode`les de Re´putation et/ou de Confiance (MRC) au sein des
diffe´rents environnements d’utilisations que nous avons observe´es en 2.2.2 et de´taillons
le fonctionnement et les choix ope´re´s pour la prise en compte des diverses exigences en
lien avec les aspects multienvironnements. MANET-Sim est une plate-forme de´veloppe´
en JAVA pouvant eˆtre parame´tre´e pour simuler des sce´narios centralise´s ou de´centralise´s
faisant intervenir plusieurs centaines d’agents embarquant des MRC et pouvant eˆtre
confronte´ a` des agents malicieux. MANET-Sim est un simulateur conc¸u pour offrir
la possibilite´ aux utilisateurs d’ajouter a` celui-ci, en plus de nouveaux MRC, de nou-
velles me´triques, comportement malicieux ou protocoles. Les sources et exe´cutables de
MANET-Sim sont disponibles a` l’adresse https ://github.com/MANET-Sim
3.1 Analyse des besoins
Dans cette section nous identifierons les besoins de´coulant de la mode´lisation des
agents embarquant un mode`le de re´putation et/ou de confiance et e´voluant au sein des
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diffe´rents environnements identifie´s en 2.2.2. Nous nous pencherons d’abord sur l’analyse
des besoins portant sur la mode´lisation d’un mode`le de re´putation et/ou de confiance
pour ensuite analyser ceux relatifs aux environnements MANETs, MAS, P2P et WSN.
Nous de´terminerons ensuite l’ensemble des fonctionnalite´s attendues du simulateur.
3.1.1 Mode`le de re´putation et/ou de confiance
Au cours du chapitre 2 nous avons pre´sente´ de nombreux de mode`le de re´putation
et/ou de confiance. Si chacun d’entre eux e´tait diffe´rent des autres par ses me´thodes
et me´canismes, nous avons constate´ que tous les mode`les re´pondaient a` des principes
ge´ne´raux (section 2.1). De`s lors il est possible d’identifier deux activite´s principales a`
partir de la figure 2.1 :
1. Calcul : Une premie`re activite´ principale de calcul consistant a` produire les diffe´rentes
valeurs ne´cessaires au fonctionnement du mode`le (confiance, re´putation, fiabilite´
...) a` partir d’information de premie`re et/ou de seconde main et se re´alisant essen-
tiellement lors de la phase 2.
2. De´cision : Une seconde activite´ de de´cision ope´rant en phase 1, 3 et 5 ou` le
mode`le a` partir d’informations ou de valeurs calcule´ va prendre des de´cisions.
Ces deux activite´s nous renseignent sur les diffe´rents besoins d’un mode`le :
– L’activite´ de calcul impose l’acce`s aux informations de premie`re et seconde main. Si
pour les premie`res ces informations peuvent eˆtre stocke´es localement, les secondes
doivent eˆtre acce´de´es directement aupre`s des recommendeurs et impliquer une
interface de communication.
– L’activite´ de de´cision implique que le mode`le peut eˆtre sollicite´ par l’agent qui
l’he´berge et lui fournir une re´ponse a` sa sollicitation. La figure 2.1 nous apprend
que le mode`le se´lectionne pour l’agent un candidat (ge´ne´ralement celui posse´dant
le meilleur score) parmi une se´lection de candidats. Aussi l’analyse des mode`les
Trip (section 2.4.2) et Arman (section 2.4.4), nous apprend que le mode`le peut
avoir un roˆle de de´cision sur l’acceptation et/ou le traitement d’un message.
3.1.2 Environnements d’utilisation
Pre´sente´ en section 2.2.2 l’environnement MANET nous a e´te´ de´fini comme un re´seau
sans fil a` topologie e´volutive. L’e´volutivite´ de la topologie e´tant due a` la mobilite´ des
agents pre´sents dans le re´seau, ceux-ci devant constamment maintenir a` jour une liste de
leur voisin. Entre autres l’aspect sans fil autorise la promiscuite´ entre les diffe´rents agents
qui peuvent ainsi observer les comportements de leur voisin et les e´valuer. On retrouve
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aussi d’autres particularite´s apporte´es par la diversite´ des MANETs comme la pre´sence
de senseur. Ainsi de cette description nous pouvons de´duire les besoins suivants :
– L’agent est mobile et se de´place de manie`re ale´atoire ou suivant un sche´ma pre´de´fini
suivant une vitesse de´finie (pouvant eˆtre propre a` chaque agent).
– L’agent doit maintenir a` jour la liste des voisins qu’il peut contacter au fil de ses
de´placements.
– L’agent doit eˆtre capable de calculer l’existence ou non d’un chemin vers un des-
tinataire.
– L’agent peut observer son voisinage graˆce a` la promiscuite´ des re´seaux sans fil et
e´valuer les comportements.
– Le re´seau MANET doit permettre la simulation de variantes, telles que les Senseur-
MANET (SMANET), Ve´hicule-MANET (VANET) et Internet-MANET(iMANET)
La pre´sence de l’aspect de promiscuite´ permet d’identifier une activite´ de monitoring
re´alise´ lors de la phase 1 pour la collection d’information sur le voisinage dont le mode`le
est te´moin au travers de l’agent. Ne´anmoins cette activite´ d’exploitation de la promiscuite´
doit eˆtre utilise´e lors d’un sce´nario de test le permettant. Par exemple, dans un sce´nario
client/serveur similaire a` celui-ci de TRM-Sim ou de ART consistant a` la re´alisation
d’un service par un serveur pour un client, un autre client se trouvant en promiscuite´
peut observer l’e´change entre le client et le serveur (admettons qu’il est aussi demandeur
du service et que les e´changes se font sans chiffrement, par exemple des services web) et
en profiter pour e´valuer le serveur.
Entre autres la figure 2.14 nous informe sur les aspects des re´seaux MANETs pour
permettre les simulations des re´seaux WSN, P2P et MAS :
– La suppression de la mobilite´ dans un SMANET doit permettre de simuler un
re´seau WSN.
– La suppression de la mobilite´ dans un MANET doit permettre de simuler des
re´seaux P2P et MAS sans fil
– La suppression de la mobilite´ et du sans-fil dans un MANET doit permettre de
simuler des re´seaux P2P et MAS
3.1.3 Me´triques
L’analyse des me´triques en section 2.5 nous a permis de les classer au tableau 3.11
en mettant en e´vidence diffe´rents axes que nous reformulons dans la liste des besoins
suivante :
– Il doit eˆtre possible de consulter ou d’obtenir les me´triques suivant deux porte´es,
celle de l’agent ou du syste`me.
51
– Il doit eˆtre possible de consulter deux types de me´triques, celles propres aux
mode`les de re´putation et/ou de confiance et celles lie´es aux re´seaux.
– Il doit eˆtre possible d’e´tendre facilement des me´triques existantes ou d’imple´menter
des nouvelles.
3.1.4 Protocoles
En section 2.7 nous avons discute´ des protocoles client/serveur des simulateurs TRM-
Sim, ART et TOSim et mis en e´vidence le caracte`re uniquement de´centralise´ de ceux-
ci. MANET-Sim couvrant les simulations de re´seaux centralise´ et de´centralise´, il est
ne´cessaire de pre´voir plusieurs protocoles de simulation suivant le type re´seau que l’on
souhaite simuler. Les protocoles de´crivent comment durant une simulation les agents
vont communiquer entre eux, leurs objectifs et leur fonctionnement. Ainsi un sce´nario
de´centralise´ ame`nera les agents a` obtenir aupre`s d’autres agents la re´alisation de service
leur procurant la plus haute satisfaction avec pour objectif de minimiser l’appel a` des
services de faible qualite´ pour maximiser leur satisfaction personnelle (illustration du
protocole du simulateur ART ). A l’inverse un sce´nario dit centralise´ verra l’ensemble
des agents coope´rer ensemble pour atteindre un objectif commun (ex : acheminer des
donne´es collecte´es a` un point central).
3.1.5 Comportements malicieux
La section 2.3 nous a permis d’approcher diffe´rents types de malicieux dans le cadre
d’un contexte d’e´change de message. Nous avons constate´ deux grandes familles de ma-
licieux avec d’une part les malicieux autonomes tel que les Oscillants et d’autres parts
les malicieux oeuvrant en groupe comme les Bad-Mouthing. Ces constatations nous per-
mettent de de´river les besoins suivants :
– Le simulateur doit permettre d’associer un comportement autre que le comporte-
ment normal a` un agent.
– Le simulateur doit permettre facilement la cre´ation de nouveaux comportements
autonome ou de groupe.
– Le simulateur doit permettre de simuler en meˆme temps plusieurs types de com-
portement au sein d’un meˆme re´seau.
3.1.6 Besoins lie´s a` la simulation
Aux besoins identifie´s dans les sections pre´ce´dentes, nous ajoutons d’autres besoins
issus de la conception d’un simulateur.
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– Le simulateur doit permettre de visualiser (graphiquement) le re´seau
– Le simulateur doit permettre de consulter les me´triques.
– Le simulateur doit permettre de cre´er des agents configurables (en termes de
mode`le embarque´, comportement, capacite´...) et de supprimer des agents d’un
re´seau.
– Le simulateur doit permettre de cre´er manuellement ou automatique des connexions
entres les agents du re´seau. Ces connexions doivent repre´senter des connexions
sans fil ou filaires entre les agents. Dans le cadre d’un environnement sans fil, les
connexions repre´sentent la porte´e d’e´mission d’un agent et peuvent eˆtre propres a`
celui-ci. Les aspects de mobilite´ couple´e aux environnements sans fil imposent un
e´tablissement des connexions sans fil entre agent de manie`re dynamique et temps
re´el.
– Le simulateur doit permettre la suspension et la reprise d’une simulation.
– Le simulateur doit permettre d’exe´cuter des simulations pre´e´tablit durant un temps
de´finit.
– Le simulateur doit offrir la possibilite´ de charger des configurations de re´seaux de´ja`
existants et stocke´s sous forme de fichier XML.
3.2 Conception
Nous pre´sentons dans cette section les choix de conceptions re´alise´es pour re´pondre
aux besoins de l’analyse de la section pre´ce´dente. Nous de´buterons par pre´senter la
conception ge´ne´rale du simulateur MANET-Sim dont le roˆle de faire e´voluer ces agents
posse´dant des configurations varie´es dans diffe´rents re´seaux simule´s. Nous introduirons
ensuite la conception d’un agent configurable pour le simulateur (que nous appellerons
Agent MANET-Sim).
3.2.1 Architecture de MANET-Sim
L’architecture de MANET-Sim (figure 3.2 se compose de 4 composants principaux :
– Plusieurs agents configurables (Agent MANET-Sim).
– Un gestionnaire de graphe 2D du re´seau (Graph2DMgr) posse´dant une dimension
fixe (ex : 600x600px). Dont le roˆle est de maintenir une repre´sentation du re´seau
simule´ sous la forme d’un graphe en deux dimensions.
– Un gestionnaire d’agents (AgentManager) dont le roˆle est de ge´rer l’ensemble des
agents pre´sent durant la simulation et faire office de le lien entre l’interface gra-
phique et le gestionnaire de graphe
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Figure 3.2: Architecture de MANET-Sim
– Une interface homme-machine (GUI ) permettant de controˆler la simulation et
d’afficher le graphe du re´seau en temps re´el
Le composant Agent MANET-Sim est un composant ge´re´ et cre´e (un par agent) par
le Gestionnaire d’agent. A` cet effet celui-ci fournit au Gestionnaire d’agent une interface
agentControl permettant a` ce dernier d’ope´rer un controˆle sur ses diffe´rents composants
(ex : modifier ses parame`tres, transfe´rer des messages). Au cours d’une simulation l’agent
va collaborer avec les autres agents du re´seau et graˆce a` l’interface networkSimulation
obtenir de la part du gestionnaire d’agent diverses informations sur sa situation telle que
la liste d’agent auxquels il est connecte´, des renseignements sur l’existence ou non d’un
chemin vers une destination donne´e, ou lui permettre d’interagir avec les autres agents
du re´seau. Toujours graˆce a` l’interface networkSimulation et ce dans le cadre d’une simu-
lation de type MANET, chaque agent est charge´ de calculer lui meˆme ses de´placements
et de fournir sa nouvelle position au gestionnaire d’agent qui re´percutera celle-ci sur le
graphe. Nous continuerons de de´tailler plus en profondeur le fonctionnement des com-
posants Agent MANET-Sim et leur interaction avec le Gestionnaire d’agent a` la section
3.2.2.
Le Gestionnaire d’agent est le composant central du simulateur MANET-Sim. A` cet
effet il a la possibilite´ de :
– Cre´er et supprimer des agents MANET-Sim
– Controler les agents (modification des configurations) par leurs interfaces agent-
Control
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– Obtenir et consulter les me´triques collecte´es par les agents par leurs interfaces
agentControl
– Fournir de l’information aux agents sur leur situation dans le re´seau et leur voisi-
nage (via l’interface networkSimulation) en interrogeant le Gestionnaire de graphe
2D (interface graphQuery)
– Re´percuter les de´placements des agents aupre`s du gestionnaire de graphe 2D au
travers de l’interface graphQuery
– Calculer les connexions dynamiquement entre les agents (en fonction de leur posi-
tion sur graphe et de leur porte´e d’e´mission) et les re´percuter sur le graphe.
L’interface graphique vient se connecter au graphe pour re´aliser la visualisation en
temps re´el (interface graphDisplay) de celui-ci, ainsi qu’au Gestionnaire d’agent pour
pouvoir contacter les agents et obtenir d’eux des me´triques locale (propre a` l’agent) ou
globale (par agre´gation des donne´es locales). L’interface graphique a aussi la possibilite´
de controˆler l’ensemble de la simulation (ajout/suppression d’agent, pause, changement
des parame`tres ...) au travers de l’interface simulationControl.
Le Gestionnaire de graphe 2D du re´seau, figure 3.2, est repre´sente´ dans MANET-Sim
par l’API Java JUNG 1 offrant divers outils de visualisation de graphe (figure 3.3), de
cre´ation (noeud, arc unidirectionnel, bidirectionnel) ainsi que des me´thodes de recherche
et de manipulation de graphe (calcul de chemin, liste de voisin...). MANET-Sim ne
proposant actuellement que la cre´ation d’arcs bidirectionnelle impliquant uniquement la
cre´ation d’une connexion entre deux agents que si ceux-ci peuvent mutuellement s’at-
teindre.
3.2.2 Agent MANET-Sim
L’analyse des besoins portant sur les mode`les de re´putation et/ou de confiance et
sur les diffe´rents aspects des re´seaux et attendue du simulateur nous ont permis de
concevoir un agent configurable compose´ d’une se´rie de concept illustre´ a` la figure 3.4
qui permettent de le caracte´riser et de de´finir son comportement ge´ne´rale. On retrouve :
– Un Roˆle de´finissant le comportement de l’agent par rapport aux demandes de
service des autres agents. Un agent non malicieux tentera toujours de satisfaire
au maximum les demandes de service qu’il recevra, au contraire d’un malicieux
qui pourra, suivant son type, plus ou moins satisfaire une partie des demandes
de service. Nous de´finirons les roˆles en re´fe´rence aux diffe´rents types de malicieux
pre´sente´s en section 2.3 (normal, On-Off, BM...).
1. JUNG Graph API : http ://jung.sourceforge.net/
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Figure 3.3: Visualisation d’un re´seau dans MANET-Sim, fonctionnalite´ de zoom et de
rotation graˆce a` l’API JUNG
– Un Mode`le de re´putation et/ou de confiance embarque´ re´alisant les de´cisions de
l’agent en termes de coope´ration avec les autres agents (acceptation ou rejet d’une
demande de service en fonction de son niveau de confiance ou de sa re´putation) et
de re´alisation de service (choix de candidat).
– Une Connectivite´ soit filaire ou sans-fil. Cette dernie`re pouvant amener l’agent
a` la re´alisation de comportements supple´mentaires et lie´s a` des aspects comme la
promiscuite´ (traitement et enregistrement de l’information).
– Un Protocole de´finissant comment l’agent communique avec les autres agents et
comment l’agent re´alise un service demande´.
– Une se´rie de Me`triques que l’agent se charge de collecter durant toute sa dure´e
de vie.
– Une Mobilite´ caracte´rise´e par une vitesse de de´placement et des destinations, si
la vitesse de de´placement est nulle alors l’agent est immobile.
– Un Comportement de´finissant un ensemble d’action conditionne´ et re´alise´ par
l’agent. Un exemple de comportement produit par l’agent serait que celui-ci e´mette
a` intervalle fixe un message a` un autres agent ou recherche la re´alisation d’un
service pre´cis parmi son voisinage.
– Un Objectif de´finissant la raison de vivre de l’agent (ses buts). L’objectif est
e´troitement lie´ aux autres concepts par le fait que leur somme de´finit celui-ci. Un
exemple d’objectif serait la maximisation de sa satisfaction personnelle (toujours
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Figure 3.4: Concepts caracte´risant un agent MANET-Sim
demander un service aupre`s du voisin fournissant le plus haut niveau de satisfac-
tion) ou encore envoyer un maximum d’information collecte´ a` un autre agent en
e´vitant que celle-ci soit intercepte´ par des malicieux.
Pre´sente´ en figure 3.5, nous constituons le diagramme de composant de l’agent
MANET-Sim d’une se´rie de composants reprenant chacun un ou plusieurs des concepts
illustre´s pre´ce´demment.
TransactionMgr
Symbolise´ en couleur verte nous retrouvons le composant TransactionMgr charge´
d’inte´grer les concepts de Roˆle et de Protocoles par la gestion de la cre´ation et la re´ception
de ce que nous appelerons des transactions au sein du syste`me et correspondant a` des
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Figure 3.5: Diagramme de composant d’un agent MANET-Sim
paquets que peuvent s’envoyer entre eux les agents. Le gestionnaire de transaction s’oc-
cupe d’appliquer les comportements de l’agent en fonction du protocole choisit et du
roˆle de l’agent au traitement des transactions. Par exemple dans le cadre d’un protocole
client/serveur comme dans le simulateur ART, un agent jouant le roˆle d’un malicieux
de type On/Off n’executera qu’une fois sur deux son protocole de re´alisation de service
(dans l’exemple du protocole de ART, cela sera la ge´ne´ration d’une expertise) aupre`s
d’un demandeur. Une transaction est une structure symbolise´e par le tableau 3.1 et
constitue´e de 6 attributs :
TransactionId :string
From :string
To :string
Type :transactionType
TTL :int
Path :string[]
Table 3.1: Structure d’une transaction
– TransactionId : Un identifiant propre a` l’agent cre´ateur de la transaction, celui-ci
reste inchange´ jusqu’a` la fin de l’utilisation de la transaction dans le re´seau.
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– From : L’identifiant sur le re´seau de l’e´metteur de la transaction.
– To : L’identifiant sur le re´seau du destinataire de la transaction.
– Type : E´le´ment symbolisant un type de transaction (ex : message, alerte...)
– TTL : Time-To-Live, symbolise la dure´e de vie en nombre de saut de la transaction
(un saut est conside´re´ comme le de´placement de la transaction vers un autre agent)
. A` chaque saut la dure´e de vie de la transaction est de´cre´mente´e d’une unite´ jusqu’a`
atteindre ze´ro. Une fois a` ze´ro le relais d’une transaction est arreˆte´.
– Path : Contient la liste des identifiants des pre´ce´dents agents ayant fait office de
saut, ce me´canisme est utilise´ pour e´viter l’emprisonnement de transaction dans
des routes cycliques.
L’utilisation des transactions sera pre´sente´ plus en de´tail dans la section 3.3.1 relatif
aux protocoles de simulation.
NetworkMgr
Le composant NetworkMgr fait office de gestionnaire re´seau imple´mentant le concept
de Connectivite´ pour l’agent au travers de diffe´rentes interfaces (entre´e et sortie re´seau)
lui permettant de communiquer avec le Gestionnaire d’agents et d’informer en temps re´el
son agent sur la liste des voisins contactables, l’existence de chemin vers un destinataire
donne´, d’obtenir ou de fournir de l’information aupre`s d’un recommandeur ou encore
d’e´mettre et de recevoir des transactions. Le gestionnaire de re´seau est aussi charge´,
dans le cadre d’un re´seau sans fil, de re´aliser la simulation de la promiscuite´ aupre`s des
autres agents (voir section 3.3.3 pour plus d’informations).
MovementMgr
Le composant MovementMgr est charge´ de simuler la mobilite´ de l’agent (concept
de Mobilite´) dans son environnement et d’en re´aliser le de´placement dans la cadre de si-
mulation MANETs. Les de´placements se pre´sentent sous la forme d’une coordonne´e vers
laquelle l’agent va se rendre a` une vitesse pre´de´finie (en nombre de pixels par seconde),
une fois la destination atteinte l’agent attendra un temps de´finit avant d’atteindre une
nouvelle destination. Le composant MovementMgr peut ge´ne´rer lui meˆme ale´atoirement
les destinations ou lire celles-ci a` partir d’un fichier, les mouvements re´alise´s par l’agent
sont communique´s au travers de l’interface Movements au Gestionnaire d’agents qui
se charge de cre´er et de supprimer dynamiquement les connexions entre les agents en
fonction de la distance de connexion maximale exprime´ en pixel de chaque agent. L’inter-
face Move Control permet de modifier en temps re´el les diffe´rents parame`tres de l’agent
59
en terme de mobilite´ comme sa vitesse de de´placement, son temps d’attente, sa porte´e
d’e´mission ou encore de choisir de l’immobiliser.
Model & AssessmentMgr
Le composant Model embarque le mode`le de re´putation et/ou de confiance dont le
roˆle est d’appuyer, en terme de de´cision, notamment sur ses choix de candidat (concept de
Mode`le). A cet effet le composant mode`le peut avoir recours au NetworkMgr pour obtenir
de l’information de seconde main aupre`s de recommandeurs ou utiliser l’AssessmentMgr
(gestionnaire d’e´valuation) pour obtenir les informations de premie`re main qu’il a col-
lecte´es durant la simulation. Le composant AssessmentMgr e´tant l’e´quivalent local d’une
base de donne´es dans laquelle l’agent va collecter et consulter les diffe´rentes e´valuations
qu’il re´alisera.
SimulationBehaviorMgr
Le composant SimulationBehaviorMgr (concept de Comportement) est un compo-
sant charge´ d’orchestrer le comportement de l’agent en termes d’e´mission de transaction
(ex : fre´quence, destinataire) lors d’une simulation de type Sce´nario (le mode de si-
mulation Sce´nario est pre´sente´ plus en de´tail en section 3.3.2). L’interface Behavior
Control fournie par le composant permet de parame´trer celui-ci lors de l’initialisation de
l’agent ou durant une simulation. Ainsi lorsqu’une transaction est ge´ne´re´ par le Simu-
lationBehaviorMgr, celle-ci est ajoute´ a` la file d’attente du Gestionnaire de transaction
(TransactionMgr) qui la traitera selon le principe FIFO (First in, first out).
MetricMgr
Le composant MetricMgr est charge´ de conserver les diffe´rentes me´triques collecte´es
et d’en permettre la consultation graˆce a` l’interface Metrics. Ce composant rec¸oit des
me´triques propres aux re´seaux par le NetworkMgr et propres aux mode`les de re´putation
et/ou de confiance directement par le composant Model.
3.3 Imple´mentation
Dans cette section nous pre´sentons l’imple´mentation des diffe´rents protocoles et
modes de simulation du simulateur. Nous de´taillons aussi l’imple´mentation des mode`les,
roˆles et me´triques et discutons des possibilite´s d’extensions de ceux-ci.
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3.3.1 Protocoles
Dans cette section nous pre´sentons les diffe´rents protocoles imple´mente´s dans MANET-
Sim et permettant la re´alisation de sce´narios de simulation centralise´e et de´centralise´e.
Notons que les possibilite´s de configuration de l’Agent MANET-Sim (pre´sente´ plus en
de´tail en section 3.3.2) permettent de base des variantes ou des combinaisons de ces
protocoles.
Protocole 1 : Sce´nario centralise´ avec routage
Figure 3.6: Illustration du Protocole 1
Le premier protocole imple´mente´ dans MANET-Sim est un protocole offrant la pos-
sibilite´ d’un sce´nario centralise´ se basant sur l’e´change et le transfert entre les agents de
paquet. La mise en place de ce protocole consiste a` de´terminer parmi de l’ensemble des
agents pre´sents sur le re´seau un ou plusieurs agents faisant office de point de ralliement
pour l’ensemble des paquets du re´seau (cette ope´ration se re´alise par une parame´trisation
dans ce sens du SimulationBehaviorMgr). Le but du re´seau dans ce sce´nario est de maxi-
miser le nombre de messages achemine´ aux diffe´rents points de ralliement du re´seau alors
que le but des agents malicieux est d’empeˆcher leur arrive´e. La mise en place d’agent
en tant que point de ralliement se faisant simplement en spe´cifiant ceux-ci comme desti-
nataire des transactions ve´hicule´ par le re´seau MANET-Sim. Le protocole 1 permet de
simuler l’ensemble des re´seaux centralise´, par exemple, ceux de type MAS illustre´ dans
[6] et [17], mais aussi d’e´valuer les capacite´s d’un mode`le a re´agir face a` la de´couverte de
malicieux sur ses routes et a` assurer la continuite´ de ses services. Ce protocole ame`ne les
agents a re´aliser l’acheminement de transactions vers des destinataires connu a` l’avance.
La difficulte´ e´tant de re´ussir a` faire parvenir les transactions a` ceux-ci par un chemin
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fiable (pas ne´cessairement le plus court), a` cet effet le protocole 1 se compose de deux
phases :
1. Analyse : la premie`re phase d’analyse intervient lorsqu’un agent rec¸oit une tran-
saction. Celle-ci consiste pour l’agent a analyser la transaction qu’il a obtenue pour
de´terminer :
– Si il accepte de recevoir cette transaction (e´valuation de l’expe´diteur par le
mode`le)
– Si il est le destinataire de la transaction
– Ou si il doit transfe´rer la transaction a` un autre agent
Dans le deuxie`me cas de figure, l’agent va alors tenter de trouver un chemin vers le
destinataire de la transaction et de transfe´rer celle-ci. Cette recherche se re´alisant
durant la phase 2.
2. Choix de candidat : la seconde phase ame`ne l’agent a` e´tudier les diffe´rents
chemins existant vers le destinataire. Dans l’illustration pre´sente´e a` la figure 3.6,
l’agent A doit relayer une transaction a` l’intention de l’agent E, celui-ci constate
la pre´sence de plusieurs chemins lui permettant d’atteindre cet objectif : {B,E},
{C,E}, {D,E}, {B,C,E} ... L’agent A va alors se´lectionner les premiers sauts de
chaque chemin existant (B,C,D) et utiliser son mode`le de re´putation et/ou de
confiance pour choisir un candidat. Le mode`le sera ainsi charge´ d’e´valuer les 3
agents et de ressortir un choix (ou aucun) parmi la se´lection de candidats permet-
tant de rejoindre le destinataire. De`s lors A transfe´ra la transaction au candidat
retenu par le mode`le, par exemple B qui a son tour re´alisera les meˆmes phases que
A pour de´livrer la transaction a` E.
Protocole 2 : Sce´nario de´centralise´ sans routage
Le protocole 2 reprend le principe d’e´mission de paquet du protocole 1, mais avec
une limite de saut (TTL) mise a` 2 et sans calcul de chemin. Dans celui-ci un agent
A va transfe´rer une transaction a` un agent B dont le but sera de re´ussir de nouveau
transfe´rer cette transaction a` un troisie`me agent C que B jugera digne de confiance.
L’utilite´ du protocole est d’observer comment un mode`le re´ussit a` discerner les vrais
agents re´alisant un comportement malicieux (ils refusent de transfe´rer la transaction a`
un tiers) des agents ”incompe´tent” qui n’ont pas la possibilite´ de trouver un tiers de
confiance, soit a` cause d’un voisinage qu’ils de´tectent eux meˆme comme e´tant malicieux
ou a` cause d’une incapacite´ au niveau du routage (ex : personne a` qui transfe´rer).
L’ale´atoire autour de la capacite´ de l’agent B a` re´ussir a` l’instant T permet d’ajouter
un certain chaos dans le re´seau en fonction de la densite´ de malicieux ou encore d’autres
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parame`tres du re´seau comme les vitesses de de´placement des agents ou encore les porte´es
d’e´missions (longueur maximale des arcs dans le graphe) et d’observer la capacite´ d’un
mode`le a` continuer a` fournir des services ou a` sombrer jusqu’a` l’arreˆt de tout transfert
de transaction (situation de blocage du re´seau). Le protocole permet aussi d’observer
l’impact qu’a` la promiscuite´ sur un mode`le et si celle-ci permet une certaine ”re´demption”
des agents juge´s incompe´tents (maintient d’un niveau de service acceptable malgre´ le
chaos) ou si au contraire elle produit l’effet inverse (accentuation du chaos). Certains
mode`les comme Confidant n’agre`gent pas de la meˆme manie`re les e´valuations positives
et ne´gatives et donnent plus de poids a` ces dernie`res. Ainsi dans un environnement
sans fil de forte densite´ (les agents sont interconnecte´s) la re´alisation d’une faute par
un agent F au sein du re´seau sera perc¸ue par un grand ensemble d’observateurs qui a`
leur tour deviendront des recommandeurs apportant ainsi lors du calcul d’une valeur de
re´putation/ confiance une forte opinion.
Protocole 3 : Sce´nario de´centralise´ client/serveur
Le protocole 3 est un simple portage du protocole client/serveur issu de TRM-Sim,
TOSim et ART. Dans celui-ci chaque agent agit pour lui meˆme et tente de se faire re´aliser
par d’autres agents le plus grand nombre de services. Les avantages de ce protocole
sont d’offrir une grande stabilite´ du re´seau contrairement au protocole 2. Cette stabilite´
est garantie par le fait que dans le cadre de ce protocole, seuls les agents malicieux
fourniront un service de mauvaise qualite´ et seront potentiellement de´tecte´ par le mode`le.
Ce protocole permet de mettre en avant la pre´cision du mode`le dans la de´tection ou le
rejet des agents malicieux.
3.3.2 Mode de simulation
Pour faciliter la cre´ation de re´seau dans MANET-Sim nous avons de´cide´ d’instaurer
dans le simulateur deux modes de simulations qui sont le mode libre et le mode sce´nario.
Simulation libre
Le mode de simulation libre offre la possibilite´ a` l’utilisateur de construire le re´seau de
son choix a` partir du panel de gestion illustre´ en figure 3.7. Graˆce a` celui-ci l’utilisateur
peut parame´trer le type d’agent qu’il souhaite inse´rer dans le re´seau. On retrouve dans
cette configuration la possibilite´ de :
– Se´lectionner le mode`le de re´putation et/ou de confiance que l’agent va embarquer.
Plusieurs mode`les peuvent cohabiter dans le meˆme re´seau, mais certains d’entre
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Figure 3.7: Interface utilisateur du mode libre
eux ne s’e´changent pas le meˆme type d’information (collection d’e´valuation vs
valeur pre´calcule´e) et peuvent ne pas re´ussir a` s’e´changer de l’information.
– Spe´cifier si l’agent joue un roˆle de malicieux de type oscillant, Bad-mouthing,
Ballot-stuffing ou Flattering. Et dans le cadre d’un agent de type oscillant spe´cifier
sa pe´riode pour pouvoir simuler des malicieux de type Selfish et On/Off.
– De´finir si l’agent est mobile ou non. A` cet effet s’il existe un fichier de mouvement
associe´ a` l’identifiant de l’agent celui-ci re´alisera les mouvements spe´cifie´s dans
celui-ci. Une fois la totalite´ des mouvements re´alise´s ou si le fichier n’existe pas
l’agent se de´placera ale´atoirement.
– De´finir la vitesse de de´placement ainsi que la porte´e d’e´mission maximum de
l’agent.
– L’activation ou non de la promiscuite´.
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– De de´finir un comportement ou non consistant a` e´mettre a` un intervalle fixe des
transactions a` un agent de´finit (protocole 1), a` un destinataire parmi le voisi-
nage (protocole 3) ou n’existant pas dans le re´seau (protocole 2). L’utilisateur fixe
aussi la dure´e de vie en nombre de saut (TTL) des transactions e´missent, par
l’agent. MANET-Sim propose aussi a` l’utilisateur de se´lectionner des parame`tres
pre´ de´finis correspondant aux protocoles pre´sente´s en section 3.3.1.
L’utilisateur peut aussi a` tout moment :
– Arreter ou rede´marrer la mobilite´ de l’ensemble du re´seau ou d’un seul agent. Seuls
les agents configure´s comme e´tant mobiles reprendront leur route.
– Mettre en pause ou relancer les comportements re´alise´s par l’ensemble des agents
ou un agent spe´cifique. Cette fonctionnalite´ n’a naturellement effet que sur les
agents configure´s avec un comportement.
– Modifier la vitesse de de´placement ou la porte´e d’e´mission d’un agent ou de l’en-
semble du re´seau.
– Supprimer un ou l’ensemble des agents du re´seau.
– Cre´er et supprimer des connexions entre les agents.
– De´placer manuellement un agent.
– Consulter les me´triques locales d’un agent ou du re´seau entier.
Mode sce´nario
Le mode sce´nario reprend les fonctionnalite´s du mode libre, mais propose a` l’utili-
sateur de cre´er automatique un re´seau a` partir du chargement d’un fichier XML. Dans
celui-ci l’utilisateur spe´cifie en plus des parame`tres pre´sente´s dans le mode libre une
dure´e maximale de simulation apre`s laquelle MANET-Sim stoppera le fonctionnement
entier du re´seau (de´placement et comportement), laissant la main a` l’utilisateur pour la
consultation des me´triques local ou global.
Nous pre´sentons dans les listes suivante la structure DTD du document XML ainsi
qu’un exemple d’un re´seau mobile compose´ de 5 agents normaux, 3 agents On/Off et 2
agents Bad-Mouthing exe´cutant le mode`le Confidant dans le cadre du protocole 2.
1 < !ELEMENT network ( agent ) ∗>
2 < !ATTLIST network
3 t imer CDATA #REQUIRED
4 id CDATA #REQUIRED
5 >
6
7 < !ELEMENT agent ( behavior | r o l e |model ) ∗>
8 < !ATTLIST agent
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9 mobile CDATA #REQUIRED
10 promiscuous CDATA #REQUIRED
11 edge l ength CDATA #REQUIRED
12 speed CDATA #REQUIRED
13 quant i ty CDATA #REQUIRED
14 >
15
16 < !ELEMENT model EMPTY>
17 < !ATTLIST model
18 name CDATA #REQUIRED
19 >
20
21 < !ELEMENT ro l e ( c o l l u s i v e | o s c i l l a t i n g ) ∗>
22 < !ATTLIST r o l e
23 normal CDATA #REQUIRED
24 >
25
26 < !ELEMENT behavior (param) ∗>
27
28 < !ELEMENT param EMPTY>
29 < !ATTLIST param
30 pro to co l CDATA #REQUIRED
31 t a r g e t CDATA #REQUIRED
32 TTL CDATA #REQUIRED
33 f r equency CDATA #REQUIRED
34 >
35
36 < !ELEMENT o s c i l l a t i n g EMPTY>
37 < !ATTLIST o s c i l l a t i n g
38 per iod CDATA #REQUIRED
39 >
40
41 < !ELEMENT c o l l u s i v e EMPTY>
42 < !ATTLIST c o l l u s i v e
43 type CDATA #REQUIRED
44 >
Listing 3.1: Fichier DTD des configurations de re´seaux MANET-Sim.
1 <?xml ve r s i on=” 1 .0 ” encoding=”UTF−8”?>
2 <network id=”MANET01” timer=”100000”>
3 <agent quant i ty=”5” speed=”300” edge l ength=”40” promiscuous=”Y” mobile=”
Y” >
4 <model name=” con f idant ” />
5 <r o l e normal=”Y” />
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6 <behavior>
7 <param frequency=”500” TTL=”4” ta rg e t=”none” pro to co l=”1” />
8 </ behavior>
9 </ agent>
10
11 <agent quant i ty=”3” speed=”300” edge l ength=”40” promiscuous=”Y” mobile=”
Y” >
12 <model name=” con f idant ” />
13 <r o l e normal=”N”>
14 <o s c i l l a t i n g per iod=”1” />
15 </ r o l e>
16 <behavior>
17 <param frequency=”500” TTL=”4” ta rg e t=”none” pro to co l=”1” />
18 </ behavior>
19 </ agent>
20
21 <agent quant i ty=”2” speed=”300” edge l ength=”40” promiscuous=”Y” mobile=”
Y” >
22 <model name=” con f idant ” />
23 <r o l e normal=”N”>
24 <c o l l u s i v e type=”BM” />
25 </ r o l e>
26 <behavior>
27 <param frequency=”500” TTL=”4” ta rg e t=”none” p ro to co l=”1” />
28 </ behavior>
29 </ agent>
30 </network>
Listing 3.2: Fichier de configuration d’un re´seau de type MANET constitue´ de 10 agents
executant le protocole 2 et embarquant le mode`le Confidant. Chaque agent est configure´
pour e´mettre une transaction toutes les demi-secondes et accepter les informations
provenant de la promiscuite´.
3.3.3 Me´canisme d’e´valuations et promiscuite´
Dans MANET-Sim nous avons choisi de mettre en place un me´canisme pour per-
mettre aux agents de s’e´valuer entre eux et compatible avec les trois protocoles pre´sente´
en section protocole. Le me´canisme retenu a` e´te´ de re´utiliser les transactions e´change´es
par le re´seau en ajoutant a` celles de´ja` existantes deux nouveaux types de transaction
s’inspirant des messages d’accuse´ et de non-accuse´ de re´ception utilise´ dans des protcoles
de controˆle de transmission de paquet comme rdt 2. On retrouve les transactions de type
2. Reliable Data Transfer
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ACK et NOACK.
– ACK : les transactions de type ACK (Acknowledgement) sont e´mises par un
prestataire de service (agent re´alisant un service demande´) aupre`s d’un demandeur
du service lorsque celui-ci (le prestataire) re´alise parfaitement le service demande´
(relais de message ...).
– NOACK : les transactions de type NOACK (No-Acknowledgement) sont e´mises
par le prestataire a` destination du demandeur lorsque la re´alisation du service
demande´ n’a pu eˆtre re´alise´e.
Le choix de ce me´canisme simple a e´te´ motive´ pour sa le´ge`rete´ et son inte´gration
optimale dans le traitement de celui-ci par les agents du syste`me. Les nouvelles transac-
tions venant s’ajouter a` la liste d’attente du gestionnaire de transaction et permettant
un traitement sans interruption des autres activite´s de l’agent (l’agent analyse le type de
la transaction et la traite en fonction). Aussi dans le cadre de re´seau sans fil l’activant,
la promiscuite´ se re´alise en deux e´tapes lorsque l’agent demandeur du service rec¸oit le
re´sultat de sa demande de service aupre`s du prestataire (ACK ou NOACK). Ainsi et
quelque soit le re´sultat le demandeur va en premie`re e´tape identifier les agents en e´tat
de promiscuite´ par rapport a` l’inte´raction qu’il vient de re´aliser (pour eˆtre en e´tat de
promiscuite´ il faut eˆtre a` la fois connecte´ au demandeur et au prestataire) pour ensuite
en seconde e´tape faire parvenir des copies de l’ACK ou du NOACK qu’il aura obtenu
aux agents en e´tat de promiscuite´ par rapport a` son inte´raction. Ces deux e´tapes sont
re´alise´s par le composant NetworkMgr de l’agent demandeur du service.
Ensuite la re´ception d’une transaction de type ACK ou NOACK par un agent
de´clenchera une proce´dure d’e´valuation aupre`s du mode`le dont le re´sultat sera l’en-
registrement par l’agent d’une e´valuation dont la nature (positive, ne´gative) de´pendra
soit du type de transaction (ACK ou NOACK) ou de l’e´valuation d’une valeur (valeur
de satisfaction) contenu dans la transaction ACK/NOACK.
From :string To :string Tmsp :timestamp Success :boolean Value :double
Table 3.2: Structure d’une e´valuation
Notons aussi qu’une e´valuation ge´ne´re´e et stocke´e par l’AssessmentMgr est une struc-
ture pre´sente´e dans le tableau 3.2 et compose´e de 4 attributs :
– From : L’identifiant sur le re´seau de l’agent auteur de l’e´valuation.
– To : L’identifiant sur le re´seau de l’agent destinataire de l’e´valuation.
– Tmsp : Date et heure de la cre´ation de l’e´valuation. Certains mode`les utilisent
ces valeurs pour attribuer de l’anciennete´ aux e´valuations.
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– Success : Valeur boole´en prenant la valeur Vrai si l’e´valuation est positive, Faux
si elle est ne´gative.
– Value : Attribut contenant une valeur nume´rique. Cet attribut est utilise´ par
certain mode`le comme alternative aux valeurs boole´en.
3.3.4 Mode`le de re´putation et/ou de confiance
Figure 3.8: Diagramme de classe des classes relatif aux mode`les de re´putation et/ou de
confiance
L’imple´mentation d’un nouveau mode`le de re´putation et/ou de confiance se re´alise
en deux phases. La premie`re phase consiste a` la cre´ation d’un nouveau mode`le sous
la forme d’une nouvelle classe JAVA imple´mentant l’interface Model de MANET-Sim
(figure 3.8). Cette interface est constitue´e des me´thodes :
– String selectTrutableCandidat(ArrayList<String> candidatList) :
Cette me´thode passe en parame`tre au mode`le une liste d’identifiant d’agent parmi
lesquels il doit re´aliser une se´lection d’un ou aucun candidat (ge´ne´ralement le can-
didat posse´dant le plus haut niveau de confiance ou la plus haute re´putation).
Cette me´thode re´alise les phases de Collecte d’Information, Score et Classement et
Choix de candidat de la figure 2.1. Elle est appele´e par le Gestionnaire des tran-
sactions lorsque celui-ci doit dans le cadre de l’exe´cution d’un protocole choisir
un candidat parmi une liste de candidat fournissant des services dont l’agent est
demandeur.
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– void punish(String agentID) : Cette me´thode passe en parame`tre l’identifiant
d’un agent n’ayant pas satisfait a` la re´alisation d’un service et demande au mode`le
de le punir. Cette me´thode re´alise la phase Punission de la figure 2.1. Elle est
initie´e par le Gestionnaire des transactions lorsque celui-ci rec¸oit une transaction
de type NOACK.
– void reward(String agentID) : Cette me´thode fournit l’identifiant d’un agent
ayant correctement satisfait la re´alisation d’un service et demande au mode`le de le
re´compenser. Elle re´alise la phase Re´compense de la figure 2.1 et est appele´e par
le Gestionnaire des transactions lorsqu’il rec¸oit une transaction de type ACK.
– boolean isAcceptable(String agentID) : Comme pour la me´thode isRe-
layable, le mode`le est interroge´ pour statuer sur l’acceptation des informations
provenant d’un agent symbolise´ par son identifiant. Cette me´thode satisfait le be-
soin du mode`le d’avoir un regard sur le traitement de l’information (transaction)
e´mis en section 3.1. Elle est appele´e par le Gestionnaire des transactions a` chaque
fois qu’il rec¸oit une nouvelle transaction autre que de type ACK ou NOACK pour
obtenir l’avis du mode`le sur l’acceptante ou non d’une transaction provenant de
cet agent.
– boolean isRelayable(String agentID) : Cette me´thode demande au mode`le
de statuer si l’agent (symbolise´ par son identifiant) et suffisamment fiable pour
re´aliser le relais de sa transaction. Cette me´thode est aussi appele´e par le Gestion-
naire des transactions comme lors de la me´thode isAcceptable mais pour obtenir
cette fois-ci l’avis du mode`le sur la re´alisation du relais de cette transaction. On re-
trouve ici la diffe´rence entre l’acceptante d’une information (me´thode isAcceptable)
et le transfert de cette information aux autres agents (me´thode isRelayable).
– ArrayList<Assessment> getAssessmentList(String target) : Cette me´thode
est appele´e par le Gestionnaire du re´seau (NetworkMgr) lorsque celui-ci rec¸oit de
la part d’un autre agent une demande d’obtention des e´valuations posse´de´e par
l’agent sur une cible donne´e (target). Le mode`le est alors charge´ de fournir une
liste des e´valuations et leurs re´sultats qu’il a re´alise´s sur la cible demande´e. Cette
me´thode permet a l’agent de fournir des recommandations (information de seconde
main) aux autres agents.
Une fois le nouveau mode`le conc¸ut, l’utilisateur n’a plus qu’a` ajouter celui-ci dans
la Fabrique d’Agents MANET-Sim pre´sents dans le Gestionnaire d’agent pour pouvoir
ajouter a` ses re´seaux des agents embarquant le nouveau mode`le.
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Figure 3.9: Diagramme de classe des classes relatif aux Gestionnaires de transactions
3.3.5 Comportements malicieux (Roˆles)
L’imple´mentation de nouveaux comportements malicieux peut se re´aliser de deux
manie`res diffe´rentes (figure 3.9) :
– La premie`re consiste a` cre´er une nouvelle classe JAVA imple´mentant l’interface
TransactionMgr et d’orchestrer les me´thodes pour imple´menter un protocole.
– La seconde consiste a` e´tendre une classe JAVA imple´mentant de´ja` l’interface Tran-
sactionMgr ainsi qu’un ou plusieurs protocoles pour modifier certaines parties des
protocoles pour ge´ne´rer un nouveau roˆle.
Pour permettre l’inte´gration de diffe´rents protocoles, l’interface du TransactionMgr
a e´te´ imple´mente´e dans MANET-Sim en respectant le design pattern du Template Me-
thod Pattern. Le principe de ce pattern consiste a` attribuer a` une classe une me´thode
publique principale et de composer son exe´cution par une succession d’exe´cutions de
me´thodes prive´es qui seront traite´es suivant le protocole choisit. Lorsque le gestionnaire
de transaction rec¸oit une nouvelle transaction a` traiter, celle-ci est mise en file d’attente
(me´thode newTransaction(Transaction t)) avant d’eˆtre traite´e par la me´thode
principale void processTransaction(Transaction t). Les auteurs de nouveaux
Gestionnaires de transactions sont alors libres d’imple´menter le contenu de la me´thode
traitant les transactions selon les besoins du protocole qu’ils souhaitent inte´grer. Dans
MANET-Sim nous avons re´alise´ l’imple´mentation d’un Gestionnaire de Transaction pou-
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vant traiter les trois protocoles que nous avons de´finis en section 3.3.1 et re´alisant ceux-ci
selon un roˆle d’agent non malicieux (normal). Une fois ce Gestionnaire de transaction
de´finit nous avons e´tendu (par extension de la classe) celui-ci aux diffe´rents roˆles d’agents
malicieux que nous avons pre´sente´s en section 2.3.
De`s lors une fois un nouveau Gestionnaire de transactions de´finit, celui-ci doit eˆtre,
comme un nouveau mode`le, ajoute´ a` la Fabrique d’Agents MANET-Sim du Gestionnaire
d’agent.
3.3.6 Me´triques
Figure 3.10: Diagramme de classe des classes relatif aux me`triques
L’ajout et la consultation de nouvelles me´triques (figure 3.10) se re´alise par l’ajout de
celle-ci directement dans la classe Metrics embarque´ par un agent (sous forme de variable
manipulable au travers de celle-ci). Cette classe e´tant acce´ssible depuis le mode`le ou le
gestionnaire de transaction il devient alors possible de modifier les classes de ces deux
composants pour rendre possible la collecte de ces donne´es. Celles-ci pouvant eˆtre ensuite
consulte´ depuis l’interface graphique du simulateur. Nous pre´sentons dans les sections
suivantes plusieurs me´triques imple´mente´ dans MANET-Sim.
Valeur de re´putation, confiance, fiabilite´, poids et source des e´valuations
Ces diffe´rentes me´triques lie´es au mode`le de re´putation et/ou de confiance sont
propres a` chaque agent lors du calcul d’une valeur de re´putation ou de confiance. Nous
avons souhaite´ dans MANET-Sim offrir la possibilite´ d’enregistrer un historique de ces
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valeurs et de fournir depuis l’interface une visualisation de celle-ci. Le simulateur four-
nit au travers du mode`le des me´thodes de collectes de ces valeurs lie´ au calcul de la
re´putation/confiance d’un agent. Ainsi a` n’importe quel instant de la simulation un ob-
servateur peut consulter l’e´volution des valeurs calcule´e pour un agent (Figure 3.11) et
connaitre la provenance des e´valuations (directe ou indirecte) qui ont servi aux calculs
de ces valeurs.
Malgre´ le fait que de nombreux auteurs utilisent ces valeurs pour comparer des
mode`les, nous trouvons que celles-ci ont un re´el inte´reˆt pour l’ame´lioration et l’observa-
tion des mode`les, car elles offrent la possibilite´ de suivre pas a` pas le raisonnement d’un
agent dans un environnement controˆlable.
Figure 3.11: E´volution de la re´putation (courbe rouge) et de la fiabilite´ (courbe verte)
calcule´es par l’agent A2 par rapport a` A0 par le mode`le Arman au cours d’une simulation
et de´tail des provenances des e´valuations
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Nombre total d’e´valuations e´change´es
Cette me´trique du syste`me consiste a` recenser le nombre total d’e´valuations que des
agents ont e´change´s entre eux au cours d’une simulation. Elle permet de traduire la
logique des mode`les de re´putation et/ou de confiance dont le roˆle au sein du syste`me
est de diriger l’agent vers des intervenants de confiance sans prendre en compte l’aspect
d’optimisation de route (le mode`le tentera d’atteindre l’objectif de l’agent en empruntant
le ”chemin/proce´de´” le plus respectable ou digne de confiance). Nous proposons cette
me´trique comme une sorte d’indice de consommation du syste`me en ressource pour
atteindre un certain niveau de de´tection ou de pre´cision.
De´tection et matrice de de´tection
Nous avons vu en section 2.4 que de nombreux mode`les avaient recourt a` des testes
pour de´tecter les agents malicieux et les e´carter. Dans MANET-Sim nous avons de´cide´ de
recenser cette de´tection au sein du mode`le de chaque agent (lorsque le mode`le embarque´
le permet) et comptabiliser les bonnes et les mauvaises de´tections sous la forme d’une
matrice de de´tection (Tableau 3.3). La matrice de de´tection d’un syste`me est actualise´e a`
chaque fois qu’un agent du syste`me re´alise une de´tection. Cette de´tection est enregistre´e
dans la matrice en prenant en compte le roˆle de l’agent auteur de la de´tection et le roˆle de
l’agent de´tecte´ lors de la de´tection. La correspondance des deux roˆles est re´alise´e au sein
de la matrice en incre´mentant d’une unite´ la cellule de la matrice correspondante. L’utili-
sation de la matrice de de´tection permet d’obtenir de nombreuse information au sujet de
la pre´cision du mode`le. Nous pouvons par exemple obtenir la re´partition des de´tections
au sein du syste`me ou encore e´tablir un score total de bonne de´tection (de´tection re´elle
d’un agent malicieux) pour le mode`le. Elle permet aussi de connaitre le pourcentage de
de´tection d’agent incompe´tent qui sont des agents re´alisant un comportement normal,
mais de´tecte´ comme malicieux, car dans l’impossibilite´ de fournir des services a` cause
de sa situation ge´ographique (pas de candidat au transfert) ou a` cause de son environ-
nement (voisinage de´tecte´ comme malicieux). Notons aussi que la matrice de de´tection
peut eˆtre consulte´e localement pour chaque agent ou globalement pour tout le syste`me.
Transactions capture´es et annule´es
Du point de vue des me´triques portant sur le re´seau, MANET-Sim propose, en plus
d’une me´trique comptabilisant le nombre total de transactions e´missent par le syste`me
ou un agent particulier, la comptabilisation au travers du TransactionMgr du nombre de
transactions annule´ ou capture´ par un agent. Par annule´ nous de´finissons les transactions
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Normal On/Off Oscillant Selfish BM BS Flattering
Normal 33 13 8 8 14 14 12
On/Off 14 42 17 20 21 28 20
Oscillant 18 20 51 26 32 32 26
Selfish 19 11 16 42 23 20 11
BM 26 25 39 40 0 35 51
BS 1 2 1 2 1 0 3
Flattering 18 30 20 17 42 32 56
Table 3.3: Matrice de de´tection globale du mode`le Trip dans un environnement a` 90%
malicieux
dont le transfert a e´te´ interrompue soit a` cause d’une impossibilite´ de relais due a` la si-
tuation ge´ographique de l’agent (pas de candidat au transfert) soit a` cause de la de´tection
par l’agent de son voisinage comme e´tant malicieux. A` l’oppose´ nous de´finissons la cap-
ture d’une transaction par l’interception de celle-ci par un agent malicieux (ex : un agent
e´go¨ıste). Si la premie`re nous renseigne sur l’efficience du syste`me pour le transfert de
transaction, la seconde nous informe sur l’efficacite´ ou non des me´canismes de de´tection
et de rejet des agents malicieux par le syste`me. Ainsi pour un mode`le posse´dant un taux
de de´tection, la me´trique de capture nous renseigne sur la quantite´ de comportements
malicieux a` observer pour atteindre ce taux de de´tection et permet la comparaison en
terme de rapidite´ d’un mode`le a` atteindre un niveau de de´tection par rapport a` un autre.
Entre autres la soustraction de la somme de ces deux me´triques avec le nombre total
de transactions permet d’obtenir le nombre total de transactions ayant correctement e´te´
relaye´es. Ces me´triques sont toutes consultables de manie`re locale aupre`s d’un agent
particulier ou de manie`re globale pour tout le syste`me (somme des valeurs).
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Chapitre 4
Conclusion
Au cours de ce travail, nous avons identifie´ les diffe´rents besoins ne´cessaires a` la
conception d’un simulateur pour les re´seaux MANETs et mis en e´vidence les man-
quements des simulateurs existant pour la simulation de ces re´seaux. Pour combler ce
manquement, nous avons propose´ notre propre solution de simulation pour les re´seaux
MANETs. MANET-Sim se positionne comme un simulateur de mode`le de re´putation
et/ou de confiance multi environnement et multi protocoles. Embarquant des fonction-
nalite´s de visualisation et de construction des re´seaux, MANET-Sim invite ses utili-
sateurs a` comparer, tester, adapter des mode`les dans des environnements d’utilisation
varie´s allant de re´seaux a topologies filaires jusqu’au cas extreˆme de mobilite´ sans fil.
Le simulateur propose une architecture modulaire permettant la re´alisation facile de
configuration d’agent graˆce a` la mise en place d’une fabrique d’agents offrant la possi-
bilite´ de concevoir sur-mesure (mode`le, comportement, caracte´ristique) les agents d’un
re´seau. MANET-Sim propose aussi aux utilisateurs d’e´tendre facilement sa bibliothe`que
de comportement malicieux, de protocoles, de me´trique ainsi que de mode`les. En plus de
l’aspect mobilite´, MANET-Sim offre la possibilite´ de confronter les mode`les a` un aspect
des re´seaux sans fil trop souvent ne´glige´ qu’est la promiscuite´.
Nous maintenons que la promiscuite´ est un aspect des re´seaux sans fil qui ne doit pas
eˆtre ignore´ et que la prise en compte de celle-ci par les mode`les ne peut eˆtre que be´ne´fique
en termes de pre´servation de ressource pour l’agent. Cette prise en compte pourrait eˆtre
encore plus be´ne´fique aux agents e´voluant dans des re´seaux mobiles ou` ceux-ci pourraient
se contenter d’observer et se faire une opinion de leur voisinage avant d’entreprendre des
collaborations et ainsi pre´server au maximum leurs ressources. Ne´anmoins son utilisation
de son utilisation pose la question de quand pouvons-nous agre´ger ces donne´es provenant
d’observations par promiscuite´ de comportements d’autres agents du syste`me ?
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La re´alisation du simulateur MANET-Sim pre´sente´ dans ce travail est le fruit de
plusieurs e´volutions de celui-ci. D’abord conc¸u comme un outil de test basique pour
des re´seaux d’agent mobiles, MANET-Sim s’est vu inte´grer par la suite les aspects de
promiscuite´, de visualisation et d’extension de ses bibliothe`ques de comportements et
de mode`les. Si celui-ci se positionne comme un outil parfaitement exploitable pour de
petits re´seaux (plusieurs centaines d’agents), ses performances sont fortement impacte´es
par la visualisation graphique malgre´ une tre`s grande optimisation de celle-ci. Nous
pensons dans les prochaines versions fournir la possibilite´ de de´sactiver et de re´activer
la visualisation graphique lors des simulations en mode sce´nario.
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