Abstract-We study the performance of the minimum-noisevariance beamformer employing a single electromagnetic (EM) vector sensor that is capable of measuring the complete electric and magnetic fields induced by EM signals at one point. Two types of signals are considered: One carries a single message, and the other carries two independent messages simultaneously. The state of polarization of the interference under consideration ranges from completely polarized to unpolarized. We first obtain explicit expressions for the signal to interference-plus-noise ratio (SINR) in terms of the parameters of the signal, interference, and noise. Then, we discuss some physical implications associated with the SINR expressions. These expressions provide a basis for effective interference suppression as well as generation of dual-message signals of which the two message signals have minimum interference effect on one another. We also analyze the characteristics of the main-lobe and side-lobe of the beampattern of an EM vector sensor and compare them with other types of sensor arrays.
I. INTRODUCTION

D
IRECTION-of-arrival (DOA) estimation and beamforming for electromagnetic (EM) waves are two common objectives of array processing. Early work on DOA estimation and beamforming has been based on scalar sensors, each of which provides measurements of only one component of the electric or magnetic field induced [18] . Subsequent research has investigated the use of sensors that measure two components of the electric or magnetic field (see, e.g., [19] - [21] ) and tripole sensors that measure three complete components of the electric field [22] . In recent years, researchers have proposed the use of EM vector sensors that measure the three complete components of the electric field and three components of the magnetic field at one point for DOA estimation [1] - [17] .
EM vector sensors as measuring devices are commercially available and actively researched. Indeed, EMC Baden Ltd. in Baden, Switzerland, is a company that manufactures them for signals in the 75 Hz-30 MHz frequency range, and Flam and Russell, Inc. in Horsham, PA, makes them for the 2-30 MHz frequency band. Lincoln Lab at the Massachusetts Institute of Technology, Cambridge, has performed some preliminary localization tests with the EM vector sensors manufactured by Flam and Russell, Inc. [17] . Some other recent research on sensor development is reported in [23] and [24] .
DOA estimation with EM vector sensors has been of much interest lately. Since Nehorai and Paldi [1] , [2] proposed the use of EM vector sensors for DOA estimation, there have been a few studies of uniqueness [3] - [6] , [16] . Various DOA estimation algorithms have also been suggested in [7] - [14] , which have indicated the superiority of EM vector sensors over scalar sensors. In particular, it was revealed in [4] - [6] that with just an EM vector sensor, the DOA's and polarizations of up to three signals can be uniquely determined (seven or more distributed scalar sensors would be needed for the same purpose [25] ).
Beamforming with EM vector sensors, however, has received little attention despite their potential advantages. Here, we list several advantages. First, a single EM vector sensor can beamform in a three-dimensional (3-D) space while occupying very little space. In contrast, conventional scalarsensor methods require a two-dimensional (2-D) array to implement 3-D beamforming. Second, the findings reported in [1] and [2] shed light on the ability of vector sensors to receive/reject signals based on both their polarizations and DOA's. Polarization properties provide a crucial criterion for distinguishing and isolating signals that may otherwise overlap in conventional scalar-sensor arrays. Third, based on the results reported in [4] - [6] and the fact that EM vector sensors search in both the polarization and DOA domains, EM vector sensors should be able to handle more signals in beamforming applications as compared with (the same number of) scalar sensors. Conventional scalar-sensor arrays suffer from localization ambiguities because only the DOA information is exploited for such arrays. Fourth, since the steering vector of a single EM vector sensor is independent of the signal's frequency, it can process wideband signals in the same way as narrowband signals. In contrast, since the steering vector of a scalar-sensor array is dependent of the signal's frequency, this requires much higher computational costs to process wideband signals. Fifth, unlike a scalar-sensor array, an EM vector sensor does not need synchronization among measurements in different components of the sensor since there is no time delay among measurements.
In this paper, we investigate the performance of a minimumnoise-variance type beamformer [26] for the case of one EM vector sensor, restricting our investigation to scenarios where there exist one signal and one interference that are uncorrelated. Such a beamformer requires the knowledge of the DOA and polarization parameters of the signal and assumes that the signal, interference, and noise are mutually uncorrelated. The beamformer minimizes the output variance while maintaining the gain in the direction of the signal. This has the effect of preserving the signal while minimizing contributions to the output due to interference and noise arriving from directions other than the DOA of the signal. Two types of signals are considered: One carries a single message, and the other carries two independent messages simultaneously [1] , [2] . We will call the former a single-message (SM) signal and the latter a dual-message (DM) signal. On the other hand, the interference under consideration takes the form of a partially polarized (PP) signal, which can be completely polarized (CP) at one extreme and unpolarized (UP) at the other. Note that SM signals are CP, whereas DM signals are PP or UP.
We first obtain explicit expressions for the signal to interference-plus-noise ratio (SINR) in terms of the parameters of the signal, interference, and noise for both SM signals and DM signals. Then, we discuss some physical implications associated with the SINR expressions. In particular, we deduce that for the two types of signals of interest, the SINR rises with an increase in the separation between the DOA's and/or the polarizations of the signal and the interference for all DOA's and polarizations (scalar-sensor arrays and a single tripole do not have such properties). Moreover, we identify a strategy for effectively suppressing an interference with an EM vector sensor. The SINR expression for the SM signal that we derive also provides a basis for generating a DM signal in which the two message signals have minimum interference effect on one another. The analyses concerning SM and DM signals are presented in Sections III and IV, respectively. In Section V, we present numerical examples that are in agreement with our analyses. Finally, in Section VI, we analyze the characteristics of the main-lobe and side-lobe of the beampattern of an EM vector sensor and compare them with other types of sensor arrays.
II. PROBLEM FORMULATION AND PRELIMINARY DISCUSSION
We first introduce the abbreviations and notations used in this paper. Wavelength. Note that we use the subscripts " ," " ," " , 1," " , 2," and " " to associate some symbols with, respectively, the SM signal, the DM signal, the first and second messages of a DM signal, and interference. For example, the symbols , , , and denote the ellipticity angles associated with, respectively, SM signal, the first and second messages of a DM signal, and interference. Now, we shall describe the data models as proposed in [1] and [2] for an SM signal and a DM signal in Sections II-B and C, respectively.
A. Abbreviations and Notations
B. Single-Message Signal
With the above notation, we have (2.1) where (2.2) , C , C , , , , C . The first, second, and third terms on the right-hand side of (2.1) correspond to measurements induced by, respectively, the signal, interference, and noise. Physically, and are, respectively, the threecomponent measurements of the electric and magnetic fields at the sensor at time , and and are the noise components in these measurements. The parameters and are the azimuth and elevation of the signal, and and are the polarization parameters, which are referred to as the orientation angle and ellipticity, respectively. The vector is the steering vector of an EM vector sensor associated with an SM signal with parameter , and and are unit vectors that span the same plane as the electric and magnetic field vectors of the incoming signal with DOA . The variable is the complex envelope of the signal and the complex envelopes of the interference.
The covariance of determines the state of polarization of the interference. Indeed, the interference covariance matrix can be expressed as (see [15, Lemma 1]) (2.
3)
The first term on the right-hand side of (2.3) is the UP component with power , and the second is the CP component with power . The degree of polarization (DOP) of the interference is defined as the ratio between the power of the CP component and the total power of the interference, i.e., . The interference is said to be CP if but , PP if and , and UP if but . The output of a beamformer in this case is (2.4) where C is a weight vector. Suppose the DOA and polarization parameters of the signal are known; then, for the minimum-noise-variance beamformer, the weight vector is obtained through the constrained minimization C subject to (2.5) where is the data covariance matrix, and denotes . The beamformer attempts to suppress all incoming interference except for the desired signal with steering vector .
C. Dual-Message Signal
The complex (phasor) sensor measurement obtained by an EM vector sensor at time induced by a DM signal in the presence of an interference and additive noise is given by (2.6) where and The first and second terms on the right-hand side of (2.6) correspond to measurements induced by, respectively, the first and second message signals associated with the DM signal, whereas the third and fourth terms correspond to the interference and noise, respectively. The variables and , where , are the complex envelope and steering vector of the th message signal. Note that the two steering vectors and have the same DOA but different polarizations . We will propose in Section IV an appropriate choice of and that minimizes the interference effect on one message signal due to the other.
The outputs of a beamformer for the first and second message signals are and where , C are the corresponding weight vectors. Note that in order to optimize the recovery of the message signals, a specific weight vector is used for each message signal separately. Suppose the DOA and polarization parameters of the signal are known. Then, for the minimumnoise-variance beamformer, the weight vector for the th message signal, where , is obtained through the constrained minimization C subject to
where is the data covariance matrix, and denotes .
D. Assumptions
The analyzes to be carried out are based on the following. Assumption 1: The DOA and polarization parameters of the signal are known.
Assumption 2: The complex envelopes of , , and , and of each components of and , are all zero-mean Gaussian random variables.
Assumption 3: The signal is uncorrelated with the interference.
Assumption 4: The various components of the noise are uncorrelated among themselves and uncorrelated with both the signal and interference.
Assumption 5: The powers of the electric noise and magnetic noise are all equal to (i.e., the noise covariance matrix is equal to ). Under Assumptions 2-5, the data covariance matrix is for the case of SM signal, where is the power of the signal, and for the case of DM signal, where is the power of the th message signal, where .
E. Performance Measures
To evaluate the beamformer performance, we focus on the ratio between the output power of the signal and output power of the interference and noise (SINR). The SINR measure has been used as a performance indicator for beamformers in many studies. In our case, for the SM signal, the SINR is given by SINR (2.8)
For the DM signal, the SINR for the th message signal is
where . In this work, we will obtain explicit expressions for SINR , SINR , and SINR , and investigate their characteristics in terms of the various parameters of the signal, interference, and noise.
To interpret the SINR expressions, we introduce a parameter that provides a measure for the difference between the polarizations of two signals using the Poincaré sphere polarization representation [27] . First, let ,
be the DOA's/polarizations of two signals. For the Poincaré sphere representation, we need to consider a new coordinate system, where the DOA's of the two signals both lie in the -plane (such a coordinate system can always be obtained with an appropriate coordinate rotation). In such a new coordinate system, the ellipticity angle of the signal will remain unchanged. However, the orientation angle will change, and we denote it by . According to the Poincaré sphere representation, a polarization is represented by a point (referred to as Poincaré point for convenience) on a sphere whose center is at the origin and radius is 1. The position vector of that point is (2.10) Such a representation has two desirable properties. First, for two polarizations with the same orientation angle (with respect to the new coordinate system), the larger the difference in their ellipticity angles, the larger the distance between two Poincaré points associated with the two polarizations. Second, for two polarizations with the same ellipticity angle (with respect to the new coordinate system), the larger the difference in their orientation angles, 1 the larger the distance between two Poincaré points associated with the two polarizations. Thus, it is meaningful to take the difference between the polarizations of the two signals to be , the shorter arc length joining and , where and are, respectively, the representations for the polarizations and on the Poincaré sphere.
Remarks: i) To obtain the difference between the polarizations of two signals, there is a need to know the polarizations as well as the DOA's of these signals. ii) It can be shown that the difference between the polarizations of two signals is independent of the coordinate system. iii) When dealing with the difference between the polarizations of two signals, we are concerned with only the polarizations of the CP components of the signals. iv) The range of is (see [27] ). v) The arc length is related to the orientation and ellipticity angles through Lemma 1. Lemma 1-Compton [22] : Consider polarizations , and , associated with two signals. Let , and , be the polarizations in a coordinate system such that the DOA's of these signals both lie in the -plane. Then (2.11)
F. A Useful Result
Under Assumptions 1-5, it can be shown that the weight vectors satisfying, respectively, (2.5) and (2.7) are and (2.12) Substituting (2.12) directly into the expressions for SINR given by (2.8) and (2.9), the DOA's and polarizations of the signal and interference, as well as the noise power, will be hidden in two matrices whose inverses need to be evaluated. For ease of interpreting the dependence of SINR on the signal, interference, and noise, we need the following result, which is useful for simplifying the analysis of SINR expressions.
Lemma 2-Cox [28] : Let C , and C subject to where C is as defined in (2.2), and is a real constant. If is nonsingular, then
G. Coordinate Rotation
Clearly, the analysis of the SINR expressions can be simplified somewhat with Lemma 2. However, the SINR would be, in terms of the general expressions for , the steering vector of an EM vector sensor, which is very complex:
where s and c denote and , etc. Our strategy is to apply a sequence of three appropriate rotations of the original coordinate system so that for any general scenario, we can work with a new coordinate system for which the DOA of the signal is parallel to the axis and that of the interference is in the -plane. The three rotations to be effected are, successively, as follows:
1) a rotation of about the axis of the original coordinate system, where is given by ; 2) a rotation of about the axis of the coordinate system that has been rotated according to 1); 3) a rotation of about the axis of the coordinate system that has been rotated according to (2) . It can be shown that with such a sequence of coordinate rotations, SINR , SINR , and SINR , as defined in (2.8) and (2.9), remain invariant. Moreover, the separation between the DOA's and difference between the polarizations of the signal and interference remain unchanged (the latter follows from the definition of the difference between two polarizations presented in Section II-E). Consequently, we shall assume hereafter that (0, 0), and (i.e., the DOA of the signal is parallel to the axis and that of the interference is in the -plane), which leads to considerable simplification of the analyzes of SINR expressions. With such a setup, the separation between the DOA's of the signal and interference is simply . In addition, the difference between the polarizations of the signal and interference satisfies .
III. SINR FOR SINGLE-MESSAGE SIGNAL
For convenience, we shall refer to the angular separation between the DOA's of the signal and interference as DOA separation and denote it by . Moreover, we shall refer to the difference between the polarizations of the signal and interference as polarization difference (PD). Theorem 1 below expresses the SINR explicitly in terms of the DOA separation, PD, and powers of the signal, interference, and noise.
Theorem 1: The expression of SINR , as given in (2.8), can be expressed as
SINR (3.1)
Proof: See Appendix A. Remarks: i) For UP interference, the PD is undefined and can take any value within . However, in this case, and the last term of (3.1) is zero regardless of the value of . ii) To obtain (3.1), we need to evaluate analytically the inverse of a 6 6 matrix, which is nontrivial. However, using Lemma A.1 in Appendix A, we can avoid such computation. Before we proceed, recall that , , and are, respectively, the powers of the signal, the interference, and noise. In addition, and are the powers of the UP and CP components of the interference. The interference is CP if and UP if . In addition, and are, respectively, the DOA separation and PD.
Clearly, SINR increases with an increase in the signal's power but decreases with an increase in the noise power as well as the power of the CP (i.e., ) or UP (i.e., ) component of the interference. However, the dependencies of SINR on PD and DOA separation are nontrivial and are established in the following corollaries. to scenarios where the DOA of the signal is exactly opposite from that of the interference. For case a), the interference has no CP component, and thus, the PD should not affect SINR (see Corollary 3). On the other hand, by Corollary 4, SINR for case b) always attains the maximum value SINR , regardless of the other signal parameters. ii) A special case of Corollary 1 is that even if the DOA's of the signal and interference are identical, we can still increase the value of SINR by increasing the PD . This is a feature that scalar-sensor arrays lack. Indeed, for a scalar-sensor array, if the DOA of the interference is identical to that of the signal, interference suppression is impossible regardless of the PD, the number of sensors, and array aperture. iii) Corollary 2 means that SINR generally increases with an increase in the DOA separation , except for the case where both and hold. For the case where and , SINR can always be attained regardless of the other signal parameters (see Corollary 4) . Note that means that the interference is CP, and means that the PD is the largest possible. For a coordinate system where the DOA's of the signal and interference both lie in the -plane, such a PD arises when the polarizations associated with the signal and interference satisfy . Physically, the two polarization ellipses associated with the polarizations and have the same shape but have their major axes orthogonal to each other, and at the same time, the directions of spin of the electric fields associated with the two polarizations are opposite. iv) By Corollary 3, if the interference is UP, then it is not possible to increase the SINR by varying the polarization of the signal . v) Corollary 4 means that SINR attains the largest possible value SINR when either the DOA's of the signal and interference are opposite or when the interference is CP with largest possible polarization difference . In either case, SINR obtained is equivalent to the SINR when there is no interference regardless of the interference's power (i.e., the interference becomes completely ineffective). vi) Corollary 5 means that for any given DOA separation, SINR attains its lowest value when the interference is CP with polarization difference equal to 0. The fact that SINR increases with an increase in the DOA separation or PD for all DOA's and polarizations (see Corollaries 1 and 2) is an important feature associated with an EM vector sensor. Indeed, this feature is desirable as it is natural to expect a higher SINR with a larger DOA separation or PD. In contrast, for scalar-sensor arrays and a single tripole, SINR does not necessarily increase with an increase in the separation in DOA's or polarizations (we will elaborate the case of a tripole in Section III-B).
The above corollaries are potentially useful in some applications. For example, we can exploit the fact that SINR increases with an increase in the PD (Corollary 1) to effectively suppress an interference if the DOA and the CP component of the polarization of the interference are known. Indeed, for a fixed DOA separation , we can maximize SINR by transmitting the signal with polarization such that the PD is the largest possible, i.e., . This would lead to SINR . Clearly, if the interference is CP (i.e., ), then SINR attains SINR , which is the value when there is no interference, regardless of the DOA separation and the interference's power.
A. Comparisons with Scalar-Sensor Arrays
Beamformers using scalar-sensor arrays have been addressed in the literature [18] . Here, we shall discuss some advantages of using an EM vector sensor as compared with scalar-sensor arrays for beamforming in 3-D space. First, for a scalar-sensor array, at least three sensors are needed to perform beamforming, which means that it will occupy a larger space than an EM vector sensor. Second, when the DOA of the interference is identical to that of the signal, interference suppression is impossible regardless of the number of scalar sensors and the array aperture. In contrast, a single vector sensor can suppress an interference if the difference between the polarizatons of the signal and interference is nonzero [see Remark ii) of the corollaries to Theorem 1]. Third, consider a signal and an interference with sufficiently large DOA separation. Then, to suppress the interference with arbitrary DOA, only one EM vector sensor is needed. However, for the case of scalar-sensor array, at least four appropriately spaced scalar sensors are needed. Indeed, to suppress an interference, the steering vector associated with the interference must be linearly independent on that associated with the signal. In this connection, it has been shown that to ensure every two steering vectors with distinct DOA's to be linearly independent, one EM vector sensor is sufficient [4] , but at least four scalar sensors with intersensor spacings all less than half-wavelength are needed for the case of scalar-sensor array [29] . This is a result of the fact that an EM vector sensor searches in both the polarization and DOA domains, whereas the scalar-sensor array uses only time delay information. Fourth, the SINR for a vector sensor is isotropic, whereas for a scalar-sensor array, it very much depends on the array geometry and does not necessarily increase with an increase in the DOA separation.
B. Comparisons with a Single Tripole
The beamformer using a single tripole has been addressed by Compton [22] . In [22] , Compton investigated the performance of a single tripole in suppressing a CP interference on receiving an SM signal. From the results of [22] , we can deduce that unlike the case of an EM vector sensor, the SINR for a single tripole does not necessarily increase with an increase in the DOA separation or the PD. We shall use two examples to illustrate this property. First, consider a signal and an interference with DOA's lying in the -plane and vertically and linearly polarized. Then, the electric fields induced by the signal and interference are identical (except for a scale constant), and thus, it is impossible to discriminate the signal and interference regardless of their DOA separation. Thus, the SINR remains unchanged (which is the smallest possible) regardless of the DOA separation. Next, consider a signal and an interference with opposite DOA's and both lying in the -plane, and suppose that both of them are circularly polarized. Then, the SINR when the signal and interference have the same spin (the PD is 0) is larger than when they have opposite spins (the PD is ). [This is because the electric fields induced at a tripole due to the signal and interference, with opposite DOA's, are identical (except for a scale constant) if their directions of spin are opposite but are distinct if their directions of spin are identical.] Consequently, the SINR does not necessarily increase with an increase in the PD.
Compton has also established that the SINR for a single tripole is the lowest [with SINR being equal to ] if one of the following three conditions holds.
1) The interference has the same DOA and polarization as the signal.
2) The DOA of the signal is opposite from that of the interference, and the polarizations of the signal and interference satisfy and .
3) The signal and interference are both linearly polarized, and their electric fields are parallel to each other (i.e., and in our setup). We now examine the above three conditions for an EM vector sensor (for scenarios where there exist a CP interference and an SM signal). The SINR for an EM vector sensor is lowest only if condition 1) is satisfied, and the lowest SINR equals , which is higher than the lowest SINR obtained with a single tripole. As for condition 2), Corollary 4 states that as long as the DOA of the signal is opposite from that of the interference, SINR for an EM vector sensor always attains the maximum value SINR regardless of the polarizations of the signal and interference. On the other hand, high SINR can be obtained for an EM vector sensor even when condition 3) is met. Indeed, when condition 3) is met, the DOA separation may range from 0 to . By Corollary 2, SINR can be increased by increasing the DOA separation, and by Corollary 4, SINR attains the maximum value SINR when the DOA of the signal is opposite from that of the interference.
Thus, a single EM vector sensor generally outperforms a single tripole in suppressing a CP interference when receiving an SM signal.
IV. SINR FOR DUAL-MESSAGE SIGNAL
A DM signal consists of two SM signals (or CP signals) with the same DOA but different polarizations. The effective polarization of such a DM signal varies with time, and thus, the state of polarization of a DM signal can either be PP or UP. To transmit a DM signal (consisting of two uncorrelated message signals), it is desirable that the interference effect of one message signal on the other be minimal. Since the DOA parameters associated with the two message signals are identical, it is possible to exploit the difference only in the polarization parameters to reduce the interference effect. In this connection, Corollary 4 of Theorem 1 provides a good way for choosing the polarizations. Indeed, consider the scenario where there is no external interference, and view one message signal as the desired CP signal and the other message signal as a CP "interference." Then, by Corollary 4 of Theorem 1, both SINR and SINR attain their maximum values if the difference between the polarizations of the two message signals is equal to (i.e., when extracting one message signal, there is theoretically no interference effect due to the other). Therefore, we shall assume hereafter, that the polarizations of the two message signals are chosen in such a way that the PD is , meaning that the polarizations satisfy , ,
[refer to Remark iii) of the corollaries to Theorem 1 for a relevant physical meaning].
For convenience, we will refer to the difference between the polarizations of the first message signal and the interference (i.e., ) as the first PD and the difference between the polarizations of the second message signal and the interference (i.e., ) as the second PD. Similar to the case of SM signal, we are able to express SINR and SINR explicitly in terms of the DOA separation, the first and the second PD's, and the powers of the two message signals, interference, and noise. ,and the second PD is equal to a constant . Thus, an increase in the first PD will lead to a decrease in the second PD, and vice versa. This has two implications. First, by Corollary 1 of Theorem 2, increasing the value of the first (or second) PD will lead to an increase in SINR (or SINR ) but a decrease in SINR (or SINR ). Consequently, the values of both SINR and SINR cannot be increased simultaneously with a change in the polarization of the interference. Second, by Corollary 4 of Theorem 2, if the DOA separation is not equal to , then SINR attains its maximum value when the interference is CP and the first PD is equal to . However, the second PD will become zero, and thus, by Corollary 5, SINR attains its minimum value. Thus, for each DOA separation that is not equal to , SINR attains its maximum value if and only if SINR attains its minimum value. Since SINR and SINR are generally not identical, it is not easy to address the SINR for the DM signal as a whole. Here, we will consider the "worst" case and use SINR SINR , SINR , which gives the smaller value between SINR and SINR as a measure of the effective SINR. Next, we shall take the powers of the two message signals to be identical since it is reasonable to assume that both message signals are equally important. With these considerations, we can easily verify the following from Corollaries 1-3 of Theorem 2. 1) SINR increases with an increase in DOA separation. 2) SINR increases when the first (or the second) PD increases from 0 to but decreases when the first (or the second) PD increases from to . 3) SINR is independent of the first and second PD's if the interference is UP. There are no comparable results for scalar sensors simply because scalar sensors cannot receive two (independent) message signals simultaneously. On the other hand, the previous work [22] on the single tripole does not address the DM signal. Thus, we will not make comparisons with the scalar sensor or the tripole.
V. NUMERICAL RESULTS
In this section, we present some numerical examples we computed to assess the reliability of our theoretical prediction of the performance of an EM vector sensor as presented in Sections III and IV. First, exact data covariance matrices and were used in the experiments for checking the SINR expressions we derived. Next, to make our experiments realistic, we also generated and using a finite number of snapshots.
We simulated one SM signal and one interference impinging on an EM vector sensor. The signal was circularly polarized with positive spin (i.e.,
). The signal, interference, and noise were uncorrelated, and the signal-to-noise ratio (SNR) and interference-to-noise ratio (INR) were both 10 dB. We first show the results for the case where infinitely many snapshots (i.e., exact and ) were used, and the SINR was computed based on the "raw" expression (without our simplifications) given by (2.8). Fig. 1(a) shows the values of SINR as a function of DOA separation when the DOP of the interference was 1 (i.e., , and hence, the interference was CP). The values of the PD considered were 0, , and , which correspond to interferences whose polarizations were, respectively, circular with positive spin (i.e., ), linear (i.e., ), and circular with negative spin (i.e., ). The scenarios in Fig. 1(b) and (c) were identical to those with Fig. 1(a) , except that the DOP's of the interferences were, respectively, 0.5 (corresponding to PP interference with ) and 0 (i.e., and, hence, the interference was UP). The SINR in Fig. 1(a)-(c) confirm Corollaries 1-4 of Theorem 1, i.e., that SINR increases with an increase in the DOA separation or the PD, SINR is independent of the PD when the interference is UP [see Fig. 1(c) ], and SINR attains the maximum value when the DOA separation is or when the interference is CP (DOP 1) and the PD is .
Next, we conducted a simulation for scenarios identical to those of Fig. 1(a) -(c) but with 200 snapshots, and the results are shown in Fig. 1(d)-(f) correspondingly. The data covariance matrix was computed using , where is the number of snapshots, and SINR was computed as the average of the SINR 's obtained based on 100 Monte Carlo runs. Comparing Fig. 1(d) -(f) with Fig. 1(a) -(c) correspondingly, we see that SINR obtained using 200 snapshots differs from that obtained using infinitely many snapshots by less than 2 dB. However, the dependencies of SINR on the various parameters are similar. Note that to achieve 10 dB SINR for all the above scenarios, the DOA separations have to be and or below for, respectively, the scenarios with infinitely many snapshots and those with finite snapshots.
We conducted simulations also for scenarios similar to those of Fig. 1(a) -(f) but with a DM signal, and the results were the same (see [30] ).
VI. BEAMPATTERN OF AN ELECTROMAGNETIC VECTOR SENSOR
In this section, we first analyze the beampattern of an EM vector sensor and then make a comparison with two other types of sensor arrays. First, consider an EM vector sensor that has been steered toward (or focused in) the direction/polarization and assume that there is no noise and interference (an assumption adopted in some relevant studies such as [26] and [31] ). Then, the normalized response (or beampattern) of the EM vector sensor due to an incident signal with direction/polarization is given by (6.1) [The function , reaches the maximum when , and the maximum value attained is 1. Since the magnitude squared of is 4, we have introduced a denominator on the right-hand side of (6.1) so that the magnitude of , is normalized to 1 when .] Note that unlike scalarsensor arrays whose beampatterns are only functions of DOA, the beampattern of an EM vector sensor is dependent on both the DOA and polarization. To facilitate the analysis of the beampattern, we rotate the coordinate system (in the same way as that discussed in Section II-G) such that . Let the separation between the DOA's and be . Then, by Lemma A.3, (6.1) can be expressed as (6.2) where is the difference between the polarization toward which the EM vector sensor is steered and the polarization of the incident signal. Although (6.2) is derived using the coordinate system where , it holds for any and . This is because (6.2) is a function of only two parameters and , which are both independent of the actual coordinate system.
From the expression of given by (6.2), several properties of the beampattern of an EM vector sensor can be deduced. First, the response of an EM vector sensor in the direction/polarization decreases with an increase in or . Second, when (i.e., at the direction opposite to the beam-steer direction) or when (i.e., if the difference in polarizations is the largest possible), an EM vector sensor does not have any response. Finally, since attains its maximum if and only if , the beampattern of an EM vector sensor does not contain the grating lobe 2 (i.e., the side-lobe that is as high as the main-lobe). In contrast, the beampatterns for scalar sensors with uniform linear or uniform circular array geometry contain grating lobes (we will demonstrate this property in the latter part of this section), and such scalar sensors will not be able to suppress interferences arriving in the directions of the grating lobes. Fig. 2 shows the polar plot of any cross-section of the beampattern that contains the beam-steer direction for , , , . Note that regardless of the beam-steer direction/polarization, the shape of the beampattern is identical to that shown in Fig. 2 . Now, we analyze the 3 dB (or half-power) beamwidth of the main-lobe. Since the beampattern of an EM vector sensor is dependent on polarization in addition to DOA, we will analyze the 3-dB beamwidth by considering a fixed value of (as a result, the beampattern will depend only on the separation in DOA's). It can be deduced from (6.2) that for a fixed , the 3-dB beamwidth is given by if if .
In Fig. 3 , we plot the 3-dB beamwidth as a function of . This beamwidth decreases gradually from to 0 if . Beyond this interval (i.e., ), it is identically zero. This indicates the EM vector sensor's excellent ability in distinguishing signals and interferences that have sufficiently large differences in polarizations.
To further illustrate the performance of an EM vector sensor (as well as to facilitate comparisons with other types of sensor arrays to be discussed later), we show in Fig. 4(a) the beampattern when an EM vector sensor is steered toward the direction and an arbitrary polarization with being fixed at 0. For ease of visualizing the beampattern variation with respect to a reference fixed at 3 dB, we also show the horizontal plane cutting the axis at 3 dB.
[Regardless of the beam-steer direction, the shape of the beampattern is identical to that shown in Fig. 4(a) , except for a shift in position.] In Fig. 4(b) , we show the beampattern for the case where the beam-steer direction is the same as that of Fig. 4 (a) but with . [In Fig. 4 (a) and (b), as well as the other figures to be presented subsequently, we truncate the value of the beampattern response to 40 dB if it is smaller or equal to 40 dB.]
We remark that since the beampattern of an EM vector sensor is dependent on both DOA and polarization, it is not obvious how to define a side-lobe for this sensor. However, for a fixed , the beampattern is a decreasing function of [with maximum value at ]. Consequently, there is effectively no side-lobe for a fixed . We are now ready to compare the beampattern of an EM vector sensor with two types of sensors/arrays. We first consider arrays of six isotropic scalar sensors that measure only one component of the electric or magnetic field induced. Two common sensor configurations are considered: a sixsensor uniform linear array (ULA) lying along the axis with intersensor spacing equal to , where is the wavelength of the signal of concern, and a six-sensor uniform circular array (UCA) with sensor coordinates , , for . Note that unlike an EM vector sensor, the shapes of the beampatterns of the ULA and UCA are dependent on the beam-steer direction. Thus, to analyze the beampatterns, we have conducted simulations for many different beam-steer directions. An undesirable property of the beampatterns of the ULA and UCA is that they have gratinglobes. Moreover, many grating-lobes occur at directions that are very far from the beam-steer direction. For example, we plot in Figs. 5 and 6 the beampatterns of, respectively, the ULA and UCA, when the arrays are steered to , , and
. In each figure, we also plot the 3 dB plane as in Fig. 4 . For ULA, we see that the beampatterns contain many grating-lobes for all the beam-steer directions of concern. As for UCA, grating-lobes occur when the array is steered to and , and a sidelobe with strength greater than 3 dB occurs when the array is steered to . Next we consider an array consisting of two sets of sensors that are spatially displaced, one of which comprises three colocated orthogonal dipoles (called a tripole) and the other three co-located orthogonal loops (a dipole measures a component of the electric field induced by the signals, whereas a loop measures a component of the magnetic field). Such an array is similar to an EM vector sensor in the sense that both measure the complete components of electric and magnetic fields induced by EM signals. However, the three dipoles and three loops of such an array are spatially displaced, whereas those of an EM vector sensor are co-located. Due to the constraint on the paper length, we shall report only a brief analysis of some advantages and disadvantages of removing the spatial co-location characteristics of an EM vector sensor. The steering vector of the array at (containing both DOA and polarization parameters) is , , where corresponds to the response of three co-located dipoles, corresponds to that of three co-located loops, and contain the first and the last three rows of , respectively, and is the phase delay between the two sensors due to a signal with DOA . We will consider only the case where the coordinates of the sets of (co-located) dipoles and loops are (0, 0, 0) and (1, 0, 0) , respectively. An explicit analytical expression for the beampattern in terms of DOA and polarization is highly complex, and we will not attempt to pursue this direction. Instead, we will try to find out more about the characteristics of the beampattern by examining a large number of scenarios with different beam-steer directions/polarizations. In this connection, we discovered quite a number of scenarios where the beampatterns exhibit side-lobes having strength greater than 3 dB at directions that are very far from the beam-steer direction. Two such scenarios occur when the array is steered toward and with the value of fixed at (the value of for both scenarios is equal to , which is the largest possible), and the beampatterns are plotted in Fig. 7(a) and (b) , respectively. For Fig. 7(a) , there are two side-lobes at and , and for Fig. 7(b) , there is one at . On the other hand, there are many scenarios where such an array outperforms an EM vector sensor because of better angular resolvability. This is due to the fact that such an array has a larger array aperture than an EM vector sensor. Of course, the associated shortcoming is that it occupies a larger space physically.
VII. CONCLUSION
We have developed a minimum-noise-variance type beamformer employing an EM vector sensor for one signal and one interference that are uncorrelated. Both single-message and dual-message signals were considered, and the state of polarization of the interference under consideration ranged from completely polarized to unpolarized. To analyze the beamformer performance, we first obtained an explicit expression for the SINR of a single-message signal in terms of the parameters of the signal, interference, and noise. We deduced that the SINR of single-message signal increases with an increase in the separation between the DOA's and/or the polarizations for all DOA's and polarizations (scalarsensor arrays and a single tripole [22] do not have such properties). We also deduced that a single EM vector sensor can suppress an (uncorrelated) interference that has the same DOA as the signal and distinct polarizations (this is impossible for scalar sensors regardless of the number of sensors and the array aperture). In addition, we identified a strategy for effectively suppressing the interference, and through the SINR expression we derived, we also provided a basis for generating dual-message signals of which the two message signals have minimum interference effect on one another.
We derived an explicit expression for the SINR of such a dual-message signal in terms of the parameters of the signal, interference, and noise. Subsequently, we deduced that the above-mentioned characteristics for the SINR of a singlemessage signal were also valid for the SINR of a dual-message signal. We conducted fairly extensive computer simulations, and the results obtained were in good agreement with those of our analysis. Finally, we have also analyzed the characteristics of the main-lobe and side-lobe of the beampattern of an EM vector sensor and demonstrated the advantage of an EM vector sensor over some scalar-sensor arrays. In particular, we have shown that the beampattern of an EM vector sensor does not contain grating-lobes. In contrast, the beampatterns of a sixsensor uniform linear array and a six-sensor uniform circular array have grating-lobes. Moreover, many grating-lobes occur at directions that are very far from the beam-steer direction. A comparison of the beamforming performance of an EM vector sensor and an array of one electric and one magnetic vector sensors being separated at half-wavelength distance was also presented.
Our proposed beamformer can be extended easily to handle multiple sources with diverse polarizations using multiple vector sensors as receivers. Some possible follow-up studies are i) investigation of the beamforming performance of an EM vector sensor for multiple signals and multiple interferences; ii) performance with multiple EM vector sensors; iii) performance for the signal and interference that are correlated; iv) performance when the powers of the electric noise and magnetic noise at EM vector sensors are not identical; v) effects of channel depolarization on the signal; vi) comparison of an EM vector sensor with other types of EM sensors. Proof of Theorem 1: We will consider two cases that cover all possible scenarios: a) (i.e., the interference is CP) and b) (i.e., the interference is PP or UP). , we obtain from Lemma 1 that . Therefore, . Moreover, since , we obtain .
Proof of Theorem 2:
We shall only establish the expression of SINR since the expression of SINR can be obtained with the same technique. We consider two cases that cover all possible scenarios: a)
, and b) . Now, it remains to be shown that SINR attains its minimum at . Note that the expression of (D.3) is a constant multiple of that of (B.1). Thus, using the technique in the proof of the Corollary 5 of Theorem 1, we can show that SINR attains its minimum when .
