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We theoretically investigate the effect of magnetic field on the pseudogap phenomena in High-
Tc cuprates. The obtained results well explain the experimental results including their doping
dependences. In our previous paper (J. Phys. Soc. Jpn. 68 (1999) 2999.), we have shown that
the pseudogap phenomena observed in High-Tc cuprates are naturally understood as a precursor
of the strong coupling superconductivity. On the other hand, there is an interpretation for the
recent high field NMR measurements to be an evidence denying the pairing scenarios for the
pseudogap. In this paper, we investigate the magnetic field dependence of NMR 1/T1T on the
basis of our formalism and show the interpretation to be inappropriate. We consider the Landau
quantization for the superconducting fluctuations as a main effect of the magnetic field. The
results indicate that the value of the characteristic magnetic field (Bch) is remarkably large in
case of the strong coupling superconductivity, especially near the pseudogap onset temperature
(T ∗). Therefore, the magnetic field dependences can not be observed and T ∗ does not vary when
the strong pseudogap anomaly is observed. On the other hand, Bch is small in the comparatively
weak coupling case and T ∗ varies when the weak pseudogap phenomena are observed. These
results properly explain the high magnetic field NMR experiments continuously from under-
doped to over-doped cuprates. Moreover, we discuss the transport phenomena in the pseudogap
phase. The behaviors of the in-plane resistivity, the Hall coefficient and the c-axis resistivity
in the pseudogap phase are naturally understood by considering the dx2−y2-wave pseudogap.
KEYWORDS: high-Tc cuprates, pseudogap phenomena, strong coupling superconductivity,
superconducting fluctuation, 1/T1T , magnetic field dependence, transport coefficient
§1. Introduction
Since the discovery of high-temperature (High-Tc) superconductivity by Bednortz and Mu¨ller,
1)
the anomalous normal state properties have been studied for many years from the various points
of view.
In particular, the pseudogap phenomena in under-doped cuprates have been recognized as one of
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1
the most important issues. There are enormous studies for the issue from both experimental and
theoretical points of view. However, the complete understanding still remains to be obtained.
The pseudogap phenomena mean the suppression of the spectral weight near the Fermi energy
without any long range order. They are universal phenomena observed in various compounds of
under-doped cuprates.
Various experiments such as nuclear magnetic resonance (NMR),2) optical conductivity,3) trans-
port,4) angle-resolved photo-emission spectroscopy (ARPES),5) tunneling spectroscopy,6) electronic
specific heat,7) and so on have indicated the existence of the pseudogap in the normal state High-Tc
cuprates from optimally-doped to under-doped region. In particular, NMR measurements of 1/T1T
have shown the existence of the pseudogap in the spin excitation channel from early years.2)
In the previous paper, we have explained the pseudogap phenomena as a precursor of the strong
coupling superconductivity.8) Since the effective Fermi energy εF is renormalized by the electron-
electron correlation, the ratio Tc/εF increases in the strongly correlated electron systems. The ratio
indicates the strength of the superconducting coupling. Therefore, the strong coupling supercon-
ductivity has a general importance for the superconductivity in the strongly correlated electron
systems. Moreover, it is natural to consider the strong coupling superconductivity in High-Tc
cuprates because of the high critical temperature Tc itself. The strong coupling superconductivity
necessarily leads to the strong thermal superconducting fluctuations. Such strong fluctuations in
the quasi-two dimensional systems have serious effects on the electronic state and give rise to the
pseudogap phenomena.8)
Actually, various experiments have indicated the close relationship between the pseudogap phe-
nomena and the superconductivity. In particular, ARPES have directly shown the pseudogap in
the one-particle spectral weight5) and suggested its close relevance and continuity to the supercon-
ducting gap.9)
Other scenarios have been theoretically proposed for the pseudogap phenomena. In the resonating
valence bond (RVB) theory, there are two distinct excitations, spinon and holon. The pseudogap
is described as a spinon pairing (so-called ’spin gap’).10) The magnetic scenarios based on the anti-
ferromagnetic or SDW gap formation or their precursor have been proposed by various authors.11)
Furthermore, the pairing scenarios as a precursor of the superconductivity are classified into
several types. The phase fluctuation scenarios have been proposed by Emery and Kivelson12) and
calculated by various authors.13) The scenario based on the strong coupling superconductivity has
been proposed14) on the basis of the famous Nozie`res and Schmitt-Rink formalism.15) The Nozie`res
and Schmitt-Rink formalism is justified in the low density limit. However, the nearly half-filled
lattice system should be regarded as a rather high density case. Therefore, the Nozie`res and
Schmitt-Rink formalism cannot be applied to the pseudogap phenomena in High-Tc cuprates. Our
scenario is based on the strong coupling superconductivity, but is different from the Nozie`res and
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Schmitt-Rink formalism. We think of the pseudogap as the gap brought about by the resonance
scattering16, 17) with the strong superconducting fluctuations. The strong superconducting fluctua-
tions necessarily exist in case of the strong coupling superconductivity in the quasi-two dimensional
systems. We have shown that the pseudogap phenomena are naturally understood on the basis of
the resonance scattering scenario.8)
Recently, the magnetic field effects on the NMR spin-lattice relaxation rate 1/T1 have been
measured and discussed by several groups to determine the correct scenarios for the pseudogap
phenomena.18, 19, 20) The experimental results are interpreted as follows. The magnetic field effects
cannot be observed in under-doped cuprates in which the strong pseudogap phenomena occurs
in the wide temperature region.18, 19) In particular, the onset temperature T ∗ does not vary. On
the other hand, the magnetic field effects are visible from optimally-doped to slightly over-doped
cuprates in which only the weak pseudogap phenomena are observed in the narrow temperature
region.20, 21) The observed magnetic field dependences are explained by the conventional weak
coupling theory.22, 21) However, for the under-doped cuprates, we have no theoretical explanation
of the magnetic field effects on the pseudogap phenomena.
In this paper, we point out that the magnetic field effects are naturally and continuously under-
stood from under-doped to over-doped cuprates on the basis of our resonance scattering scenario.
In particular, there is an interpretation that regards the experimental results for under-doped sys-
tems as a negative evidence for the pairing scenario.18) Our results conclude that this interpretation
is inappropriate. It is generally considered that the superconducting fluctuations are remarkably
influenced by the magnetic field, while the effects of the magnetic field on the spin-fluctuations
are considered to be small. Therefore, the experimental results may be interpreted as an evidence
for the magnetic scenario for the pseudogap. The misinterpretation is caused by the loss of the
understanding for the strong coupling superconductivity. Therefore, we give an explanation for the
magnetic field effects on the pseudogap phenomena on the basis of the strong coupling supercon-
ductivity. Actually, the experimental results including their doping dependence rather support our
scenario for the pseudogap phenomena.8)
This paper is constructed as follows. In §2, we give a model Hamiltonian and explain the
theoretical framework adopted in this paper. In §3, we explicitly calculate the single particle self-
energy ΣR(k, ω), density of states ρ(ε), NMR spin-lattice relaxation rate 1/T1T and their magnetic
field dependences. In §4, we discuss the transport phenomena in the pseudogap phase. In §5, we
summarize the obtained results and give discussions.
§2. Theoretical Framework
In this section, we describe the theoretical framework in this paper. We calculate the magnetic
field effects on the pseudogap phenomena by using the same formalism as is used in our previous
paper.8) Therefore, in the first subsection §2.1, we briefly explain the formalism and show the
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outline of the obtained results in ref.8. In the second subsection §2.2, we introduce the magnetic
field effects thorough the Landau quantization and give a rough estimate for the effects. Hereafter,
we adopt the unit h¯ = c = kB = 1.
2.1 Pseudogap phenomena under zero magnetic field
We adopt the following two-dimensional model Hamiltonian which has a dx2−y2-wave supercon-
ducting ground state, with High-Tc cuprates in mind.
H =
∑
k,s
εkc
†
k,s
ck,s +
∑
k,k′,q
Vk−q/2,k′−q/2c
†
q−k′,↓
c
†
k′,↑
ck,↑cq−k,↓, (2.1)
where Vk,k′ is the dx2−y2-wave separable pairing interaction,
Vk,k′ = gϕkϕk′ , (2.2)
ϕk = cos kx − cos ky. (2.3)
Here, g is negative. ϕk is the dx2−y2-wave form factor.
We consider the dispersion εk given by the tight-binding model for a square lattice including the
nearest- and next-nearest-neighbor hopping t, t′, respectively,
εk = −2t(cos kx + cos ky) + 4t
′ cos kx cos ky − µ. (2.4)
We fix the lattice constant a = 1. We adopt t = 0.5eV and t′ = 0.45t. These parameters well
reproduce the Fermi surface of the typical High-Tc cuprates, YBa2Cu3O6+δ and Bi2Sr2CaCu2O8+δ.
We choose the chemical potential µ so that the filling n = 0.9. This filling corresponds to the hole
doping δ = 0.1. The Fermi surface is shown in Fig.1.
In reality, the origin of the pairing interaction should be considered to be the anti-ferromagnetic
spin fluctuations.23, 24) The spin fluctuations not only cause the pairing interaction but also affect
the electronic state.23, 24, 25, 26) There are studies dealing with the pairing correlation arising from the
spin fluctuations on the basis of the fluctuation exchange (FLEX) approximation.27, 28) However, we
do not introduce these effects because these details do not seriously affect the pseudogap phenomena
as a precursor of the dx2−y2-wave superconductivity. There is a feedback effect on the pairing
interaction arising from the pseudogap. The pseudogap affects the low frequency component of
the spin fluctuations. However, the pairing interaction is mainly caused by the high frequency
component of the spin fluctuations. Therefore, we can neglect the feedback effect on the pairing
interaction and start from the model with an attractive interaction.
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Fig. 1. The Fermi surface adopted in this paper.
The superconducting fluctuations are expressed by the T-matrix (Fig.2),
t(q, iΩn)
−1 = g−1 + χ0(q, iΩn), (2.5)
χ0(q, iΩn) = T
∑
k′,ωm
G(k′, iωm)G(q − k
′, iΩn − iωm)ϕ
2
k′−q/2
. (2.6)
Here, ωm = 2π(m +
1
2 )T and Ωn = 2πnT are the fermionic and bosonic Matsubara frequencies,
respectively.
Here, the scattering vertex arising from the superconducting fluctuations, Γ(k, q−k : k′, q−k′ :
iΩn) is factorized into Γ(k, q − k : k
′, q− k′ : iΩn) = ϕk−q/2t(q, iΩn)ϕk′−q/2. The form factor ϕk
in the above expression gives rise to the dx2−y2-wave shape of the pseudogap.
When 1 + gχ0(, 0) = 0, t(, 0) diverges and the superconductivity occurs. This is the famous
Thouless criterion which is equivalent to that of the BCS theory in the weak coupling limit.15)
Analytically continued T-matrix t(q,Ω) can be regarded as a propagator of the fluctuating Cooper
pairs.
Here, we are interested in the normal state near the superconducting critical point, where the
superconducting fluctuations are enhanced. There, 1 + gχ0(, 0) is small and t(q,Ω) is strongly
enhanced around q = Ω = 0. Even in the weak coupling limit, there are corrections on the various
quantities due to the superconducting fluctuations. They are well known as the Aslamazov-Larkin
term (AL term)29) and the Maki-Thompson term (MT term).30) These terms are the corrections
on the two-body correlation function. On the other hand, the superconducting fluctuations more
seriously affect the one-particle electronic states in the strong or intermediate coupling region. The
superconducting fluctuations give rise to the pseudogap phenomena. The weak correction on the
5
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Fig. 2. The scattering vertex represented by the ladder diagrams in the particle-particle channel (T-matrix). The
dashed lines represent the attractive interaction. The single and double solid lines represent the propagators of the
bare and renormalized fermions, respectively. The single and double wavy lines represent the propagators of the
bare and renormalized fluctuating Cooper pairs, respectively.
density of states (DOS correction term) has been discussed for High-Tc cuprates within the weak
coupling theory.22, 31) Our calculation corresponds to an extension of these weak coupling theories
to the strong coupling ones.
Because t(q,Ω) is strongly enhanced around q = Ω = 0, its main contribution to the single particle
self-energy Σ (k, ω) originates from the vicinity of q = Ω = 0. Therefore, we expand t−1(q,Ω) in
the vicinity of q = Ω = 0. This expansion corresponds to the time-dependent-Ginzburg-Landau
(TDGL) expansion.
gt−1(q,Ω) = t0 + bq
2 − (a1 + ia2)Ω. (2.7)
The properties of the TDGL parameters are discussed in detail in our previous paper.8) The
outline is the following. As is described above, t0 = 1 + gχ0(, 0) is 0 at the critical point and is
sufficiently small in the vicinity of the critical point. The parameter b is generally related to the
coherence length ξ0, b ∝ ξ
2
0 . The parameter a2 express the time scale of the fluctuations. Roughly
speaking, the parameters a2 and b are described as
a2 ∝ ρd(0)/Tc
b ∝ ρd(0)/T
2
c . (2.8)
Here, we have defined the effective density of states for the dx2−y2-wave symmetry, ρd(ε) =
6
∑
k ρk(ε)ϕ
2
k
, where, ρk(ε) is the one-particle spectral weight ρk(ε) = Ak(ε) = −
1
pi ImG
R(k, ε). It
should be noticed that ρd(ε) is more sensitive to the pseudogap formation rather than the usual
density of states ρ(ε) =
∑
k ρk(ε).
Because of the high critical temperature Tc and the renormalization effect by the pseudogap, both
a2 and b are strongly reduced in the strong coupling superconductivity. These features indicate that
the scattering vertex due to the superconducting fluctuations is strongly enhanced. Although the
T-matrix calculation used in this paper does not include the renormalization effect, these behaviors
are obtained qualitatively.
On the other hand, a1 is not so reduced by the strong coupling superconductivity. Especially,
High-Tc cuprates have a comparatively large value of a1 because of their strong particle-hole asym-
metry. Therefore, we cannot neglect a1, although it is usually neglected in the weak coupling
theories.32)
In the T-matrix calculation, we estimate the TDGL parameters by using the non-interacting
Green function G(0)R(k, ω) = (ω− εk+iδ)
−1 (Fig.2(a)). This estimation corresponds to the Gauss
approximation for the superconducting fluctuations. The critical temperature is determined in the
mean field level, Tc = TMF. As will be discussed in §5, the self-consistent T-matrix calculation
includes the somewhat critical fluctuations (Figs.2(b) and 11). However, fundamental features do
not change.
As is minutely described in the previous paper,8) the resonance scattering by the strong super-
conducting fluctuations gives rise to the pseudogap on both the one-particle spectral weight and
the density of states.
In this paper we describe these features by using the T-matrix calculation (Fig.3(a)). Although
we pointed out the several important points in the self-consistent T-matrix calculation (Fig.3(b)),
the pseudogap is properly described within the T-matrix calculation.8)
In the T-matrix calculation, the self-energy is given by
Σ (k, iωn) = T
∑
q,iΩm
t(q, iΩm)G
(0)(q − k, iΩm − iωn)ϕ
2
k−q/2. (2.9)
After the analytic continuation, we obtain
ΣR(k, ω) =
∑
q
∫
dΩ
π
[b(Ω)Imt(q,Ω)G(0)A(q − k,Ω− ω)
−f(Ω)t(q,Ω+ ω)ImG(0)R(q − k,Ω)]ϕ2k−q/2, (2.10)
ImΣR(k, ω) = −
∑
q
∫
dΩ
π
[b(Ω + ω) + f(Ω)]Imt(q,Ω+ ω)ImG(0)R(q − k,Ω)ϕ2k−q/2. (2.11)
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Fig. 3. The diagrams of the single particle self-energy based on (a) the T-matrix approximation calculated in this
paper and (b) the self-consistent T-matrix approximation, respectively. (c) The Hartree-Fock term which we
exclude. We consider that this term is included in the dispersion relation εk from the beginning.
Here,f(Ω) and b(Ω) are the Fermi and Bose distribution functions, respectively.
We explicitly estimate the TDGL expansion parameters and numerically calculate the single
particle self-energy ΣR(k, ω). Typical features of the single-particle self-energy are shown in Fig.4.
Here, we exclude the trivial Hartree-Fock term shown in Fig.3(c). It is notable that the real part of
the self-energy has a positive slope at the low frequency, and the imaginary part has a sharp peak
in its absolute value there. Both features are anomalous compared with the conventional Fermi
liquid theory. These anomalous features of the single particle self-energy should be regarded as
the effects of the resonance scattering. Of course, the resonance scattering becomes strong as the
superconductivity becomes strong coupling one and the systems approach the critical point.
These features lead to the pseudogap. The corresponding one-particle spectral weight A(k, ω)
and density of states ρ(ω) are shown in Fig.5. Both show the gap structure above Tc. It should be
noticed that the pseudogap is the characteristics of the strong coupling superconductivity and does
not occur in the weak coupling limit. In Fig.4 and 5, we have included the magnetic field effect
described in the next subsection.
The pseudogap reduces the critical temperature Tc. The reduction becomes more remarkable
as the coupling constant increases. Therefore, although the mean field critical temperature TMF
8
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Fig. 4. The single particle self-energy ΣR(k, ω) on the Fermi surface near (0, pi). The open and closed circles show
the real part and the imaginary part, respectively. Here, k = (pi/5, pi), g = −1.0, T = 0.21 and 4eB = 0.01. The
k-point is shown in the inset. Here, Tc0 = TMF = 0.196. Tc0 is Tc at B = 0.
remarkably increases with the coupling constant |g|, Tc does not vary so much.
8)
Here, Tc is scaled by the effective Fermi energy εF. By considering the fact, it is naturally
understood that Tc decreases with the doping quantity in the under-doped region. As the doping
quantity decreases, the system approaches to the Mott insulator. Therefore, it should be considered
that the renormalization effect for the effective Fermi energy εF is enhanced with decreasing the
doping quantity. Since Tc/εF is almost independent of the coupling constant |g| in the strong
coupling region, Tc decreases with εF in the under-doped region. Thus, our theory naturally and
appropriately explains the pseudogap phenomena in High-Tc cuprates.
2.2 Magnetic field effects on the pseudogap phenomena
In this subsection, we introduce the magnetic field effect. In this paper, we consider the magnetic
field applied along the c-axis, B ‖ ~c. The main effect of the magnetic fields is the Landau level
quantization for the superconducting fluctuations. It corresponds to the quantization of the orbital
motion of the fluctuating Cooper pairs. The quantization is expressed by the replacement of the
quadratic term of the momentum as q2 ⇒ 4eB(n + 12).
22)
The Landau quantization has the following two important effects. One is the Landau degeneracy
which generally enhances the fluctuations. The Landau degeneracy reduces the dimensionality
of the fluctuations. The other is the suppression of the superconductivity which weakens the
pseudogap. The distance to the critical point increases as t0 ⇒ t0 + 2beB. This corresponds
9
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Fig. 5. (a) The one-particle spectral weight A(k, ω) at k = (pi/5, pi). (b) The density of states ρ(ω). The open
circles show the non-interacting density of states in our model, and the closed circles show the calculated result.
The other parameters are the same as those in Fig.4.
to the energy level of the Lowest Landau level. When considering at the fixed temperature, the
dominant effect is the latter. We can see that the characteristic magnetic field Bch for the pseudogap
phenomena is scaled by the quantity t0/b, that is Bch ∝ t0/b.
33) The ratio b/t0 corresponds to the
square of the GL correlation length ξGL for the superconducting fluctuations, that is, b/t0 = ξ
2
GL.
The magnetic field effects are scaled by the quantity Bξ2GL. Thus, the pseudogap is affected by the
magnetic field according to the magnetic flux penetrating the correlated area ξ2GL.
As we mentioned above, the parameter b is small in the strong coupling case. Moreover, the
fact that the pseudogap phenomena take place in the wide temperature region means that t0 is
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large near the pseudogap onset temperature T ∗. As a result, the characteristic magnetic field Bch
is large, especially near T ∗. In other words, the magnetic field effects are remarkably small in
case of the strong coupling superconductivity. Especially, the onset temperature T ∗ does not vary.
Since ξGL diverges at the critical temperature Tc, the magnetic field effects are sure to appear
near Tc. However, the region in which the effects appear is remarkably small. On the other hand,
in the relatively weak coupling case, the magnetic field dependence is large and T ∗ may vary.
These features well explain the results of the high field NMR measurements including their doping
dependence.18, 19, 20, 21)
Here, we have neglected the Zeeman coupling term. Although the Zeeman coupling term plays
an important role at the low temperature in superconducting state,34) it has only higher order
correction in the fluctuating region. This fact can be simply understood as follows. The lowest
order correction of the Zeeman coupling term on the superconducting fluctuations is the second
order and described as 4eB(n + 12) ⇒ 4eB(n +
1
2 ) +
8
v2 (µB)
2. Here, v is a mean value of the
quasi-particle velocity on the Fermi surface. µ = gµB/2 is the magnetic moment of the electrons.
Here, g is the g-value and µB is the Bohr magneton. Thus, the Zeeman coupling term slightly
weaken the superconducting fluctuations. However, it has only higher order effect with respect to
the magnetic field compared with the Landau quantization. Therefore, the effect of the Zeeman
coupling term is extraordinary small in the weak coupling limit since the typical magnetic field is
small. Also for High-Tc cuprates, it is higher order and remarkably small compared with the effect
of the Landau quantization in the magnetic field of the experimentally relevant order. Actually,
the magnetic field adopted in this paper is the order of eB ∼ 10−2 in our unit. That corresponds
to B ∼ 10Tesla. In this case, the effect of the Zeeman coupling term is higher order than that of
Landau quantization as 10−2. Thus, it is justified to neglect the Zeeman coupling term. Of course,
we cannot neglect the Zeeman coupling term under the extraordinary high magnetic field in the
strong coupling limit. However, such an extreme situation is not realistic. When the magnetic
field is applied perpendicular to the c-axis B ⊥ ~c, effect of the Zeeman coupling term is relatively
important because the coherence length along the c-axis ξc is small.
§3. Magnetic Field Dependence of the NMR Spin-Lattice Relaxation Rate, 1/T1T
In this section, we actually calculate the NMR spin-lattice relaxation rate 1/T1T under the
magnetic field with the recent high field NMR measurements in mind. We calculate 1/T1T by
using the general expression,
1/T1T =
∑
q
|A(q)|2[
1
ω
ImχRs (q, ω) |ω→0]. (3.1)
Here, we neglect the momentum dependence of the hyperfine coupling A(q) for simplicity, which
does not affect the magnetic field dependence of 1/T1T .
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We calculate the spin susceptibility χRs (q, ω) which corresponds to the two-body correlation
function shown in Fig.6.
Fig. 6. The diagram representing the dynamical spin susceptibility χRs (q, ω)
Here, the solid lines are the renormalized Green function GR(k, ω) = (ω − εk − Σ
R(k, ω))−1.
The self-energy ΣR(k, ω) is calculated by using the T-matrix approximation as we described before.
The effects of the superconducting fluctuations are included in the self-energy.
In calculating the self-energy ΣR(k, ω), we linearize the dispersion relation as εk−q = εk−vkq.
This linearization is justified because the only small region around q = 0 contributes to the self-
energy. We replace the quadratic term as q2 ⇒ 4eB(n + 12). This process corresponds to the
Landau level quantization for the superconducting fluctuations.
From eq.(3.1), 1/T1T is expressed as,
1/T1T = −
∑
k,q
∫
dω
π
f ′(ω)ImGR(k, ω)ImGR(k + q, ω)
= −π
∫
dωf ′(ω)ρ(ω)2. (3.2)
Here, f ′(ω) is the differential of the Fermi distribution function. This expression is reduced to
the well-known expression 1/T1T = πρ(0)
2 at T = 0. After all, we calculate the decrease of 1/T1T
by the suppression of the density of states.
Generally speaking, we can consider the Aslamazov-Larkin term (AL term) and the Maki-
Thompson term (MT term) as corrections by the fluctuations on the two-body correlation func-
tion.29, 30) However, the AL term dose not exist in calculating the spin susceptibility χRs (q, ω). We
can understand this fact by considering the spin index for the spin singlet pairing.31, 22) The con-
tribution from the MT term is small in case of the d-wave pairing, and suppressed by the slight
elastic scattering.22) Therefore, we have only to calculate the decrease of 1/T1T by the pseudogap
as the effect of the superconducting fluctuations.
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Of course, we have to take account of the anti-ferromagnetic spin-fluctuations in order to describe
the whole temperature dependence of 1/T1T . 1/T1T increases owing to the anti-ferromagnetic spin
fluctuations in the normal phase (T > T ∗), and decreases owing to the superconducting fluctuations
in the pseudogap phase (T ∗ > T > Tc). Generally speaking, the magnetic field is considered to
have a great effect on the superconducting fluctuations, while the effect on the spin-fluctuations
is comparatively small. Because we pay attention to the magnetic field dependence in this paper,
we have only to calculate the decrease of 1/T1T due to the superconducting fluctuations and its
magnetic field dependence. Actually, the misinterpretation for the experimental results is caused
by the loss of the understanding of the magnetic field effect on the superconducting fluctuations in
case of the strong coupling superconductivity. Our calculation gives a clear understanding about
the magnetic field dependence of the pseudogap phenomena.
Even if the effect of the exchange enhancement is taken into account, the results for the magnetic
field effect do not change, qualitatively. At the last of this section, we definitely calculate the effect
of the exchange enhancement within the random phase approximation (RPA). Qualitatively, the
same results are given there.
The calculated results are shown in Fig.7, 8 and 9. In all figures, the magnetic field is varied as
4eB = 0.01, 0.02, 0.05 and 0.1 in our unit. The horizontal axis is the temperature scaled by the
zero-field critical temperature Tc0. All results can be understood by considering the characteristic
magnetic field, as we have mentioned in the previous section,
Bch ∝ t0/b = ξ
−2
GL. (3.3)
The results for the relatively weak coupling case g = −0.5 are shown in Fig.7. In this case, only
the weak pseudogap is observed in the narrow temperature region. We consider that this case cor-
responds to the slightly over-doped or optimally-doped cuprates. The magnetic field dependence of
1/T1T is clearly observed and T
∗ varies. These behaviors are consistent with the NMR experiments
in the slightly over-doped cuprates.21)
In case of g = −0.8, the magnetic field dependence is small since the parameter b decreases(Fig.8).
In particular, 1/T1T is almost independent of the magnetic field near the onset temperature T
∗
where the parameter t0 is large. On the other hand, the magnetic field dependence can be observed
in the vicinity of the critical temperature Tc, since t0 is small there.
We can see the different magnetic field dependences of the density of states according to the
distance to the critical point (Fig.9). The magnetic field effect is visible in the density of states
just above Tc (Fig.9(a)). The density of states at the low energy are recovered with increasing the
13
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Fig. 7. The calculated results for 1/T1T under the various magnetic field 4eB = 0.01, 0.02, 0.05, 0.1. The weak
pseudogap case g = −0.5.
magnetic field. On the other hand, the effect is almost invisible when the temperature is apart
form Tc (Fig.9(b)).
The results for the considerably strong coupling case g = −1.0 is shown in Fig.10. In this case,
the strong pseudogap anomaly exists in the wide temperature region. The magnetic field effects
become still smaller. The magnetic field dependence is narrowly observed in the vicinity of Tc.
We consider that these strong coupling cases correspond to the under-doped cuprates. These
behaviors well explain the experimental results in the under-doped cuprates.18) The weak effect
in the vicinity of Tc is also observed in the experimental results. Thus, the interpretation of the
experimental results as a negative evidence for the pairing scenario is inappropriate.
The strength of the superconducting coupling is indicated by the ratio Tc/εF. The ratio increases
due to the mass renormalization by the electron-electron correlation. It should be considered
that the mass-renormalization is enhanced with decreasing the doping quantity. The attractive
interaction becomes strong at the same time, since the anti-ferromagnetic spin fluctuations are
enhanced. Therefore, it is expected that the superconductivity becomes the strong coupling as the
doping quantity decreases. Thus, the strength of the superconducting coupling naturally changes
with the doping in accordance with our expectation.
It should be noticed that the change of the magnetic field effects is continuous from weak to strong
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Fig. 8. The calculated results for 1/T1T under the magnetic field. The magnetic field is the same as that in Fig.7.
The relatively strong pseudogap case g = −0.8.
coupling. In other words, the calculated results explain the NMR measurements continuously
and entirely from over-doped to under-doped cuprates. Therefore, the recent high field NMR
measurements including their doping dependence are regarded as an affirmative evidence for the
pairing scenario.
In order to confirm the effect of the Landau degeneracy to enhance the fluctuations, we show the
Fig.11. In Fig.11, the horizontal axis is scaled by the critical temperature under the magnetic field
TcH. By keeping the distance to the critical point, we can remove the effect of the suppression of
the superconductivity. Therefore, we can see the effect of the Landau degeneracy.
The results show that 1/T1T decreases with increasing the magnetic field. It is because of the
Landau degeneracy. The Landau degeneracy enhances the superconducting fluctuations and make
the pseudogap stronger. Then, 1/T1T is still more reduced. Therefore, even in the rather weak
pseudogap case, the pseudogap may be observed clearly under the high magnetic field. In other
words, the magnetic field makes the pseudogap visible in more over-doped cuprates.
At the last of this section, we consider the effect of the exchange enhancement. The exchange
enhancement is taken into account within the random phase approximation (RPA). The basic
results about the magnetic field effects are not changed. However, it is definitely shown that the
peak of 1/T1T (T = T
∗) does not change in the strong coupling case, while the peak changes in the
weak coupling case. The dynamical spin susceptibility χRPA(k, ω) calculated by RPA is expressed
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Fig. 9. The magnetic field dependence of the density of states. Here, g = −0.8 and Tc0 = 0.1407. The magnetic
field is varied as 4eB = 0.01, 0.05, 0.1. (a) in the vicinity of Tc, T = 0.141 (b) apart from Tc, T = 0.15
as follows.
χRRPA(q, ω) =
χR0 (q, ω)
1− UχR0 (q, ω)
, (3.4)
χ0(q, iωn) = −T
∑
k,ωm
G(k, iωm)G(k + q, iΩm + iωn).
(3.5)
We fix U = 1.5 afterward. 1/T1T is calculated by eq.(3.1). Here, we take into account the
momentum dependence of the hyperfine coupling |A(q)|2 = 12 [{A1 + 2B(cos(qx) + cos(qy))}
2 +
{A2 + 2B(cos(qx) + cos(qy))}
2]. The hyperfine coupling constants A1, A2 and B is evaluated as
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Fig. 10. The calculated results for 1/T1T under the magnetic field. The magnetic field is the same as that in Fig.7.
The strong pseudogap case g = −1.0.
A1 = 0.84B and A2 = −4B.
35) The following results are not affected by the choice of the parameters,
qualitatively.
The calculated results are shown in Figs.12 and 13. In the high temperature region, 1/T1T is
enhanced owing to the exchange enhancement. Near the critical temperature, 1/T1T is reduced
owing to the superconducting fluctuations. As a result, 1/T1T shows its peak at T = T
∗ above Tc.
It is a well-known pseudogap phenomenon in NMR measurements.
In the weak coupling case g = −0.5 (Fig.12), the magnetic field effect is clearly observed. T ∗ is
lowered by the magnetic field. On the other hand, in the relatively strong coupling case g = −0.8
(Fig.13), the magnetic filed effect is remarkably small. T ∗ is not changed by the magnetic field.
1/T1T shows the magnetic filed dependence only in the vicinity of the critical temperature Tc.
These features are the same as those derived by the calculation without the effect of the exchange
enhancement.
The results for the spin-echo decay rate 1/T2G are shown in the inset of Figs.12 and 13. 1/T2G
is calculated by the following expression.
1/T 22G =
∑
q
[|A‖(q)|
2ReχRs (q, 0)]
2 − [
∑
q
|A‖(q)|
2ReχRs (q, 0)]
2. (3.6)
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Fig. 11. The results for 1/T1T in which the temperature is scaled by the critical temperature under the magnetic
field TcH. The magnetic field is the same as that in Fig.7. Here, g = −0.8.
Here, the dynamical spin susceptibility is calculated by RPA, and |A‖(q)|
2 = {A2+2B(cos(qx)+
cos(qy))}
2.35) 1/T2G shows the pseudogap phenomena. However, the effect of the pseudogap on
1/T2G is weaker than that on 1/T1T . The pseudogap appears in the narrower temperature region.
1/T2G shows its peak below the pseudogap onset temperature T
∗ in 1/T1T . These results are
consistent with the experimental results.36)
These results indicate that the effects of the pseudogap are weak on the real part of the spin
susceptibility rather than on the imaginary part at the low frequency. The dissipation (imaginary
part) directly reflects the low energy density of state. However, the static property (real part) does
not necessarily so. In other wards, the pseudogap suppresses the weight of the spin susceptibility
at low frequency. However, the effect on the total weight is rather small. In particular, the d-wave
pseudogap only weakly affects the real part near the anti-ferromagnetic wave vector q = (π, π).
The momentum dependence of the hyperfine coupling A‖(q) still more weaken the effect of the
pseudogap on 1/T2G. The above features are in common with the superconducting state.
37) That
is natural because the pseudogap and the superconducting gap have the same dx2−y2-wave form.
The magnetic field dependence of 1/T2G has the same features as those of 1/T1T .
§4. Transport in the Pseudogap Phase
In the previous sections, we have paid attention to the NMR spin-lattice relaxation rate 1/T1T
and its magnetic field dependence in the pseudogap phase. Besides that, the pseudogap affects
many other measurements. These effects may be understood by considering the suppression of the
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Fig. 12. The results for 1/T1T including the effects of the exchange enhancement. The weak pseudogap case
g = −0.5. the magnetic field is varied as 4eB = 0.01, 0.02, and 0.03 in our unit. The inset shows the results for
1/T2G
one-particle spectral weight and that of the low frequency anti-ferromagnetic spin fluctuations.8)
In particular, the transport phenomena are enough interesting to be discussed here, because they
reflect the characteristic momentum dependences of High-Tc cuprates and the relationship between
the spin fluctuations and the superconducting fluctuations. The following qualitative discussion
deserves to be described here, because there is no explicit calculation based on our understanding.
First, we describe how the transport phenomena in under-doped cuprates are understood in the
normal phase (T > T ∗). They are anomalous at a glance. However, we can understand them by
considering the magnetic interaction caused by the anti-ferromagnetic spin fluctuations.26, 38) The
momentum dependence of the lifetime of quasi-particles is important to understand the transport
properties. The momentum dependent lifetime is due to the scattering by the anti-ferromagnetic
spin fluctuations.25, 26)
’Hot spot’ means the part of the Fermi surface in which εk = εk+Q. Here, Q is a anti-
ferromagnetic wave vector Q = (π, π). At ’hot spot’, quasi-particles suffer an immediate scattering
by the anti-ferromagnetic spin fluctuations at q = Q. ’Cold spot’ is the area on the Fermi surface
far from ’hot spot’. There, quasi-particles do not suffer the immediate scattering. Therefore, the
lifetime is long at ’cold spot’ and short at ’hot spot’.
This momentum dependent lifetime is a general property of the systems with anti-ferromagnetic
spin fluctuations.39) For High-Tc cuprates, ’hot spot’ is located near (π, 0) and its symmetric points.
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’Cold spot’ is located near (π/2, π/2). At the same time, the pseudogap is large at ’hot spot’ and
small at ’cold spot’ because of its dx2−y2-wave shape.
’Hot spot’ does not contribute to the in-plane conductivity, because the conductivity is almost de-
termined by the most easily flowing quasiparticles. The in-plane conductivity is mainly determined
by ’cold spot’. The quasiparticles at ’cold spot’ are sure to have the T 2-damping rate at the low
temperature limit which is consistent with the conventional Fermi liquid theory. However, they have
the T -linear damping rate above the relatively low crossover temperature (T > Tcr). It is because
of the low energy magnetic excitations. The transformation of the Fermi surface which leads to a
form more appropriate to the nesting reduces the crossover temperature Tcr. The transformation
itself is due to the anti-ferromagnetic spin fluctuations.26) As a result, the in-plane resistivity shows
a T -linear law in the normal phase (T > T ∗ > Tcr). It should be noticed that T -linear resistivity
is not due to the Curie-Weiss law χs(Q) ∝ 1/(T + θ), or 1/T1T ∝ 1/(T + θ). The calculations
inappropriately treating the momentum dependent lifetime attribute the T -linear resistivity to the
Curie-Weiss law.24, 40) For example, the approximate relation between the in-plane resistivity ρab
and 1/T1T , ρab ∝ T
2/(T1T ) is derived.
40) If appropriately considering ’hot spot’ and ’cold spot’,
the T -linear resistivity is realized more generally, but in more high temperature region.26) This
generality is important to understand the T -linear in-plane resistivity in the pseudogap phase.
The other important character of High-Tc cuprates is a momentum dependence of the interlayer
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hopping matrix element t⊥(k). The band calculation has shown that the dispersion along the c-axis
is large at ’hot spot’ and is nearly 0 at ’cold spot’.41) t⊥(k) is approximately expressed as
41, 42)
t⊥(k) ∝ (
coskx − cosky
2
)2. (4.1)
Since the quasiparticle velocity along the c-axis is nearly 0 at ’cold spot’, ’cold spot’ does not
contribute to the c-axis conductivity. On the other hand, the contribution from ’hot spot’ is
reduced by the short lifetime, in spite of the large velocity along the c-axis. As a result, the c-axis
transport becomes incoherent. Thus, we can understand the coherent in-plane conductance and
the incoherent c-axis conductance at the same time.26)
The momentum dependent lifetime enhances the Hall coefficient R = σxy/σ
2
xxH.
26) However,
the vertex correction plays a more important role for the Hall coefficient.38) It is because of the
momentum derivative of the total current Jν in the general formula given by Kohno and Yamada.
43)
The Hall coefficient is strongly enhanced by the vertex correction. In the conventional metals, the
vertex correction gives only an constant factor arising from the Umklapp scattering and has no
significant effect.44) The significance of the vertex correction is also due to the anti-ferromagnetic
spin fluctuations. The vertex correction is not so important for the longitudinal conductivity even
in the systems with spin fluctuations.38)
Here, we consider the transport phenomena in the pseudogap phase. The main effects of the
pseudogap on the transport phenomena are the following two points. One is the pseudogap itself.
The other is the suppression of the anti-ferromagnetic spin fluctuations.
Because of the singlet pairing correlation, the low frequency part of the anti-ferromagnetic spin
fluctuations is expected to be suppressed. Indeed, NMR measurements show the suppression
of (T1T )
−1 and (T2G)
−1.2, 36, 45) The low frequency part of the anti-ferromagnetic spin fluctua-
tions causes the quasiparticle damping. Therefore, the quasiparticle damping due to the anti-
ferromagnetic spin fluctuations is immediately affected by the pseudogap.
As is shown in §2, the imaginary part of the self-energy due to the superconducting fluctuations,
ImΣR(k, ω) is remarkably large in the pseudogap phase. The large imaginary part leads to the
pseudogap near (π, 0). Therefore, the contribution to the conductivity from the quasiparticles near
(π, 0) is remarkably suppressed by the pseudogap itself. However, quasiparticles at ’hot spot’ do not
contribute to the in-plane conductivity from the beginning. The in-plane conductivity is determined
by the contribution from ’cold spot’. Therefore, the pseudogap itself is not important for the in-
plane conductivity. The suppression of the anti-ferromagnetic spin fluctuations slightly reduces the
scattering at ’cold spot’. Quasiparticles at ’cold spot’ are not affected by the strong scattering due
to the spin fluctuations at q = Q. Therefore, the effect of the suppression of the anti-ferromagnetic
spin fluctuations is small at ’cold spot’ rather than at ’hot spot’. As a result, the in-plane resistivity
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slightly deviates downward and keep the T -linear law.26) This behavior is observed in many under-
doped compounds and the downward deviation coincides with the pseudogap.4) Thus, the T -linear
resistivity generally appears owing to the low frequency magnetic excitations. The T -linear law in
the pseudogap phase can not be understood by the phenomenological relation, ρab ∝ T
2χs(Q) or
ρab ∝ T
2/(T1T ).
On the other hand, the pseudogap itself has more drastic effect on the c-axis conductivity. The
c-axis conductance is determined by the contribution from the vicinity of (π, 0). Quasiparticles near
(π, 0) decrease the contribution to the c-axis conductivity owing to the pseudogap. The pseudogap
is large there. Therefore, the c-axis conductivity is remarkably suppressed by the pseudogap. This
effect is confirmed within the formalism in this paper. We calculate the c-axis resistivity by using
the Kubo formula and neglecting the vertex correction. The c-axis conductivity is expressed as
σc(T ) = de
2
∑
k
t2⊥(k)
∫
dω
π
(−f ′(ω))ImGR(k, ω)ImGR(k, ω). (4.2)
Here, d is the interlayer distance. We normalize the conductivity by the constant factor de2. The
calculated result is shown in Fig.14. The c-axis resistivity shows the semi-conductive behavior near
the critical point Tc. It is because the scattering due to the superconducting fluctuations becomes
remarkable with approaching the critical temperature.
0.15 0.20 0.25
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Fig. 14. The normal state c-axis resistivity ρc. Here, g = −0.8.
Thus, we can understand the drastic increase of the c-axis resistivity in the pseudogap phase,
while the in-plane resistivity changes only a little.
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Because of the momentum dependence of the hopping matrix element, the c-axis transport reflects
the electronic state near (π, 0). Therefore, we can see the pseudogap by observing the c-axis optical
conductivity,3) while the in-plane optical conductivity does not clearly indicate the pseudogap.
For the Hall conductivity, both two points play an important role. Because of the suppression
of the spin fluctuations, the enhancement of the Hall coefficient due to the spin fluctuations is
reduced. Moreover, since the vertex correction is large around ’hot spot’,38) the pseudogap itself
affects the vertex correction. The pseudogap opens at ’hot spot’ and reduces the effects of the
vertex correction. Due to the two effects, the Hall coefficient is reduced and shows its peak in the
pseudogap phase.
These results well explain the observed transport phenomena in the pseudogap phase.4) Thus, the
transport phenomena in the pseudogap phase is naturally understood by considering the dx2−y2-
wave pseudogap.
§5. Summary and Discussion
In this paper, we have shown that the pairing scenario based on the strong coupling supercon-
ductivity well explains the effects of the magnetic field on the pseudogap phenomena in High-Tc
cuprates.
We have shown in the previous paper8) that the pseudogap phenomena are properly described
as a precursor of the superconductivity under the reasonable conditions. In this paper, we have
used the same formalism for calculating the single-particle self-energy and introduce the magnetic
field effects thorough the Landau level quantization. We explicitly calculated the NMR spin-lattice
relaxation rate 1/T1T to compare the obtained results with the results of the recent high field NMR
measurements.
The dominant effect of the Landau quantization is the suppression of the superconductivity,
while the Landau degeneracy itself enhances the superconducting fluctuations. From the simple
discussion, we can see that the characteristic magnetic field is scaled as Bch ∝ t0/b = ξ
−2
GL. Actu-
ally, the calculated results support this behavior. In the relatively weak coupling case, the weak
pseudogap is observed in the narrow temperature region. Then, the characteristic magnetic field
is small and the magnetic field effects are visible. On the other hand, in the strong coupling case
where the pseudogap is observed in the wide temperature region, the characteristic magnetic field
is large. In particular, it is remarkably large near the onset temperature T ∗. Therefore T ∗ is almost
independent of the magnetic field. The magnetic field effects are visible only in the vicinity of the
critical temperature Tc. It should be noticed that the characteristic magnetic field Bch near T
∗ is
different from that near Tc. When the pseudogap phenomena take place at T
∗, the superconducting
correlation length ξGL is still short. Therefore, the pseudogap is not so affected by the magnetic
field near T ∗.
By considering that the effective Fermi energy εF decreases and the attractive interaction in-
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creases with decreasing the doping quantity, the calculated results well explain the high field NMR
measurements including their doping dependence. The explanation is continuous from over-doped
to under-doped cuprates.
There is an interpretation that the magnetic field independence of the pseudogap phenomena
in under-doped cuprates is an evidence denying the pairing scenarios for the pseudogap.18) How-
ever, the pairing scenario based on the strong coupling superconductivity naturally explains the
experiments including their doping dependence.
Moreover, the continuous understanding in the phase diagram rather support the pairing sce-
nario. In the pseudogap phase, the self-energy correction due to the superconducting fluctuations
is a common mechanism in reducing the density of states and 1/T1T . Because the pseudogap phe-
nomena continuously take place from slightly over-doped to under-doped cuprates, their magnetic
field dependences should be continuously understood. The pseudogap becomes strong as the doping
quantity decreases. The magnetic field dependence of the weak pseudogap case can be understood
within the conventional weak coupling theory for the superconducting fluctuations.22, 21) Our the-
ory is an extension of the theory. This fact indicates the correctness of our description for the
pseudogap phenomena in under-doped cuprates based on the strong coupling superconductivity.
On the other hand, it is not clear whether the magnetic origin may be consistent with the
magnetic field dependence, especially in the weak pseudogap case. It is because the magnetic
exchange coupling J is the order of J ∼ 1000K and the applied magnetic field is the order of
µBB ∼ 10K.
Moreover, we have discussed the transport phenomena in the pseudogap phase. Generally
speaking, the transport phenomena in the normal phase are explained by the effects of the anti-
ferromagnetic spin fluctuations. We have shown that the transport coefficients in the pseudogap
phase are naturally understood by considering the characteristic momentum dependences of both
the spin- and the superconducting fluctuations in addition to the momentum dependence of the
c-axis transfer matrix. The c-axis conductivity is mainly determined by the region near (π, 0).
Therefore, the c-axis transport directly reflects the pseudogap. We have definitely shown the re-
markable increase of the c-axis resistivity in the pseudogap phase.
Here, we give a brief discussion on the self-consistent calculation. In the self-consistent calculation
the pseudogap is described in a similar way. The fundamental picture does not change also in
the self-consistent calculation, although the renormalization effects on the TDGL parameters exist.
However, the self-consistent T-matrix calculation is one of the methods introducing the criticality of
the superconducting fluctuations. This effect corresponds to the forth order term in the Ginzburg-
Landau description. The forth order term in the Ginzburg-Landau action is expressed by the
diagram shown in Fig.15. This term indicates the repulsive interaction between the fluctuating
Cooper pairs (that is the mode coupling term).
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Fig. 15. The diagram representing the repulsive interaction between the fluctuating Cooper pairs. The wavy and
solid lines represent the propagator of the fluctuating Cooper pairs and that of the fermions, respectively.
The effect of this term is included in the self-consistent calculation at least in the level of the
Hartree-Fock approximation. Thus, the criticality of the superconducting fluctuations is intro-
duced. The criticality makes the magnetic field dependence still smaller. To put it in detail, in the
self-consistent calculation, t0 depends on the magnetic field. As the magnetic field suppresses the
pseudogap, t0(B) is reduced. Therefore, the distance to the superconductivity t0(B) + 2beB varies
more slowly than t0(0) + 2beB. Thus, the magnetic field dependence is reduced by the criticality.
Anyway, the strong coupling superconductivity is the essential factor for the magnetic field inde-
pendence, as we described in this paper. The existence of the wide critical region is a result of the
strong coupling superconductivity.
The more systematic measurements of the magnetic field dependences in the various doping rate
will be an important verification to determine the origin of the pseudogap in High-Tc cuprates.
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