Abstract: This study investigated the extent to which audiovisual speech integration is special by comparing behavioral and neural measures using both speech and non-speech stimuli. An audiovisual recognition experiment presenting listeners with auditory, visual, and audiovisual stimuli was implemented. The auditory component consisted of sine wave speech, and the visual component consisted of point light displays, which include point-light dots that highlight a talker's points of articulation. In the first phase, listeners engaged in a discrimination task where they were unaware of the linguistic nature of the auditory and visual stimuli. In the second phase, they were informed that the auditory and visual stimuli were spoken utterances of /be/ ("bay") and /de/ ("day"), and they engaged in the same task. The neural dynamics of audiovisual integration was investigated by utilizing EEG, including mean Global Field Power and current density reconstruction (CDR). As predicted, support for divergent regions of multisensory integration between the speech and nonspeech stimuli was obtained, namely greater posterior parietal activation in the non-speech condition. Conversely, reaction-time measures indicated qualitatively similar multisensory integration across experimental conditions.
INTRODUCTION
This study investigated the spatio-temporal dynamics of audiovisual integration in speech recognition, compared to non-speech stimuli that employed identical temporal dynamics as well as acoustic and visual characteristics. While speech recognition in normal-hearing individuals relies heavily on auditory processing, research on the multimodal aspects of language perception has long established the influence of the visual signal on recognition, and the level of enhancement that results from the presence of the signal [1] [2] . One of the most studied phenomena in multimodal perception relates to audiovisual enhancement. In the context of word, syllable, or sentence recognition, enhancement denotes the level of gain in accuracy experienced when the listener is able to see the talker's face [2] [3] [4] . Audiovisual enhancement is most noticeable under poor listening conditions and low auditory signal-to-noise ratios (S/N) (e.g., [2, 5] ) and often in individuals with hearing loss [6] . Evidence also indicates that visual speech information does provide some benefit under relatively good listening conditions [2] (cf. [7] ).
Another example of the influence of visual speech information on auditory processing is the McGurk effect [1] . The McGurk effect and other related perceptual fusions occur when the conflicting visual signal influences the semantic content of the auditory percept. The McGurk effect occurs, for example, when listeners are presented with a talker articulating an auditory /ba/ dubbed over a visually articulated "ga", which leads to the fusion of "da" or "tha". This effect *Address correspondence to this author at the Idaho State University, Dept. of Communication Sciences and Disorders, 921 S. 8th Ave., Pocatello, ID 83209, USA; Tel: 208-282-2741; Email: altinich@isu.edu has been attributed to the integration of phonetic information, and the cross-modal inhibitory influence that visual information may have on conflicting auditory processes [8] [9] . Likewise, other research has reported cases in which the listener may perceive the visual stimulus when the auditory and visual components of the signal mismatch [10] . Taken together, audiovisual enhancement and perceptual fusions may be thought of as audiovisual integration.
The purpose of this study was to examine the extent to which audiovisual speech integration differs from integration for non-speech stimuli. First, audiovisual enhancement will be measured behaviorally by comparing capacity (a reactiontime measure) across "speech" versus "non-speech" conditions. Capacity assesses "efficiency" or energy expenditure and has recently been used to assess the extent to which individuals efficiently combine speech information from different modalities [7, 11, 12] . By hypothesis, qualitatively similar levels of energy expenditure (capacity) are predicted for speech and non-speech stimuli [7, 13] . Specifically, multisensory integration may be inefficient, particularly in high accuracy settings (see [14] for discussion of "inverse effectiveness").
Speech and non-speech stimuli may elicit qualitatively similar capacity levels, although different brain circuits may be involved in processing different stimulus types. Audiovisual speech and non-speech integration will be examined neurologically using EEG current density reconstruction (CDR) to uncover potential differences in underlying patterns of neural activation. The prediction here is that audiovisual activation patterns should be observed across a distributed network of brain regions extending beyond STS. Predicted brain areas involved in multisensory integration include: inferior/posterior frontal, temporal and parietal ar-eas, and the supramarginal gyrus (SMG) [15] . A subsidiary hypothesis, based on recent fMRI findings comparing BOLD activation for audiovisual speech to non-speech stimuli (e.g., tools such as a paper-cutter or a hammer [13] ), is that nonspeech will activate different brain circuits than speech stimuli, including broader posterior regions of the temporal and parietal lobe in the early stages of processing ( Fig. 5 from the discussion). Capacity and CDRs will be discussed in conjunction with mean Global field power (mGFP).
This study shall assess integration when listeners perceive auditory and visual stimuli as acoustic-phonetic gestures [16] , and also when they perceive the same exact events as non-speech. Speech and non-speech mode can be evoked by sine wave speech replicas of natural speech [17] . Sine wave speech uses sinusoidal pulses to trace the formants of speech, although it lacks cues relevant to natural speech such the broadband formant structure. In a study investigating differences between audiovisual speech and non-speech integration, Toumainen and colleagues paired sine wave and natural speech tokens with congruent and incongruent visual articulations of the utterances [18] . They observed that integration (the perception of the visual portion of the stimulus) typically occurred when listeners perceived the auditory stimulus as speech. This contributed to the interpretation that multisensory speech perception is special because it fundamentally differs in measureable ways, both behaviorally and/or in terms of neural activation patterns, from other cognitive processes.
Using sine wave speech as non-speech controls is vital for this study because it contains the same physical properties as the speech stimuli. The difference between the speech and non-speech conditions therefore hinges on the participants level of awareness; only in the speech condition are phonetic and language representations engaged to perform the task. Previous studies comparing differences in behavioral responses and neural activation patterns for speech and non-speech stimuli have utilized non-speech controls that have vastly different bottom-up properties than linguistic stimuli [13] .
Capacity: Measuring Audiovisual Integration using Reaction Time
The ability to combine cues from different modalities can be assessed by using a measure of capacity. Capacity constitutes a cumulative measure of work competed in which audiovisual processing speed can be compared to the processing speed in the auditory and visual only conditions [7] [11, 28] . Capacity is assessed using the coefficient C(t) [7] . This constitutes a probabilistically defined RT measure, in which parallel independent processing establishes benchmark for multisensory enhancement. As we shall see, capacity compares the RT distribution from trials where auditory and visual cues are presented to the RT distributions from trials where either auditory-only or visual-only information is present; these latter "unisensory" cases constitute the parallel independent predictions. The capacity function uses the entire distribution of responses at the level of the integrated hazard function. The integrated hazard function is defined as:
The term f(t) denotes the probability density function of RTs, and S(t) represents the survivor function-representing the probability that a response has not yet occurred by a certain time (S(t) = 1 -F(t)). Finally, h(t) gives the probability of a response in the next instant, given that a response has not yet occurred [28] .
The use of capacity is advantageous compared to mean RTs or mean accuracy for several important reasons, making it an optimal measure to describe audiovisual integration. First, it uses integrated hazard functions. Hazard functions provide several advantages over means [12] , and also better capture the notion of efficiency, and ultimately integration. Hazard function can be interpreted in terms of the instantaneous amount of work completed, and integrated (i.e., cumulative) hazard function used in the capacity measure indicate the total amount of work completed by a certain time. One exemplary motivation for using capacity in conjunction with neural-based measures has emerged in data showing that capacity is a superior predictor of the performance of neural circuits underlying memory (compared to mean accuracy) [46] . Wenger and colleagues carried out a study using capacity (RTs) to assess performance in an episodic cued memory. The authors observed that the performance of a computational model of a hippocampal circuit, as a function of different levels of degradation, was a superior predictor of capacity in normal aging individuals versus those with mild cognitive impairment or dementia of the Alzheimer's type.
Townsend and Nozawa [11] derived the benchmark capacity coefficient for tasks in which observers were presented with 0, 1, or 2 target stimuli and have to respond if either 1 or 2 stimuli are present. For present purposes, if we let H AV (t) denote the integrated hazard function obtained from audiovisual trials, and let H A (t) and H V (t) signify the integrated hazard functions obtained from the auditory-only and visual-only trials, respectively. The capacity coefficient, C(t), is defined in equation 1:
Yet another significant advantage of C(t) lies in the ability to distinguish certain types of processing. The term in the denominator corresponds to the predictions of a parallel independent race model [19] . First, deviations from C(t) = 1 indicate that independence has been falsified-this could be due to limitations in processing resources, cross-channel interactions [21] or co-activation [11, 19] . However, for coactivation to be diagnosed capacity must be much greater than a value of "1" [28] . The C(t) function therefore provides a useful non-parametric measure of integration efficiency in a variety of settings, with three possible outcomes and model-based interpretations.
1. C(t) can be greater than 1 at time t, indicating faster RT and thus more work completed in the audiovisual condition compared to the auditory-and visual-only conditions. This points to efficient integration since RTs in the audiovisual condition are faster than would be predicted by independent race models.
C(t)
can of course be less than "1" at a certain time point, pointing to slower RTs in the audiovisual condition compared to the unimodal conditions, and therefore inefficient audiovisual integration.
3. Third, C(t) can equal to 1 at time t, indicating that audiovisual recognition is neither faster nor slower than parallel independent model predictions.
Neural Assessments of Integration

Mean Global Field Power
The EEG measures will include analyses of mean global field power (mGFP) for each individual participant. mGFP represents the standard deviation across electrodes at a given time point [47] . In general, larger mGFP values at a given time point indicates the presence of a specific underlying neural component. An important aim of this study is to quantitatively and qualitatively relate mGFP to capacity. As one example, if C(t) >1, greater mGFP in the AV stimulus compared to the maximum of the A (or V-only) may be observed. Alternatively, capacity and mGFP may be inversely related.
Source Reconstruction
Cortical source reconstruction was carried out using Curry ® 6.0 Neuroscan (TX) software in order to examine the extent to which auditory, visual, and audiovisual activation patterns conform to predictions regarding the spatial distribution of brain regions involved in processing of audiovisual stimuli. A major advantage of CDR analysis over most dipole reconstruction schemes is that it provides a more accurate description of the extent of activation (although cf. [15] [24] for discussion concerning shortcomings of using CDR analyses). The approach described here was designed to replicate the procedures implemented by Bernstein and colleagues for CDR of ERP data [15] . This was done specifically to identify neural activation patterns for audiovisual integration. For consistency between studies, a similar volume conductor specification (three shell spherical head model) was implemented.
The CDR activation patterns, shown later, display the results of a weighted group average of the ERP signals. CDR analysis was carried out by utilizing the "minimum norm least squares algorithm" to stabilize the solution. This particular criteria explains the field of activity through the source configuration that minimizes power. The minimum norm least squares algorithm allows for the detection of regularization parameters (inverse of the S/N ratios observed in the data, see e.g., [48] ). The algorithm was applied to the ERP data across the interval of 52-220 ms because this time interval spanned the major activation peaks in the mean global field power that appeared in each of the stimulus types. Results were computed at 8ms time steps. The volume conductor specification included a three shell spherical head model with an outer radius of 9 cm. Electrode positions on the spherical head model were estimated using the 3-dimensional coordinates of a GSNHydrocel 128 electrode array which were input into Curry. Results and analyses of activation patterns were confined to a segmented brain provided by Curry (see also [15, 49] ). Finally, solutions were obtained using a common threshold across each condition. 1 
MATERIALS AND METHODOLOGY
The following study shall explore integration more thoroughly by taking into account statistically motivated behavioral measures in conjunction with EEG data. This experiment utilized an identification task employing sine wave and point light stimuli that one can perceive as either speech or non-speech auditory and visual events. This study will allow for the direct comparison of multisensory processing for speech, to integration for controlled non-speech stimuli. Behavioral analyses of integration (C(t)), combined with source localization methods (current density reconstruction, CDR, from ERP data) similar to Bernstein et al. shall be carried out [15] . CDR and EEG data will provide a valuable time based neural measure that may serve as a covariate of behavioral measures such as C(t).
Participants
Data were obtained from four right-handed college-aged participants (2 female) with a mean age of 22 were recruited from The University of Oklahoma, Norman campus. Participants were presented with eight blocks of auditory-only, visual-only, and audiovisual trials over the course of four separate days within a one week period. Each experimental session (two blocks per day) lasted approximately 45-50 minutes. All of the participants reported having normalhearing and normal or corrected vision. Participants were native speakers of American English. This study was approved by the University of Oklahoma Institutional Review Board (IRB).
Stimuli
Visual Component
The visual portion of the stimulus consisted of point light digitized videos of two female talkers saying the syllables /be/ (pronounced "bay") and /de/ ("day"). Point light displays consist of green fluorescent dots arranged on the talker's articulators (e.g., teeth, jaw, and facial muscles), and appear similar to a pattern of moving dots [22] . Participants who are unfamiliar with point light displays perceive them as a moving pattern of dots, and not a talker saying a word until they are informed about the true content of the stimuli. None of the four participants were aware that the pattern of dots contained linguistic information at the onset of the study.
The videos were recorded at a rate of 30 frames/second with an approximate duration of 450ms. In order to maintain the ecological relation between visual speech and the auditory signal, visual movement began before the onset of sound (approximately 30 ms). The auditory signal lasted for 270 ms for both stimuli. Each of the stimuli was obtained from the Hoosier Multi-Talker Database [23] . The words were chosen because the stimuli were perceptually similar enough under degraded conditions to produce some errors, but distinct enough to yield high overall accuracy (> 95 % correct). The videos for the two types of stimuli were qualitatively similar, but perceptually distinguishable, particularly in the stimulus onset due to difference in place of articulation between "b" and "d".
Auditory Component
The auditory component of the files was processed as sine wave speech [17] . Sine wave speech uses sinusoids to approximate the amplitude and frequency of natural speech, but removes the acoustic components characteristic of normal speech signals. Before being informed that sine wave speech is speech, listeners typically report hearing "computer beeps". However, after being informed that the signal is speech, the linguistic content of the utterance can typically be decoded.
Procedure
Each subject participated in two within-subject conditions: A non-speech condition, and a speech condition. In the non-speech condition presented over the first two days, listeners were informed that they would be presented with two distinct moving dot and sound patterns. Participants were seated 76 cm from a computer monitor with their chin placed comfortably in a chin rest. Each trial began with a fixation cross appearing in the center of the computer monitor for a random duration on a uniform distribution ranging from 400-700 ms followed by an auditory-only, visual-only, or audiovisual stimulus. Listeners participated in two experimental blocks per day with a brief break in between. Each block consisted of 60 auditory-only, visual-only, and audiovisual trials (30 trials from "bay" and "day") for a total of 180 trials per block, and 360 trials per day. Over the course of the fourday experiment, participants were presented with a total of 1,440 trials with 240 A-only, V-only and AV from the "nonspeech" condition (days 1 and 2), and 240 of each trials type from the speech condition (days 3 and 4). The task required listeners to make categorization judgments in trials in which auditory-only, visual-only, and audiovisual information was presented. The configuration corresponding to the syllable "be" was labeled as "A" (the left mouse button), while the syllable "de" was labeled as "B" (right mouse button). Feedback was provided after each trial ("correct" vs. "incorrect" appearing in the center of the computer monitor for a total of 1,500 ms), and participants were presented with 48 practice trials that were not included in the subsequent data analysis at the beginning of each day. Listeners were instructed to make their response by clicking the appropriate button on the mouse as quickly and as accurately as possible.
In the second study phase occurring on days three and four, participants were informed that the stimuli were actually talkers speaking the words/syllables "bay" and "day". The experimental protocol on days 3 and 4 was identical to days 1 and 2, the only difference was that the participants were informed that the stimuli were speech, and response mapping were relabeled such that the left button became "bay" and the right button became "day". In the speech condition, participants were required to make a button press response corresponding to the word they thought the talker said based on auditory-only, visual-only, and audiovisual speech information. After the initial practice session, each participant reported perceiving both the auditory sinewaves and visual point lights as the spoken words "bay" and "day". Listeners were provided a questionnaire asking what they thought they heard during the first two days of the study. None of the participants reported hearing speech sounds on the first two days of the experiment. Instead, each reported hearing a series of "beeps" or "computer" sounds.
The sequence of events, including the stimuli and trial structure, are shown in (Fig. 1).   Fig. (1) . This figure shows the trial structure, including sample stimuli.
Electrophysiological Recordings
EEG recordings were obtained from a high-density 128-channel electrode array placed on the participant's scalp (NetStation; Eugene, OR). EEG data were collected on each of the four testing days. This was done to improve the same sample size in the data by increasing the number of trials, and thus, the signal-to-noise ratio in the EEG data. Recordings were re-referenced to the Cz electrode in the center of the scalp. One advantages for using Cz as a reference electrode is that it provides equal distances across left and right hemispheres. Eye blinks were monitored with two electrodes placed above and below the eye. Continuous data were recorded and sampled at a rate of 1 kHz. Two electrodes, one located under each eye monitored eye movements, and a set of electrodes placed near the jaw were used for off-line artifact rejection. Channel impedances were maintained at 50 K Ohms or less throughout each session.
After recording, the data were down sampled to 250 Hz. Noisy channels are typically identified by visual inspection and removed; however, none were removed in the course of this study. Trials with ocular artifacts such as eye blinks were removed automatically using a statistical thresholding function in EEGLab (http://sccn.ucsd.edu/eeglab/); over 90% of trials were retained in each condition. Baseline correction 
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+ was carried out using an interval of 100 ms prior to the onset of the stimulus in each condition. Data were averaged into epochs across participants (100 ms prior to stimulus onset until 600 ms post stimulus) and organized by stimulus category: A-only (speech), V-only (speech), AV (speech), Aonly (non-speech), V-only (non-speech), and AV (nonspeech). In the A condition, the epochs were aligned with the onset of the auditory stimulus, in the V condition, with the onset of the visual stimulus, and in the AV, with the onset of the visual stimulus component. The waveforms were filtered from to 30 Hz using an FIR filter in EEGLab. Data from each participant was used to generate the grand averaged waveforms across right and left parietal and temporal electrodes.
RESULTS
Mean accuracy scores were high overall, as predicted. The mean percent correct for the audiovisual speech condition was 95%, and the auditory-only mean accuracy was 97%. Visual-only accuracy was lower with an overall mean accuracy of 72%, reflecting the inherent difficulty associated with visual-only processing, especially under degraded conditions [25, 26] . The non-speech categorization conditions elicited similar accuracy scores for the audiovisual trials (95% correct), and auditory-only trials (96% correct). The mean accuracy for the visual-only trials was once again lower (61% correct), although accuracy was significantly above chance. A paired samples t-test was carried out to assess whether visual-only processing was significantly better in the speech versus the non-speech condition, and we observed a trend toward that effect (t(3) = 2.24, p = .115, SD Speech = .16; SD Nonspeech = .15). While the results from the statistical test were non-significant, perhaps due to the small sample size, there is some evidence that linguistic information associated with the point light (i.e., when they are perceived as speech) displays may facilitate accuracy. 2 Next, the RT and capacity results shall be discussed before investigating the neural activation patterns in the speech and nonspeech conditions. Fig. (2) shows the actual capacity values (y axis), calculated from the RT distribution using Equation 1, across the range of RTs (x-axis). Capacity is shown separately for each of the four participants, where each time bin was 5ms. Interestingly, C(t) generally indicated limited capacity for both speech and non-speech conditions, with values hovering around or slightly above for a large range of RTs [7, 11, 27] . This result points to sluggish RTs in the audiovisual condition compared to parallel race model predictions, perhaps implicating limitations in neural resources or inhibitory cross-channel connections between auditory and visual circuits [7, 9, 11, 21, 28] . Other research on audiovisual recognition under high accuracy settings has shown that listeners typically fail to benefit from the visual signal in terms of RTs, and as a result, often exhibit limited capacity except when the auditory S/N ratio is low [7, 9] . 2 An alternative possibility is that observed differences might be associated with practice. Fig. (2) . Capacity values shown separately for each of the four participants. Capacity is displayed for both speech and non-speech trials in each panel. The closed circles represent the capacity values obtained from the RT distributions in "speech" trials, and the open circles represent the values obtained from the distributions from the 'non-speech' trials. Qualitatively, each participant showed a similar capacity profile, namely limited capacity for multiple time points (C(t) < 1 for both speech and non-speech conditions).
Capacity
A noteworthy result from the capacity analysis was the qualitative similarity between the speech and non-speech results. For both conditions, capacity was limited for all participants at most time points, indicating the lack of ability to take advantage of the visual signal in the time domain. This pattern of results was consistent with previous findings showing similar patterns of audiovisual gain (or lack thereof), between speech and non-speech signals [13] . A paired samples t-test comparing peak capacity values across participants did indicate overall higher capacity values for the non-speech relative to the speech condition (t(3) = 4.92, p = .016). This suggests a greater audiovisual disadvantage in the RT domain when the stimuli were interpreted as speech rather than simpler acoustical events. Interestingly, Stevenson and James [13] showed in an fMRI study that speech and non-speech objects elicit similar levels of inverse effectiveness in the BOLD signal (and accuracy), although on the other hand, portions of the pattern of neural activation were non-overlapping. This latter possibility will be further explored in the CDR results.
Mean Global Field Power
Mean global field power (mGFP) represents a measure of spatial standard deviation, where high global field power indicates similar fields or activation patterns [29] . The mGFP is displayed for the audiovisual, auditory, and visualonly conditions separately for each participant in (Fig. 3A) , while the composite results averaged across participants are shown in 3B. The results from the condition in which the participants were making speech judgments are shown in the left panels, while the right panels show results from the nonspeech categorization judgments. Each condition produced peak activations, with the onsets for the slopes to the largest peaks generally beings observed immediately subsequent Figure 3B . Qualitatively, the results in (Fig. 3B) indicate that the AV mGFP peak is suppressed relative to the A-only in the 52-120 ms time window.
(A) (B) Fig. (3) . A). The Mean Global Field power shown seaparately for each of the 4 participants. The top row shows results for participant 1, the second for participant 2, the third for Participant 3, and the bottom for participant 4. B).The Mean Global Field Power is displayed for the A-only, V-only, and AV conditions for the speech condition (left panel) and non-speech condition (right panel). In each case, the AV mGFP evidenced suppression compared to the A-only peak First, a repeated measures ANOVA revealed that the difference in mGFP peaks between the AV and maximum of the unisensory mGFP peaks (AV vs. max{A, V}) marginally differed between the speech and non-speech conditions. Specifically, the mGFP in the speech condition showed evidence for greater multisensory suppression compared to the nonspeech in that time window (F(1, 3) = 8.41, p = .06) . Second, a Pearson correlation was carried out between multisensory gain, as measured by mGFP in the time window specified above, and maximum capacity values (an established behavioral index of integration [7] ) across speech and non-speech trials. As predicted, the overall change in mGFP was significantly positively correlated with maximum capacity scores (r(7) = .84, p = .008). This result strongly suggests that capacity constitutes a useful behavioral index of integration efficiency in the neural domain. The upshot of these results is that they point to a systematic relationship between C(t) (efficiency in the behavior domain) and mGFP.
Cortical Source Activity: Speech
The results for the CDR activation patterns (shown in Figures 4 and 5) are purely qualitative. Fig. (4) displays the source localization results in terms of CDRs. The left hemispheric results are shown in (Fig. 4A) , and the right in (Fig. 4B) (results are collapsed across consonants "b" and "d" categories as in the other analyses). The results are plotted for the auditory-only, visual-only and audiovisual conditions and are plotted in 8 ms time steps, beginning at 52 ms through 100 ms, and in 20 ms time steps from 120-220 ms [15] . The data represent snapshots of single frames at the specified time points. Down sampling prevented the results from relying on high frequency potentials, and the CDR data were generally stable and showed continuity over time.
A-Only Activity
Temporal activation developed in the cortex between 52-60 ms, and included left hemispheric regions including primary auditory cortex, inferior prefrontal (e.g., Broca's area) and more posterior regions along the sylvian fissure (e.g., around Wernicke's area). Activity persisted in various temporal regions, including inferior prefrontal cortical areas, until approximately 100 ms (Fig. 4A) . Evidence for early activation was observable bilaterally in right temporal regions, but the activation failed to persist for more than 8-16ms (Fig. 3B) . Therefore, the CDR analysis indicates that the peaks in the mGFP (both prior and perhaps subsequent to 100 ms) of the auditory-only signal were mainly driven by left parietal/temporal cortical activity rather than right hemispheric activation. Overall, activation was more extensive and widespread in the left cortical regions compared to right. In summary, auditory activation appeared extensively, although briefly, across frontal and parietal areas. Early activation also spread to speech processing areas, including left frontal/temporal regions that may correspond to Broca's area. Major activation in both hemispheres appears to have been resolved at or around 100 ms (and the right hemisphere prior to 76 ms).
V-Only Activity
The visual-only CDRs suggest consistent activation of diverse processing regions ranging from inferior frontal to the anterior occipital lobe. Activation was observed in areas ranging from visual processing regions in the anterior occipital cortex to temporal association areas. Interestingly, the data show evidence for activation in both left parietal/temporal and inferior frontal activity, adding support to Fig. 3A and right hemispheric in 3B. the hypothesis that visual speech may activate language pathways. These findings are therefore consistent with previous fMRI research showing that silent lip-reading can activate portions of the auditory cortex in language perception tasks [30] (although see [31] ). The band of left cortical activation, ranging from the anterior occipital region to inferior frontal, remained consistently active until approximately 100 ms. This mirrors the time course of activation from the auditory-only condition, although the CDR showed more extensive activation in response to the visual-only condition in occipital cortical regions. The visual-only activation was sparser in the right anterior cortical region, but did show activation patterns across parietal (sensory-motor), temporal, posterior frontal, and occipital areas (Fig. 4B) . The posterior frontal activity persisted through 84 ms, while occipital and some temporal activity persisted through 100 ms. The overall pattern of activity was similar across the left and right cortical lobes, although more extensive areas were activated in the left hemisphere. Similar to auditory-only activity, activation in the visual-only condition appears to be resolved around or slightly post 100 ms.
The CDR results are also supported by the mGFP analyses (left panel Fig. 3B ) showing a pattern of peak activation consistent with the auditory and audiovisual signals. Additionally, the accuracy levels in the visual-only condition indicate that participants were capable of processing the stimuli as language even though accuracy was lower compared to the auditory-only and audiovisual conditions.
AV Activity
Audiovisual activity in the left hemisphere region indicates reduction in activation compared to the auditory and visual-only conditions. Recall that consistent vidence for limited capacity (C(t) < 1) emerged (Fig. 2) , pointing to the possibility that inhibition from visual brain regions constitutes this source of suppression. The greater extent of left hemispheric activation (CDR analysis) indicates that the mGFP was mostly driven by left hemispheric activity. One may observe additional evidence for suppression in the mGFP signals, where the peak from the audiovisual visual signal was suppressed compared to the auditory signal for early times (~60 ms) and the visual signal for later times. The audiovisual activity shows activation in areas consistent with the inferior parietal sulcus (IPS) and parietal cortex, including supramarginal gyrus (SMG), beginning approximately 52-60 ms post-stimulus. The activation in these regions was consistent and spread to areas encompassing the inferior frontal (Broca's area) and areas immediately superior to the sylvian fissure regions. Significant activation in these areas was generally consistent and persisted before dissipating around 100-120 ms. Activation was also observed superior to the sylvian fissure beginning approximately 68 ms in parietal brain regions.
The fact that significant activation was not observed in the STS itself could have resulted from multisensory suppression or inhibition. This hypothesis seems to be supported by the fact that auditory-only activation was observed in anterior regions of the STS from approximately 70, through 100 ms. Alternatively, it is possible that circuits in STS may have only been marginally involved in the processing of multisensory speech stimuli. Significantly, parietal activation for AV stimuli were more extensive in the temporal and IF and SMG regions, and lasted far longer especially compared to auditory-only processing. This implicates the involvement of these circuits in speech integration. One interpretation is that these circuits may have received facilitatory information from visual association areas while temporal sites may have been inhibited (later activity (> 120 ms) appeared minimal).
Right hemispheric results show evidence for a variable pattern of activation that is, not surprisingly, slightly different from the left hemisphere. Small regions of activation began to appear in parietal, temporal, and posterior frontal regions beginning around 60 ms post stimulus. Evidence for minimal activation persisted up until 92-100 ms. The main difference was that visual association areas in the posterior cortex evidenced the greatest and most persistent activation. The right hemisphere showed evidence for occipital activity and bilateral inferior frontal activation beginning around 60 ms and lasting through 76 ms. Overall, a broad band of activation from anterior to posterior regions was observed for auditory, visual, and audiovisual speech stimuli. (Fig. 5A) , and right hemispheric results are shown in 5B. Once again, the results are collapsed against the /be/ "bay" and "day" /de/ categories.
Cortical Source Activity: Non-Speech
A-Only Activity
Perceiving the auditory stimuli as a series of beeps rather than speech yielded an activation pattern that was qualitatively similar to the speech condition. In (Fig. 5A) , activation appeared across posterior temporal processing as well as parietal areas, beginning approximately 60 ms. The pattern of activation remained consistent, and various regions in the posterior frontal and temporal parietal cortices remained active until gradually dissipating around 100 ms (although significant temporal and inferior frontal activity appeared approximately 160-180 ms). Interestingly, non-speech stimuli evoked broader areas of posterior temporal activation for auditory non-speech stimuli compared to speech stimuli. This may implicate the involvement of more specialized circuitry (e.g., inferior frontal regions) for speech stimuli. Somewhat surprisingly, activation in the primary auditory cortex appeared to be virtually absent, and only appeared for early processing times in (Fig. 4A) . Presumably, the auditory cortex was a less crticial processing center compared to other areas, such as inferior frontal and posterior areas of the sylvian fissure. Primary auditory cortex (A1), for example, is involved in the processing of frequency information. Considering the task demands, and complexity of the stimuli then, it is not entirely unusual that A1 (and V1 for that matter) played a relatively minor role relative to certain association areas and more specialized language zones.
Bilateral right hemispheric activity was observed in the temporal cortex (including right STS) and surrounding areas including frontal regions, SMG, and extended into temporal association areas. Overall activation was sparser in the right hemisphere, although the extent of activation was more pervasive and longer lasting in the non-speech relative to the speech condition. This suggests that the perception of environmental sounds may recruit broader cortical circuitry. The extent of bilateral activation suggests that the peaks observed in the mGFP (right panel Fig. 2) were driven by both right and left hemispheric activity. However, the mGFP was noisy for early latencies, perhaps indicating broad activation patterns.
V-Only Activity
Left hemispheric visual-only CDRs from the non-speech condition indicate an activation pattern similar to what was observed from the speech condition. Once again, activation above threshold was observed in visual cortical areas in portions of the occipital cortex beginning approximately 52-60 ms post stimulus. Activation was stable and consistent, with some small patterns of activity in parietal and occipital regions persisting through 140 ms. Activation was observed in the vicinity of areas consistent with auditory processing areas beginning approximately 76 ms, although activity around these particular areas was less pervasive compared to the speech condition and began dissipating at 92 ms. Nonetheless, it does indicate that the categorization of non-speech visual patterns can activate some auditory circuitry, especially when the visual dots have been associated with sound patterns after practice. Right hemispheric activation may be observed around right parietal, temporal association, and occipital areas. Activity in these regions was observable from approximately 60 ms (76 ms for occipital and temporal association areas), with minimal activity present through 140 ms. Activity in occipital cortices was present from 52-60 ms and began dissipating prior to 100 ms.
The CDR data pattern was consistent with the proposition that the peaks in the mGFP of the visual-only signal were driven by both left and right hemispheric activity. Finally, the mGFP for both auditory and visual-only nonspeech conditions was also considerably lower than the speech conditions, which could reflect more extensive, less specialized, and non-overlapping cortical circuits involved in processing of non-speech stimuli.
AV Activity
The CDR analysis of the audiovisual non-speech trials revealed a broad pattern of left hemispheric activation. A broad band of activation emerged in temporal, inferior frontal regions, and parietal/occipital regions began at 60 ms. Beginning at 68 ms, more intense activation began to develop along inferior frontal areas, parietal areas, temporal cortices along the sylvian fissure including primary auditory cortex, the SMG, and classical multisensory areas such as the STS and STG. The activation was stable before beginning to dissipate around 100 ms post stimulus. Interestingly, the CDR activation pattern exhibited a general sequence of activation similar to the audiovisual speech condition, although the extent of the activation is considerably broader. Once again, this implicates broader and non-overlapping cortical structures involved in multisensory integration of non-speech stimuli, perhaps due to the engagement of less specialized circuits. Lastly, audiovisual activation, though broader, was more suppressed compared to the unisensory activation for early processing times. This might be reflective of the fact that audiovisual integration requires the recruitment of more cortical resources, which requires more time [32] . Right hemispheric activation appeared in occipital and right parietal/temporal location beginning from 52-60 ms. The activity was stable in most areas past 100 ms, although considerably less extensive than the left hemispheric region. From 68-76ms (and again at 100 ms), activation expanded to include regions in the parietal and inferior frontal cortices. Overall, right hemispheric activation was less extensive compared to the left further implicating left cortical structures in the integration of multisensory stimuli, particularly in right handed individuals.
In summary, activation appeared more spatially extensive in both right and left hemispheres in the processing of multisensory non-speech stimuli compared to speech. As predicted, our results show a similar pattern of multisensory enhancement in terms of behavioral RT measures of efficiency (i.e., C(t)), but with the recruitment of both overlapping and non-overlapping cortical structures. This implicates the recruitment of broader neural resources that are less specialized in multisensory non-speech recognition, as predicted. According to this hypothesis, qualitatively similar levels of integration efficiency might be achieved in speech versus non-speech stimuli via a tradeoff that involves greater recruitment of language processing areas for linguistic stimuli, and more diffuse cortical regions for non-speech integration. This hypothesis was further supported by mGFP analyses showing higher A and AV peaks in the speech compared to the non-speech condition, and hence, a stronger underlying component devoted to linguistic processing.
We now discuss our results within the context of a general framework for proposed circuitry in multisensory integration. Adjustments to the framework may be required to account for differences between speech, non-speech, and other types of stimuli.
DISCUSSION AND CONCLUSION
These data replicated several important findings implicating the involvement of multiple brain regions, in addition to the left SMG and STG, in audiovisual integration [15, 33] .
Consistent with the results of other tasks requiring active perception and responses, activation was observed in temporal regions. One caveat relates to the observation that the activated circuits for visual speech and non-speech processing showed a high degree of similarity. This observation was consistent with the hypothesis that similar brain regions may become activated in response to visual language and complex non-speech stimuli [21] . As an illustration, the STS itself responds to a variety of multisensory stimuli such as complex non-speech gestures, as well as patterns of moving dots (Figs. 3 and 4) [34] . Puce and colleagues [34] , for example, observed that bilateral activation in posterior brain regions, including the posterior STS, in response to moving eyes and mouths (non-speech gestures). Conversely, stimuli with vastly different spatio-temporal dynamics, such as moving checker patterns, failed to activate the STS or surrounding areas.
In light of these findings and previously reported data (e.g., [15] ), a generalized framework of audiovisual integration for complex stimuli shall be discussed in what follows.
Proposed Circuitry of Audiovisual Integration
This study builds upon previous findings by now comparing CDR activity in response to stimuli that participants interpreted as speech, and control stimuli employing identical dynamics that listeners did not interpret as speech. Interestingly, the results reported in this study provided exploratory evidence for the involvement of non-overlapping brain regions in the integration of speech and non-speech stimuli. This result was expected in light of findings from previous neuroimaging studies comparing activation patterns for speech and non-speech stimuli [13] . Crucially, while speech and non-speech AV stimuli elicited early frontal activity as well as activity around the primary auditory cortex, the AV non-speech stimuli yielded a greater range of peak activation in the proximity of the superior temporal sulcus and the lower/posterior portions of the temporal lobe. Interestingly, while non-overlapping circuits in key association regions were implicated in the integration of speech and non-speech stimuli as predicted (see [13] ), the capacity analysis was consistent with previous accuracy data showing qualitatively similar multisensory benefit for speech stimuli and nonspeech stimuli such as However, the capacity data were sensitive enough to demonstrate quantitative differences between speech and non-speech stimuli.
ERP studies comparing behavioral responses (RTs) with scalp map activations have provided evidence for early audiovisual neural interactions in the posterior cortex in conjunction with violations of the race model inequality, most likely resulting from facilitatory interactions [35] . Nonetheless, comparing speech data with studies that employed poorly controlled non-speech stimuli can be highly problematic simply because the surface level visual and acoustical properties of non-speech stimuli naturally differ from the auditory and visual components associated with language (see [13, 19, 20, 35] ).
The observed spatio-temporal activation patterns for audiovisual speech and non-speech stimuli involved multiple cortical association areas, including some that displayed simultaneous activity. One of the broader implications of our findings, in terms of the hypothesized circuitry of integration, is that the STS contains only one portion of the association areas of the brain circuits critical for the dynamics of multisensory integration [15] . Nonetheless, previous research has implicated the STS the main brain area underlying audiovisual convergence [13, 33, 36 ] (see also [37] ). Significantly, neuro-imaging studies of speech perception and the McGurk effect have failed to implicate the STS as a major center for multisensory processing [38] ; the CDR results in this study, while exploratory, may yet indicate that the STS plays a less major role in such perceptual processes. audiovisual integration. 4 Rather than being initiated in the STS, early stages of audiovisual convergence (around 60-80 ms) appear to be resolved first in (inferior) frontal language zones, and subsequently, in temporal and parietal association areas such as SMG and perhaps STS. Studies using intracranial recordings provide evidence for similar early activation in the primary auditory cortex, although conscious stimulus discrimination probably does not begin to unfold until after 100 ms post stimulus [39] . Posterior left frontal AV activity persists longer than the auditory-only condition, implicating the involvement of these regions in integration. Other key areas including the interparietal sulcus (IPS) and supramarginal gyrus (SMG)/angular gyrus (AG) were activated concurrently to or immediately following activation in frontal and temporal regions likely via feed-forward connections in response to both speech and non-speech stimuli. As the results suggest, the foci of these activations may be affected simply by whether or not the inputs are cognitively interpreted as speech. More extensive activation in posterior temporal and parietal regions (e.g., including the STG/AG and SMG) appeared to occur for non-speech inputs. However, while the extent of the CDR activation tended to be more focused and less dispersed in response to speech stimuli, the degree of activation was generally greater. Finally, the left STS (superior to the STS in the case of speech stimuli) began to show some evidence for activation immediately subsequent to the aforementioned regions starting around 68 ms and persisting for tens of milliseconds.
Significantly, emerging evidence implicates earlier and more temporally persistent integration sites than STS, including SMG, and greater temporal/parietal circuitry [15] . During sensory interactions, visual activation appeared to spread from visual areas in the anterior occipital region to parietal regions superior to the sylvian fissure. Broader temporal regions were involved in non-speech integration. In short, the pattern of activation was consistent with the hypothesis that segregated auditory and visual inputs undergo processing in their respective cortices before visual information interacts with auditory processing through cross-modal connections in both earlier and later stages of processing [7, 32, [40] [41] [42] [43] .
Measuring Integration
Besides pinpointing the locus of audiovisual integration, one of the major issues addressed concerns how to quantify "integration". Some have argued that a key signature of multisensory integration relates to the inverse effectiveness of neural responses [14] . This principle stimulates that the neural response to multisensory stimuli must be greater than both unisensory stimuli, and furthermore, that multisensory enhancement increases as the intensity of the unisensory stimuli decreases. There are several difficulties associated with assessing multisensory convergence using fMRI and electrophysiological methods. One such difficulty relates to the fact that the BOLD signal from the fMRI, as well as surface electrodes, record from a large number of neurons in which unisensory auditory and visual, and multisensory neurons are intermixed [40] [41] [42] [43] [44] . Effects of audiovisual suppression/enhancement in the EEG (e.g., [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] ) or BOLD signal may result from purely statistical reasons.
One way around these difficulties involves obtaining statistically motivated measures of integration, such as C(t), and examining the extent to which they co-vary with neural signals [7] . In our case, we compared C(t) to mGFP and also the activation patterns obtained from CDRs. Capacity provides a measure of efficiency relative to the baseline predictions of a parallel independent model without interactions. Deviations from the value of C(t) = 1 at any point in time indicates the presence of multisensory interactions, whether they be inhibitory or excitatory.
While RTs occur much later than neural interactions responsible for language perception (e.g., [45] ), there are several advantages in associating EEG measures with behavioral measures of efficiency. First, the EEG signal provides finegrained temporal resolution unlike BOLD signals obtained from fMRI (8 ms in CDRs). Second, the EEG signal itself may be construed as a neural measure of energy expenditure [32] The mGFP (mean spatial standard deviation) also provides supplementary insight to C(t)-although direct comparisons of capacity with mGFP and EEG may be difficult due to differences in time scale. In the mGFP analysis in (Fig. 3B) for instance, one may observe that the AV peak was suppressed compared to the A peak at latencies less than 100 ms and again at approximately 150-200 ms for the nonspeech stimuli. Suppression could be associated with visual inhibition resulting from early from visual processing areas [7, 40] . Nonetheless, this conclusion will require more evidence from future studies systematically varying the strength of the auditory and visual signals.
In conclusion, integration in the neural domain was assessed by focusing on CDR and mGFP analyses comparing auditory and visual-only, and audiovisual activation. A qualitative analysis of the data indicated a broad range of activity associated with integration. Audiovisual integration patterns included areas such as the inferior posterior frontal cortex and SMG. Evidence also implicated canonical integration sites in temporal areas such as the STS and surrounding areas.
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