Abstract-In this work, we provide a computable expression for the Kullback-Leibler divergence rate lim ( ) between two time-invariant finite-alphabet Markov sources of arbitrary order and arbitrary initial distributions described by the probability distributions and , respectively. We illustrate it numerically and examine its rate of convergence. The main tools used to obtain the Kullback-Leibler divergence rate and its rate of convergence are the theory of nonnegative matrices and Perron-Frobenius theory. Similarly, we provide a formula for the Shannon entropy rate lim ( ) of Markov sources and examine its rate of convergence.
I. INTRODUCTION
Let fX1; X2; . . .g be a first-order time-invariant Markov source with finite-alphabet X = f1; . . . ; M g. Consider the following two different probability laws for this source. Under the first law P rfX 1 = ig =: p i and P rfX k+1 = jjX k = ig =: p ij ; i; j 2 X so that p (n) (i n ) := P rfX1 = i1; . . . ; Xn = ing = p i p i i 1 1 1 p i i ; i 1 ; . . . ; i n 2 X while under the second law, the initial probabilities are q i , the transition probabilities are q ij , and the n-tuple probabilities are q (n) . Let p = (p1; . . . ; pM ) and q = (q1; . . . ; qM ) denote the initial distributions under p (n) and q (n) , respectively. The Kullback-Leibler divergence [13] between two distributionsp andq defined on X is given by
where the base of the logarithm is arbitrary. The application of the Kullback-Leibler divergence can be found in many areas such as approximation of probability distributions [3] , [12] , signal processing [10] , [11] , [5] , pattern recognition [1] , [2] , etc. One natural direction for further studies is the investigation of the Kullback-Leibler divergence rate
between two probability distributions p (n) and q (n) defined on X n , where
for sources with memory. In earlier work, Gray [8] proved that the Kullback-Leibler divergence rate exists between a stationary source p (n)
and a time-invariant Markov source q (n) . This result can also be found in [18, p. 27] . In [14] , the authors noted that the Kullback-Leibler divergence rate between ergodic Markov sources exists. In [17] , Shields presented two examples for non-Markovian sources for which the Kullback-Leibler divergence rate does not exist. Finally, in [5] , Do provides an upper bound for the Kullback-Leibler divergence rate between stationary hidden Markov sources. To the best of our knowledge, these are the only results available in the literature about the existence and/or computation of the Kullback-Leibler divergence rate between sources with memory.
Here, we provide an explicit computable expression for the Kullback-Leibler divergence rate between two arbitrary time-invariant (not necessarily stationary, irreducible) finite-alphabet Markov sources. This expression, which is proved in a straightforward manner using results from the theory of nonnegative matrices and Perron-Frobenius theory, has a readily usable form, making it appealing for various analytical studies and applications involving the divergence rate for systems with memory.
The rest of this work is organized as follows. Preliminaries about the theory of nonnegative matrices are first briefly presented in Section II. In Section III, an explicit formula for the divergence rate between arbitrary time-invariant finite-alphabet Markov sources is derived and its rate of convergence is investigated. A similar study for the expression and convergence rate of the Shannon entropy rate of time-invariant (nonstationary in general) Markov sources is briefly addressed in Section IV. Numerical examples are presented in Section V, and conclusions are stated in Section VI. The following lemma follows by appropriately modifying the proof of the above proposition and applying the Frobenius theorem [7, p. 115 ].
Lemma 1:
If A is irreducible and the row sums are not all identical, then the largest positive real eigenvalue satisfies R min < < R max :
With the aid of [9, Theorem 8.6.1, p. 524] and Proposition 1, it can be shown that for an arbitrary stochastic matrix P (i.e., with nonnegative entries and every row-sum equal to one), the Cesáro limit lim n!1 1 n n i=1 P i exists and is computable. 
where I is the identity matrix.
Remark: For each i = 1; 2; . . . ; h, the above left eigenvector a i is the unique stationary distribution of P i and b t i = (1; . . . ; 1), where t denotes the transpose operation.
III. KULLBACK-LEIBLER DIVERGENCE RATE

A. First-Order Markov Sources
We first assume that the time-invariant Markov source fX 1 ; X 2 ; . . .g is of order one. Later, we generalize the results for sources of arbitrary order k. Let p and q be two initial distributions and P and Q be two probability transition matrices for the source, yielding n-tuple distributions p (n) and q (n) , respectively. We assume that p is absolutely continuous with respect to q (p q) and that P is absolutely continuous with respect to Q (P Q); i.e., q i = 0 ) p i = 0 and q ij = 0 ) p ij = 0, for all i; j 2 X. These conditions ensure that p (n) q (n) for each n and cover most cases of interest regarding the computation of the divergence rate. We then have the following results. and I is the identity matrix with same dimensions as the matrix C.
Proof: As in the previous theorem, we have that 
Then, the desired result follows immediately from Proposition 3.
1 Since and are assumed to be absolutely continuous with respect to and , respectively, it follows that is absolutely continuous with respect to . Hence, some restriction on their behavior is induced. For instance, if is irreducible, must be irreducible. However, it is possible to have irreducible and reducible. So, in general, and do not necessarily have the same number of classes.
Theorem 3:
The rate of convergence of the Kullback-Leibler divergence rate between arbitrary p (n) and q (n) is of the order 1=n. Proof: Clearly, the rate of convergence of (4) 
where i is the largest positive real eigenvalue of P i , and G i is a matrix with identical entries that are independent of n. Therefore, by Proposition 2, the fact that P is stochastic and the fact that, in the canonical form of P , at least one of the matrices P i1 ; P i2 ; . . . ; P ii01 is nonzero when i = h + 1; . . . ; g (so that the row sums of P i are strictly less than one). Otherwise, i < 1 by Lemma 1. Hence, the Cesáro sum of P i , i = h + 1; . . . ; g is of the order 1=n. By considering the Cesáro sum of the canonical form of P , we get that the rate of convergence of (3) is of the order 1=n. Therefore, the rate of convergence of the Kullback-Leibler divergence rate is of the order 1=n.
B. kth-Order Markov Sources
We next suppose that the Markov source fXng has an arbitrary order k, and letp (n) andq (n) be two possible n-tuple distributions for fX n g. Define fW n g as the process obtained by k- (with i; j = 1; . . . ; M k ) denote the probability transition matrices for fW n g, resulting in n-tuple distributions p (n) and q (n) , respectively. We first note that sincẽ
Therefore, the divergence rates for fX n g and fW n g are identical since (n + k 0 1)=n ! 1 as n ! 1. Now clearly, D(p It then directly follows that Theorems 2 and 3 also hold for a Markov source of arbitrary order k.
IV. SHANNON ENTROPY RATE
The existence and the computation of the Shannon entropy rate of an arbitrary time-invariant finite-alphabet Markov source can be directly deduced from the existence and the computation of the Kullback-Leibler divergence rate. Indeed, if q (n) is stationary memoryless with uniform marginal distribution then
Therefore,
We have the following corollaries. Proof: Obtained directly by plugging qij = 1=M in Theorem 1 and using (6).
Corollary 2:
Let the canonical form of P be as in Proposition 1. Also, let B, D, and C be as defined in Proposition 3. Then, the Shannon entropy rate is given by and I is the identity matrix with the same dimensions as the matrix C.
Proof: Note that P i , i = 1; 2; . . . is a stochastic matrix. 2 Hence, 
log M = log M:
Then, the corollary follows directly by plugging q ij = 1 M in Theorem 2 and using (6). 2 We have that 1 = 1 , where 1 = (1 . . . 1) and is the transpose operation. Using this fact and the fact that = , the result follows by mathematical induction on .
Remark: It was mentioned in [6, p. 68 ] that the Shannon entropy rate for an arbitrary time-invariant finite-alphabet Markov source exists, but no computational details nor an explicit analytical expression for the entropy rate (as shown above) were provided.
Corollary 3:
The rate of convergence of the Shannon entropy rate of p (n) is of the order 1=n.
V. NUMERICAL EXAMPLES
In this section, we use the natural logarithm for simplicity. simply by permuting the first and third rows (columns) and the second and sixth rows (columns). Note that P has two essential classes, one inessential self-communicating class, and one inessential non-self-communicating class. Accordingly, the initial distributions are rewritten as p = (1=7; 2=7; 3=7; 0; 1=7; 0; 0) and q = (3=8; 2=8; 2=8; 0; 1=8; 0; 0)
after permuting the first and third indexes and the second and sixth indexes. We obtain the following: Let p = (1=8; 3=8; 2=8; 2=8) and q = (1=7; 2=7; 3=7; 1=7) denote two possible initial distributions of W 1 under p (n) and q (n) , respectively. The set of indexes f1; 2; 3g forms an essential class, while the singleton set f4g forms a self-communicating nonessential class. Hence, P and Q are not irreducible. Note also that both p (n) and q (n)
are not stationary. We obtain the following: 
VI. CONCLUSION
In this work, we derived a formula for the Kullback-Leibler divergence rate between two time-invariant finite-alphabet Markov sources of arbitrary order and arbitrary initial distributions. We also investigated its rate of convergence. Similarly, we examined the computation and the existence of the Shannon entropy rate for Markov sources and investigated its rate of convergence. The main tools used in obtaining these results are the theory of nonnegative matrices and Perron-Frobenius theory. One interesting and challenging direction for future work is the investigation of the Kullback-Leibler divergence rate for general hidden Markov sources.
