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บทคัดย่อ
 วธิกีารหาคา่ทีด่ทีีส่ดุแบบพารท์เิคลิสวอมออฟทไิมเซชัน่ (PSO) จดัเปน็วธิกีารคน้หาแบบสุม่โดยอาศยั
จุดเร่ิมต้นหลายจุดซึ่งอาศัยหลักการที่ประยุกต์มาจากหลักการทางจิตวิทยาสังคม PSO แสดงให้เราเห็นถึง
พฤติกรรมทางสังคมได้ดีพอๆ กับการใช้งานในการแก้ไขปัญหาของวิศวกรรม โดยเฉพาะอย่างยิ่ง PSO 
ช่วยในการหาค่าที่ดีที่สุดในปัญหายากๆ ได้อย่างมีประสิทธิภาพและรวดเร็ว ในช่วงหลายปีที่ผ่านมา นักวิจัย
มีความพยายามที่จะเพิ่มขีดความสามารถของ PSO โดยการปรับปรุงและพัฒนา PSO โดยการเลียนแบบ
โครงสร้างการเรียนรู้ทางสังคมแบบต่างๆ บทความวิชาการฉบับนี้ได้ทำาการสรุป PSO ในรูปแบบต่างๆ ที่มี 
การเลียนแบบโครงสร้างการเรียนรู้ทางสังคมที่แตกต่างกัน
คำาสำาคัญ: พาร์ทิเคิลสวอมออฟทิไมเซชั่น, PSO, อัลกอลิทึ่ม
Abstract
 Particle swarm optimization (PSO) is a population-based stochastic search algorithm 
based on social-psychological principles. It provides insights into social behaviors as well as 
contributions to engineering applications, widely used as a powerful optimization technique. 
In recent years, the researchers have attempted to enhance the performance of PSO by improving 
its social learning structures. This paper summarizes several PSO versions based on different 
social learning structures. 
Keywords: Particle swarm optimization, PSO, Algorithm





โดย Kennedy และ Eberhart ในปี 1995 [1] วิธีการ
หาค่าที่ดีท่ีสุดแบบ PSO นี้จัดอยู่ในหมวดหมู่ของ 
วธิกีารคน้หาแบบสุม่โดยอาศยัความสมัพนัธก์นัของ
คำาตอบเริ่มต้นหลายคำาตอบ (Population-based 
Stochastic Search Algorithm) ซึ่งอาศัยหลักการ
การเลียนแบบพฤติกรรมทางสังคมของสัตว์สังคม 
เช่น ฝูงนก หรือ ฝูงปลา เป็นต้น PSO แสดงให้เห็น
ถึงพฤติกรรมทางสังคมได้ดีพอๆ กับการนำามันมา
ประยกุตใ์ชแ้ก้ปญัหาทางวิศวกรรม โดยเฉพาะปญัหา
ในการหาค่าที่ดีที่สุด หลักการทำางานของ PSO ซึ่ง
จำาลองมาจากการใชช้วีติของฝงูสตัวใ์นธรรมชาตนิัน้
เป็นดังต่อไปน้ี ฝูงสัตว์ (Swarm) ใน PSO แท้จริงแล้ว 













 - ผ่านทางตำาแหน่งที่ดีที่สุดสากล (Global 
Best Position) ซึ่งคือ ตำาแหน่งที่ดีที่สุดที่ฝูงทั้งฝูง
ค้นพบ
 - ผ่านทางตำาแหน่งที่ดีที่สุดเฉพาะกลุ่ม 
(Neighbors’ best Position) ซึ่งหมายความว่า 
พาร์ทิเคิลแต่ละตัวจะส่ือสารกับเฉพาะพาร์ทิเคิลตัวอ่ืน
บางตัวเท่านั้น





ดีท่ีสุดเฉพาะบริเวณ (Local Optimum) ด้วยจุดอ่อน
ขอ้นีข้อง PSO แบบมาตรฐานนี ้ทำาใหน้กัวจิยัทำาการ




 เพื่ออธิบายวิธีการหาค่าที่ดีที่สุดแบบ PSO 
เราจำาเป็นจะต้องรู้สัญลักษณ์และคำาจำากัดความของ 
PSO ดังต่อไปนี้
 - พาร์ทิเคิล (Particle) คือ สมาชิกตัวหนึ่ง
ในประชากร (Population) โดยพาร์ทิเคิลหนึ่ง




Personal Best Position รู้ตำาแหน่งที่ดีที่สุด 
เฉพาะกลุ่ม และรู้ค่าคำาตอบของตำาแหน่งนั้นๆ
 - ประชากร หรือ ฝูง (Swarm) คอื เซตของ
กลุ่มพาร์ทิเคิล K ตัว ตั้งแต่ตัวที่ 1 ถึงตัวที่ K 
 - ตำาแหนง่ของพาร์ทเิคลิตวัที ่i ทีก่ารวนซ้ำา
คร้ังท่ี t ถูกเขียนแทนด้วย Xi(t) โดยตำาแหน่งดังกล่าว
ประกอบด้วยมิติ D มิติ คือ Xi(t) = (xi1(t),…, 
xid(t),…,xiD(t)) โดยที่ xid(t) คือ ค่าของตำาแหน่ง
ของมิติที่ d ของตัวพาร์ทิเคิลตัวที่ i แต่ละตำาแหน่ง 
Xi(t) สามารถแปลงเป็นคำาตอบ (Solution) ของ
ปัญหาทางคณิตศาสตร์ โดยค่านอกตำาแหน่งมีถูก
จำากัดในขอบเขต [Xmin, Xmax]
 - ค่าความเหมะสม (Fitness Value): 
f(Xi(t)) คือ ค่าของคำาตอบที่แปลงมาจากตำาแหน่ง 




 - ความเร็ว (Velocity): Vi(t) แทนค่า
ความเร็วของตัวพาร์ทิเคิลตัวที่ i ที่การวนซ้ำาครั้งที่ t 
คือ ถูกเขียนแทนด้วยค่าเวคเตอร์ที่มีมิติ D มิติ คือ 
Vi(t) = (vi1(t),…, vid(t),…, viD(t)) โดย vid(t) คือ
ค่าของความเร็วที่มิติที่ d ของตัวพาร์ทิเคิลตัวที่ i 
ที่การวนซ้ำาครั้งที่ t และ Vi(t + 1) คืออัตราเร็วที่ 
ตัวพาร์ทิเคิลตัวที่ i จะเคลื่อนที่จากตำาแหน่ง Xi(t) 
ไปตำาแหน่ง Xi(t + 1)
 - ความเร็วสูงสุด (Maximum Velocity): 
Vmax คือ ขีดจำากัดของความเร็ว โดยแต่ละ vid(t) 
ไม่สามารถมีค่าออกนอกช่วง [−Vmax, Vmax]




 - ตำาแหนง่ทีด่ทีีส่ดุสว่นตวั (Personal Best 
Position): Pi คอื ตำาแหนง่ทีถ่กูพบโดยตวัพารท์เิคลิ
ตัวที่ i ที่มีค่าความเหมาะสมที่ดีที่สุด โดยเขียนแทน
ด้วย Pi = (pi1,…, pid,…, piD) 
 - ตำาแหน่งท่ีดีท่ีสุดสากล (Global Best 
Position): Pg เป็นสัญลักษณ์ที่ใช้แทนตำาแหน่งที่ดี
ที่สุดสากล และแทนด้วยเวคเตอร์ของมิติ D มิติ 
คอื Pg = (pg1,…, pgd,…, pgD) ตำาแหนง่ทีด่ทีีส่ดุสากล 
คือ ตำาแหน่งที่ดีที่สุดที่ถูกพบโดยฝูง
 - ตำาแหน่งที่ดีที่สุดเฉพาะบริเวณ (Local 
Best Position): Pli ใช้เขียนแทนตำาแหน่งที่ดีที่สุด
เฉพาะบรเิวณของตวัพารท์เิคลิตวัที ่i และเขยีนแทน
ด้วยเวคเตอร์ขนาด D มิติ คือ Pli = (pli1,…, plid,…, 
pliD) โดยที่ plid คือ ตำาแหน่งที่ดีที่สุดเฉพาะบริเวณ
ของตัวพาร์ทิเคิลตัวที่ i ในมิติที่ d โดย Pli คือ
ตำาแหน่งที่ดีที่สุดที่ถูกพบโดยกลุ่มพาร์ทิเคิลจำานวน 
k ตัวท่ีมีลำาดับหมายเลขติดกัน ยกตัวอย่างเช่น 
สมมุติเรากำาหนดให้ จำานวนพาร์ทิเคิลในฝูงทั้งหมด
เป็น K=5 และจำานวนพาร์ทิเคิลในกลุ่มที่เรียงตาม
ลำาดับหมายเลขเป็น k=3 ดังนั้น กลุ่มของตัว 
พาร์ทิเคิลตัวที่ 1 ประกอบด้วย พาร์ทิเคิลตัวที่ 5 
ตัวที่ 1 และตัวที่ 2, กลุ่มของตัวพาร์ทิเคิลตัวที่ 2 
ประกอบด้วย พาร์ทิเคิลตัวที่ 1−3, กลุ่มของตัว 
พาร์ทิเคิลตัวที่ 3 ประกอบด้วย พาร์ทิเคิลตัวที่ 2−4, 
กลุม่ของตวัพาร์ทเิคลิตวัที ่4 ประกอบดว้ย พาร์ทเิคลิ
ตวัที ่3−5 และ กลุม่ของตวัพาร์ทเิคลิตวัที ่5 ประกอบ
ด้วย พาร์ทิเคิลตัวที่ 4 ตัวที่ 5 และตัวที่ 1
 - ตำาแหน่งท่ีดีท่ีสุดของกลุ่มท่ีตำาแหน่งใกล้กัน 
(Near Neighbor Best Position): Pni แทนด้วย
ตำาแหน่งที่ดีที่สุดของกลุ่มที่ตำาแหน่งใกล้กัน [4] 
ของพาร์ทเิคลิตวัที ่i และถกูแทนดว้ยเวคเตอร์ขนาด 
D มิติ ดังนี้คือ สำาหรับปัญหาหาค่าต่ำาสุด Pni = 
(pni1,…, pnid,…, pniD) ซึ่ง pnid = pjd ที่มีค่าที่สูงที่สุด
ของ FDR (j, i, d) ที่แสดงไว้ในสมการที่ 1 สำาหรับ
ปัญหาหาค่าสูงสุด ต่ำาสุด Pni = (pni1,…, pnid,…, 
pniD) ซ่ึง pnid = pjd ท่ีมีค่าท่ีสูงท่ีสุดของ FDR (j, i, d)
( )
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 เมื่อ i ≠ j (1)
เมื่อ FDR ถูกเรียกว่า Fitness-Distance-Ratio 
และ pjd คอื ตำาแหนง่ทีด่ทีีส่ดุสว่นตวัของตวัพารท์เิคลิ
ตัวที่ j ที่มิติที่ d






คา่ความเร็ว โดย cp คอื คา่คงทีอ่ตัราเร่งของตำาแหนง่
ทีด่ทีีส่ดุสว่นตวั, cg คอื คา่คงทีอ่ตัราเร่งของตำาแหนง่
ที่ดีที่สุดสากล, cl คือ ค่าคงที่อัตราเร่งของตำาแหน่งที่
ดทีีส่ดุเฉพาะบรเิวณ และ cn คอื คา่คงทีอ่ตัราเรง่ของ
ตำาแหน่งที่ดีที่สุดของกลุ่มที่ตำาแหน่งใกล้กัน
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 - ค่าการวนซ้ำาสูงสุด (Maximum Iteration): 








 วิธี PSO แบบมาตรฐานถูกคิดค้นขึ้นโดย 
Kennedy และ Eberhart ในปี 1995 [1] โดยมีการ
ปรับปรุงเพ่ิมเติมภายหลังโดย Shi และ Eberhart [2] 
ด้วยการเพิ่มเติมตัวพารามิเตอร์น้ำาหนักแรงเฉื่อย w 
ลงในสมการ หลังจากนั้นวิธี PSO แบบมาตรฐานนี้ก็
กลายเป็นวิธี PSO ที่นิยมใช้กันแพร่หลายมากที่สุด
จนถึงปัจจุบัน วิธี PSO แบบมาตรฐานใช้การเปรียบ
เทียบตำาแหนง่ของตวัพารท์เิคลิแตล่ะตวักบัตำาแหนง่
ท่ีดีท่ีสุดสากลเท่านั้น ในการเชื่อมต่อความสัมพันธ์
ระหว่างตัวพาร์ทิเคิลในฝูง วิธี PSO แบบมาตรฐาน
นี้ใช้สมการที่ 2 และสมการที่ 3 ในการเปลี่ยนค่า
ความเร็วและตำาแหน่ง ดังที่จะแสดงดังต่อไปนี้














v t w t v t c u p x t c u p x t
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+ = + − + −

− + ≤ − + = 
+ ≥  
 (2)
( ) ( ) ( )1 1id id idx t x t v t+ = + +  (3)
 ขัน้ตอนการทำางานของ PSO แบบมาตรฐาน
มีดังต่อไปนี้คือ
 ข้ันตอนท่ี 1: ตั้งค่าพารามิเตอร์ ตั้งค่าการ 
วนซ้ำาปัจจุบัน t = 1 กำาหนดตำาแหน่งและความเร็ว
ของตัวพาร์ทิเคิล K ตัวในฝูง






 ขั้นตอนที่ 3: ปรับตำาแหน่งที่ดีที่สุดส่วนตัว
 ขั้นตอนที่ 4: ปรับตำาแหน่งที่ดีที่สุดสากล
 ข้ันตอนที่ 5: ปรับความเร็วและตำาแหนง่ของ
ตัวพาร์ทิเคิลทุกตัวด้วยสมการที่ 2 และสมการที่ 3
 ข้ันตอนท่ี 6: ถ้าเงื่อนไขการหยุดทำางาน
สมบูรณ์ ให้หยุดการวนซ้ำา แต่ถ้าเงื่อนไขการหยุด
การทำางานไม่สมบูรณ์ ให้ตั้งค่า t = t + 1 แล้ว 
กลับไปทำางานที่ขั้นตอนที่ 2
 วิธี PSO แบบมาตรฐานสามารถเขียนได้ 
ในรูปคำาสัง่ทางคอมพวิเตอร์ไดด้งัทีแ่สดงไวใ้น [5–6] 
ภาพที่ 1 แสดง Pseudo Code ที่เทียบเท่ากับ 
ขั้นตอนทั้งหกของวิธี PSO แบบมาตรฐาน ที่กล่าว
มาข้างต้นนี้
ภาพที่	1 Pseudo Code ของวิธี PSO แบบมาตรฐาน
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วิธี PSO แบบใช้ตำาแหน่งท่ีดีท่ีสุดเฉพาะบริเวณ
 หลายปีต่อมาหลังจากการคิดค้นวิธี PSO 
แบบมาตรฐาน นกัวจิยัยงัคงพยายามคดิคน้วธิ ีPSO 
ในรูปแบบอ่ืนๆ โดยการปรับปรุงโครงสร้างการเรียนรู้
ทางสังคมของวิธี PSO แบบมาตรฐาน ยกตัวอย่าง
เช่น วิธี PSO แบบใช้ตำาแหน่งที่ดีที่สุดเฉพาะบริเวณ 
ตัวพาร์ทิเคิลแต่ละตัวในวิธี PSO แบบนี้จะอยู่ใน 
ผลกระทบจากสมาชิกของกลุ่มที่เรียงตามลำาดับ
ตัวเลข หรือกล่าวอย่างง่ายๆ ได้ว่า วิธี PSO แบบนี้
จะใช้สมการที่ 4 แทนการใช้สมการที่ 2 ของวิธี PSO 
แบบมาตรฐาน
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 Kennedy (1999) [3] กล่าวไว้ว่าฝูง 





จุดที่ดีที่สุดแท้จริงไป ยิ่งไปกว่านั้นงานวิจัย [3] 
ได้ทำาการเปรียบเทียบประสิทธิภาพของวิธี PSO 
แบบใช้ตำาแหน่งที่ดีที่สุดเฉพาะบริเวณ กับวิธี PSO 
แบบมาตรฐาน โดยใช้ปัญหาทางคณิตศาสตร์ 
4 ปัญหาพบว่า วิธี PSO แบบใช้ตำาแหน่งที่ดีที่สุด
เฉพาะบริเวณหาค่าคำาตอบได้ดีกว่าวิธี PSO แบบ
มาตรฐาน ถึง 2 ปัญหาจากทั้งหมด 4 ปัญหา
วิธี PSO แบบใช้การผสมพันธุ์และประชากร
ย่อย
 กลุ่มนักทดลองที่นำาโดย Løvberg [5] ได้
นำาเสนอวิธี PSO สองแบบซึ่งผสมแนวคิดของ PSO 
เข้ากับแนวคิดวิธีเชิงพันธุกรรม (Genetic Algorithm) 
หรือ เรียกย่อๆ ว่า GA [6] โดยวิธี PSO ท้ังสองแบบ 
ได้แก่ วิธี PSO แบบใช้การผสมพันธุ์ และวิธี PSO 
แบบใช้ประชากรย่อย 
 วิธี PSO แบบใช้การผสมพันธ์ุเป็นวิธีที่
ปรับปรุงมาจากวิธี PSO แบบมาตรฐานโดยนำาเอา 
การปรับปรุงคา่คำาตอบจาก GA นัน่คอื การผสมพนัธุ ์
(Breeding) มาใส่ลงในวิธี PSO แบบมาตรฐาน 
โดยในแต่ละการวนซ้ำา วิธี PSO แบบนี้จะเหมือนกับ
วิธี PSO แบบมาตรฐานทุกประการ แต่จะมีขั้นตอน
ท่ีเพิ่มข้ึนมาคือ PSO จะทำาการเลือกตัวพาร์ทิเคิล
แบบสุ่มออกมาสองตัวในฐานะที่เป็นพ่อและแม่ 





ของพ่อแม่ในมิตินั้นๆ ดังแสดงในสมการที่ 5 และ 6
( ) ( ) ( )211 ( ) 1 iiichild x u parent x u parent x= × + − ×  (5)




ตัว ดังแสดงในสมการที่ 7 และ 8 
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 วิธี PSO แบบใช้ประชากรย่อย เป็นวิธี PSO 
ที่ถูกพัฒนาขึ้นมาจากวิธี PSO แบบใช้การผสมพันธุ์
ที่กล่าวมาข้างต้น นั่นคือวิธี PSO ทั้งสองมีรูปแบบ
การปรับตำาแหน่งและความเร็วของตัวพาร์ทิเคิล
เหมือนกัน แต่วิธี PSO แบบใช้ประชากรย่อยจะแบ่ง







 ประสิทธิภาพของวิธี PSO แบบใช้การ 
ผสมพันธุ์ และวิธี PSO แบบใช้ประชากรย่อยนี้ 
ถกูนำามาเปรยีบเทยีบกับวิธ ีPSO แบบมาตรฐาน และ 






 กลุม่นกัวิจยันำาโดย Xie [7] ทำาการปรับปรุง
วิธี PSO แบบมาตรฐานโดยการนำาเสนอ Negative 
Entropy ใหกั้บ PSO โดยการวิจยัของ Xie [7] เสนอ
ว่า Negative Entropy ความน่าจะเป็นที่ฝูงพาร์
ทเิคิลจะมาตดิอยูใ่นจดุทีด่ทีีส่ดุเฉพาะบรเิวณได ้โดย
เราสามารถใส่ Negative Entropy ลงใน PSO ได้
โดยใช้สมการที่ 9 และ 10 ภายหลังจากใช้สมการที่ 
2 และ 3 ในวิธี PSO แบบมาตรฐานเพื่อการปรับค่า
ความเร็วและตำาแหน่งของตัวพาร์ทิเคิลแต่ละตัว
vid(t + 1) = U[−Vmax, Vmax] ถ้า cv > U[0, 1] (9)
xid(t + 1) = U[Xmin, Xmax] ถ้า cx > U[0, 1] (10)
โดย cv และ cx คือ Chaotic factor ในช่วง [0, 1]
 ในงานวิจัยของ Pongchairerks และ 
Kachitvichyanukul [8] แสดงให้เห็นว่า Dissipa-
tive PSO ใหผ้ลลพัธท์ีด่กีว่า วิธ ีPSO แบบมาตรฐาน
ในฟังก์ชั่นที่มีจุดที่ดีที่สุดหลายจุด
วิธี FDR-PSO
 กลุ่มนักวิจัยนำาโดย Veeramachaneni [4] 
นำาเสนอวิธี PSO ซึ่งตัวพาร์ทิเคิลจะติดต่อสื่อสารกัน
ภายในกลุ่มย่อยของฝูง โดยกลุ่มย่อยจะถูกแยก 
โดย Fitness-Distance-Ratio (FDR) แรงจูงใจใน
การพัฒนาวิธี FDR-PSO คือเพื่อเพิ่มความสามารถ
ในการหนอีอกจากกระจกุตวักนัในจดุทีด่ทีีส่ดุเฉพาะ
บริเวณ แนวความคิดท่ีใช้ใน PSO แบบน้ีคือ การเพ่ิม
ตำาแหนง่ทีด่ทีีส่ดุมากขึน้ ทำาใหต้วัพาร์ทเิคลิมเีวลาใน
การค้นหาพื้นที่บริเวณต่างๆ ก่อนที่จะเข้ามารวมตัว
กัน เพื่อให้ได้ผลสำาเร็จตามที่คาด [4] ได้ทำาการ
แนะนำาตำาแหน่งที่ดีที่สุดของกลุ่มที่ตำาแหน่งใกล้กัน 
(Near neighbor Best Position) ดังที่กล่าวไว้แล้ว
ในตอนต้นของรายงานฉบับนี้ โดย FDR-PSO จะ
ปรับความเร็วโดยใช้สมการที่ 11 แทนการใช้สมการ
ที่ 2 ใน PSO แบบมาตรฐาน
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 ประสิทธิภาพของ FDR-PSO ถูกนำามา
เปรียบเทียบกับ วิธี PSO แบบมาตรฐาน และวิธี 




 ในปี ค.ศ. 2009 Pongchairereks และ 
Kachitvichyanukul [8] ไดน้ำาเสนอวธิ ีGLN-PSO 
ซ่ึงใช้ตำาแหน่งท่ีดีท่ีสุดส่วนตัว, ตำาแหน่งท่ีดีท่ีสุดสากล, 
ตำาแหนง่ทีด่ทีีส่ดุเฉพาะบรเิวณ และตำาแหนง่ทีด่ทีีส่ดุ
ของกลุ่มที่ตำาแหน่งใกล้กันไปพร้อมๆ กัน โดยมี 
เป้าหมายหลักที่จะให้ตัวพาร์ทิเคิลกระจายกันหาจุด
วารสารมหาวิทยาลัยศรีนครินทรวิโรฒ (สาขาวิทยาศาสตร์และเทคโนโลยี) ปีที่ 3 ฉบับที่ 5 มกราคม-มิถุนายน 2554
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ท่ีดีท่ีสุดในบรเิวณตา่งๆ ออกเปน็กลุม่ยอ่ยๆ พรอ้มๆ 
กันก่อน แล้วจึงค่อยๆ รวมตัวกันค้นหาคำาตอบที่ดี
ทีส่ดุในภายหลงั GLN-PSO จะปรบัความเรว็โดยใช้
สมการที่ 12 แทนการใช้สมการที่ 2 ใน PSO แบบ
มาตรฐาน
( ) ( ) ( ) ( )( ) ( )( )
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 ข้ันตอนการทำางานของ GLN-PSO มีดัง 
ต่อไปนี้คือ
 ข้ันตอนท่ี 1:  ตั้งค่าพารามิเตอร์ ตั้งค่าการ 
วนซ้ำาปัจจุบัน t = 1 กำาหนดตำาแหน่งและความเร็ว
ของตัวพาร์ทิเคิล K ตัวในฝูง






 ขั้นตอนที่ 3: ปรับตำาแหน่งที่ดีที่สุดส่วนตัว
 ขั้นตอนที่ 4: ปรับตำาแหน่งที่ดีที่สุดสากล
 ข้ันตอนท่ี 5: ปรับตำาแหน่งท่ีดีท่ีสุดเฉพาะ
บริเวณ
 ขั้นตอนที่ 6: ปรบัตำาแหนง่ทีด่ทีีส่ดุของกลุม่
ที่ตำาแหน่งใกล้กัน
 ข้ันตอนที่ 7: ปรับความเร็วและตำาแหนง่ของ
ตัวพาร์ทิเคิลทุกตัวด้วยสมการที่ 12 และสมการที่ 3
 ข้ันตอนท่ี 8: ถ้าเงื่อนไขการหยุดทำางาน
สมบูรณ์ ให้หยุดการวนซ้ำา แต่ถ้าเงื่อนไขการหยุด
การทำางานไม่สมบูรณ์ ให้ต้ังค่า t = t + 1 แล้วกลับไป
ทำางานที่ขั้นตอนที่ 2
 งานวจิยั [8] นำา GLN-PSO มาเปรยีบเทยีบ
กับวิธี PSO แบบมาตรฐาน และวิธี FDR-PSO 
ในปญัหาสมการทางคณติศาสตรเ์หลา่นีค้อื Sphere, 
Rosenbrock, Ratrigin, Griewank, Ackley และ 
Move axis parallel hyper-ellipsoid (MAPH) 
[3, 9] โดยงานวจิยันีก้ำาหนดให ้PSO ทัง้สามเวอรช์ัน่
ใช้ค่าพารามิเตอร์ท่ีเหมือนกันดังน้ีคือ ขนาดประชากร 
(K)=20 และหยุดการประมวลผลเมื่อค่าการวนซ้ำา
สูงสุด (T)=1000 รอบ แล้วนำาค่าที่ดีที่สุดที่ได้จาก 
การประมวลผล 20 รอบมาเปรียบเทียบกัน 
ผลการทดลองดังแสดงในตารางที่ 1 คือ GLN-PSO 
หาผลลัพธ์ได้ดีที่สุดในทุกๆ ปัญหา ตามมาด้วย 



































วิศวกรรมในด้านต่างๆ ดังแสดงในตารางที่ 2 โดย 
ดงัทีไ่ดก้ลา่วมาแลว้ขา้งตน้วา่ตำาแหนง่ของพาร์ทเิคลิ








Economic load dispatch with generator constraints
Flowshop scheduling problem
Order planning problem
Joint pricing and lot-sizing problem
Anghinolfi et al. [10]
Pongchairerks and Kachitvichyanukul [11]
Safari and Shayeghi [12]
Liu et al. [13]
Zhang et al. [14]
Dye and Ouyang [15]
สรุป
 รายงานฉบับนี้ได้ทำาการสรุปบทความวิจัย
ตา่งๆ ทีท่ำาการคดิคน้วธิ ีPSO แบบตา่งๆ โดยมแีบบ
จำาลองโครงสร้างการเรียนรู้ทางสังคมที่แตกต่างกัน 
อาทิเช่น วิธี PSO แบบมาตรฐาน, วิธี PSO แบบใช้
ตำาแหนง่ทีด่ทีีส่ดุเฉพาะบรเิวณ, วธิ ีPSO แบบใชก้าร
ผสมพันธุ์และประชากรย่อย, วิธี Dissipative PSO, 
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