For k, n P N, the Kneser graph Kpn, kq is the graph with vertex set V " rns pkq and edge set E " ttx, yu P V p2q : x X y " ∅u. Chen proved that for n ě 3k, Kneser graphs are Hamiltonian. Similarly as for graphs with Hajnal's and Szemerédi's result about a minimum degree condition for clique factors and the Pósa-Seymour Conjecture together with its solution for large graphs due to Komlós, Sárközy, and Szemerédi, the next step is to ask for clique factors and powers of Hamiltonian cycles in Kneser graphs.
triangle free Kneser graphs contain Hamiltonian cycles [3] . More precisely, she showed the following. Theorem 1.1. If n ě 2.62k`1, then Kpn, kq is Hamiltonian.
Chen and Füredi [4] simplified the proof for the case k | n, k ě 3 and recently T. Mütze, J. Nummenpalo, and B. Walczak [18] showed that for k ě 3, the Kneser graph Kp2k` 1, kq, which is also called the Odd Graph, is Hamiltonian.
For general graphs, the research proceeded with the search for conditions that guarantee the existence of clique factors and powers of Hamiltonian cycles. Pósa [10] and Seymour [20] conjectured that a minimum degree of `1 |V | is sufficient to guarantee the -th power of a Hamiltonian cycle. A major step towards this conjecture was taken by Hajnal and Szemerédi [12] by showing that δpGq ě `1 |V pGq| forces an p `1q-factor in G. Later, Komlós, Sárközy, and Szemerédi [15] proved the Pósa-Seymour conjecture for large graphs.
More recently, there was further progress on this problem, see [9, 21] .
For Kneser graphs, Katona [13] conjectured the following analogue of the Pósa-Seymour conjecture. Conjecture 1.2. For all but finitely many p , kq P N 2 , the following holds:
If n ě p `1qk`1, then Kpn, kq contains the -th power of a Hamiltonian cycle.
Note that for n " 5, k " 2 and " 1, we have n ě p `1qk`1 but the Petersen graph Kp5, 2q does not contain a Hamiltonian cycle; this is the only known exception.
Further, the clique number of the Kneser graph shows that -if true -the bound in Conjecture 1.2 would be best possible. Currently, the best known bound due to Dankovics [6] is roughly k 2 p `1q`1.
In particular, if Conjecture 1.2 was true, it would imply the following weaker conjecture. Conjecture 1.3. For a given , Kneser graphs Kpn, kq with n linear in k, i.e., with n ě c k, where c is a constant depending only on , contain the -th power of a Hamiltonian cycle.
However, even for this weaker variant of Katona's conjecture it is unknown whether it holds and natural generalisations both of Chen's proof and Chen's and Füredi's proof do not work if n is only linear in k. The following remark guarantees the square of a cycle containing linearly many -but far from all -vertices in Kpn, kq with n linear in k. Remark 1.4. Assume that n ě 6k and for simplicity that n is even. Then the following square of a cycle of length 2`n {2 k˘c an be found in Kpn, kq. Theorem 1.1 provides Hamiltonian cycles x 1 . . . x pn{2q k and y 1 . . . y pn{2q k in r n 2 s pkq and prns r n 2 sq pkq , respectively. Since each set in r n 2 s pkq is disjoint to every set in prns r n 2 sq pkq , x 1 y 1 . . . x pn{2q k y pn{2q k is the square of a cycle. This argument can be extended to construct squares of slightly longer but not yet Hamiltonian cycles.
We further remark that a certain strengthening of Baranyai's theorem would -if trueprobably already imply Conjecture 1.3 (see Question 2.3).
In the present work, we take a first step towards the weak version of Katona's conjecture (Conjecture 1.3), proving the following theorem that corresponds to the above mentioned factorisation result for graphs by Hajnal and Szemerédi. Note that in the case k | n, | n k , Theorem 1.5 follows directly from Baranyai's theorem (see Theorem 2.1) which in this cases guarantees the partition of Kpn, kq into cliques of size n k . However, for instance in the case k | n, n k " 1 pmod q, this simple approach would leave p n k q n{k vertices uncovered, which is a linear proportion of all vertices, due to n being linear in k. Hence, we need a more sophisticated approach to prove Theorem 1.5.
Further, one of our methods allows us to extend a simple proof due to Chen and Füredi [4] for the statement that sparse Kneser graphs are Hamiltonian in the case k | n to the general case. We will go into more detail on this in Section 4.
Organisation. In Section 2, we collect some notations and results that we will use later.
In Section 3, we will prove Theorem 1.5 and in Section 4, we go into more detail about using one of our methods to extend Chen's and Füredi's simple proof for sparse Kneser graphs being Hamiltonian to k with k n. §2. Preliminaries
Let rns " t1, . . . , nu. For a set A, we define A pkq to be the set of all k-element subsets (or k-subsets) of A and for ease of notation we might write a for the set tau. The Kneser graph Kpn, kq has vertex set rns pkq and two vertices form an edge if and only if they are disjoint (as subsets of rns). A k-uniform hypergraph pV, Eq consists of a vertex set V and an edge set E Ď V pkq . By K pkq n , we denote the complete k-uniform hypergraph on n vertices. As usual, we define the degree of a vertex x P V as dpxq " |te P E : x P eu|. We call a hypergraph almost regular if the degrees of any two vertices differ by at most 1. A Gray-Code is an enumeration x 1 . . . x m of all sets in rns pkq such that two consecutive sets differ by exactly one element (of rns) (in general, we say two k-sets x, y P rns pkq differ by i elements, if |x y| " i). If in addition |x m x 1 | " 1 holds, we call the Gray-Code circular.
The existence of circular and non-circular Gray-Codes is proved in [19] and as seen in [4] they will be useful together with the following theorem by Baranyai [1] . Theorem 2.1. Let n ě k and a 1 , . . . , a t be integers such that ř t i"1 a i "`n k˘. Then the edges of K pkq n can be partitioned into almost regular hypergraphs prns, A i q with |A i | " a i for i P rts.
We observe that the edges of K pkq n correspond to the vertex set of Kpn, kq and a matching of size s in K pkq n corresponds to a clique of size s in Kpn, kq. Hence, following an approach presented in [2] , we get the following corollary of Baranyai's theorem to partition Kpn, kq into cliques of size X n k \ .
Corollary 2.2. Let n " pk`r, m "`n k˘, 0 ď r ď k´1 and t and 1 ď q ď p such that m " pt´1qp`q. Then we can partition the vertices of Kpn, kq into t´1 cliques of size p and one clique of size q.
Proof. Let a 1 "¨¨¨" a t´1 " p and a t " q. By Theorem 2.1 there are A 1 , . . . , A t Ď rns pkq such that |A i | " a i and prns, A i q is almost regular. Since pk`r " n, each A i is an almost perfect matching which corresponds to a clique of size p in Kpn, kq for all i P rt´1s.
Only A t builds a clique of size q.
A possible approach for Conjecture 1.3 could be to prove a more structured version of Baranyai's theorem which would be interesting in itself. For P rks and h P r s, set E h " e P EpK pkq n q : e X r s " thu ( . We pose the following question.
Question 2.3. Does the following strengthening of Baranyai's theorem hold?
Let n ě c k, for some large constant c , and a 1 , . . . , a t be integers such that ř t i"1 a i "`n k˘. Further, let tpe i 1 , . . . , e i qu iPrp n´ k´1 qs be given, with
for i ‰ j and h P r s. Then the edges of K pkq n can be partitioned into almost regular hypergraphs prns, A i q with |A i | " a i and pe i 1 , . . . , e i q Ď A i for i P r`n´ k´1˘s .
If this was true, then Conjecture 1.3 could probably be proved for ě 2 in essentially the same way as Theorem 1.1 was proved in [2] or [3] . However, little is known or even conjectured about possible strengthenings of Baranyai's theorem and so we omit going into the details. §3. Proof of Theorem 1.5
We consider a partition of Kpn, kq into cliques provided by Corollary 2.2. All except one of them are of size t n k u, so we may assume that t n k u. The following key lemma can be understood as a local tool to partition certain subgraphs of Kpn, kq consisting of cliques into -cliques. It makes use of that fact that given cliques A, B Ď Kpn, kq and two vertices x P A, y P B that do not differ in many elements, we know that most vertices in B are disjoint to x and most vertices in A are disjoint to y. Lemma 3.1. Let 1 ď s ă and d be positive integers and let G " pV, Eq Ď Kpn, kq be a disjoint union of cliques A y , A x 1 , . . . , A x ´s such that p ´1qp ´sq`d`1 ď |A y |, |A y | " s and |A x 1 | "¨¨¨" |A x ´s | " 1 pmod q and let y, x 1 , . . . , x ´s be vertices with y P A y , x i P A x i and |x i y| ď d, for all i P r ´ss.
Then we can partition G into cliques of size .
Proof. For i P r ´ss, consider the following statement p‹ i q:
consists of x j and ´1 distinct vertices in A y .
Note that p‹ ´s q implies Lemma 3.1 because
is a partition of G into cliques, where each clique is of a size divisible by .
We prove p‹ i q for i P r ´ss by induction on i. Let i " 1. Since A y is a clique, all its vertices are pairwise disjoint and hence, there are at most d vertices in addition to y in A y which are not disjoint to x 1 . Thus, due to |A y |´pd`1q ě ´1, there are ´1 vertices in A y that are disjoint to x 1 . These vertices together with x 1 build a clique C 1 as desired. and hence there are ´1 vertices in A y Ť i j"1 C j which are disjoint to x i`1 . These vertices together with x i`1 build a clique C i`1 . Now we are prepared to prove our main result.
Proof of Theorem 1.5. Let n, k, P N be as in Theorem 1.5 and let p, r, s and h be integers such that n " pk`r, 0 ď r ă k, p " h `s and 0 ď s ă . We may assume that ě 3 since for " 2 Theorem 1.5 follows from the existence of a Hamiltonian cycle (see Theorem 1.1). By using Corollary 2.2, we can consider a partition V pKpn, kqq " t ď i"1 A i into cliques with |A i | " p for i P rt´1s and 0 ă q ď p, so that |A t | " q. We may assume that s ě 1 since otherwise each A i except A t can be partitioned into h cliques of size , which yields that all but at most ´1 vertices of Kpn, kq can be partitioned into K . The proof is divided into two steps. In the first step, we split the cliques A i into cliques of size " 1 pmod q. Each of these cliques will have a vertex in it, which "marks" this particular clique. The set M of marking vertices will contain S :" rn´1s pk´1qˆt nu and hence, we can enlist S according to a Gray-Code on rn´1s pk´1q . In the second step, we absorb the remaining marking vertices into this enumeration such that successive vertices differ by at most two elements. Afterwards, we are prepared to use Lemma 3.1 to partition Kpn, kq into cliques of size .
Step One: Splitting the cliques. Let i P rt´1s. There are two cases: either the element n is contained in one of the vertices of A i or it is not (note that for k | n, n is always contained in one of the vertices of A i ). First, we assume that A i contains a vertex x 1 i with n P x 1 i . Further, we consider s´1 arbitrary distinct vertices x 2 i , . . . , x s i P A i and elements a 2 i , . . . , a s i with a j i P x j i (this is possible since p ě ą s and |A i | " p). Due to |A i | ě p 2`1 qp ´1q, we can now split A i greedily into cliques A
Next, let us assume that there is no x P A i with n P x. In this case, we consider s arbitrary distinct vertices x 1 i , . . . , x s i P A i and a 1 i , . . . , a s i with a j i P x j i . Again, we split A i as above.
We proceed similarly for A t with the difference that we only choose s 1 distinct vertices x 1 t , . . . , x s 1 t , where |A t | " s 1 pmod q and we cannot ask for a minimum size of the cliques A x j t . For any i P rts and j P rss (or j P rs 1 s if i " t), we call x j i the marking vertex of A x j i and a j i its marking element. We observe that the set M of all marking vertices contains every x P rn´1s pk´1qˆt nu " S.
Step Two: Enumerating the prepared cliques. In this step, we are looking for an enumeration of M so that two consecutive vertices differ by at most two elements. For that we consider an enumeration
is a Gray-Code on rn´1s pk´1q , i.e., |x 1 i x 1 i`1 | " 1 for i P rm 1´1 s. Further, we consider the map ϕ : M tx 1 , . . . , x m 1 u Ñ tx 1 1 , . . . , x 1 m 1 u with ϕpxq " x tau, where a is the marking element a of the marking vertex x. Thus, we have |pϕpxq Y tnuq x| " 1 and moreover, x 1 ϕ´1px 1 1 qx 2 ϕ´1px 1 2 q . . . , x m 1 ϕ´1px 1 m 1 q " y 1 . . . y m has the desired property, where with slight abuse of notation ϕ´1px 1 i q stands for an arbitrary enumeration of ϕ´1px 1 i q. Note that in fact we even have |y i y i` | ď `1.
At this point we are able to use Lemma 3.1 by considering consecutive cliques A z 1 , . . . , A z (more precisely, their marking vertices z 1 , . . . , z are consecutive in y 1 . . . y ) and choosing one clique amongst them, say A z 1 , that is not contained in A t . This is possible since all marking vertices coming from A t are disjoint and two consecutive vertices in y 1 . . . y m are not disjoint due to k ě 3. Since |z i z i` | ď `1, p ´1qp ´1q` `1`1 " 2´ `3 ď |A z 1 | and |A z i | " 1 pmod q for i P r s, we can apply Lemma 3.1 to z 1 , z 2 , . . . , z and A z 1 , . . . , A z .
In this manner, we apply Lemma 3.1 to each A y i , . . . , A y i` ´1 for i P "X m \‰ until all but at most ´1 of the cliques in tA y 1 , . . . , A ym u are partitioned into K . Since all the remaining cliques are of size " 1 pmod q, we can partition all but exactly one of the vertices of each remaining clique into cliques of size . This yields that in total all but at most ´1 vertices are partitioned into cliques. with z i R A t . This would yield that |z i z j | ď t 2 u`2 for j P r s and j " i and hence would allow a smaller d in the application of Lemma 3.1. Thus, the sets A z i could be smaller which improves the bound on n{k in Theorem 1.5 but it would still be cubic in . §4. Kneser-Graphs are Hamiltonian for n ě 4k
After Chen [2] showed the existence of Hamiltonian cycles in sparse Kneser graphs, Chen and Füredi [4] gave an elegant, short proof of this result, however, only for the case k|n.
In this section, we use an idea from the proof of Theorem 1.5 to expand their short proof to any n ě 4k and k ě 4, i.e., we show that Kpn, kq is Hamiltonian for n ě 4k and k ě 4.
Let n " pk`r with 0 ď r ď k´1 and`n k˘" pm´1qp`q with 1 ď q ď p. Further, let a i " p for all i P rm´3s and ‚ if q ě 3, let a m´2 " a m´1 " p and a m " q, ‚ if q " 2, let a m´2 " p, a m´1 " p´1 and a m " q`1, ‚ and if q " 1, let a m´2 " a m´1 " p´1 and a m " q`2.
Then we have ř m n"0 a i "`n k˘a nd consider a Baranyai partition A 1 , . . . , A m such that all A i are of size a i for all i P rms, so |A i | ě 4 for i P rm´3s and |A i | ě 3 for i P tm´2, m´1, mu.
Further, we may assume without restriction that n is contained in one of the vertices of A m´2 .
We consider two cases when defining marking vertices: Either the element n is contained in one of the vertices of A i or it is not. If there is a vertex x i P A i with n P x i , we define x i to be the marking vertex of A i . If there is no vertex containing n in A i and |A i | ě 4, we choose an arbitrary vertex x i P A i to be the marking vertex of A i . We call the set of marking vertices M and note that M contains rn´1s pk´1qˆt nu.
Next, we use a circular Gray-Code on rn´1s pk´1q to obtain an enumeration
Additionally, we consider a map ϕ : M tx 1 1 , . . . , x 1 m 1 u Ñ tx 1 1 , . . . , x 1 m 1 u, so that for each marking vertex x i we have |ϕpx i q x i | " 1. Thus, the enumeration
where s ď 2, of M (again, ϕ´1px 1 i q stands for an arbitrary enumeration of ϕ´1px 1 i q) has the property that if |A y i | ě 4, then y i and y i`1 differ by at most two elements and if |A y i | ě 3, they differ by at most one. This yields that for i P rm´ss, there is a vertex z i P A y i which is disjoint to y i`1 and so y 1 A y 1 z 1 . . . y m´s A y m´s z m´s is a cycle C which covers all but at most six vertices v 1 , . . . , v 6 P A m´1 Y A m . If in fact all vertices are covered by C, we are done. Otherwise, we infer from k ě 4 that for each v i , there are two marking vertices y i 1 , y i 2 P rn´1s pk´1qˆt nu with |A y i j | ě 4 and |v i y i j | " 1. We call them the candidates of v i and remark that v i , v j having one candidate in common implies that |v i v j | ď 1. Thus, recalling that k ě 4 and since v 1 , . . . , v 6 are vertices from two cliques, for each v i , there is at most one v j ‰ v i that has a candidate in common with v i . Hence, we can choose distinct candidatesŷ i for each v i . Now we consider v i and its candidateŷ i . There are two vertices a, b P Aŷ i which are disjoint to v i so we insert v i into C between a and b, obtaining a Hamiltonian cycle.
