In this paper, three new families of eighth-order iterative methods for solving simple roots of nonlinear equations are developed by using weight function methods. Per iteration these iterative methods require three evaluations of the function and one evaluation of the first derivative. This implies that the efficiency index of the developed methods is 1.682, which is optimal according to Kung and Traub's conjecture Published by Elsevier B.V.
Introduction
Solving nonlinear equations is one of the most important problems in numerical analysis. In this paper, we consider The classical Newton's method for a single non-linear equation is written as
This is an important and basic method [1] , which converges quadratically.
To improve the local order of convergence and efficiency index, many modified methods have been proposed in the open literature, see [2] [3] [4] [5] [6] and references therein. Chun and Ham [4] developed a family of sixth-order methods by weightwhere γ ∈ R is constant, µ n = f (y n ) f (x n ) and h(t) represents a real-valued function with h(0) = 1, h (0) = 2, h (0) = 10 and |h (0)| < ∞.
Recently, using the Hermite interpolation polynomial of the third order, Petković [8] provided a general class of n-point iterative methods with optimal order of convergence 2 n−1 and optimal computational efficiency 2 n−1 n . Here the n includes n−1 evaluations of the function and one evaluation of the derivative. Thukral and Petković [9] developed a family of optimal eighth-order convergence methods by weight function methods.
In this paper, in three theorems we present three families of eighth-order iterative methods derived by using the method of weight functions. The method of weight functions can be applied to construct families of iterative methods for nonlinear equations. Some applications of the weight function methods can be found in [2] [3] [4] 6] , where some kind of weight functions were used. In this paper, we apply a few weight functions to construct families of iterative methods with high convergence order and high efficiency index. In terms of computational cost, they require the evaluations of three functions and one first order derivative per iteration. This gives 1.682 as the efficiency index of the presented methods. The new families of eighth-order methods agree with the conjecture of Kung and Traub [7] for the case n = 4.
The conditions in the theorems are general and basic. For a specific iterative method, one only needs to choose the functions such that the conditions in the theorem are satisfied. In particular, one could first write down the preferable functions with undetermined coefficients, then uses the conditions in the theorem to determine the coefficients in the functions. Examples of the specific iterative methods are presented after each theorem. The presented methods are comparable with Newton's method and other methods. The efficacy of the methods is tested on a number of numerical examples. Notice that Bi et al.'s method in [2, 3] are special cases of the presented eighth-order methods. Based on the weight function methods, new eighth-order methods with high efficiency index 1.682 are derived.
The methods and analysis of convergence
Based on (3)- (5), we consider the following three-step iteration scheme by using the method of weight functions: 
and W (0) = 0.
, k = 2, 3, . . .. Using Taylor expansion and taking into account f (x * ) = 0, we have
n ) , a n = c 2 e n + (−3c 
With the conditions
where 
and γ 7 and γ 8 are functions of c 2 , . . . , c 7 , G (0), . . . , G (7) (0). The complex expressions are omitted here.
Expanding
Using (7)- (11), we have
With the Conditions
,
With the condition W (0) = 0, it is clear that R 8 = 0, thus (6) converge to x * with eighth-order, and the error equation becomes
After some simplifications, we can easily obtain the conditions of Theorem 1. This finishes the proof of Theorem 1.
There are four weight functions in scheme (6) . With some choice of weight functions G(t) =
1−t 1−2t
and W (t) = t, the scheme (6) becomes
Theorem 1 can then be simplified as follows. 
In what follows, we give some concrete forms of iterative schemes (6) and (15).
Example 1.1. The functions G(t), H(t), V (t), W (t) defined by
satisfy the conditions of Theorem 1. A new eighth-order method is then obtained
Example 1.2. The functions H(t), V (t) defined by
satisfy the conditions of Theorem 1 . A new eighth-order method is then obtained
Next, we subjoin a combination of the known information f (z n ), f (x n ) and consider the following iteration scheme by using the method of weight functions:
where G(t), H(t), V (t) and W (t) are real-valued functions. Similar to the proof of Theorem 1, we can make the following conclusion. 
Again, with some choice of functions G(t) = Table 1 Comparison of various iterative methods under the same total number of function evaluations (TNFE = 8). The test functions f i (x) (i = 1, 2, . . . , 6) are listed as follows
