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Summary
The use of hydrocarbons is ubiquitous in modern society, from fuel to raw materials. 
Seismic surveys now routinely produce large, volumetric representations of the B arth’s 
crust. Human interpretation of these surveys plays an im portant part in locating oil 
and gas reservoirs, however it is a lengthy and time consuming process. Methods that 
provide semi-automated aid to the interpreter are highly sought after.
In this research, texture is identified as a m ajor cue to interpretation. A local gradient 
density method is then employed for the first time with seismic ^a ta  to provide volu­
metric texture analysis. Extensive experiments are undertaken to determine param eter 
choices th a t provide good separation of seismic texture classes according to the Bhat- 
tacharya distance. A framework is then proposed to highlight regions of interest in a 
survey with high confidence based on texture queries by an interpreter.
The interpretation task of seismic facies analysis is then considered and its equivalence 
with segmentation is established. Since the facies units may take a range of orientations 
within the survey, sensitivity of the analysis to rotation is considered. As a result, new 
methods based on alternative gradient estimation kernels and data  realignment are 
proposed. The feature based method with alternative kernels is shown to provide the 
best performance.
Achieving high texture label confidence requires large local windows and is in direct 
conflict with the need for small windows to identify fine detail. It is shown that smaller 
windows may be employed to achieve finer detail at the expense of label confidence. 
A probabilistic relaxation scheme is then described that recovers the label confidence 
whilst constraining texture boundaries to be smooth at the smallest scale. Testing with 
synthetic data shows reductions in error rate by up to a factor of 2. Experiments with 
seismic data indicate tha t more detailed structure can be identified using this approach.
K ey  w ords: Texture, Seismic, Three dimensional.
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Chapter 1
Introduction
Hydrocarbons are basic providers of both energy and a large number of raw materials 
for manufacturing and ultimately consumption. Millions of barrels of crude oil are 
produced and consumed daily around the world and the associated exploration industry 
is massive in terms of both economic and social impact. Occurring as a natural resource, 
there is much debate and speculation over future hydrocarbon supply and demand 
scenaria. Opinions can be found tha t range from catastrophic predictions of global 
shortages within the next decade, to much more optimistic outlooks in which the supply 
can match demand for many years to come. Either way, it is safe to report tha t demand 
for hydrocarbons in modern life is growing.
In this context, maintaining supply can be broken down into to two major activities:
• Efficient extraction of existing sources of hydrocarbons
• Exploration and identification of new sources
The second of these activities requires surveying, identification and localisation of reser­
voirs that are located deep within the E arth ’s crust. Seismic imaging and interpretation 
play major parts in this activity and are the main contributors to locating untapped 
reservoirs.
1.1 M otivation
Original seismic techniques provided ID, then over time, 2D surveys. Recent years have 
seen higher fidelity 3D and, later, time-lapse 3D seismic surveys become an increasingly 
common component in the exploration process. As the sampling resolution of the data  
becomes finer and storage facilities grow in size, a new problem is faced during the 
interpretation of this data: the task for human interpreters becomes lengthier due to 
the increase in the size of the volumes to  be analysed. The pressure on the interpreter 
is also increased in the sense tha t it is desirable to exploit all of the extra information 
tha t is now present in the 3D survey, e.g. multiple viewing angles.
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Hydrocarbon sources or reservoirs identified during interpretation have to be accessed, 
usually by drilling and pumping. As a consequence, particular types of reservoir have in 
the past been considered more favourably by virtue of the ease with which they may be 
identified and exploited. However, increasing demand is forcing the consideration and 
desire to identify types of reservoir tha t are more difficult to locate by interpretation, 
further frustrating the interpreter.
Human interpretation of seismic volumes is based on a number of cues. Visual inspec­
tion of the da ta  using slices through the volume from a number of orientations may 
be coupled with analysis of certain attributes such as local amplitude of the seismic 
response. The visual inspection is intended to identify specific characteristics in the 
seismic volume according the type of reservoir th a t is of interest for the interpretation. 
There are then two clearly identifiable aspects:
•  Search the volume for characteristic seismic events specific to a particular reservoir 
type
• Examine the events in detail to ascertain if a particular reservoir type is present
The aim of this work was to provide an efficient and reliable autom ated aid to the 
interpretation process. The aid supports the search process to allow interpreters to 
identify regions of interest more rapidly and then provides indication of characteristics 
in the seismic volume for the more detailed analysis.
1.2 Scope
This thesis is based on work conducted under the European Commission, Directorate- 
General Information Society project IST-1999-20500; more informally referred to as 
Tritex [73]. The project remit was quite broad, encompassing problems within the 
petroleum exploration industry and medical imaging domains, but the scope of this 
thesis covers a smaller subset of the study m atter.
The aim is to link 3D textures within seismic data  sets to stratigraphie interpretation 
of the data. Interpretation, by its nature is subjective and further complicated in 
tha t a segmentation m ethod should produce an output that matches tha t of a human 
interpreter. It is possible to extract all sorts of features from a volume, but the features 
and segmentation m ethod must provide results th a t relate to those generated by an 
experienced human interpreter.
1.3 T hesis outline
Following this introduction, the formation of hydrocarbon reservoirs is discussed to­
gether with the seismic imaging process. The two subjects are complimentary in tha t 
geological structure im parted during the formation process is exploited for imaging.
1.4. Contributions o f the thesis
Themes in the development of analysis aids are then highlighted at which time the use 
of 3D texture attributes is identified as a potentially under-exploited area of work.
Chapter 3 reviews texture and a number of methods th a t have been applied to previous 
texture analysis problems. The bulk of the literature is concerned with 2D texture, 
but where possible, 3D methods have been identified and discussed. Texture forms 
the basis of the methods to perform fast searching for regions of interest, and the more 
detailed interpretation. Probabilistic relaxation labelling is also discussed with a view to 
providing the information to support the more detailed phase of seismic interpretation.
A simple methodology for quick data  mining of large data  volumes based on Local 
Gradient Densities (LGD) is proposed in chapter 4. This m ethod is derived from a 
global method used previously with MRI scans in the medical imaging domain. The 
method is adapted here to provide a local measure and the choice of parameters for 
the method is explored in detail with a view to providing good separation of example 
volumes with different seismic characteristics. Several larger seismic volumes are then 
analysed with the LGD method to identify regions of interest.
W ith a view to performing the seismic interpretation task of facies analysis, chapter 
5 discusses segmentation. A simple labelling of a volume is performed based on the 
LGD method and compared with a  k-NN labelling. The issue of rotation is then 
discussed. Since textures may appear in a range of orientations within the seismic 
volume, experiments were conducted comparing feature values of original test volumes 
with rotated counterparts. The experiments indicated th a t the LGD m ethod must be 
modified to improve stability for rotated textures. Two modifications are proposed. 
The first is based on developing alternative gradient estimation kernels th a t address 
some issues with regards to alignment between the sampling axes and the components of 
the gradient estimate. The second m ethod applies realignment and resampling during 
one of the stages of processing to remove the effects of rotation. Both methods are 
exercised with the former proving to be the most successful.
Attention in chapter 6 turns to spatial resolution and improving the finer detail in 
the labelling process. Smaller local windows are applied to provide finer detail at the 
expense of initial confidence. Probabilistic relaxation is then applied to improve the 
confidence and adjust the labelling in a self consistent manner. Conclusions are then 
presented in chapter 7.
1.4 C ontributions o f th e thesis
To the knowledge of the author, the following aspects of the thesis are original
• Using 3D texture analysis based on local gradient density (LGD) to identify 
regions of interest in seismic volumes. Experiments with varying param eter se­
lections allowed a suitable set to be chosen for working with seismic data
• Performing the interpretation task of seismic facies analysis through LGD based 
segmentation and considering the effects of rotation. This lead to the development 
and application of alternative gradient estimation kernels.
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• Applying a 3D probabilistic relaxation algorithm with a suitable dictionary of 
configurations to recover label confidence for small local windows, thus improving 
spatial resolution. This lead to an oral presentation of at conference [17]
The application of these methods in the seismic domain could aid seismic interpretation 
by focusing attention to regions of interest within vast da ta  sets and providing outline 
seismic facies analysis.
Chapter 2
The role of seism ic analysis in 
hydrocarbon exploration
Seismic analysis is one of the primary tools used to locate potential hydrocarbon reser­
voirs for commercial exploitation. In order to understand why it is considered so 
valuable, it is necessary to examine the processes by which oil and gas formation take 
place. This will highlight the nature of the geophysical structuring tha t is of interest 
and indicates why seismic analysis is such a well utilised technique. General principles 
of seismic imaging and the trends towards higher quality imaging are introduced along 
with the pressure to support increasing demands on oil and gas reserves. Finally, these 
trends are discussed in the context of the changing nature of seismic analysis.
2.1 Sedim entary rock
Any body of water, be it still or flowing, has the capacity to carry particles of insoluble 
material in suspension. Such material is generated routinely by natural erosional pro­
cesses and might initially enter the water system in run-off from land after rainfall, or 
even after being carried by prevailing winds. The maximum size of the particles th a t 
can be supported in suspension is governed by the movement of the water. More rapid 
or energetic flow exhibited by fast flowing rivers or coastal regions with strong currents 
will permit larger particles to remain in suspension. The particles are generally graded 
by their size and often into the classes suggested by the Udden-Went worth scale [7] [89] 
shown in figure 2.1. Here, the grades of interest include sand (largest) through silt 
and onto mud (finest). Grains th a t are present in suspension may be transported some 
distance provided th a t the fluid flow remains sufficiently energetic. However, this can­
not be the case indefinitely: rivers eventually flow into slow moving seas and strong 
coastal currents transport fluid to more calm waters. When this occurs, the particles 
that were held in suspension begin to sediment and collect at the bottom  of the body 
of water. This can be observed at river deltas and coastal sand spits amongst many 
other examples.
Over geologically significant periods of time, sediment may continue to be deposited 
generating the build up of considerable layers. The thickness of a layer depends on
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Figure 2.1: Udden-Wentworth scale
the length of time for which the prevailing environmental conditions contribute to the 
continuing deposition of a particular type of sediment. It is im portant to realise that 
at some point the environmental conditions will alter and tha t the type of sediment 
deposited will change. Thus many different layers are built up tha t can be categorised 
by the size of the dominant sediment.
As the build up continues, layers composing many kilometres of sediment may be de­
posited. The colossal mass of the material generates pressure (mainly) and tem perature 
profiles th a t increase with the depth in the sediment. Relative to activity deep in the 
B arth’s mantle, the tem peratures and pressures are considered low, but conditions are 
still such th a t significant changes occur in the chemistry and physical properties of the 
sedimentary layers. The point at which these changes begin is termed diagenesis. Of 
particular importance during this phase is that, in general, the porosity of the sediment 
reduces. After time, the process of change in the sediment terminates and a steady state 
is reached. At this point, the sediment is said to have lithified. The resulting layer is 
no longer composed of unconsolidated grains, but now consists entirely of sedimentary 
rock.
Following lithification the sand, silt and mud sediments discussed previously will form 
sandstone, siltstone and shale respectively. Each of these has a porosity th a t is largest 
for sandstone and reduces through to shale. The sedimentation and lithification pro­
cesses result in layers of rock within the E arth ’s crust th a t exhibit different physical 
properties from layer to layer. The layers can vary from a few metres up to hundreds 
of metres.
The sedimentation and lithification may suggest tha t the stra ta  is generated in a hor­
izontal configuration. This is not the case. Variations in the energy of the  flow can 
create more complex topologies with gradients other than horizontal being common. 
The angle between the local orientation of the layer and the horizontal is referred to as 
dip.
2.2 H ydrocarbon form ation and trapping
N atural hydrocarbons are linked inextricably with sedimentary rock. The initial s tart­
ing condition for formation requires a sediment and the presence of organic m atter 
within the sediment; it is from the latter th a t the hydrocarbon will ultimately derive. 
The organic m atter might be from dead land-based plants, or perhaps expired micro­
scopic marine life. In either case, the m aterial is either indigenous to water or has been 
transported into the suspension in a similar manner as the insoluble inorganic particles 
described previously.
2.2. Hydrocarbon formation and trapping
The flow conditions apply equally to organic m atter held in suspension; at a suitably 
low range of energies, even the smallest organic particles will be deposited along with 
the inorganic sediment. Thus the first step on the path to hydrocarbon formation is 
taken.
As layers of sediment accrete, the organic m atter will be subjected to the same vari­
ations in pressure and tem perature as the inorganic particles. The response of the 
organic m atter to these variations can be complex. From the animal or plant m at­
ter, there will invariably be some constituents tha t are insoluble under the conditions 
within the changing sediment. This insoluble organic m atter is referred to as kero- 
gen and it will be the source from which hydrocarbons may form, conditional on a 
number of factors. Not only does kerogen need to  be present, but the envelope of pres­
sures and tem peratures must fall within certain param eters for hydrocarbons to form. 
Also, these param eters must be maintained for a suitable period of time to perm it the 
transformation to take place. The kerogen may yield oil and /or gas, with the final 
yield being dependent on (i) the type of organic m atter present in the sediment (ma­
rine/terrestrial, anim al/plant, etc); (ii) the exact tem perature conditions within the 
hydrocarbon formation window.
Up to this point, the basic criteria and m ethod for formation of hydrocarbons has been 
explored, but there is a further key process to discuss: migration. During diagenesis 
the properties of the sediment alter and in particular the porosity reduces. The effect 
of a reduced porosity is the expulsion of any hydrocarbon tha t may be present. During 
this primary migration, the hydrocarbon is literally squeezed out of the source rock 
until a more porous medium is found. Secondary migration occurs as the hydrocar­
bon pervades the more porous rock. Natural buoyancy of the fluid within the dense 
surrounding structure tends to produce a preferred migration in an upward direction, 
though lateral migrations are not uncommon. The movement of the hydrocarbon con­
tinues until a non-permeable rock is encountered. In fact, with appropriate conditions 
such as fine grain size and high clay content a rock such as shale can act as an im­
permeable sediment. At this point the hydrocarbon may become trapped, with traps 
falling into one of two categories; structural and stratigraphie.
Structural traps are identified with deformation of the underlying strata . Faults (fig­
ure 2.2(a)) and folds (figure 2.2(b)) are examples of such configurations th a t may cause 
trapping of hydrocarbons. In both cases, external geological forces have acted to de­
form pre-formed rock. Structural traps are well documented and indeed well exploited 
by the exploration industry, a fact th a t is attribu ted  to  the relative ease with which 
they may be identified [79].
2 .2 .1  S tr a tig r a p h ie  tra p s
As far back as 1995, suspicions were raised th a t structural traps might only account 
for less than  half of the world’s oil reservoirs [79]. This was supported 5 years later by 
analysis in a report conducted by the US Geological Survey [1]. The conclusions were 
that other types of hydrocarbon trap  would become increasingly im portant to support 
the growing demands for oil and gas. Interest has since grown rapidly in a class referred 
to as stratigraphie traps.
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In contrast to structural traps, stratigraphie traps do not form as a result of deformation 
of existing strata. Rather, the trap  is depositional, being formed in place and requiring 
no secondary migration from the source rock to the medium. This may occur for 
example if a porous source rock is completely enclosed by a non-porous medium such 
as shale, or at unconformities where impervious cap rocks may be laid down after 
older stra ta  has been tipped and possibly eroded during a depositional hiatus. Some 
examples of stratigraphie traps are given in figure 2.3.
These traps are often difficult to locate due to a number of factors as discussed by 
Caldwell et al in [5]. They particularly highlight the need to identify gradual changes 
and subtleties in lithology.
2.3 Seism ic im aging
All of the processes tha t have been discussed refer to depositional layers and traps that 
are formed within the crust of the E arth  over timescales of millions of years. During 
this time, the nature and locations of the world’s marine environments have changed 
continually leading to a varied and complex sedimentary system below the surface. It is
2.3. Seismic imaging
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Figure 2.3: Stratigraphie traps
impossible to know which types of sediment may be present and in what configuration 
by direct observation at the surface, instead a model of the stra ta  must be built up 
through indirect observations.
Seismic imaging is a technique that exploits the very layering tha t is present within de­
positional strata. Acoustic energy is generated and propagates through the subsurface 
and into the E arth 's crust in the form of compression and shear waves. At the bound­
aries of materials that exhibit differing transmission properties, significant reflections 
will take place. This principle is at the heart of seismic imaging.
Data to support seismic imaging can be collected both on land or at sea. The data 
considered in this thesis were all collected in a marine setting and this has steered the
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presentation in this section. It is noted tha t there are some differences for land-based 
surveys, however, this is beyond the scope of this thesis.
Surveys are conducted by a moving vessel towing a source at a short distance with 
receivers further removed in an array of up to a few kilometres in extent. The source 
is usually a compressed airgun submerged below the surface that regularly generates 
an impulse-like compressional wave propagating through the water and the E arth ’s 
crust. Approximately 50Hz is a  reasonable estimate of the dominant frequency of the 
acoustic wave but is particularly characteristic of shallow parts of the Earth, where 
corresponding propagation velocities are 1500-2000ms“ .^ Deeper parts of the Earth  
have higher velocities (5000-6000ms"^) and a lower dominant frequency around 20Hz, 
giving wavelengths of 250-300771. Generally, the wavelength increases with depth whilst 
frequency decreases.
At any interface between materials with different physical properties, partial reflection 
will occur. Incident wave on an interface will produce four resultant waves. Reflected 
and transm itted shear waves and reflected and transm itted compressional waves. Shear 
waves are the slower propagating of the two, and require shear strength in the media 
through which they travel. As a result, they do not occur in air or water and are 
not considered further here. Compressional waves are the faster and are referred to 
as Prim ary waves or P-waves. Ratio of reflected to incident energy across interface 
between two layers x  and y  is denoted by R ‘^y such th a t
where pa is density and Va is velocity in layer a (page 51, [35]). A series of time delayed 
reflections from interfaces of layers at different depths are picked up by a number of hy­
drophones positioned carefully in the array behind the towing vessel. A single receiver 
records a signal following each shot which is referred to as a trace. Clearly, a reflection 
from a particular horizontal interface will correlate across a number of receivers, how­
ever the relationship between the times at which the event is recorded in each receiver 
is non-linear. This can be seen in figure 2.4(a). Adjustment is necessary to align the 
signals such th a t a  reflecting event is registered across the receivers, figure 2.4(b), and 
is referred to as normal movement offset (NMO) correction
Combining the receiver information would improve the signal to noise ratio for an 
event, but requires tha t the varying delay due to different source-receiver geometries 
be accounted for. The general term  for combining the data  is stacking, specifically 
in this case, common shot stacking. For common shot example shown, it can be said 
th a t the shot occurring at time T, 5'(T), generates part of a shot-receive event. The 
event is fully defined by considering which receiver traces should be considered. In this 
example, the full gather is the set { S { T ) R i { T ) , S { T ) R 2 {T) ,S{T)R^{T)} .  R\{T)  is the 
full trace recorded at receiver 1 following the shot at time T. It is a function of time, 
but this is om itted for clarity.
However, since the source fires shots at fixed intervals, there are opportunities to exploit 
other geometries across traces recorded for different shots. For simplicity, the distance
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(a) Common shot gather (b) NMO
Figure 2.4: Receiver gathering
travelled by the vessel between shots will be taken to equal half the receiver separation, 
corresponding to a time delay, 6. Common mid-point (figure 2.5(a)) and common offset 
(figure 2.5(b)) are then alternative methods of gathering traces for stacking tha t might 
also be applied.
v6
  »hip speed, v
Common midpoinl
R , R ,
v8
P
ship speed, v
Ri  
S>
(a) Common midpoint gather (b) Common offset gather
Figure 2.5: Receiver gathering
The common midpoint gather corresponds to ( S (T )B i (T ) ,  S ( T  +  S)R 2 {T + S) ,S{T  + 
2S)R^{T +  3<5)} though correction for moveout should be applied. A common offset 
gather will produce the receiver set [S{T)Rri{T), S {T  + 6)Rn{T  +  Ô), S{T  +  20)Rn{T +  
3J)}, where n  corresponds to any single receiver in the array.
In reality the reflection model is more complex. Snell’s second law of refraction through 
the different layers along with dipping layers generates a more realistic model as shown 
in figure 2.6. However, if the offset between the receiver and the source is relatively 
small in comparison to the depth of the reflecting layer, then the errors introduced by 
using the previous reflection models are tolerable. Ashton et al present a good overview 
of how to deal with many such factors in designing a 3D seismic survey [2].
Other corrections must also applied to the traces to mitigate a number of effects that 
cause amplitude decay over time in the received signal. Major contributions to this
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Figure 2.6: Complex reflection model
decay are from divergence loss (often called loss); the transmission loss at each 
partially reflecting boundary and absorption loss as some energy in the compressional 
wave is transformed into heat energy. Once these corrections have been applied, then 
stacking can be carried out utilising a number of geometries over the array of receivers 
to produce a three dimensional data  set. Two of the dimensions are spatial, with the 
third dimension representing the one way time at which a reflection event occurred. 
In the seismic analysis domain, these are referred to as inline, crossline (or xline) and 
time. An example cube is shown in figure 2.7.
Unfortunately, using time as the third axis often leads to false visual implications. It 
should be recognised that a seismic slice is not a spatial reconstruction of the layer 
interfaces between different strata. To provide that, a velocity profile is required which 
may be obtained by drilling a borehole and examining the core, or by estimation after 
interpreting the inline, xline, time data  set. If such information is not available, it is 
often necessary to assume a uniform velocity profile such that the sampling is isotropic 
along all axes.
The seismic signal is then a function of position within the array and can take positive 
or negative values. The representation used here allocates white to signals taking a 
value of zero. Negative signals are coloured pink for small negative values through to 
red for the most negative. Positive values are coloured from light blue to dark blue for 
the most positive.
2.4. Appearance o f geological structures in seismic surveys
Figure 2.7: Crossline slice from a seismic survey of the Barents Sea
2.4 A ppearance of geological structures in seism ic surveys
It is easy to imagine a large number of depositional environments, from fan deltas, 
channels and ocean floors. It is not difficult to see that each of these environments 
will produce characteristic depositional features that will in turn form many types of 
geological structure. In this thesis, two types of structure primarily will be considered.
2 .4 .1  C a r b o n a te  m o u n d s
Carbonate mounds consist of rock types such as limestone, dolomite or chalk. At 
present, the mechanism through which they are formed has not yet been explained to 
universal satisfaction. The most widely held beliefs include precipitation from fluid on 
tem perature change, or due to the action of organisms such as coral.
Independent of formation, this structure holds interest for hydrocarbon exploration due 
to the permeability of the rock. This property is attributed to fracturing rather than 
primary porosity of carbonate rock, but still allows it to serve as a reservoir rock. A 
slice from a survey containing a mound is shown in figure 2.8, with the mound visible 
in the lower left of the image.
A host of criteria need to be addressed before such a structure would be considered 
for exploitation, but locating mounds is one step in identifying possible hydrocarbon
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Figure 2.8: Mound formation
accumulations.
2 .4 .2  G as c h im n e y s
So far, it has been assumed that hydrocarbons exist in permeable reservoir rocks and 
are completely trapped by impermeable surrounding rock. This is not always the case. 
Trapping rocks may be permeable due to fracturing, or possibly by exhibiting low, but 
non-zero porosity thus allowing hydrocarbons to seep from the trap. Natural buoyancy 
of the fluid means a tendency towards the surface of the Earth and therefore regions 
in which the pressure is lower than that within the source rock. As the pressure drops, 
any gas that may have been dissolved within the fluid is gradually transformed back 
into gaseous form. The presence of this gas within the s tra ta  above the reservoir does 
not change the physical structure, but it does affect some of the properties of the rock. 
Acoustic velocities are generally reduced resulting in an apparent ‘push-down’ as the 
acoustic wave takes longer to traverse the material. Further, the quality of the stack 
data  is affected, taking on a more disordered appearance.
An example slice through a survey containing gas chimneys is shown in figure 2.9.
2.5. Evolution o f seismic analysis and interpretation
Figure 2.9: Gas chimneys
2.5 Evolution o f seism ic analysis and interpretation
In 1921, the Geological Engineering company registered the first recorded reflection 
event from a limestone-shale interface. By the middle of the decade, a small number 
of further geological structures such as salt domes had been discovered using seismic 
methods. For 40 years, the surveys were mainly restricted to recording events and 
relating these to structural features such as rock interfaces; more subtle deductions were 
not possible from the poor quality data. The advent of digital recording equipment 
within the industry around the mid 1960s provided far superior dynamic range and
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quality to th a t of analogue equipment and possibilities for investigating amplitude 
variations in order to provide indications of stratigraphie properties such as porosity 
became more realistic.
In addition to improvements in da ta  collection, further advances in seismic survey 
techniques have also increased the spatial dimensionality. Initial experiments conducted 
using single source and receivers have progressed through two dimensional surveys using 
a single string of receivers until now. Many arrays of receivers are routinely deployed 
to facilitate three dimensional surveys. Processing of the raw data  now yields more 
extensive and higher resolution stacked da ta  than  ever before.
All survey data  is the subject of intensive analysis by highly trained human analysts. 
Inevitably, the increase in the quality, dimensionality and volume of da ta  impacts 
particularly on the demands of these individuals. The size of the interpretation task 
has grown dramatically, but more subtly, the pressure on the analysts to exploit the 
higher quality da ta  has also grown. Fortunately, so too has the level of support provided 
by analysis tools.
In the past 10-20 years, the emphasis has been on supporting the change from 2D to 3D 
surveys. Initially, 2D gradient methods were extended to 3D to provide simple gradient 
cubes to aid interpretation. This was followed by the generalisation of further ID and 
2D seismic attributes to 3D, [53][3][72].
Randen et al developed a new set of attributes including measures of chaos and con­
tinuity [76] [75], based on estimates of the covariance of the gradient vectors. Analysis 
of the eigenvectors and their relative sizes was then used to construct attributes with 
values tha t reflected physical interpretation of the local behaviour of the gradient..
Koster and Spann [40] generated features using local frequency from 2D Gabor filter 
banks averaged in the th ird  dimension and extracting instantaneous frequency through 
the application of the Hilbert transform.
A singularity analysis is applied by Lyons et al [48]. The process relies upon the argu­
ment tha t a particular type of lithologie boundary has a unique reflectivity response. It 
is argued th a t this produces a local maximum in the seismic response th a t can be char­
acterised by fractional integration. The m ethod is shown to behave in a geologically 
intuitive manner, though no conclusive lithological interpretation is given.
Statistical methods are also applied, Pegoraro and Stewart use remote sensing ap­
proaches on images corresponding to time slices from two separate 3D surveys [69]. 
Co-occurrence matrices are generated to allow features to  be calculated according to 
the classic set proposed by Haralick et al [33]. The 3D aspect of the da ta  is not fully 
exploited since the study was concerned with applying an existing remote sensing anal­
ysis paclcage. Gao took one further step by generating full 3D co-occurrence matrices to 
provide seismic classification cubes [23]. A volumetric window surrounding a voxel of 
interest was considered and features based on a co-occurrence m atrix corresponding to 
Haralick et al’s homogeneity, contrast and randomness for the window were calculated.
Historically, whatever the form of the attribute, they were often clustered or analysed 
using classical approaches such as Principal Component Analysis [45]. More recently, 
a number of authors [51] [81] [27] have applied neural network techniques trained by
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examples of seismic bodies, Simaaii uses neural networks in conjunction with Laws 
masks to provide a segmentation based on texture orientation [80].
One of the aims of this thesis is to provide a degree of autom ation to the seismic 
sequence analysis. For an interpreter, this is the task of dividing a data  volume into 
regions of conformity. The interpreter inspects the volume visually and decides where 
the boundaries are between stra ta  showing similar reflection characteristics.
The autom ation applies a computer vision approach tha t is essentially a supervised 
segmentation of the scene based on textural features. An interpreter is able to provide 
example stratal configurations of interest tha t are to be located in a seismic volume. 
Gradient based features are extracted from each of the example stra ta l types and a 
similarity measure is used to identify regions which most closely match the desired 
stratal types. Two types of output are available: the first is a segmented volume based 
on texture similarity; in the second example, for a single stratal type, a  measure of 
similarity is provided at each voxel to produce a data  mining like result.
This approach is intended to provide an autom ated first pass a t the data  early on in 
the workfiow. The valuable effort of the interpreter can then be focused on the areas 
of greatest interest and is motivated by the paradigm of expending ‘90% of the effort 
analysing 10% of the da ta ’.
The next chapter will discuss texture and a number of techniques the have previously 
been used for texture analysis.
18 Chapter 2. The role o f seismic analysis in hydrocarbon exploration
Chapter 3
Texture
Understanding the attributes and properties of texture th a t can be exploited by analysis 
techniques is an im portant step in selecting and developing an appropriate method for 
the problem. Previous efforts to define texture and techniques th a t have been employed 
to perform segmentation and classification of two dimensional images are recapped. 
Where available, work carried out to extend these methods to the three dimensional 
arena is highlighted.
3.1 D efin ition  of T exture
Numerous attem pts have been made by a large number of researchers to define texture.
For example, Haralick and Shapiro [34] define texture as:
concerned with the spatial distribution of the image intensities and dis­
crete tonal features. When a small area of the image has little variation 
of discrete tonal features, the dominant property of th a t area is grey tone. 
When a small area has wide variation of discrete tonal features, the dom­
inant property of tha t area is texture. There are three things crucial in 
this distinction: (1) the size of the small areas, (2) the relative sizes of the 
discrete tonal features, and (3) the number of distinguishable, discrete tonal 
features.’
Tuceryan and .lain [84] brought together a number of these definitions to demonstrate 
that the application in which texture is under scrutiny often influences the nature of 
the definition. On examination, these definitions yield a  number of common themes 
that are summarised here.
Texture is influenced by the spatial relationship between grey levels. 
In a local region, elementary texture primitives can be identified.
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• For a region of constant texture, these primitives are repeated in a calculable 
manner.
Nadler and Smith [56] expand this theme to describe two distinct classes of texture. 
Those in which the texture primitives are easily identified and their arrangement con­
sidered as a set of such objects, and those with many small components, so closely 
packed th a t in the limit, irregular random arrangements are generated. In light of this 
wide range of texture types, but no agreed formal definition, it is unsurprising that 
a large number of techniques have been proposed and applied to analyse the textural 
properties. The success of techniques is often application dependant.
W ithin seismic data  sets, both large scale repeating primitive type textures (eg Parallel) 
and more irregular, random arrangements (eg Chaotic) may be encountered. The 
segmentation m ethod should be robust to the presence of either or both.
3.2 Segm entation
The challenge of texture based segmentation will be focused on here. Ehrich and 
Foith [18] subdivide the texture analysis problem into three sub-problems:
Ultimately, there are three problems of concern: (1) Given a textured region, 
to which of a finite number of classes does the sample belong? (2) Given a 
textured region, how can it be described? and (3) Given a scene, how can 
the boundaries between the m ajor textured regions be established?
The problem is nearest to th a t represented by the third category: a finite number of 
texture classes are defined by a user with the aim of identifying regions within a test 
volume th a t match most closely to these classes.
3.3 Segm entation  o f tw o d im ensional im ages
In general, the majority of methods are applicable to the analysis of 2D images, with the 
image samples usually taken from the Brodatz album [4]. More recently, other texture 
collections have been published and are receiving increased attention: CUReT [61], 
MIT VisTex database [85], MeasTex database [62].
W ith these themes in mind, many techniques have been used to analyse, describe and 
synthesise textures. A number of the more common approaches are reviewed, but the 
coverage is not exhaustive and other techniques are also available tha t are not covered 
here. A fine overview of a large number of methods is given in [84].
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3 .3 .1  M o d e l b a sed  a p p ro a ch es
In the use of a model, an attem pt is made to capture relationships between pixels 
of a particular texture type. In a supervised segmentation scheme, the param eters 
estimated from a test region can be compared with those of the supervising classes to 
find how closely the region corresponds to each class.
One such approach is the use of Markov Random Fields (MRF) and Gibbs Random 
Fields (GRF) [9]. The im portant property of MRFs in image processing is th a t the 
probability of a pixel to take a specific value, conditioned on all other pixels in the image, 
is only dependant on the values of the pixel’s neighbours. Initially, some notation is 
defined. Let 5  be a set with cardinality N] i.e. N  elements. Each element corresponds 
to a pixel in an image. A neighbourhood system, U =  {U(s) | s € *?}, is defined as 
for 5 , with V{s) being the neighbourhood of element s. Then X  — { X i , . . . ,  is 
defined as a family of random variables defined on S. Each random variable X s  takes 
a value in Q,. Now, Xg = Xg^Xg €  H, denotes th a t the random variable Xg takes the 
value Xg with X  = x, x  G describing the event in which {X\  =  x i , . . . ,  A v  =  x ^ ) .  
Then, X is referred to as a  configuration and it represents one realisation of the random 
field X .  The probability of this configuration x  is denoted by P (A  = x). (A, P) 
is a Markov Random Field on S  if it meets the following criterion
•  Va: G P (A  =  æ) >  0 (positivity condition)
* Vs G 6 ' and Va: G P(Ag — Xg \ Xr  = Xr,r Ç: S  — s) = P{Xg =  a:s | A^ — 
a,v,r G V{s)) (Markovian property)
MRFs and GRFs are shown to be equivalent by the Hammersley-Clifford theorem [24]. 
This im portant relationship allows the local Markovian properties of the field to be 
related to the global properties of GRFs. If A  is a MRF with respect to V  then its 
distribution P (A ) is a  Gibbs distribution, given by:
^  — Z) 6  is a  normalising constant (partition function)
P (A ) =  — - —  where < P (A ) =  X] ^c(A‘s,.s G c) global energy function cec
(3.1)
The term c describes a clique. This is a single site or set of sites in which all sites are 
neighbours of each other. The full set of cliques C  for a 2D second-order neighbourhood 
are shown in figure 3.1.
z^ c(A’) is a potential function. A range of potential functions can be constructed to 
impart the required properties to the modelled texture. The global energy function is 
seen to be a sum of the local potential terms. In classification problems, estimating the 
correct potential function is the first step in the process. Work by Cross and Jain [13] 
in this area developed model parameters based on natural texture images, from which
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Figure 3.1: MRF 2nd Order Neighbourhood and Cliques
synthetic textures were then generated. The models captured micro-textures well, but 
were less successful with non-homogenous and regular textures.
Another popular model-based approach is the use of Fractals. Following the publication 
of M andelbrot’s extended essay [50], searches for evidence of fractal behaviour in any 
field exploded in popularity. M andelbrot’s observations linking natural patterns across 
a broad held were based on the link between scale and self-similarity and defined a set 
as fractal if
...the fractal dimension, D ,  strictly exceeds the topological dimension, D t -
D t  is most familiar and describes the number of dimensions that a set occupies in 
Euclidean space, i.e D t  =  1 for a line, Dt  =  2 for a plane, D t  =  3 for a cube.
The fractal dimension or Hausdorff dimension. D, is less intuitive. The Hausdorff di­
mension is difficult to deal with. However, Mandelbrot demonstrates that it is often 
identical to the self-similarity dimension. This is a concept that has a more obvious 
link to textures and is thus most exploited in the literature. To explore self-similarity
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dimension, simple constructs in Euclidean space with Euclidean dimension 3 are con­
sidered. A straight line has Euclidean dimension 1 and can be divided into a set of 
shorter lines, each of equal length, b. The length of the shorter lines is determined by 
the number of short lines to be produced, N .  As the Euclidean dimension of the lines 
is 1, any of the short lines can be made identical to the large line through scaling by 
the ratio, r. The relationship between r  and N  is simply:
’• =  ï  =  v
This treatm ent can be extended to a rectangular plane. In this case, the plane can be 
divided into scaled replicas of itself. If each side of the plane is to be divided into b 
equal parts, then the number of small rectangles to be produced is N  = b"^ . In this 
case, the scaling ratio becomes:
The discussion can be extended to a parallelepiped in three dimensional Euclidean 
space to yield
Spaces can be defined in which the Euclidean dimension, E  > 3. Any D  dimensional 
parallelepiped for which D < E  satisfies the following
Equation (3.5) can be re-written in a number of ways, the most common being
The analysis can also be applied to other shapes. Let us consider a set known as 
the Koch curve. This can be generated by following a simple recipe, but it has very 
interesting and not so obvious properties with regards to the self-similarity dimension.
To begin, two geometric objects are defined; the initiator and generator. The initiator 
will be a straight line as shown in figure 3.2(a), with the generator as displayed. The 
generator covers the same length as the initiator, but can be seen to be composed 
of four scaled instances of the initiator at a scale of An equilateral triangle is
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Figure 3.2: Koch Curve
now considered, as shown in figure 3.2(b). The Koch curve is generated by recursive 
replacement of instances of the initiator with the generator. This recursion can be 
continued to infinity and only the first two are shown here in figures 3.2(c) and 3.2(d).
On inspection of the initiator and generator, it is seen th a t the elements in the generator 
are identical to th a t in the initiator, but scaled down by a ratio of 3. Also, the generator 
contains 4 such elements. Using the values iV =  4, r  =  3 in (3.6) a self-similarity 
dimension of approximately 1.2618 is obtained.
The major application of this work in the area of texture classification has been in 
attem pting to find the fractal dimension implicit in texture. Levels of complexity 
are increased by real world textures almost always exhibiting some local variations 
or defects, with the consequence th a t finding the self similarity dimension becomes a 
statistical process.
More complication is introduced as it becomes clear th a t the fractal dimension is not 
enough to uniquely describe a texture. Visually distinct textures can be generated 
using different initiators and generators th a t share the same fractal dimension. A 
classic example are Sierpinski carpets constructed in this manner [50]. In response, 
another quantity, lacunarity., is introduced. This property of a texture describes the 
distribution of the repeating elements of the fractal set. If the elements are spaced 
closely together, the lacunarity of the texture is low, for larger relative spacings, the 
lacunarity increases. Following Voss [86], the most common expression for lacunarity, 
L  is given by
L{b) - where <
NM(6) =  Y j inP{m, b)m = l
M^(b) =  E  m ‘^ P{m,b)
m = l
(3.7)
P(77i, b) is the probability distribution of the mass, m  calculated within boxes of size b 
over the whole image. The mass is found by summing the grey-level values of the pixels 
within the box. The lacunarity is then estimated from the ratio of the variance and
3.3. Segmentation o f two dimensional images 25
squared mean of this distribution. As can be seen, the lacunarity is scale dependant, 
varying with the box side-length, b.
3 .3 .2  S p a tia l f ilter in g
Other texture analysis approaches use spatial filtering. An early example is autocor­
relation [31], which provides a measure of the spatial extent of texture primitives tha t 
may be present in an image. When considering an image, I{x ,y ) ,  with dimensions 
Nx  X Ny,  the autocorrelation function p{p,q) for a displacement (p,q) with respect to 
the original image is formally defined as
J^x-p^y-QZ Z I { x , y ) I { x  +  p , y  +  q)
PiP, 9) = ------------------
x = \ y = l
The function may vary in a number of ways, according to the spatial relationship 
between texture primitives present in the image.
• If the primitives are large, the autocorrelation function will vary slowly with 
displacement.
• If the primitives are small, the function decreases rapidly with displacement.
• If the primitives are repeated, the function rises and falls with a period related 
to the size of the primitives.
Features generated from this approach take the form of values of the autocorrelation 
function calculated for a number of pre-determined displacements (p, q) , for comparison 
with values calculated from a reference texture image.
Tuceryan performs texture segmentation of images using a moment based technique [82]. 
For a discrete image, /(a;,?/), the [p +  qY^ moments over a region of the image R  are 
given by
E  xPy^I{x, y) (3.9)
(æ,y)Giî
In texture analysis problems, R  is often chosen to be a small rectangular window with 
odd dimensions. A set of moments calculated for each window is allocated to a feature 
vector associated with the central pixel and the window is scanned over the whole 
image. This is the equivalent to convolving the image with a set of filter kernels, one 
for each moment.
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To perm it comparison of the moment-based feature vectors associated with different 
pixel positions, a first step is to define a normalised coordinate system (xm, Vn) for use 
in the moment calculations. For a window of dimensions 6 x 6 ,  centred at (m, n) the 
normalised coordinates for a point (a:, y) within the window are given by
{x — m) Vn — {y  -  n) (3.10)
The moment, 7?ip^ , centred at pixel (?n,n) is then given by
m pq
2 2 / o \ p + g  3  2
=  ( t ) £  £  /(æ ,7/)(a;-?T i)^(7j-n)^ (3.11)h h \ ^ /  h h-\y=-h Æ=-|
For p and q allowed to  take only values 0 and 1, the calculation of moments is a  linear 
process and it can be performed by convolving the image with an appropriate filter 
kernel. Example 3 x 3  and 5 x 5  filter kernels corresponding to a number of
moments, p, q are illustrated below
1 1 1 - 1 0 1 1 0 - 1
K qo — 1 1 1 Kg? = - 1 0 1 0 0 0
1 1 1 - 1 0 1 - 1 0 1
■ - 1 - 1 - 1 - 1 - 1  ' ■ 11 1 1 _1 12 2 2 2 2 K ff  = 20 0 0 0 0 0i 1 1 1 1 12 2 2 2 2 — 11 1 1 1 1 _ 1L 2
0 -
4 ^ 0 0I :
Moment-based approaches have been extended to three dimensions [47]. Here the 
application is concerned with characterising shape in binarised data  sets, as opposed 
to  texture classification.
Many other types of kernel can be used in spatial filtering. Widely known are the Laws 
masks [43]. Laws defines a set of 5 vectors, with labels level, edge, spot, wave & ripple. 
Five element examples of these vectors are shown below
■ 1 ■ 
4
■ - 1  ■ 
- 2
■ - 1  ■ 
0
' - 1  ■ 
2
1 5  = 6
4
1
es = 0
2
1
ss = 2
0
.  - 1  .
W5  = 0
- 2
1
rs  =
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1
- 4
6
- 4
1
Twenty five 2D filter kernels are constructed by taking the outer product of all combi­
nations of these vectors, for example,
Hiyr — 5^**5^  —
■ - 1  ■ ■ - 1 4 - 6 4 - 1  ■
2
[ 1 - 4  6 - 4  1 1 =
2 - 8 12 - 8 2
0 0 0 0 0 0
- 2 - 2 8 -1 2 8 - 2
1 1 - 4 6 - 4 1
Following Wagner [87], features can be extracted from the masks as described below
9xy  " b  9yxF xy 911 (3.12)
where g^y is the local energy output of the convolution of the image 7 by a kernel, 
defined as
gzy =  £  £  l(^5 y i  ) * I | with X5, ys G (1, e, s, w, r) (3.13)
The use of absolute values in (3.13) is necessary to give a measure of the energy obtained 
from the filter at each pixel location, prior to the summation. Other nonlinear operators 
could be used, such as squaring, etc. Using Qxy +  9 yx when x  y in (3.12) reduces the 
sensitivity of the feature to rotation of the image, with gu used as a normalising factor.
Many other kernels can be derived and applied to texture analysis.
3 .3 .3  F r eq u en cy  d o m a in  b a sed  te c h n iq u e s
Another popular family of filtering techniques is based on first transforming an image 
to the Fourier domain, which in this case represents the spatial frequency domain. The 
spectral characteristics in the spatial frequency domain then become of interest, with 
the distribution of energy being useful in discriminating between texture types. In 
segmentation it is also highly desirable to localise the frequency characteristics within 
the original image.
A frequently applied approach of this type is the use of 2D Gabor filters. Originally, 
Dennis Gabor developed a set of elementary functions having the smallest joint un­
certainty in time and frequency [22]. A two dimensional image processing operator
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based on G abor’s elementary functions was presented by Granlund [26]. Daugman fol­
lowed by providing biological motivation to use Gabor filters [15]. As a result of these 
developments, Gabor filters have been used in numerous studies of texture in image 
processing, [39], [37].
Transfer functions for the filter take the form shown in (3.14)
0 -: (Jt +  exp < - -
{u +  UqY  , ('y + 'î^ o)^
(3.14)
Param eters uq and vq correspond to the centre frequency of a bandpass filter in the 
spatial-frequency domain. The filter takes the form of two Gaussian windows with 
maxima at ±(wq,uo) in the spatial frequency domain, with cr„ and determining 
the bandwidth. Often, uq and vq are derived from a given frequency offset fo a t an 
orientation of do to the u  axis. In this case, uo = fo cos 9o and vq = fo sin 9q
Figure 3.3(a) depicts the transfer function for a filter at a frequency of 4 \/2  cycles per 
image, oriented at 0° to the u axis.
This symmetric form of the transfer function is often employed to guarantee a real 
filtered image in the spatial domain.
The impulse response of the filter takes the form shown in (3.15) with the impulse 
response for the example param eters shown in figure 3.3(b).
h{x, y) = exp x^ cos(27r('uoa; +  voy)) (3.15)
One single filter of this type provides only limited information, hence a set of filters
with varying frequency and orientation are required to provide good coverage of the
spatial frequency domain. To fully describe such a set, a set of rules must be generated 
to govern the following parameters
•  Choosing the centre frequencies of the filters
• Choosing the orientation of the filters
• Setting the angular standard deviation to give a suitable filter overlap
• Setting the frequency standard deviation to provide suitable overlap
In demonstrating the link with optical receptors, [15], Daugman shows th a t the centre 
frequency of biological receptors are spaced in octaves; an approach th a t has been 
widely adopted in generating banks of Gabor filters. In deciding the orientation of the 
filters to be used, tt radians is simply divided by the number of orientations desired; the
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(a) Frequency=4\/2 cycles per image, 
Orientation=0°
(b) Impulse response
Figure 3.3: Example Gabor transfer function and corresponding impulse response
range is tt since one filter comprises two Gaussian distributions in the spatial frequency 
domain at orientations of Û and 9 + t t .
There is no globally accepted analytical method used to determine the number of 
orientations and it is usually a m atter of experimentation to determine a suitable trade­
off between computational complexity and sufficient discrimination of texture samples. 
The following assumptions are used when designing this example filter set.
For consecutive centre frequencies / i , / 2  with / i  < / 2  then / 2  =  2f\.
The ratio of centre frequency to standard deviation remains constant at all scales,
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i.e. ^  =  const.
Orientation spacing of filters is given by A 6  = ^  where No is the number of 
orientations.
Filters are built up concentrically to span the spatial-frequency domain whilst main­
taining the above assumptions. Here, Of and ctq are selected such that the -3dB points 
of adjacent filters coincide:
The maximum possible centre frequency is b y  cycles per image, where N  is the number 
of pixels along one edge of a square image. Selecting this as a centre frequency would 
lead to significant aliasing and so a smaller maximum frequency is chosen. Following 
Jain and Farrokhnia [39], is taken as the maximum, providing an acceptable level 
of aliasing. If square images with edge lengths of a power of 2 are selected, then centre 
frequencies occur at
Iv ^ , 2 x/2 , 4 A  - ,
Following these rules, the coverage of the spatial frequency domain for a full set of 
Gabor filters corresponding to a 256 pixel square image, with 4 filter orientations is 
shown in figure 3.4. Notice how aliasing of the outermost filters on the u and v axes 
leads to deformation of the 3dB contours when compared with the other filters.
A general texture segmentation system employing Gabor filters might take the form 
outlined in figure 3.5
A set of Gabor filters are applied to the input image and a number of filtered images 
are obtained. A non-linear operation such as squaring or magnitude is then carried out 
in order to extract the envelope response and hence, some measure of the power. Local 
feature vectors are then calculated, often from a window centred on a pixel location 
with the dimensionality of the feature vector corresponding to the number of Gabor 
filters applied. The feature vectors from the image are then clustered to provide a 
segmentation based on texture.
By their nature, Gabor filters are sensitive to rotation of the texture image under 
analysis. A number of methods have been proposed to  ameliorate this situation, par­
ticularly in cases where the texture to be classified might be rotated with respect to the 
training set. Haley and M anjunath begin by deriving a polar coordinate based Gabor 
filtering system, [28]. They then work with the filter responses using autocorrelation 
and discrete Fourier Transform to develop a set of rotation invariant features. Porter 
and Canagarajah, [71], adopt a  circularly symmetric, concentric set of filters and com­
pare their results to those obtained with a conventional filter set for rotated images. 
They find superior performance for rotated cases, but at the expense of degradation
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Figure 3.4: Frequency coverage of Gabor filter -3dB contours
wluMi comparing the circularly symmetric filters with conventional Gabor filtering of 
non-rotated texture images.
Gabor filtering has even been extended to 3-D, [36]. Heeger uses two spatial dimensions 
in conjunction with a temporal axis. Four orientations are used in the spatial axes, with 
three sets of the filters along the temporal axis to provide a total of twelve filters with 
cylindrical symmetry about the temporal axis. The application in this case was motion 
estimation.
Fourier transformation of a signal uses sine and cosine as the orthogonal bases for 
the transform. This makes a number of assumptions about the signal such as infinite 
extent or periodicity, but this is not always appropriate for every real signal. It is 
sometimes more appropriate to use other bases, with the Haar transform being an 
early example of an alternative choice. Unfortunately, the Haar basis functions have 
very poor localisation in the spatial frequency domain. Morlet first used the term 
wavelets in developing a set of functions which are compact in both space and spatial 
frecuK'iicy domains.
However, the widespread use of other bases only really began following work by Daubechies 
and Mallat. Daubechies first constructed a number of sets of orthonormal functions 
with very good localisation in both space and spatial frequency domains [14]. The 
basis functions showed an inherent multi-scale property which was exploited in a trans­
formation framework by Mallat [49]. One of the key features was the joint ability to 
localise a large band of high spatial frequency in small spatial area whilst also pro­
viding localisation of a narrower band of low spatial frequencies over a larger spatial 
region. This property allowed a signal to be decomposed to provide a multi-resolution 
representation at different scales.
32 Chapter 3. Texture
input Image 
1
filter bank
filtered Images
envelope response Images
feature image
local
feature
calculation
non-linear
operation
clustering and 
segmentation
segmented image
Figure 3.5: General Gabor filtering scheme
Ghang and Kuo [8] make use of the wavelet transform in analysing and classifying a 
number of texture images.
Comparisons between a wide range of filter based texture classification schemes have 
been performed by Randen and Husoy [74], including Laws filters, Gabor filters and 
wavelets.
3 .3 .4  S p a tia l s ta t is t ic s
Another class of texture analysis methods are based on estimating param eters derived 
from the interactions between pairs (or larger groups) of pixels within an image. Dif­
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ferent displacements between the pixels are used to build up information regarding any 
variation of the interactions with pixel separation. Haralick et al [33] propose the use 
of grey tone spatial dependence matrices as part of a classification process for regions 
within satellite images and aerial photographs. The spatial dependence m atrix (also 
referred to as co-occurrence matrix) records an estimate of the probability of a partic­
ular pair of grey level value occurring at a particular distance, and having a certain 
orientation within a given axis system (usually tha t of the image). In this implementa­
tion, the distances and directions are quantised according to the centres of the image 
pixels as shown in figure 3.6. Interactions at angles quantised to 45° over a distance of 
1 would be examined by scanning this neighbourhood over the whole image.
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Figure 3.6: Grey tone spatial dependence m atrix interactions
When complete, the matrices are apt to become large in size and somewhat cumber­
some. To alleviate this problem the authors propose a number of features tha t allow 
the information within the matrices to be condensed for the purposes of classification. 
Another artefact, the Grey Level Difference Histogram (GLDH) is often derived at this 
stage. The GLDH is a variation in tha t it estimates the probability for the difference 
between two grey level values at a particular distance and having a certain orientation 
with respect to the axis system. Haralick and Shanmugam [32] apply the technique to 
a geological problem in classifying porous sandstone samples. They achieve accuracies 
of 89% when classifying samples against a training set.
Chetverikov [10] extends the GLDH to include arbitrary spacings and directions by 
linear interpolation and quantisation within the image. The GLDH thus becomes the 
Extended GLDH (EGLDH). Again, the technique is applied to the analysis of 2D 
textures.
A further variation on the GLDH approach is provided by Ojala et al [63]. They propose 
the use of Local Binary Patterns, LBP, based on the Wang and He texture unit [88]. 
An example showing how the LBP value for a pixel can be found is shown in figure 3.7.
Figure 3.7(a) illustrates a hypothetical neighbourhood of pixels, g(%), with grey level
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Figure 3.7: LBP Example
values as shown. The pixels are then labelled according to Figure 3.7(b), such that 
g(0) — 5, gf(l) =  2, etc. The grey level of each labelled pixel is then compared in 
tu rn  with the grey level of the central pixel and values are assigned to the thresholded 
neighbourhood, t(i) and the LBP operator for the neighbourhood is calculated as shown 
below.
t(i) — 1, if ffi >  go 0, if Gi < go LBP =  Ei= \
In the example of figure 3.7, the binary number constructed this way to represent the 
local texture characteristics of the central pixel is 01001110, giving an LBP value of 78. 
Histograms of the LBP operators are formed using regions of the image, for example 
16 X  16 windows. The regions are then scanned over the image and the histograms 
clustered to perform segmentation.
Ojala and Pietikainen further improve their technique by progressively adding rotation 
invariance, [64], and multi-resolution capability, [65] to  the LBP analysis. The results 
presented are very impressive given the relative simplicity of the technique.
3 .3 ,5  T e x tu r e  in  se ism ic  im a g e s
Some work has been conducted specifically in the analysis of seismic data  sets. Messer [52] 
takes a user selected query region and displays matching regions from images in a 
database. A feature vector is pre-calculated for every pixel in the image database using 
intensity based techniques, discrete cosine transform, Gabor filters and wavelet trans­
forms. The query region is selected by a user and should be an area of homogenous 
texture. A feature vector is then generated for each pixel in the query region. A ran­
dom set of feature vectors are taken from the database and it is assumed th a t this 
set contains very few vectors tha t match those from the query region. This enables a 
classifier to be trained to discriminate between pixels matching the query region and
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those that do not. All pixels in the database are then classified and a binary mask is 
constructed showing regions in the database tha t are similar to the query region.
Tests with sample 2D seismic images show an average of 78% of query regions correctly 
identified, although a large variation is noted according to the texture of the query 
region.
Barannik and Choi have used hidden Markov trees (HMT) to model coefficients ob­
tained by both discrete and complex wavelet transforms. The techniques are applied 
to seismic stack da ta  volumes and also to processed volumes in which the vertical 
component of the local gradient (or dip) has been extracted for each voxel position.
Texture based segmentation of 2D images has been carried out by Ng [57]. Statistical 
descriptors of texture have been linked with spatial information by combining Bayes 
decision rules with a multi-resolution representation of the data. Initially, a  set of 
progressively smoothed and sub-sampled images are generated and linked at nodes in a 
pyramidal representation of the original image. Bayes classification can be performed 
at any layer of this pyramid to provide a coarse segmentation of the original image. A 
lower layer in the pyramid is then considered, with expansion of the coarse boundaries to 
form boundary regions. Pixels in the boundary regions are then re-classified considering 
only the two most appropriate classes in the classifier. This process is repeated until the 
lowest layer in the pyramid has been segmented, corresponding to the original image 
with no sub-sampling.
On application to seismic images, some problems were encountered when the test image 
characteristics differed from those of the training image. This was particularly so if 
fluctuations were observed in the test image seismic horizon orientations th a t were not 
present in the training image. The result was a fragmentation of the segmented regions. 
The technique performed more effectively when the characteristics of training and test 
images were more similar.
In other work targeted at a seismic data  volume, Limia et al use a wavelet transform 
and Gabor filtering to extract the textural characteristics of two sets of 25 ID, 32 
element seismic traces [44]. The two reference sets were selected from the vicinity of 
two wells with known and differing geological characteristics - sand and clay. Four 
features: energy, mean, standard deviation and root-mean-squared values are used 
distill the information fiom the filtering processes. In the Gabor scheme, the two 
reference textures were then represented using the mean and covariance of the feature 
values over all 25 traces for each of the channels. A similar mean and covariance 
representation was used for the wavelet scheme with the levels of the decomposition 
replacing the multiple channels of the Gabor scheme.
The segmentation process for either scheme is performed by calculating mean features 
in a 3x3x32 voxel window. The Mahalanobis distance between the voxel under test 
and the reference textures is found and used to allocate a label to the voxel from the 
set sand, clay, neither.
In the absence of an illustration of the original section it is difficult to fully appreciate 
how successful or accurate the approaches are although there are two points of note.
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• The two schemes agree well qualitatively and highlight a likely sand channel 
running through the section
• Both schemes agree with a non specified third party segmentation of the seismic 
section
3.4 V olum etric tex tu re
The treatm ent of texture in 3D usually refers to the projection of textured 3D objects 
to 2D display and rendering them, for example in computer graphics. Nikolaidis and 
Pitas in [59] give illustrations of a number of techniques in this area, including filtering, 
3D DPT, segmentation, edge detection and registration, though no specific treatm ent 
is given to texture. In comparison with work on 2D texture, there is a relatively small 
amount of research m aterial relating to the analysis of texture in 3D data  sets.
Kovalev et al [42] have performed some experiments with 3D texture analysis. Two 
techniques, the Gradient Density (GD) and Intensity Variation (INV) methods were 
used to extract statistical information from 3D data  sets. Prom the original data, they 
first generated 3D histograms. These histograms were displayed in the form of an 
indicatrix with a number of features extracted for the purposes of classification. No 
segmentation was performed.
The features used by Kovalev et al are tailored to the data  and are thus a subset of 
those th a t can be considered. A more complete set of features for use with histograms 
of this type is given by Haralick et al [33].
More features are suggested by Segovia-Martniez [78] based on the use of spherical har­
monics. Any closed surface such as an indicatrix can be expanded in terms of spherical 
harmonics. Segovia-Martniez uses the co-efficients of this expansion as alternative fea­
tures to describe the shape of the indicatrix. MRI scans are then classified as either 
Alzheimers’ or non-Alzheimers’.
Kovalev and Petrou [41] use full co-occurrence matrices to identify texture defects. 
This technique, although quite intensive in the number of operations th a t need to be 
carried out, does hold a particular attraction in th a t it provides both classification and 
segmentation possibilities. Matrices are constructed to look at the co-occurrence of a 
number of parameters. A selection of param eters are chosen from a large available set 
after experiments have indicated those most suited to a particular application.
Carillat et al investigate the use of texture to map carbonate mounds in seismic vol­
umes [6]. Five texture attributes are captured corresponding to their definitions of edge 
enhancement, variance, gradient, flatness and volume reflection spectrum. Supervised 
classification is performed by training a neural network using training and validation 
examples.
Chapter 4
D ata m ining
This chapter describes the use of a local gradient density method (LGD) to describe 
texture by measuring the distribution of local gradients within a neighbourhood. Ori­
entation is estimated and an indicatrix employed to capture the gradient distribution. 
Features are then extracted to represent the indicatrix shape and thus characterise the 
texture in the neighbourhood. The m ethod is derived from a global texture measure 
applied by Kovalev et al [42] in medical imaging,
A similarity measure is proposed to find the correspondence between two separate 
neighbourhoods.
The technique is applied to a set of example s tra ta  and the discrimination provided by 
a range of initialisation parameters is examined. Appropriate parameters are chosen 
to permit data  mining for instances of specific query textures in larger seismic data  
volumes.
D ata mining is perhaps more traditionally associated with searching retail or corporate 
databases for patterns and correlations th a t are not immediately obvious. The output of 
the mining process would then be some previously unknown information [20]. However, 
applying this view to the work presented here, the previously unknown information is 
the location of regions within the seismic da ta  corresponding to specific s tra ta  types. 
The definition provided by Hand et al [30], ‘the science of extracting useful information 
fiom large data  sets or databases’ further supports the use of the term.
One aspect of data mining is the application to large datasets. In line with this, 
interpolation of feature values is assessed as a m ethod to reduce the computational 
requirement and permit scaling for use on large seismic volumes.
4.1 V olum e tex tu res in seism ic data
For this work the query regions will be represented by five volumes. The volumes are 
small samples taken from a publically available seismic survey of the Barents Sea origi­
nally conducted by Shell. These volumes contain textures corresponding to geologically
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(a) Progiadiug (b) Parallel
(c) Sub-parallel, low discon­
tinuity
(d) Sub-parallel, high discon­
tinuity
(e) Chaotic
Figure 4.1: Textures of interest
meaningful classes identified by trained interpreters. Renderings of these volumes are 
shown in figure 4.1.
As is easily seen, each stratal configuration exemplifies a different texture type. The 
categorisation provided by Mit chum et al [55] is followed here.
The prograding slice in figure 4.1(a) illustrates the texture created by progressive, 
lateral deposition. The volume is bounded by a strong horizon reflection generating a 
number of toplap terminations at the top of the volume. Below this sequence boundary, 
gently sloping depositional surfaces termed clinoforms can be observed. Figure 4.1(b) 
shows a parallel reflection configuration. The texture is characteristic of tha t generated 
by a uniform rate of deposition on a stable, basin plain setting.
Figures 4.1(c) and 4.1(d) also illustrate parallel reflector configurations, though each 
is further described as low discontinuity and high discontinuity respectively. This is in 
reference to the degree to which the horizons in the volume are unbroken.
Figure 4.1(e) shows a slice from the chaotic reflection configuration. This texture 
exhibits highly discontinuous reflectors with a large degree of variation in the orientation 
of reflection surfaces. A variable, high energy depositional setting or post-deposition 
deformation of continuous stra ta  are often attributed to this resultant configuration.
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4.2 Local G radient D en sity  M eth od
4 .2 .1  E s t im a tin g  th e  g ra d ien t
Local gradients are estimated by convolving the volume da ta  with a Zucker and Hummel 
filter [90] along each of the three axes to obtain the 3 components of the gradient. 
The filter is a three dimensional plane detection filter and for the purposes of these 
experiments, a 3 x 3 x 3 voxel filter has been selected for both speed in the convolution 
and reduction of interference.
The orientation of the gradient vector at each voxel in the data  set is recorded. The 
orientation is then related to a 3D histogram where each bin is defined by the
centre of a solid angle. Each solid angle is taken from the full set required to tessellate 
a unit sphere. The bin into which the gradient vector falls is found and the bin value 
is incremented by one. The density can be described in the form of an indicatrix from 
which features may be extracted or direct comparison performed between indicatrices 
generated from two or more different neighbourhoods.
The method is general and could be applied to any set of gradient vectors. However, 
gradient contributions in this work are from voxels belonging to a cubic neighbourhood 
horn the test volume. The cube side-length is restricted to be an odd number so tha t 
the resulting histogram information is associated with the central voxel of the cube.
W ithin this thesis, it has been assumed that all seismic stack data  is isotropically sam­
pled. It is perfectly reasonable that the inline-xline sampling intervals will be identical, 
but for the time axis, it is a different m atter. W ithout a velocity profile the mapping 
from time to depth is unknown and this profile is very often unavailable. In absence of 
better information, there is no alternative but to adhere to the isotropic assumption, 
though it is recognised tha t anisotropic sampling would require revised treatm ent: for 
example, modification of the gradient estimation, possibly as described by Liou and 
Singh [46] and a suitable selection of voxels in constructing each neighbourhood.
4 .2 .2  T h e  In d ic a tr ix
The general output format is a 2D array, with each element of the array conveying 
information regarding a particular characteristic of the da ta  for a given direction.
In the case of the LGD method, it is the number of local gradient vectors lying within 
the direction (0 ±  z ±  where A 0 and Az define the size of the solid angle bins. 
Each voxel contributes to one bin in the histogram corresponding to the direction of 
the local gradient vector estimate.
The histogram can be represented by an indicatrix [42] [16].
Each vertex plotted on the surface of the indicatrix is defined by a radius from the 
origin representing the number of gradients in a solid angle bin, normalised by the 
total number of gradient contributions from the window used to generate the indicatrix. 
The extent of the solid angle bins was defined in two directions, corresponding to steps 
(A</>, Az) over the ranges 0 G [0 2?r], z G [—1 -|- 1] in cylindrical coordinates. Using
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fixed values of (A<p, A z)  in cylindrical coordinates ensures that all bins have the same 
solid angle extent [42]. The bin value is denoted by H {i , j )  where i and j  could take any 
integer value from 0 to — 1 and 0 to — 1 respectively. This provided N^ p bins in 
(p and Nz bins in z. The tessellation of the unit sphere in this manner is demonstrated 
in figure 4.2.
X axis y axis
Figure 4.2: Tesselatioii of the unit sphere into bins of equal solid angle
When computing the indicatrix of a volume texture there are three param eters that 
can be varied, namely:
• The size of the solid angle bins, defined by param eters and Nz-
• The size of the local window over which the indicatrix is calculated.
• The shape of the local window over which the indicatrix is calculated
Figures 4.3 and 4.4 show some indicatrices obtained using two different tessellations of 
the unit sphere: =  7, N<p = 12} and {TV^  =  17, =  32}. The indicatrix for each
texture has been computed using three different window sizes.
These figures demonstrate the following points:
• Generally, the indicatrix may be seen to provide a tool towards discriminating 
the different textures as it has a distinct shape for each type of texture.
• The param eters must be selected carefully in order to provide sufficient angular 
resolution to permit discrimination, but with sufficient voxels in the window to 
allow the creation of an indicatrix that is not dominated by noise. For example, 
it is obvious that the combination of a 9 x 9 x 9 window with — 17 and
=  32 produces very spiky (noisy) indicatrices which may not be appropriate 
for characterising the local structure of the data. In the experiments presented 
here a window of size 2 1 x 2 1 x 2 1  was chosen and the values of Nz and N(p were 
set to 17 and 32 respectively
• The shape of the indicatrix varies significantly between the texture types. At 
this stage, the amount of information contained in the indicatrix is still relatively 
large. It is condensed by extracting a number of features that characterise this 
shape and thus provide the means to mine for texture.
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Figure 4.3; Indicatrix plots for Nz = 1 and N^  =  12.
4 .2 .3  F ea tu res
The features used to  characterise the shape of the indicatrix are chosen to be rotation 
invariant. They are the integral anisotropy measure (F i), local mean curvature (F 2 ), 
skew (F 3 ), kurtosis (F4 ) and anisotropy coefficient (F 5 ); defined as follows.
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Figure 4.4: Indicatrix plots for Nz ~  17 and N^ = 32.
Fi \
^ * - 1  N z - l
I :
2 = 0  j = 0
h W z (4.1)
Fi is akin to the standard deviation over the indicatrix, where is the value at
cell Hm is the mean value over all cells of the indicatrix, is the number of
cells in <p and Nz is the number of cells in z.
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F2  =
N^ - 1
1=1 j=i
^ 4>^z (4.2)
where S [ i , j )  ^  H{i -  l , i )  +  i4(i +  l , j )  +  H ( i , j  -  1 ) +  1 )
Feature F2  can be considered as a measure of how spiky the data  are. A smooth surface 
will exhibit a  low value for F 3 , larger values will be seen for more spiky surfaces.
N^-l  iv^_]
Nz- 1  .E E -  H m Y
f 5  =  % ^  (4.5)■“ m
F 5  is the ratio of the maximum value taken by the indicatrix, Hmaxi to the mean value, 
Hr,,.
4 .2 .4  M in in g  a p p ro a ch es b a se d  on  fea tu r e s
The intent is to identify regions within larger data  volumes tha t have similar texture 
to a query texture. For this, the simplest approach considered is based on the range 
of values taken by a single feature for the query texture of interest. If a single feature 
provides sufficient separation of the texture classes, then a simple upper and lower 
bound can be used to mine for that texture.
The disadvantage of such an approach is th a t there is no way to assign confidence to 
the voxels retrieved: it tacitly assumes tha t the values of the feature are uniformly 
distributed within the range of values they take for each query texture.
If a measure of confidence is required, then the distribution of the feature may be 
considered. If it is found tha t the distribution of F\ is better represented by some other 
distribution, for example Gaussian, then the standard deviation of the texture class 
may be used to judge similarity to this class. In this case a distance measure Dnij of a 
voxel i with feature value F„j from query texture j
Dnij =  I f t i — fliil (4.6)
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where Fnj is the mean value of feature F^ for query texture j ,  Fni is the value of feature 
Fn calculated from the neighbourhood centred at pixel i and dnj is the standard devi­
ation of the values of feature Fn for query texture j .  This quantity may be thresholded 
to identify regions in the search da ta  cube similar to query texture j ,  using threshold 
values of 1, 2 or 3. For a normal distribution a threshold of 1 encompasses 6 8 % of the 
population while a threshold of 2 encompasses 95%
This is fine for individual features, however, there may be benefit to including more 
features in the data  mining process. To perform then the comparison between the 
features of the query volume indicatrix and the features of a pixel, a composite measure 
of similarity is proposed tha t can consider any number of features:
with =
Sij =  1 — Dij (4.7)
S  is in the range [0,1]
S  = 1  for a perfect match 
5" —> 0  as textures become more dissimilar
j i a )
where L is the number of features extracted from the 3D orientation histogram, Fnj is 
the mean of the ?rth feature value computed from the j t h  query texture in the library 
of textures and Fni is the n th  feature value computed from the neighbourhood around 
voxel i. In appendix A it is shown th a t Dij is a metric.
The use of this measure provides a degree of user control by allowing some flexibility in 
how close a texture must match the query texture before being reported. This can be 
accomplished by setting a threshold, T, on the similarity value. A guide to selecting an 
appropriate value for the threshold can be found by substituting the mean and range 
of a feature into equation 4.7.
A series of experiments were designed th a t would allow a detailed investigation of the 
adopted approach, prior to embarking on more extensive experimental programme. 
The Ti'iTex test cases were used to pursue several areas of interest.
Knowledge of the variability of indicatrix features to changes in the size and relative 
dimensions of the generating neighbourhood was of particular importance. From this 
work, a lower bound on neighbourhood size could be established th a t would provide 
stable feature values.
4.3 TriTex tex tu re  exam ples revisited
During preliminary analysis of the example seismic textures, some observations were 
made regarding features obtained for the parallel texture class. Histograms of the 
values for a 21 x 21 x 21 window with Nz =  17, Nj, = 32 are shown in figure 4.5
Ideally, narrow and symmetric distribution of the feature values is desired in order 
to facilitate confident mining. For F 2  to F5  the distributions of features show strong 
modes, but with asymmetry and long tails.
Taking this further, a slice from the Fg cube is shown in figure 4.6(a), from which the 
high values in the tail appear to be concentrated in a region in the upper right portion
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Figure 4.5: Feature histograms for 9261 voxel window with Nz = 17, = 32. The
columns refer to texture features F\ to f  5  from left to right, respectively.
of the volume. Comparing this region in the feature cube with the first slice from 
the parallel seismic volume in figure 4.6(b), it is seen that the high feature values are 
coincident with what appears to be an anomaly within the parallel texture.
(a) Centre slice from F2  cube (b) First slice from parallel volume
(c) First slice from 
clipped parallel volume
Figure 4.6: Slice through F2  cube for parallel texture and the apparent anomaly in the 
upper right quadrant of the texture cube resulting in a creation of a clipped version of 
the parallel training data.
It is apparent from visual inspection and comparison with the paradigms of Mitchum et 
al [55] that this section of the training data  is not consistent with the parallel labelling. 
As a result of this realisation, a reduced version of the parallel training data  was created.
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with the first slice shown in figure 4.6(c) for comparison. Histograms of the features 
for each of these volumes are then shown in figure 4.7, where the effect of the anomaly 
has been removed.
40 so
40 50
Figure 4.7: Feature histograms for 9261 voxel window with Nz = 17, N ^ = 32. The 
rows from top to bottom  refer to the original parallel and clipped parallel textures, 
respectively. The columns refer to texture features F i to Fg from left to right, respec­
tively.
4.4 S en sitiv ity  of indicatrix  features to  neighbourhood  
size and shape
Shape and volume characteristics for each of the five query regions in the texture 
sample library are given in Table 4.1. The dimensions of the samples can be seen to 
vary considerably, along with the number of voxels available for analysis. The usable 
voxels are those for which the gradient vector can be computed.
Texture Sample Dimensions Dimensions after 
gradient estimate
Number of 
Usable Voxels
Prograding 21x49x26 19x47x24 60792
ParallelClip 26x40x26 24x38x24 21888
Sub-parallel, 
low discontinuity
19x76x12 17x74x10 12580
Sub-parallel, 
high discontinuity
29x76x26 27x74x24 47952
Chaotic 38x39x13 36x37x11 14652
Table 4.1: Query region characteristics 
The dimensions of the smaller query regions constrain the dimensions of the windows
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that may be used to characterise the local texture properties. This further compounds 
the already conflicting requirements for analysis:
• High spatial resolution at texture boundaries requires small windows for analysis
• Discrimination between some textures requires high fidelity indicatrix with greater 
Nz, Ntf,
• Variation in the indicatrix due to noise is more likely for a small ratio of number 
of gradient contributions to number of indicatrix cells
If cubic windows are adhered to then the maximum consistent window size available for 
the LGD method described would be 9 x 9 x 9, driven by the third dimension of the low 
discontinuity sub-parallel texture example. This would only provide 729 contributions 
from which to form an indicatrix.
A solution to this problem is the use of non-cubic windows to characterise the training 
data. In the characterisation the spatial resolution is of little consequence in comparison 
to obtaining reliable and representative feature values.
Such an approach relies on the premise tha t feature values from the indicatrix are 
dependent on the volume of the local window rather than the absolute dimensions. This 
premise was tested for a  number of choices of window size, window shape, Nz  and 
N(j, across all the query textures. The full results are presented in graphical form in 
appendices B and C, with a selection of results reproduced in section 4.4.1.
4 .4 .1  E ffec ts  o f  v a ry in g  w in d o w  sh a p e
A number of experiments were conducted with a variety of window shapes and indicatrix 
fidelity. The full results can be found in appendix B, with findings from the experiments 
discussed here. The aim of this experimentation was to establish if a texture could be 
characterised by a fixed number of voxels in a local window.
General findings were tha t
• Features are most stable when the window dimensions are close to th a t of a cube 
with the same number of voxels
• Variation for deformed cubes is greater at lower indicatrix resolutions
Larger windows with higher indicatrix resolution were found to provide more stability 
in the features generated.
4 .4 .2  E ffec t o f  v a ry in g  w in d o w  s ize
A number of window sizes were considered from 2 1  x 2 1  x 2 1  down to 9 x 9 x 9 cubes. 
Where it was not possible to use a cubic window due to the size of the texture examples, 
a suitable window with equivalent volume found from appendix B was applied.
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A 21 X  21 X  21 window was found to provide good performance across all indicatrix 
resolutions. This was the smallest window that was able to provide to tal separation of 
the texture classes with no overlap of feature values for Fi.
4 .4 .3  P a r a m e te r  se le c t io n s
Based on the experiments a 21 x 21 x 21 equivalent window was selected, with the 
actual window sizes given in table 4.2
Texture Window
Prograd
ParaClip
SParaL
SParaH
Chaotic
23 X  23 X  17 
21 X  21 X  21 
1 7 x 6 1 x 9  
21 X  21 X  21 
29 X  29 X  11
Table 4.2: Window sizes
Since this necessitated significant departure from a cube for the low-discontinuity sub 
parallel and the chaotic textures, the indicatrix resolution was defined by setting =  
17 and =  32. This was taken as a precaution based on the findings in section 4.4.1
The feature distributions for these selections is shown in figure 4.8. Ideally, looking 
down a column, a narrow distribution of values in each histogram should be seen. 
This indicates low intraclass variability of the particular feature, with no overlapping 
between the distributions referring to different textures, and hence good discrimination.
It is evident th a t feature Fi and to  a lesser extent, F3  may be used to  discriminate 
the different textures reasonably well, with Fi showing the most promise because it 
takes values in non-overlapping ranges for the five difterent query textures. The range 
of values th a t each feature takes for each type of texture is given in table 4.3.
Fi F 2 Fs Fa F 5
mm max mm max mm max mm max mill max
Pro 0.0054 0.0074 0.0040 0.0094 5.04 10 29.7 129 22.9 49.4
ParaClip 0.0081 0.0094 0.0045 0.0061 5.17 6.34 30.4 46.1 30.1 44.6
SParaL 0.0035 0.0039 0.0021 0.0028 3.46 4.31 20.7 32 14.7 19.3
SParaH 0.0019 0.003 0.00080 0.0015 1.74 2.93 5.47 15.2 4.66 11.2
Chaotic 0.0015 0.0017 0.00083 0.00094 1.56 1.99 5.64 7.79 3.91 5.08
Table 4.3: Maxima and minima of ranges of values taken by features for a 21 x 21 x 21 
equivalent window with 17 z  bins and 32 (f) bins.
To provide a quantitative measure of the ability of these features to  discriminate the 
different classes the Bhattacharya distance measure [21] shown in (4.9) was applied.
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Figure 4.8: Features for a 21 x 21 x 21 equivalent window with with Nz = 17 and 
N^ = 32
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This measures the distance of pairs of clusters of points in a feature space, accounting 
for the covariance of each cluster. These results are given in table 4.4.
Prograd ParaClip SParaL SParaH Chaotic
Prograd 0 15.1 18.6 24.6 78.3
ParaClip 15.1 0 413 124 545
SParaL 18.6 413 0 13.2 142
SParaH 24.6 124 13.2 0 5.16
Chaotic 78.3 545 142 • . 5.16 0
Table 4.4: Bhattacharya distances for a 21 x 21 x 21 equivalent window with Nz =  17 
and =  32 bins.
The distances indicate tha t there is a good separation between all classes, with the 
possible confusion only between: parallel and prograding, and chaotic and sub-parallel
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high discontinuity classes. The discrimination aflforded by the combined features can 
be compared to th a t provided by using feature Fi alone, with the corresponding Bhat­
tacharya distances given in table 4.5.
Prograd ParaClip SParaLD SParaHD Chaotic
Prograd 0 4.28 8.47 15.7 27.2
ParaClip 4.28 0 65.3 74.7 151
SParaLD 8.47 65.3 0 6.71 58.7
SParaHD 15.7 74.7 6.71 0 2.55
Chaotic 27.2 151 58.7 2.55 0
Table 4.5: Bhattacharya distances using only F i for a 21 x 21 x 21 equivalent window 
with Nz ~  17 and =  32 bins
As is seen, F% alone should provide reasonable discrimination, though with the possi­
bility again for confusion between parallel and prograding, and chaotic and sub-parallel 
high discontinuity classes.
4.5 E xperim ents
Natural hydrocarbons are linked inextricably with sedimentary rock. Om itting detail 
of formation, hydrocarbons are often found to occur trapped within high permeability 
sediments such as sandstone. The trapping mechanism is in the form of an interface 
between the high permeability medium and a low permeability sediment such as shale. 
Finding evidence of structures within seismic surveys tha t would support this trapping 
mechanism is a major goal of interpretation. In this section, example structures of 
interest to seismic interpretation within two large da ta  volumes are considered. It is 
worth noting tha t the query textures used in the previous sections were taken from 
other volumes and are independent of either of these two data  sets.
The features, or a subset of them, could be extracted from a test volume and then 
used to segment the volume into the relevant classes. As the number of classes is a 
priori known, a  k-means clustering algorithm or a more sophisticated approach may be 
used for this task. This is considered further in chapter 5. Instead, in this chapter, the 
features are used to mine the da ta  volume. The intention is to quickly identify parts 
of the da ta  th a t are most similar to a  query texture in order to turn  the attention of 
the user to these parts.
D ata mining experiments were carried using the following approaches:
1 . Regions of interest based on whether the value of F\ is in the appropriate range 
for a given query texture based on the ranges of values shown in table 4.3.
2. Regions of interest based on F\ using the distance measure defined in (4.6) with 
a  threshold of 2 .
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3. Regions of interest using Sij defined by (4.7)using features F\ and F 3 compared 
with their corresponding mean values for the model texture.
4. Regions of interest using Sij and all five features.
4 .5 .1  M in in g  for reg io n s s im ila r  to  a q u ery  te x tu r e
To demonstrate the mining procedure, the seismic volume shown in figure 4.9 was con­
sidered. The volume is taken from a survey that, under Norwegian legislation was 
made available to the public 10 years after collection. From the volume rendering, 
some strong reflectors are visible in the cube mainly in the lower half where relatively 
continuous textures are observed. The top part of the cube indicates that less continu­
ous and even chaotic textures are present. Slices through the volume in figures 4.9(b) 
and 4.9(c) show more of the internal structure in the data.
(a) Rendering of volume (b) Slice 100 (c) Histogram equalised
Figure 4.9: Public survey with dimensions 200 x 200 x 200
The cube is ininc'd for the cjuery tc;xtures in turn using each of the four approaches. 
Four corresponding masked regions are then displayed in figures 4.10- 4.14 showing 
where each of the textures were located.
In figure 4.10, it is quickly seen that little parallel texture was detected during the 
mining process. Two small regions can be seen in figures 4.10(a) and 4.10(b), centred 
within the strong reflectors. Using the similarity measure indicates a greater volume 
of parallel tcxturcx
In figure 4.11. the largest area marked as prograding is associated with a point at 
which terminations between horizons occur. However, some other regions were also 
highlighted. On inspection, these were found to contain distinct horizons with differing 
orientations; a feature that is also exhibited by prograding texture. In figure 4.12 it 
is seen that all methods identify the majority of the low discontinuity texture within 
the lower part of the cube. Applying thresholding of Fi (figures 4.12(a) and 4.12(b)) 
provides a more selective labelling than the use of similarity.
From figure 4.13, it is seen that more discontinuous textures are present in the top part 
of the volume. However, a region within the lower part of the volume also shows high
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(a) Fixed range of Fi (b) Using only.
T =  2
(c) Using S,k with Fi and (d) Using S,k and all fca- 
Fs tures
Figure 4.10: Mining for parallel texture.
discontinuity. From inspection and figure 4.14, it was seen that this texture is found at 
the transition from lower discontinuity to a pocket of chaotic texture.
Figure 4.14 shows that chaotic texture occurs mainly in the upper region of the cube, 
although an isolated pocket is also indicated surrounded by more continuous textures 
in the lower section.
In general, thresholding based on F\ provides a more selective indication of the specific 
texture types used to query the volume and through clean delineation provides the 
clearest picture of large isotropic texture structures. Applying the similarity measure 
with further features indicates smaller scale structures with characteristics tha t may 
be close to, but just outside the strict range for F\ - greater sensitivity at the expense 
of higher false alarm rate.
4 .5 .2  M in in g  for gas c h im n e y s
It is not always the case that hydrocarbons exist in permeable reservoir rocks that 
are completely trapped by impermeable surrounding rock. Trapping rocks may be 
permeable due to fracturing, or possibly by exhibiting low, but non-zero porosity thus
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(a) Fixed range of Fi (b) Using — ^ - ' only.
r  =  2
(c) Using Sik with Fi and (d) Using Sik and all fea- 
F3  tures
Figure 4.11: Mining for prograding texture.
allowing hydrocarbons to seep from the trap. Natural buoyancy of the fluid means a 
tendency to migrate towards the surface of the Earth and therefore regions in which the 
pressure is lower than that within the source rock. As the pressure drops, any gas that 
may have been dissolved within the fluid is gradually transformed back into gaseous 
form.
Th(‘ prescnice of gas within the stra ta  above the rt^servoir does not change the physical 
structure, but it does affect some of the properties of the rock. Acoustic velocities 
are generally reduced resulting in an apparent “push-down” as the acoustic wave takes 
longer to traverse the material. Further, the quality of the stack data is affected, 
taking on a more disordered appearance. A cube containing chimneys is shown in 
figure 4.15(a), with slices through the centre of the cube in figures 4.15(b) and 4.15(c) 
illustrating the regions with disordered appearance. Cowely and O’Brien [12] discuss 
the application of gas chimney location to the overall exploration problem in more 
detail.
Figure 4.15 shows the extrema faces of a cube containing a number of gas chimneys.
Some a priori knowledge of behaviour of the seismic image in the vicinity of a chimney 
has been stated: “...the quality of the stack data  is affected, taking on a more disordered
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(a) Fixed range of Fi
r  =  2
(c) Using Sik with Fi and 
Fa
(d) Using S,k and all fea­
tures
Figure 4.12: Mining for sub-parallel, low discontinuity texture.
appearance." Interpreting this information within the context of the model textures, 
the structures denoted by regions of chaotic texture were expected to be of most interest.
Applying the four data  mining variations produces the results shown in figures 4.16(a)- 
4.16(d). In all cases, the structures of two chimneys appear well characterised by 
the presence of chaotic texture. Mining based on the fixed range of values for Fi 
corresponding to chaotic texture provides the two clearest indications of the chimney 
presence in figure 4.16(a). The result shown in 4.16(b) appears equally good. Using 
features Fi and F 3  with Sij produces a less clear indicator (figure 4.16(c)), closely 
followed by using all features and Sij as shown in figure 4.16(d).
4 .5 .3  M in in g  for c a r b o n a te  m o u n d s
Carbonate mounds consist of rock types such as limestone, dolomite or chalk. At 
present, the mechanism through which they are formed has not yet been explained to 
universal satisfaction. The most widely held beliefs include precipitation from fluid on 
tem perature change, or due to the action of organisms such as coral.
Independent of formation, this structure holds interest for hydrocarbon exploration due
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(a) Kixptl range of Fi (b) Using only.
T  = 2
(c) Using S,k with Fi and 
F3
(d) Using Sik and all fea­
tures
Figure 4.13: Mining for sub-parallel, high discontinuity texture.
to the permeability of the rock. This property is attributed to fracturing rather than 
primary porosity of carbonate rock, but still allows it to serve as a reservoir rock. More 
d('tail on the redevance of carbonate mounds to exploration can be found in
The volume containing carbonate mounds is shown in figure 4.17. A generalised seismic 
facies interpretation places mainly parallel and low discontinuity sub-parallel textures in 
the top half of the volume. The lower part is split in two, a wedge of highly discontinuous 
subparallel texture is apparent in the lower right portion, whilst chaotic texture occupies 
the basement area to the lower left of the volume. The mounds are located within the 
wedge of discontinuous sub-parallel texture toward the lower right of the volume.
The results of applying each of the data  mining variations for identifying chaotic tex­
tures are shown in figures 4.18(a)-4.18(d). The basement region and its boundary are 
most apparent in figure 4.18(a). The presence of the mounds is indicated by the re­
gions of chaotic texture just above the basement, in the lower right of the volume. 
Mining using F\ and normalising by a/.-, (figure 4.18(b)) also identifies the basement 
and mounds. In both cases, there is some connectivity between the mounds and the 
basement. Using Sij with F\ and F 3  (figure 4.18(c)) identifies less of the basement as 
chaotic, though there is still connection between the basement and the mounds. Fi­
nally, including all features with Sij (figure 4.18(d)) reduces the amount of connectivity
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(a) Fixed range of f ’l (b) Using 
T  = 2
only.
(c) Using Sik with F\ and 
Fa
(d) Using Sik and all fea­
tures
Figure 4.14: Mining for chaotic texture.
between the mounds and the basement region.
4.6 A ccelerating the algorithm  by using interpolation
In order to reduce processing times, it was mooted tha t it may not be necessary to 
calculate feature values at all voxel positions. Using a step size of 2 in all 3 dimensions 
when scanning the local neighbourhood over the data  cube produces an 8  fold reduction 
in the number of features to be calculated at the small expense of interpolating to fill 
in the missing values.
To investigate further, the feature cubes produced by processing the Barents da ta  set 
were considered. These can be written F„(x, y, 2 ), where x  G ( 0 , 1 , 2 , — 1 } with
Nx the number of voxels in the x axis and similarly for y, and 2 . Sparse feature 
cubes, F n{i,j ,k )  were created by decimating the full cubes by a factor of 2  so that 
i G {(), 2 ,4 ,..., 2(Vt — 1)} : Ni = ^  for Nx even, A^ j =  ^^2  ^ for Nx odd. Similar 
relationships are true for j ,  k and y, 2  respectively.
Linear interpolation was then applied to F n{i, j ,k )  resulting in F'^{x,y,z). The nor­
malised interpolation error at any voxel, en{x,y,z) ,  could now be found from
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(a) Gas chimney cube (b) Slice 47 (c) Histogram
equalised
Figure 4.15: Gas chimney cube and slice through centre
F'nfx.y, z) -  Fnixyy, z) 
Fn{x,y ,z) (4.10)
To assess the worst case errors, the cube Cn(p, 9 , r) was calculated where p G {1,3,.... N i~  
1} and similarly for q and r. Histograms of the normalised errors for F\ to Fg are shown 
in figure 4.19.
Table 4.6 shows the mean and standard deviation of the percentage error in each feature 
as a result of the interpolation.
Mean(Stdev) 
l)ercent i^rror
number 
outside ± 1 (7
number 
outside ± 2 ( 7
number 
outside ± 3 ( 7
Fi -0.09 (1.09) 29.80% 5.09% 0.65%
F 2 -0.23 (2.48) 26.33% 4.50% 0.93%
F 3 -0.36 (3.79) 14.54% 4.72%, 1.84%
Fa -0.71 (5.30) 22.25% 4.26% 0.91%
Fg -0.36 (3.93) 27.21% 5.01% 0.91%
Table 4.6: Mean and standard deviation of percentage errors from interpolation
Fi has a small mean and standard deviation and as the simplest of the mining processes 
uses only F \ , it should be robust if interpolation is used. Data mining was performed on 
the original and interpolated Fi cubes with slices from the results shown in figure 4.20. 
Each column represents mining for a different texture, with the rows representing (1) 
original feature cube, (2) interpolated feature cube and (3) the errors.
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(a) Mining based on the fixed range 
of Fi for chaotic texture
(b) Mining using only.
T  =  2
(c) Mining using Sij with Fi and (d) Mining using Sij and all fea- 
F3 . T  =  0.95 tures. T — 0.95
Figure 4.16: Chaotic texture regions in gas chimney cube.
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(a) Outer volume ren- (b) Centre slice through barents 
dering volume
(c) Histogram equalised centre 
slice
Figure 4.17: Cube containing mounds
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(a) Mining for using the fixed 
range of Fi for chaotic texture
(b) Mining using 
only. T  =  2
(c) Mining using Sij with Fi (d) Mining using S,j and all 
and F). T  =  0.90 features. T  =  0.95
Figure 4.18: Chaotic texture regions in cube containing mounds
Mining using the interpolated F\ feature cube produces almost identical results to the 
original cube. Table 4.7 shows how small the errors are.
Prograding 0.07%
Parallel 3.4%
Sub parallel, low discontinuity 0.3%
Sub parallel, high discontinuity 0 .2 %
Chaotic 0 .6 %,
Table 4.7: Mean and standard deviation of percentage errors from interpolation
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percentag
Figure 4.19: Worst case interpolation errors for barents cube using step of 2
Prograd
Figure 4.20: Data mining using F\ in original and interpolated barents feature cubes. 
Columns show texture mined for. First row is using original data, second row using 
interpolation and final row showing the errors.
4.7 Sum m ary
A volume texture characterisation method was proposed based on the local gradient 
density. The characterisation was captured by the shape of an indicatrix from which 
features were derived.
The potential of the features to provide good separation of texture examples was then 
shown and a set of mining strategies were proposed, including a similarity measure.
A set of example volume textures were examined leading to the re-evaluation of the 
integrity of the parallel texture example. A section of this volume was removed as a 
result.
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Examination of window shapes, window sizes and indicatrix resolutions was then carried 
out allowing.a suitable param eter selection to be made. This param eter selection was 
used to perform data  mining for each of the texture types in a larger da ta  volume. 
I t was also demonstrated tha t mining for texture can identify geologically meaningful 
structures within survey volumes, using examples in the form of carbonate cubes and 
gas chimneys.
Finally, the use of interpolation was investigated to reduce the computational time 
required to perform the mining. It was found th a t significant improvements could be 
made at the cost of very small error rates.
Chapter 5
Dealing w ith rotation invariance 
when segm enting a seism ic 
volum e
In chapter 4 an approach to data  mining within seismic volumes was proposed. Seismic 
volumes were mined according to a number of texture types of interest. It was shown 
that the LGD method is able to identify regions of interest within a volume according 
to texture. These areas can be indicated to a seismic interpreter as required, depending 
on the workflow being followed at the time.
For some workflows, approaches other than data  mining may be more appropriate. In 
the first part of this chapter, attention will be given to the process of seismic facies 
analysis. The relationship between this interpretation technique and image process­
ing/pattern  recognition approaches is discussed, following which, the LGD m ethod is 
adapted to perform seismic facies analysis and produce seismic facies units.
Applying segmentation also aids one aspect of the investigation in the second part of 
the chapter where orientation of textures within the test volume receives attention. 
The results of the facies analysis will often show some geological structures in which 
texture plays a part in defining the object. However, the orientation of the texture 
cannot always be assumed to be identical to the orientation of the exemplars. So far, 
sensitivity of the LGD m ethod to rotation of the textures within the test volume has 
not been considered, since the features extracted using the approach were designed to 
be rotation invariant.
To test the rotation invariance, a number of rotated instances of volumes are created 
and the implications of generating data  in this manner are discussed. Sensitivity to 
rotation is then addressed by generating appropriate results to allow:
• direct examination of feature cubes;
• examination of segmented volumes generated from the feature cubes for corre­
spondence between units in the original and rotated volume.
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Through experiment, it is shown th a t rotation invariance of the LGD method cannot 
always be assumed and two approaches to reduce the impact of rotation are discussed 
and evaluated, namely:
• Modified Ziicker-Hummel kernels,
• Direct indicatrix comparison using PC  A and curvilinear resampling.
5.1 Seism ic facies analysis and segm entation
Mitchum et al [55] describe the seismic facies analysis process as
‘the description and geologic interpretation of seismic reflection parame­
ters, including configuration, continuity, amplitude, frequency and interval 
velocity.’
The authors proceed to expand this definition in geological terms and with some detail. 
During the exposition, it becomes clear th a t from an interpretation perspective, an 
im portant element in the facies analysis is the identification and compartmentalisation 
of the volume into regions with homogenous properties from the list above.
In an image processing and pattern  recognition framework, their aspiration to generate 
seismic facies units can be seen as a desire to segment the volume according to a set 
of properties from the list they construct, where the set of properties will be selected 
according to the workflow that is being pursued.
Segmentation is a large field long associated with interpreting images and more recently 
volume d a ta  and there is a vast array of techniques available for executing the task. 
M ainstream approaches tend towards generating features by a number of techniques. 
The features are generally selected to provide discrimination between homogenous re­
gions with differing properties under consideration. From the description of seismic 
facies analysis, it is proposed th a t features derived from the indicatrix will capture 
quantities associated with configuration and continuity.
In an unsupervised setting, the segmentation might be performed by applying a clus­
tering algorithm such as k-means or fuzzy c-means. Determining the correspondence 
between the segmentation and the seismic units however, may be a significant problem 
in itself.
To provide a supervised segmentation seed points could be selected for a region growing 
method, though this will not be well suited to the problem of uncovering all units in a 
volume. The availability of the example Shell textures allows the luxury of supervision 
based on the categories they represent and hence this line of approach will be followed.
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5.1.1 Distance metrics and feature ranges
To discriminate between the textures, a  distance metric in the feature space will be 
required. The ranges of values obtained for features vary greatly from one feature to 
the next and this has an impact on the choice of distance metric for the process of 
segmentation. For example, if the Euclidean metric is used in conjunction with raw 
features, the segmentation process will be dominated by features with high numeric 
values. Some options for dealing with this imbalance are:
• Use an appropriate distance measure to account for this, e.g. Mahalanobis dis­
tance. However, in some cases, this is not compatible with the clustering m ethod 
used for the segmentation - e.g. k-nearest neighbours (k-NN).
• Scale the features. Methods such as uniform, min-max, m ean/stdev are often 
used for this purpose [38] [67].
The similarity measure used in chapter 4 (see equation 4.7) uses a measure tha t maps 
the distance between two features to the range [ 0  1 ], though the mapping is non-linear. 
This property is effective in normalising the contributions from different features with 
markedly different ranges and from it, a simple labelling process was devised.
The similarity to each of the example textures was found for the neighbourhood of each 
voxel in the test volume. The example textures were modelled using the mean value for 
each feature and a label was then allocated to each voxel according to which example 
texture had the highest similarity for the associated neighbourhood.
5.2 Sim ple labelling o f B arents Sea south  { B a r e n t s )
For an initial labelling demonstration, the barents test volume discussed previously 
was considered. The central slice from the cube with all texture labels is shown in 
figure 5.2(b).
At this point, it is im portant to recall the motivation in this section of work. The 
highest similarity labelling is not proposed as the best scheme from which to generate a 
segmentation of the scene. It is intended to investigate the stability of the LGD method 
in the presence of rotated textures. However, consistency with a k-NN labelling adds 
confidence in the use of LGD and similarity for this purpose. Further, the highest 
similarity approach has a significantly lower computational cost.
For comparison, the central slice from a label cube obtained from k-NN m ethod using 
3 nearest neighbours and min-max scaled features is shown in figure 5.1(d).
A 3D rendering tool, [70], may be used to associate the voxel label with the grey level 
value at each voxel position. In this way, voxels with different labels may be distin­
guished by overlaying colours corresponding to the texture label, but maintaining the 
appropriate intensity as dictated by the original grey-level value. Further, voxels having 
particular texture labels may be rendered transparent in order to aid the visualisation 
of the other textures.
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(a) Centre slice through barents volume (b) Histogram equalised centre slice
(c) Slice showing all texture labels (d) Slice showing all texture labels for 3-NN 
classification
Figure 5.1: Label volume based on most similar texture at each voxel position. Blue 
- prograding, cyan - parallel, yellow - low discontinuity subparallel, orange - high dis­
continuity subparallel, brown - chaotic.
The complete labelled volume is shown using this tool in figure 5.2(a). By increasing 
the transparency of all textures except the chaotic texture, the locations of a number 
of candidate carbonate mounds are indicated as shown in 5.2(b), above the basement 
area in the data  set.
The size of the initial data  volume leads to difficulty for the human eye to discern the 
carbonate mounds in detail or to perform comparison. To alleviate this problem, a 
sub-cube is extracted from the data  that contains a mound structure to investigate 
more closely the labelling result.
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(a) Volume with all textures (b) Opaque chaotic texture
Figure 5.2: Label volume based on most similar texture at each voxel position
5.3 Labelling of sub-cube containing a m ound
Figurt' 5.3(c) shows a slice from the centre of the mound sub-cube that has been his­
togram etiualised for illustrative purposes and the structure of the mound can be seen. 
A cross section through a suspected carbonate formation is visible in the centre of the 
image. This is framed above by a strongly reflecting horizon and below by horizons 
belonging to s tra ta  identified as basement by an interpreter.
The results of the LGD and similarity labelling are shown in figure 5.4.
The rendering in figure 5.4(b) shows only the chaotic texture as opaque with all other 
textures semi-transparent. This treatm ent highlights the extent of the mound within 
the volume particularly well.
Applying this simple labelling approach will provide one means to compare results 
between data cubes that are rotated in relation to each other. The other route will be 
direct comparison of the feature cubes generated from volumes that have been rotated 
relative to one another. This is discussed further in the next section.
5.4 Initial stud ies on the effects o f rotation  using the Shell 
exam ples
In chapter 2, the formation of sedimentary rock was discussed in some detail. Although 
the process is seen to generate relatively well behaved layers of sedimentary rock, the 
action of the Earth 's crust on the layers cannot be dismissed. Under the action of pow­
erful tectonic forces, well ordered layers are very often deformed and tilted at significant 
angles to the local normal. To conduct a meaningful data  mining or segmentation ex­
ercise within seismic volumes, it is necessary to be able to identify and discriminate 
textures of interest regardless of their orientation.
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(a) Slice from barents with a mound region highlighted
(b) Render­
ing of the 
sub-cube
(c) Middle slice from 
the sub-cube
Figure 5.3: A inoimd sub-cube
This requires that the process of extracting local features from the volume should also 
be invariant to rotation. By their definition, the features extracted from the indicatrix 
are rotation invariant, but it is not certain th a t the indicatrix will exhibit the same 
property. Both the choice of sampling scheme and bin size used have the potential to 
disrupt the property of invariance.
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(a) Highest similarity 
classification
(b) Highest similarity 
with opaque chaotic 
texture
Figure 5.4: Classification of the mound sub-cube. Blue - subparallel high discontinuity, 
Red - chaotic, Green - subparallel low discontinuity. Yellow - prograding.
5.4.1 Rotating the Shell examples
Thus far the experiments had been conducted with each of the texture types in the 
orientations as they appeared from the Shell survey. Whilst a good first step, in prac­
tices. it was necessary to demonstrate tha t the textures could still be identifie^d and 
dise riminatexl in e)ther e)rientatie)ns.
Testing was conducted using an extreme rotation of the texture examples by 90°. Al­
though it is unlikely that the textures will appear in such an orientation in a natural 
setting, it was postulated that if the method could be shown to deal with such a sce­
nario, then it would be robust to less stressing rotations.
A further useful property of this particular rotation is that the comparison between 
original and rotated data sets is trivial, requiring no interpolation, and therefore error 
free in this sense.
5.4.2 Feature comparison
The features obtained by scanning a mask over each of the rotated textures in a similar 
fashion to previous exercises is shown in the familiar format in figure 5.5.
As it may be seen, good inter class separation was obtained with little overlap of features 
for th(  ^ different rotated texture types.
The next step was to re-examine the inter class separation and intra-class variability in 
a similar way to the exercise in chapter 4 using the Bhattacharya distance and including 
both the original and rotated textures.
Results are shown in table 5.1. Examining the layout of the table, it can be seen that 
there are now 10 textures, made up of 5 related pairs. In the first row, Para denotes 
the parallel texture whilst in the second row, Para90 indicates the rotated parallel
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Figure 5.5: Feature histograms for each of the rotated stratal configurations.
texture. The same convention holds for the other 4 texture types. Each entry records 
the Bhattacharya distance between feature distributions from the appropriate texture 
pair.
The results were examined with the following critique: do the original textures match 
their ro tated  counterparts better than  any of the other textures? To emphasise these 
pairings, the self matching cases were displayed in bold text. Ideally the distances in 
bold type should be zero, with large distances recorded in all other off-diagonal entries.
Immediately, a  problem is apparent with the parallel texture example. The distance 
between the parallel texture and its rotated counterpart is unacceptably large, at 776. 
For this orientation, the ro tated  parallel texture appears most similar to the original 
and rotated  prograding textures with distances of 15.1 in both cases. Further, the 
distance between the low discontinuity sub-parallel texture with the rotated version is 
also large a t 70.9.
To explore this further, the indicatrices from the original and rotated parallel volumes 
were considered first and are shown in figure 5.6. A visual examination of these indica­
trices showed that there was a difference in the shapes, and the sampling of the shapes 
when the parallel texture was rotated. This was attribu ted  to an artefact arising from 
the solid angle sampling used to construct the indicatrix.
The cylindrical sampling scheme used to construct the indicatrix was designed so that 
all bins represented the same solid angle whilst simultaneously providing an easy way to
5.4. Initial studies on the effects of rotation using the Shell examples 71
Pro Pro90 ParaC ParaC90 SPL SPL90 SPH SPH90 Chao Chao90
Pro 0 17 15.1 190 18.6 14.5 24.6 2 1 . 8 78.3 67.5
ProRotQO 17 0 15.1 148 179 14 53 2 2 . 2 150 135
ParaC 15.1 15.1 0 776 416 157 125 108 552 536
ParaC90 190 148 776 0 5540 2670 2490 2060 10600 10900
SPL 18.6 179 416 5540 0 70.9 13.3 46.9 142 135
SPL90 14.5 14 157 2670 70.9 0 26.8 8.45 1 1 0 105
SPH 24.6 53 125 2490 13.3 26.8 0 3.17 5.17 5.25
SPH90 2 1 . 8 2 2 . 2 108 2060 46.9 8.45 3.17 0 10.5 7.07
Chao 78.3 150 552 10600 142 1 1 0 5.17 10.5 0 2 . 2
Chao90 67.5 135 536 10900 135 105 5.25 7.07 2 . 2 0
Table 5.1: Bhattacharya distances between original and rotated texture volumes for a 
21 X  21 X  21 equivalent window with Nz = 17 and = 32
allocate gradient vectors to bins. A drawback of this design is tha t for parallel textures 
in an approximately horizontal orientation an anomalous needle shaped indicatrix is 
formed, with many sample points around the spikes. The rotated parallel texture 
produces a similar shape, but it can be seen th a t the number of sample points in 
the vicinity of the spikes is far lower. The result of this phenomenon is a variation 
in the feature values calculated from the two indicatrices which is greatest when the 
orientation of the parallel texture is aligned with the sampling axes.
To reduce this problem, the first approach was to increase the resolution of the indi­
catrix. It was intended th a t this would provide more sample points in the regions of 
highest gradient density for the rotated texture. The Bhattacharya distances are shown 
in table 5.2
Pro Pro90 ParaC ParaC90 SPL SPL90 SPH SPH90 Chao Chao90
Pro 0 7.44 19.8 54.4 14 1 1 . 8 17.5 17.6 50.7 36.7
Pro90 7.44 0 6 8 . 6 18.4 37.3 15.1 28.2 2 2 . 6 92.8 72.5
ParaC 19.8 6 8 . 6 0 187 245 151 130 133 572 463
ParaC90 54.4 18.4 187 0 1440 267 300 2 2 0 2310 1420
SPL 14 37.3 245 1440 0 20.7 12.9 18.2 82.5 107
SPL90 1 1 . 8 15.1 151 267 20.7 0 1 1 . 2 11.5 99.5 139
SPH 17.5 28.2 130 300 12.9 1 1 . 2 0 0.748 5.04 6.82
SPH90 17.6 2 2 . 6 133 2 2 0 18.2 11.5 0.748 0 7.28 11.3
Chao 50.7 92.8 572 2310 82.5 99.5 5.04 7.28 0 0.964
Chao90 36.7 72.5 463 1420 107 139 6.82 11.3 0.964 0
Table 5.2: Bhattacharya distances between original and rotated texture volumes for a 
21 X  21 X  21 equivalent window with =  33 and Nff, = 64
An improvement is visible throughout, though the distances between original and ro­
tated counterparts for the 3 most continuous texture types still remains too high.
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(a) Parallel (b) Rotated parallel
Figure 5.6: Indicatrices for original parallel and rotated parallel textures
It was expected th a t approximately horizontal orientations of the more continuous 
textures would be encountered more often due to the manner in which deposition 
generally takes place. However, with folding and deformation processes, this is not 
always the case. Thus, a  m ethod was devised th a t would:
• remove the occurrence of the needle shaped indicatrix for the predominantly 
horizontal textures;
•  accept, as a tradeoff of the convenience of design, the fact tha t needle shaped 
indicatrices may occur for other less frequently observed orientations of the more 
continuous textures
In essence, more consistent sampling of the indicatrix shape is obtained for the m ajority 
of the continuous texture orientations encountered.
5.5 M odified Zucker H um m el kernels for th e d etection  of 
planes in arbitrary orthogonal directions
The filter kernels derived in [90] are designed to detect planes tha t lie in the axes under 
which the data  are sampled. However, the m ethod and assumptions used to derive 
the kernels are also valid if it is desired to develop new kernels tha t are optimised for 
planes th a t do not lie in the directions of the sampling axes. A 2 D analogy might be 
the relationship between Sobel masks and the Roberts operators, [25], where the latter 
aie intended to detect edges at diagonals to the sampling and convolution axes. Three
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such kernels were developed, optimised for 3 orthogonal planes according to the method 
detailed below.
The kernels are denoted as A”a(x,y, 2 ), where a G [ x , y , z }  refers to a filter kernel in 
the Cartesian coordinates under which the data has been sampled. For the case where 
a =  X , AT(x. Î/, z) is optimised to give the largest response to a discontinuity in the yz  
plane and similarly for the other values of a and the xy  and xz  planes.
Consider a set of 3 orthogonal planes ysZg, x^yg and XgZg for which the maximal response 
is desired from the appropriate one of the 3 kernels. The normals to the planes are 
not coincident with the sampling axes, but are related by the rotational transformation 
matrix R. For simplicity the result is shown for the kernel A'^  ^(.x, 2 ), optimised for
the plane ygZg, though the other kernels can be inferred easily enough from this result.
^) \ x , y , z€L — J. where
{xs,ys,ZsA =  ^ i ^ , y , z A  
L is the valid ordinate set 
r  =  s /x ‘i + y'i + z'i
(5.1)
The valid ordinates in L define the points at which a discrete evaluation of the kernel 
will be mad(\ For example, to generate a 3 x 3 x 3 kernel, L = { -1 , 0,1}. This provides 
discrete values at the 27 points making up the kernel. Three standard Zucker Hummel 
kernels with an edge length of 13 are shown in figure 5.7. The large edge length provides 
for good illustration of how the coefficients vary over the spatial extent of the kernel.
Figure 5.7: Example 1 3 x 1 3 x 1 3  Zucker Hummel kernels aligned to sampling axes 
(x,?y, 2 ). W hite is 4-1, black is —1 . Top row corresponds to yz  plane detection kernel. 
Left column shows foremost slice through kernel with respect to original x  sampling 
axis.
The next step is to select the orientation of planes of interest with respect to the 
sampling axes by defining the rotation matrix R. The original sampling axes defined 
by xyz  are shown in figure 5.8(a). The spatial extent of the standard Zucker Hummel 
kernel is shown by the grey cube, with bold lines indicating normal vectors kxz 
and kyz for the xy, x z  and yz  planes of interest respectively.
It was reasoned that since the parallel texture occurs most frequently in orientations 
close to horizontal, then the orientation of the planes of interest should all be displaced 
as far as possible from horizontal. This should provide for the smallest number of 
instances of the spiky indicatrix. The arrangement is shown in figure 5.8(b). Identical 
sampling axes and kernel extent can be seen, but the normal vectors associated with 
the new planes of interest are now ki, k^ and /c;^ .
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X
V -
(a) Standard Zucker Hummel (b) Modified Zucker Hummel 
configuration configuration
Figure 5.8: Orientation of plane of interest axes within kernel and sampling axes.
These new planes of interest were generated by a series of angular rotations about each 
of the axes. The first rotation is 35.26° anticlockwise about the x  axis to generate an 
intermediate axis system (xi,yi,Zi).  This was followed by a clockwise rotation of 45° 
about the yi axis to generate the coordinate system with the planes of interest discussed. 
No third rotation is required. The kernels for detecting the planes of interest are shown 
in figure 5.9.
B B B B B B B J U J J J ^
Figure 5.9: Example 13 x 13 x 13 modified Zucker Hummel kernels aligned to new axes 
{xs,ys, Zs). W hite is +1, black is —1. Top row corresponds to ysZs plane detection 
kernel. Left column shows foremost slice through kernel with respect to x  axis.
These kernels may be applied as easily as the original Zucker Hummel kernels and 
result in the generation of indicatrices that are also rotated with respect to indicatrices 
generated using the original kernels.
The experiments performed earlier on the Shell examples were rerun using the new 
skewed kernels, with the results shown in table 5.3. The bold values along the diagonal 
of the table are much reduced compared with those in table 5.2, indicating a more 
robust performance for these rotated textures. Though the parallel and rotated parallel 
textures still show some variation (distance 1 2 .1 ), each rotated texture is now closer to 
the appropriate unrotated texture rather than any of the other choices.
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Pro Pro90 ParaC ParaC90 SPL SPL90 SPH SPH90 Chao Chao90
Pro 0 0.261 20.3 2 0 . 6 13.8 16.1 23 28.6 79.6 83.6
ProfJO 0.261 0 20.4 19.5 13.2 15.2 2 2 . 2 25.3 63.6 6 6
ParaC 20.3 20.4 0 1 2 . 1 438 282 188 239 1700 1870
ParaC90 2 0 . 6 19.5 1 2 . 1 0 395 306 226 319 1880 2 1 1 0
SPL 13.8 13.2 438 395 0 0.896 1 2 . 2 13.1 6 6 67.5
SPL90 16.1 15.2 282 306 0.896 0 9.71 1 0 . 1 134 145
SPH 23 2 2 . 2 188 226 1 2 . 2 9.71 0 0.197 6.38 6.38
SPH90 28.6 25.3 239 319 13.1 1 0 . 1 0.197 0 6 . 6 7.24
Chao 79.6 63.6 1700 1880 6 6 134 6.38 6 . 6 0 0 . 6 6
Chao90 83.6 6 6 1870 2 1 1 0 67.5 145 6.38 7.24 0 . 6 6 0
Table 5.3: Bhattacharya distances between original and rotated texture volumes for a 
21 X  21 X  21 equivalent window with = 33 and = 64 using alternative Zucker- 
Hummel kernels
5 .5 .1  D i r e c t  I n d ic a t r ix  C o m p a r is o n  u s in g  r e - a l ig n m e n t  a n d  C u r v i l in ­
e a r  I n te r p o la t i o n
The features used in conjunction with the LGD method were designed to provide a 
rotation invariant representation of texture. However, guaranteeing th a t the features 
captured all the information expressed by the indicatrix was a difficult task. From 
this perspective, features are a necessary but possibly undesirable alternative to direct 
indicatrix comparison. They are imposed by the possibility of rotated textures at the 
cost of potentially discarding useful information in the feature generation process.
A direct comparison of indicatrices would guarantee the preservation of all information, 
but with the drawback of sensitivity to rotation of the texture. This sensitivity arises 
due to the m ethod of constructing the indicatrix. This can be explained by considering 
the parallel texture. In a horizontal orientation, the m ajority of gradient contributions 
will be in bins at the poles of the indicatrix creating the familiar vertical needle config­
uration. As the parallel texture is tilted, the orientation of the needle shaped indicatrix 
will also be tilted. A straight-forward comparison of the values in corresponding bins 
will suggest two different texture types.
However, it was realised tha t a  direct comparison could be made if a set of reference 
axes were defined in a way tha t accounted for rotation. Each 3D shape constructed 
from the indicatrix defines its own set of intrinsic axes, namely its principal axes. These 
axes may be identified by performing Principal Component Analysis (PCA) using the 
elements that make up the set of the indicatrix, i.e. points {(j), z)) which are
equivalent to { i , j ,H { i , j ) ) ,  but with a  change of variable.
To perform PCA each point was represented by its Cartesian coordinates. Once the 
principal axes of an indicatrix were found, all points are referred to these axes by 
applying the derived transformation. In principle, two indicatrices Hp{i^j ) ,HQ{i , j )  
generated from neighbourhoods of voxels taken from classes P  and Q could then be 
compared point by point using the Minkowsky distance metric (equation (5.2), adapted 
from [56]) with s = 1.
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M  N  
j = i
(5,2)
The comparison was not quite this simple. In transforming the indicatrix to its principal 
axes the consistency of the solid angle sampling scheme was lost.
When comparing indicatrices th a t have been aligned to principal axes it was necessary 
to perform re-sampling in advance. This re-sampling had to be conducted on the 
surface of the indicatrix using bilinear interpolation with respect to a set of curvilinear 
coordinates defined on the surface. The coordinate systems involved are shown in 
figure 5.10(a). The data  are sampled in a Cartesian system, with the original indicatrix 
bins defined by steps in a  cylindrical coordinate system. The indicatrix axes are aligned 
within the Cartesian system as shown.
dvl
D :(0 ,1 )
A:(D,0)
(a) Cartesian (x,y,z)^ cylindrical {(f), z) and (b) Interpolation in the curvilinear
curvilinear {u, v) coordinate system s system
Figure 5.10: Geometry of curvilinear interpolation
Bilinear interpolation of a function H  (0, z) defined on a sphere can be performed on 
the sphere surface using the expression
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tîx{<f>x, zx) — OCÙ +  +  7ÛÜ + Ô
~ _  (px -  (pA 
A0
_ _  C ^^^  Z A - C O S ^  Z X  
C O S  ^ ZA — COS  ^ Z f )
S ~  H a
a = H b — H a
P = H d — H a
7  —  ~  H b  — H d  +  H a
Here, Hx{(pXi ^x )  is the value of the indicatrix at point X  with coordinates (0 ^ , zx ) ,  
with Ha, Hb,  H e  and H d  being the values of the function at points A, B,  C  and 
D  of the surface respectively, at coordinate positions {(Pa , z a ),  {^ a  +  A 0 ,  {(j>A +
X(f),ZA + Az) and {(pA,^A + Az) respectively, such that 0A < 0x < 0^ b A0 and 
< Zyl + Az.
Applying this to a query indicatrix, j )  and an indicatrix from the neighbourhood
of a test voxel, HT{i ,j ) ,  then the normalised distance D[Q,T] between them was found 
from
M  N
D[Q,T] =  -  EQ^ErHrii.m (5.4)
i = l j = l
where E q , E t  are the PCA transformation matrices for the query and test indicatrices
respectively. To reduce the computational cost, the indicatrices of the query volumes
were pre-computed and re-sampled to their principal axes.
5.6 R otatin g  th e  sub-cube from th e B arents volum e
To investigate further the sensitivity of the underlying texture features to the rotation of 
the test volume, a rotated mound test volume was generated and is shown in figure 5.11. 
The original mound volume is rotated twice, about two independent axes. The first 
rotation is |  about the vertical axis (the time axis), with a  second rotation of j  about 
the direction of the original inline axis. After rotation, the grey level at each new voxel 
position is calculated using linear interpolation. Voxels within the new data  volume 
outside the bounds of the original volume are assigned a grey level of zero.
When comparing results obtained from the original test volume with the rotated test 
volume, some variation is expected as:
• the interpolation process will introduce some variation;
• all the bins of the indicatrix cover equal solid angles, but the sampling is not 
isotropic. Hence the indicatrix shape will exhibit some variation.
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(a) Sub-cube containing rotated 
mound - padding transparent
(b) Central slice from the sub-cube con­
taining a rotated mound - padding in 
black
Figure 5.11; Visualisations of the sub-cube containing a rotated mound. Extremities 
of the cube where no data values exist were padded with zeros.
Experiments were conducted using the feature based approach and direct indicatrix 
comparison using PCA.
5 .6 .1  R e s u lts  for th e  fe a tu r e -b a se d  a p p ro a ch
The approach to evaluation was to look at the number of voxels that were inconsistently 
classified when the test volume was rotated. Labelling of the original and rotated test 
volumes was performed based on the most similar query texture in the neighbourhood 
of each voxel. The label cube from the original test volume was then rotated to allow 
comparison with the labels assigned to the rotated test volume. Figure 5.12 presents 
the results.
Figures 5.12(a) and 5.12(b) are slices from the label cubes obtained from the original 
and rotated test volumes, respectively. Qualitatively, there is good agreement between 
the two label cubes. On a more quantitative level, a test of 90000 voxels showed that 
a fraction of 0.17 were found to have a different label when the mound was rotated. 
Figure 5.12(c) shows, in white, the positions at which the voxel labels are not consistent 
between the two slices. This occurs mainly at the borders between two regions and is 
due to a combination of reasons.
As stated previously, some variation between the original and rotated test volumes 
is introduced by the linear interpolation process.
To compare the label results, nearest neighbour interpolation was used. This will 
introduce some variation.
5.6. Ro tating the sub-cube from the Barents volume 79
(a) Original mound label 
slice
(b) Rotated mound label 
slice
(c) Inconsistent label posi­
tions in white
(d) Histogram equalised slice 
for reference
Figure 5.12: Label variation with two rotations of f  using features
• The transition between indicatrices obtained at texture boundaries is not well 
modelled at present.
5 .6 .2  R e su lts  u s in g  P C A  an d  d irec t in d ic a tr ix  c o m p a riso n
The final test was again conducted on the labelled scenes. Labelling of the original 
and rotated test data sets was carried in accordance with the procedure for the feature 
based method. W ith a test using 90000 voxels, a fraction of 0.17 were found to have a 
different label when the mound was rotated.
Slices from each of the label cubes generated by the original and rotated test volumes 
are shown in figures 5.13(a) and 5.13(b). Voxel positions with inconsistent labels are 
highlighted in white in figure 5.13(c). As for the feature based method, the majority 
of the inconsistencies occur at, or close to, the borders between differently labelled 
regions.
80 Chapter 5. Dealing with rotation iin-ariance when segmenting a seismic volume
(a) Original mound label (b) Rotated mound label 
slice slice
(c) Inconsistent label posi­
tions in white
(d) Histogram equalised slice 
for reference
Figure 5.13: Label variation with two rotations of |  using PCA and direct indicatrix 
comparison
5 .6 .3  F u rth er  re su lts
Further analysis was conducted by dividing the original volume into 4 rows and columns, 
providing 16 sub-volumes of dimension 100 x 100 x 50 as illustrated in figure 5.14
Segmentation was then performed using both the feature based and full indicatrix 
approach. For each sub-volume, a rotated sub-volume was then generated using the 
random rotations shown in table 5.4. Entries in the table are the 1st and 2nd rotations, 
with the entry position in the table corresponding to the position of the sub-volume 
with respect to the full data volume; eg, the top left entry corresponds to the sub­
volume created from voxels (1:100,1:100,1:50) from the full volume. Central slices from 
the new sub-volumes are shown in figure 5.15 where the position of each sub-volume 
corresponds to the position of the original volume from which it was generated.
The rotated sub-volumes were segmented and compared with the original sub-volumes, 
with the fraction of voxels having different labels after rotation shown in table 5.5. The
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Figure 5.14: Slice showing sub cubes from the Barents cube used for the rotation 
experiments
t %
■ ■ t
♦ $ t
1
Figure 5.15: Slices from rotated sub cubes from the Barents cube
first value corresponds to the feature based approach, with the second value showing 
the results for the full indicatrix based approach.
In general, the variation due to rotation is larger in sub-volumes taken from the top 
half of the full data volume. From the original segmentation of the image, it was
82 Chapter 5. Dealing with rotation invariance when segmenting a seismic volume
26,72 52,16 39,79 48,80
38,88 2 0 , 6 6 58,18
6,47 46,24 52,12 19,27
89,79 30,23 6 8 , 1 34,60
Table 5.4: The angles used for the 1st and 2nd rotation for each of the sub-volumes of 
figure 5.15
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Table 5.5: Rotated label comparison for feature based and full indicatrix based ap­
proaches using original Zucker Hummel kernels. The numbers are fractions of mis­
labelled voxels
noted tha t the top half of the volume contains mainly parallel, prograding and low 
discontinuity sub-parallel textures. Prom table 5.3, it can be seen th a t the feature 
based algorithm did experience some difficulty in discriminating between the original 
parallel and rotated parallel textures.
The previous experiments conducted to generate the results in table 5.5 were repeated 
using indicatrices generated from the modified Zucker-Hummel kernels, with the results 
shown in table 5.6.
0 . 1 1
0.39
0 . 1 0
0 . 4 0
0.17
0 . 4 4
0.13
0.32
0.14
0.38
0.41
0 . 4 1
0 . 1 1
O.&P
0.18
0.32
0.13
0.11
0 . 1 2
0.11
0.19
0.26
0.18
0.29
0.16
0.10
0.05
0.001
0.09
0.02
0.14
0.16
Table 5.6: R otated label comparison for feature based and full indicatrix based ap­
proaches, with modified Zucker-Hummel kernels. The numbers are fractions of mis­
labelled voxels
The full indicatrix based approach showed little change in performance whilst utilising 
the modified kernels. However, the feature based m ethod was much improved by the 
new kernels. Labelling consistency was improved so that in 15 out of the 16 rotated
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cases, a  fraction of less than 0 . 2  of the labels varied.
The labelling of sub-volumes from the lower part of the full volume are more consistent 
after rotation. In the original segmentation, the lower part of the volume was found 
to consist of mainly chaotic and highly discontinuous sub-parallel textures, with some 
low discontinuity sub-parallel. These textures were handled well in their original and 
rotated forms.
5.7 Sum m ary
LGD and similarity were used to provide a simple m ethod for segmenting a volume 
based on texture. This was shown to agree with a  k-NN segmentation.
Rotated texture volumes were created, from which it was seen th a t standard LGD 
did not perform well for the more continuous textures; in particular, the parallel and 
rotated parallel textures. This was attributed to:
• The anisotropic sampling used to provide fast indicatrix construction
• Orientation of the original textures with respect to the indicatrix and the seismic 
sampling
These factors combined to provide spiny indicatrices for some texture orientations. To 
improve the situation the following mitigating actions were taken
• The number of indicatrix bins was increased
•  Alternative kernels were developed to detect planes in orientations other than 
that of the seismic sampling grid
•  A direct indicatrix comparison m ethod was developed based on PCA and curvi­
linear interpolation
The consistency of labelling was then tested using sub-volumes created from the Barents 
volume and a set of random rotations. During this experimentation, LGD using the 
alternative kernels and features was found to provide the most consistent labelling.
84 Chapter 5. Dealing with rotation invariance when segmenting a seismic volume
Chapter 6
Im proving resolution when  
segm enting a seism ic volum e
In chapter 5, it was shown that the LGD m ethod can be used to obtain a supervised 
labelling of a seismic volume according to a set of textural classes. The method was 
developed with modified gradient estimation kernels and higher fidelity indicatrices to 
improve the performance for rotated textures.
The requirement for a high fidelity indicatrix requires a large number of contributions 
from the local neighbourhood and hence a large local window.
For segmentation, ideally, the smallest window is required to improve the accuracy of 
boundaries between different texture types and to allow smaller geological features to 
be mapped.
In this chapter, smaller windows are used with the LGD m ethod to provide better 
resolution in defining texture boundaries and highlighting smaller geological features. 
The loss in texture discrimination and resulting noise in the segmentation are addressed 
by using a probabilistic relaxation labelling scheme to adjust the label confidence in a 
self consistent manner.
6.1 Conflict betw een  resolution  and labelling accuracy
In chapter 5 a window size of 2 1  x 21 x 21 was selected with the indicatrix parame- 
terised by Nz = 33 and = 64. The high fidelity indicatrix required a large number 
of contributions from the local neighbourhood in order to reduce the effects of noise 
and thus produce a high level of discrimination between textures. In a segmentation 
problem, this leads to two conflicting requirements:
• High spatial resolution and accurate texture boundary detection require small 
neighbourhoods
• Accurate texture representation requires more voxels and hence larger neighbour­
hoods so tha t indicatrices with high angular sampling rates can be populated
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I t is proposed tha t this conflict can be resolved by prioritising the initial estimate of 
the boundaries and the detection of smaller geological features at the expense of high 
confidence labelling. In a later stage, minor adjustments can then be recalculated in 
a  self consistent manner to improve the confidence in the labelling. The process then 
becomes:
1. Find initial similarity using suitably sized neighbourhood for given texture dis­
crimination problem
2. Adjust boundary positions based on some criteria
Repositioning the boundaries and recalculating the confidence will require a rationale 
to guide the process. An intuitive suggestion would be tha t the adjustment should not 
produce huge departures from the original labelling.
6 .1 .1  R e la x a tio n  la b e llin g
Discrete relaxation labelling introduced by Rosenfeld et al [77] provided a m ethod 
to introduce consistency into a labelling process by considering context. Initially, all 
available labels might be allocated to all objects in a scene. Each object is then revisited 
and inconsistent labels are deleted based either on unary constraints on the object, such 
as size or binary (or higher complexity) constraints such as position with respect to 
other labelled objects. Objects are revisited until either a successful conclusion is 
reached with a unique labelling of the scene, or no unique solution can be found.
Zucker and Hummel further extended the approach to consider all objects in the scene 
with initial probabilities of belonging to each of the classes under consideration [91]. 
The probabilities are then updated according to  constraints th a t describe the compati­
bility of label combinations for the objects. Updating is performed iteratively until the 
probabilities of each object taking each of the labels converges. Such schemes have been 
used extensively to perform 2D texture segmentation [83], edge labelling and structural 
matching [29] [11] and colour texture segmentation [54].
In the seismic domain, the m ethod has been little utilised for segmentation; Ng et al 
have identified horizons in 2D seismic slices [58], but nothing has been found relating 
to seismic volume labelling.
For the problem described here, a scheme based on probabilistic relaxation is attractive 
as it can be designed with the following properties.
• Dictionary of configurations. A dictionary of label configurations can be defined 
to reflect the continuous nature of real world textures and therefore constrain the 
boundary adjustment
• Iterative. By varying the number of iterations the user defines the extent of the 
influence of each voxel on other voxel labels. A small number of iterations only 
perm its a voxel to interact with voxels a t a short range
• Provides a probability for each label assignment. This is used deciding when to 
halt the process and may also prove valuable to a user
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6.2 A  probabilistic releixation based labelling schem e for 
seism ic data volum es
To begin, Xi is defined as the measurement associated with the i th  voxel of a data  set, 
with i = 1 , . . . ,  TV where N  is the number of voxels in the da ta  set. For clarity two 
sets are defined, N q and Ni  such tha t N q = ( 1 , 2 , , . . ,  TV} and TV; =  { 1 , 2 , — 1,% +  
I , . . . ,TV}.
A label set is defined such tha t , . . . ,  w^} where m  corresponds to the number
of classes to which the data  are to be segmented. Each voxel is assigned a label 9i which 
can take any of the values from the set fl.
The aim is to select the most probable label 9i for each voxel i, by considering all the 
information available. This can be formalised by
9i =  arg I  max P  {9i =  ujk | % ENo ) |  (6.1)
Using Bayes rule, the conditional probability of a particular label assigned to a partic­
ular voxel can be written as
P{e, =  (6 .2 )
The denominator and num erator may be expanded by total probability to give 
P{9i = LUf.\Xj^ j£f\fç,) =
^«.-1 '^ 0, + l _______________________________________________________________
, . . . , , A^T = UJOn > ^j,jENo)
(6.3)
The expression tha t appears in the numerator and denominator of (6.3) is the joint 
probability of a particular label configuration and a particular set of measurements 
to arise. However, while in the denominator it is necessary to sum over all possible 
configurations of all the voxels, in the num erator the value of voxel i is fixed and so the 
sum is only over all possible configurations of all other voxels.
The joint probability in (6.3) is now considered. It can be expanded as follows.
F{9i ~  u>e^,. . .  ,9i = u>ei,. . .  ,9N = , x j j ^No) -
P{xi\9\  = ujQi,... ,9i = wg., . . . , 9 n  = ojqj^,X2 , . . .  ,X j , . . .  ,æiv)x (6.4)
P{9i =u>0i,92 = UJ0 2 , • ■ ’ ,9i = ujQ.,. . .  ,9n = ujon,X2, . . . , X j , . . .  ,%#)
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Further expansion yields
P ( d \  =  , . . . , =  W(7-, . . . , j  X j J ç U o )  ~
P(æijé>i =  U 0 ^ , . . .  , 9 i  =  L U f f . , . , .  , 0 j v  =
) X 2 ,  • ■ • Î X j ,  , Xjv ) X
P ( X 2 1^ 1 =  C x j f f i , . . .  , 9 i  =  C J 0 . , . . .  , 9 j v  =
i 3^5 ■ • • 5 X j ,  • • ' , 37jy) X . . . X
P { X j  1^ 1 ,  .  , .  y 9 i  =  L O q ^  y . . .  y 9 j \ r  =  0^jV
* • * 5 I V ) X • . » X 
P(a7Ar| i^ =  “ ■ , 9 i  =  u J O i , . . .  ,^iv =  wo^)x
P { 9 \  =  U J Q ^  y 9 2  =  Wgg y . . . y 9 i — O J 0 . y . . . y 9 M =  Wgyy )
At this stage, an assumption is made that the measurement X j  obtained for voxel 
j  depends only on the nature of the voxel and is independent of the nature of and 
measurements obtained from other voxels. This assumption is not strictly valid, but 
the error it introduces will be corrected at a later stage by iteration. Under this 
assumption the conditional factors can then be simplified as follows
P { X j \ 9 l  = i O 0 ^ y . . . y O j  = U > Q . y . . . y 9 t s J  =  Wgyy , 37^  + 1, ■ • - , X  J ^ )
(6.6)
=  P { x j \ 9 j  =  u ) Q . ) y  for j  G N i  
Further, the resulting conditional probability can be re-written using Bayes rule to give
where p { x j )  is the prior probability of obtaining a measurement X j  at voxel j , and 
■ p { 9 j  =  u j Q ^ )  is the prior probability of label 9 j  taking the value w@^.. Using (6.6) and 
(6.7) into (6.5):
P{9\  — • ,9i — tüQ^ ,. -.,  9j\f — , 37jjea/q) —
(6 .8)
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where the factors referring to the voxel, which is the voxel under consideration, were 
separated. This separation is only useful when applying this formula to compute the 
numerator of (6.3). For the denominator, voxel i is treated the same way as all other 
voxels.
The denominator in (6.3) is thus
22 =  woj, . . . ,  . . . ,  ) =
E - E - E  n = ....<^0i jeNo ' N J • OjJ
(6.9)
This can be re-arranged to obtain
= ^0/vy^JjeNoy) =
u ; < j j  ujg. WQ^
n«- i^)E"-E-- E n ^ =  u,,.,...,2; = W , 9" = u4,w)j^No Wfl. jeNo ^Oj)
(6 .10)
By setting =  u)f. in (6 .8 ), an expression for the numerator in (6.3) can also be 
obtained.
P { O i  —  U J Q i  1 • • • , O i ~ l  —  ^ 9 i - \  1 • '  • i  • • • 5 ^ i + l  —  ^ 0 i 4 - i  ) • • • ) i —
.......
(6 .11)
This can then be written as
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= ^0 i - i ,^Oi W0i_i
9i = tJQf,, . . . , ^i+1 =  > • • • J 9]\f = Wgyy, Xj JVo ) —
P{9i =■ Wfc|xj)p(xi) ^
P(^i =  OJ/-)
E -  E E - E  n = =
(6 .1 2 ) 
Re-arrangement yields the following num erator of (6.3)
Y 2 ' "  Y 1  S  ‘ ‘ , . . . ,  #i_i =  wg._^, . . . ,Wfii 100^
di = LüQf,, . • • , ^i+ 1  =  ^01+1 ) • • ■ 1 — ^0N ) '^j,jeNo ) —
P{9j =  w«.|z,)p(2 i) p|-
E -  E E - E  n ^gS^xm=<v»„...,9,=u„ ,AT=
(6.13) 
It is observed tha t
n  P(^j)jeNi 
appears as a factor in both the num erator (6.13) and denominator (6.10) of (6.3). 
I t therefore cancels out.- In addition, it may be assumed th a t in the absence or any 
prior information, all labels are equally likely for all voxels, i.e. the prior probability 
p{9j =  u>Q. ) is a constant for all values of j  and wg .^ These constants can then come 
out as common factors in expressions (6.10) and (6.13) and cancel out from both the 
num erator and denominator of (6.3). 
Let a function Q{9i = oJq) be defined, such that 
Q[9i — Wq) —
Y l ’ "  n  =  tjgj\xj)P{9i = uje^,. . . ,9i = U a , . . .  , 9 n  = 0)0^)
^01 t^ Of^  jeNi
(6.14)
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W ith the above simplifications and after substituting (6.14) into (6.13) and (6.10), 
followed by subsequent substitution into (6.3), the following is obtained
Fl'om (6.14), it can be seen tha t the Q{9i = w^) factor involves summing over all 
possible label configurations of all voxels in the data. If it is assumed that there are 
a mere 1 0 0 0  voxels and n  possible labels, the number of configurations over which to 
sum is fiiooo. This is clearly impractical.
Factor P{9i  = i jg; , . . . , #;  =  w^ , . . . ,  =  wg^) in (6.14) however, can help as it
expresses the joint probability for each one of those label configurations to exist. Most of 
the label configurations are very unrealistic and are therefore assigned zero probability 
of existing. In addition, it is proposed th a t when considering voxel i the labels tha t 
m atter are the labels of its immediate neighbours, while all other voxels could have any 
label they like, with virtually no influence on voxel i. All possible configurations of 
labels arc therefore grouped into to a few classes, each class being characterised by the 
combinations of labels around voxel i. If attention is restricted to a neighbourhood of 
3 x 3 x 3  voxels around voxel i, then there are 26 voxels with influence. W ith n  possible 
labels, the number of configurations is still huge: However, most of these classes
are unrealistic and they can be given zero joint probability to exist. In addition, classes 
of configurations th a t involve more than  two labels in the 3 x 3 x 3  neighbourhood 
around a voxel are extremely rare. W ithout introducing much error, it can be assumed 
that these classes also have zero probability to exist. Then a dictionary of allowable 
configurations around a voxel can be assembled, assuming that, a t most, two different 
labels will be present there.
The entries of this dictionary are created using common sense and the understanding 
that by and large, the world is smooth. The various allowable options of 3D 2-label 
configurations considered for this work are shown in figure 6.1. Most of these options 
represent multiple cases which can be generated by considering all possible symmetries 
of a 3 X  3 X 3 cube. Note that each such configuration represents a whole class of 
possible labellings of the whole data  cube, as for each entry in the dictionary the voxels 
outside the 3 x 3 x 3  volume are allowed to have all possible combinations of labels they 
can take.
If it is assumed th a t all classes of configurations are equally probable, then the following 
can be written
P{9i  =  0)01, . . .  ,0t =  Wa, . . . , 9 n = ^0n )
_  f o  if ( 6  16)
I  — otherwise
92 Chapter 6. Improving resolution when segmenting a seismic volume
Figure 6.1: Dictionary of configurations for Q-Function. There are 27 entries in the 
dictionary and „C 2  label pairs for the n  label problem, with each label combination 
appearing twice: white-black and black-white. This gives a more manageable to tal of 
2 nC2  possible combinations.
where Si is the 3 x 3 x 3  neighbourhood around voxel (w^, is the combi­
nation of labels of this neighbourhood according to the assignment {6i — ujq^  , . . . ,  =
cja, . . . ,  P  is the dictionary of allowable combinations of labels for the
3 x 3 x 3  neighbourhood and S  the to tal number of entries in the dictionary. So (6.14) 
then becomes
Q{9i =  wa) =  Y  II =  ^ej\x j)  (6.17)
QSi^DjeSi
Having ignored the state  of all other labels apart from those in the immediate neigh­
bourhood of a voxel when labelling it, and having done tha t for each voxel as if it were 
on its own, it is possible tha t globally consistent labelling may not be produced. Each 
voxel was allowed to be influenced by its neighbours and those by their own neighbours 
and so on. The gross classification of all possible labellings to a small number of classes 
can now be corrected by repeating the process in an iterative scheme. (6.15) and (6.17) 
now become
=  UJk)Q^i9i = iJk) (6.18)
Q{9i = u;a)== ^  ]][ (6.19)
n^.eDjeSi
For =  1 :
P^{9i =  tap) =  P^{9i = ujp\xi) VZ, Vw  ^ (6.20)
T hat is, the starting values of the iterative scheme are those assigned by the comparison 
by similarity of each query indicatrix with the indicatrix around each voxel, which 
resulted in each voxel being given a probability to belong to each of the possible classes.
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6.3 Prelim inary experim ents
As a preliminary step, a  controlled investigation of the probabilistic relaxation labelling 
method was desirable. The sizes and nature of the example seismic textures did not 
readily lend themselves to this task, and so some synthetic da ta  volumes were created. 
These volumes were not intended to accurately model textures from seismic volumes, 
but should allow the properties of the relaxation process to be quantified.
6.3.1 Synthetic texture example volumes
A simple method for generating example sinusoidal texture volumes of the form I (x ,  y, z) 
was proposed using equation 6 .2 1 .
I{x,  y, z) = s in ( -ÿ -)  +  aN{p  =  0, cr =  1) (6 .21 )
Here, N {p  ~  0,cr =  1 ) represents noise sampled from a standard normal distribution, 
with noise amplitude, a. Tz is the period of the spatial frequency component th a t is 
present in the z-axis with units of voxels per cycle.
Two example volumes, TrainingA and TiainingB, were then produced using the pa­
rameters shown in table 6 .1 .
size Tz (voxels/ cycle) a
TrainingA 30 X  30 X  30 7.5 0.25
TrainingB 30 X  30 X  30 7.5 0.45
Table 6.1: Synthetic data  parameters
Feature distributions for these textures were difficult to discriminate with the LGD 
window size of 17 x 17 x 17 and Nz  =  17, = 32. These values were used for the
experiments.
6.3.2 Synthetic test volumes
For testing, two ‘mosaic’ volumes were generated, each of size 60 x 60 x 60 voxels, 
as shown in figure 6.2. In figure 6.2(a), the volume was split such th a t the top half 
corresponds to the texture in TrainingA and the bottom  half to TrainingB. Visual 
inspection confirms the increased noise in the lower half compared to the upper half. 
The mosaic in figure 6.2(b) was composed with the left half corresponding to texture 
in TrainingA and the right half to TrainingB. These test cubes will be referred to as 
hCube and vCube respectively.
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(a) Horizontal test cube 
(hCube)
(b) Vertical test cube 
(vCube)
Figure 6.2: Synthetic test volumes mosaics
6 .3 .3  R e s u lts  from  p r e lim in a r y  e x p e r im e n ts
The results of labelling hCube were considered first and are shown in figure 6.3. By 
using LGD and similarity the label configurations shown by figures 6.3(a) and 6.3(c) 
were produced. The boundary shows significant discontinuity. Applying 10 iterations of 
the PR algorithm smooths the boundary as shown in figures 6.3(b) and 6.3(d). Further, 
some small regions that were misclassified as TrainingA are entirely removed.
The results of the labelling for vCube are shown in figure 6.4. A discontinuous boundary 
was obtained from the highest similarity labelling as evidenced by figures 6 .4 (a) and 
particularly for 6.4(b). The boundary was again shown to be smoothed using PR 
labelling (figures 6.4(c) and 6.4(d)).
The error rate for using first similarity and then a number of iterations of PR is shown 
in table 6.2. The error rate was found from the number of wrongly classified voxels in 
the vicinity of the texture boundary in hCube or vCube. Since the local window size 
is 17, the region of consideration extends 7 voxels from the boundary. This guarantees 
that the labels under consideration were generated from a window containing both 
TrainingA and TrainingB.
Similarity P R l PR2 PRIG
hCube top half error rate (%) 9.83 9.53 9.29 9.02
hCube bottom half error rate (%) 6.14 4.38 3.49 2.85
vCube left half error rate (%) 15.7 14.3 13.8 12.5
vCube right half error rate (%) 7.24 6.05 5.27 4.33
Table 6.2: Synthetic da ta  labelling error rates
The table shows that for the scenaria described, PR can improve the classification of 
pixels at a boundary between two texture types. A possible concern is tha t small, 
isolated geological features may be removed if large numbers of iterations are applied.
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(a) TrainingA texture using 
highest similarity
(b) TrainingA texture using 
PR
(c) TrainingB texture using 
highest similarity
(d) TrainingB texture using 
PR
Figure 6.3: Labelling of hCube: red corresponds to TrainingA; blue corresponds to 
TrainingB
This would be in contrast to the one of the original aims of highlighting such regions. 
It was decided that tin; decision of when to halt the process would be based on the 
number of labels that change as a result of the latest iteration.
6.4 E xperim ents w ith  seism ic data
Experiments were performed with seismic data  volumes discussed in chapter 4, namely: 
Barents, Public730 and the chimney cube. Following chapter 5, it was shown that using 
2 1 x 2 1 x 2 1  windows with Nz = 33, =  64 provides segmentation that is robust to
rot at ion.
The aim of the following experiments was to investigate the potential use of smaller 
windows with probabilistic relaxation to detect smaller geological features.
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(a) TrainingA texture using 
highest similarity
(b) TrainingB texture using 
highest similarity
(c) TrainingA texture using 
PR
(d) TrainingB texture using 
PR
Figure 6.4: Labelling of vCube: red corresponds to TrainingA; blue corresponds to 
TrainingB
To illustrate the results, orthogonal slices were generated through the original seismic 
data sets to highlight regions of interest. Corresponding slices are then shown through 
label cubes coloured according to table 6.3.
Texture type Colour
Parallel
Prograding
Low-discontinuity subparallel 
High-discontinuity subparallel 
Chaotic
Cyan
Blue
Green
Yellow
Red
Table 6.3: Seismic labelling key
The original label cubes are then compared to label cubes generated using 1 7 x 1 7 x 1 7  
windows with Nz = 17, N^  =  32, applying 1 iteration of PR, then further iterating
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until the percentage of label changes between updates fell below 0 .1 %.
6.4 .1  G as  c h im n e y  c u b e
The gas chimney cube was discussed in detail in section 4.5.2. Some orthogonal slices 
through the cube are shown in figure 6.5. In the slices, chaotic texture highlights the 
locations of the chimneys. Two major structures can be clearly seen to the left and in 
the centre of the volume, with a third minor structure present on the right hand side.
0 — 1
50-
100  —
150 —
2 0 0 -
250 —
300 —
350
1 20 140 160 100
Figure 6.5: Slices though data cube showing approximate positions of gas chimneys. 
Colourmap: black - large negative, white - large positive.
The original label cube is shown in figure 6 .6 . The two main structures were identified 
by labelling as chaotic texture, but the third structure is not so clear.
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0 — 1
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120 140 160 180
Figure 6 .(>: Slices though low resolution label cube showing approximate positions of 
gas chimneys. Blue - prograding, cyan - parallel, green - low discontinuity subparallel, 
yellow - high discontinuity subparallel, red - chaotic.
Using a smaller window with 1 iteration of the PR  algorithm produces a label cube as 
shown in figure 6.7. There is good agreement in the overall appearance, but crucially, 
the minor chimney structure and finer detail in the chaotic texture were better high­
lighted. The finer detail was also presented in a way that did not appear noisy or over 
complex to the user.
The effects of further iterating the PR  algorithm can be seen in figure 6 .8 . Using further 
iterations provided a smoother labelling, though at the expense of some of the finer 
detail. There was also a loss of some of the very small isolated regions of texture.
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Figure 6.7: Slices though higher resolution label cube with 1 iteration of prob relaxation. 
Blue - prograding, cyan - parallel, green - low discontinuity subparallel, yellow - high 
discontinuity subparallel, red - chaotic.
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0 — 1
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150—J
200  —
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350 —
200
Figure 6 .8 : Slices through higher resolution label cube after further iterations of prob 
relaxation. Blue - prograding, cyan - parallel, green - low discontinuity subparallel, 
yellow - high discontinuity subparallel, red - chaotic.
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6 .4 .2  P u b lic 7 3 0
Some of the original data mining experiments in chapter 4 focused on the Public730 
data  cube. Slices through the volume are shown in figure 6.9. The upper half of the 
volume is composed of discontinuous and chaotic texture. Some mound structures can 
be observed from the slicing in the lower half of the volume amidst more continuous 
textures.
zo -
40 -
6 0 -
1 0 0 -
1 2 0 -
140 -
Figure 6.9: Slices though public730 data cube. Colourmap: black - large negative, 
while - large positive.
From the slices through the original label cube in figure 6.10, the split between the 
upper and lower activity in the volume was well indicated.
In comparison to the original label cube, the slices in figure 6.11 showed good general 
agreement with the overall labelling. Any differences were subtle: regions of discontin­
uous texture were better isolated in the upper half of the volume from chaotic texture 
and the boundary between the lower and upper was perhaps better marked in terms of 
low discontinuity and high discontinuity.
Further iterations of the PR algorithm lead to a cleaner labelling, with perhaps some 
small loss of fine detail and the removal of a few small isolated label groups (figure 6 .1 2 ).
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Figure 6.10: Slices though similarity label cube showing structure in cube. Blue - pro­
grading, cyan - parallel, green - low discontinuity subparallel, yellow - high discontinuity 
subparallel, red - chaotic:.
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Figure 6.11: Slices though similarity label cube with 1 iteration of prob relaxation. 
Blue - prograding, cyan - parallel, green - low discontinuity subparallel, yellow - high 
discontinuity subparallel, red - c:haotic.
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Figure 6 .1 2 : Slices though similarity label cube with further iterations of prob relax­
ation. Blue - prograding, cyan - parallel, green - low discontinuity subparallel, yellow - 
high discontinuity subparallel, red - chaotic.
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6 .4 .3  B a r e n ts  c u b e
The Barents volume was discussed in section 4.5.3. Slices through the volume in fig­
ure 6.13 intersect at locations of suspected carbonate mounds.
SOM
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Figure 6.13: Slices though Barents data  cube. Colourmap: black 
- large positive.
large negative, white
The original labelling can be seen in figure 6.14. Parallel textures were well located in 
the top half of the volume, although there was a tendency to confuse with prograding 
texture. There was good indication of the carbonate mounds by the discontinuous and 
chaotic textures, with the basement region separated and labelled as mainly chaotic.
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Figure 6.14: Slices though Barents similarity label cube. Blue - prograding, cyan - 
parallel, green - low discontinuity subparallel, yellow - high discontinuity subparallel, 
red - chaotic.
Slices through the higher resolution label cube after 1 iteration of PR are shown in 
figure 6.15. Less parallel texture was identified in the top half of the volume. From the 
work in appendix C it is apparent tha t for this size window, there was poorer separation
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of the parallel and prograding textures. In the lower half of the volume more detail was 
apparent in the form of isolated pockets of texture. For example, in the lower left of 
the volume, two small regions of discontinuous texture (yellow) were more accurately 
mapped than in the original labelling.
Applying further iterations of PR  did not produce any discernible change to the la­
belling.
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400 511805
Figure 6.15: Slices though Barents similarity label cube with 1 iteration. Blue - pro­
grading, cyan - parallel, green - low discontinuity subparallel, yellow - high discontinuity 
subparallel, red - chaotic.
6.4. Experiments with seismic data 109
50 —
1 0 0 -
1 5 0 - -
200
250
300
350
Figure 6.16: Slices though Barents similarity label cube with further iterations. Blue - 
prograding, cyan - parallel, green - low discontinuity subparallel, yellow - high discon­
tinuity subparallel, red - chaotic.
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6.5 Sum m ary
The conflicting requirements for accurate texture representation and high spatial res­
olution were discussed. This lead to a  decision to accept a reduction in the initial 
confidence of the labels in an a ttem pt to improve the detail in the labelling. Proba­
bilistic relaxation (PR) was then proposed as a method to post process the labelling 
to improve the confidence and provide fine tuning of the texture boundaries. A dic­
tionary of configurations was proposed with the intention of managing the confidence 
adjustment and constraining the boundaries to be smooth at the smallest local scale.
Synthetic volume mosaics were used to demonstrate the properties of the algorithm 
before qualitative assessment was performed using seismic volumes. The main findings 
were that:
•  experiments with synthetic da ta  showed th a t the PR  algorithm can improve the 
labelling at boundaries between textures
• qualitative assessment of the results from seismic volumes showed an increase 
in the detail of the labelling and the detection of smaller geological features, 
particularly for the gas chimney volume
• there is a  greater tendency to confuse parallel and prograding textures in higher 
resolution labelling. This is due to lower fidelity in the indicatrix and is illustrated 
in results in appendix C
• experiments so far suggest th a t only a few iterations should be used to retain the 
finer detail
Chapter 7
Conclusions
7.1 R eview
A discussion of sedimentary rock formation and seismic interpretation literature indi­
cated tha t texture could be used as the basis of some analyses of seismic da ta  volumes.
Local gradient density (LGD) was proposed as a m ethod to characterise seismic tex­
tures. Initial evaluation of the method was carried out using a set of example classes 
of seismic configurations th a t may be observed. The LGD method was applied using a 
wide range of configuration parameters and the separation of example classes for each 
param eter choice was measured using the Bhattacharya distance. These experiments 
indicated a set of param eters tha t provided good separation of the texture classes, al­
though the prograding and parallel textures were the most difficult to separate. One 
recommendation for future consideration could be incorporation of measures designed 
specifically to detect prograding events such as locating term inations as proposed by 
Randen et al [76].
The LGD method was used to search a number of real seismic volumes for regions 
containing a selected configuration of interest. The results agreed well with general 
interpretations of the volumes and a number of structural features were highlighted 
such as gas chimneys and possible carbonate mounds. It was shown how interpolation 
could accelerate the process by a factor of almost 8 , introducing error rates of only a 
fraction of a  percent in most cases.
A natural extension of the algorithm was to consider the process of seismic facies 
analysis. This was compared to a labelling problem and a simple “highest similarity” 
segmentation was found to agree generally with a kNN cleissification, but at an order 
of magnitude reduction in computational cost.
W ithin the seismic volume, it was realised th a t textures may be present at a range of 
orientations. The stability of the LGD approach was evaluated for rotated textures 
and it was found th a t there was some sensitivity. This was attribu ted  to the alignment 
between the seismic sampling axes and the components of the gradient estimation ker­
nels. To reduce the impact of rotation 2 methods were proposed. In the first, modified 
gradient estimation kernels were derived for use with in the LGD method to generate
1 1 1
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features from the indicatrix. This was compared with a method using re-alignment of 
the indicatrix to remove the effects of rotation. Observations from experiment showed 
th a t feature based LGD using modified kernels gave the best performance.
To conduct a valuable seismic facies analysis, it is necessary to determine the regions 
of homogeneous texture with a  fine level of detail. This was at odds with achieving 
a high level of confidence in the texture labelling since this requires a  spatially large 
local window. It was proposed th a t the window size might be reduced to achieve the 
finer detail at the expense of an initial reduction in label confidence. A probabilistic 
relaxation (PR) algorithm was then applied in order to recalculate the label confidence 
according to a dictionary of configurations. The label configurations were designed to 
promote smooth boundaries at a small scale. Ti’ials with synthetic da ta  showed that 
a  small number of iterations of PR  was sufficient to improve the label accuracy near 
the boundary between two textures. Application of this approach to seismic volumes 
resulted in label cubes that were generally consistent with lower resolution results, but 
which provided finer detail and were more likely to highlight smaller geological features 
such as the minor gas chimney.
7.2 Contributions
To the knowledge of the author, the following aspects of the thesis are original
• Using 3D texture analysis based on local gradient density (LGD) to identify 
regions of interest in seismic volumes. Experiments with varying param eter se­
lections allowed a suitable set to  be chosen for working with seismic data
• Performing the interpretation task of seismic facies analysis through LGD based 
segmentation and considering the effects of rotation. This lead to the develop­
ment and application of 3D gradient estimation kernels in which the gradient 
component directions are not coincident with the sampling axes.
• Applying a 3D probabilistic relaxation algorithm with a suitable dictionary of 
configurations to  recover label confidence for small local windows, thus improving 
spatial resolution. This lead to an oral presentation of the work at conference [17]
7.3 Possib le im provem ents
Revisiting the da ta  set containing gas chimneys; figure 7.1 shows th a t there is potential 
to extract very high levels of detail using small local windows. However, this results 
in a higher error rate in the labelling and a more confusing picture for the user. An 
approach exploiting the high confidence at large scales (figure 7.1(a)) and the high 
spatial resolution at small scales (figure 7.1(d)) would be appealing. A framework 
might be derived from th a t suggested for multi-resolution colour image segmentation 
by Mirmehdi and Petrou [54].
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( a )  21 X 21 X 21 (h) 17 X  17 X  17
( c )  13 X  13 X  13 (d) 9 X 9 X 9
Figure 7.1: Label results at varying window sizes. Blue - prograding, cyan - paral­
lel, green - low discontinuity subparallel, yellow - high discontinuity subparallel, red - 
chaotic.
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Another improvement to the seismic facies analysis process could come from considering 
physical events th a t occur at boundaries. Incorporating prior information such as tha t 
provided by seismic horizon detection [6 6 ] [19] or fault tracking [6 8 ] may be beneficial.
A final recommendation would be further application of the algorithms to a wider range 
of seismic databases and using other example texture configurations. A full assessment 
would require the involvement of a trained interpreter to grade the performance and 
build confidence in the approach.
A ppendix A
P roof of distance m etric
The distance measure implied by the similarity measure is:
For this distance to be a metric the following criteria must be fulfilled, [56]:
1. D[a,b] = 0 (reflexivity) if and only if a =  6
2. D[a, 6 ] > 0 (distances are non-negative)
3. D[a,b] = D[6 , a] (symmetry)
4. D[a, c] 4 - Z)[a, b] > D[b, c]
By inspection, it can be seen th a t conditions 1-3 are all fulfilled. To prove condition 
4 a single feature will be considered; if it is true for one feature, it must be true for a 
sum of features. So it must be proved that:
+  M  (A.2 )|A| +  |C| -  M  +  |B | |B | +  |C|
The following 24 cases are distinguished and addressed:
A >  B > C  >  0
A > C  > B > 0
0 > C  > B > A
In doing so, the distance is shown to be a metric.
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A . l  A >  B  > C  > 0
^  W - c \  . .
Using the starting conditions the modulus operator can be removed to simplify the
inequality.
A - C  ^  A ~ B  B - C
A +  C -  A +  B B +  C'
(A -  C)(A +  B )(B  +  C) < (A -  C){A  +  C){B  +  C) +  (A +  C)(A +  B )(B  -  C)
(A2 +  AB -  AC -  B C )(B  +  C) <  (A^ +  AC -  AB -  B C )(B  +  C) +  (A^ +  AB +  AC +  B C )(B  -  C) 
A^B +  A^C +  AB2 +  A B C  -  A B C -  AC^ -  B^C -  BC^ <
A^B +  A^C +  A B C  +  AC^ -  AB^ -  A BC -  B^C -  B C ^+
A^B -  A^C +  AB^ -  A BC +  A B C -  AC^ +  B^C -  BC^
A^C -  AC^ <  A^B -  A B 2 +  B^C -  BC^
AC(A -  C) < AB(A -  B) +  B C (B  -  C)
AC(A — B) +  AC(B — C) < AB(A — B) 4- B C (B  — C)
0  <  AB(A -  B) -  AC(A -  B) 4- B C (B  -  C) -  A C (B  -  C)
0 < A(B -  C)(A ~  B) 4 - C (B  -  A)(B -  C)
0 < A(A -  B )(B  -  C) -  C(A -  B )(B  -  C)
C(A -  B )(B  ~  C) < A(A -  B )(B  -  C)
C <  A
A .2 A >  C >  B  >  {)
_  |A - B |   ^ |B - C |
|A |4 - |C | -  |A| +  |B | |B | +  |C|
A.3. B  > A >  C >  0 117
Using the starting conditions the modulus operator can be removed to simplify the 
inequality.
A - C ^ A - B  - B + C  
A + C  -  A  + B ^  B  + C
{A - C ) { A  + B ) ( B  + C ) < { A  + C ) { A -  B ) ( B  + C) + {A + C){A + B ) { - B  +  C)
(A2 - A C  + A B -  BC ) { B  +  C) <  (A2 + A C - A B -  B C ) { B  +  C) +  (A^ + A C  + A B  + BC){-  
A^ B  -  A B C  +  AB^ -  B^C +  A^C -  AC^ +  A B C  -  BC^ <
A^B +  A BC -  AB2 -  B^C +  A^C +  AC^ -  A B C  -  BC^
-A ^ B  -  A BC -  AB2 -  B^C +  A^C +  AC^ +  ABC +  BC^
A^B 4- AB2 -  AC^ -  BC^ < -2A B ^ -  B^C +  A^C 4 - 2 AC%
3AC2 -  3AB% 4- BC2 -  B^C 4- A^C -  A^B > 0 
3A(C +  B )(C  -  B) +  B C (C  -  B) 4- A^{C -  B) >  0 
3A(C 4 -B) 4 -B C  +  A2 > 0
A.3 B > A > C >  0
|A - C |  |A - B |  . |B - C |S ■ . I . I ,47 -h|A| 4- jCJ [A| 4 - |B | |B | 4- |C|
Using the starting conditions the modulus operator can be removed to simplify the
inequality.
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A - C  ^  - A +  B  B - C  
A  + C -  A  + B  B  + C
{A - C ) { A  + B){B + C ) < { A  + C ) { - A  + B) {B  + C) + {A + C){A + B) {B  -  C)
(A2 - A C  + A B -  BC ) { B  + C ) <  (-A 2  - A C  + A B  + BC ) { B  + C) + {A^ + A C  + A B  + B C ) { B  -  C) 
A ^ B  -  A B C  + AB^  -  B'^C + A^C  -  +  A B C  -  BC'^ <
- A ^ B  -  A B C  + AB^  + B'^C -  A^C  -  AC^ +  A B C  +
+ A ^ B  +  A B C  + AB^  + B ^ C  -  A^C -  AC^ -  A B C  -  BC^
A ^ B  -  B'^C + A^C  -  BC ^ < A B ^ + 2 B ‘^ C -  2À^C -  AC^
3B^C -  3A^C +  A B^ -  A ^B  +  BC ^ -  AC^ > 0  
3C(B +  A)(B -  A) +  A B (B  -  A) + C^(B -  A) >
3A(B + A) + A B  + C ^ > 0
A .4 B >  C >  A > 0
|A — Cj ^  |A — B |  ^ |B — C|
|A| +  |C| -  |A |-H B | |B | +  |C|
Using the starting conditions the modulus operator can be removed to simplify the
inequality.
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—A + C ^  —A + B  B  — C  
A + C  -  A + B  ^  B  + C
{ - A  + C){A + B){B  +  C) <  (A +  C )( -A  + B) {B  + C) + {A + C){A + B) {B  -  C)
(-A 2  + A C - A B  + B C ) { B  + C) < (-A% -  AC +  AB -f- B C )(B  + C) + (A^ + A C  + A B  + B C  
- A ^ B  + A B C  -  AB^ +  B^C -  A^C +  AC^ -  A BC +  BC^  <
- A ^ B  -  A B C  +  AB2 +  B^C -  A^C -  AC^ +  A B C +  BC^
A^B +  ABC +  AB^ +  B^C -  A^C -  AC^ -  A BC -  BC^
-A ^ B  -  AB2 +  AC2 -f BC2 <  2 AB^ + B^C -  A^C -  2AC%
3AB% -  3AC% +  B^C -  BC^ +  A^B -  A^C > 0  
3A(B +  C )(B  -  C) +  B C (B  -  C) +  A^(B -  C) >
3A(B +  C) +  B C  +  A2 > 0
A.5 C >  A > B > 0
[ A - C | _  |A - B |   ^ |B - C |
|A[ +  |C| -  lAI +  IBi jB| +  |C|
Using the starting conditions the modulus operator can be removed to simplify the
inequality.
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-A + C ^ A -  B  - B  + C  +A + C  A  + B  B  + C
{ - A  +  C)(A +  B) {B + C ) < { A  + C ) { A -  B) {B  +  C) +  (A +  C)(A +  B ) { - B  + C)
(-A 2  + A C - A B  + B C ) { B  + C) < (A^ +  AC -  AB -  B C )(B  + C) + (A^ + A C  + A B  + B C ) { - B  + C)
-A ^ B  +  A B C -  AB2 +  B^C -  A^C +  AC^ -  A B C  +  BC^ <
A^B +  ABC -  AB2 -  B^C +  A^C +  AC^ -  A B C  -  BC^
-A ^ B  -  A BC -  AB2 -  B^C +  A^C +  AC^ +  A B C  +  BC^
- A^B +  B^C -  A^C +  BC^ < - A B 2  -  2 B^C +  2 A^C +  AC^
3A^C -  3B^C +  A^B -  AB^ +  AC^ -  BC^ >  0
3C(A +  B)(A -  B) +  AB(A -  B)  + C^(A - B ) > 0
3C(A +  B) +  AB +  C^ > 0
A.6 C >  B > A >  0
|A — C| ^  |A -  B |  ^ |B  — C|
|A| +  !Ci -  |A| +  |B| |B | +  |C|
Using the starting conditions the modulus operator can be removed to simplify the
inequality.
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- A  + C ^  - A  + B  - B  + C 
A + C -  A + B  B  + C
(—A +  C)(A +  B) [B + C)  <  (A +  C )(—A +  B) { B  + C) + (A + C) (A + B) {—B  + C)
(-A 2  +  AC -  AB 4- B C )(B  + C) < (-A ^  ~  AC +  AB +  B C )(B  + C) + (A^ +  AC +  AB +  B C
-A ^ B  +  A B C  -  AB^ +  B^C -  A^C +  AC^ -  A BC +  BC^ <
-A ^B  -  A B C +  AB2 +  B^C -  A^C -  AC^ +  A B C  +  BC^
-A ^ B  -  A BC -  AB2 -  B^C +  A^C +  AC^ +  A BC +  BC^
-A B2 + B^C -  A^C +  AC2 < -A^B + BC^
AB2 -  A^B +  A^C -  AC2 4- BC2 -  B^C > 0
AB(B -  A) +  AC(A -  C) 4 - B C (C  -  B) >  0
AB(B -  A) -  AC(C -  A) 4 - B C (C  -  B) > 0
A B (B -  A) -  AC(C -  B) -  AC(B -  A) + B C (C  -  B) > 0
(AB -  A C )(B -  A) 4- (B C  -  AC)(C -  B) >  0
A(B -  C )(B  -  A) 4- C (B  -  A)(C -  B) >  0
' -A (C  -  B )(B  -  A) +  C(B  -  A)(C -  B) >  0
( C - A ) ( C - B ) ( B - A )  > 0
A .7 A > B > Q > C
|A - C |  ^  |A - B |  I |B - C |
|A| 4- |C | |A| 4- |B | |Bj 4- |C|
Using the starting conditions the modulus operator can be removed to simplify the 
inequality.
A - C  ^  A -  B  B - C
A - C  -  A 4 -B  B - C
A >  B
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A .8 A >  C > 0 >  B
\A — C\  ^  \A — B\  ^  |B — C|
|A| 4- |C | |Aj 4- |B | |B | 4- |C|
Using the starting conditions the modulus operator can be removed to simplify the 
inequality.
A - C ^ A - B  - B + C  
A + C -  A - B ^  - B  + C
A - C  < 2 { A  + C)
- 3 C  < A
A.9 A >  0 >  B  >  C
|A —Cl ^  |A — B[  ^ |B  — Cj
|A |4 - |C | -  |A |4 - |B | |B |4 - |C |
Using the starting conditions the modulus operator can be removed to simplify the 
inequality.
A - C  ^  A - B  I B - C
A - C -  A - B  - B - C  
o < - B - C  
C < B
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A.IO A >  0 >  C >  B
|A - (7 !  ^ \ A - B \   ^ \ B - C \
Using the starting conditions the modulus operator can be removed to simplify the 
inequality.
A - C  ^  A - B  - B  + C
A - C  -  A - B  - B - C
B <  C
A . l l  B >  A > 0 >  C
| A - C |  _  | A - B |   ^ | B - C |
|A| +  lCi -  |A| +  |B | |B| +  |C|
Using the starting conditions the modulus operator can be removed to simplify the 
inequality.
A - C  ^  - A  + B  B - C
A - C  -  A  + B  B - C
A < B
A.12 B  >  C >  0 >  A
\ A - C \  ^ \ A - B \   ^ \ B - C \
|/1| +  |C | -  |4 |  +  |i3| |B | +  |C |
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Using the starting conditions we are able to remove the modulus operator and simplify 
the inequality.
- A  + C ^  - A  + B  B - C  
- A  + C  -  - A  + b '^ B  + C
C < B
A .13 B > 0 >  C >  A
|A - C |  _  |A - B |   ^ \ B - C \
|A| + |C| -  |A| + |B| |B| + |q
Using the starting conditions the modulus operator can be removed to simplify the 
inequality.
—A  + C ^ —A  d* —B  +  C
—A  — C  —A  + B  —B  + C
- A  + C < 2 { - A - C )
3C <  -3 A  
C < - A
A .14  B >  0 >  A >  C
|A - q  _ |A -B |  ^ |B - q
|A| +  |C| -  |A| +  |B | IBI +  I q
Using the starting conditions the modulus operator can be removed to simplify the
inequality.
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A - C  ^ - A  + B  I B - C
- A - C  -  - A  + B  B - C
A - C  < 2 { - A  -  C)
3A < - 3 C  
A < - C
A .15 C >  A >  0 >  B
! A - q  _  |A - B |   ^ |B - C |
|Ai +  |C| -  |A| +  1B| |B | +  |C|
Using the starting conditions the modulus operator can be removed to simplify the 
inequality.
- A  + C ^ A - B  ^ - B  + C
A  + C ~ A - B  - B  + C
—A + C ^  2(A + (7)
- C  < 3A
A .16 C >  B  >  0 >  A
\ A - C \  ^  \ A - B \  I \ B - C \
|4  + |C| -  |.4| +  |B| \B\ + \C\
Using the starting conditions the modulus operator can be removed to simplify the
inequality.
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—A  T  C ^  —A  -j- B  —B  +  C
—A  T  C  —A + B  B  + C
B  < C
A .17 C7 >  0 > A >  B
|A - C |  _  |A - B |   ^ I B - C I
|A| +  !C| -  |A| +  |B| |B | +  |C|
Using the starting conditions the modulus operator can be removed to simplify the 
inequality.
—A + C  ^  A  — B  —B  + C
- A  + C  -  - A - B  - B  + C
o < - A - B  
B < A
A .18 C >  0 >  B > A
\ A - C \  I \ B - C \
\A\ + \C\ |A| +  |B | |B | +  |C|
Using the starting conditions the modulus operator can be removed to simplify the 
inequality.
—A -|- C  ^  —A +  B  —B  +  C
—A +  C  —A — B  —B  + C
A < B
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A .19 0 >  A > B  > C
|A - C |  _  |A - B |  . |B - C |
|A| +  |a j  -  |A| +  |B 1 |B | +  |C|
Using the starting conditions the modulus operator can be removed to simplify the 
inequality.
A - C  A - B  B - C  +- A - C  -  - A - B  - B - C
{A — C]{—A  — B){—B — C)  < i ~ A  — C){A  — B )(—B — C) -I- {—A — C )(—A — B )(B  — C)
(-A 2  + A C - A B  + B C ) { - B  -  C) < (-A ^  -  A C  + A B  + B C ) { - B  -  C) + (A^ +  AC +  AB +
A^B -  A B C  +  AB2 -  B^C +  A^C -  AC^ +  A B C  -  BC^ <
A^B +  A BC -  AB^ -  B^C +  A^C +  AC^ -  A B C  -  BC^
4-A^B +  A BC +  AB2 +  B^C -  A^C -  AC^ -  A BC -  BC^
AB 2  -  B^C +  A^C -  AC 2  <  A^B -  BC^
3AC^ -  3AB2 > 0
AB(A -  B) +  A C (C  -  A) +  B C (B  -  C) > 0
AB(A -  B) -  AC(A -  C) +  B C (B  -  C) > 0
AB(A -  B) -  AC(A -  B) ~  AC(B -  C) +  B C (B  -  C) > 0
A(B -  C)(A -  B) +  C (B  -  A)(B -  C) >  0
A(B -  C)(A -  B) -  C(A -  B )(B  -  C) >  0
(A — C )(B  — C)(A — B) >  0
A .20 0  >  A >  C >  B
|A - C |  ^  |A —B|  ^ |B — Cj
|A| +  iC| -  |A| +  jB| |B | +  |C|
Using the starting conditions the modulus operator can be removed to simplify the
inequality.
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A - C  A - B  ^  - B  +  C
- A - C  -  - A - B  - B - C
(A — C )(—A — B )(—B — C) < (—A — C)(A — B )(—B — C) (—A — C )(—A — B )(—B +  C)
(-A 2  + AC -  AB +  B C )( - B  - C )  < (-A ^  -  AC +  AB +  B C )( -B  -  C) +  (A^ +  AC +  AB +  B C )( -B
A^B -  A B C  +  AB^ -  B^C +  A^C -  AC^ +  A B C  -  BC^ <
A^B +  A BC -  AB2 -  B^C +  A^C +  AC^ -  ABC -  BC^
-A ^ B  -  A BC -  AB2 -  B^C +  A^C +  AC^ +  A BC +  BC^
A^B +  AB2 -  AC2 -  BC2 < -2A B 2 -  B^C +  A^C +  2AC^
3AC2 -  3AB2 +  B C 2 -  B^C +  A^C -  A^B > 0
3A(C +  B )(C  -  B) +  B C (C  -  B) +  A^(C -  B) >  0
3A(C +  B) +  B C  +  A^ > 0 , since: A, B, C  < 0
A .21 { ) >  B >  A > C
|A - C |  _  |A - B [  I |B - C |
1A| +  |C | |A| +  |B | |B | +  |C|
Using the starting conditions the modulus operator can be removed to simplify the
inequality.
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- A - C  -  - A - B  - B - C
(A — C )(—A — B )(—B — C) <  (—A — C )(—A 4- B )(—B — C) 4- (—A — C )(—A — B )(B  — C)
(-A 2  4  AC -  AB 4- B C )( -B  -  C) <  (A^ +  AC -  AB -  B C ) ( - B - C )  +  (A ^ 4 -A C  +  A B 4 -B
A^B -  A BC +  AB^ ^  B^C 4- A^C -  AC^ 4 - A BC -  BC^ <
-A ^ B  -  A BC +  AB2 4- B^C -  A^C -  AC^ 4 - ABC 4- BC^
4-A^B 4- A BC +  AB2 +  B^C -  A^C -  AC^ -  ABC -  BC^
A^B -  B^C +  A^C -  B C 2 <  A B 2  +  2 B^C -  2 A^C -  AC^
3B^C -  3A^C 4-  A B 2  -  A^B +  BC^ -  AC^ >  0
3C(B +  A)(B -  A) 4- A B (B  -  A) 4 - C^(B -  A) > 0
3C(B 4" A) 4“ AB 4- C^ > 0 , since: A, B, C < 0
A .22 0 > J5 > C >  A
iA - C [  _  |A - B |  . |B - C |
|A i4 -|C | -  |A |4 - |B | |B | +  |C|
Using the starting conditions we are able to remove the modulus operator and simplify
the inequality.
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- A  + C  ^ - A  + B  ^  B - C
- A - C  -  - A -  B  - B - C
(—A +  C )(—A — B )(—B — (7) < (—A — (7)(—A +  B )(—B — (7) +  (—A — (7)(—A — B )(B  — (7)
(A2 -  AC +  AB -  B C )( - B  -  C) <  (A^ +  AC -  AB -  B C )( -B  -  C) +  (A^ +  AC +  AB +  B C )(B  -  C)
-A ^ B  +  A B C -  AB^ +  B^C -  A^C +  AC^ -  A BC +  BC^ <
-A ^ B  -  A BC +  AB2 +  B^C -  A^C -  AC^ +  A B C  +  BC^
+A ^B +  A BC +  AB^ +  B^C -  A^C -  AC^ -  A BC -  BC^
-A ^ B  -  A B 2  +  AC^ +  BC^ <  2 A B 2  +  B^C -  A^C -  2 AC^
3AB2 -  3AC^ +  BC^ -  B^C +  A^B -  A^C > 0
3A(B +  C )(B  -  C) +  B C (B  -  C) +  A^(B -  C) >  0
3A(B +  C) +  B C  +  A^ > 0 , since: A, B, C <  0
A .23 0  >  C >  A >  B
|A - C |  ^  |A - B |  , |B - C |
|A| +  |C | -  |A| +  |B | ' |B | +  |C|
Using the starting conditions the modulus operator can be removed to simplify the
inequality.
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- A - C  ~  - A - B  - B - C
(—A +  C )(—A — B )(—B — C)  < (—A — C)(A — B )(—B — C) +  (—A — C )(—A — B )(—B +  C)
(A2 -  AC +  AB -  B C )( -B  -  C) <  (-A ^  -  AC +  AB +  B C ) ( - B - C )  +  (A^ +  AC +  AB +  B
-  A'^B +  ABC -  AB2 +  B^C -  A^C +  AC^ -  A BC +  BC^ <
A^B +  ABC -  AB2 -  B^C +  A^C +  AC^ -  A B C  -  BC^
-A ^ B  -  ABC -  AB2 -  B^C +  A^C +  AC^ +  ABC +  BC^
-A ^ B  +  B^C -  A^C +  BC2 <  -A B 2  -  2B^C +  2A^C +  AC^
3A^C -  3B^C +  A^B -  AB^ +  AC^ -  BC^ >  0
3C(A +  B)(A -  B) +  AB(A -  B) +  C^(A -  B) > 0
3C(A +  B) +  AB +  C^ ^  0 , silice: A, B, C  ^  0
A .24 0  >  C >  B  >  A
|A - C |  _  |A - B |   ^ |B - C |
|A| +  |C| -  |A| +  |B | |B | +  |C|
Using the starting conditions the modulus operator can be removed to simplify the
inequality.
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—A  — C  —A  — B —B — C
{~A  +  C)[—A — B )(—B — C) <  (—A — C )(—A +  B )(—B — (7) +  (—A — (7)(—A — B )(—B +  (7)
(A2 - A C  +  A B - B C ) ( - B  -  C) <  (A^ +  AC -  AB -  B C )( -B  -  C) +  (A^ +  AC +  AB +  B C )( - B  +  C
- A^B +  A B C -  AB2 +  B^C -  A^C +  AC^ -  A B C  +  BC^ <
-A ^ B  -  A BC +  AB2 +  B^C -  A^C -  AC^ +  A BC +  BC^
-A ^ B  -  A BC -  AB2 -  B^C +  A^C +  AC^ +  A B C +  BC^
- A B 2  +  B ^ c  -  A^C +  AC^ < -A ^ B  +  BC^
AC^ -  AB^ +  A^B -  A^C +  B^C -  BC^ < 0
A(C +  B )(C  -  B) +  A2(B -  C) +  B C (B  -  C) < 0
A(C +  B )(C  -  B) -  A2(C -  B) -  B C (C  -  B) < 0
A(C +  B ) - A 2 - B C < 0
A C - A ' ^  + A B - B C < 0
A(C -  A) +  B(A -  C) <  0
A ( C - A ) - B ( C - A )  < 0
A <  B
A ppendix B
LGD Feature distributions for 
varying window shape
The shape of the local neighbourhood will directly influence which gradient estimates 
contribute to an indicatrix. By using different window dimensions tha t maintain a fixed 
number of voxels within the window, the effects of varying window shape on features 
is quantified.
Using appropriate neighbourhood dimensions, an indicatrix is generated for each valid 
neighbourhood within a texture class. The ranges taken by features extracted from each 
indicatrix are detailed in tables for each texture class. The exercise is conducted for 
several neighbourhoods with fixed numbers of voxels, across each of the texture types. 
Further results were then collected by varying the number of bins in the indicatrix for 
each window size.
It was found tha t with Nz  > 17, N^ p >  32, the feature distributions had fixed ranges of 
values for each texture type.
B .l  2 1 x 2 1 x 2 1  equivalent w indow
B . l . l  P r o g r a d in g  te x tu r e
Window sizes used
133
134 Appendix B. LGD Feature distributions for varying window shape
Dimensions Volume
23 X  23 X  17 
21 X  25 X  17 
21 X  29 X  15 
21 X  33 X  13 
21 X  41 X  11 
21 X  49 X  9
9269
9315
9177
9177
9315
9261
Table B .l: Window dimensions for 21 x 2 1  x 2 1  equivalent window with prograding 
texture
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Figure B .l: Features for a 21 x 21 x 21 equivalent window with with Nz — 5 and — S
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Fi F2 F, Fa F^
mm max mm max mm max min max min max
23x23x17 0.0868 0.106 0.108 0.133 3.12 3.22 10.9 1 1 . 6 8.99 10.9
21x25x17 0.0863 0.108 0.107 0.136 3.11 3.29 1 0 . 8 12.3 8.81 1 1 . 8
21x29x15 0.0892 0 . 1 1 0 . 1 1 1 0.138 3.12 3.27 10.9 1 2 . 1 9.09 1 1 . 6
21x33x13 0.0886 0 . 1 1 0 . 1 1 0.138 3.12 3.28 10.9 1 2 . 2 9.1 1 1 . 8
21x41x11 0.0909 0.109 0.113 0.137 3.12 3.25 10.9 1 2 9.33 11.7
21x49x9 0.0893 0.109 0 . 1 1 1 0.138 3.1 3.27 1 0 . 8 1 2 . 1 9.21 1 2
Table B.2: Maxima and minima of ranges of values taken by Prograding features for a 
21 X  21 X  21 equivalent window with Nz = b and N^ p — 8
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Figure B.2: Features for a 21 x 21 x 21 equivalent window with with Nz = 9 and
-  16
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Fi F2 F3 Fa
mm max mm max mill max min max min max
23x23x17 0 . 0 2 1 2 0.0332 0.0233 0.0442 5.3 6.96 34 51.3 19 29.4
21x25x17 0.0208 0.0354 0.0219 0.0477 5.09 7.15 34.1 54.6 19.1 32.4
21x29x15 0.0218 0.0354 0.0234 0.0477 5.25 7.2 35.1 55.8 2 0 . 1 32.1
21x33x13 0.0231 0.0355 0.0256 0.0478 5.37 7.16 36.6 55.6 20.7 32
21x41x11 0.0237 0.0342 0.0265 0.0458 5.46 7.09 36.7 54.9 21.7 31.2
21x49x9 0.0238 0.0341 0.0268 0.0452 5.52 7.27 37.1 58.5 20.7 31.8
Table B.3: Maxima and minima of ranges of values taken by Prograding features for a 
2 1 x 2 1 x 2 1  equivalent window with Nz = 9 and Np =  16
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Figure B.3: Features for a 21 x 21 x 21 equivalent window with with =  17 and
N ^ - S 2
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Fi F2 Fs Fa F^
ram max mm max min max min max min max
23x23x17 0.00538 0.0074 0.00398 0.00943 5.04 1 0 29.7 129 22.9 49.4
21x25x17 0.00544 0.00798 0.0038 0.0109 4.66 11.3 30.6 158 27 57.9
21x29x15 0.00564 0.00804 0.00396 0 . 0 1 1 4.79 11.3 32.2 157 27.4 56.7
21x33x13 0.00571 0.00809 0.00425 0 . 0 1 1 5.1 11.3 32 155 27.5 57.8
21x41x11 0.00578 0.00806 0.00417 0 . 0 1 1 4.99 1 1 . 2 31.6 152 28.1 57.5
21x49x9 0.00557 0.00815 0.00386 0 . 0 1 1 4.78 11.4 29.6 156 27.3 57.7
Table B.4: Maxima and minima of ranges of values taken by Prograding features for a 
21 X  21 X  21 equivalent window with Nz = 17 and N^ p = 32
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Figure B.4: Features for a 21 x 21 x 21 equivalent window with with Nz = 33 and 
# ÿ - 6 4
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Fi F2 Fs Fa F5
mm max mm max mm max unin max mill max
23x23x17 0.00144 0 . 0 0 2 2 1 0.000745 0.00139 5.09 7.91 36.6 74.4 32 58.1
21x25x17 0.00142 0 . 0 0 2 2 2 0.000638 0.00174 4.89 7.94 31 1 0 1 29.3 75.2
21x29x15 0.00151 0.00225 0.000699 0.00177 5.17 8 . 1 2 33.8 108 31 76.8
21x33x13 0.0015 0.00227 0.000753 0.00181 5.21 8.53 34.9 127 35.1 80.5
21x41x11 0.00155 0.00229 0.000738 0.00178 5.28 8.46 36.7 1 2 1 34.6 79.2
21x49x9 0.00154 0.00231 0.000651 0 . 0 0 2 4.76 9.19 28.5 135 28.9 85
Table B.5: Maxima and minima of ranges of values taken by Prograding features for a 
21 X  21 X  21 equivalent window with Nz  =  33 and N^ p =  64
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Figure B.5: Features for a  21 x 21 x 21 equivalent window with with =  5 and =  8
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Window sizes used
Dimensions Volume
21 X  21 X  21 9261
23 X  21 X  19 9177
23 X  27 X  15 9315
23 X  31 X  13 9269
19 X  21 X  23 9177
15 X  27 X  23 9315
13 X  31 X  23 9269
Table B.6 : Window dimensions for 2 1  x 2 1  x 21 equivalent window with parallel texture
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Fi F2 Fs F4 Fs
mm max mm max mm max mm max mill max
2 1 x 2 1 x 2 1 0 . 1 1 1 0.117 0.14 0.148 3.18 3.34 1 1 . 1 12.5 11.5 13.3
23x21x19 0.113 0.118 0.143 0.149 3.17 3.27 1 1 . 1 11.9 1 1 . 6 12.7
23x27x15 0.113 0.117 0.143 0.148 3.18 3.24 1 1 . 2 1 1 . 6 1 1 . 8 12.5
23x31x13 0.114 0.117 0.144 0.147 3.18 3.24 1 1 . 2 11.7 11.9 12.5
19x21x23 0 . 1 1 2 0.118 0.141 0.149 3.19 3.3 11.3 1 2 . 2 11.9 13
15x27x23 0.108 0.123 0.137 0.155 3.16 3.43 1 1 13.4 10.9 14.2
13x31x23 0.107 0.125 0.134 0.158 3.16 3.48 1 1 13.8 10.7 14.2
Table B.7: Maxima and minima of ranges of values taken by ParaClip features for a 
2 1 x 2 1 x 2 1  equivalent window with Nz = 5 and = 8
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Figure B.6 : Features for a 2 1  x 2 1  x 21 equivalent window with with =  9 and
Nrh =  16
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Window sizes used
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Fi F2 Fi Fa Fi
mm max mm max mm max mill max min max
2 1 x 2 1 x 2 1 0.034 0.042 0.044 0.0569 6.67 7.15 49.2 54.6 31.9 39.9
23x21x19 0.0361 0.0436 0.0475 0.0596 6.67 7.13 4&2 54 31.5 38.9
23x27x15 0.0367 0.0411 0.0486 0.0557 6.82 7.12 49.8 53.5 33.2 38.4
23x31x13 0.0366 0.0414 0.0484 0.0562 6.81 7.09 49.7 53 32.4 38.3
19x21x23 0.034 0.0421 0.0437 0.0571 6.64 7.11 48.7 53.9 31.8 39
15x27x23 0.0335 0.0443 0.0436 0.0602 6.63 7.31 47.9 57.2 29.6 43.3
13x31x23 0.0327 0.0456 0.0422 0.0624 6.61 7.21 47.9 55.9 29 42.9
Table B.8 : Maxima and minima of ranges of values taken by ParaClip features for a 
2 1 x 2 1 x 2 1  equivalent window with Nz = 9 and =  16
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Figure B.7: Features for a 21 x 21 x 21 equivalent window with with Nz = 17 and 
iV ^ -3 2
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Fi F2 F3 Fa Fs
mm max mm . max mm max min max mill max
2 1 x 2 1 x 2 1 0.00811 0.00941 0.0045 0.00606 5.17 6.35 30.5 46.2 30.1 44.6
23x21x19 0.00793 0.00882 0.00454 0.00592 5.03 5.83 28.3 39.2 28.3 3&8
23x27x15 0.00805 0.00899 0.0046 0.00632 5.01 6.04 28.4 42 2 & 8 39.7
23x31x13 0.00792 0.00909 0.00433 0.00592 4.81 6.14 25.9 43.1 26.1 40.5
19x21x23 0.00779 0.00884 0.00422 0.00556 4.99 5.77 28.1 38.9 27.2 40.8
15x27x23 0.00764 0.00936 0.00412 0.00633 5.1 5.87 29.8 39.1 29.7 40.2
13x31x23 0.00732 0.00964 0.00382 0.00667 4.71 5.97 25.3 40.4 23.9 42.3
Table B.9: Maxima and minima of ranges of values taken by ParaClip features for a 
2 1 x 2 1 x 2 1  equivalent window with Nz = 17 and = 32
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Figure B.8: Features for a 21 x 21 x 21 equivalent window with with Nz = 33 and
1V^  =  64
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Fi F2 Fz Fa Fs
mill max mm max min max min max min max
2 1 x2 1 x2 1 0.00286 0.00334 0.00147 0.00181 9.83 75.2 109 68.9 94.8
23x21x19 0.0028 0.00314 0.00141 0.00173 7.9 9.18 69 95.1 62.6 84.5
23x27x15 0.00285 0.00321 0.00148 0.00175 7.97 9.63 70.4 105 63.7 96.2
23x31x13 0.00281 0.00325 0.00144 0.00174 7.75 9.64 66.4 105 63.2 98.5
19x21x23 0.00275 0.00316 0.00141 0.00171 7.94 9.04 70.4 92.4 63.6 90.3
15x27x23 0.00269 0.00334 0.00139 0.00177 8.05 9.24 72 97 62.3 93.3
13x31x23 0.00259 0.00345 0.00134 0.00185 7.65 9.35 64.7 97.7 57 99
Table B.IO: Maxima and minima of ranges of values taken by ParaClip features for a 
21 X  21 X  21 equivalent window with — 33 and ~  64
Dimensions Volume
1 5 x 6 9 x 9
1 7 x 6 1 x 9
9315
9333
Table B .ll:  Window dimensions for 21 x 21 x 21 equivalent window with sub-parallel 
low disconinuity texture
É 1007S oca LI
Figure B.9: Features for a 21 x 21 x 21 equivalent window with with =  5 and N<p = 8
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Fi
min max
F2
min max
Fs
min max
Fa
min max
Fb
min max
15x69x9
17x61x9
0.0595 0.0669 
0.0595 0.0675
0.0708 0.0806 
0.0699 0.0813
2.98 3.04
2.99 3.21
10.4 10.7
10.4 12.2
6.43 7.23 
6.61 7.99
Table B .1 2 : Maxima and minima of ranges of values taken by SParaL features for a 
2 1 x 2 1 x 2 1  equivalent window with Nz = 5 and N(p — 8
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Figure B.IO: Features for a 21 x 21 x 21 equivalent window with with Nz = 9 and 
N(h = 16
Fi
min max
F2
min max
Fz
min max
Fa
min max
Fb
min max
15x69x9
17x61x9
0.0146 0.0168 
0.0146 0.0169
0.0147 0.0181 
0.0144 0.0181
4.64 5.2
4.65 5.41
29.3 34.3
29.3 38.9
11.8 14.1 
12.1 15.6
Table B.13: Maxima and minima of ranges of values taken by SParaL features for a 
2 1 x 2 1 x 2 1  equivalent window with Nz = 9 and =  16
Fi
min max
F2
min max
Fz
min max
Fa
min max
Fb
min max
15x69x9
17x61x9
0.00347 0.00393 
0.00342 0.00385
0.00207 0.00282 
0.00198 0.00275
3.46 4.31 
3.39 4.46
20.7 32
19.7 34.6
14.7 19.3 
14.9 20.4
Table B.14: Maxima and minima of ranges of values taken by SParaL features for a 
21 X  21 X  21 equivalent window with Nz = 17 and =  32
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Figure B .l l :  Features for a 21 x 21 x 21 equivalent window with with Nz  =  17 and 
iVÿ — 32
Fi
min max
F2
min max
F3
min max
Fa
min max
Fs
min max
15x69x9
17x61x9
0.00096 0.00106 
0.000959 0.00107
0.000412 0.00053 
0.00043 0.000489
3.13 3.71 
3.27 3.64
13.5 20.1 
14.4 19.1
13.7 21.7
13.7 20.3
Table B .l5: Maxima and minima of ranges of values taken by SParaL features for a 
21 X  21 X  21 equivalent window with Nz = 33 and N^ f, = 64
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Figure B.12: Features for a 21 x 21 x 2 1  equivalent window with with Nz = 33 and 
= 64
A ppendix C
LGD Feature distributions for 
varying window sizes
It is possible to vary a number of parameters for the GD method. Changes to the 
parameters will affect the feature distributions obtained for the training classes.
Ill this appendix, the following parameters are investigated:
• Effective window volume
• Indicatrix resolution (Nz^N^)
The relative numbers of bins in the indicatrix are controlled such that N<f, = 2{Nz — 1). 
This provides an equal number of bins for ^ G [0 tt] and 0 G [0 27r] and goes some way 
to equalising the sampling of the unit sphere.
The experiments were conducted using the Shell texture examples and applying the 
Bhattacharyya distance to measure the separation acheived between all classes for the 
parameters selected.
It was found th a t using a 2 1 x 2 1 x 2 1  equivalent window gave the best separations. 
A tradeoff was then necessary as it was seen tha t high values of N z , N ^  gave better 
licrformance for prograding and parallel, whilst lower values improved separation of 
chaotic and high discontinuity sub-parallel.
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C .l 21 X 21 X 21 equivalent w indow  w ith  varying indicatrix  
bin num bers
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Figure C .l: Features for a 21 x 21 x 21 equivalent window with with =  5 and = 8
Pro ParaClip SParaL SParaH Chaotic
Pro 0 7.5562 18.2312 34.1249 233.605
ParaClip 7.5562 0 117.658 266.445 1219.27
SParaL 18.2312 117.658 0 15.6332 221.241
SParaH 34.1249 266.445 15.6332 0 26.3775
Chaotic 233.605 1219.27 221.241 26.3775 0
Table C .l: Battacharyya distances for a 2 1 x 2 1 x 2 1  equivalent window with Nz ~  b 
and N(p = 8 bins.
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Figure C.2 : Features for a  2 1  x 2 1  x 2 1  equivalent window with with Nz = 9 and 
=  16
Pro ParaClip SParaL SParaH Chaotic
Pro 0 7.59086 18.0809 41.2362 274.732
ParaClip 7.59086 0 85.6568 149.732 1553.61
SParaL 18.0809 85.6568 0 23.2629 354.043
SParaH 41.2362 149.732 23.2629 0 9.69093
Chaotic 274.732 1553.61 354.043 9.69093 0
Table C.2: Battacharyya distances for a 2 1 x 2 1 x 2 1  equivalent window with Nz = 9 
and == 16 bins.
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Figure G.3: Features for a 21 x 21 x 2 1  equivalent window with with =  17 and 
Nfh =  32
Pro ParaClip SParaL SParaH Chaotic
Pro 0 15.0919 18.5874 24.5812 78.2741
ParaClip 15.0919 0 413.947 123.812 544.679
SParaL 18.5874 413.947 0 13.2073 142.316
SParaH 24.5812 123.812 13.2073 0 5.16009
Chaotic 78.2741 544.679 142.316 5.16009 0
Table C.3: Battacharyya distances for a 2 1  x 2 1  x 21 equivalent window with Nz = 17 
and Ncf) = 32 bins.
c.l. 21 X 21 X 21 equivalent window with varying indicatrix bin numbers 151
20 40 90 00 100
àm 40 w w
: I : 2 ' 1 :
. 1 : * ^1 ' 1...... ....OS 1 19
KlO’
20 40 U  M 100
..... 1 " f . . .  :
:...  ^ ■ :
I : i L
KlO* *
20 40 00 00 100
*
20 40 99 00 100 20 40 00 00
Figure C.4; Features for a 21 x 21 x 21 equivalent window with with — 33 and 
N(p — 64
Pro ParaClip SParaL SParaH Chaotic
Pro 0 19.8412 14.0338 17.5076 50.7039
ParaClip 19.8412 0 244.674 129.935 571.598
SParaL 14.0338 244.674 0 12.8992 82.5052
SParaH 17.5076 129.935 12.8992 0 5.0389
Chaotic 50.7039 571.598 82.5052 5.0389 0
Tabic C.4: Battacharyya distances for a 21 x 21 x 21 equivalent window with = 33 
and 7V0  =  64 bins.
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C.2 1 7 x 1 7 x 1 7  equivalent w indow  w ith  varying indicatrix
bin num bers
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Figure C.5: Features for a 17 x 17 x 17 equivalent window with with = b and N<p = 8
Pro ParaClip SParaL SParaH Chaotic
Pro 0 2.36608 5.96801 12.783 37.2788
ParaClip 2.36608 0 24.729 62.8084 196.656
SParaL 5.96801 24.729 0 6.46428 32.8641
SParaH 12.783 62.8084 6.46428 0 4.20916
Chaotic 37.2788 196.656 32.8641 4.20916 0
Table C.5: Battacharyya distances for a  1 7 x 1 7 x 1 7  equivalent window with = b 
and N^ p = S bins.
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Figure C.6 : Features for a 17 x 17 x 17 equivalent window with with iV^  =  9 and
Nfh = 16
Pro ParaClip SParaL SParaH Chaotic
Pro 0 2.97714 6.35613 8.37227 28.1266
ParaClip 2.97714 0 21.5059 31.5001 139.565
SParaL 6.35613 21.5059 0 5.70181 22.78
SParaH 8.37227 31.5001 5.70181 0 3.21473
Chaotic 28.1266 139.565 22.78 3.21473 0
Table C.6 : Battacharyya distances for a 17 x 17 x 17 equivalent window with Nz = 9 
and N,p = 16 bins.
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Figure C.7: Features for a 17 x 17 x 17 equivalent window with with Nz = 17 and 
N^ = S2
Pro ParaClip SParaL SParaH Chaotic
Pro 0 3.81472 6.16802 9.00386 16.1564
ParaClip 3.81472 0 51.2377 22.8064 38.7656
SParaL 6.16802 51.2377 0 4.24494 28.6897
SParaH 9.00386 22.8064 4.24494 0 2.23646
Chaotic 16.1564 38.7656 28.6897 2.23646 0
Table C.7: Battacharyya distances for a 17 x 17 x 17 equivalent window with Nz = 17 
and Nfp =  32 bins.
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Figure C.8 : Features for a  17 x 17 x 17 equivalent window with with Nz = 33 and 
N^ =  64
Pro ParaClip SParaL SParaH Chaotic
Pro 0 4.50705 6.56937 8.15611 14.0116
ParaClip 4.50705 0 40.768 30.9774 78.4919
SParaL 6.56937 40.768 0 4.10439 15.7343
SParaH 8.15611 30.9774 4.10439 0 1.68661
Chaotic 14.0116 78.4919 15.7343 1.68661 0
Table C.8 : Battacharyya distances for a 1 7 x 1 7 x 1 7  equivalent window with Nz = 33 
and N^ — 64 bins.
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C.3 1 3 x 1 3 x 1 3  equivalent w indow  w ith  varying indicatrix
bin num bers
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Figure C.9: Features for a 13 x 13 x 13 equivalent window with with Nz = b and =  8
Pro ParaClip SParaL SParaH Chaotic
Pro 0 1.33532 2.2689 6.96775 17.904
ParaClip 1.33532 0 6.84405 15.9183 43.2081
SParaL 2.2689 6.84405 0 2.57649 10.6959
SParaH 6.96775 15.9183 2.57649 0 1.89827
Chaotic 17.904 43.2081 10.6959 1.89827 0
Table C.9: Battacharyya distances for a  13 x 13 x 13 equivalent window with Nz — 
and =  8  bins.
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Figure C.IO: Features for a 13 x 13 x 13 equivalent window with with Nz = 9 and 
Né = 16
Pro ParaClip SParaL SParaH Chaotic
Pro 0 1.42392 3.28634 4.96227 12.5957
ParaClip 1.42392 0 6.61703 11.8742 32.3568
SParaL 3.28634 6.61703 0 2.67909 6.43899
SParaH 4.96227 11.8742 2.67909 0 1.35795
Chaotic 12.5957 32.3568 6.43899 1.35795 0
Table C.IO: Battacharyya distances for a 13 x 13 x 13 equivalent window with Nz 
and =  16 bins.
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Figure C .ll:  Features for a 13 x 13 x 13 equivalent window with with =  17 and 
AL =  32
Pro ParaClip SParaL SParaH Chaotic
Pro 0 2.01567 3.83949 5.48934 10.5714
ParaClip 2.01567 0 10.2743 8.22898 15.9312
SParaL 3.83949 10.2743 0 1.58128 5.74323
SParaH 5.48934 8.22898 1.58128 0 1.13065
Chaotic 10.5714 15.9312 5.74323 1.13065 0
Table C .ll:  Battacharyya distances for a 13 x 13 x 13 equivalent window with Nz = 17 
and = 32 bins.
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Figure C.12: Features for a 13 x 13 x 13 equivalent window with with Nz = 33 and 
= 64
Pro ParaClip SParaL SParaH Chaotic
Pro 0 2.48232 4.6186 5.80442 9.65557
ParaClip 2.48232 0 16.6405 13.3447 40.692
SParaL 4.6186 16.6405 0 1.14637 4.85853
SParaH 5.80442 13.3447 1.14637 0 0.961299
Chaotic 9.65557 40.692 4.85853 0.961299 0
Table C.12: Battacharyya distances b r a  1 3 x 1 3 x 1 3  equivalent window with Nz = 33 
and =  64 bins.
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C .4 9 x 9 x 9  equivalent w indow  w ith  varying indicatrix
bin num bers
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Figure C.13: Features for a 9 x 9 x 9 equivalent window with with Nz = 5 and =  8
Pro ParaClip SParaL SParaH Chaotic
Pro 0 0.848499 1.69925 3.78853 7.86799
ParaClip 0.848499 0 3.56474 6.83282 12.7733
SParaL 1.69925 3.56474 0 0.914085 2.788
SParaH 3.78853 6.83282 0.914085 0 0.646448
Chaotic 7.86799 12.7733 2.788 0.646448 0
Table C.13: Battacharyya distances for a 9 x 9 x 9 equivalent window with Nz = 5 and 
N^ = 8 bins.
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Figure C.14: Features for a 9 x 9 x 9 equivalent window with with Nz = 9 and = 16
Pro ParaClip SParaL SParaH Chaotic
Pro 0 0.700116 1.90258 3.18134 5.86912
ParaClip 0.700116 0 3.37755 5.51623 9.69205
SParaL 1.90258 3.37755 0 0.818366 2.22322
SParaH 3.18134 5.51623 0.818366 0 0.718476
Chaotic 5.86912 9.69205 2.22322 0.718476 0
Table C.14: Battacharyya distances for a 9 x 9 x 9 equivalent window with Nz = 9 and 
N ^ = 16 bins.
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Figure C .l5: Features for a 9 X 9 x 9 equivalent window with with Nz = 17 and N^ j, = 32
Pro ParaClip SParaL SParaH Chaotic
Pro 0 1.09302 2.68726 3.9816 6.51771
ParaClip 1.09302 0 3.95827 5.05224 8.62571
SParaL 2.68726 3.95827 0 0.708 1.95621
SParaH 3.9816 5.05224 0.708 0 0.631792
Chaotic 6.51771 8.62571 1.95621 0.631792 0
Table C.15: Battacharyya distances for a 9 x  9 X 9 equivalent window with Nz = 17 
and N ^ =  32 bins.
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Figure C.16: Features for a 9 x 9 x 9 equivalent window with with = 33 and = 64
Pro ParaClip SParaL SParaH Chaotic
Pro 0 1.57679 3.73161 4.20467 6.40474
ParaClip 1.57679 0 7.41004 8.1755 15.2099
SParaL 3.73161 7.41004 0 0.302947 1.29379
SParaH 4.20467 8.1755 0.302947 0 0.737089
Chaotic 6.40474 15.2099 1.29379 0.737089 0
Table C.16: Battacharyya distances for a 9 x 9 x 9 equivalent window with Nz = 33 
and =  64 bins.
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