We construct the first comprehensive dynamical model for the high-quality subset of stellar kinematics of the Milky Way disc, with full 6D phase-space coordinates, provided by the Gaia Data Release 2. We adopt an axisymmetric approximation and use an updated Jeans Anisotropic Modelling method, which allows for a generic shape and radial orientation of the velocity ellipsoid, as indicated by the Gaia data, to fit the mean velocities and all three components of the intrinsic velocity dispersion tensor. The Milky Way is the first galaxy for which all intrinsic phase space coordinates are available, and the kinematics are superior to the best integral-field kinematics of external galaxies. This situation removes the long-standing dynamical degeneracies and makes this the first dynamical model highly over-constrained by the kinematics. For these reasons, our ability to fit the data provides a fundamental test for both galaxy dynamics and the mass distribution in the Milky Way disc. We tightly constrain the average total density logarithmic slope, in the radial range 3.6-12 kpc, to be α tot = −2.149 ± 0.055 and find that the dark halo slope must be significantly steeper than α DM = −1 (NFW). The dark halo shape is close to spherical and its density is ρ DM (R ) = 0.0115 ± 0.0020 M pc −3 (0.437 ± 0.076 GeV cm −3 ), in agreement with previous estimates. The circular velocity at the solar position v circ R = 236.5 ± 3.1 km s −1 (including systematics) and its radial trends are also consistent with recent determinations.
INTRODUCTION
For decades astrophysicist have constructed dynamical models of external galaxies from observations of their unresolved stellar kinematics to study their masses as well as their orbital and density distributions (see review by Courteau et al. 2014 ). The models were initially constrained by long-slit spectroscopy (e.g. van der Marel 1991) and nowadays by integral-field spectroscopy (see review by Cappellari 2016) .
When using only projected line-of-sight kinematics and the first two velocity moments, there are well-known fundamental degeneracies between the mass density and the orbital distribution, or anisotropy, for spherical galaxies. This mass-anisotropy degeneracy (Binney & Mamon 1982; Gerhard 1993) led to the development of techniques to extract the elusive shape of the stellar line-of-sight velocity distribution from the galaxy spectra (e.g. van der Marel & Franx 1993) together with dynamical modelling approaches that could use that information to break the degeneracy (e.g. Rix et al. 1997; van der Marel et al. 1998; Gebhardt et al. 2000; Valluri et al. 2004; Cappellari et al. 2006 ).
The mass-anisotropy degeneracy is less severe in axial symmetry as one can observe different views of the velocity ellipsoid along different polar angles on the sky. However, degeneracies must still be expected because the data cube is a three dimensional observable which cannot uniquely constrain the three-dimensional distribution function in addition to the galaxy density distribution (see discussion in Sec. 3 of Valluri et al. 2004) . Moreover, the surfacebrightness deprojection is also strongly degenerate, unless the galaxy is edge-on (Rybicki 1987) . Dynamical degeneracies are indeed observed even with state-of-the-art dynamical models and data (Krajnović et al. 2005; de Lorenzi et al. 2009 ).
Heroic attempts were made to break the dynamical degeneracies using proper motion measurements in addition to line-of-sight kinematics (e.g. van de Ven et al. 2006; Watkins et al. 2015) , but these useful proof-of-concept studies had to rely on data of relatively limited quality. Moreover, these studies are only possible for very few cases, where the full velocity information is available. Now, for the first time, all these long-standing dynamical degeneracy issues disappear for the kinematics of the Milky Way from the Gaia mission (Gaia Collaboration et al. 2016) , which are based on direct proper motion and radial velocities determinations for millions of individual stars: (i) one can now obtain all six phase-space coordinates (three spatial coordinates and three velocities), making the dimension of the observable larger than that of the distribution function, thus allowing for extra parameters like the density to be uniquely constrained; (ii) one now measures the true velocity moments, by direct summation, over many stars rather than having to infer them from integrated galaxy spectra; (iii) the stellar density is uniquely obtained without the need for a deprojection.
In this situation, unlike the case of every galactic dynamical model that has been constructed in the past half a century, dimensional arguments alone already imply that there is no guarantee that even general models will be able to fit simultaneously all the components of the kinematics unless the model assumptions are sufficiently accurate. This dataset then allows us to make a fundamental physical test, namely to verify whether a model based on the Newtonian equations of motion 1 , which was developed based on the motions on the scale of the Solar System, is able to accurately predict the average motions of the stars at the scale of our Galaxy, 10 8 times larger.
Here we attempt to construct a first axisymmetric dynamical model of the Milky Way kinematics. We use the new spherically-aligned Jeans Anisotropic Method (JAM sph , Cappellari 2019), which allows for general axial ratios for all three components of the velocity ellipsoid and a spherical orientation, as indicated by the Gaia data (Hagen et al. 2019; Everall et al. 2019) . We want to test to what accuracy a relatively simple model can capture the richness of the Gaia kinematics. We additionally provide a description of the mass density distribution (and circular velocity) of the Milky Way at radii r ≈ 3.6-12 kpc.
The outline of this paper is as follows: In Section 2 we briefly present the Gaia DR2 dataset and introduce the Jeans model, including its required components in Section 3. We present the resulting JAM model and the Milky Way circular velocity curve in Section 4, before concluding in Section 5.
GAIA STELLAR KINEMATIC DATA
In April 2018 Gaia had its second data release (Gaia Collaboration et al. 2018a) (Gaia DR2), which contains the data collected during the first 22 months of its nominal mission lifetime. This gives for the first time a high-precision parallax and proper motion catalogue for millions of sources, supplemented by precise and homogeneous multi-band allsky photometry and a large radial velocity survey at the bright (G < 13) end (Gaia Collaboration et al. 2018b) .
Some early dynamical models used subsets of the DR2
1 Relativistic corrections are unimportant here Gaia data to infer the shape and mass of the dark matter halo Watkins et al. 2019; Wegg et al. 2019) , the Galaxy velocity curve (Eilers et al. 2019) or its non-equilibrium features (Antoja et al. 2018 ). However, no study has yet attempted to construct a comprehensive model of the bulk of the Gaia DR2, namely the few millions of stars with high-quality full six-dimensional phase space coordinates. This is the goal of this paper. We use kinematics derived with Bayesian distance estimates of Schönrich et al. (2019) . We assume as distance to the Galactic center R = 8.2 kpc (Abuter et al. 2019 ), a vertical displacement of the Sun from the midplane of z = 0.02 kpc (Joshi 2007) and as solar velocities in cylindrical Galactic coordinates (U , V , W )= (-11.1 (Schönrich et al. 2010 ), 247.4 (Abuter et al. 2019 ), 7.2 (Reid et al. 2009 )) km s −1 . The giant stars, which are the main contribution at distances larger than 1 kpc from the Sun, are selected based on their absolute magnitude M G < 3.9, intrinsic colour (G BP − G RP ) 0 > 0.95 and positive parallaxes with relative uncertainty / > 5. This sample contains about 1.98×10 6 stars and covers a volume with extreme cylindrical coordinates 3.65 < R < 12.02 kpc, −2.52 < z < 2.50 kpc and −15 • < φ < 15 • , which is divided into (R, z) cells of 200 × 200 pc. For each cell with at least 30 stars we calculated the median velocity and the velocity dispersion.
METHODS

Model for the Milky Way stellar luminosity density
The first component one needs to construct for a stellar dynamical model is the distribution of the tracer population, from which the kinematics was derived. Ideally, this would be extracted from the same Gaia dataset we use to derive the kinematics, but this kind of model is not (yet) available. Therefore, we use the Milky Way stellar distribution from Jurić et al. (2008) derived from the number density of main sequence stars using data from the Sloan Digital Sky Survey (SDSS). However, we are ignoring the stellar halo component since it is quite uncertain and not as important since our data are mainly stars in the Milky Way disc.
The disc is decomposed into a sum of two exponential components, the thin and the thick disc. This allows for different scale lengths (L thin , L thick ) and heights (H thin , H thick ) for each component:
where ρ(R , 0) is the number density of stars in the solar neighbourhood, and the parameter f in equation (2) is the thick disc normalization relative to the thin disc. Our adopted values are the "bias corrected" parameters (Jurić et al.
The parameter ρ(R , 0) was originally derived as a number density from star counts by Jurić et al. (2008) , but since we want to obtain meaningful stellar mass-to-light values (M * /L) we normalize the density (Jurić et al. 2008 ) in such a way that the stellar luminosity density at the solar radius corresponds to the local luminosity density in V -band ρ L = 0.056 L V pc −3 , which was derived in previous work of Flynn et al. (2006) using the local luminosity function and the vertical structure of the disc. We have chosen the V -band since the SDSS data, used to fit the disc model, and the Gaia data are including the V-band.
We further included the bulge, even though we have tested the sensitivity of our models to it and saw that it has a minimal effect on the disc area we are probing with the Gaia data and therefore we will keep it fixed for our model. Even an extreme model without bulge would not affect our conclusions. We use a bulge model of McMillan (2017) which is an axisymmetric version of the one obtained from COBE/DIRBE photometry (Bissantz & Gerhard 2002) :
We adopt the values of McMillan (2017) a = 1.8, r 0 = 0.075 kpc, r cut = 2.1 kpc and an axis ratio of q = 0.5. We normalize the bulge to our disc by ensuring it has the same bulge to disc ratio as the original model (McMillan 2017), obtaining
Within 5 kpc from the Galactic center the bar dominates the kinematics (Wegg et al. 2015; Bovy et al. 2019 ) but since our data are mostly not covering this area we are ignoring the bar in our stellar model. The small fraction of stars that might belong to the bar with radii smaller than 5 kpc should not have a significant effect on our model. Previous studies showed that one can measure reliable quantities outside the bar region of barred galaxies (Lablanche et al. 2012) , by symmetrizing the bar density as done here.
For use with our model, we approximate the intrinsic density of the disc + bulge stellar model with a multiGaussian expansion (MGE) (Emsellem et al. 1994; Cappellari 2002) , by fitting a synthetic two-dimensional image using the MGE fitting method (Cappellari 2002 ) and mgefit software package 2 .
3.2 Model for the dark matter and gas contributions.
The second component of a dynamical model is the mass density of the Galaxy, which includes not only the stellar component but also the gas distribution and the dark matter halo.
We describe the dark matter as a generalized Navarro, Frenk and White profile (gNFW, Wyithe et al. 2001) , with variable inner slope α DM and axial ratio q:
with m from equation (4) and where the scale radius is r s is also allowed to vary between 10 and 26 kpc, consistent with values found with the prediction of the halo massconcentration relation Navarro et al. (1996) (5) is the classical Navaro, Frenk and White (NFW) dark matter profile (Navarro et al. 1996) . This 1-dimensional profile is fitted with Gaussians using the mge_fit_1d procedure in the mgefit package (see footnote 2), and appropriately made oblate/prolate, for use with the model.
In addition, we include the gas density, even though it is quite uncertain, again from the previous Milky Way model by McMillan (2017) . We include the mass density of both the H i and H 2 gas in the disc of the Milky Way (Eq. 4 in McMillan 2017). For simplicity, we ignore the hole in the centre of this density profile, which is outside the range of our kinematics, by removing the term in the equation that describes it, so that the gas model only declines exponentially towards larger r. The gas density is also fitted by creating an image which we fitted with mgefit (Cappellari 2002) as we did for the stellar model. This gas MGE will be added to the potential density of the Milky Way but will be kept fixed to the quoted mass by McMillan (2017) during the model fit, since we just want it as an estimate of the mass contribution from the gas in the disc region.
Bayesian JAM modelling
For the dynamical modelling we use a new solution of the axisymmetric Jeans equations under the assumption of a spherically-aligned velocity ellipsoid (Cappellari 2019) , which was shown to describing very accurately the dynamics of the Gaia data both in the outer halo (Wegg et al. 2019) and the disc region (Hagen et al. 2019; Everall et al. 2019 ). This JAM sph method was developed specifically with the Gaia data in mind. As an extreme test of the sensitivity of the model assumption on the orientation of the velocity ellipsoid, we also use for comparison the cylindrically-aligned JAM cyl solution and the jampy package 3 . The method solves the equations of stellar hydrodynamics (Jeans 1922 ) assuming axisymmetry and spherical alignment for the velocity ellipsoid while allowing for a variable anisotropy for each Gaussian component of the MGE (a three integral distribution function).
The JAM cyl method was applied to model the integralfield stellar kinematics of large numbers of external galaxies (see review in Cappellari 2016 ) and has been extensively tested against N-body simulations (Lablanche et al. 2012; Li et al. 2016 ) and in real galaxies against CO circular velocities (Leung et al. 2018 ), including many barred galaxies like the Milky Way. It was found to recover unbiased density profiles, even more accurately than the more general Schwarzschild (Schwarzschild 1979) approach (see Fig. 8 of Leung et al. 2018) . A higher accuracy of JAM cyl with respect to Schwarzschild was confirmed (see Fig. 6 of by Jin et al. 2019 ) using the currently state-of-the-art Illustris cosmological N-body simulation (Vogelsberger et al. 2014) . Given its spherical alignment, the JAM sph method should be even more accurate for the Milky Way.
JAM sph gives the solution of the Jeans equations for all three mean velocity components (v r , v θ , v φ ) and the velocity dispersion in the three directions (equations 52-54 of Cappellari 2019). We project the spherical velocities into cylindrical coordinates (v R , v φ , v z ). However, given that the model assumes a steady state, v R and v z are identically zero and do not need to be explicitly fitted. This assumption is consistent with good accuracy with the Gaia maps by Gaia Collaboration et al. (2018b) which also show these velocities to be small for the purpose of this study (−15 < ∼ v R < ∼ 15 km s −1 , −10 < ∼ v z < ∼ 10 km s −1 ). The formal statistical errors in the Gaia data are quite small and certainly much smaller e.g. than the actual deviations of the Milky Way kinematics (or most external galaxies) from the axisymmetry and steady-state assumptions. Moreover, the Gaia data set contains a very large number of values. In these situations, the formal statistical uncertainties become meaningless as the uncertainties become entirely dominated by systematics. This is a common issue also for the dynamical modelling of high-S/N integral-field kinematics. To approximately account for systematic errors in the data and approximations in the model assumptions we follow the approach of Sec. 3.2 of a previous modelling paper by van den Bosch & van de Ven (2009) , as modified for Bayesian analysis in Sec. 6.1 of Mitzkus et al. (2017) . First, after an initial fit, we adopt for the kinematics a constant error of = 5.7 km s −1 to give χ 2 /DOF = 1. Then we multiply by (2N) 0.25 . This is equivalent to changing the 1σ confidence level from ∆ χ 2 = 1 to ∆ χ 2 = √ 2N, which represents the standard deviation of the χ 2 .
JAM sph or JAM cyl uses as fixed input the density of the tracer population (Jurić et al. 2008 ) and a model for the gas density (McMillan 2017) . The model has nine free parameters: (i) the velocity dispersion ratios or anisotropies (σ θ /σ r 4 and σ φ /σ r 5 ) for both the flattest (q < 0.2) Gaussian components (subscript 1) of the MGE and the rest (subscript 2), to allow for some of the observed clear spatial variation of the anisotropy, while keeping the model as simple as possible; (ii) the inner logarithmic slope of the gNFW profile (α DM ); (iii) the dark matter fraction f DM within a sphere of radius R ; (iv) the mass-to-light ratio M * /L V of the stellar component in the V -band; (v) the axial ratio q and (vi) the scale radius (r s ) of the dark matter profile.
The Bayesian modelling was performed using the adamet 6 package of Cappellari et al. (2013) , which implements the Adaptive Metropolis algorithm by Haario et al. (2001) . This is used to estimate the posterior distribution, as in standard MCMC methods (Gelman et al. 2013) , to get the confidence levels of the best fitting parameters and to show the relations between the different parameters. We adopted constant priors on all parameters, in such a way that the probability of the model, given the data, is just the likelihood P(data|model) ∝ exp(− χ 2 /2).
RESULTS
JAM fit to the Gaia data
Formally, the model has 9 free parameters, however, most of them are either directly constrained by the data or irrelevant and marginalized over. We include these 9 parameters are included just not to risk underestimating the model uncertainties. The four ratios between the different components of the velocity dispersion can be directly measured from the maps, while the M * /L has an almost one-to-one correspondence to the dark matter fraction f DM . The halo scale length r s is totally unconstrained by the Gaia data and is degenerate with α DM : their combination simply defines the density total slope. While the halo axial ratio q is consistent with a spherical shape. This effectively leaves to the model the freedom to vary only the two parameters f DM and α DM , which describe the dark matter halo, to fit a set of four two-dimensional kinematic maps!
The best-fitting model for the velocity maps is shown in Fig. 1 . We also show for comparison the model without dark matter and the best-fitting model with a "standard" Navarro, Frenk and White (NFW) α DM = −1 profile (Navarro et al. 1996) . The median parameters from the posterior distribution for all three models are listed in Table 1 together with the 1σ uncertainties, defined as half of the intervals enclosing 68 per cent of the posterior values, marginalized over the other parameters.
To estimate the effect of asymmetries in the kinematics we also fitted two models to two independent subsets of the Gaia data extracted from two azimuthal sectors (−15 • < φ < 0 • and 0 • < φ < 15 • ) of our data. The results for the two sectors (Table 1) are consistent with each other and with the main model. As an extreme test of the sensitivity of our model to the assumptions on the orientation of the velocity ellipsoid, we also have fit a model (JAM cyl ) which assumes a cylindrically-aligned velocity ellipsoid (Cappellari 2008) . The JAM sph model gives a slightly better fit the data than JAM sph , consistently with the finding that the Milky Way velocity ellipsoid is nearly spherical aligned (Hagen et al. 2019; Everall et al. 2019) . However, the difference between the parameters inferred by two JAM sph and JAM cyl models is minimal as the two solutions are not very different in the disc plane.
Three results can be inferred from Fig. 1 : (i) The most striking and important is how well this simple equilibrium model is able to capture the average Gaia kinematics. Here the main model residuals are due to the know < ∼ 10 per cent non-equilibrium and non-axisymmetry features (Gaia Collaboration et al. 2018b), which cannot be described by an equilibrium model. (ii) It is clear that a model without dark matter completely fails to describe the observations, (iii) moreover, a standard NFW dark matter profile does not provide an equally good fit as the best-fitting one, with our median dark halo slope α DM = −1.53 ± 0.12. In particular, an NFW halo systematically over-estimates σ z and the radial gradient in v φ . The halo slope lies in the range expected from simple predictions for halo contractions (Gnedin et al. 2004 ) for samples of real galaxies (e.g. Fig. 2 in Cappellari et al. 2013) . This is consistent with previous work indicating a steeper slope than the standard NFW is needed in the disc region of the Milky Way around the solar region (Portail et al. 2017; Cole & Binney 2017) .
Our model has a total density at the solar position of ρ tot (R ) = 0.0640±0.0043 M pc −3 and a dark matter density of ρ DM (R ) = 0.0115 ± 0.0020 M pc −3 , corresponding to a dark matter energy density of 0.437±0.076 GeV cm −3 . These values are broadly consistent with previous determinations (McKee et al. 2015; McMillan 2017) .
The posterior distribution of the parameters for the gNFW model are shown in Fig. 2 . This plot also shows the expected covariance between the mass-to-light ratio, the dark matter fraction and the inner slope of the halo: models with steeper (more negative) α DM have lower (M * /L) V ratio and higher dark-matter fraction f DM . This distribution also shows that an NFW profile (red dashed line in Fig. 2 ) is outside the 3σ confidence level. In addition, as comparison the blue shaded region indicates the stellar mass-to-light ratio from stellar counts 0.75 M /L V (15% uncertainty at 1σ level from Flynn et al. 2006 ). This shows that our model (M * /L) V is consistent with the stellar-counts determination within the errors. Our model strongly excludes flattened halos and favour a nearly round one, consistent with recent Gaia results (Wegg et al. 2019) . Figure 2 . gNFW parameters corner plot. Each panel shows the posterior probability distribution marginalized over two dimensions (contours) and one dimension (histograms). The parameters are (i) the dark matter fraction f DM inside a sphere of radius R = 8.2 kpc; (ii) the velocity dispersion ratios (σ θ /σ r ) 1 , (σ φ /σ r ) 1 of the Gaussians flatter than q = b/a = 0.2 and the rest (σ θ /σ r ) 2 , (σ φ /σ r ) 2 ; (iii) the inner dark matter halo logarithmic slope α DM , (iv) the stellar mass-to-light ratio (M * /L) V ; (v) the axial ratio q of the dark matter halo and (vi) the scale radius r s for the dark matter halo. The thick contours represent the 1, 2 and 3σ confidence levels for one degree of freedom. The red dashed line marks the "standard" α DM = −1 slope of the Navarro, Frenk and White (NFW) (Navarro et al. 1996) dark matter profile and the blue shaded band indicates a mass-to-light ratio estimate from stellar counts (Flynn et al. 2006) . The numbers with errors on top of each plot are the median (black dashed lines) and 16th and 84th percentiles of the posterior for each parameter, marginalized over the other parameters. 
Total density profile
Having found our best-fitting model we can find the total density profile, using the mge_radial_density procedure in the jampy package (see footnote 3). The total-density distribution is the quantity that the dynamical models directly measure. This is very tightly constrained by the Gaia data and it is shown in Fig. 3 . From the posterior of the models we measure a total density mean logarithmic slope of α tot ≡ ∆ log ρ tot /∆ log r = −2.149 ± 0.055 in the radial range 3.6-12 kpc of the data. These radii correspond to about 0.9-2.9 half-light radii R max e , for our measured 7 R max e ≈ 4.122 kpc. The measured total-density slope is consistent with the "universal" slope α tot ≈ −2.19 ± 0.03 inferred at comparable radii on early-type disc galaxies (Cappellari et al. 2015) with effective velocity dispersion not smaller than the Milky Way's value (Kormendy & Ho 2013 ) σ e = 105 ± 20 km s −1 .
We also investigate how much the uncertainties of the parametrization of the Milky Way stellar tracer distribution affect our JAM sph results. For this, we vary the disc parameters of Jurić et al. (2008) within the quoted errors and then redo the JAM sph fit using the capfit least-7 Using mge_half_light_isophote in the JAM package. squares program 8 . This is repeated for 100 different disc models, for random values of the scale heights, scale lengths and the fraction of the thick disc normalization, within the given 20 per cent 1σ uncertainties (Jurić et al. 2008) . The result for the total density can be seen in panel (b) of Fig. 3 . Here the blue lines indicate the systematic error due to the Milky Way stellar tracer model. This gives us an alternative estimate of the value and systematic error α tot ≡ ∆ log ρ tot /∆ log r = −2.194 ± 0.044 and the logarithmic slope of the gNFW profile is α DM = −1.455 ± 0.055, which is comparable to the previous estimate.
During this testing of these systematic errors, we saw that higher values for the scale height and length of our disc models seem to give JAM models that agree even better with our data. We leave further exploration of this aspect to a subsequent study.
Circular velocity curve
Having found a model that describes our Gaia data we can also derive the circular velocity, using the mge_vcirc procedure in the jampy package (see footnote 3).
The circular velocity of the Milky Way disc region is plotted as a red line for the gNFW and as a dashed yellow line for the normal NFW profile in panel (a) of Section 4.3. The black points are derived with our data when using the same non-parametric method of Eilers et al. (2019) , also based on the axisymmetric Jeans equations, to calculate the circular velocity and the black squares are the measurements of Eilers et al. (2019) . The small offset between our values and the previous work by Eilers et al. (2019) is coming from our slightly higher value of the solar velocity because of the newest Abuter et al. (2019) results for the distance to the Galactic center. Reassuringly, the two circular velocities are consistent within the estimated quite small systematic uncertainties. The model with NFW halo would produce an inconsistent circular velocity, supporting the finding that this is excluded by the Gaia data.
The blue transparent lines are 100 random realizations for the circular velocity from the posterior distribution that indicates the formal uncertainty for our mean circular velocity but include our approximate treatment for systematics by scaling the input kinematic errors. At the solar position we get a value of v circ (R ) = 236.5±1.8 km s −1 . This value also agrees well with the value of Eilers et al. (2019) (229.0 ± 0.2 km s −1 ), where they use a quite different stellar sample, stellar distance estimates and modelling assumptions, and with another recent work by Mróz et al. (2019) (233.6 ± 2.8 km s −1 ) in which they construct the rotation curve of the Milky Way using the proper motion and radial velocities from Gaia for classical Cepheids.
The result for the effect of the uncertainties of the parametrization of the Milky Way stellar tracer distribution on the circular velocity can be seen in panel (b) of Section 4.3. Here the blue lines indicate the systematic error due to the Milky Way stellar tracer model. This gives us an alternative estimate of the value and systematic error v circ (R ) = 236.3 ± 3.1 km s −1 , which is comparable to the previous estimate.
CONCLUSION
The model presented is the first stringent test of the Newtonian equations of motion on galactic scales. It demonstrates that we already have a remarkably accurate knowledge of the mass distribution in our Milky Way and we can concisely describe the main average characteristics of the observed stellar kinematics with a minimal set of assumptions. The model also shows that the average kinematics of the Milky Way, outside of the bar region, can be well described by an axisymmetric and equilibrium model. The fact that we can well describe the Galactic kinematics, regardless of relatively minor deviations from equilibrium and axisymmetry (Widrow et al. 2012; Gaia Collaboration et al. 2018b;  
