Abstract. This paper presents a parallel implementation of the fast isogeometric solvers for explicit dynamics for solving non-stationary time-dependent problems. The algorithm is described in pseudo-code. We present theoretical estimates of the computational and communication complexities for a single time step of the parallel algorithm. The computational complexity is O p 6 N c t comp and communication complexity is O and t comm refers to the time of sending a single datum. We compare theoretical estimates with numerical experiments performed on the LONESTAR Linux cluster from Texas Advanced Computing Center, using 1 000 processors. We apply the method to solve nonlinear flows in highly heterogeneous porous media.
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INTRODUCTION
We describe a parallel solution algorithm to solve the isogeometric finite elements L 2 projection problem. The algorithm parallelizes the sequential method originally proposed by [25] . This algorithm results in a direct solver for separable geometries while it is a fast iterative solver for other configuration.
This class of solvers has been used to derive preconditioners for Helmholtz equations [26] . The goal of the methodology is to develop fast solvers to address the extra cost incurred per degree of freedom for higher-continuity discretizations [13, 14, 15] . We estimate the computational and communication costs of this parallel implementation. We estimate the costs of all stages of the algorithm, including the gather and scatter of data into faces of a 3D cube of processors, the local solution of several 1D problems with multiple right-hand sides over a face of the cube of processors, as well as the reordering of data for processing in other directions. We compare the theoretical estimates of the computational and communication complexities with numerical experiments performed at the LONESTAR Linux cluster from the Texas Advanced Computing Center using 1 000 processors, for the problem size of 512 3 elements as well as for 1 024 3 elements. We obtained good agreement between the theoretical estimates and experimental results. We show that using the solver we can solve 512 3 = 134 217 728 unknowns within 20 seconds and 1 024 3 = 1 073 741 824 = O(10 9 ) unknowns within 3 minutes by using 1 000 processors from the LONESTAR Linux cluster. Next, we apply our alternating direction solver to solve a challenging nonstationary example problem of nonlinear flows in highly heterogeneous porous media [2] . The non-stationary problem is solved with a forward Euler scheme as a sequence of isogeometric L 2 projection problems. Thus, the alternating direction solver is applied at every time step of the time-dependent problem simulation. Finally, we verify the numerical results obtained for the non-stationary problem by analyzing the relative error between simulations performed with different time steps, as well as by monitoring the energy of the solution.
STATE OF THE ART
Classical higher order finite element methods (FEM) using hierarchical basis functions [19, 20] maintain only C 0 -continuity between elements. In isogeometric analysis (IGA) B-splines are used as basis functions, and C k global continuity can be built [16] . The higher continuity obtained at element interfaces allows IGA to attain optimal convergence rates for high polynomial orders of approximation, while using fewer degrees of freedom [3] . Higher-continuous IGA methods have allowed to obtain the solution of higher-order partial differential equations (PDE) with elegance. Example applications are shear deformable shell theory [7] , phase field models for topology optimization [17, 18] , phase separation simulations with possible application to cancer growth simulations, by using either Cahn-Hilliard [28] or NavierStokes-Korteweg [29] , Swift-Hohenberg [42] and Navier-Stokes-Cahn-Hilliard [28] higher order models. The IGA methods have also many applications in simulations of non-linear problems of engineering interest, such as wind turbine aerodynamics [31] , incompressible hyper-elasticity [22] , turbulent flow simulations [11] , transport of drugs in cardiovascular applications [30] or to blood flow simulations itself [5, 9] .
Nevertheless, the price to pay for the usage of higher order IGA methods is the higher computational cost of IGA solvers, since solution time per degree of freedom augments as the continuity is increased [10, 15] . This is true for all implementation of multi-frontal solver algorithms [24, 23] , including MUMPS solver [35] , modern implementations for adaptive and higher order methods [27] or graph-grammar based approach [39, 40, 41, 38] .
The computational cost of the sequential IGA direct solver with C p−1 global continuity of the solution is O(N 1.5 p 3 ) for the 2D case, and O(N 2 p 3 ) for the 3D case [10, 15] . Here N refers to global number of degrees of freedom and p refers to the order of B-spline C p−1 global continuity basis functions, t comp refers to the execution time of a single operation, and t comm refers to the time of sending a single data. In case of distributed memory Linux cluster parallel machines, this computational cost can be reduced down to O(N p 2 t comp ) for the 2D case, and O(N 4/3 p 2 t comm ) for the 3D case [47] . Similarly, in the case of shared memory GPU machines this computational cost can be reduced down to O(N p 2 ) for the 2D case, and for the 3D case GPU machines often run out of memory [46] . In this paper we focus on 3D isogeometric finite element L 2 projection problems solved exactly by means of direct solver algorithms. Thus, the computational cost of the state-of-the-art direct solver applied to 3D IGA L 2 projection problem when using Linux cluster parallel machine is O(N 4/3 p 2 t comp ) and the communication cost is of the same order O N 4/3 p 2 t comm . Moreover, in those estimates as presented in [46, 47] it is assumed that we have infinite number of available processors. In this paper we propose the new parallel alternating direction solver algorithm for the isogeometric finite element L 2 projection problem designed for Linux cluster parallel machine, delivering O p 
we apply the forward Euler scheme
in time and a variational formulation in space to obtain:
where V is a suitable Sobolev space. The solution for each new time step is obtained by isogeometric L 2 projection, using the discretization with C p−1 global continuity B-splines basis functions, delivered by the isogeometric solver. Thus, the alternating direction solver is used as an explicit solver for the solution of non-stationary problems. In particular we focus on the numerical solution of nonlinear flows in highly-heterogeneous porous media [2] .
The structure of the paper is the following. We first formulate the parallel alternating direction algorithm on the 3D cube of processors in Section 2. Next, in Section 3 we present the detailed analysis of the computational and communication complexity of the parallel algorithm. Section 4 is devoted to the experimental verification of the derived computational and communication complexities. Section 5 discusses application of the alternating directions solver for the solution of non-stationary problem of nonlinear flows in highly-heterogeneous porous media [2] . Section 6 presents the analysis on the correctness of the numerical results, and finally Section 7 presents conclusions and future work.
PARALLEL ISOGEOMETRIC L 2 PROJECTION ALGORITHM
The sequential version of the alternating direction solver is described in [25] . In this paper we propose a parallel version of the algorithm, targeting distributed memory Linux cluster parallel machines. The parallel version of the isogeometric L 2 projection algorithm generates data distributed in an uniform way over a 3D cube of processors, as depicted in Figure 1 . There are three steps of the algorithm where the data are gathered into OY Z, OXZ and OXY faces, respectively. The local 1D bended problems are solved there, using the LAPACK library. The data are scattered into a cube of processors, to proceed with the next step. The algorithm can be summarized as shown in Figure 1 . 
Integration over One Element
Every element is approximated by a set of polynomials in each direction where p is the order and there are p + 1 B-splines over the element. We denote p x as the degree in x direction and p y and p z as degrees in other directions.
The integration of the right hand side requires using Gauss quadrature with (p x + 1)(p y + 1)(p z + 1) points. The integral over each element is:
where w m denotes the Gaussia quadrature weights, B 
2 ) arithmetic operations where Φ f is the function depending on f . The formula for Φ f depends on the form of f . If f is given by a prescribed formula, then cost of computing a value of f is constant and Φ f is constant. Otherwise when f is given by a combination of B-splines
and total cost will be (p x + 1)
In the following part of the paper we assume that f is prescribed by a given formula, and so the cost of computation a value of f at a given point is constant.
Integration over All Elements
We have a mesh of N x × N y × N z elements (where N x , N y , N z denotes the number of elements in the x, y and z direction, respectively). The integration algorithm generates a local matrix over all N x N y N z element. It involves a loop with respect to local B-spline basis functios, and there are (p x + 1)(p y + 1)(p z + 1) local basis functions. It also involves a loop with respect to Gaussian integration points, and there are again (p x + 1)(p y + 1)(p z + 1) points. The total cost of integration will be
We can do every integration with zero communication cost. When we have cuboid of c x c y c z cores it can be done in:
with computational complexity of
There are some sum factorization techniques for speeding up the integrations, like the one proposed in [8] for hierarchical basis functions. Another method applies again for 3D hierarchical basis functions and they may reduce the computational cost from O(p 9 ) down to O(p 5 ) [20] . However, we are not aware of the sum-factorization technique for B-splines.
Solve
In each step of the algorithm we LU factorize a banded matrix resulting from one dimensional B-spline basis function of order p. This is done at a face of the 3D cuboid of processors. Let N be the number of elements in one direction. Then, the 
The solution complexity over y and z directions can be estimated in analogous way as
and
this results in computational complexity
Gathering Data
While collecting data in the x direction we need to collect information from c x c y c z − c y c z CPUs into c y c z CPUs. Each processor has
Nx cx
Ny cy Nz cz data. We apply a torus communication structure available on a linux cluster. This implies linear communication complexity in each row of processors in each direction and gives us communication complexity of:
Additionally, the gathering data along y and z directions results in the communication complexity of:
Summing, the total communication complexity of gathering data is equal to
Reorder Data
After processing data in the x-direction we need to perform the reorder of data over each CPU before processing data along y direction. Similar reordering applies after processing data in the y-direction and before processing data in the z-direction. The computational complexity of each of the two reorders, executed over each processor is equal to
Scattering Data
Scatter is just an inverse of the gather, and its communication complexity is the same as the cost of the gather operation
Total Complexity
From the discussion above, we conclude that we can construct isogeometric projection solver with the total cost
for arbitrary polynomial orders p x , p y , p z , dimension sizes N x , N y , N z and processors numbers c x , c y , c z , where t comp is the cost of processing a single FLOAT, and t comm is the cost of communicating a single byte. Assuming
we have the following cost
which implies the computational complexity
and communication complexity
EXPERIMENTAL VERIFICATION
The model has been verified by comparing with numerical experiments performed on the LONESTAR Linux cluster, with N = 512 or N = 1 024 degrees of freedom in each direction, with p = 3. The comparison of the total execution time is given in Figures 2 and 3 . We can draw the following conclusions from these figures. There is good agreement between the theoretical estimates and numerical experiments for both 512 3 and 1 024 3 cases with cubic polynomials. Good scalability of the solver is maintained up to 1 000 of processors. We can solve 134 217 728 unknowns resulting from 3D cube of 512 3 elements with cubic B-splines within 20 seconds using 1 000 processors. We can also solve 1 073 741 824 unknowns resulting from 3D cube of 1 024
3 elements with cubic B-splines within 3 minutes by using 1 000 processors.
Figures 4 and 5 present the comparison of the experimental and theoretical integration times. We can draw the following conclusions from these figures. Again, there is a good match between the theoretical estimates and experimental results for the integration execution time. The integration time dominates the solution time significantly. In other words, the generation of the projection data takes much more time than actually the isogeometric L 2 projections using alternating direction solver itself, and it means that our solver algorithm performs very well (usually the solution takes much more time than integration). In order to speedup the solver, we may need to look for some new fast integration algorithms designed for B-spline basis functions.
Figures 6 and 7 present the comparison of the experimental and theoretical solution times. We measure three solution phases, corresponding to steps 1b, 2b and 3b of the general algorithm. We can draw the following conclusions from these figures. Again, there is a good match between the theoretical estimates and experimental results for the solution times. The solution time takes around 1 percent of the total solver time. In our solver we utilize multiple 1D sequential block diagonal multi-frontal solvers with many right hand sides working on the faces of the cube of Figures 8 and 9 present the comparison of the experimental and theoretical gather times. We measure three gathering phases, corresponding to steps 1a, 2a and 3a of the general algorithm. We can draw the following conclusions from these figures. There is a good match between the theoretical and experimental gather times for second and third gather. However, the first gather takes actually less time then predicted by the model. Our second and third gather times include the data reorder phase, while the first gather is just the communication itself.
Figures 10 and 11 present the comparison of the experimental and theoretical scatter times. We measure three scattering phases, corresponding to steps 1c, 2c and 3c of the general algorithm. We can draw the following conclusions from these figures. There is a good match between the theoretical and experimental scatter times for all the phases. The experimental scatters are becoming little slower when we increase the number of processors, however the difference is very small, less than 0.1 second. 6 NUMERICAL RESULTS
Problem Formulation
In this section we present the application of the parallel isogeometric L 2 projection solver for the simulation of the problem of nonlinear flows in highly-heterogeneous porous media [2] . The problem is formulated in dimensionless units. The governing equation in the strong form is given by
where K q (x) is a material data function, as depicted in Figure 12 , and h (x) = 1 + sin (2Πx 1 ) sin (2Πx 2 ) sin (2Πx 3 ). The strong form is transformed into a weak one by taking the L 2 scalar product with test functions v ∈ H 1 (Ω), and the Euler integration scheme is utilized with respect to time
We solve the problem over the cube Ω = [0, 1] 3 domain. We utilize the isogeometric L 2 projection solver to execute the Euler scheme for the above problem. The time step size has been selected as 10 −5 . The initial value is a ball with radius 0.05 and Figure 12 . Initial distribution of the material data function K q (x) maximum value 0.02 is presented in Figure 13 . The snapshots from the numerical simulation from time steps 20, 100, 200, 300, 500 and 1 000 are presented in Figures 14-18 , respectively. 
Verification
In order to verify the correctness of the numerical results we have performed two tests. First, while looking for the correct time step size, we have checked the relative error for time step Dt = 10 −4 which happened to be too large, and then for time step Figure 20 , where e 1/k = ||u
We can see that the relative error is growing for all the cases, except when we measure the relative error of the reference solution itself, since it is zero by definition. We conclude that the time step Dt = 10 −4 is too large. Thus, we repeat the experiment for the smaller time step Dt = 10 −5 . The new tests have been performed in the analogously and their results are shown in Figure 21 . We can see now that all the relative errors are small of the order of 10 are presented in Figure 22 . The reason they are linearly and continuously growing is the fact that right hand side of our problem has form 1+term∈ [−1, 1], and we are constantly adding the energy to the system. 
CONCLUSIONS AND FUTURE WORK
In this paper, we present a fast parallel the alternating directions isogeometric L 2 projections solver. The parallel alternating direction solver is available through PetIGA library [12] and PetIGA-MF [42] libraries, and as a standing alone package [34] for shared-memory environment. The computational complexity of the parallel algorithm is of order O , where p denotes the order of the B-spline basis with C p−1 global continuity, N denotes the number of elements and c the number of processors over the 3D hypercube. We verify the theoretical estimates with numerical experiments performed at the LONESTAR linux cluster from the Texas Advanced Computing Center. In particular, we show that we can solve the 3D isogeometric L 2 projection problem with 512 3 = 134 217 728 unknowns within 20 seconds and 1 024 3 = 1 073 741 824 = O(10 9 ) unknowns within 3 minutes by using 1 000 processors. We are not aware of any other solver delivering such fast solution for 100-1 000 millions of unknowns of in highlycontinuous discretizations.
We apply this parallel alternating direction isogeometric solver to an unsteadz nonlinear flow problem in highly-heterogeneous porous media. The solver performs 1 000 time steps in order to simulate the flow through the entire domain. We verify the correctness of the solution by checking the relative error for two simulations with different time steps as well as by controlling the energy of the solution in particular time steps.
The future work may involve replacement of c 2 sequential solves over a face of the 3D cube by c 2 parallel solves executed within rows of a cube of processors, utilizing the parallel multi-frontal one dimensional isogeometric solver [32] . This however will not affect the general scalability of the solver, since at this point the integration time is dominating the entire solution. An alternative way of improvement of the solver scalability would be to consider some fast integration schemes for B-spline basis functions. It may also include generalization of the method to non-uniform adapted grids with T-splines technique [21] . We also consider expression of the alternating direction algorithm by graph grammar productions and Petri nets, as it has been done for two and three dimensional finite element method [43, 36, 37, 44] .
