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1 Introduction
One-dimensional metal and semiconductor structures have gained tremendous
research interest due to their unique physical, structural properties and their
potential role in the miniaturization of modern electronic devices. Due to high
surface-to-volume (S/V) ratio, nanowires (NWs) for example exhibit extraordi-
nary electrical properties. Having such unique properties NWs are thus expected
to become an important components of micro and nanoelectronic devices [1] and
a potential implementation as devices. Based on 1D structures, several devices
have already been demonstrated including light emitting diodes (LEDs) [2, 3],
field effect transistors (FETs) [4–8], solar cells [9–12], and biosensors [13].
In 1965, Dr. Gordon E. Moore with Intel predicted the exponential growth
in the number of transistors that could be manufactured on a chip. The number of
transistors in a chip doubles every 24 months according to Moore’s law and today
the exponential growth continues (source: Moore’s law and Intel Innovation). In
relation to cost, the trend shows that the falling of a unit cost as the number
of components per circuit rises [14] and the economy may dictate to incorporate
many electronic components in a single chip. As a result companies that do not
stay near the leading edge of process technology suffer from a cost disadvantage
[15]. The leading edge technology requires to keep up with the curve as shown in
Figure 1.1. This trend to smaller and smaller dimensions has actually accelerated
as people have recognized the slope. The reason for interest in the miniaturization
of IC (integrated circuit) is first, the cumulative device performance increases as
result of short channel width. Second: decrease of costs per every device as result
of high density of integrated IC’s per chip. Intel Fun Facts, released that Intel
entered volume production of the world first 22 nm 3D tri-gate Si transistor in
the year 2012 after making a radical transistor design change in 2011. These
examples show that how Moore’s law type trends have driven the electronics
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industry in order to cope up with the market and need of people.
Figure 1.1: Illustrates plot of new technology generation introduc-
tions (1975−2005). Adapted with permission from ref. [15]. Copy-
right: Intel.
Emerging Research Logic Technologies in the International Technology Roadmap
for Semiconductors states that one-dimensional structures, such as carbon nan-
otubes (CNT) and semiconductor NW field effect transistor(NWFET) are men-
tioned as the possible candidates offering an appealing approach to scaling CMOS
[16]. However, the device application to industrial scale is only in the beginning
stage. As the scaling down trend of dimensions continues, there would be a need
for higher doping and channel conductance close to that a metal is required for
device operation [5]. But the conductivity should be limited, because a high
conductivity like in bulk metal systems poses a problem that an electric field
can not penetrate except for extremely short distances. Appropriate technologies
expected come up with solutions for the problems that down scaling dimensions
pose. Metal and metal-metal oxide hybrid NWs are among the possible can-
didates that are being researched where the conductance of the NW could be
modulated by external inhomogeneous electric field [17]. Rotkin and Hess [5]
showed the principle of working metallic NW transistor (METFET) synthesized
from typical armchair tubes: SWNT of 0.7 nm and 1.4 nm in diameter. The
electric field applied through a tunneling tip penetrate in the nanotube which is
weakly screened so that it can permit transistor action [18]. Cheng et al have also
2
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synthesized a sub 30 nm scale Ag silver NWs through electron beam lithography
(EBL) and showed the device function as metallic electrostatic transistor that
operates similar to the depletion type MOSFETs [19].
The innovations related to quasi-1D nanostructures are expected to revo-
lutionize cheap integrated nano electronics not only through high precision posi-
tioning and integration of nano scale devices into substrate, but also through the
addition of new functionalities that arise from being nano scaled materials. This
new functionalities show that addition of a new dimension to Moore’s law. The
recent developments in industry also show the increasing importance of a new
trend called More than Moore(MtM). According to MtM, additional non-digital
functionalities can be incorporated into devices that do not necessarily scale ac-
cording to Moore’s law [20]. The technologies include typical examples such as
RF, power/HV, passives, optics, sensor and actuators/MEMS or Bio-chips.
In the past few years, progress in the synthesis and characterization of NWs
is thus driven by the need to understand the novel physical properties of 1D
nano scale materials and their potential applications in constructing for instance
nano scale electronic and optoelectronic devices [21–23]. Several methods such
as templates [24–26], solution growths [27], lithographic methods (electron beam
and conventional) [28, 29], VLS and its modified versions [29–32] and several
others have been employed to synthesize 1D structures. Cost effective, rapid syn-
thesis with less complex processing steps and easy integration into chips should
be established for further further scale up. For that three rapid methods Flame
Transport Synthesis (FTS), Thin Film Fracture (TFF) and Thermal Annealing
Method (TAM ) which add minimal processing steps are developed. For summa-
rized introduction to these synthesis techniques, go to the appendix.
1.1 Thesis Layout
This thesis incorporates seven chapters that include basics on nanotechnology rel-
evant to the thesis, synthesis of devices and metrology. The chapters is organized
as follows after this introduction:
• Chapter 2, discusses fundamental challenges and concepts relevant to NWs.
The quantum confinement effects and associated characteristic lengths, den-
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sity of states, electron transport mechanisms and electron tunneling in
nanostructures are presented.
• Chapter 3, presents some of the characterizing instruments used and the
scientific principles behind them.
• Chapter 4, details the practical procedures involved in device synthesis
starting from designing to experimenting are discussed. Due attention is
given to conventional lithography as it is the basic step for the different
types of synthesis involved. Also results that are important and a must for
the next processing step are given.
• Chapter 5, presents mainly results from semiconductor NWs (nanostruc-
tures) synthesized through TFF and FTS approaches. Chip integrated ZnO
NW (nanostructure) photo-detector fabricated through the two synthesis
techniques are compared and model for the high performance photodetec-
tion is proposed. The versatility of FTS is also shown through the synthesis
of SnO2 nanostructures.
• Chapter 6, covers the synthesis and application of metal-metal oxide hy-
brid structures fabricated using TFF and TAM techniques. Important ex-
perimental step are also briefly discussed. Results from core-shell NWs that
are used potentially as NWFET and different sensoric applications are also
presented.
• Chapter 7, presents the summary and the general conclusion of the work
done in the thesis and a short outlook.
4
2 Theoretical Basics of NWs
The interest in 1D structures rise after the discovery of carbon nanotubes (CNTs)
by Iijima in 1991 [33]. Having excellent electrical, mechanical and optical prop-
erties, CNTs are thought to become the building blocks of the next generation
electronic devices. Nanostructures in general have atleast one dimension in the
order a nanometer (10−9 m). Further more if the two dimension of a material
are constrained (confined) in a nanometer scale and the third dimension is freely
extended without any restriction, it is called a NW. It means that NWs have
transverse dimensions, i.e., width(w) and thickness(t) that are substantially be-
low 100 nm and the length l extends unconstrained. That results in an aspect
ratio which is much greater than one as l w, t. As the NWs dimensions are more
10-10 m 10-9 m 10-8 m 10-7 m 10-6 m 10-5 m 10-4 m 10-3 m 10-2 m 10-1 m 100 m
Hydrogen 
atom
Ebola Viruse 
(from CDC)
Bacteria
Hair 
diameter
Size of 
a fly
Height of a 
childDNA
Figure 2.1: Illustrates size comparison chart for a nano meter size
to a variety of other sizes: on th right hand side is 1 m which is appr.
height of a child and to a far left is the size of hydrogen atom 0.1
nm. The red marker in the picture shows the beginning of the most
important scale where distinct material properties start to show up.
(some pictures from copy right permitted source).
down scaled, the importance of quantum mechanical effects comes into play and
is true for materials in a nano scale level. Thus unlike bulk counter parts, nano
scale materials have a non-classical characteristics that need the employment of
quantum mechanics for understanding and explaining of the characteristics ob-
tained. To name some, the quantum effects alter the electrical, optical, chemical
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and mechanical properties that are very important material properties for var-
ious device applications. Thus NWs been studied thoroughly and tremendous
attention up to date is given in nanoscience research and nanotechnology as they
possess unique and fascinating properties superior to their bulk counterparts. For
instance such metals follow Ohms law in their electrical characteristics. As the
size approaches the atomic scale, however, all the knowledge we have about such
material properties become invalid. The famous Ohm’s law, which predicts that
the resistance of a conductor scales proportional to its length, breaks down. If the
electrons traverse an atomic-sized conductor (ballistic), the resistance becomes
independent of its length [34], basically quantum mechanical effects dominate.
Such unique properties of NWs are expected to come up with a potential appli-
cations in many area such as in electronic devices and sensor [35, 36].
2.1 Challenges of NWs
Despite the attractive features on NWs, there are a number of challenges that still
remain unsolved in relation to the complexity of NWs synthesis, integration into
chips, cost and controlled mass production. Issues of synthesis and integration
of NWs into chips is considered in the sections below.
2.1.1 Synthesis
NWs in general could be synthesized through top-down, bottom-up, a combina-
tion of the two [37] or even through reshaping of thin films (e.g., TAM). Typical
examples for top down approach are photolithography and electrophoresis. The
basic principle of photolithography is illustrated and explained in Chapter 4. In
this approach, one starts with a macroscopic piece of material out of which a
nanostructure device is made. In bottom-up approach, the material synthesis
takes place starting from atomic or molecular species via chemical reactions, al-
lowing for the precursor particles to grow in size (i.e., controlling atoms from bot-
tom (substrate) and assemble them to grow up). NWs in a bottom-up approach
are synthesized by combining of constituent adatoms and most NW synthesis
technique use bottom-up approach. The attributes of top-down and bottom-up
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approach are also combined for instance the case of VLS synthesis. A photolithog-
raphy or electron beam lithography (EBL) defines the position of the catalytic
particle (e.g., Au) on the chip and is followed by deposition of NW material
(ZnO) at the predefined location. Chemical method [38, 39], Lithographic meth-
ods (EBL and conventional) [29], Al2O3 template assisted method [40, 41], VLS
or VS [30, 42] or modified versions of VLS (C-FTS), electrophoresis [43], TFF
[6, 44–47] approach etc., are some the major nanostructure and NW synthesis
routes that are developed. Many of these methods are either costly, complicated
or time consuming especially when one considers mass fabrication point of view.
The presented techniques (FTS, TFF and TAM) for NWs synthesis in this thesis
offer very easy ways to over come the challenges associated with nanostructures
and are found to be cost effective.
2.1.2 Integration into Chips and Mass Fabrication
Integration of NWs is one of the critical challenges that has been given lots of
attention in the scientific community aiming at developing an effective method
to integrate or support a large number of nanostructure devices into practical
functional circuits [7] or modern electronic circuits. It is a challenging task due to
the fact that integrating these 1D wires into device requires nanoscale connecting
contacts among others. To integrate 1D nanostructures into device applications,
it is of importance to align such nanostructures in a parallel, scalable, and highly
reproducible manner independent of the specific materials. Because well aligned
1D nanostructures might exhibit superior properties that are not found in their
disordered counterparts, allowing promising applications in diverse fields [48].
The manual method Pick-Place of a single NW among many randomly deposited
NWs for investigation is expensive, time consuming, complicated and tedious. Ye
et al., [49] demonstrated a robotic pick-place of NWs decreasing the complexity
and up to some extent increasing efficiency if one should employ such a method.
Nevertheless, even in its automized version, this method is still complicated and
expensive. Efforts have also been exerted in finding out new and simpler ways of
integration of NWs. With combination of fluidic alignment and surface patterning
[50], crossing wires techniques [51, 52], metal-catalyzed simultaneous growth of
NWs and electrodes [53]and [54], using high speed roller for transfer printing [55]
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Bosch-process-based and micromachining [56], etc., are some of the suggested
ways that have been investigated as a possible routes of NWs integration. Possible
options include an independent synthesis of NWs as first step and then integrating
them into the devices. Many of these methods stated earlier are either too slow
or too expensive when one looks from mass fabrication or market point of view.
Thus there should be an optimal way in which NWs can get proper support or
integration with minimum cost and complexity could be done.
2.2 Energy Band Diagrams
According to Pauli exclusion principle, an orbital can hold zero, one or two elec-
trons and two electrons when the electrons have opposite spins. Therefore, an
atom can never have more than two electrons per orbital. The question then is
what happens when two identical atoms are placed next two each other for instance
in formation of pure bulk solid material? When identical two atoms are far from
each other, the electrons of atom 1 will have the same energy as the electrons of
atom 2, [57]. However when these atoms are brought to a close proximity, the
orbitals overlap and the electrons suddenly start to occupy each sublevel that
come to face to face with their clone. The orbital overlap also results in the
3s electrons
(atom 1)
3s electrons
(atom 2) r
E n
e r
g y
r
E n
e r
g y
r
E n
e r
g y
a) b) c)
Figure 2.2: Schematic illustration of the energy of the outermost
electrons of two sodium atoms as a function of separation distance
r. a) Atom 1 and atom 2 are at large distance from each other that
the two electrons have equal energy. As the orbitals overlap, the out-
ermost energy sublevel splits. b) When eight atoms are closer each
other, the energy sublevel splits into eight. c) When large number of
atoms brought together, the energy sublevel splits become too close and
appear to be continuous energy band.
outermost energy sublevel splitting which would result in two different energies
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for the electrons. Let us take a typical example of sodium atoms that could be
placed at far and close distances from each other. The energy sublevel splitting
at different number of sodium atoms [57] that are brought close together is il-
lustrated in Figure2.2. As more and more sodium atoms are brought together,
more splits occur with in the energy sublevels. This appears to be more like a
continuous energy band as shown in Figure2.2c). Thus solid bulk materials are
defined in a way that possess similar number of energy sublevel splits like the
number of atoms it is constituted from.
2.3 Conceptual NW Model
In order to understand properties of 1D structures, it is important to explore basic
ideas from quantum mechanics so that it will help one to evaluate the potentials
of such structures in the next generation electronic devices. The starting equation
that helps for the derivation of the size effects is the famous Schrödinger equation.
The time independent three dimensional Schrödinger equation for the energy
eigenfunction ψ(x, y, z) of electrons is given as
− ~
2
2m∗∇
2ψ(x, y, z) + V (x, y, z)ψ(x, y, z) = Eψ(x, y, z). (2.1)
with ~ ≡ h/2pi
where: h is the universal Planck’s constant, E is the energy, m∗ is the effective
mass of the electron, V is the potential energy of the electron at position (x, y, z).
Starting from equation 2.1, the electron quantum confinement in relation to the
size or down scaling of the NWs can be found. In the sections and subsections
below, the quantitative relationship will be derived through consideration of ap-
propriate boundary conditions. A much plausible derivation of the NW model
given below as shown by Khare et al. [35] is directly taken. As the size of a NW is
approaching to the size a few electron wavelengths, the electron energies become
quantized and the spacing between the energy levels become larger. This could
be shown by solving Schrödinger equation for a NW potential confined in 2D and
a potential along the axis of the wire(x). Thus the total potential V (x, y, z) is
V (x, y, z) = V (x) + V (y, z). (2.2)
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and eigenfunction can be written as
ψ(x, y, z) = ψ(x) + ψ(y, z). (2.3)
Using equations 2.2 and 2.3 in equation 2.1, one could get
− ~
2
2m∗
[
ψ(y, z)∂
2ψ(x)
∂x2
ψ(x)∂
2ψ(y, z)
∂y2
+ ψ(x)∂
2ψ(y, z)
∂z2
]
+ ψ(x)V (y, z)ψ(y, z) + ψ(x)V (x)ψ(y, z)
= ψ(x)(Ex + Ey,z)ψ(y, z). (2.4)
Associating the kinetic and potential energies on the left-hand side of equation 2.4
to the corresponding equations on the right-hand side and realizing that V (x) = 0
(meaning there is no potential gradient along the wire axis), yields two decoupled
equations:
− ~
2
2m∗
∂2ψ(x)
∂x2
= Exψ(x), (2.5)
and similarly the other part of equation is
− ~
2
2m∗
[
∂2ψ(y, z)
∂y2
+ ∂
2ψ(y, z)
∂z2
]
+ V (y, z)ψ(y, z) = Ey,zψ(y, z). (2.6)
The solution of equation 2.5 is
Ex =
~2k2x
2m∗ . (2.7)
where kx is any real number. Equation 2.6 represents a confinement potential
in NWs and could be solved by some assumptions. Assuming a rectangular and
infinitely deep NW, and taking the potential inside the wire to be zero but taking
potential outside to be infinity 2.6 changes the equation to
− ~
2
2m∗
[
∂2ψ(y, z)
∂y2
+ ∂
2ψ(y, z)
∂z2
]
= Ey,zψ(y, z). (2.8)
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X
Z
y
Figure 2.3: Schematics of rectangular and infinitely long NW similar
to a deep potential well confining electrons along y and z that electron
transport is possible along the the x-axis.
Outside the wire the eigenfunction ψ(x, y, z) = 0 as the potential is infinite.
Thus ψ(y, z) = ψ(y)ψ(z) through using separation of variables. Using these
values and assigning corresponding energies along different axes into equation
2.8 results into two decoupled equations:
− ~
2
2m∗
∂2ψ(y)
∂y2
= Eyψ(y). (2.9)
− ~
2
2m∗
∂2ψ(z)
∂z2
= Ezψ(z). (2.10)
The solutions for equations 2.9 and 2.10 with the origin placed at the corner of
the NW schematics Figure 2.3 are
ψ(y) =
√
2
Ly
sin
(
pinyy
Ly
)
, ψ(z) =
√
2
Lz
sin
(
pinzz
Lz
)
, (2.11)
with nx and ny positive integers with a component energy eigenvalues given by
Ey =
~2pi2n2y
2m∗L2y
, Ez =
~2pi2n2z
2m∗L2z
(2.12)
The energy eigenvalues are inversely proportional to the effective mass of the
electron and the square of the dimension size L. Thus the confinement energy
increases with the decrease of the NW dimension.
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2.3.1 Density of States (DOS)
The band structure and the density of states (DOS) of a material contain im-
portant information about transport properties like electrical or thermal conduc-
tivity. DOS is the number of states per unit energy per unit volume of real
space. It determines many physical and chemical properties of materials. DOS
can mathematically be written as
DOS(E) = dN
dE
(2.13)
where N is total density of states upto an energy E. Based on this formula and
consideration of the total number of states (N1D) in NWs are
DOS(E) = dN
1D
dE
= dN
1D
dk
dk
dE
(2.14)
where N1D = 2k
pi
. Using equation 2.7 into equation 2.14 yields
DOS(E)1D =
(2m∗
~2
) 1
2 E−
1
2
pi
(2.15)
2.3.2 Quantum Tunneling
Tunneling is a quantum mechanical phenomena which electrons can pass through
a thin layer of insulating film. Sommerfeld and Bethe were the first to make a
theoretical study of this phenomena for very low voltages and for high voltages
[58]. The tunneling phenomena arise from the wave nature of particles that they
are penetrating through an angstrom thick insulating barrier. This phenomenon
can be explained by through solving the time independent Schrodinger’s equation.
An electron with energy E approaching from the left to a thin and finite potential
barrier of energy V0, with E < V0 and thin wall of width L is tunneling (trans-
mitted) as schematically shown in Figure 2.5. The incident particle (electron)
represented by the de Broglie wave at the potential barrier where it is partially
reflected and partially transmitted in the potential barrier. The Schrodinger’s
equation is solved through separate consideration of regions I, II and III. Con-
sidering one dimensional equation, the three equations corresponding to three
12
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Figure 2.4: Illustration density of states (DOS) in nanostructures
depending on dimensionality: a) Bulk material that has 3 degrees of
freedom for electron propagation (no confinement). If electrons are
confined in one dimension and have 2 degree of freedom for propaga-
tion b), DOS increases like a stare case. c) A quantum wire that has 1
degree of freedom shows abrupt change in DOS. It has nearly discrete
DOS with some continuity. d) When the electron is confined in all
spatial dimension (0 degree of freedom), it is called quantum dot. The
plot shows DOS for quantum dots is discrete.
regions are written as
~2
2m∗
∂2ψI
∂x2
+ (E)ψI = 0 (2.16)
~2
2m∗
∂2ψII
∂x2
+ (E − V0)ψII = 0 (2.17)
~2
2m∗
∂2ψIII
∂x2
+ (E)ψIII = 0 (2.18)
where m∗ is the effective mass h is Planck’s constant and ψ is the wave function.
The potential barrier V0 = 0 in regions I and III. The solutions of the above
equations through consideration of boundary considerations in these regions is
thus
ψI = Aeik1x +Be−ik1x (2.19)
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Figure 2.5: Schematic illustration of quantum tunneling across a fi-
nite potential barrier. The amplitude of the transmitted wave is re-
duced as shown in region III.
ψII = Ceik2x +De−ik2x (2.20)
ψIII = Feik1x (2.21)
where k1 =
√
2m∗E
~ and k2 =
√
2m∗(V0−E)
~ are the wave numbers outside and
inside the barrier respectively. Considering the boundary conditions and treating
the incident, the reflected and transmitted waves separately, the solution of the
Schrödinger equation leads to find out that the transmission probability T given
as [59]
T =
[
16
4 + (k1/k2)2
]
e−2k2L (2.22)
2.3.3 Characteristic Lengths
The electrical transport properties of materials such as metals in macroscopic
scale are expected to show Ohmic behavior. However, the transport properties
are determined by set of characteristic lengths if device dimensions are relatively
comparable to the electron wavelength. Thus these sets of characterless lengths
are important and decisive parameters for understanding the observed results.
Considering an electron (as a particle) on the basis of classical mechanics, it can be
characterized by mass m and a momentum vector p. With certainty, the position
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of center of mass of the electron is known in space r . From quantum mechanical
point of view, however, electron has wave characteristics that is given by wave
function ψ(r) with a probabilistic value in finding the electron in a small volume
dr around r . The wave like behavior of electrons will lead to the dependency
of electrons characteristics in the geometry of the samples which the electrons
are either interacting or propagating. If the material dimension are in the order
of characteristic length or less, the material will show intriguing characteristics
which are interesting for various electronic devices and applications such as in
sensors. In this section, the definition of some lengths that are related to the
fundamental physical characteristics of electrons in materials are given.
2.3.3.1 Electron Wavelength
Electrons in mesoscopic systems (nanostructures) show their wave like behavior
[60, 61] and the wavelength defines the scale on which quantum-mechanical effects
become important. The electron wavelength length λ = 2pi/k called de Broglie
wavelength is related a electron energy E and effective mass of electron m∗. In
three dimensions, it can be expressed as
λ = h
p
= h√
2m∗E
= 2pi~√
2m∗E
= λ0
√
m0
m∗
(2.23)
where k represents the magnitude of the electron wave vector. In semiconductors
the electron effective mass can be less than the free electron massm0 and thus the
de Broglie wavelength λ is greater than that of free electron wavelength λ0. The
significance of de Broglie wave length in relation to the size can be understood by
taking for instance metal structures at lower temperature where electrons have
nearly Fermi energy. The Fermi energy of the degenerate electrons EF in 3D is
expressed by
EF = (3pi2)
2
3
~2n 23
2m∗ , T → 0, (2.24)
where n is the concentration of electrons per unit volume, m∗ here is mass of
electron and ~ is 1/2pi of Planck’s constant h. Interms of wave vector kF , the
Fermi energy is also given by
EF =
~2k2F
2m∗ (2.25)
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Comparison of formulas 2.24, 2.25 and using λF = 2pi/kF results
λF =
(3n
8pi
)−1/3
(2.26)
In general, kF ≈ (n)1/d , where d represents the dimension of the system. For
typical metallic systems the electron density is n ≈ 1029/m3 [62] so that the
de Broglie wavelength of electrons in metal is of the order of 0.1 − 1 nm. This
wavelength becomes comparable to with the sizes of nanostructures that could
be fabricated using modern techniques such as electron beam lithography. That
is why quantum mechanical effect should be considered for understanding the
characteristics of nanostructures. In similar way, assumption of low tempera-
ture for semiconductor materials, wavelength comparable to the nanostructure
dimension (≈ 1nm) could be found [60]. In Figure 2.6, the λ vs m∗/m0 is given
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Figure 2.6: Electron wavelength versus electron effective mass for
semiconductor materials at room temperature. The points 1 to 4 in
the curve correspond to materials InSb, GaAs, GaN, and SiC respec-
tively. Reprinted from Mitin et al [63].
for different semiconductor materials at room temperature. Points 1 to 4 corre-
spond to InSb, GaAs, GaN, and SiC respectively. The used effective mass m∗/m0
for each accordingly is 0.014, 0.067, 0.172, and 0.41. Assuming electron energy
E = kBT , where kB is Boltzmann constant, the de Broglie wavelength for these
semiconductors of effective mass (0.01− 1)m0 ranges between 73-7.3 nm which is
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much larger than the lattice constant. Decreasing the temperature for instance
to 3 K increase the wavelength by one order of magnitude. thus the wavelength
becomes comparable to the size nanostructured devices.
2.3.3.2 Electron Mean Free Path
According to Sondheimer [64], the long free paths at low temperature for metals
are very difficult to explain through classical theory, but they can be understood
on the basis of quantum mechanical analysis. Bloch and many authors have
analyzed of the motion of electrons in a crystal lattice and forwarded precise
meanings interms of electron density and free path. Accordingly, electrons in a
metal are regarded as distributed over a number of energy bands, filling most of
them completely. The electron mean free path is the average distance traversed
by electron between two scattering events and looses its extra energy and there by
destroying its momentum. The mean free path varies from dozens of nanometers
for light elements to ten to hundreds of nanometers for heavy elements. Typical
examples for electron mean-free path: silicon has few nanometers (1 nm) and
high-quality compound semiconductors such as GaAs have about 100-200 nm
[65]. The dominant elastic scattering mechanism is impurity scattering besides
other scattering sources such as lattice imperfections, phonons, electrons, grain
and ground boundaries or even magnons. The mean-free path is related to the
(transport) momentum relaxation time τtr by
lm = vτtr (2.27)
where v is the average carrier speed. A "good" metal has lm/λF >> 1; because
electrons travel long lengths between scattering events. In metal NWs, elastic
scattering in such structures is strongly influenced by grain boundary scattering
rather than other scattering mechanisms.
2.3.3.3 Screening Length (Thomas-Fermi Screening Length)
It is known that metals (conductors) have free mobile charge carriers (electrons)
and the electrons distribute around the surface. These electrons can shield the
interior of the conductor from an applied external electric field. This is called
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screening effect or some times called Thomas-Fermi screening. A classical elec-
trostatics predicts that the external electric field induces charges on the surface
that the electric field dies out to zero in the interior of the metal. However,
the quantum effects predict finite penetration depth (screening length) [66] in
the conductor and finite thickness for the charge distribution on the conductor
[67, 68]. Suppose a positively charged particle is surrounded by sea of electrons
(electron gas) and is held rigidly at one position. It will then attract many elec-
trons around creating surplus negative charge and reduces (screens) the electric
field. The electric field of the embedded charge falls off with increasing r faster
than 1/r [69, 70], because the electron gas tend to turn around and screen the
positive charge assumed with in the metallic core. Let us consider the schemat-
ics of metal-insulator-metal contact as depicted in by Black and Wesler [71] in
Figure 2.7c) which is a more realistic capacitor model in which the electric field
is decaying exponentially from x = 0 on the electrode to x = `. Using induced
surface charge density in terms of electric field [72], Black et al., have shown that
ρ(x) = ρmaxexp
(−x
`
)
(2.28)
where ` characterizes the length scale of the distribution, ρ(x) refers to the surface
charge density at the metal/dielectric interface and ρmax is the surface charge den-
sity at x = 0 of the electrode. Considering ideal conductors in Figure 2.7a), apply-
ing a bias voltage will induce a charge displacement in the insulator-conductor
interface. Using Gauss’s law, the electric displacement D is related to surface
charge density by
∇ ·D(x) = ρ(x) (2.29)
Using the above equation, the total density per unit area can be found through
integration over the entire surface:
Dtotal =
∫
ρ(x)dx = ρmax` (2.30)
The induced charge density is related to the biasing electric potential (Φ) for all
points within the electrodes
Φ = −
∫
E · ds = −
∫ D(x)
ε0εm
· dx = ρ(x)`
2
ε0εm
(2.31)
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Figure 2.7: (a) Schematic illustration of a metal-dielectric-metal
sandwiches under bias voltage. (b) shows a simplest approximation,
displacement charge in the electrodes builds up in an infinitely-thin
plane at the electrode/dielectric interface. (c) A more realistic model
acknowledges that the displacement charge occupies a finite spatial
extent (l) [71].
The field depth in the electrode is assumed to be zero for simplified evaluation
of the electrostatic potential. Thus the surface potential at the metal/dielectric
interface is
Φ(0) = ρmax`
2
ε0εm
= Dtotal`
ε0εm
(2.32)
An effective dielectric constant εm is introduced in equations 2.31, 2.32 which
is dependent on the polarizability of bound electrons in the underlying metal
lattice. Because of free electrons, bulk metals are assumed to have an infinite
dielectric constant.
The screening length ` is estimated through the use of Thomas-Fermi approxima-
tion that relates the potential(Φ) at any point in an electron gas to the electron
density at that same point. In this model a static (DC) conditions are imposed.
With this condition and using binomial series approximation for eΦ(x)  EF ,
the induced charge density is
ρ(x) = ρ0
[
1− eΦ(x)
EF
] 3
2
− ρ0 ≈ −eρ03Φ(x)2EF (2.33)
19
2 Theoretical Basics of NWs
where EF is the Fermi energy of the electrode, and ρ0 is the bulk conduction-
electron density. Substituting the results of equation 2.32 into 2.33, the electric
field penetration can be solved to yield to
ρ(x = 0) = ρmax ∼= −eρ0 3ρmax`
2
2ε0εmEF
(2.34)
The penetration depth ` in terms of intrinsic properties can then be written as
`2 = εm
2
3
ε0EF
ρ0e
(2.35)
Typically the value 23
ε0EF
ρ0e
is defined as the Thomas-Fermi screening length `TF
squared. Thus 2.35 can be rewritten in short form as
`2 = εm`2TF (2.36)
2.4 Electrical Transport in NWs
The classical free electron conduction assumes that electrons in metal behave
like gas molecules moving statistically through out the lattice. This lead to the
formation of Ohms law which relates the electric current to the applied voltage
for a bulk metallic conductor. The electrical resistance R which is the reciprocal
of the electrical conductance is related to the conductivity σ by
R = l
σA
(2.37)
where l and A are the length and cross-sectional area of the conductor respec-
tively. From the simple Drude classical theory model, the electrical conduction
involves the motion of free charges carriers (electrons) in a material under the
influence of an applied electric field. Take a conducting wire, a voltage (potential
difference) at the two ends of the wire supplies an electric field that applies the
force on free electrons in the conducting wire. The conductivity σ, which relates
the electric current density to the electric field by j = σE, is expressible in terms
of the areal charge density ρS for 2D electron gas of effective mass m∗ through
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the equation [69]
σ = ρSe
2τ
m∗
(2.38)
τ refers to the average time since the last collision (scattering) of an electron in
the conductor while it is drifting through the conductor. The larger τ , the better
is the conductance as electrons travel more distance. The scattering of electrons
can take place from two possible sources: collisions of conduction electrons with
the vibrating lattice ions and collisions of electrons with the impurities present in
the metal. The value τ is usually in the order of 10−14s. It was also been proven
that conductivity is dependent on temperature. This can be proved through
the consideration of free electrons resembling molecules of a gas and therefore
the laws of kinetic theory of gases are applicable. Through this assumption and
kinetic energy of electrons, the thermal velocity vth of electrons is shown as
vth =
√
3kT
m∗
(2.39)
where k is the Boltzmann constant and T is the absolute temperature. Using
τ = lm/vth and 2.39 into equation of conductivity 2.38 it can be shown that
σ = ρSe
2lm√
3m∗kT
(2.40)
lm is mean free path of electrons. The decrease in conductivity is because electrons
travel a shorter distance before they encounter scattering as the temperature
increases. Because of lattice vibrations, the probability of scattering of moving
electrons with the lattice increases and as a result this in turn decreases the
conductivity. Experimental results however showed that the inverse relation of
conductivity to the square root of temperature is not exact but the conductivity is
linearly decreasing with the temperature [73, 74]. For metals in general increasing
temperature results in a larger lattice vibration and shorter τ which lowers the
conductivity.
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2.4.1 Hopping Conductance in NWs
The quantum confinement effects are well known to influence the electrical trans-
port properties of 1D systems that are very different from their bulk counterparts
in a certain temperature regimes. Wang et al., [75] experimentally showed that
Bi NWs undergo a semimetal-semiconductor transition due to two-dimensional
quantum confinement effects. Gold NWs ranging from 8-30 nm in diameter [76]
and platinum NWs of diameter 70 nm [77] also showed a decrease in resistance
as the temperature increases. Similar behavior in resistance is also shown in a
vertically standing graphenes when temperature is increased up to room temper-
ature [78]. All these studies show that under thermal activation, carriers could
be transferred from occupied to unoccupied states through the involvement of
phonon (causing phase change in electrons wave function), which is called hop-
ping.
Hopping is a mechanism of conduction in realistic strongly disordered sys-
tems. The hopping conductance has a characteristic temperature dependence
and was first derived by Mott [79]. It is also called Mott variable-range hopping
or simply variable-range hopping (VRH). It describes the variable range hopping
at low temperatures of highly disordered systems and are due to localized charge
carriers and electron-electron interactions play important roles in these systems.
The hopping conduction is associated with hole jumping from occupied acceptors
to empty ones and governed by the hopping probability between impurity sites
[80]. For a hopping hole there is the lowest activation energy ∆E (energy sepa-
ration between adjacent states) and corresponding optimum hopping distance r
(which maximizes the hopping probability). In zero bias condition, the hopping
probability is
P ∼ exp
(−2r
a
− ∆E
kBT
)
(2.41)
where kB is the Boltzmann constant and a is the localization length of the hole
wave function. The hopping distance r  a, depends on the temperature ac-
cording to r = [9a/(8piN(EF )kBT )]1/4 for a 3D system. Here N(EF ) is the
density of states near the Fermi level and the corresponding activation energy
is ∆E = 3/ [pir3N(EF )]. The hopping probability at elevated temperature then
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becomes
P ∼ exp
(
−∆E
kBT
)
(2.42)
resembling an Arrhenius relation describing a nearest neighbor hopping mech-
anism with an activation energy. Consideration of negligible electron-electron
interaction in Mott’s model, and assumption of constant N(EF ) the temperature
dependence of the resistance R for d dimensional systems is given by
R = R0exp
(T0
T
) 1
1+d
 (2.43)
where R0 and T0 are materials constants and T0 is given as
T0 =
18
kBa3N(EF )
(2.44)
kB is the Boltzmann constant, a is the localization length, and N(EF ) is the
density of states at the Fermi energy EF .
The value of d for 3D, 2D and 1D system is 3, 2 and 1 respectively. Thus if
electron transport takes place by hopping to the nearest neighbor localized sites
in NWs, then temperature dependent conduction from equation 2.43 simplifies to
R = R0exp
(T0
T
) 1
2
 (2.45)
The conduction through hopping in NWs is thus T 12 temperature dependence.
With decreasing temperature, hopping over large barriers to the nearest neigh-
bor localized sites becomes energetically unfavorable than to a distant site lower
barrier height, i.e VRH dominates. NWs formed in growth process suitable for
mass fabrication are typically consisting of short single crystalline wire segments
separated by grain boundaries or narrow necks. Unlike in the crystals, quantum
mechanical effects dominate like ballistic transport, the current is dominated by
the connections in between. Those dominate the overall conductivity and are
responsible for the sensitivity of NWs [81]. Al and Ti NWs synthesized in TFF
approach have shown a conductance of Mott’s type of temperature dependence
and results of investigation are given in the subsequent chapters.
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In this chapter, the working principles of major instruments used for character-
ization are discussed. Many other instruments such as profilometer, optical mi-
croscope, mask-aligner, spin coater, picoampere meter, source meter, UV source
lamp, various furnaces including hot plates and many other have been used. De-
tail discussion however, is given for four instruments in the following sub sections.
3.1 Atomic Force Microscope (AFM)
The atomic force microscopy (AFM) is one of a the scanning probe microscopes
which is invented by Binnig, Quate and Gerber in the early 1980s after the in-
troduction of surface studies through scanning tunneling microscope (STM) [82].
Using STM, Binning and Rohrer in IBM Zurich showed a 3D atomic resolution
image for a highly conductive material. This invention led them to receive Nobel
Prize for Physics in 1986. Few years later, the same group has invented AFM
from the combination of the principles of STM and the stylus profilometer which
could be utilized to characterize the surfaces of nearly all materials [83]. AFM has
demonstrated a high resolution that atomic and molecular levels can be viewed
and in addition it has some significant advantages as compared to other probing
microscopy systems such as electron microscopes. All kind materials including
biological materials could be characterized and analyzed through AFM. Besides
that it does not require specially prepared samples (coating samples with con-
ductive layers in SEM or STM) which permits for characterizing samples in near
native conditions.
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3.1.1 Principles of AFM
The underlying principle for the operation of AFM is detecting the bending of a
cantilever in response to the small force on the tip as it scans the sample surface.
The most commonly used materials for the fabrication of cantilevers with inte-
grated tips are silicon nitride (Si3N4) or silicon (Si) and the tip diameter could
be 10 − 50 nm. The smaller the tip diameter the higher is the resolution. A
cantilever in general is a thin rectangular lever with some hundreds of microm-
eters long and a few micrometers wide. The forces between a sharp tip (probe)
surface at very short distance (0.2 − 10 nm). The piezoelectric actuator that is
intact with the sample performs scanning relative to the tip (not shown in the
schematics). The force between a sharp tip (probe) and microscopically rough
sample surface is detected at a very short distance (0.2−10 nm). The deflections
of the cantilever are measured through a laser that is reflected off the back of
the cantilever and collected in a position sensitive photodiode. The deflection
received is then converted into an electrical signal to produce the images. The
position of the laser spot is measured through comparing the signals from the
four sections of the diode as shown in Figure 3.1. In Figure 3.1b), the tip-sample
distance covers various ranges. As a result of this, the tip-sample interaction in-
volve various forces. The dominant interactions at short probe-sample distances
are Van der Waals interactions. However long-range interactions (i.e adhesive,
electrostatic, magnetic) are significant when tip is further away from the surface.
The sample predominantly experiences repulsive van der Waals force that exists
when two surfaces (fine tip and sample) are brought near to each other (few Å).
As the tip moves further away from the surface(≥ 1 nm) attractive Van der Waals
forces are dominant.
3.1.2 Scan Modes
According to Hookeťs law, the cantilever which is in a raster-scan across the
sample surface exhibits a locally varying deflection(∆z = ∆F/kc) directly repre-
senting the surface morphology of the sample surface. ∆z is the deflection, ∆F
is the force and kc is spring constant of the cantilever. If the spring constant of
cantilever (typically 0.1-1 N/m) is less than surface, the cantilever bends and
25
3 Characterization Techniques
Figure 3.1: a) Schematic depiction of AFM and its working prin-
ciple. The tip experiences a force that causes displacement of the
cantilever causing a signal deflection that is detected through position
sensitive detector consisting of photo diodes. b) Graphical representa-
tion of the force of interaction between the tip and the sample (Lennard
Jones potential)
the deflection is monitored [84]. There are three general types of AFM imaging
modes: contact mode, tapping mode and non-contact modes. However, because
of AFM’s versatility nature there are also other modes such as magnetic force
mode, lateral force mode and some others. In the following sections the two
common modes that are used during imaging are discussed.
3.1.3 Contact Mode
Contact mode is the most common method of operation of the AFM and is useful
for obtaining 3D topographical information on micro and nano scale levels. As
the name suggests, the tip and sample remain in close contact as the scanning
proceeds. During contact with the sample, the probe predominately experiences
repulsive Van der Waals forces. By maintaining a constant cantilever deflection
(from feedback loops) the force between the probe and the sample remains con-
stant and an image of the surface is obtained. The cantilever with spring constant
of 1 N/m bends upward because of the repulsive force.
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Figure 3.2: Schematic depiction of contact mode. a) The sample
is raster scanned while the tip is in soft physical contact where the
cantilever is in a no bending condition. As the tip hovers on the
sample surface, a larger height (b) results more repulsive force causing
the bending of the highly flexible cantilever.
As the tip is dragged over the specimen, contact mode is a disadvantage
since large lateral forces are exerted on the sample. This may result in a deformed
image or a damaged specimen. Small later forces however can provide about the
friction or dragging resistance of the sample when the AFM is in a lateral force
mode. As compared to other modes of operation, contact mode in general has
advantage in speed of scanning, good for rough samples with extremely changing
topography and can give atomic resolution.
3.1.4 Non-contact Mode
In this mode the probe oscillates above the surface of the sample at distance (at
least 1 nm) such that it is no longer in the repulsive regime but in the attractive
regime of the inter- molecular force curve(long-range interactions). This allows
scanning without changing the shape of the sample. All samples unless otherwise
in a controlled UHV or environmental chamber have some liquid adsorbed on the
surface which makes non-contact mode difficult. Using a feedback loop to monitor
changes in the amplitude due to attractive VdW forces the surface topography
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can be measured. In this mode a very low force on the sample (≈ 10−12N) and the
probe will have long life time. The disadvantage of this mode is generally lower
resolution; contaminant layer on surface can interfere with oscillation; usually
need ultra high vacuum (UHV) to have best imaging.
3.2 Scanning Electron Microscope (SEM)
When small scale objects are desired to be magnified or imaged, the first in-
strument that comes to mind in tradition is optical microscope. The optical
microscope gives a microscopic scale details of the object under investigation.
However, the more resolution is required, the optical microscope reaches to a
limit where it can not resolve more. Thus the need for SEM and TEM comes to
support for optical microscope. SEM is one of the scanning probe microscopes
that uses focused beam of electrons (probe), scanning in vacuum the specimen
surface, imaging one point at a time. Electrons in scanning electron microscopes
are accelerated at voltages in the range of usually 0.1 to 50 kV . The interaction
of the electron beam with every point of the specimen surface is registered as
explained in the following subsections.
3.2.1 Principle of SEM
The design of SEM are usually different from one manufacturer to another, but
the basic concepts of the working principles of all SEMs are the same. The basic
structure of SEM machine and its parts are depicted in Figure 3.4. A beam of
electrons is produced at the top of the microscope by an electron gun. Most older
SEMs use tungsten (W ) or lanthanum hexaboride (LaB6) or cerium hexaboride
(CeB6), thermionic emitters, however new microscopes are increasingly equipped
with cold, thermal or Schottky field emitters for better performance, reliability
and life time. In thermionic emitters a rise in temperature will increase the
kinetic energy of electrons so that they can overcome the work function (the
energy barrier of the filament) Ew, and escape from it. The current density, Jc,
obtained from the emitter by thermionic emission is expressed by the Richardson
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Figure 3.3: FEI Dualbeam Helios SEM machine. This is a multi-
purpose machine that currently equipped with EBL, EDX and FIB
besides SEM characterization technologies (Raith SEM facility, Kieler
Nanolabor).
equation:
Jc = AcT 2exp(−Ew/kT ) A/cm2, (3.1)
where Ac is the experimental value varying with the material and lies between
50 and 100 A.cm−2K−2 is a constant for all thermionic emitters, T (K) is the
absolute emission temperature, and k is Boltzmann constant. Field emission like
thermionic emission is another way of electron beam emission. The difference
however is that the emitter is not heated so that electrons escape from it and for
this reason are often referred as cold field emission. It is based on the quantum
mechanical tunneling effect and can provide high current densities in the order
of 106 A.cm−2
The electron beam is accelerated and follows a vertical path through the
microscope, which is held within a vacuum. The beam travels through electro-
magnetic fields and lenses, which focus the beam down toward the sample. At
sufficiently high acceleration voltages an electron probe will have say a diameter
of 5 nm and a current of 10 pA. The electron probe is scanned across the specimen
in raster mode with the aid of two pair of deflecting coils. The interaction of the
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Figure 3.4: Schematic drawing of the main components of SEM: elec-
tron column, scanning system, detector(s), display, vacuum system
and electronics controls. An electron beam is generated in the gun
and focused on to the specimen by the condenser and probe forming
lenses. The scan coils make the probe scan across the specimen. The
secondary and back scattered electrons converted as signals by the de-
tectors will be amplified and sent to a CRT (screen)
primary electrons with the specimen gives a series of effects in which electrons
and X-rays are ejected from the sample. The ejected electrons and rays will be
collected by collector grid, detected and converted into signal to form image in
the screen.
3.2.2 The Probe-Sample Interaction
When electrons that are accelerated with significant amounts of kinetic energy
in SEM interact with the sample, scattering phenomenon happens which energy
is dissipated and the incident electrons are decelerated in the solid sample. The
scattering process between electron and the sample could be elastic with atomic
nucleus or inelastic with atomic electrons. The elastic interaction could lead to
the effects such as electron back scattering, diffraction and deflection of electrons
depending the type of the sample material (ferromagnetic sample). The inelastic
30
3.2 Scanning Electron Microscope (SEM)
scattering however can lead to the secondary processes such as emission of sec-
ondary electrons, excitation of plasma, emission of X-rays and Auger electrons.
The interaction of the electrons with the sample produces a number of effects
on the target material as depicted in Figure 3.5a). The figure shows the various
possible signals that could be produced when probe interacts with the sample.
Secondary electrons (SE), back scattered electrons (BSE), and absorbed elec-
trons are produced, flowing off as specimen current. In addition, X-rays, Auger
electrons, and cathodoluminescence are produced. These resulting effects allow
for extraction of analytical information on various properties of the sample. The
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Figure 3.5: Schematics of electron-sample interaction a) depicts var-
ious signals generated as a result of electron beam interaction with a
solid and b) depicts electron interaction volume and depth represen-
tation where different signals are generated.
zone, in which such interaction occurs and many different signals are produced
is called interaction volume (Figure 3.5b)). The size of the interaction volume is
proportional to the energy of primary electrons, its shape is determined depend-
ing upon scattering processes by the mean atomic number. Usually Monte-Carlo
simulation method is used to predict the interaction volume. In the interaction
volume for instance shows the escape depth (5-50 nm) at which secondary elec-
trons sufficient energy are ejected out of the sample during inelastic scattering of
the energetic beam electrons. Secondary electrons are defined purely on the basis
of their kinetic energy. If the energy transferred exceeds the work function of the
sample, the emitted electrons can exit the solid. All electrons emitted from the
specimen with an energy less than 50 eV are referred as SE by convention and
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produced with in few nm of the surface. Where as electrons emitted with ener-
gies greater than 50 eV are BSE and Auger electrons. However BSE have energy
comparable to primary electrons [85]. X-rays are also produced when primary
electrons eject core electrons in an atom.
3.2.3 The Detector System
The principal images produced in the SEM are of three types: SE images, BSE
images and elemental X-ray maps. In this section, only electron detectors are
described. SE and BSE are separated conventionally according to their energies
[85]. SE have electrons with less than 50 eV energy after exiting the sample.
Backscattered electrons (BSE) leave the sample quickly and retain a high amount
of energy; however there is a much lower yield of BSE. As SE electrons are
conveniently and the most commonly used modes of imaging in this thesis, much
attention is given to the details of image formation by SE. The SE and BSE after
production and integrated with collector grid is depicted in Figure 3.6a).
Most SEMs are equipped with an Everhart-Thornley (E-T) detector de-
picted in Figure 3.6b) that commonly detect both SE and BSE. As shown in the
figure, the secondary electrons are accelerated to 10 kV by a bias voltage applied
on the front surface of the scintillator. Light is emitted when energetic electrons
strike the scintillator. The light flashes are then guided because of total internal
reflection, detected and amplified by a photomultiplier tube. At the photocath-
ode, the photons are converted back into electrons and electrons are accelerated
toward the photomultiplier. The function of the photomultiplier is to increase
or amplify original signal. Thus, for every photon generated several electrons
will be produced, this will result in a significant amplification of the original sig-
nal. Through higher positive biasing of the collector grid (Faraday cage) images
through majority of SE electrons can be formed. If the Faraday’s cage negatively
biased, it will exclude low energy secondary electrons but will receive high energy
BSE whose path is line of sight with the detector forming images from BSE.
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Figure 3.6: Schematics of a) type SE collected by SE detector: the
primary electron PE release only SE1 electrons; SE2 are released by
BSE in the specimen. b)Everhart-Thornley SE detector. The SE gen-
erated are collected b a grid which is biased at +200 V . After passing
through the grid, they are accelerated towards the scintillator which
is biased at 10 kV . After transmission through the light pipe, the SE
electron signal is amplified by adjusting the voltage UPM applied to
the photomultiplier [86].
3.2.4 Image Contrast in SEM
The two most broad categories of contrast include compositional/elemental con-
trast and topographic contrast which apply nearly for all specimens and provide
the foundation of SEM image formation. Contrast is defined according to the
equation as
C = S2 − S1
S2
(3.2)
where S1 < S2 and both represent signals detected at any two arbitrary points
in the raster scan that define image field. From the definition contrast is always
positive and varies from 0 to 1. For C = 0 the signal is the same at two points
and it means there is no contrast, where as for C = 1 is a case for e.g. an object
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is suspended over a hole from which no signal is detected.
3.2.4.1 Compositional Contrast
The most efficient way to image compositional contrast is by using backscattered
electrons because of the nearly monotonic increase of the yield of BSE with atomic
number. The resulting BSE imaging reveals that regions of high average atomic
number will be appearing brighter than to regions of low atomic number. The
higher the atomic number, the higher is the back scatter coefficient that the back
scattered signal generated from bigger atomic number is also bigger
3.2.4.2 Topographic Contrast
Topographic contrast includes all effects by which the shape and morphology of
the specimen can be imaged. Vast majority of applications of the SEM involve
studying shapes. Thus topographic contrast is the most important imaging mech-
anism it can arise from BSE and SE. As the number and trajectories of the BSE
and SE depend on the angle of incidence of the beam on the specimen, topo-
graphical contrast may arise because the beam-specimen orientation. The angle
of incidence varies because of the local inclination of the specimen. At each point
the beam strikes, the number of BSE and SE detected gives direct information
on the inclination of the specimen. The topographic contrast is also observed
depending on the detector used and its placement relative to the specimen and
on the exact contribution BSE and SE detected.
When only SE imaging mechanism is considered (because SE are used for
SEM imaging usually), contrast of images because of dependency on SE signal can
be observed. As already mentioned, SE image contrast depends on parameters
like angle of incidence, primary electron energy and on detector geometry. There
are different types of contrast mechanisms in SEM such as Surface tilt contrast,
Shadow contrast, Diffusion contrast, Voltage contrast. The greatest contribution
to the SE contrast is formed by the strong dependence of the SE yield, and hence
the SE signal, on the tilt angle of the imaged specimen area. This results in the
surface tilt contrast.
• Surface tilt contrast: This is resulted from contribution to the image
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2 µm
a) b)
2 µm
Figure 3.7: Secondary electron SEM image of a same iron oxide sam-
ple with FEG (Carl Zeiss NTS) depicting topographical contrast at
different detector geometries. a) When the image is taken with SE2
signal system where there is surfaces tilting in detector direction pro-
viding good topographic mapping . b) When the image is taken at
Inlens signal system in which the detector is placed above the objec-
tive lens and detects directly in the beam path, good mapping of surface
structures but low topographic contrast.
signals that are from SE yield at different angles of tilting that provide
different images.
• Shadow contrast: In here SE detector usually lies at a side of the speci-
men; this causes shadow contrast in the images. As there will be lesser SE
contribution from locations, that are further away from the detector. These
spots will be seen darker.
• Edge Contrast: Steep surfaces tend to be seen brighter than flat surfaces
in SEM, since the escape distance decreases as the incidence angle increases
for steep (non-flat) surfaces. This property gives a three dimensional feeling
to the images acquired.
• Diffusion Contrast: This contrast mechanism can arise when the pen-
etration depth of PEs is bigger than the specimen which comes up with
diffusely scattered electrons can leaving the specimen. This increases the
contribution of the SE2 and SE3 electrons. Since the diffusely scattered
electrons are responsible for this kind of contrast, it is referred to as the
diffusion contrast
• Voltage Contrast: When local charging alters the surface potential, the
field lines of the detector potential, which exist around the sample are dis-
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rupted, and collection of SE is greatly altered. A contrast mechanism de-
velops known as voltage contrast in which the potential distribution across
the surface is imaged.
3.3 Transmission Electron Microscope (TEM)
TEM is a powerful characterization instrument that become a mainstay for ma-
terial scientists because of its high lateral spatial resolution (better than 0.2 nm).
It has also the ability to provide both image and diffraction information from a
single sample. In addition TEM provides material characterization signals such
as EDX, SE and BSE imaging etc because the interaction of electrons with the
sample produces characteristic informations.
3.3.1 Principle of TEM
As the name refers TEM is one of the electron microscopes that uses energies
of transmitted electrons to extract information about the sample through which
electrons passed in. The possible outcome of specimen-electron interactions are
shown in Figure 3.5. When an energetic and focused electron beam is incident
on a thin specimen (less than 200 nm thickness) [85], electrons will penetrate
in both undeflected(unscattered) and deflected way (elastically scattered). The
signal in TEM is obtained from these electrons and with the aid of the electron-
optical lenses the image of the specimen can be magnified more than a factor of a
million. The operation of TEM requires an ultra high vacuum and a high voltage.
In the Figure 3.8, the gun (electron source) emits a probe of initially highly
coherent and monoenergetic beam with a very small wavelength. For a typical
100 keV electrons for instance, the electrons wave length is 0.0037 nm. Such small
wavelength and in phase probe are correlated with spatial associations between
scattering centers (atoms). In general the higher the operating voltage, the higher
is its lateral spatial resolution. The coherent energetic probe then passes through
a series of additional lenses in TEM unlike SEM that has condenser lens only
for image formation as depicted in Figure 3.8. For generating a beam of electron
energies from 100 to 400.000 keV requires the use of larger coils to produce more
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Figure 3.8: Schematic layout of TEM. a) Ray diagram for selected
area diffraction mode TEM. b) Ray diagram for bright-field imaging
modes.(figure taken from [87].
powerful magnetic fields. TEM columns as result are significantly larger than
SEM columns. The TEM columns produce a highly energetic probe focused at
a specimen to small spot of size a µm or less in diameter. As depicted in the
figure electrons after passing through the specimen, the intermediate lenses and
objective lens, they are destined to fall on the fluorescent screen or CCD camera,
where either image or the diffraction patterns are recorded.
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3.3.2 Diffraction and Image Modes
A simpler approach to describe diffraction in TEM is that assuming the waves
behaving as if they were reflected off atomic planes as shown in Figure 3.9. From
Figure 3.9: a) The Bragg description of diffraction in terms of the
reflection of a plane wave (wavelength λ) incident at an angle θ to
atomic planes of spacing d. Ray diagrams showing how the objective
lens and objective aperture are used in combination to produce (b)
a BF image formed from the direct electron beam, (c) a displaced-
aperture DF image formed with a specific off-axis scattered beam, and
(d) a CDF image where the incident beam is tilted so that the scattered
beam emerges on the optic axis [88].
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this assumption, what is known as Bragg’s law is written as
2dhkl sin θB = nλ (3.3)
where reflecting hkl planes are a distance d apart, the incident and and reflected
wave are at an angle θB. Monocrystals show distinguished dots in diffraction
patterns, polycrystalline materials common centered circles and amorphous ma-
terials diffused circles. Using Selected Area Diffraction (SAD) in combination
with Bragg’s law, the interplanar spacing and the Bravais lattice (crystal group)
of crystalline materials could be determined
Imaging in TEM could be formed with only those electrons that penetrate
the specimen with out scattering. To allow this, an objective aperture (at the
back of the focal plane) limits the scattering angle of the electrons scattered at the
specimen (1 mrad) and allows essentially only the direct beam to pass through.
An image formed in this way is therefore called bright-field (BF) image. Since
the scattered or diffracted electrons are excluded, any changes in the intensity
of the transmitted beam due to inhomogeneities in the specimen with respect
to density, thickness, and orientation create an image contrast [86]. Bright-field
imaging provides a distinct image contrast available when scattered or diffracted
beams are excluded by means of an objective lens. The dark-field (DF) image is
generated not by the direct beam but the intensity of the diffracted or scattered
electrons which can be achieved through tilting or objective aperture displace-
ment. This is used for imaging specimen regions of specific orientation, structure
or composition.
TEM has several types of operation mode like HRTEM (High Resolution
TEM), STEM (Scanning TEM) and AEM (Analytical Electron Microscopy),
etc. Apart from imaging of a material; measuring, modeling and manipula-
tion of a sample can also be accomplished with a TEM. High resolution-TEM
(HRTEM) and scanning-TEM (STEM) measurements are performed using Tech-
nai F30 STwin microscope (FEI company) operating at 300 kV. The composition
was determined by EDX analysis in scanning transmission electron microscope
(STEM) mode with a Si/Li detector (EDAX System).
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3.3.2.1 HRTEM
The high resolution TEM is made possible by using a large diameter objective
diaphragm that admits not only transmitted beam but at least one diffracted
beam as well. All of the beams are passed by the objective aperture and made
to combine in the image forming process. When viewed at high magnification,
it is possible to see contrast in the image in the form of periodic fringes which
they represent Bragg diffracting planes and are called phase contrast. With this
method and proper high-voltage availability, spatial resolutions in excess 0.2 nm
is possible. HRTEM is the ultimate tool in imaging defects. In favorable cases
it shows directly a two-dimensional projection of the crystal with defects and all
[85, 88].
3.4 Energy Dispersive X-Ray (EDX) Spectroscopy
In section 3.2.2, it was shown that the interaction of electron with a specimen
produces various signals including characteristic X-rays. This happens in both
SEM and TEM which both of them use energetic electron probes. Energy disper-
sive x-ray (EDX) spectroscopy utilizes the characteristic spectrum of X-rays that
are emitted from the sample following excitation of an atom inner shell electron
to a vacant higher energy level by the high energy electron beam. If both SEM
and TEM are equipped with an EDX detector system, it is possible to get chem-
ical information from the specimen. The detector is heart of EDX spectrometer
which is a diode made from a silicon crystal with lithium ions diffused or drifted
from one end to the matrix. Information about the elemental composition of the
sample can be obtained, with the spatial resolution determined primarily by the
probe size.
3.5 Electrical Measurement Setup
In this study, the main components used for the measurement of nano scale elec-
trical currents are Source meter 2400, Picoampere meter 6485 and Electrometer
6517 all from Keithley instruments. Each of them have their own advantages.
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Source meter can source the sample with various voltages and at the same time
measure the corresponding electrical current. It doesn’t need external power
source for biasing the sample. Picoampere meter is advantageous interms of
high time resolution measurements (30 ms) and this is found to be important
during the characterization of fast UV sensors from ZnO nanostructures. Us-
ing Electrometer would be an advantage when the sample to be characterized
possess huge electrical resistance. All the measurements were controlled through
Labview that are programmed for various characterization techniques such I-V
characterization or measurement of current at constant voltage.
a)
b)
c)
Figure 3.10: a) Digital Images of electrical measuring instruments
Source meter (1) and picoampere meter(2). b) Cheap holder with its
gold pins (blue arrow) connected to contacts on quartz substrate. The
right hand side image shown with red arrow shows the top views of
the cheap where ZnO nanostructures are deposited (white contrast) for
measurement and the numbers(1 and 2) shows the actual connections
that correspond to cheap holder for electrical measurement. c) De-
picts bottom gate NWFET set up inside a shielding metal box. In c)
the numbers in red 1), 2) and 3) correspond to cables connections to
source, drain and gate respectively. The measurement is done through
electrometer shown in the inset.
All measurements were performed in an ambient atmospheric condition ex-
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cept the occasion where evacuation of a cooling chamber is performed during
cooling the Al NWs and study the influence of temperature in electrical con-
ductance. A two probe measurement connection was used in all of electrical
measurements in this study. The reason is that the nanostructures have got very
high resistance (GΩ) as compared resistance of connecting wires (Ω) regime and
no effect on the measurement result as the voltage drop in connecting wires is in-
significant as compared to the voltage drop across the nanostructure device. The
four probe conductivity measurement is useful for measurement of low resistance
devices that are comparable to the resistance of connecting wires.
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The synthesis technology involves the fabrication of chip integrated nanostruc-
tures which could be vertically or horizontally aligned with respect to the plane of
the chip. The nanostructures fabrication procedure in this thesis begins mainly
with the same processing step that starts with lithographic patterning of a pho-
toresist. The summary of the initial stages of wafer processing technique for each
type of synthesis is depicted in Figure 4.1: Once the lithographic patterning is
successfully done, three possible routes can be followed depending on the final
end of the desired nanostructure: Flame Transport Synthesis (FTS), Thermal
Annealing Synthesis, and Thin Film Fracture (TFF). FTS could be of Crucible
based FTS (C-FTS) or Burner based (B-FTS) technique. Each technique has its
own unique approach and advantage providing cost effective, time efficient and
less complicated processing as compared to other synthesis techniques such as
VLS or electron beam lithography. The details will be discussed in the subse-
quent sections. Substrates such as Si and glass (quartz) are used. Results of from
both types of substrate are discussed in Chapter 5 and 6.
4.1 Mask Deposition and Lithographic Patterning
Patterning of the sample starts with photo lithography on 356 - 406 µm thick,
P/Boron <100> oriented Si chip that is coated with 100-300 nm thermally oxi-
dized SiO2 (mainly from Active Business Company GmbH, Germany). The wafer
is cleaned sequentially, first in ultrasonic acetone bath followed by isopropanol
cleaning and finally rinsing with deionized water. Isopropanol cleans acetone and
the deionized water cleans isopropanol. The wafer will finally be ready to use
after drying it with dry nitrogen. As depicted in Figure 4.1b), HMDS (Hexam-
ethyldisiloxane) or ((CH3)3Si−NH − Si(CH3)3) which is a common primer in
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photoresist
e)
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a)
c)
b)
h
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Negative 
photoresist
d)
e)
f)
Figure 4.1: Schematics of sequential steps in a typical optical lithog-
raphy process for device fabrication a) cross-sectional view of pre-
pared P++ doped Si substrate coated with SiO2 (blue color). b) Ad-
hesion promoter HMDS (Hexamethyldisiloxane) is introduced on the
substrate. c) Aligned mask for exposure. d) Resist pattern after devel-
opment ready for material deposition as shown in e). f) Mask lift-off
in ultrasonic acetone bath results in patterned film.
semiconductor & MEMS manufacturing industry, is used to promote adhesion.
It is important to use adhesion promoters for an enhanced adhesion of resists
specially on oxide surfaces. There is an active functional group (Si-NH-Si) in
HDMS that reacts with the oxide surface in a process called silylation, and the
substrate surface is rendered to be hydrophobic due to the methyl termination
of the formed HMDS. This will lead to the formation of a strong bond to the
surface [89, 90]. The process works not only on silicon dioxide but also on other
oxides (e.g., Al2O3). HMDS polymer can be applied in two ways: liquid priming
or vapor priming form. The vapor form priming is used before the substrate is
spin coated with a photoresist and is more efficient than the liquid priming.
The two major resists that frequently used are AZMiR 701(Micro Chemicals
GmbH, Ulm Germany) and AZ 6612(Clariant GmbH, Wiesbaden Germany). For
the synthesis of NWs fabricated in TFF approach, AZ MiR 701 resist is spin
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coated at 8000 rpm providing an average thickness ranging from 800 to 900 nm
after the photoresist development. Self-organized fractures can also be induced by
using AZ 6612 resist and the details on the formation fractures will be discussed
in the subsequent sections. The minimum thickness that can be achieved in
using AZ 6612, however, is appr. 1.5 µm at 8000 rpm. This will result in higher
shadowing effect for the deposited materials that are supposed to be inside cracks
and reach to the substrate. This can cause broken NW or sometimes no NW
deposition at all. One of the possible solutions is thinning resist through dilution
with solvents such as PGMEA(propylene glycol monomethyl ether acetate). It is
necessary to mention that the self-organized fractures are not only synthesized in
silicon substrate, but also in thicker glass substrates (1.5 mm thick) with thicker
photoresist. The nature of the fractures appear to be different as compared to
the fractures synthesized in silicon wafers. The results are given in the following
sections.
4.2 Thin Film Deposition
Chemical Vapor Deposition (CVD) and Physical Vapor Deposition (PVD) are the
two useful and well established thin film deposition techniques. In general, CVD
offers several advantages of which the three important ones are [91]: I) Excellent
step coverage, II) large throughput, and III) low-temperature processing. PVD
technique is based on the formation of vapor of the material to be deposited as a
thin film. The material in solid form is either heated until evaporation (thermal
evaporation) or atoms are knocked out from a target material by accelerated ions
(sputtering). In this work two kinds of PVD routes are followed for the deposition
of NW material: Sputter deposition (intensively used) and Evaporation (rarely
used).
One of the simplest and widely used PVD techniques is magnetron sputter
deposition. The magnetron sputtering chamber and its assemblies are shown in
Figure 4.2. The sputtering process begins first with the generation of ions by a
plasma discharge usually within an inert gas (Argon). Utilizing the electric field
which is established by a voltage drop, the inert-gas ions (Ar+) are accelerated
and the target is eroded by bombarding plasma ions that have energies close to
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the external applied voltage (Figure 4.2c)). The escaping atoms are bonded to
the substrate as they acquire high kinetic energy. Nearly all materials can be
volatilized stoichiometrically through sputtering and the film deposition rate can
be made uniform in large areas of a substrate [92]. It is also possible to bom-
bard the sample with an ion beam from an external ion source which allows in
varying the energy and intensity of ions reaching the target surface. Sputtering
a) b)
c)
Figure 4.2: . Digital image of typical custom made magnetron sput-
tering chamber : a) outer part and b) inner part. The inner part of
the chamber in b) comprises important units such as 1) sputter source,
2) quartz crystal micro balance for thickness monitoring, 3) sample
holder and 4) evaporation source. c) High velocity Argon ions (Ar+)
knocking out atoms from the target that diffuse through the plasma
and depositing on the substrate.
techniques could be of DC (diode), RF (radio frequency), magnetron, or reactive
sputtering. Depending on the type of material to be sputtered and the required
46
4.2 Thin Film Deposition
sputtering rate, each techniques could be utilized for thin film deposition. RF
sputter deposition for instance is good for insulating materials, since it avoids
charge buildup in the target by alternating potential. Because a charge buildup
over time in sputtering makes impossible to further bombard the surface. Fre-
quencies above 50 kHz are used in RF sputtering. The sputter rate can also be
increased by incorporating magnetron with DC or RF which is called magnetron
sputtering.
In magnetron sputtering, the magnetic field from the magnets plays an
important role controlling the thin film deposition process. It is the Lorentz
force F = −e(E + v⊗B) that plays a role in trapping electrons in cycloid and
confine them near the target to sustain plasma. The confinement of electrons
near the cathode will increase the plasma density and makes the sputtering more
efficient. This allows for higher sputter rate at lower Ar pressure, less heating
of the substrate due to confined electrons on the target and increase in purity of
deposited film as a result of less pressure. The custom made deposition chamber
(Figure 4.2a-b)) is used for the deposition of Fe, Al, Ti, Au in DC mode and ZnO
in RF mode. The chamber is first evacuated to ≈ 10−7 mbar followed by argon
pressure close to 10−3 mbar and then ignition of plasma takes place for sputter
deposition. The substrates all the time are under constant rotating condition
when sputtering takes place in order to obtain homogeneous film deposition.
The sputter deposition machine (Ardenne CS 730 S) is one of the intensively
used machine for deposition. The machine has the following features: consists
of 3 chambers with 9 sputter sources, offers possibility of mounting 8 and 4 inch
targets, deposition on 6 inch substrate, RF and DC sputtering up to 3 kW and
etc. This machine has been used for the deposition of Au electrodes for B-FTS
and C-FTS techniques. Besides being used as electrode, Au in C-FTS is also
used as a catalytic agent for the growth of ZnO nanostructures. Au electrodes of
thickness between 30 and 60 nm have been prepared on Si and quartz substrates.
Since the adhesion of Au on Si and quartz is poor, adhesion promoters such as Cr
and Ti are first deposited before the actual deposition of Au. The same machine
has also been used for the deposition of Fe (in RF magnetron mode 200-400 Watt)
for the synthesis of iron oxide NWs.
In industryies and many other application areas, evaporation is one of the
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most commonly used type of PVD technique for deposition of thin film through
thermal evaporation. In this study, this technique however is rarely used. The
fundamental principle is that thermal energy is delivered to the source material
through resistive heating (tungsten and tantalum wires) and atoms or molecules
are evaporated to the substrate. Like the process in sputtering, the evaporation
chamber is evacuated to the base pressure prior to evaporation process. A pre-
cursor material in a crucible is then heated inside a high vacuum chamber to
a temperature which generates some vapor pressure. The vapor condenses and
forms a thin film on the surface of a sample mounted upside down to the vapor
source.
In both evaporation and magnetron sputtering depositions, the deposition
process is controlled and monitored in-situ using quartz crystal control (conven-
tional STM-100/MF) to provide real time deposition rate and to achieve the de-
sired thickness. The basic working principle is that a quartz crystal, sandwiched
between two metal electrodes is biased by alternating potential which induces
vibration of quartz crystal at resonant frequency. For deposition monitoring, one
electrode is exposed to vapor flux and proceeds to accumulate a mass of deposit
that causes reduction in the resonant frequency of the crystal. Through compar-
ison of the loaded resonant frequency to that of the reference resonant frequency,
the thickness of the deposited mass is calculated. Detection of film weighing 10−8
g can be achieved through employing quartz crystal microbalance (QCM). The
change in resonant frequency ∆f is related to the change in mass ∆m at the
surface of the electrode by Sauerbeyt’s equation given by [93]
∆f = −Cf∆m (4.1)
where Cf is linear sensitivity factor of the crystal used. The increase in mass
due to the additional deposition is treated though it was really increasing the
thickness of the underlying quartz. The deposited film is considered to be rigid
and very thin that it does not experience any shear forces during vibration. The
thickness of the film can be calculated by:
df =
∆m
ρf
(4.2)
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where df and ρf are the thickness and the bulk density of the deposited film,
respectively.
4.2.1 Modes of Thin Film Growth
The early stage of thin film growth begins with nucleation on the substrate. When
substrates are exposed to vapors of a material, vapor atoms or molecules condense
on a substrate and soon after a distribution of small but mobile clusters or islands
are observed. The prior nuclei incorporate the impinging atoms and clusters and
grow in size while island density rapidly saturates [94]. With a sequence of events
or processes in the first few hundred angstroms, thin film growth takes place. The
common competing events include adsorption, chemisorption, desorption, surface
diffusion, nucleation, island growth and many other processes 4.3a).
During thin film growth, different atomistic processes may occur on the
surface. Three distinct growth modes have been identified experimentally: Frank-
van der Merwe (FV), Volmer-Weber (VW) and Stranski-Krastonov (SK). Figure
4.3(c-e) depicts the three modes of atomistic growth and these modes of growth
can be better understood using Young’s equation, where interfacial tension γ is
identified by the subscripts f , s, and v representing film, substrate and vapor,
respectively:
γsv = γfs + γfvcosθ (4.3)
The three modes of growth are displayed based on the wetting angle θ of a
droplet on a substrate surface where a material have been deposited. For FV
growth mode, the deposit wets the substrate completely, i.e., θ ≈ 0 and thus
γsv ≥ γfs + γfv. If γfs is neglected, the relation suggests that the island growth
occurs when the surface tension of the film exceeds that of the substrate which is
the reason why deposited metals tend to cluster up on ceramic or semiconductor
substrate. In the case of island growth or VW mode, θ > 0 and thus γsv <
γfs + γfv. Lastly, the SK growth mode also called layer-island growth. In SK
mode, initially at least, γsv > γfs + γfv and wets the surface permitting nuclei
to form above the initial layers. After the first few monolayers, subsequent layer
growth is energetically unfavorable and islands are formed on top of this critical
layer thicknes. Any factor that could disturb the monotonic decrease in binding
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Figure 4.3: Schematic illustration of a)processes and characteristic
energies in nucleation and growth on surfaces. In the diagram repre-
sents different processes: 1) special sites atoms preferentially bind, 2)
surface diffusion, 3) chemisorption, 4) Nucleation, 5) microstructure
formation and 6) Interdiffusion. b) Depicts schematics of wetting an-
gle of a nucleus that correlates with the modes of growth and surface
to that of interfacial energy of deposit and substrate. Three thin film
growth modes are identified: c) FV mode where atoms are strongly
bound to the substrate than to each other favoring layer growh , d)
VW mode where atoms are more bound to each other than to the sub-
strate favoring island growth and e) SK mode where islands growth
are favored after the growth of intermediate layer.
energy characteristic of the layer may be the cause. Lattice mismatch or the
discontinuity in the symmetry in the bulk crystal of the deposit, strain energy
accumulates in the growing film. This results in a high free energy of the deposit
intermediate-layer interface which triggers island formation [95, 96].
4.3 1D nanostructures Crystal Growth Methods
There have been different techniques developed so far for the growth of one di-
mensional nanostructures as they have got potentials for various device appli-
cations. The synthesis process of crystalline quasi-1D nanostructures could be
categorized [97] into I) Vapor Phase Synthesis technique that includes VLS
growth, Oxide-assisted growth, Vapor-solid growth and Carbothermal reactions
II) Solution Based Synthesis technique comprising Template-based synthesis,
Solution-liquid-solid process and Solvothermal synthesis. Besides this, one could
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have a third category of nanostructure synthesis based on thermally driven diffu-
sion,i.e. III) Thermal Annealing of Substrates or Sputtered Deposited
Thin Films. The vapor phase synthesis technique is dependent on evaporation
of the source material which later undergoes vapor phase reactions. The end
result is a nanostructure as an elemental or oxide composition. In the following
sections experimental results from category I) and III) are discussed based on
literature review.
4.3.1 Vapor-Liquid-Solid (VLS) Mechanism of nanostructures
growth
VLS or VS, is probably one of the Chemical Vapor Deposition (CVD) mecha-
nisms which has been exhaustively used examined for understanding the growth
of oxide nanostructures or NWs. The concept was first introduced by Wagner
[30] to explain the mechanism for the growth of Si nanostructures. Nevertheless,
this idea is widely used to understand the growth mechanism of 1D structures
from many inorganic materials that include semiconductors (Si, Ge,B), II-V semi-
conductors (GaN, GaP, GAs, InP IAs), II-VI semiconductors (ZnS, ZnSe, CdS,
CdSe)and metal oxide structures such as MgO and SnO2 [98, 99]. In a VLS
process, a chemical vapor (gas phase) is deposited on a catalyst alloy usually in
liquid phase and ends up with the growth of nanostructures which is in a solid
phase. For a controlled NW growth in VLS process, choosing the right cata-
lyst and temperature are important points to be ensured so that there would
be a coexistence of liquid alloy and solid NW material [22] as depicted in Fig-
ure 4.4b). Au is one of the commonly used catalytic material for nanostructure
growth, however other materials such as Ti and Al [100] have been reported as
well. The growth material is evaporated first, and then it forms a eutectic liquid
alloy with the catalytic material [101]. When supersaturation is reached, there
will be precipitation and growth of NWs at the interface between the substrate
and the liquid alloy as shown in Figure 4.4c). In this mechanism, the catalytic
particles leading the growth direction remain at the top of the NW. The schematic
illustration in Figure 4.4d) shows the fact that the catalytic particle on the top
of the NWs. The VLS concept of NW seems to be under strong debate. Some
suggest that it is a VS process rather than a VLS process. The VLS or the
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Figure 4.4: Schematic illustration of catalyst assisted NW growth
through VLS. Silicon or sapphire are typical examples for substrates
that nanostructures grow. a)Metal catalysts such as gold or platinum
are first deposited followed by b)heating to a desired temperature usu-
ally above the melting point of the catalyst. c) Nucleation starts after
the supersaturation of the alloy is achieved and d)through further feed-
ing of the growth material from the vapor phase [102], a long NW is
achieved.
VS method are typically utilized to grow vertically aligned nanostructures such
as nanorods, nanosails and nanocombs. The growth process can be performed
in a simple tube furnace equipped with a vacuum system and gas flow control.
Possessing a very excellent metal oxide semiconductor properties with excellent
physical properties [103], ZnO nanostructure is one of the highly investigated and
synthesized through VLS technique. The synthesis of ZnO can be performed with
the presence and with out the presence of catalytic particles (Figure 4.5e)). A
catalytic free synthesis takes place through transportation and condensation of
the vapor on the substrate by self catalyzing. As there is a direct conversion of
vapor to solid on the substrate one calls such a process VS [97, 104] or which some
people prefer to call it CVD [105] process. An interesting comparison of VLS and
VS growth based on the experimental result on a single chip at different areas
where, some areas posses catalytic Au particles and some others do not is given
by Chang et al [106]. Nanorods were seen growing in a catalytic free area accord-
ing to them. In VLS in general, through control of the nucleation and growth
parameters, it possible to synthesize one-dimensional nanostructures of Zn, Sn
[104] and other metal oxide. Furthermore, the starting precursor material could
be Zn [107] or ZnO powder [22, 30, 108, 109]. When Zn is used as a source ma-
terial, relatively lower temperature (≈ 550 ◦C) is required to generate Zn vapor.
The vapor is then oxidized by O2 and led to the growth of ZnO nanostructures
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Figure 4.5: (a-d) show nanostructures grown by conventional VLS ap-
proach, a) transmission electron microscope image of ZnO nanorods
with Au NPs on their heads (inside dotted circles), b), c) and d)
scanning electron microscopy (SEM) images ZnO nanosails at differ-
ent magnifications. The presence of Au NP on the top of nanosail
can be clearly seen in 1d (inside dotted circles). e) and f) show the
structures grown by modified VLS approach [110, 111] without any
catalytic NPs: e) ZnO nanomasts structures, f) ZnO nanorods, and
g) tin oxide NWs.
on the substrate. When ZnO is used as a source material, it will be mixed with
other material such as graphite in order to reduce the vaporization temperature.
Mixing ZnO with carbon powder, which is so-called carbon-thermal evaporation,
can reduce the vaporization temperature from 1300 to 900 ◦C [31]. Heating the
furnace above a critical temperature (>900 ◦C), the ZnO : graphite mixture is
transformed into Zn and CO vapor (equation 4.4). The corresponding chemical
reaction can be expressed as [112]:
ZnO(s) + C(s) ⇒ Zn(g) + CO(g) (4.4)
After Zn vapor are formed, it is transported by the carrier gas (Oxygen
and Ar mixture) to a substrate that has molten catalytic particles. Arriving to a
substrate that is already at higher temperature than the eutectic melting point
(Figure 4.6) of the precursor material (Zn) and catalytic particles (Au), Au-ZnO
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Figure 4.6: Phase diagram of Au-Zn binary system [113]. Various
eutectic alloy possibilities are given.
liquid alloy droplet is formed utilizing O2 from carrier gas. After supersaturation,
the additional precursor material (ZnO) will continuously nucleate at the bottom
of alloy-droplet and the droplet is lifted up due to capillary force that grows into
one dimensional nanostructure. It is this tiny alloy that defines the growing NW
structure. A typical TEM and SEM micrographs from the experimental result of
ZnO synthesized through VLS process is given in Figure 4.5.
4.4 Techniques Optimized With in the Thesis
4.4.1 Flame Transport Synthesis (FTS)
Apart from the success of the conventional VLS process, several issues are still left
undisclosed which motivated us to modify the VLS approach which is named FTS.
Two variants of FTS are used for the synthesis of ZnO nanostructures: Burner
based FTS (B-FTS) and Crucible based FTS (C-FTS). Figure 4.7 demonstrates
the schematic flow process of both B-FTS and C-FTS approaches for synthesizing
ZnO network nanostructures. Like other synthesis approaches used in this the-
sis, the initial stage involves micro structuring of a photoresist AZ MiR 701 using
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Figure 4.7: a) Schematics of the final end photo-detection devices
built from ZnO nano-microstructure networks fabricated by B-FTS or
C-FTS approaches. b) Digital image of lithographically pre-patterned
Au film on quartz substrate. The magnified region (on the right side in
red dot lines) shows the presence of microscopic gaps (2− 10µm) be-
tween Au electrodes. c)Demonstrates B-FTS set-up: the Zn precursor
microparticles are pumped into the flame via a pure oxygen jet which
are transported and simultaneously transformed into ZnO nanostruc-
tures. d) Schematic illustration of C-FTS. The ceramic top cover has
9 exhaust holes for metal oxide vapor which is streaming from the
crucible through the flame. The best and efficient arrangement for
the catalytically assisted nanostructure growth is experimentally found
through an arrangement where 5 holes (numbered 2) are left open and
four holes (numbered 1) are covered with the catcher substrate. The
samples are placed up side down where the microstructured gold faces
the oxide vapor. Schematic illustrations in e) and f) shows ZnO nano-
microstructure grown by B-FTS and C-FTS techniques, respectively.
B-FTS mainly results in the growth of ZnO nanotetrapod bridging
networks and C-FTS gives long needles forming the conducting path
through the gap between two Au contacts on the chip [ Gedamu et al.,
Adv. Mater 2013].
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conventional lithography. Chromium of 5 nm thickness as adhesion promoter and
35-100 nm gold film are consecutively magnetron sputtered on micro patterned
resist. Successful experimental results have been obtained on quartz glass sub-
strates (thickness 2± 0.3 mm, from GVB GmbH- Solutions in Glass, Germany)
and Si substrates (356 - 406 µm thick, P/Boron <100> oriented Si chip that is
coated with 100-300 nm thermally oxidized SiO2 from Active Business Company
GmbH, Germany).
B-FTS technique is one of FTS variant techniques that employs burner for
the synthesis of nanostructures in a simple way just like painting a substrate with
spray of molten oxide particles at ambient air condition. The experiment utilizes
a single directional axial diffusion flame with oxygen jet feeding the flame be-
sides enhancing the combustion of Zn particles (size 1-5 µm, Goodfellow GmbH,
Bad Nauheim Germany). Oxygen (∼2.5 bar pressure) and propane (∼50 mbar)
gases were inserted from two separate inlets. The Zn microparticles powder was
homogeneously inserted in the third inlet by vibrating the inlet gently so that
Zn is continuously feed through to the flame. The flame oxidizes and transports
the feed through depositing nanostructured material on to the substrate. This
approach is also called flame synthesis by some as it uses a flame for nanos-
tructure forming particles. Single crystalline ZnO NWs with uniform diameters
ranging from 25 to 400 nm directly synthesized on zinc-plated substrates as re-
ported by Xu et al [114]. Using the same method single crystalline WO2.9 NWs
of diameters of 20-50 nm, length >10 µm are also reported grown directly on
tungsten substrates [115]. Zheng and his group recently also recently studied
intensively and synthesized various oxide nanostructures such as α-Fe2O3, CuO
[116], WO3 [117, 118] and many 1D complex oxide metal nanomaterials [119].
Obviously this synthesis method is rapid , done at ambient condition and con-
trollable & scalable, resulting highly pure and crystalline materials applicable
to diverse technologically relevant materials. Through using different precursor
metal particles zinc, tin, zirconium and cerium, their corresponding oxide nanos-
tructures could be synthesized. Apart from the versatility of large area coating,
B-FTS approach can also be used for fabricating the patterns of 3D networks of
metal oxide nanostructures in a 2D substrate.
In the case of C-FTS, the VLS approach is simplified through using sim-
ple muﬄe type of box furnace under ambient conditions rather than tube furnace
56
4.4 Techniques Optimized With in the Thesis
equipped with vacuum control. The basic principle in this approach is embedding
metal microparticles such as Zn and Sn in a sacrificial polymer inside a crucible
and heating it up at an ambient air. For the enhancement of burning and homo-
geneity of the slurry, ethanol could also be used. A 4 g mixture of 1:1 ratio of
Zn to PVB in the crucible is heated to 950 ◦C for 4 hrs in an arrangement as de-
picted in Figure 4.7. C-FTS approach demonstrated that the synthesis of single
crystalline metal oxide nanostructures could be produced with the presence or
with out the presence of catalytic particles. The relative output as well as degree
of freedom for synthesizing different nano-micro structures is higher in C-FTS
approach. Catalytic gold is used in the synthesis so that preferential growths
are obtained in lithographically patterned areas only. This will later allow for
easy electrical measurement and analysis. Several 1D nano-micro structures and
their mesoscopic network can be synthesized in a reproducible manner. A family
of different structures have been found in a single growth processing step itself
which could be an advantage for the device performance. In this work, the main
focus is on a simple way to integrate such type of nanostructure into Si-chips and
quartz substrate that have successfully been synthesized.
Figure 4.5e) to 4.5g) demonstrates the SEMmorphologies of different nanos-
tructures grown by C-FTS approach without using the catalytic gold nanopar-
ticles. Nanomast type ZnO nanostructures were reproducibly grown by C-FTS
approach and are shown in Figure 4.5e). Different types of vertical standing ZnO
NWs (e.g., shown in Figure 4.5f)) are also grown on different substrates by using
C-FTS technique. The working temperature in C-FTS technique varies from 800
◦C to 1000 ◦C and more details about this are reported elsewhere [110]. In order
to demonstrate the versatility of C-FTS approach, experiments on other nanos-
tructure forming metals were also performed and successful results were obtained.
For example Figure 5.12 shows the SEM image of SnO2 NWs grown by C-FTS
approach.
4.4.2 Thermal Annealing Method (TAM) for Iron Oxide
nanostructures
In TAM, iron-oxide nanostructures are synthesized through annealing of sputter
deposited Fe films in ambient air conditions. The annealing process could be
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performed in a muﬄe type furnace or a hot plate. As mentioned in the beginning
of this section, the very first step of sample processing is lithographic patterning
of a substrate. Si chips of 356 - 406 µm thick, P/Boron <100> oriented, coated
with 100-300 nm thermally oxidized SiO2 are usually used. AZ MiR 701 photo
resist is used to pattern the thin films. Once the desired patterns are fabricated,
10 nm Cr as adhesion promoter, 50 nm Au and 450 nm Fe are sputter deposited
in a DC magnetron respectively. The aim of deposition of 50 nm Au is to use
as an electrode during electrical conduction through iron oxide NWs bridging
different size gaps defined by lithography as shown in Figure 4.8. After mask
lift-off, the deposited multi-layer film is annealed at 300 ◦C on a hot plate or a
muﬄe type furnace at an ambient air condition. A muﬄe type furnace has a
2.4 cm diameter hole from back that gives a limited access to the ambient air.
This makes it different from a hot plate which the hot plate is completely open to
ambient condition. In the subsequent sections, the results obtained using these
methods and comparison to previously reported findings in the literature are also
discussed. In the figure, it is not always observed that a controlled nanostructure
bridged gaps although some gaps are slightly above 1 µm size. Thus for obvious
reason one has to find a way so that nanostructure bridged gaps could be formed
for further electrical measurement to further develop as a sensor. Out of many
experiments and processing, however, it was found that iron oxide bridged gaps
could be formed through a successive process of buckling and collapsing of the
buckles. This was the case when microstructured iron film was annealed in a hot
plate. The SEM, TEM and electrical measurement results are given in Chapter
6.
4.4.3 Thin Film Fracture (TFF) Approach for Horizontal NW
Synthesis
When thin films are subjected to stress various phenomena such as buckling,
delamination, fracturing and etc., can occur. The direct creation of NWs on flat
silicon substrates that can be combined with silicon processing techniques like
electrochemical [81] or a fracture approach was developed independently by two
groups [44, 120]. The result from later group was mainly optimized not only for
the integration into silicon chips [45–47] by using photoresist fracture, but also
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5 µm
a) b)
d)c)
Figure 4.8: a) Sample SEM image lithographically microstructured
gap is bridged with few number of iron oxide nanostructures. b) shows
magnified part of the same sample in a). c) SEM micrograph of an-
other gap of the same specimen where very rare of the nanostructures
are bridging the gap. This is the usual result obtained in many of
other specimens where there is rarely connecting gaps. d) Very short
nanostructures with 0 % bridged gap.
to be used without a lithography lab by just utilizing shadow masks in vacuum
deposition processes. Advantages of this method are the direct connection of the
NW with macroscopic contacts on the chip, the flexibility in the utilized material
as all materials are accessible through vacuum deposition techniques such as
magnetron sputter deposition or thermal evaporation. The main steps involved
in thin film fracture (TFF) approach are depicted in Figure 4.10. The photoresist
is deposited (thickness varying from 550 nm to 1.5 µm) on the Si wafer which
acts as a shadow mask. The Si wafer with photoresist mask undergoes thermal
cycling for fracture (crack) formation. The wafer is initially heated on the hot
plate (≈323 K to 348 K) and then it is subjected to quenching for about 5 seconds
to a cryogenic temperature (≈77 K) using liquid nitrogen. The quenching process
is not done in a single immersion step, but through three intermittent steps until
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Figure 4.9: a) Optical micrography of a wafer after it is lithograph-
ically patterned. b) Sketch of individual chip pattern. Each of the
chips contain several positions where 200 µm long and 10 µm wide
photoresist strips (arrowed) are located. Each of these chips undergo
thermal fracturing. c) SEM image of a part of the fractured photore-
sist strip [47]. d) SEM image after metal deposition and mask lift off,
the moulds are converted to microcontact lines on the left and right,
and the cracks are converted to NWs, connected to these microcontact
lines.
the sample is completely quenched in the 3rd immersion step. The complete
quenching is confirmed where no more bubbles are observed after thermodynamic
equilibrium is reached. As the result of difference in the coefficient of thermal
expansion between the resist and the substrate, the drastic temperature change
creates a thermal shock leading to a mechanical failure which results in nanoscopic
fractures everywhere on the resist but most importantly on a 10 µm by 200 µm
wide resist strip where ≈ 22 well organized zig-zag fractures are obtained. The
fracturing of thin films can be determined by strain fields which depends on the
design of the film that can be chosen intentionally to create predefined crack
patterns. If films are too thin (below 400 nm), the strain developed on the film
may not be enough to induce the fracture and can yield almost no cracks on the
resist, whereas if films are too thick (above 1,000 nm), the risk for uncontrolled
delamination is very high and also the cracks may not be able to reach down
to the substrate. Depending on the thickness of the resist, width of resist strips
and substrate used different shapes of cracks are observed. Cracks of λ shaped
(Figure 4.12), straight but zig-zag shaped, bow shaped but still zig-zag and some
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i) ii) iii)
v) iv)
Figure 4.10: Schematics of processing steps in fabricating the NWs
by thin film fracture approach. (i) Ready made chip of Si Substrate
with SiO2 layer on top(blue color). (ii) Photoresist deposition. (iii)
The microstuctured photoresist under goes a crack generation. It is
first annealed to a temperature of 50-75 ◦C for about 5 to 10 minutes
and quenched in liquid nitrogen. (iv) Deposition of NW material. The
cracks and photoresist are fully covered with the deposited material.
(v) Schematics of NW material after mask lift-off with ultrasonic ace-
tone bath.
times straight that cut the strip perpendicularly instead of a zig-zag tendency
have also been observed.
4.4.3.1 Factors Influencing Fractures
As shown in Figure 4.11, a bow shaped fractures are produced when the pho-
toresist thickness is approximately larger than 1 µm and the gaps are between
8 to 10 µm. The cracking behavior is also studied under change of parame-
ters, substrate and resist conditions. The exact position of individual fractures
can be precisely controlled, if they are confined by the lithographically produced
microstructures. Depending on the thickness of the photoresist, cracks can prop-
agate in straight line or follow curved paths or even some times lambda shaped
cracks can be formed in the lithographically confined position. The process has
been performed at a wafer level and the reproducibility has been proved for at
least thousands of wafers. The formation of cracks with respect to the thickness
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g)
f)
Figure 4.11: a) Optical image of a lithographically structured sample
before fracturing where 200 µm long and 10 µm wide photoresist strips
are located. b) Optical micrograph after fracturing of 1.48 µm thick
AZ 6612 photoresist showing bow shaped fractures. Images in c) and
d) are higher magnification images of (b). e) Optical micrographs of
a fractured sample that has the same resist but a thickness of 1.29
µm. f) and g) are magnified versions of image (e). The bending of
fractures appears to increase when the resist thickness is increased as
can be compared seen for instance in (d) and (g).
of photoresist and influence of oxygen plasma treatment are summarized in Table
4.1. The treatment with oxygen plasma (ion) is a standard method to reduce the
resist thickness. In this case, however, it negatively influences the TFF approach
as it results no fractures which might be due to more branching in the polymer
chains of the photoresist. Plasma treatment could enhance the cross-linking and
entangling of the polymer chains which makes the bonds to be stiff for fracturing.
Thus any oxygen plasma treatment will result in a more stiff photoresist which
was the main reason to avoid the plasma etching of the resist if cracks ar desired.
It has been clearly observed that when the thickness of photoresist is less than
550 nm, crack formation probability is less than 50%. With increase in thickness
from 550 nm to 600 nm, the crack formation probability increases upto 75%.
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With photoresist thickness in the range of 650 nm to 850 nm, crack formation
probability reaches maximum value. Individual cracks appear to be straight but
the overall orientation of cracks of being zig-zag. Some times bow-shaped cracks
are also formed usually above 700 nm thickness. It appears that critical value of
photoresist thickness lies on average 750 nm since the crack formation probability
is 100% and with further increase in thickness beyond 750 nm, crack probability
is maximum and different shapes of cracks are formed. If the width of the resist is
less than 10 µm size, cracks of various shape and orientation could be the result.
c)
a) d)
b) e)
f)
Figure 4.12: Optical micrographs of variety of fracture shapes ob-
tained from different resists, size of resist strip, substrate conditions
and temperature differences: a) depicts fracture resulted from AZ MiR
701 resist 8 µm wide strip that has a thickness of 740 nm treated for
about 10 min at 55 ◦C temperature. b) The same resist and condition
as in (a) but a resist thickness of 850 nm and 10 µm wide strip c)
AZ MiR 701 resist of thickness 850 nm, but narrow resist strip of
width 5 µm. d) depicts fractures resulted from AZ 6612 photoresist
on aluminum anodized surface on glass substrate: thickness of pho-
toresist 1.43 µm, annealed at 53 ◦C for about 10 min. e) depicts
fractures from Shipley 1813 photoresist having a 650 nm thickness
and 10 µm wide photoresist strip annealed at 75 ◦C for about 10 min-
utes f) fractures from AZ MiR 701 resist diluted with propylene glycol
monomethyl ether acetate (PGMEA) and having a 550 nm thickness
annealed at 65 ◦C for about 15 minutes.
Following fracture formation is deposition, as shown in step (iv) of Figure
4.10. The material of interest as a NW is then deposited over the entire area of
the wafer with fractured resist. Finally, this wafer is again undergoes to mask
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Table 4.1: Summary of the TFF approach: Success statistics for a
10 µm sized gap width of resist. From approximately 100 chips, 80
were fabricated with a 100% success rate at the optimized photoresist
thickness between 850-1200 nm.
Thickness of resist As prepared crack Crack formation after
film formation oxygen plasma etching
≤ 550 nm < 50% 0%
600 nm 75% 0%
650-850 nm 100 % 0%
850-1200 nm 100 % bowshaped cracks 0%
≥ 1200 nm 100 % bow shaped and strongly
bended cracks accompanied with
delamination of a resist 0%
lift-off process using ultrasonic acetone bath which allows the lifting of the whole
photoresist from the wafer. The undesired material covering the top of photoresist
is also lifted off together with the resist leaving behind the NWs within the
cracks. The photoresists are mainly two types (i) positive and (ii) negative and
depending upon the requirement, a particular photoresist can be used. Till now
desired cracks are successfully produced in controlled manner using a positive
photoresist, but experiments about the utility of negative photoresist have shown
possibilities of their usage.
A photoresist thinning has also been experimented through the dilution of
photoresist with the right solvent. The reason for thinning resists is to overcome
the problem paused by resist thickness during thin film deposition. Depending
on the resist thickness, width of crack opening and the width of the shadow
mask, the amount deposited as a NW material is affected or it could be used to
tune the NW dimension. The higher the thickness of the resist, the less prob-
able is the deposited material reaching to the bottom substrate, which causes
either no or broken NW synthesis. Figure 4.12f) shows straight and zig-zag frac-
tures achieved through dilution of AZ MiR 701 resist (from MicroChemicals)
using propylene glycol monomethyl ether acetate (PGMEA) solvent (99.5% from
Sigma- Aldrich). An optimal dilution should also be done which if not fractures
would not be produced when resist thickness is below 500 nm. In room tem-
perature, the density of the resist as well as the PGMEA was measured with a
formula: ρAZMiR701 = m/V = 1025 kg/m3. Similarly the density of PGMEA is
64
4.4 Techniques Optimized With in the Thesis
determined ρPGMEA = 800 kg/m3. 1:0.5 resist to PGMEA ratio with the spin
speed of 2000 rpm resulted in a thickness of 500-550 nm. Table 4.2 summarizes
Table 4.2: Summary of spin coating speed relationship to thickness of
diluted photoresist.
Spin coater speed (rpm) Thickness of resist(nm)
8000 400
4000 441-476
2000 500-550
1000 800-820
the relationship between spin coater rotation speed to film thickness for diluted
MiR 701 resist to PGMEA in a ratio of 1:0.5. Depending on the type of crack
desired, one can tune the speed and control the cracks produced.
4.4.3.2 Mechanism of Fractures in Bi-Layered Thin Films
Experimental results in the section above showed that a thin film (PMMA based
photoresist) on Si substrate under thermal strain resulted in an intriguing zig-
zag oriented fractures. As the SEM micrography in Figure 4.9c) shows, the
fracture is believed to be buckle driven delamination subsequently followed by
cracking. Residual stresses are one of the contributers for cracking in thin films
of metals, ceramics and polymers [121]. The origin of these stresses arise from
a mismatch strain field which is caused during constant temperature growth by
defects annihilation, epitaxy, phase transition, and new material growing into
grain boundaries in the film [122]. As the substrate is much thicker than the film,
one can assume a uniform biaxial stress will be acting on the plane of the film
only. Under such assumptions, the substrate will be set to stress free. With such
conditions, one could predict, characterize and evaluate the fracture properties of
thin film resists from biaxial thermal compression when dipping the sample into
liquid nitrogen. Consider Figure 4.13a) that has thick substrate and very thin
film on the top under stress. The magnitude of thermal strain εT developed in
the film when its temperature reduced from T0 (330 K) to T (77 K) that differs
from the thick substrate is given by
εT =
∫ T
T0
(αf − αs)dT (4.5)
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a) b) c)
Figure 4.13: Schematics showing a) a 3 d imaging thin film on
thicker substrate under a biaxial compression action. b) Cross-
sectional view of the thin film which is an elastic strip clamped along
both sides. c) The application of biaxial stresses leads to a telephone
cord buckling as shown by Audoly et al. [123], delamination and sub-
sequent failure (fracture) at a critical stress.
where αf and αs are the thermal expansion coefficients of the film and the sub-
strate. This is the thermal strain on the film as a result of thermal misfit. This
mismatch strain, Equation 4.5, needs to be accommodated by elastic and inelastic
deformation in the film. The corresponding biaxial misfit stress is
σT =
EfεT
1− νf (4.6)
which is Stoney’s formula and Ef is the Young’s modulus of the film and νf is
the Poisson’s ratio of the film and the quantity Ef1−νf often is called the biaxial
modulus. The compression applied on the edges of the film has a destabilizing
effect. To recover its natural length, the film tends to buckle away from its rest
plane and bends. Buckling therefore results from a balance between the release of
the in-plane compression energy and a gain of bending energy [123, 124]. Under
compression, thin films buckle, delaminate from the substrate, and fracture when
buckling stress exceeds film fracture stress [125]. The strain energy release rate
of a crack G regardless of the stress sign is [121, 126]:
G = Z(α, β)
σ2fhf
Ef
(4.7)
where σf is the stress in the film, hf is the film thickness, Ef = Ef(1−ν2
f
) , Ef is
the modulus of elasticity, and the dimensionless coefficient Z(α, β) depends on
the elastic mismatch between the film and the substrate, through the Dundurs
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parameters [121, 127]. Thin film fracture or delamination is observed when the
strain energy release rate exceeds the film (Gf ) or the interfacial (GI) tough-
ness, respectively (G > Gf , or G > GI) [128]. One can avoid these types of
fracturing or delamination by either reducing the film thickness, or the stress.
The film thickness can easily be controlled so that one can either induce of thin
film fracture or avoid it by manipulating the film thickness. However, as the
aim here is fabricating fractures, a variety of self-organized cracks have been pro-
duced through controlling the thickness of the resist film, width of the strip, and
temperature.
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Nanostructures for Sensor
Applications
This chapter shows results from metal oxide semiconductor NWs and nanostruc-
tures integrated in a microchip and their promising applications as a UV pho-
todetector and gas sensor devices. Two synthesis routes namely, TFF and FTS
approaches are successfully employed to fabricate devices. In section 5.1, the syn-
thesis of horizontal ZnO NWs from TFF approach are demonstrated. More over
photocurrent measurements and a UV assisted oxygen gas sensing of the NWs
are presented. In section 5.2, results of ZnO network nanostructures synthesized
using FTS (B-FTS & C-FTS) technique are given. The SEM and electrical con-
ductance measurements besides its photo detecting ability are demonstrated and
investigated. Finally preliminary results of chip integrated SnO2 nanostructures
(Figure 5.12) from C-FTS synthesized specimen are given and proved the ver-
satility of the C-FTS synthesis method. Summary of all results are also briefly
discussed and given 5.3.
5.1 ZnO NW Synthesized in TFF Approach
As already mentioned in the previous chapter, the next step after the synthesis
of cracks is deposition of the NW material. As a ceramic semiconductor, ZnO is
sputter deposited from a sputter target in RF sputtering technique. The chamber
is first evacuated to a pressure of 10−6 mbar. The ZnO film and NW sputtered
are then deposited on Si substrate at 40 Watt, 10−3 mbar argon pressure and as
deposited, both showed electrically insulating behavior. However, after annealing
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the prepared NW samples above 400 ◦C for about 1 hour in ambient atmosphere,
electrical conductance is observed which is a clear indication of microstructural
change. The correlation between annealing conditions and the physical structure
of the films (crystalline structure and microstructure) was investigated by X-ray
diffraction (XRD)and atomic force microscopy (AFM). The XRD results on the
annealed film showed a c-axis preferred orientation which is preferred growth di-
rection of ZnO because of its hexagonal wurtzite crystal structure. Sputtering
of low layer thickness or small amount of semiconductors like ZnO is believed to
come up with columnar Volmer Weber-type of growth or separate islands (de-
tails in section 4.2.1). The AFM image shows that the as-deposited ZnO film
is quite rough which is modeled by the schematic Figure 5.1a) with a columnar
microstructural growth with possible spacing among columns. Post deposition
a) b)V
A
V
A
Figure 5.1: Schematic illustration of ZnO thin film before (a) and
after annealing (b). A columnar growth in ZnO can result a non-
interconnected island and annealing for 1 hour in ambient condition
causes interconnection between island that can offer path for electron
conduction
annealing resulted in remarkable changes in the microstructure as shown in the
schematic Figure 5.1b). The film has been found to be dense and more homo-
geneous besides a few hillocks on some areas. This annealed film is found to be
electrically conductive by interconnected islands as schematically depicted in the
microstructure cross-sectional view. In relation to microstructural and quality of
the film, similar results have been reported by Zhang [129] and Chu et al [130].
They showed that the electrical resistivity increases by more than three orders
of magnitude after annealing. This seems to contradict the here found experi-
mental result where both the ZnO film and NW are found to be conductive only
after annealing. The electrical conductance curves before and after annealing of
NWs are shown in Figure 5.2a). The conductivity in the polycrystalline sputter
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deposited NWs can be as low as few nA. Even if the wires appear to have a diam-
eter of 100 nm or more, the low current is most likely be explained by nanoscopic
junctions between the polycrystalline facets which might be effectively only a few
nanometers wide. The UV photodetection of the ZnO nanostructures fabricated
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Figure 5.2: a) Electrical conductance of as deposited and annealed (at
400 ◦C for about 1 hr in air) 50 nm nominal thickness ZnO NW. b)
Current-time switching cycles curve at constant bias of 2 V under UV
illumination.
under TFF approach is measured under ambient conditions. It is well known
that when ZnO nanostructures are exposed to an environment containing oxy-
gen, oxygen will be chemisorbed on the surface as illustrated in the model Figure
5.3. As the NWs possess high surface area to volume ratio, the adsorbed oxygen
would govern surface states and trap electron or holes generated in the NW that
drastically changes the conductance. This model of explanation is not new as
there exist already many reports [131–135] studying influence of oxygen on sur-
face states which will in turn influence specially the photocurrent in ZnO thin
films and NWs. The capture of electrons O2 from n-type ZnO in dark current
condition for instance can be put as
O2 + e− → O−2 (5.1)
When the NW is exposed to UV-light at an ambient condition, photons of energy
greater than the bandgap will generate electron-hole pairs. The generated holes
then migrate to the surface and make surface recombination to electrons of the
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adsorbed oxygen ions as given in equation 5.2
O−2 + h+ → O2 (5.2)
Typical experimental illustrations are given for instance upon illumination of ZnO
NWs with 365 nm UV lamp. The ZnO NWs conductance has increased as it is
evidenced by the current versus time characteristics at a constant voltage supply.
The oxygen molecules, adsorbed on the surface of ZnO NWs act as electron accep-
tors and capture the free electrons present in the n-type ZnO semiconductor to
form O−2 [136]. The depletion layer formed by these oxygen chemisorptions near
the surface results in the reduction of the channel conductance. The normal I-V
hν

2O 2O 
2O 2O
hν
2O
2O
2O 2
O
CB
VB
CB
VB
b) c)a)
Figure 5.3: Schematic of a NW photoconductor: a)Upon illumina-
tion with photon energy above Eg, electron-hole pairs are generated
and holes are readily trapped at the surface. b) and c) show trapping
and photoconduction mechanism in ZnO NWs respectively: the top
drawing in b) shows the schematics of the energy band diagrams of
a NW in dark, indicating band-bending and surface trap states. VB
and CB are the valence and conduction bands respectively. The bot-
tom drawing shows oxygen molecules adsorbed at the NW surface that
capture the free electron present in the n-type semiconductor forming
a low-conductivity depletion layer near the surface. c) Under UV illu-
mination, photogenerated holes migrate to the surface and are trapped,
leaving behind unpaired electrons in the NW that contribute to the pho-
tocurrent. In ZnO NWs, the lifetime of the unpaired electrons is fur-
ther increased by oxygen molecules desorption from the surface when
holes neutralize the oxygen ions [137].
responses and current switching in the ZnO NWs synthesized through TFF are
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demonstrated in Figures 5.2. According to Soci et al., [137] the photogenerated
holes migrate to the surface and are trapped, leaving behind unpaired electrons
in the NW that contribute to the photocurrent. The holes then neutralize the
chemisorbed oxygen resulting in increased conductivity as shown in Figures 5.2b).
When the UV light is turned on and off, the increase or decrease in photocurrent
takes a time to reach to the saturation. This phenomenon is more pronounced in
the case of ZnO nanostructures synthesized by C-FTS approach. The photore-
sponse of TFF grown ZnO NWs at constant 2 V applied voltage and under UV
illumination show a photoresponse which is much faster than ZnO nanostructures
grown by C-FTS counterpart as shown in the next section.
Besides the photo response of ZnO NWs fabricated in TFF approach, measure-
ments for UV-assisted conductance change in gas atmosphere are also conducted.
Figure 5.4 shows the average UV-assisted conductance change when a ZnO NW
is exposed to different O2 partial pressures. The as deposited ZnO film tends to
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Figure 5.4: Electric current measured at 4V for 60 nm ZnO NWs
under room temperature and different oxygen pressures. Oscillation
is induced by switching UV light on and off. The dashed bars guide
the eye to the average currents at the different partial pressures.
show many point defects such as oxygen vacancies, zinc interstitial, etc., which in
general affect the conduction mechanism in most metal oxides based semiconduc-
tors. Conductivity mainly depends on electron hopping from intrinsic defects in
72
5.2 Properties ZnO nanostructure Networks Fabricated Through FTS
the oxide film which are related to the oxygen vacancies generated during growth
[138]. Higher concentration of oxygen vacancies will result in higher conductance.
The measurement shows that the I-V or the current at constant voltage which
is not influenced by the oxygen gas atmosphere. To enhance the sensitivity, the
device has been illuminated with a UV light (365 nm). When these NWs are
exposed to UV light at an ambient condition, the NW reversibly and rapidly
switched ON and OFF conductivity states as shown in Figure 5.4. The reason
is that oxygen molecules from the the O2 atmosphere are desorbed on the NW
forming oxygen ions and cause a band bending as already mentioned above. As
a result, there is no direct path for flow of electrons during illumination resulting
in slow increase in conductance. Similarly under dark current condition (UV is
off), the electrons and holes cannot recombine directly. This also does not allow
a direct path for electron-hole recombination and thus resulting in a slow decay.
5.2 Properties ZnO nanostructure Networks
Fabricated Through FTS
The ZnO nano-microstructures used in current UV photodetection studies were
grown directly on the Si and quartz chips using B-FTS and C-FTS approaches as
presented in Figure 5.5. Figure 5.5a) shows the SEM image of the ZnO deposited
on the patterned chip using B-FTS approach. A digital image of the chip (B-FTS
grown) is shown in inset of Figure 5.5a), where a clear contrast is visible between
ZnO deposited area and the pre-patterned Au electrodes on quartz substrate.
As seen from Figure 5.5a)-b), nanotetrapod shaped ZnO material was grown by
B-FTS directly on the gap between two Au electrodes. The dimensions of the
B-FTS ZnO nanotetrapod morphology are in nanoscale regime (arm thickness
∼30 - 100 nm and its lengths vary from 100 - 500 nm). The growth rate across
the length of the tetrapod’s arm is estimated to be in the µm/s regime, since the
time of flight in the flame is less than 200 ms [139]. Literature review shows that
the growth rates range from 3.3 nm/s [140] to 33.3 nm/s [141] for ZnO structures.
It seems that at preliminary stage within the flame, growth rate of tetrapods is
much higher as compared to later stage when these nano & mico sized tetrapods
are deposited on the substrate but upto some extent growth still remains con-
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tinue which enables interpenetration between tetrapod arms [139]. It was found
that ZnO nanotetrapods forms a bridging network across the gap on the chip by
interconnecting tetrapods arms in form nanojunctions directly during fabrication
process. At the same time, the nanojunctions between nanotetrapods provide a
mechanical support to the networks bridging gap between the two Au electrodes
and also establish a continuous path for electrons flow through it. Figure 5.5c)
presents overall I-V characteristics of the B-FTS synthesized nanotetrapod bridg-
ing network device when UV light (∼ 15 mW.cm−2) is switched on/off. From
these data it can be concluded that the electrical conductance changes more than
two orders of magnitude under UV illumination. Moreover, it can be concluded
from Figure 5.5c) that two Schottky contacts are formed between ZnO nanote-
trapods and metal contacts.
B-FTS allows also for less complex synthesis of nanostructures. It requires
no special substrate except that the substrate should be thermally stable and
with stand the high temperature which can reach above 2000 ◦C at some particu-
lar location of the flame. Although all results are not given here, nanostructures
have been so far successfully synthesized on substrates such as Al, Cu, Si, steel
and quartz. In this method, the flame oxidizes and evaporates metals at high
temperatures to produce large concentrations of oxide vapors that condense onto
cooler substrates. The flame length approximately reaches 25 cm and the sub-
strate is placed to capture the oxidized Zn at about 10 cm location in the flame.
Microstructured gold on quartz in this case is only used for later stage electri-
cal measurements in way that gold would be used as an electrode. This will
form a two terminal metal-semiconductor-metal (Au-ZnO-Au) UV detector de-
vice. Quartz is also preferably used because of its thermal stability besides its
excellent insulating behavior that could avoid any short circuit during electrical
measurement.
Figure 5.5d)-e) show SEM images of ZnO nano-microstructures grown by C-
FTS approach on patterned chip (Si) that synthesized in 4 hours processing time.
According to experimental observations, synthesizing of such ZnO nanostructures
by C-FTS approach requires about 0.5 - 4 hours. Formation of micro sized
(average diameter ≈ 0.5 µm along the length) ZnO nanoneedles network (Figure
5.5d)) bridging the gap between two Au electrodes on the chip are observed.
Figure 5.5e) shows the high magnification SEM image of the gap region shown in
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B-FTS C-FTS
Figure 5.5: (a-b) SEM images of ZnO nano-microstructures net-
works grown directly on the patterned chip (with Au electrodes) using
B-FTS approach. The inset in a) shows the digital image of the chip
and the bright (blue) contrast (in the centre) corresponds to location
where these structures have been grown. b) High magnification SEM
image from the gap region in a) showing growth of interconnected ZnO
nanotetrapods which form the bridge between the gaps. c) I-V char-
acteristics from the bridging ZnO nanotetrapods network (shown in
b) between the gap the in dark and under UV (365 nm) illumina-
tion. (d-e) Low and high magnification SEM images from 1D ZnO
nano-microstructures bridging the gap grown by C-FTS approach re-
spectively. Similar to a), the inset in d) shows the digital image of
the chip fabricated with ZnO structures by C-FTS approach. The high
magnification SEM image (e) demonstrates the growth of large ZnO
needles which can easily bridge the gap. f) I-V characteristics from
bridging ZnO needles network (e) grown by C-FTS approach in dark
and under UV (365 nm) illumination. It shows that the on/off ra-
tio of the bridging network (d) is enhanced by more than 2 orders of
magnitude.
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Figure 5.5d). According to SEM image presented in 5.5e), across the gap region on
the chip, mm long ZnO nanoneedles from sides (on gold electrodes) interconnect
each other to bridge the gap, which is complete as a final UV detector. Due to
their random alignments and higher aspect ratios, there is a probability that ZnO
nano-microneedles, from both sides of the electrodes, interpenetrate each other
and establish a continuous path for current flow. At the same time some of the
ZnO nano-microneedles can form direct bridges between two Au electrodes.
The growth mechanism in C-FTS is believed to be a combination of vapor
solid (VS) and VLS process, but with the Au catalyst not coming at the top of
the ZnO NWs as reported before [142–144]. The VS process take place in the
early stages of temperature ramping when the Zn vaporizes at around 550 ◦C
and it gets oxidized in presence of oxygen in air, just before the formation of
molten Au droplets at temperatures higher than 630 ◦C. When the temperature
of the furnace reached ∼ 950 ◦C, the Au droplets are already formed and might
serve further as nucleation centers for growth of the ZnO nanoneedles like in the
conventional VLS mechanism but since amount of gold content is very large (gold
coated electrode with thickness ∼ 35nm), gold droplets do not reach the top of
ZnO needles. Zinc oxide nanoneedles with lengths in the range of 50 to 200 µm
and diameters in the range of 50 to 200 nm which form interconnecting bridges
across the gaps were synthesized by C-FTS approach. The I-V characteristics un-
der dark and UV (365 nm) irradiance shows more than two orders of magnitude
in the on/off ratio Figure (5.5f) and Ohmic contacts behavior in C-FTS samples.
The crystalline nature and growth orientation of these ZnO nano-microstructures
(grown by B-FTS and C-FTS approaches) on SiO2/Si substrates with Au elec-
trodes on chip was confirmed by X-ray diffraction (XRD) studies. XRD spectra
(Figure 5.6a-b) show that ZnO nano-microstructures do not exhibit a dominant
Bragg reflection in all depositions of the samples by B-FTS and C-FTS tech-
niques. As can be seen from the figure main XRD peaks for B-FTS and C-FTS
samples are (100) and (002) and reflections (101) are a little bit lower. The Bragg
reflections that corresponds to ZnO nanostructures, Si substrate and Au contacts
are marked in the figure. The high intensity and narrow full width at half maxi-
mum (FWHM) XRD peaks of the samples obviously reveals that the ZnO are of
high crystal quality as compared to sputter deposited NW synthesized in TFF
approach. In the hexagonal structure of ZnO, the plane spacing is related to the
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Figure 5.6: (a-b) XRD and (c-d) micro-Raman studies of ZnO nano-
microstructure network bridges fabricated on SiO2/Si substrates with
Au electrodes by B-FTS and C-FTS approaches, respectively.
lattice constant a and the Miller indices by the following relation [145–147].
1
d2(hkl)
= 43
(
h2 + hk + k2
a2
)
+ l
2
c2
(5.3)
where a and c are the lattice constants, d is the spacing between planes of given
Miller indices h, k and l. The lattice parameter d (002) in the unstressed ZnO bulk
is about 2.602 Å, and the d(002) value of ZnO depositions is 2.64 Å and 2.59 Å for
investigated B-FTS and C-FTS samples, respectively. The lattice parameters c
and a were obtained using standard relations [145–147]: c = 5.29±0.01 Å and a =
3.30±0.01 Å for B-FTS samples and c = 5.18±0.01 Å and a = 3.23±0.01 Å for
C-FTS samples. These lattice parameters are in good agreement with accepted
literature values and prove the quality of obtained samples. The measured value
of the c/a ratio for samples B-FTS and C-FTS was around 1.603 and 1.604,
respectively, which is in agreement with value for bulk ZnO at 1.602[146],[148].
In collaboration with Dr. Oleg Lupan, the quality of the B-FTS and C-
FTS samples are investigated with Raman spectroscopy for confirmation of XRD
result(Figure 5.6c-d). Raman measurements can provide detailed information
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about the material quality, the phase and purity, which are very helpful to under-
stand transport properties and phonon interaction with the free carriers for deter-
mining device performance [133, 144, 149, 150]. An intense E2(high) mode peak
in samples indicates that the wurtzite crystalline quality of the ZnO equivalent
to literature result. All the scattering peaks are assigned to ZnO [148, 151, 152].
Thus, the Raman spectroscopy study confirms a high crystalline quality of the
nanostructures similar to XRD studies.
5.2.1 UV Photodetection Using ZnO nanostructure Network
Devices
In the previous section, it was shown with SEM micrographs that interconnected
ZnO nanostructures are formed and also bridge the microscopic gaps of Au elec-
trodes. B-FTS bridges the gap with interconnected nanotetrapods and C-FTS
bridges with mico-nano needles. Corresponding to these, Figure 5.7a) shows a
photo-detection measurement results of ZnO nanotetrapod bridging gaps between
two Au electrodes on pre-patterned quartz substrate (structure shown in Figure
4.7). A B-FTS synthesized sample presents the reversible switching curves of
current through the device structure when the UV light was switched on/off ev-
ery 50 seconds, at a constant bias voltage of 3.6 V across it. The reproducibility
of the photocurrent variations was demonstrated by almost identical rises and
decays curves in four cycles. The current on/off ratio was ∼ 254.5 at 3.6 V bi-
asing and it increases to ∼ 3277 at 3.0 V or to ∼ 4500 at 2.4 V biasing of the
device structure. The ZnO nanotetrapods network-based device was found to
exhibit a fast response time to UV light irradiation and ultrafast recovery time.
Experimental results in here clearly prove the promising potentials of the B-FTS
technology for rapid fabrication of highly efficient UV photodetectors devices
based on networked ZnO nanotetrapods. Similarly Figure 5.7d) shows switching
curves of electrical current in dark and under UV illumination of the C-FTS de-
vice at constant 0.3 V bias voltages. A current on/off ratio of ∼ 312 at 0.3 V
bias voltage was measured for C-FTS device structure. A small peak in B-FTS
sample (Figure 5.7a)) is observed in the first few seconds upon UV cycle illu-
mination and current gradually decreases to its stable value. This small peaks
however are not observed in the case of C-FTS samples and similar characteristic
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Figure 5.7: a) Reversible switching of electrical current at 3.6 V bi-
asing voltage with 50 s periodic illumination of UV light for B-FTS
specimen. The SEM images show various combination of connections
in nanotetrapods. The nanotetrapod arms can have complete interpen-
etration (b) giving closed circuit for current flow or the arms could be
touching as in (c) which might cause a short circuit in this particular
arms. d) Reversible switching of electrical current for C-FTS detector
at 0.3 V biasing voltage in the dark state and under UV light irradi-
ance. e) The SEM image of C-FTS synthesized sample shows a well
binded of ZnO micro-nanoneedles to Au electrode and partially in-
terpenetrating ZnO mciro-nanoneedles providing a complete path for
electric current. The inset SEM image shows a completely interpen-
etrated ZnO needles. A partially interpenetrating and touching ZnO
needles are also shown in (f).
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peak was also reported for NWs whose dimension is less that 100 nm, Si NW
phototransistor [153], Ag-Ge NW [154], ZnO NW [155]. The reason is believed
to be the reaction of NW surfaces with air molecules or water vapor. According
to these reports, such behavior is not observed when UV light ON/OFF under
vacuum atmosphere.
5.2.2 Analysis of Fast Switching UV photodetectors based on
FTS Approach
A closer investigation of a single pulse photocurrent in air shows that the rise
and decay photocurrent follow exponential function. The rising and decaying
photocurrent (Figure 5.7a) and d) with corresponding time measurements are de-
termined through bi-exponential fit respectively. The two bi-exponential function
equations used for rising and decaying photocurrent respectively are [133, 156]:
I(t) = I0 + A1(1− e−
t
τr1 ) + A2(1− e−
t
τr2 ) (5.4)
I(t) = I0 + A3e−
t
τd1 + A4e−
t
τd2 (5.5)
where I0 is dark current, A1, A2, A3 and A4 are positive constants. τr1, τr2 and
τd1, τd2 are time constants for growing and decaying photocurrent, respectively.
The rise and decay curve fittings are shown in Figure 5.8b) and 5.8c) respec-
tively. Based on the curve fittings on a single pulse 5.8a), the rise time constants
for B-FTS specimens were τr1= τr2=68 ms, and decay time was τd1=32.18 ms.
However, for decay part of the curve, it can be seen that second time constant is
large, τd2=200.48 ms. It should be noted that the response time resolution of the
picoampere meter is 30 ms and thus the real reset time the device is expected to
be shorter than the one shown. The sensitivity curve at different bias voltages
is also shown in 5.8d). It shows that at lower bias voltage, the sensitivity gets
higher. Similar fittings were performed for C-FTS samples and resulted in rise
time τr1= τr2=27 s and decay time constants τd1=7 s and τd2=40 s. Accord-
ing to the experimental results presented above, one can conclude that B-FTS
samples shows an excellent response/recovery time, with the fastest rise time
constants of about 68 ms and first decay time of 32 ms. C-FTS synthesized sam-
ples show much slower total response/recovery time constants of about 27 s and
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Figure 5.8: a) Plot of a single pulse from Figure 5.7a) and measured
time constants through curve fittings for B-FTS ZnO nanotetrapods
device. The rising (b) and decaying (c) current time constants are
measured through bi-exponential fit to equations 5.4 and 5.5 respec-
tively. d)Photo-sensitivity versus bias voltage for B-FTS ZnO nan-
otetrapods device .
7 s, respectively (5.9). In C-FTS, when the UV light is turned on and off, the
increase or decrease in photocurrent takes some time to reach to the saturation.
The reason would likely be the reduced influence of the surface states observed
for nanostructures fabricated by C-FTS approach. The photoresponse showed
only a minor component with long decay times (tens of seconds) which seems to
originate from surface states. Because a combination of high-density micro-nano
networks connected are observed in the C-FTS approach in which the surface to
volume ratio would be smaller as compared to the fracture approach or to the
nanosized tetrapod arms in B-FTS. Similar results have also been reported by
Pearton et al. [138].
Table 5.1 summarizes earlier reports on ZnO-nanostructures based UV pho-
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Figure 5.9: a) Plot of a single pulse from Figure 5.7d) and measured
time constants through curve fittings for B-FTS ZnO nanotetrapods
device. The rising (b) and decaying (c) current time constants are
measured through bi-exponential fit to equations 5.4 and 5.5 respec-
tively. d) Measurement of time taken to reach 37% of the maximum
current for the same pulse shoen in a).
todetectors and gives a comparison to devices from B-FTS and C-FTS specimens.
As compared to most of the previous reports, the B-FTS UV photodetectors show
the best performances in terms of fastest rise/decay times with higher signal ratio
ever reported. Although, Law et al. [133] reported small rise/decay times for their
UV photodetectors, they used multiple patterning steps followed by evaporation
for ZnO NW device fabrication. In comparison to previous reports, B-FTS pho-
todetector devices are superior in terms of higher signal ratio (IUV /Idark) (3288
in B-FTS and 1.4 in the previous report [133]), of synthesis time and simplicity
of fabrication technique with in-situ possibility to integrate ZnO nanostructures
directly on a chip. It is also possible that the speed of B-FTS specimens (based
on crystalline nanostructure networks) could be limited by the resolution limit
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Table 5.1: Summary of ZnO nanostructure Based UV Photodetectors.
Type of Growth UV Bias
(
IUV
Idark
)
Rise Decay Ref.
nanostructure Duration light voltage time time
& method (nm)
Single 30 min, 365 - 1.25 2 min 3 min [157]
NW CVD
Single 2-10 min, 365 0-5 V 2× 105 ∼1 s ∼1 s [132]
NW VLS
Nanorod 3-5 h, 365 5 V 1.8 2 s - [158]
network HT
NW 3 h, 370 5 V 1.4 0.1 ms 0.4 ms [133]
array TE
Spatial 38 min, 365 1 V 106 0.4 s 0.3 s [159]
tetrapod TE
network
Nanorod 4 h, 365 0.3 V 312 22 s 7-12 s this
network C-FTS work
Nano- <5 s, 365 2.4 V 4.5× 103 ∼67 ms ∼30 ms this
tetrapod B-FTS work
network
the pico ampere meter (∼ 30 ms). In general, the B-FTS fabricated photode-
tectors are superior due to the rapid synthesis procedure and very good device
performances as compared to previous reports.
Like the ZnO NWs in TFF approach, the change in conductance by UV
light in ambient condition is due to change of surface states that are influenced by
adsorbed oxygen and electron-hole pairs as explained in Figure 5.3 and equations
5.1, 5.2. C-FTS samples offered the slowest rise and decay photon under UV
on/off condition. This believed to be because of the size difference in thicknesses
of the NWs which the diameters are well below 100 nm in both TFF and B-
FTS samples. The B-FTS samples have also showed various morphologies and
a combination of many different effects that are not clearly understood could
also contribute the fast response. As evidenced by SEM images, the majority
of nanostructures in B-FTS devices are nanotetrapods that have nanosized arms
interconnected either as touching, partially or completely interpenetrating. Based
on the nano arms connection types, the possible photo-detection mechanism for
such high current ratio (IUV /Idark) and ultra-fast response/recovery times of the
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B-FTS fabricated devices can be explained by using schematic drawings presented
in Figure 5.10.
Figure 5.10: Schematic representation of: a) touching nanotetrapod
arms and its corresponding b) (top) energy band diagram in the radial
direction and (bottom) cross-section structural models of the conduc-
tion mechanism of networked ZnO NWs forming potentials barriers
at the boundary. A high potential barrier to the surface states because
of the depletion electrons by desorbed oxygen molecules on the surface
of touching NWs. Under UV illumination, the height of the poten-
tial barrier decreases but still significantly large (top). c) Shows the
case of network bridge in which nanotetrapod arms are interpenetrat-
ing each other and its corresponding d) (top) energy band diagram in
the radial direction and (bottom) cross-section structural models The
right schematics in d) presents reduced potential barrier at the bound-
ary of two interpenetrating NWs in cross-section that are irradiated
with UV light (top) significantly increased channel and thus connected
channel (bottom).
In Figure 5.5a)-b) and Figure 5.7b)-c), it was observed that a large number
of nanostructures with various morphologies being interconnected in a random
fashion. These indicate on the possible presence of several types of nanojunctions
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between interconnecting-interpenetrating neighbor tetrapods nanoarms or NWs
forming network in the gap. In particular, it can be distinguished between a just
touching nano-arms (Figure 5.10a) or partly interpenetrated nano-arms (Figure
5.10c)) of nanotetrapods synthesized through B-FTS. Similarly explanations can
be extended to nano-microneedles synthesized through C-FTS approach (Figure
5.7e)-f)). Other types of nanojunctions can be formed directly inside of the nan-
otetrapod at the connections of four different nano-arms. As presented above, it
is believed that UV detection performances strongly depend on the type of such
nanojunctions formed, boundary layers which are formed and energy barriers be-
tween nanotetrapods bridging two electrical electrodes. Electrical properties of
such boundary of the nanojunctions in semiconducting ZnO could be mainly re-
sponsible for enhancing the electrical activity of the interfaces between nanoarms
in bridging network. It can be explained by fact that nanojunction boundary
becomes electrically active by trapping an excess charge of majority carriers (e−)
at the interface. Total charge neutrality is formed by an electrostatic potential
barrier between neighboring depletion layers adjacent to the nanojunction (Fig-
ure 5.10b)-d)). Considering completely ionized shallow donors of density N0 for
the depletion layers in semiconducting zinc oxide, the maximum band bending
ΦB(V = 0) at the nanojunction boundary is calculated from Poisson’s equation
[160, 161]:
ΦB(V = 0) =
Q2i
8e0N0
(5.6)
where e is electron charge,  is static dielectric constant and 0 is permittivity of
free space. Thus the width of the depletion region is
x0 =
Qi
2N0
≈
√
ΦB
2N0
(5.7)
These equations 5.6 and 5.7 permit understanding of effects at the grain bound-
aries in the networked tetrapods/wires. Thus, barrier height ΦB(V = 0) ≈ 1V
is reduced under UV irradiation of nanotetrapod junctions and leads to a faster
filling of the interface states for applied bias (V > 0). The bottom schematics
in Figure 5.10b) present structural models of the conduction channel of nano-
junctions between NWs in air for touching NWs. Interpenetrating NWs are also
represented by the bottom schematics in Figure 5.10d). Formation of the deple-
tion layer [136] and its characteristics were reported in details in previous works
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[148, 149, 157]. The corresponding schematic energy band diagram (top) in the
radial direction of a single ZnO NW indicating the depletion region at the sur-
face, the surface band bending and the quasi-neutral core region of radius r in
the central part of the nanostructure are also shown in Figure 5.10b). It can be
seen that the conduction channels are still not connected or they are separated
by the depletion layer region although the size of conduction channel of NWs
increased under UV irradiance because of releasing of free electrons from oxygen
ions (initially adsorbed on the ZnO surface). Unlike the case of the interpene-
trating ZnO nanostructures, it can be concluded that the UV irradiation does
not influence significantly energy barrier between touching NWs and electrons do
not have a free conduction path. A high potential barrier to the surface states
exists because of the depleting electrons by oxygen on the surface of interpen-
etrating NWs [137, 149, 162]. However, with irradiance of the interpenetrating
ZnO NWs forming nanojunctions using UV light (365 nm), the potentials bar-
riers are significantly reduced and the channel width became interconnected as
schematically shown in Figure 5.10d). Unlike the case of the interpenetrating
ZnO NWs, it can be concluded that the UV irradiation does not significantly
influence the energy barrier between touching NWs and electrons do not have a
free conduction path. As revealed by the high magnification SEM images, many
of nanotetrapod arms in the B-FTS specimen are not perfectly interpenetrating
but interconnected by touching (nanoscopic junction) that are speculated to of-
fer low dark current as compared to the completely interpenetrated nanotetrapod
arms. The nanoscopic junctions might be the reason for the high speed switch-
ing of the current provided that the overall conductance is dominated by these
juctions. Thus, it can be concluded that several types of nanojunctions formed
between networked nanotetrapods or NWs play significant role in photodetection
mechanism of such photodetectors.
The reproducibility of B-FTS results is checked for many specimens. With
the right synthesis method and measurement, all of them proved similar be-
havior. A second specimen investigated also demonstrate in principle similar
behavior with quick response and recovery time (Figure 5.11d)). The UV light
was switched on/off in every 50 seconds cyclically under a constant 1 V bias-
ing. Except the very first photon-current, the reproducibility is demonstrated by
identical resistance rises and decays in four cycles. The on/off ratio at 1 V for
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this case is approximately 139, which much larger than the case for S1.
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Figure 5.11: a) depicts the optical microscopy image gold electrodes
where a 10 µm gap is ZnO bridged. b) shows the SEM image of
Sample 2 that has relatively low dense ZnO networks in the gap. c)
I-V characteristic re-plotted on natural logarithm of the same sample
under dark and 365 nm UV illumination. d) resistance switching with
and without UV light at constant 1 V bias voltage.
The versatility of the FTS approaches to fabricate devices from various
metal oxide semiconductor materials is under thorough investigation. Prelimi-
nary results however indicate a promising result as given below for instance SnO2
nanostructures. Further investigation is preformed by MSc. Ingo Paulowicz (PhD
thesis under preparation). The versatility of C-FTS approach can be confirmed
through the synthesis conductance measurement of nanostructures from SnO2.
It is known that one of the prominent methods that SnO2 NWs could be syn-
thesized is a VLS technique [163–165]. However VLS methods and many other
methods are either too expensive, complicated requiring vacuum system or time
consuming. C-FTS as already discussed is a modified version of VLS process and
is less complicated during synthesis and cheaper as compared to the normal VLS
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method. It is the second most investigated material next to ZnO. Tin dioxide is
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Figure 5.12: Illustrates a)-d) SEM micrographs of SnO2 nanostruc-
tures at various magnifications. e) I-V characteristics measurement
at dark current and under UV illumination. f) UV response of the
nanostructures at constant voltage of 0.4 volts. The photocurrent has
increased 1n an order of magnitude once the electrons are activated
by UV illumination.
an n-type semiconductor wide band gap of ∼ 3.6 eV at 300 K [166] has received
enormous research interest in the past few years because of its potentials as opto-
electronic device. The gas sensing properties based on an individual SnO2 NWs
[167, 168] and a NWFET and photo detection property also reported [169, 170].
A similar result was achieved for in the synthesis of SnO2 crystalline nanos-
tructures as depicted in Figure 5.12. The nanostructures show photo sensoric
property as depicted in Figure 5.12e)-f). UV irradiation of the nanostructures
at an ambient air condition resulted in an increase in conductance (on/off ratio
10). The increase in conductance during illumination is believed to originate from
the removal of oxygen species (O−2, O−2 that are desorbed on the surface of the
nanostructures as the measurement is was performed at an ambient condition.
The surface-bound electrons will be released in the depletion zone increasing the
charge carriers through exciting electrons from valence band to conduction band
[170] and thus enhancing the conductance. The C-FTS is thus simple, requiring
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no vacuum system, can be used to synthesize nanostructures without catalyst and
many oxide forming nanostructures can be synthesized. AU catalyzed synthesis
of ZnO and SnO2 nanostructures are shown reproducibly.
5.3 Summary
Two routes (FTS and TFF) for the synthesis of metal oxide nanostructures into
microchips of Si and quartz substrate have been demonstrated. Both of them
allow for the integration of NWs (nanostructures) into chips and are in princi-
ple ready for upscaling. A comparison between each route shows that individual
route has its own advantage and disadvantage. The two types of FTS approach
(C-FTS and B-FTS) synthesis approaches are mainly used to synthesize ZnO
3D network type of structure that are interesting for sensors such as UV de-
tectors. Both approaches allow us in-situ integration of nanostructures between
the electrodes on chips during the growth process itself. The B-FTS technology
can be characterized by a rapid synthesis process (3-5 seconds) for fabrication
of high crystal quality interconnected ZnO nanotetrapod network bridging the
two pre-patterned Au electrodes. B-FTS fabricated photodetector devices ex-
hibit a high current ratio IUV /Idark = 4.5 × 103 at 2.4 V with a fast recovery
time constant (∼ 32ms). High magnification SEM results revealed that FTS
synthesized nanostructures have got bridging though completely interpenetrat-
ing or partially intenpenetrating or just connection by touching nanotetrapod
and micro-nanoneedles. The UV photodetection mechanism is proposed in terms
of modifications in energy band diagrams under UV illuminations of ZnO nano-
junctions. The chemisorbed oxygen on the nanostructures increase the energy
barriers that affect the dark current and thus detection of UV light. Proposed
technological approaches can be easily scaled-up and therefore exhibit large inter-
est for further studies and various sensor applications. In relative terms C-FTS
fabricated photo detector showed slowest response under periodic UV irradiance.
SnO2 nanostructures were also synthesized through C-FTS approach and the
preliminary result as UV detector shows a promising result.
It is also demonstrated that horizontal ZnO NWs can be synthesized in TFF
approach employing self-organized photoresist fractures as a nanoscale template.
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This method is reproducible and is a versatile process that nearly all materials
deposited in a PVD technique are converted in to NWS. The synthesis and exper-
imental studies as UV photodetector and gas sensor have already been intensively
studied in this chapter. A comparison of ZnO NWs (TFF) to ZnO C-FTS as a
UV detector confirmed that high crystal quality NWs do not guarantee the syn-
thesis of best sensor out of it. A poor crystal quality and granular featured ZnO
NW synthesized in TFF approach also demonstrated fast response as in a UV
photo-detection process in ambient environmental condition. The possibility of
A UV activated oxygen sensor was also demonstrated using ZnO NW fabricated
through TFF.
Generally, the three synthesis techniques offer NW integration routes that
do not require standard processes. Moreover, an in-situ integration of the NWs
and nanostructures has been demonstrated that avoids the use of standard pro-
cessing techniques such as E-beam lithography, focused ion beam methods, or
alignment processes. This allows for high speed synthesis of NWs and integra-
tion which can be upscaled to mass fabrication. The synthesized devices and
the measurement results also demonstrated the feasibility of the synthesis ap-
proaches in a wafer-level processing and the NWs showed promising result as
photodetectors or gas sensors. However, for a NW sensor a control electronics
should be integrated, for example, for sensor drift correction and selectivity, as
well as long-term stability tests have to be carried out.
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In the previous chapter, semiconductor nanostructures fabrications and their po-
tential as sensors were demonstrated. An in-situ integration of nanostructures
into chips was presented through an efficiently developed TFF and FTS methods
and promising results have been shown. In another approach, core-shell nanos-
tructures (metal-metal oxide hybrid structures) that add new functionalities can
also be obtained from NWs and nanostructures. This chapter presents the syn-
thesis of a novel metal-metal oxide hybrid nanostructures integrated into chips
with tremendous potential applications as NW field effect transistor(NWFET)
and magnetic field sensor. TFF and TAM are the two main routes employed
for such hybrid nanostructures synthesis. The details on the procedures and the
synthesis parameters used for fabricating iron oxide nanostructures are already
discussed and refer to Chapter 4.
In section 6.1, the electrical transport properties of both metal and semiconductor-
metal hybrid NWs are given. In the subsequent subsections, results from two
different materials Ti and Al NWs are presented. In section 6.2, a general discus-
sion on the synthesis and the factors that affect properties iron oxide NWs are
given. Results from iron oxide NWs synthesized in a hotplate and a muﬄe type
furnace are given in sections 6.2.2 and 6.2.3 respectively. Detail characteristics of
iron oxide-iron core nanospikes in the subsections of 6.2.2. Finally the summary
of this chapter highlighting the most important achievements are given in section
6.3.
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6.1 Transport Properties in Metal and
Semiconductor Hybrid NWs
6.1.1 Ti NW Synthesized in TFF Approach
Ti NWs synthesized using TFF approach are demonstrated in this section. After
fabrication of a networked crack structures, 70 nm nominal thickness of Ti was
sputter deposited on a 100 nm SiO2 coated P++ doped Si substrate. After mask-
lift off in ultrasonic acetone bath, the Ti NW was electrochemically anodized at
10 V DC voltage for a duration 10 minutes. This gives a possible route for the
fabrication of oxide wrapped metal NW structures (i.e., core-shell metal oxide
NWs with the metal as core and metal oxide as shell). The NWs synthesized
through sputter deposition are found to have granular structure. Typical NWs
from Ti and Au that are rough and granular structure synthesized in TFF ap-
proach are shown in the Atomic Force Microscopy (AFM) micrographs in Figure
6.1. The AFM images of NWs produced are found to be polycrystalline with
grainy features as shown in 6.1 b). The electronic characteristics of Ti and an-
odized Ti core-shell NWs field-effect transistors (NWFET) are illustrated here.
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Figure 6.1: a) AFM Image of zig-zag oriented Ti NW and b) AFM
image of a rough Au NW synthesized through sputter deposition. The
inset in b) illustrates grainy features of the NWs. Note that the z-scale
is drastically overemphasized.
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6.1.1.1 Anodization for Controlled Shrinking of Metal NWs
A vacuum deposition of NWs in cracks result in granular NWs as shown above
by the AFM images. A problem in deposition is to meet the exact point in time,
where the grains during their growth close their intermediate gaps and form a
transition from a chain of clusters into a continuous NW. But this transition is
very interesting for sensor fabrication [171], as it creates narrow nano gaps or
only a few atom wide points of constriction. Metal NWs such as Ti, Ni, Pd and
Au synthesized in TFF and possessing granular structure have been studied and
characterized [47]. Depending on the type of NW material, the NWs could also be
converted into metal-oxide-metal (M-O-M) or core-shell structure in a controlled
manner through electrochemical anodization.
Contact 
angle needle
Gold pin 
wires
Sample 
inside
Figure 6.2: Camera image of experimental setup for the electrochem-
ical anodization of titanium films and NWs. The course of current
flow at a constant voltage through a sample containing titanium NWs
and films while anodizing at a constant voltage. The computer inset
image shows image of water droplet with voltage sourcing taken during
anodization.
An electrochemical anodization setup as shown in Figure 6.2 can be used
to form a controlled shrinking of the diameter, as here discussed in the example
of Ti NWs. Furthermore, by the partial conversion of the metallic Ti grains in
the wires into TiO2, hybrid devices can be formed with interesting field effect
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properties. The grain boundaries play a significant role during the oxidation
process. The AFM images shown in Figure 6.1, reveal the granular nature of Ti
NW. The approximate diameter of these NWs vary from 80 nm to 120 nm. These
grains also limit the usefulness of the description of the diameter of the wire, as
it can be much thinner between the grains. A contact angle instrument needle
is used to place a micro liter droplet of deionized water on top of the gap where
NWs are located and the schematic details of the anodization set-up depicted
in Figure 6.3a). A deionized water is found to be a good enough electrolyte for
controlled electrochemical oxidation for Ti NWs and films. Experiments with
several electrolytes like citric acid showed that controlled anodization conditions
could be affected most by simply using partially ion depleted water, which was
produced in a deionization setup. In anodic oxidation, the growth of a uniform
oxide film begins (mainly TiO2), inhibiting the active dissolution of titanium
Ti+ 2H2O → TiO2 + 4H + 4e− (6.1)
A non-stable Ti2O3 may be formed but shortly oxidizes to TiO2 as it is in contact
with water. Its chemical equation is
Ti2O3 +H2O → 2TiO2 + 2H + 2e− (6.2)
Thus, a stable TiO2 formation expected after anodization experiment is per-
formed [172]. Between the 200 µm wide Ti thin films, a gap is visible (10 µm)
as shown in Figure 6.3b) where the anodized Ti NWs are located. The color
contrast in the figure also shows part of the oxidized Ti. The current measured
during oxidation is used for deciding the thickness of the oxide. A constant volt-
age was supplied and the corresponding current was measured while anodization
is taking place through a voltage of 10 V (Figure 6.3d)). By measuring the re-
sistance (current) in the wire during anodization, a well-controlled thickness of
the conductive part of the wire can be set by stopping the anodization processes
at the desired resistance. Reports show that the anodization rate for very thin
films by using purely electrochemical methods is about 2-2.5 nm/V, independent
of the electrolyte pH [173]. The higher the anodization voltage, the higher will
be the rate of oxidation and thus faster decrease in current. After anodization,
the average thickness of top oxide layer is expected to be around 20-25 nm. This
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Figure 6.3: a) Schematic experimental setup for the anodizing Ti-
tanium films and NWs. b) Optical micrograph of anodized sample
showing a color distinction between anodized and non-anodized parts.
c) Test current vs time through a 10 nm titanium film while anodiza-
tion takes place. A constant of 1 V for electric current during 10
V anodization. d) The course of current flow at a constant voltage
through a sample containing titanium NWs while anodizing in 10 V
voltage supply. I-V characteristics e) before and f) after anodization.
The resistance increases from 0.076 to 217 MΩ.
means that the average thickness of the conducting NW shrinks in the range of
45-50 nm in cross-sectional view. This can lead to a core shell structure, where
the metallic core is only a minor fraction of the NWs. To tune in a special tita-
nium oxide structure like rutile or anatase, a controlled setup like in [174] can be
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used. Especially such an automated micro droplet setup could be used on wafer
level, allowing the setup to be used in micro-fabrication. The study here should
only elucidate the potentials of the approach which holds for devices. The I-V
characteristics before and after anodization are demonstrated in Figures 6.3e)
and f) respectively. From the linear I-V response, it can be observed that the
resistance is increased from 0.076 to 217 MΩ after anodization, which is close
to the resistance regime where electron tunneling plays the main role of electron
transport. The anodized NWs exhibit several types of electrical conductivities.
a) c)
b)
d)
Figure 6.4: a) Isd-Vsd characteristic of anodized Ti NWs as a
NWFET, b) the magnified Isd-Vsd plot for zero gate voltage in forward
and reverse bias, (c) Logarithmic plot corresponding to Figure a, (d)
transfer characteristics of NW-FET at different source drain voltages
Vsd.
The recorded data in Figure 6.4 shows an increase in conductance when
the gate voltage is increased (Vgs > 0). The current can be increased more than
three orders of magnitude by gate-voltage supply. When a gate voltage is applied,
the corresponding electric field developed in the 100 nm SiO2 depletes electrons
from titanium oxide layer. The increase in conductance with increasingly positive
Vgs > 0 indicates the NWs to be n-type [175].
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The FETs exhibit properties which are already suitable for applications as
sensors. Thus the gas detection experiments were performed with anodized Ti
NWs synthesized in TFF approach. The observed field effect behavior might be
used to shift the NW-operated devices, for example, as sensor, into a sensitive
region of its conductivity curve. The hybrid NW FET, however, showed a drastic
and fast response in the drain current when it is exposed to different partial pres-
sures of oxygen (Figure 6.5). The reduction in drain current under the exposure
of oxygen is believed to be the result of adsorption of O2 at oxygen vacancy sites
forming O−2 and O− through depleting electron from titania.
a) b)
Figure 6.5: a) I-V characteristics after Ti NW anodization (black
square dots at the bottom) without an electrical field, it is the same
curve shown in Figure 6.3(f) and after applying a gate voltage (in-
creasing, rectifying curves). The inset (a) shows the here used setup
to apply the gate voltage: the highly doped silicon wafer serves as gate
electrode. b) Sensing response of anodized Ti NWFET (at a constant
Vgs = 0.08 V and Vsd = 0.6 V) at different partial pressures of oxy-
gen. A pronounced answer is visible.
Palladium (Pd) NWs [47] synthesized using TFF respond respond quickly
so that one can see the performance of anodized Ti NW when it is exposed to
hydrogen gas environment. Of course Pd NWs are known for their very fast
response from the works of Penner [81]. The gas detection experiments were
performed with the NWs synthesized with the help of TFF approach. In this
context, the gas-sensing capabilities of Pd and anodized Ti NWs synthesized
under fracture approach have also been tested and are shown in Figure 6.6. The
synthesized Pd NWs showed a drastic change in the conductance when exposed
to H2. However the anodized Ti NWs used above did not show any change in
the conductance when the NWs are exposed to H2 gas environment. Penner et
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al., proposed that the drastic change in conductance appears from the closing
of nanoscopic grain gaps which is caused by swelling of lattices (increase in the
size) of palladium grains due to absorption of hydrogen. Granular features of Pd
NWs in this case have nanoscopic gaps in air that null down the conductance. In
hydrogen environment, nano-break junctions will get close leading to 6-8 orders
of magnitude decrease in the resistance along the length of the wire and providing
a sensing mechanism for a range of hydrogen concentrations [176].
a)
H2
Air
b)
Figure 6.6: a) Comparison of sensor properties at H2 containing en-
vironments. (a) Palladium NW as hydrogen sensor, comparison [47],
shows a pronounced answer in terms of increased conductivity. (b)The
anodized Ti NW FET (at a constant Vgs = 0.16 V and Vsd = 0.3 V)
shows no response to hydrogen.
6.1.2 Characteristics of Al NW
TFF and modified version of TFF (MTFF) are used here for the synthesis of Al
NW. In principle both approaches follow similar procedures except three more
lithographic processing steps in the MTFF approach. The MTFF approach how-
ever permits for the integration of localized gate and localized area application
of gate electric field. The small area gate electric field is believed to reduce the
probability of the dielectric break down that increases with larger surface area
which the gate voltage is applied. The details and results obtained are given in
the following subsections.
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6.1.2.1 Characteristics of Al NW Synthesized in TFF Approach
Like Ti NWs, the synthesis of Al NW begins with deposition of photoresist tem-
plate. After thermal fracturing of the resist, aluminum is sputter deposited in
two cycles through magnetron sputtering. A nominal thickness of 50-70 nm is
sputter deposited following the deposition of 6 nm Nb for better adhesion of Al
on SiO2. Figure 6.7 shows AFM images of Al NW integrated into chips and
Al electrodes. A detail consideration of the image reveals that the NWs are
grainy in feature rather than continuous NW. Both polycrystalline and single
crystalline Al NWs were reported to be synthesized and characterized in different
approaches. The synthesis of polycrystalline Al NW through evaporation is re-
ported to be granular with Ohmic behavior at room temperature [177]. However,
a single crystalline Al NWs were also reported to be synthesized with stress in-
duced technology [178, 179] and no grain boundaries were observed as per TEM
observations. The Al NWs synthesized in TFF are thus expected to have oxide
layer formation on the grains and grain boundaries (GBs) as the samples are pro-
cessed in ambient environment condition. The presence of humidity and oxygen
result in the formation of passive native aluminum oxide film [180, 181] (Al2O3)
or even hydroxide film if the sample is placed in hot water (Al(OH)3) [182]. The
native oxide that could be formed in Al NWs in this case is thus believed to be
Al2O3. The thickness of the oxide ranges from 2-6 nm depending on the hours
(typically several hours) of exposure to the environment [180, 182, 183]. Such
thin native oxide forms a protective layer for the interior material so that further
oxidation could not happen. The schematic Figure 6.7e)-g) describes the nature
of the native oxide formed besides the granular feature of the NW. The oxide
thickness in grains and GBs are shown to be different. GB which is energetically
favorable region for oxidation as compared to the oxidation of grains themselves.
Like atoms on the surfaces, GBs are necessarily more energetic than those within
the grain interior. This causes the GB to be a heterogeneous region where many
processes such as corrosion, solid-state diffusion precipitation, etc. could happen.
A thicker and wider oxide is thus expected across the grain boundaries.
As dimensions of conductors approach the mean free path of the electrons,
the electrical resistivity of metals increases and deviates from bulk counter parts.
The effects of electron scattering at surfaces and in grain boundaries are then be-
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Figure 6.7: AFM image of Al NW. a) A λ shaped 3D AFM mi-
crograph of Al NW which is one of the typical representative shapes
among others. The inset shows the rough (grainy) feature of the NW
with grain boundaries that significantly affect the electrical conduc-
tance. (b) shows top view of the NW and the width of the NW is
below 80 nm. c) 2D inverted λ shaped Al NW with a corresponding
height profile (≈ 20 nm) and width shown in (d). The nominal thick-
ness sputtered from the chamber was 70 nm. Schematics of Al NW
grains e) on Si substrate coated with SiO2. At ambient condition Al
NW will have a thin layer of native oxide (blue colored). Two pos-
sible results could be obtained depending on the size of contact area
between neighboring grains f) the oxide does not reach to the substrate
and electron can only be scattered at the grain boundary (doted line
between grains). In g) electrons can either tunnel or blocked in such
a case.
coming substantial [184–186]. When NWs in this case are electrically biased, the
electrons are believed to encounter two kinds of barriers that cause scattering be-
sides others: GB scattering and scattering due to the tail of native oxide reaching
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down to the substrate as shown in Figure 6.7f) and g) respectively. The barrier
however is not expected throughout all NWs as the NWs are quite rough, but it
could only be expected at the locations where there are very small thickness or on
a small GB contact areas. The electrical measurement performed for many sam-
ples processed similarly also confirm this fact. The I-V characteristics measured
for such samples can show linear behavior, exponential (semi-conducting) behav-
ior or even non-conducting behavior (where no current is actually measured). The
non-conductive behavior observed is attributed to either non-connected (broken)
grains that have substantially big gaps (air) for not allowing electron transfer
or a thick oxide reaching to the substrate beyond the tunneling regime. If the
NWs conduct and show semi-conducting I-V behavior, it can be a result from
two possible NW cases. The first one could be a very thin oxide that electrons
encounter and tunnel through the barrier or the second case could be that the Al
NWs are so thin that surface effects and grain boundary scattering contribution
are substantially low. In Figure 6.7, it was shown that Al NWs are not smooth
and continuous wires but rather having grains of various size including a gap
between them. The gap could be air, insulating oxide or a grain boundary. The
most likely electrical conduction process in such a system is due to an electron
hopping mechanism which can happen through crossing the barriers. Tempera-
ture is a key factor that can cause electron to pass through a potential barrier.
Thus as the temperature of the sample is increased, the electrical conductance
also increases which is shown in Figure 6.8 or a decrease in resistance as plotted
in Figure 6.8b). The curve fit and its experimental plot show a power law fit
equation R ∼ exp(−T ). This result fits to Mott power law or Mott variable
range hopping, which is the most suitable model to describe low temperature
conduction in strongly disordered systems with localized states [79]. Previous
report on the conduction mechanism of granular aluminum showed that it does
not follow the Mott hopping law [187]. However, a more detailed investigation of
Al NWs as given below shows that the temperature dependent resistance follows
Mott’s VRH.
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Figure 6.8: Effect of temperature on the resistance of Al NW. a)
Depicts the IV characteristics of Al NW at various temperatures and
(b) shows the evolution of electrical resistance while the temperature
of Al NW is increased from RT to 200 oC at the supply of constant
voltage 50 mV. c) The IV characteristics of the Al NW at different
cryogenic temperature when the NW is cooled down to 82 K. d) Shows
current vs temperature (IT) measured at a constant voltage of 50 mV.
6.1.2.2 Characteristics of Al NW Synthesized in MTFF Approach
As pointed out earlier, one of the challenges in large area gate field application is
the dielectric breakdown. This is very common effects that is observed in many
dielectric oxides such as SiO2. According to Klein [188], maximum calculated
fields for SiO2 thin film at room temperature is found to be 9 MV/cm. The
average calculated maximum field from the measurement shows that it is 0.6
MV/cm. It is also found out that the dielectric break down could happen at
lower voltage for specimens and nearly all specimens have showed a breakdown
even at lower voltages under cyclic biasing. The possible mechanism for dielectric
breakdown could appear in three forms: single hole, self-propagating, and maxi-
mum voltage breakdowns [188]. Any form of these voltage breakdown will pause
a challenge in having a stale dielectric material for application of gate electric field
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in the NWs. In order to minimize the probability of breakdown by single hole or
self-propagating at flaws, surface area of the dielectric gate oxide is reduced by
lithographic steps together with electrochemical anodization. Figure 6.9 depicts
the flow process involved in the synthesis of Al NW through MTFF approach.
The first lithography is done for pattering of bottom electrode. Nb as adhesion
a) b) c)
d) e) f)
Figure 6.9: Schematics depiction of step processing in MTFF ap-
proach a) The first lithography followed by deposition of base electrode
and mask-lift off resulted a patterned base electrode. b) Second lithog-
raphy for covering contact pads with resist followed by partial elec-
trochemical anodization of the electrode. The contact pads are free
of anodization because of resist. c) Third lithography followed by an-
nealing at 50 ◦C and immersing into liquid nitrogen for dummy crack
formation. d) Fourth lithography for forming 10 µm resist strip, an-
nealing at 50 ◦C and immersing into liquid nitrogen for zig-zag crack
formation. e) Finally deposition of 6/50 nm thick Nb/Al followed by
mask-lift off in ultrasonic acetone bath. f) Depicts a 3D schematics
of the final sample.
promoter is used before the actual deposition of the Al electrode. To avoid any
possible chemical reaction between Al and developer in later stage, 10 nm Nb
is again sputter deposited on the top. The base electrode will be ready after
mask-lift off in acetone bath followed by cleaning with isopropanol and deionized
water. This leads us to the second lithography just to cover contact pad to avoid
electrochemical oxidation in later stage which is important for later gate wire
bonding as depicted in 6.9b).
The third lithography is then performed immediately after the partial elec-
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a) b)
ReRo
V
Au
100 µm
Figure 6.10: a) Schematic illustration of the partial electrochemical
oxidation of Al+Nb base electrode. The electrolyte is composed from
156 g ammonium pentaborate, 1120 ml ethylene glycol, 760 ml hydro-
gen peroxide and diluted in 760 g of water. The voltage is ramped
to a desired value for e.g. to 33 V at an approximate rate of 1 V/s.
Ro and Re refer to the resistance that is growing in the electrode and
the natural resistance of the electrolyte respectively. The optical mi-
crograph of anodized sample at 33 V maximum voltage is shown in
d).
trochemical oxidation of the gate. It is partially anodized so that the unoxidized
part will be used to apply gate voltage. The sample is then annealed in a hot
plate usually at about 50 ◦C for 5 minutes and immersed into liquid nitrogen
to form dummy cracks. The dummy cracks are intentionally produced so that
the resist in the next stages of processing won’t be stressed and avoids the for-
mation of further cracks. The dummy cracks are filled with the resist in the
fourth lithography (6.9d)) step and in addition, a 10 µm x 100 µm resist strip
is produced where the actual NW forming zig-zag cracks were synthesized later.
These cracks are produced using similar parameters as the dummy cracks are
produced. Finally 6 nm Nb and 50nm Al are sputter deposited consecutively for
drain (D) and source (S) electrode deposition together with deposition of NW
forming material followed by careful mask lift-off.
Figure 6.11 shows actual results from the synthesized sample though pro-
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Figure 6.11: a) Depicts optical micrograph of the sample after the
fourth optical lithography. b)Optical image after zig-zag cracks are
synthesized after annealing the sample at 50 ◦C for 5 minutes and im-
mersing the sample in a) into liquid nitrogen for about 5 seconds. c)
Depicts SEM micrograph of sample after mask-lift off. The source(S),
drain(D) and gate(G) electrodes are also marked . d) Photographic
camera of the wire bonded sample which is ready for electrical mea-
surement. e) A 3D schematic depiction of the ALNWFET final device
ready for electrical measurement.
cesses described above. The contacts which were covered with photoresist re-
mained unoxidized but the rest area is anodized as depicted in 6.11a). AZ MiR
701 is the photoresist utilized in all of the lithography steps. Zig-zag fractures are
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produced as shown in 6.11b) through thermal cycling. To experimentally probe
the electrical transport properties of Al NW, the Nb+Al electrodes are contacted
via wire bonding to a Cu sample holder as shown in Figure 6.11d). The finished
device which is ready for electrical measurement resembles the schematic depic-
tion given in Figure 6.11e). Electrical measurements for the NWs synthesized
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Figure 6.12: a) Depicts I-V characteristics of 50 nm nominal thick-
ness of Aluminum NW (AlNW) b)AlNWFET of the same NW under
various gate voltages. An increase in two orders of drain current is
visible.
in MTFF approach is performed in two sets of experiment and results from two
different probes are demonstrated. For the first sample (S1), DC power source is
assembled with another power supply (generator) sourcing a floating gate volt-
age. For the confirmation of the measured result, a second set where a floating
battery is used in the second sample (S2) (Figure 6.13a)). Before the application
of gate voltage, an electrical test through I-V measurement is performed to check
if the dielectric is leaky or not through ramping 0 to 1 volt. The maximum leak-
age current at 1 V was 3 pA and it is well below the noise regime (10 pA) that
assures gate field could be applied to bias the NW. The I-V characteristics and
measured electrical behavior with the application of localized gate voltage for S1
is shown in Figure 6.12. The drain current increases for a negative bottom gate
bias field when positive drain voltage (Vds) is ramped between 0-1.1 volt. The
negative gate bias is found to switch off (decrease) the drain current in ramping
Vds in negative polarity. A reverse phenomenon happens when the polarity of the
gate voltage is changed. The gate polarity favors only one directional flow of the
drain current.
106
6.1 Transport Properties in Metal and Semiconductor Hybrid NWs
220 240 260 280
0
5
10
15
20
 
 Temperature [K]
R
 [ G
 ]
0.060 0.063 0.066 0.069
5
6
7
8
9
10
 
 
l n
R
/ 1
0 0
0
T -1/2 
 lnR
 Linear Fit
c) d)
0 200 400 600 800 1000
30
35
40
45
C
a p
a c
i t a
n c
e  
[ p
F ]
Frequency [kHz]
-1.0 -0.5 0.5 1.0
-12
-10
-8
-6
-4
-2
2
4
6
I d
 [ n
A
]
Vd [V]
  Vg = 0 V
  Vg = 100 mV
  Vg = 500 mV
  Vg = 1000 mV
  Vg = 1500 mV
a) b)
Figure 6.13: a) Depicts I-V characteristics of Aluminum NW
(AlNW), 50 nm nominal thickness at various gate voltages
b)Frequency sweep of capacitance measured for the gate oxide in sam-
ple a). c) Plot of temperature dependence resistance of Al NW at 0.5
v bias voltage and its logarithmic plot (d). The resistance (red) fitted
to Mott model with d=1.
For S2, a floating battery with the same circuit setup like Figure 6.11e) is
implemented in a way that gate voltage was varied using custom made circuit.
Once the insulating characteristic is confirmed, several measurements including
capacitance were performed which are shown in Figure 6.13. Using the total
capacitance (CT ) of the capacitors connected in series (C1 & C2), the capacitance
the gate oxide can be estimated. That is two capacitors are formed from Al2O3
and NbO dielectrics connected in series.
1
CT
= C1 + C2
C1.C2
= 1
0A
(
d1
1
+ d2
2
)
(6.3)
where 0 = 8.85×10−12 C/V m, 1 = 9 and 1 = 40 are the permitivities of Al2O3
and NbO respectively from literature. d1 = 60 nm is thickness of Al2O3 and
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d1 = 20 nm is thickness of NbO. A is the surface area in which the gate voltage
is applied and is approximately calculated as 450 µm2. Using these numbers into
equation 6.3 yields the gate capacitance CT to be ≈ 1 pF . This result is not very
far from the capacitance measured in Figure 6.13b).
In section 2.4.1 of Chapter 2, temperature dependent hopping conductance
for 1D nanostructure is shown. In Figure 6.13c) temperature dependent resistance
measurement is also given. From the R versus T behavior, several characteristic
parameters describing the charge transport in NWs can be extracted. A solid
fitting is used to extract d as depicted in Figure 6.13b). It can be observed that
Mott variable range hopping also fits for 1D NW. From the slope of ln(R) vs
T−
1
2 , the fitting parameter T0 between 210.3 K and 296.8 K can be estimated.
The calculated value of T0 is 4.47× 105 K.
6.2 Iron Oxide Nanostructures (NWs) Synthesized
in TAM
Iron oxide NWs are one of the most widely synthesized and investigated materials
because of the potential they offer for various applications [189]. Already in the
1950s the possibility for iron oxide NWs growth was found by Pfefferkorn [190]
through investigating the growth and structures of whiskers emerging out from
oxidizing iron metal foils and alloys at higher temperatures. Three years later,
Takagi [191] reported blade like α-Fe2O3 whiskers synthesized at 400 - 800 ◦C
in oxygen using electron microscopy and electron diffraction. He showed that
whiskers grow at the tip by surface diffusion of atoms and molecules from base
towards tip. Alternatively, blade like whiskers and NWs can also be synthesized
from thermal oxidation of sputtered iron films [192]. The temperature and ox-
idizing environment are found to be the key factors responsible for changes in
the morphologies of NWs. By controlling these growth parameters, NWs ranging
from microsized blades to NWs could be obtained [193–195].
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6.2.1 Factors Affecting Growth of Iron Oxide NWs
The growth and morphology of iron oxide nanostructure are found to be influ-
enced by a number of factors: thickness of the iron film, temperature, duration
of annealing and pre-treatment of the samples with oxygen plasma. In order to
find out how the thickness of a film influences, iron film with a nominal thickness
of 50, 350, 600 and 1000 nm were deposited under similar sputtering conditions.
These samples were annealed on a hot plate at 300 ◦C for 4 hours. The SEM
results obtained for these thicknesses are shown in Figure 6.14. The overall mi-
croscopic images show that there is a minimum iron film thickness required to be
deposited so that long and dense nanostructures are grown. Almost no growth
Figure 6.14: Depicts SEM micrograph evolution and the influence of
sputtered iron film thickness on the growth of iron oxide nanostruc-
tures synthesized on a hot plate at 300 ◦C for 4 hours. a) 50 nm, (b)
350 nm, (c) 600 nm and d) 1000 nm film thicknesses.
of nanostructure (except rare 500 nm long rods) are observed when the iron film
thickness is ≤ 50 nm. When the film thickness is 350 nm, dense and a mixture
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of differently shaped nanostructures are grown. Many of the nanostructures ap-
pear to be wide at the bottom and sharp at the top resembling nano whiskers
(nanospikes). A 600 nm thick film also shows growth of nanostructure which
appears to be thinner and less dense as compared to the 350 nm thick iron film.
The whiskers are longer and thinner for 350 nm film than 600 nm thick film and
furthermore, the areal distribution (density) of whiskers at some areas for a 600
nm thick film is low. A further increase in the thickness to 1000 nm resulted
in a lower areal distribution and a thinner nanostructure. The reason for this is
speculated to be due to the difficulty of iron ions facing in penetrating through
grain boundaries because of a thick iron layer on the top. The influence of film
thickness on nanostructure growth is also reported elsewhere [196]. A thickness of
450 nm iron film at 300 ◦C annealing temperature is found to be the optimal pa-
rameter for obtaining various combinations with a longer and denser distribution
iron oxide nanostructure growth. Figure 6.15 shows the influence of annealing
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Figure 6.15: Depicts plot of the influence of annealing time on the
average iron oxide NW length synthesized in a hot plate. The plot
shows that the average length is logarithmically related to the average
time as shown by the curve fitting (red).
time on the length of the nanostructure (NW) for similar samples that have 10
nm Cr, 50 nm Au and 450 nm Fe film annealed at 300 ◦C. The length of NWs
shows a saturation with respect to annealing time as it is evident from a logarith-
mic time dependence. The logarithmic dependence of NW length to annealing
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time was also reported else where [192]. The analysis of the data points shows
that the rate of increase in length was 23 nm/min in the early stages of annealing
and decays to 1.7 nm/min at 24 hrs annealing time. The contribution from iron
diffusion through grain boundaries will get less and less as long as the annealing
continues since more of iron gets oxidized at long annealing time.
100 µm1 µm 50 µm
d) e) f)
1 µm 1 µm 1 µm
a) b) c)
Figure 6.16: SEM microscopy image of 450 nm thick Fe annealed for
4 hrs in a hot plate that were treated in 100 W oxygen plasma for a)
15 min b) 1 hr c) 2 hr. The inset in b) shows the buckles observed
at the edge of the same sample. d) SEM image of a sample treated
with oxygen for 1 hr but annealed for 8 hrs. e) and f) show optical
and SEM images respectively of the sample with 220 nm thick Fe film
treated in 100 W oxygen plasma for 1 hr and annealed for 8 hrs on
a hot plate at 300 ◦C. Buckles are observed in this case but there are
no NWs grown as shown in the inset in f).
The other parameter that influences the growth of iron oxide NWs is the
oxygen plasma treatment of the film before thermal annealing. Cvelbar [197]
reported that iron oxide NWs can be synthesized by reactive oxygen plasma
oxidation of iron sheet. With exothermic plasma oxidation at about 570 ◦C,
growth of NWs was observed. Using oxygen plasma etcher, a similar experiment
was performed in our multi layered samples. However, the temperature never
exceeded 80 ◦C in the plasma and there was no any NW growth observed right
after plasma treatment. The treatment however is expected to enrich the iron
surface with oxygen so that a thin oxidized layer of Fe is produced. To avoid
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the etching of top surface of the iron film, the chamber pressure is kept as high
as possible. This will result in development of a small bias voltage between
the electrodes in the plasma. However, some energy is still needed to excite
the oxygen molecules in the plasma so that they can reach to the substrate.
The energy is obtained through the microwave power device (at the frequency
of 13.56 MHz and 100 W power). Figure 6.16 in general gives the influence of
oxygen plasma treatment in the density and length of the iron oxide NWs. The
longer the oxygen plasma treatment of the samples the lower are the size and
density of synthesized NWs, as shown in Figure 6.16c). Although the results
are not shown here, it is necessary to mention that oxygen treatments for ≥ 4
hrs showed no growth of NWs. Our speculation is that a longer oxygen plasma
treatment will cause a thicker oxide layer (complete oxidation) on the film which
results in not much iron ions left that could diffuse via GBs. The other important
parameter which determines for the synthesis of NWs from sputtered iron film is
temperature. It was found that increasing the temperature above 450 ◦C reduces
the NW yield so much and if the temperature is increased well above 500 ◦C the
yield will be almost zero.
6.2.2 Iron Oxide NWs Synthesized in a Hot Plate (HP)
As already said, the procedure begins with microstructural patterning (details
in section 4.4.2) on a 100 nm SiO2 coated Si chip followed by deposition of
10 nm Cr, 50 nm Au and 450 nm Fe respectively. After mask-lift off samples
could be annealed as-deposited or alternatively exposed to ambient environmental
condition for a while (days or some times months) or treated with oxygen plasma
for intentional top layer native oxide formation. In many of the experiments
annealing is performed at the optimal temperature which is 300 ◦C at ambient
air condition. Figure 6.17 shows the AFM images of telephone cord looking
buckles produced in iron oxide sample where the buckles were not completely
collapsed and the aspect ratio of the buckles is approximately 10. In general,
experimental results show that buckles of 0.3 to 1.5 µm height and width of
2 to 10 µm of different patterns are observed. The usual pattern observed is
actually telephone cord buckle. Isolated buckles lying on the substrate separately
are also observed. Different characterization results have also been found by
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Figure 6.17: Depicts AFM images of iron oxide buckles where the
buckles were not collapsed. a) Top 2D view of buckles. The red line
shows a line scan for the surface profiling and it corresponding result
is shown in b). The same image is also shown in c) after averaging of
the image is performed and d) shows the 3D view of the same buckles.
using instruments such as optical microscope, SEM, TEM and EDX spectrometer.
Furthermore, electrical measurements were performed across iron oxide bridged
gaps and the result showed a promising result as a magnetic field sensor.
6.2.2.1 Microstructural Evolution of Iron Oxide NWs
It is evident from Figure 6.18 that a wide variety mixtures of iron oxide NWs
(nanostructures) can be synthesized depending upon a number of factors where
some of them are obvious and others are not till now. When the as-prepared
samples are annealed (Figure 6.18b)), the synthesized NWs appear to be wider
at the base (nanospikes) and sparsely populating as compared to the sample that
are exposed to room air for 1 month (Figure 6.18c)) or 2 months (6.18d)). This is
believed to be due to the more number of stress induced GBs that resulted from
oxidation top layer of the iron film which reacts with ambient oxygen. Increased
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Figure 6.18: Optical and SEM images of iron oxide. (a) The very
common optical microscopy image of annealed sample. SEM image
of annealed sample (b) right after mask-lift off, (c) after nearly one
month stay in ambient condition, (d) after nearly two months stay in
ambient condition. e) and f) illustrate DF optical image and SEM
images of buckled sample annealed after two months stay on a shelf
respectively.
number of GBs will give increased number of iron ion diffusion paths which result
in high density of NWs. A buckling and collapse of buckles accompanied by NW
growth is the other interesting phenomena that is observed as shown in Figure
6.18e) & f). The dark field (DF) optical microscopy image shows an overview
of the buckled and collapsed buckle patterns on the chip after annealing. A
closer view using SEM as depicted in Figure 6.18f), shows that the collapsed
buckles are bridged by nanospikes. Such a collapsed buckles are important in
measuring electrical current through the nanospikes which will be shown in the
subsequent sections. The NWs in the SEM pictures appear to be brighter due to
the combined effect of the edge and diffusion contrast since nanostructures have
really small penetration depth for electrons that causes them to appear brighter
than the surface [86]. Also the ruggedness caused by the nanostructures decreases
the escape distance of the incidence beam, this also contributes to the contrast
of the SEM image.
The schematics in Figure 6.19a)-c) shows that with elapsing annealing time
the sample undergoes buckling which later collapse and the collapsing is accom-
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panied by the growth of NWs (or nanospikes). The corresponding microstructural
evolution as obtained by SEM result shows a self organized buckles as depicted in
Figure 6.19d) & e). Buckles are known to happen in many of thermally treated
planar layer systems during device fabrication as a thin film stress relief mech-
anism. In addition to the intrinsic stress developed during thin film growth,
thin films are subjected to high residual stresses during thermal treatment and
other fabrication processes such as oxidation. The iron film which through an-
Annealing time
e)
a) b) c)
d)
Figure 6.19: Summarized schematic depiction of the flow process in
nanostructure growth. a) A P++ doped Si substrate with 100 nm
SiO2 (blue color) is coated with 10 nm Cr as adhesion promoter, 50
nm Au and 450 nm Fe (gray color) by sputter deposition, respectively.
b) After the mask lift-off, the sample is heated on a hot plate at a
constant temperature of 300 ◦C in ambient environment that results
in self organized buckles. c) A further annealing results in a collapse
(fracture) of the buckles and a growth of nanospikes. d) Typical broad
SEM micrograph view of buckles and nanospikes & e) shows corre-
sponding film forming islands as a result of collapsed buckles. The
inset in e) shows the nanospike bridged buckles.
nealing changes to an oxide is typically in a state of compressive stress, as there
exists a mismatch in the thermal coefficient of expansion between the substrate
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(αT = 3.6 × 10−6/◦C at 20 ◦C) and the film (αT = 11.8 × 10−6/◦C at 20 ◦C).
The thermal biaxial stress which is corresponding to the thermal mismatch strain
for the film at any temperature T can be predicted using equation 4.6, assum-
ing elastic thermal strain and approximating the coefficients of thermal expansion
constant with temperature. Considering T1 = 300 ◦C, T2 = 30 ◦C as if the sample
is cooled down because Stoney’s formula is applicable in such condition. Thus,
using equation 4.5, the thermal strain in the film is calculated as −2.376× 10−3.
Using Poison ratio ν = 0.29 & the Young’s modulus of the Fe which is 211 GPa
into equation 4.6 results in the stress σ = −0.706 GPa. The negative result
shows that the film is under thermal compressive stress which is in agreement
with buckle formation in thin film [92]. This actually is not the only stress that
develops in the samples but also other stresses such as residual stresses or stresses
from oxidation that contribute to the overall stress. If the sum of these stresses
exceed critical values, they lead to delamination and buckle formation. In Figure
6.19d), the growth and propagation of buckles is aligned in a kind of sinusoidal
or telephone cord instability until the whole film gets completely converted in a
hexagonal buckle pattern through time. Each buckle allows only the relaxation of
a certain amount of compressive stress in its neighborhood due to the constraints
from the substrate. This explains why the buckles form a relative regular pattern.
Further heating leads to collapsing of the buckle tops, opening a gap and dividing
in such a manner that the film is converted into individual islands.
To estimate and explain the main reason for the formation of buckles, typ-
ical numbers such as the coefficient thermal expansion for bulk iron and the
annealing temperature were used to calculate the expansion. When metallic thin
films on thicker substrate are oxidized at higher temperatures, there will be a
residual strain development because of thermal misfit between the film and sub-
strate. For a typical 10 µm length of Fe film fixed at the ends, the change of
length by expansion is approximately 35 nm. This number is not realistic as
compared to the buckle size that are observable in optical microscope. Thus, it
can concluded that the main factor for buckle formation is the increase in vol-
ume during oxidation besides the thermal misfit between the oxide layers during
oxidation. However, the details are not completely understood that a thorough
investigation is needed for further explanation.
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6.2.2.2 TEM and EDX Analysis of Iron Oxide NWs
The SEM investigations suggested that the shapes of the majority of the NWs
grown are nanospikes or blade like nanostructures that are wide at the base
and narrow towards the tip with various size mixtures. High resolution-TEM
(HRTEM) and scanning-TEM (STEM) measurements were also performed using
a Technai F30 STwin microscope. The composition of the NWs was determined
by EDX analyses in STEM mode. The corresponding results are shown in Figure
6.20. The bright-field TEM images of nanospikes at different magnifications are
shown in Figure 6.20a)-b). It can be seen that the nanospike exhibits a darker
contrast in the center along the entire length which could be induced by the fact
that this region has a different elemental stoichiometry. The elemental stoichiom-
etry is confirmed through a drift corrected STEM-EDX line scan measurement
on a nanospike (Figure 6.20c)). In this specific specimen, the EDX result showed
that the nanospike has a core-shell structure as can be seen in Figure 6.20d).
In the STEM image, a bright contrast in the middle of the nanospike is observ-
able. It is important to highlight here that the STEM images depend on the
atomic mass number (Z) and thickness that affect STEM image contrast. For
few nanospikes, STEM images combined with EDX line scan thus confirm that
the nanospike is Fe rich in the center. The high oxygen peaks at the sides indicate
that the nanospike is highly oxidized at the ages.
Crystal structure and phases of the nanostructures are the other possible
material property that can be determined using TEM diffraction pattern analysis.
The diffraction pattern from one of the nanostructures is shown in Figure 6.20e).
A thorough investigation of many nanospikes proved that all are single crystalline,
although the diffraction patterns at different locations of a nanospike appear to
be different. The d-spacings and angles between the planes have been measured
and are depicted on the diffraction pattern.
It has been previously discussed that the nanospikes showed non-homogeneity
in the composition of iron-oxygen through TEM image mode and EDX analysis
shows that atomic weight percentages are different at several locations in the
nanospike. The analysis of the diffraction pattern also proved that the nanospike
has no specific phase as one might expect from the synthesis technique (the ex-
pected phase is usually α-hematite). The several diffraction points taken in the
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a) b)
c) d)
e) f)
Figure 6.20: a) Bright field TEM clearly showing a contrast between
the iron rich core and the oxygen rich sides of the nanospike b) TEM
micrographs of iron oxide nanospikes fabricated on a hot plate, c) EDX
line scan: the yellow box indicates the reference image used in the
EDX measurement. The arrow shows the direction of the scan where
the spectrum from 0-130 nm is measured and d) EDX line scan profile
of iron and oxygen along the nanostructure. The profile of iron has
got highest peak in the middle of the nanostructure, decreasing to the
sides, where the oxygen content is the highest. e) Electron diffraction
pattern (DP) from one of the nanospikes. The angle between planes
of diffraction and the d-spacings are also measured. In f) HRTEM
micrograph and the corresponding FFT pattern in the inset are de-
picted. The measured d-spacings and the angles between the planes
are depicted in the inset in f).The TEM characterizations shown are
performed by MSc. Burak Erkatal in the group of Prof. Dr. Lorenz
Kienle (Department of Synthesis and Real Structure).
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structure do not fit the hematite phase of iron oxide as can be seen from Table 6.1
and not to the other phases of iron oxide either. In relative terms, the d-spacings
Experimentally measured Hematite Magnetite Iron Wustite
d-spacings (Å) (Å) (Å) (Å) (Å)
2.66 3.68 4.85 2.03 4.01
2.47 2.70 2.97 1.43 3.07
2.27 2.52 2.57 1.17 2.66
2.19 2.21 2.42 1.01 2.44
Table 6.1: Comparison of the measured d-spacings from the diffrac-
tion pattern with d-spacings from the literature (ICSD) of known iron
oxides and raw iron are depicted
of hematite approximately fit to most of the measured values as compared to the
other phases. It can be thus roughly estimated that hematite phase is the major
constituent of the nanospike. As some of the the d-spacings also fit to other
phases such as wustite, the nanosspike is believed to be having a combination of
wustite and many other phases. The FFT pattern of an HRTEM micrograph at a
random place on the nanospike is shown in the inset Figure 6.20f) for comparing
the FFT pattern to the diffraction pattern and the measured d-spacings. The
FFT patterns which have d-spacings of 0.264 nm, 0.262 nm, 0.249 nm and re-
spective angles between the planes of 58.4◦ and 63.5◦ found to correlate with the
measured d-spacings and angles in the diffraction pattern given in Figure 6.20e).
The FFT patterns observed at various locations on the nanospike displayed that
the ring in the middle of the FFT pattern is changing at different locations. This
gives a hint that the nanospike has a different width profile.
Although the TAM synthesis technique of NWs is known for more than 50
years, the growth mechanism of spikes is still under ongoing discussion. A number
of hypotheses such as grain boundary diffusion, screw dislocation centered tunnel
[194, 198], surface diffusion [191] and even a combination of all defects [193] to
account for growth of NWs under gaseous environmental annealing. There is
also a recent report suggesting that the growth of iron oxide nanospikes do not
take place on the grain boundary regions but on the grains themselves [199].
The α-Fe2O3 grains serve as nucleation centers that are fed by iron ions through
surface diffusion driven by concentration gradients of iron besides the iron ions
diffusion through neighboring grain boundary areas. In contrary to this, TEM
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and EDX results support the hypothesis that the growth of nanospikes start
to emerge on grain boundaries, as schematically shown in Figure 6.20a). From
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Figure 6.21: a) Schematic of growth model of iron-iron oxide core
shell nanostructures. The arrows show iron ion diffusion in GBs of
the polycrystalline iron film when heated in air. The GB diffusion re-
sults in grown core-shell structures along the GBs. The GBs seem to
extend along the NWs providing a further path for the diffusion of iron
from the bulk up to the very end of the NWs. b) I-V characteristics
of FeO-nanostructure under the influence of a magnetic field. An in-
crease in current can be observed, when a magnetic field is applied in
both directions. c) Electric current under the influence of an in plane
magnetic field to the sample with (direction only switching by 180 de-
grees). The swing of the curve is speculated to be the result of a TMR
effect. The red marker in c) shows the point when two nanospikes
from separate islands are possibly untouching during measurement.
the structure zone model (SZM) [200] of thin films, the here grown as-deposited
thin film is polycrystalline in nature with a high density of intrinsic defects and
GBs oriented in various directions. When this film is heated on a hot plate in
air environment, growth of core-shell nanowires can be understood in terms of
surface oxidation and grain boundary diffusion [201]. During heating, the surface
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of the film starts oxidizing due to the presence of oxygen in the air and the
assumption is that the development of a large electric field between the interior
iron and top iron oxide layer as well as the thermal budget are responsible for
the growth of FeO core-shell structures (FeO-CSS). It has already been reported
that an electric field strength in the order of 106 V cm−1 also develops between
the underneath iron and the top oxidized iron layers. It could be possible that
the electric field developed is capable enough to relieve the iron ions from the
bulk and induce diffusion along the existing grain boundaries. In addition to
this, the stress developed by volumetric changes in oxidation will induce a higher
dislocation density especially at the edges of the collapsed buckles, where a high
stress concentration and plastic deformation is observed. This will cause an
increase in grain boundaries resulting in short-circuit diffusion of Fe ion along the
entire length of the NWs. The high density of FeO-CSS around collapsed edges
can be explained as a result of many grain boundary that are induced by the net
thinfilm stresses developed. With elapsing annealing time, the upward diffusion
of iron ions within the grain boundaries and subsequent oxidation(lateral NW
growth) continues. During the process, initially iron oxide nano whiskers are
formed corresponding to each grain boundary opening. But due to the large
migration of iron atoms along the grain boundaries, not all the iron ions are
oxidized and core shell NW structures are formed. As depicted in the schematic
drawing in Figure 6.21a), the core is iron and the shell is iron oxide as confirmed
experimentally by TEM studies. It seems that the growth direction of FeO-CSS
is mainly governed by the grain boundary openings which are not always vertical
but in most of the cases inclined at certain angles. Depending on the gap width
and FeO-CSS density, there is a high probability for two FeO-CSS to join together
and act as conductive bridge over the gap. In the present case this concept has
been used as electronic circuit.
6.2.2.3 Electrical and Magnetic Measurement of FeO-CSS
Figure 6.21b) shows the electrical conductance that has been measured between
islands where inter-bridging is expected to happen via FeO-CSS. The normal I-V
curve (at zero magnetic field, H = 0) shows a slight rectifying behavior. The
influence of magnetic fields on the electrical current in synthesized nanowires at
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constant voltage were performed by a custom made TMR set-up with Bruker
B-E 10f electromagnets that are capable of producing a magnetic field with a
maximum field strength of 1.5 Tesla. The contact needles made of gold-plated
beryllium copper are used for the electrical measurement using a Keithley 2400
source meter. In the presence of a magnetic field of 100 mT, the most responsive
devices show a drastic increase in conduction by a factor of 1.5 - 2, irrespective
of the orientation of the magnetic field. Figure 6.21c), where the electric current
under a constant voltage and at a variable magnetic field is shown, gives a hint
on the mechanism. The electrical conductance measurement shows a slight but
continuous increase in current which might be due to a TMR effect mechanism,
and a larger increase by discrete jumps. An explanation for the jump could be
the connecting and disconnecting of individual FeO-CSS while the measurement
is performed. Future experimental analysis, however, have to be performed for
better understanding of the transport mechanism.
6.2.3 Iron Oxide NWs Properties from Muﬄe Type Furnace
(MTF)
Like the case in the hot plate approach, 10 nm Cr, 50 nm Au and 450 nm Fe film
are sputter deposited respectively and after mask-lift off, annealing at various
temperature follows in MTF. As already said in the beginning of this chapter,
the MTF is only different from a hot plate since MTF offers limited access to
ambient air which is constrained by a 2.4 cm diameter hole at the back of the
furnace. Besides that MTF provides an opportunity to anneal the samples to a
various temperature ranges starting from room temperature up to thousands of
degrees. The annealing temperature however, has been limited to 500 ◦C since
the growth of NWs can only be established below this temperature. Figure 6.22
depicts the nanostructure obtained through annealing at 375 ◦C for about 6 hrs.
The synthesized NWs of shown Figure 6.22b)-c) depict various size mixtures of
nanospikes. A nanospike of maximum length 4 µm is observed and during SEM
and TEM imaging, many of the nanospikes are found flexible. This is confirmed
during the hitting of a single nanospike with focused electrons. In this condition
the nanospike is found to be either bending or vibrating. This characteristic of
the nanospikes nevertheless pauses a problem during capturing SEM and TEM
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a)
c)
b)
d)
Figure 6.22: A multilayer deposited film where 450 Fe film is at the
top annealed at 375 ◦C for 6 hrs in a MTF. a) Depicts optical image
of the sample and the color shows the oxidation of the film. b) SEM
images of the same sample where the image is taken between the elec-
trodes (gaps) of the patterned sample and shows the nanostructures
that are shorter than gap length. A dense nanostructure growth is ob-
served at the lower electrode also. c) High magnification SEM image
taken at random position in the lower electrode shows nanospikes of
various mixtures. d) EDX spectrum revealing that the nanostructures
are composed of Fe and O elements (the Si and Au peaks are believed
to come from the scratched Si substrate and electrode respectively).
images of the nanospike. Figure 6.22d) is the EDX spectrum measured across
the nanospikes. There are two peaks visible, which correspond to Fe and O (the
Si peak is believed to come from the scratched Si substrate and Au from the
scratched electrode). In the EDX analysis of single nanospikes, the quantitative
measurements revealed no evidence on the existence of S, N and C, although the
nanospikes grow under the ambient condition which the constituent gases include
CO2, N2, SO2 and H2O. Fu et al., also synthesized iron oxide NWs from ambient
annealing of pure iron and reported similar results [195].
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6.2.3.1 TEM Analysis of FeO Nanospikes
The HRTEM micrographs and corresponding FFT (Fast Fourier Transform) pat-
terns from selected areas of a nanospike are shown Figure 6.23. There are many
dark spots on the nanospike as can be observed in Figure 6.23a). The EDX point
a) b)
Figure 6.23: HRTEM micrograph of a nanospike: the FFT pattern
of a selected area with red box on the nanospike is depicted on the
top-right corner. Similarly FFT pattern of a selected area with yellow
marked box on the nanospike is shown in the lower-left corner. b) A
magnified HRTEM micrograph on a selected area of nanospike in a)
depicting crystalline and defective area (non-uniformity) in the crystal
structure of the nanospike. The inset shows the FFT pattern in some
selected area of the nanospike.
analysis of the dark spots on the HRTEM image showed that the dark spots are
gold particles which are thought to be present from the scratching of the sample
during the TEM sample preparation process. The areas where the FFT patterns
obtained are shown in the insets at the lower left and top right corners. The d-
spacings in real space and the angles between the planes are also calculated, and
are depicted on the FFT patterns. The d-spacings for the inset in the red box
are measured to be 0.169 nm, 0.260 nm and 0.253 nm. The angles between the
planes are measured as 43.7◦ and 42.6◦. Similarly, the inset in yellow box gives
FFT patterns with d-spacings and angles between the planes 0.191 nm, 0.253 nm,
0.256 nm and 47.6◦, 47.6◦ respectively. The divergence in the d-spacings between
the two regions can be caused by the growth of the different grains in dissimilar
zone axis. A magnified HRTEM micrograph in Figure 6.23b) also shows lattice
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resolved TEM on the same nanospike where regular periodicity and defective re-
gions are observable. One of the interplanar spacings is about 0.25 nm which
corresponds to one of the planes of α-hematite. The measured d-spacings on the
FFT pattern are 0.165 nm, 0.284 nm and 0.259 nm. The angles between the
planes are measured as 34.6◦ and 59.8◦.
Figure 6.24: Drift corrected spectrum images of a nanostructure. (a)
STEM micrograph of the nanostructure, where red box indicates the
area of interest and yellow box is the reference image. (b) illustrates
the oxygen K-map and (c) is the iron K-map.
Elemental mapping of the nanospikes in STEMmode is also performed. The
STEM oxygen and iron elemental mapping of the nanospike synthesized in MTF
is depicted in Figure 6.24. From the spatial distribution of the iron and oxygen
in the nanostructure can be observed, it can be noted that the nanostructures
are iron oxide in nature. Though the z-contrast (atomic number contrast) on the
STEM micrograph shows no uniform contrast, this can be observed also from the
iron and oxygen elemental maps. This contrast in the STEM micrograph and
the elemental maps is due to the inhomogeneous distribution of the respective
elements. The STEM micrograph also hints on the shape of the nanostructure
which is of a nanospike or nanosail. In the picture, the tip of the nanostructure
appears to be blurred due to the focused incident beam at this region prior to
the EDX measurement.
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6.3 Summary
This chapter has introduced the versatile TFF and TAM approaches and dis-
cussed the details on the fabrication of metal-metal oxide hybrid nanostructures
(NWs) integrated into microchips. The unique nanostructures growth and the
mechanism of growth in both cases is proposed. Also the outcome of some prelim-
inary experimental results demonstrate the potentials of the methods to develop
devices for future nanoelectronics is presented.
Nearly all materials can be converted into NWs as far as the source mate-
rials are able to be sputtered deposited or evaporated into the fractured resist
template. Horizontal NWS from Ti, Al, Au and Pd synthesized using TFF ap-
proach were demonstrated. One of the most important feature of all these NWs
is that they all exhibit granular feature. This characteristics of the NWs make
them suitable for sensoric application. Examination of results from TFF signify
that the field effect observation for the anodized Ti NWs potentials which could
serve as active transistor materials and oxygen gas sensor. The preliminary elec-
trical measurements Al NWs synthesized in both TFF and MTFF approach also
showed a promising result as Al NWFET. The temperature dependent electrical
measurements also confirmed that the conductance follows Mott variable range
hopping that fits to 1D NW.
With TAM, a simple method of synthesis of iron oxide nanospikes inte-
grated into chips were also presented. Ambient air condition annealing leads to
a self organized thin film reorganization by micro and nanostructuring processes.
Buckle and collapse of buckles are some of striking phenomenon that are observed
in the synthesis of NWs in hot plate. The overall evolution of the buckles and
nanospikes seem to follow neither bottom up nor top down approach, but rather
a reshaping of a thin film that NWs finally evolve out of it. The edge of the
collapsed buckles is also accompanied with the highly dense NWs growth where
separate island are formed and bridged with nanospikes. The self-organized is-
lands allow for an electrical measurement through the core-shell growing from
edges of the island and convert to magnetic field sensor device as preliminary
result shows. The film thickness, temperature, duration of film annealing and
oxygen plasma pre-treatment of the film before annealing are found to be the
key factors influencing the synthesis of NWs. An optimal thickness of 450 nm
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and optimal temperature of 300 ◦C are found to provide high areal density and
long iron oxide nanospikes. The length of NWs are found to be dependent on the
annealing time logarithmically. Annealing temperature above 500 ◦C is found to
result in no iron oxide nanostructure growth.
All iron oxide nanospikes synthesized through annealing Fe film in a hot
plate for about 7 hours are found to exhibit a contrast difference in STEM mode
ananlysis. The TEM and HRTEM analysis demonstrate that the NWs are single
crystalline with a combination of many phases or superstructures. As many of the
d-spacings measured in diffraction pattern coincide with the lattice spacings of α-
Fe2O3 (α-haemetite) phase, α-haemetite is believed to be the dominating phase.
A non-homogeneity in the Fe-O stoichiometry is the other experimental result
confirmed through TEM image mode and EDX analysis signifies that atomic
weight percentages are different at several locations on the nanospike. Core-shell,
nanospikes where the center is iron rich region are also observed for majority of
the nanospikes in few specimens synthesized in 7 hours annealing time.
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Both the high demand in the downscaling of electronic devices and the novel
properties of NWs as a result of their high surface to volume (S/V) ratio and
their quantum mechanical properties have driven NWs to be among the favorite
research areas in recent years and are expected to remain one of the hot topics in
the next decade. Thus the synthesis of NWs which is under intensive study is not
only aimed at basic research but also for a wide spectrum of device fabrication
and applications.
The aim of this research is to explore simple synthesis techniques of metal
oxide (semiconductor) and metal-metal oxide hybrid nanostructures with proper
contact lines on different substrates and investigate NWs for various device appli-
cations. In general, three synthesis routes (approaches) were developed and uti-
lized in this thesis: Thin Film Fracture (TFF), Flame Transport Synthesis (FTS)
and Thermal Annealing Method (TAM). Based on the synthesis technique, FTS
is further categorized in to Crucible based FTS (C-FTS) and Burner based FTS
(B-FTS). As compared to many other synthesis techniques, these synthesis tech-
niques are cost effective, can be scaled up, offer a less complex synthesis processes
and easy integration of NWs into a lithographically microstructured chips.
It is believed that the NW synthesis methods in this study offer an at-
tractive integration route that adds minimal additional fabrication steps to the
synthesis processes compared to many processes described in literature. In TFF
and TAM approach for instance, a single deposition step allows for both the
synthesis and integration of NWs directly on to chips. Two processing steps are
however required in C-FTS and B-FTS approach: electrode deposition and NW
material deposition. The direct fabrication of NWs between the contacts on mi-
crostructured Si-chips is more effective than the fabrication of contacts after the
NWs synthesis as it avoids any possible damage or contamination of the NWs.
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Processing on the already installed NWs paves a way for possible changes in the
NWs characteristics in general. All of four NW synthesis approaches are com-
patible either with the already structured circuits or allowing a further micro
structuring of the circuit elements after the installation of NWs. Although signif-
icant advances have been made in NW synthesis and integration, it seems that
there is still a wide gap in the utilization NWs as devices in the market because of
problems related to well controlled mass fabrication and integration. These chal-
lenges still open gaps between NWs and the market and they need to be solved
through optimization of the factors that are essential to integration of NWs and
meeting the requirements mentioned above.
The synthesis routes FTS (C-FTS & B-FTS) and TFF are used to fabricate
semiconductor ZnO nanostructures with promising results as UV detectors that
are in principle ready for upscaling. Unlike many other techniques, all these syn-
thesis routes offer an in-situ integration of nanostructures into micro-patterned
chips without additional processing steps. Many other fabrication techniques
normally require several processing steps and require facilities such as high vac-
uum. Integration of the nanostructures into chips, nanostructures binding and
interface qualities are also the main issues among many. When nanostructures
separately grown and dispersed on contacts, they form gaps due to the different
inherent roughnesses of contact and nanostructure surfaces. But a direct growth
and integration leads to a tight interface between nanostructure and contact pad
material. The two FTS variants (B-FTS & C-FTS) allow an integration of a 3D
network type of ZnO nanostructures with tight interface between nanostructure
and contact pad material that are interesting for UV photodetector applications.
The B-FTS results proved that it clearly outperformed C-FTS in terms of synthe-
sis time and device performance. The overall device synthesis process in B-FTS
takes 3-5 seconds with estimated crystal growth time of milliseconds range. The
synthesis process in C-FTS takes 0.5 to 4 hours which is much longer than the
synthesis time in B-FTS. It was also shown that ZnO nanotetrapods networks
synthesized in B-FTS approach are found to exhibit very fast time constant (∼30
ms) and a very good on/off ratio (4.5 × 103 at 2.4 V). As revealed by the high
magnification SEM images, many of nanotetrapod arms are not perfectly inter-
penetrating (offering low dark current) and it can be concluded that these types of
nanojunctions formed between nano-microstructures in the network bridge play
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a significant role in the photodetection mechanism of such photodetectors.
TFF approach is another alternative route employed to fabricate horizontal
ZnO NWs that come up with a fast UV detection ability as shown by the prelim-
inary test. The AFM images revealed that the ZnO NWs are rough and exhibit
grainy feature with a probable discontinuity (gap) between consecutive grains.
Both as deposited ZnO NW and film have also shown no conductance. However,
annealing above 300 ◦C in ambient conditions for an hour resulted in more smooth
morphology with a significant change in conductance in both the film as well as
the NW. Although a TFF synthesized ZnO NW demonstrated promising result
as a UV sensor, more investigations need to be performed. The structural quality
of ZnO NW has important influence on the functionality as indicated by fast UV
response. It was mentioned that nearly all materials can be converted into NWs
as far the source materials are able to be sputter deposited or evaporated into
the fractured resist templates. Horizontal NWs from Ti, Al, Au, Pd and ZnO
synthesized using TFF approach were demonstrated. One of the most important
feature of these NWs is that they all exhibit granular structure. This charac-
teristics makes them suitable especially for sensoric applications. Further more
the shrinking of Ti NWs through electrochemical oxidation in a controlled man-
ner has been demonstrated and converted to NWFET. Partial conversion of the
metallic Ti grains in the NWs into TiO2 allowed for the formation of hybrid de-
vices with interesting field effect properties. Al NWs that are synthesized in TFF
and MTFF approach were also characterized and their potentials as a NWFET
have also been demonstrated. The synthesized devices and measurements have
shown the feasibility of the synthesis approaches in a wafer-level processing and
the NWs showed promising potential for photodetectors or gas sensors. However,
for a NW sensor a control electronics should be integrated, for example, for sen-
sor drift correction and selectivity, as well as long-term stability tests have to be
carried out.
The other novel approach for the chip integrated synthesis of iron oxide
nanostructures with various and unique characteristics is TAM. This is a simple
method for the synthesis of iron oxide nanospikes integrated into chips. Self orga-
nized nanospikes are synthesized through thermal annealing of Fe thin film which
are believed to be due to reorganization the thin film by micro and nanostruc-
turing processes. A muﬄe type furnace and a hotplate (HP) heating instruments
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were used for the synthesis at ambient condition. A more detailed investigation
however is performed in a HP synthesis where various characteristics of iron oxide
are measured. An optimal thickness 450 nm Fe film with 50 nm Au at bottom,
optimal temperature 300 ◦C and 4-8 hours annealing time are found to provide
high areal density and long iron oxide nanospikes. The length of nanostructures
are found to dependent logarithmically to annealing time. Both annealing tem-
perature above 500 ◦C and annealing time below 10 min are found to result no
iron oxide nanostructure growth. In a HP, both buckle and non-buckle accompa-
nied nanospike synthesis of the nanostructures are observed. The synthesis and
the overall evolution of the buckles and nanospikes seem to follow neither bottom
up nor top down approach, but rather a reshaping of a thin film that nanostruc-
tures finally evolve out of it. In general the film thickness, temperature, duration
of film annealing and oxygen plasma pre-treatment of the film before annealing
are some of the influencing factors found out in the properties nanostructures.
All the iron oxide nanospikes synthesized through annealing Fe film in a HP
for about 7 hours exhibit contrast difference in STEM mode analysis. The TEM
and HRTEM analysis confirmed that the nanostructures are single crystalline
with a combination of many phases or superstructures. Many of the d-spacings
measured in the diffraction patterns coincide with the lattice spacings of α-Fe2O3
(α-haemetite) phase and thus α-haemetite is believed to be the most dominating
phase. A non-homogeneity in the Fe-O stoichiometry is the other experimen-
tal result confirmed through TEM image mode and EDX analysis that atomic
weight percentages are different at several locations on the nanospike. Core-
shell nanospikes where the center is iron rich region are also observed for some
nanospikes. The synthesis of buckles and buckle failure with dense nanospike
growth at the edge of each buckles allowed the interconnection of islands through
core-shell iron oxide nanospike bridges. A preliminary electrical measurement test
using the self-organized islands under magnetic field demonstrated the potential
of TAM to fabricate a magnetic field sensor.
Recent experimental developments in iron oxide nanopsikes investigations
demonstrated that the nanospikes have got a contrast difference in STEM mode
because of a thickness difference. The diffraction patterns of the nanospikes
at different tilt angles series also exhibited the patterns fit to the known α-
haemetite phase but with additional reflections. This shows that the nanospikes
131
7 Summary and Outlook
have got multiple phase or they are α-haemetite superstructures. The growth
mechanism of iron oxide nanostructures seems to be under strong debate and it is
believed that the characteristics iron oxide nanospikes here will provide additional
inputs on the growth mechanism. Based on the results presented, the mechanism
of the nanopikes growth is proposed. Further experimental investigations have
to be performed in order to maintain reproducibility in terms of synthesis and
understanding the basic mechanism of iron oxide nanostructures growth.
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Appendix A: Introduction to Methods
In this study, nanostructures ranging from fine NWs to microsized whiskers are
synthesized through implementing three techniques: Flame Transport Synthesis
(FTS), Thin Film Fracture (TFF) and Thermal Annealing Method (TAM ). Each
technique has a unique approach that provides a unique advantage as discussed
in details in the subsequent chapters. Compared to other synthesis techniques,
these techniques are alternatives to other methods that offer less complicated
processing, cost effective device synthesis, short processing time and most im-
portantly they provide direct integration of NW and nanostructures into chips.
Interestingly, the direct and easy integration of the NWs with their electrodes
offers ready-made device for measurement without further processing step for
electrode deposition.
FTS is further classified into two categories: Burner-FTS (B-FTS) and
Crucible-FTS (C-FTS). B-FTS like all other approaches, the ZnO network struc-
tures are grown on a lithographically micro-structured gold electrodes. A ceramic
mask that has a mm2 size window is used to deposit a stream of hot ZnO par-
ticles from the burner. High magnification SEM images revealed a deposition
of network of ZnO nanotetrapods and nanostructures bridging the 10 µm gap.
As demonstration a photodetector device with fast response time constant (∼ 32
ms) under 365 nm UV exposure with an on/off ratio ∼ 4.5 103 at 2.4 V) is shown.
The second FTS based synthesis approach for fabricating ZnO nanostruc-
tures is C-FTS. It is one of novel and versatile FTS based synthesis approach used
in synthesizing ZnO nanostructures. This method was used to synthesize ZnO
and SnO2 NW network structures on lithographically patterned gold electrodes.
Quartz glass and silicon substrate are successfully used in synthesis as given in
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the result and discussion part. Depending on the the temperature and precur-
sor composition, ZnO NWs of various morphology could be synthesized. ZnO
nano needles (up to 1 mm length), nano spikes, nano rods and ZnO tetrapods or
some times the combination of different shapes growing catalytically on micro-
patterned gold and bridging gaps are synthesized and shown. Measurements of
both ZnO and SnO2 NWs as a photodtector exhibited promising result with more
than 100 on/off ratios in response to 365 nm wavelength UV light.
Another novel and versatile approach used in synthesizing NWs is TFF
approach. The TFF approach in principle is proved to be compatible to synthesize
and convert nearly all materials ranging from metals to metal oxides into NW
materials. In this work, TFF approach is used to synthesize NWs from Ti, Pd,
Al, and ZnO. Using these materials, NWFET, gas sensor and photodetectors
are synthesized. For instance, electrochemically anodized core shell Ti NW and
Al NW were shown to being converted to NW field effect transistor (NWFET).
Metal oxide NW and nanostructures have also shown a promising result as gas
sensors and photo detectors. A modified version of TFF approach is also used
to synthesize Al NWFET on electrochemically anodized Nb/Al layer system as
a dielectric material. In addition to this, lithographically confined area offers a
possibility for localized gate voltage application.
TAM is the other simple approach used to synthesize iron oxide and core-
shell iron oxide nanospikes and whiskers from lithographically patterned iron film.
A typical temperature of 300 oC and 450 nm thick iron film are found to be the
best efficient parameters for the synthesis of micrometer sized long nanospikes
under ambient conditions. A muﬄe type of furnace with limited access to air
resulted in iron oxide NW with out any core-shell iron. However, iron oxide NWs
with iron core in the middle is synthesized in open air annealing on hot plate.
The possibilities of using such NWs a magnetic field sensor are shown through
electrical measurement under magnetic field application.
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Appendix B: Ballistic and Diffusive Electron
Transport
The electrical conductance in a conductive wire is inversely proportional to its
length and every material has definite conductivity. The electrical conductance
G which of the interest is given by the ratio of the current I to the voltage drop
(G = I/V ). Using the relationship of current density (j) to electric field and
E = V/l where l is length of conductor and I = jw, the conductance for 2D
synstem is thus [202]
G = σw
l
(7.1)
For a 3D conductor, this relationship is valid provided that w is replaced by
the cross sectional area A orthogonal to the current flow direction. With the
continuation of miniaturization of microelectronic devices, it was pointed out
that the electrical properties nano scaled devices of the same material differ from
that of larger dimensions. The size-dependent effects start to emerge as the
width w and length l are reduced towards atomic dimensions in the nanometer
range. Equation 7.1 holds in the diffusive transport regime when both w and l are
greater than the mean free path. As the length of the wire is reduced to the mean
free path of the electrons, the conductance of the wire changes from diffusive to
ballistic as depicted in Figure 7.1a). This is a state where quantum confinement
effects are start to be noticed and lead to quantized conductance [203], [204], [202].
In ballistic transport electrons are able to travel without being impeded by atoms,
molecules, defects, impurities or electrons within the transport medium. With
the reduction of the length of the wire below the mean path of electrons lm and
width of the wire in nanometer or Fermi wavelength(λF ) scale, the conductance
in the NW will be quantized in 2e2/h steps. The Fermi wavelength λF at room
temperature in typical metals is about 0.5 nanometers. The conductance in a
narrow constriction of the NW formed between two electrodes is given by the
famous Landauer formula [205]:
G = 2e
2
h
T (7.2)
where T = ∑ τij is transmission. For perfect transmission T ∼ 1, the con-
ductance is still finite and equal to 2e2/h. This corresponds to a resistance
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Figure 7.1: a) Diffusive (top) and ballistic (bottom) transport of elec-
trons in one-dimensional wires. lm, is the mean free path of the elec-
trons, and λF is the Fermi wavelength[203]. b) Schematics of conduc-
tance quantization when a metal NW is under stretching condition.
Dashed lines denote 2e2/h intervals. Experimental result for conduc-
tance measurement of NWs stretched through piezo stage is reported
in [204].
R = h/2e2 = 12.9 kΩ and is attributed to the resistance at the contacts where
the conductor is attached to the electrodes or electron reservoirs. In Figure 7.1b),
measurements of room-temperature electronic transport in pulled metallic NWs
are presented, demonstrating that the conductance characteristics depend on the
length, lateral dimensions, state and degree of disorder, and elongation mecha-
nism of the wire. Conductance during the elongation of short Au NW (length
∼ 50Å) exhibits periodic quantization steps with characteristic dips, correlating
with the order-disorder states of layers of atoms in the wire[204]. Yanson et al.,
also employed a mechanically controllable break-junction technique to stretch a
contact of Au electrodes over 20 Å forming to form a chain of single atoms [206]
and confirmed similar results at a temperature of 4.2 K where a conductance
G0 = 2e2/h is observed before rapture. The quantum size effect for electrical
conductivity in thin metal films is studied using variety of models and exper-
iments [207],[208], [209], [210] etc . All of them revealed and emphasized the
importance of atomic structure and size of nanostructure dimensions on the elec-
tron transport properties.
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