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力所在 近年来 在形形色色的预测方法中 人工神经网络方法引起了一股研究
热潮 它突破了线性预测模型以及模型驱动方式的限制 以其非线性的数据驱动
方式受到人们的青睐  
 本文中 笔者针对目前 BP 人工神经网络应用于预测方面的两个研究方向
直接预测和间接预测中出现的热点问题 结合实例 进行了一番研究和讨论  
 全文分为六章  
 第一章绪论 本章介绍了 BP 人工神经网络应用于预测研究方面的背景知识
两个主要的研究方向 研究现状及待解决的问题  
 第二章人工神经网络基础知识 本章概要地说明了什么是人工神经网络 与
传统的处理方式相比 人工神经网络具有什么样的特点和优点 具有什么样的应
用范围  
 第三章人工神经网络的结构 本章是为第四章的结构忧化的内容作准备 它
介绍了人工神经网络中神经元 拓扑结构 转移函数 训练算法等基本概念  




















 第六章 BP-ANN 用于汇率的组合预测 该章采用 BP-ANN 模型及 Elman网









 With the rapid development of information science and technology, more and 
more people hope to make full use of the information collected to direct the 
improvement of the enterprises. Among many forecasting methods. Artificial Neural 
Networks have invoked the interest of many scientists recently. 
 In this thesis, there are discussion and research on the two main research direction 
—direct forecasts and indirect forecasts. 
 Chapter One.  Introduction of background knowledge. There are two main  
  Research direction in forecasts. The Optimization of structure of 
BP-ANN is the main problem of direct forecasts. The selection 
of Combination method is the main problem of indirect forecasts. 
 Chapter Two  The basic knowledge of Artificial Neural Networks. What is  
      ANN? What’re its characters? What can it do? 
 Chapter Three The basic knowledge of the structure of  Artificial Neural  
                Networks—such as process unit, topo-structure and so on. 
Chapter Four  Optimization of structure of BP-ANN. In this chapter, we try a 
new comprehensive method to optimize the topo-structure of 
ANN. 
 Chapter Five   Present situation of the combination of forecasts. How to select   
                a suitable method of combination of forecasts to improve the  
      performance of forecasting is a existing problem. 
 Chapter Six   ANN model used for Exchange Rate. We constructed four  
                different combined model to forecast the Exchanged Rate. The  
                results are compared and analyzed.   
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 所谓预测是指在理论的指导下 以过去和现在的信息为基础 以科学的理论
方法和先进的计算技术为工具 对对象未来的演变规律和发展趋势 作出定性或
定量的预见 预算和推断  
 预测并不神秘 掌握预测的方法是比较容易的 而真正要把预测的实际工作
做好 这仍是一项困难的 富有挑战性的任务  
预测之所以能够进行 是因为现象具有客观规律性 这种规律是可以认识且
可以控制的 预测的方法种类繁多 五花八门 到目前为止 大约有 300 种预测
方法 而其中多数是一些基本预测方法的派生方法或演变类型 在实际预测中
经常使用而有效的方法 只用 30 种左右  
 传统的时间序列预测 按时间序列的波动性分为确定型和随机型两大类  
确定型时间序列预测 如移动平均法 指数平滑法等 假定给定的时间序
列服从某种已知的随时间变化的线性 非线性或它们组合的规律 通过对该规律
的参数拟合 获得预测函数  
随机型时间序列预测 如博克思 詹金斯 Box-Jenkins 模型 ]43[ 自回归模
型 假定所研究的时间序列是由某种随机过程产生的 通过用给定的统计时间
序列去建立 估计随机过程的模型 得到预测函数  
然而 有时 即使模型对数据匹配得很好 却无法作出很好的预测  
比如说 市场的商品价格 特别是股票价格 以及企业的可信度 是否会
破产 密切关系到投资者的利益 近期内的海洋气候波动 直接影响到海上运
输的生命财产安全 应用传统的统计方法 能预测一段时间内的大致趋势 但短
期的波动和跳跃却往往是投资者更感兴趣的信息  
这是因为  
1  这些方法 如博克思 詹金斯方法 ]43[ 大多数假设各变量之间是一种线
性关系 这种局限性使其在实际应用过程中很难准确地进行分析和预测  
2  在过去的十多年里 一些学者注意到了这种局限性并提出了一些非线性
时间序列模型 如 H. Tong 和 K.S. Lim 提出的阈值自回归模型 ]44[ 等
但这些预测方法均属于模型驱动的方法 即首先辨识出各数据之间的关
系 然后再估计模型参数 然而有的时候 我们很难通过一个时间序列
来辨识数据之间的关系从而建立一个数学模型而得到一个随机过程的预
测函数  
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后再估计模型参数 并且它是被作为一种非线性模型用来研究预测问题 这样







有怎样的形式 实际上 我们考虑中的系统表现的函数形式越复杂 神经元网络
的这种特性就越明显 由神经网络理论中的 Kolmogorov连续性定理 即 给定
任一连续函数 mm RE →:ϕ yx =)(ϕ 这里 E 是闭单位区间[0 1] mE 为m 维
单位立方体 则ϕ可以精确地由一个三层网络来实现 K.Funahashi 从理论上已
经证明,具有一个隐层(假设具有足够的隐层结点)的神经元网络能够以任意精度




研究 总的来说 将神经元网络应用于预测领域 有两种方式 直接预测和非
直接预测 在本篇论文中 将以最基本也是最重要的 BP 神经网络为对象 讨论
它在这两个应用方向的问题及解决方法 首先 我将针对这两种方式介绍一下这
方面的研究概况 并指出其中的瓶颈问题所在  
 
1 2  神经网络用于预测研究的主要方向 




来时刻的值 即  
     ))(,),1(),(()1(~ ntXtXtXFtX −⋅⋅⋅−=+  
 然而 这其中一个很大的困难在于如何确定网络的结构 由于神经网络 特
别是多层前馈网对一般连续非线性函数的逼近特性 使得辨识工作转化为确定网
络结构参数 层数 各层结点个数 和求取权值 K.Funahashi 从理论上已经证
明,具有一个隐层(假设具有足够的隐层结点)的神经元网络能够以任意精度表示
任何连续函数 而神经网络的学习和训练的实质就是加权矩阵随外部激励 环境
做自适应变化 在训练的最后 网络的加权收敛到一确定值 因此 剩下的主要
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 其中 隐层结点个数的适当选取是前馈网在具体应用时的一个重要问题 因
为 虽然逼近精度会随着隐层结点数目的增多而提高 但隐层结点选取过多会使
网络在训练过程中陷入局部最小点 降低系统的外推能力  
 因此在不减少网络性能的前提下选择一个最佳的网络结构成为网络设计的
关键 不少学者在这方面进行了一些研究 提出了一些方法  
1 2 1 1  经验方法 
采用这种方法时 分析设计人员通常要对处理的问题有比较清晰的概念  
网络的结构由过去的经验主观地来决定 这是一种静态方法  
 
1 2 1 2  动态方法 
与静态方法不同 动态方法是在网络训练过程中根据系统误差动态地赠 
加或减少网络各层结点的数目 直到系统的误差不再改变为止  
 典型的这类方法有 Fahlman 和 Lebiere 提出了级联相关式结构 ]46[ 即将隐
层结点一个一个地引进 得到一个层次不断增高的神经网络 A.S.Weigend 等人
提出的权消去法 ]47[ 以及 S.J.Hanson 和 Y.Chauvin 等人的扩展权消去法 ]49~48[  
 
1 2 1 3  分布函数法 
   分布函数法是找到系统的一个分布函数并通过这个函数导出一个统计量
以测量网络性能并最终确定网络结构 D.B.Fogel 提出的方法就属于分布函数法
]50[ 在从输入结点到最终结点是正态分布的假设下 采用最终信息统计量 FIS
来测量网络性能 为了选择隐层结点的最佳结点数 网络设计者需计算每一个可
能网络的 FIS 其中具有最小 FIS 值的网络为最佳网络 从这个过程可以看出
这类方法的一个缺陷就是计算量较大 为了选择最优网络结构 需要计算一大类
网络的 FIS 值  
 
1 2 1 4  其他方法 
S.Y.Kung 和 J.N.Hwang 提出了代数投影法 AP ]51[ 其思想是检验训练 
数据集合的规律性并以此确定网络的结构 R.P.Brent 采用决策树的方法来确定网
络的结构 ]52[ Y.R.Park 等人则采用主成分分析法 PCA ]53[ 来优化网络结构  
 
 从以上可以看出 不少学者都在努力寻找确定网络最佳结构的方法 但从实
际应用来看 真正成功的并不多 在实际应用中 使用最多的仍然是经验法和启
发式方法 这种现状同样是由神经元网络的复杂性所造成的  
 
1 2 2  人工神经网络用于非直接预测 
 


















1.  2 2 1  组合预测 
为了有效地利用各种模型的优点 1969 年 J.M.Bate 和 C.W.Granger 首 
次提出了组合预测的理论和方法 ]63[ 将不同的预测方法进行组合 以求产生较
好的预测效果 组合定理指出 即使一个很差的预测方法 如果它含有系统的独
立信息 当它与一个较好的预测方法进行组合后 同样可以增加系统的预测性能  
 将两个或多个预测方法进行组合的思想相对来说比较简单 即  







,0, ββ  
式中 tcF , 为组合后的预测值 tiF , 为进行组合的预测方法 问题最后归结为如何选
择合适的参数β使预测精度最好  
 将人工神经网络由于组合预测有两种不同的方式  
1 用人工神经网络的方法来计算参数β ]64[  
2 以参加组合的预测方法的结果作为网络的输入 输出为组合预测效果 
 
1.  2.  2.  1预测方法的选择 
利用神经网络的模式识别能力进行预测方法的选择 常用的有六种被要 
求识别的模式 静态 静态加季节 线性趋势 线性趋势加季节 二次趋势 二
次趋势加季节  
 
1 3    本论文的研究概貌 
 
 本文试图从上文所述的两个研究方向入手  




入层结构 但文中进一步探讨了由于多模式现象的存在 该方法需谨慎使用 并
从理论上指出了该方法的适用范围 然后由输入层结点数 输出层结点数确定它
的隐层结点数的下界 然后用动态的方法在网络训练过程中根据系统误差动态地










































第二章   人工神经网络基础知识 
 
自 1945 年第一台数字电子计算机问世到现在 计算机已经经历了几代的
变化 第一代是电子管计算机 第二代是以晶体管为基本元件的计算机 第三
代计算机采用的是集成电路 而第四代计算机的主要标志就是使用超大规模集
成电路  
在此期间 人们曾梦想建立一种机器 就象科幻小说所描述的 它可以帮
助人们驾驶飞船 帮助我们同敌人作战 帮助我们搜捕在逃的罪犯 它可以鉴
别不同人的声音 辨别各种伪装 还可以帮助人们做一些繁杂而乏味的工作等
这种机器能做的是人类擅长的智能性工作 不少人曾用计算机和编程方法开发
这种机器 它是计算机科学的一个分支 称人工智能 Artificial Intelligence
简称 AI 也称为第五代计算机 由于计算机处理信息的方式是串行的 即一
个时间内只能作一件事情 对于复杂的智能性工作 人工智能就显得困难 因
而 研究人员抛开了计算机的结构原理 仿照生物大脑的功能和结构建造了一
种新型的计算机 这就是第六代计算机  
 
2 1  什么是人工神经网络 
 
上面所说的第六代计算机就是通常所说的人工神经网络 简称神经网络
简写为 ANN Artificial Neural Networks 所谓人工神经网络就是基于模仿生
物大脑的结构和功能而构成的一种信息处理系统或计算机  
大家知道 人是地球上具有最高智慧的生物 而人的智能均来自大脑 人
类靠大脑进行思考 联想 记忆和推理判断 这些功能是任何被称作 电脑
的一般计算机所无法取代的 长期以来 很多科学家一直在致力于人脑内部结
构和功能的探讨研究 并试图建立模仿人类大脑的计算机 直到目前人们对大
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处理系统就是模仿生理神经网络 所以称它为人工神经网络 同时也必须注意
尽管 ANN 是大脑结构的模仿 但这种模仿目前还处于极低的水平 为了更确
切起见 美国神经网络学家 Hecht Nielsen 给出了如下的定义 神经网络是由
多个非常简单的处理单元彼此按某种方式互相连接而成的计算机系统 该系统
是靠其状态对外部输入信息的动态响应来处理信息的 可见这种人工神经元网
络与一般的计算机已完全不同了 在一般计算机中 通常有一中心处理器 它
可访问其存储器 该处理器可取一条指令和该指令所需要的数据 并执行该指
令 最后将计算结果存入指定的存储单元中 可见任何动作都按着确定的操作
程序 并按串行方式进行 神经网络中的操作却不是串行的 也不是预先确定
的 它根本没有确定的存储器 而是由许多互连的简单处理单元组成的 其中
每个处理单元的处理功能只是求其所有输入信号的加权和 当该和值超过某一
门限时 输出呈现兴奋状态 高电平 或低于门限时呈现抑制 低电平 状态
它并不执行指令序列 它对并行加入的输入信号也按并行方式来处理和响应
结果也不存在特定的存储单元中 但它达到某种平衡状态后 网络的整个状态
就是所求的结果 为了硬件实现真正的并行处理的 ANN 人们提出了各种
VLSI 大规模集成电路 实现 光学器件 分子器件实现等方案 但真正实
用的产品 既能学习训练又能回忆操作 还没有推向市场 ANN 的硬件实现
还有一段路要走 目前广泛应用的还是基于一般计算机的软件模拟实现 显然
这并没有发挥 ANN 本来并行快速的特点  
人工神经元网络的操作有两种过程 一是训练学习 一是正常操作或称回
忆 训练时 把要教给网络的信息 外部输入 作为网络的输入和要求的输出
使网络按某种规则 称训练算法 调节各处理单元间的连接权值 直到加上给
定输入 网络就能产生给定输出为止 这时 各连接权已调节好 网络的训练
完成了 所谓正常操作 就是对训练好的网络输入一个信号 它就可以正确回
忆出相应输出 所以也称回忆操作 这就象小孩认人一样  
为了便于理解 下面举一个例子 在美国曾有人试验了一种文本朗读机
该装置是一 ANN 模型 其输入装置是一阅读窗口 当它沿文本的一行移动时
每次前移一个字母 但每个瞬间输入七个相邻的字母 包括空格和句号 信息
由于英文字母的发音与其前后字母有关 所以训练 ANN 时 只要求每次七个
字母中的中间字母发音 靠 ANN 的输出响应状态驱动一个语音综合器发声
训练时 将一篇有 1024 个字的文本一行一行的通过阅读窗口 并要求对应每
个字母时 ANN 的输出结点能输出相应音素的状态值 这样通过十遍阅读 训
练 就可达到输出可理解的语音 如果通过 50 遍 可达 95%的精确度 训
练过程中听上去象小孩学说话一样 由不清楚到清楚 训练完成后 再让它阅
读从未见过的课文时 朗读精度仍可达 78% 完全可以听懂  
下面是一个图形识别的例子 ANN 特别适于图形识别 有的 ANN 模型可
用于识别支票上的数字 也可为银行分析用户的签字 在有伪造签字的情况下
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在斯坦福大学 曾用 ANN 预报天气状况 它用 30 天收集诸如大气压力
降雨量等数据去训练网络 这个网络的目标是预测降雨量 据说在两周的实验
中 预报结果比气象员报的还准  
另一个实验是辨别人的面孔 实验中用了 10 个人的照片 每个人都在不
同的角度照了 5 张照片 共 50 张照片的输入信息 对 ANN 训练 每个照片
信息作为输入时 代表 10 个人的 10 个结点中相应的一个结点输出最大 每个
人的五张照片都对应着同一结点的最大输出  
尽管 ANN 还是生物大脑的低水平的模仿 却在图象识别 语声识别 记
忆 预测和优化等方面表现了很好的智能特性和极好的应用前景 它可以完成
普通计算机不易实现的职能性工作 近几年来 人工神经网络的开发研究掀起
了一股浪潮 目前人们热衷于 ANN 的研究的另一个原因 ANN 存在着一些瓶
颈问题 在硬件方面 例如计算机的串行处理方式 限制了大量信息的快速通
过和处理 即使多个处理器并行工作 还是会把很多时间浪费在完成串行操作




实验和模拟 而且在做这些工作时 不必用大型和中型机 在个人计算机上就
可运行 这意味着任何人都有可能进行人工神经网络实验的实践  
 
2 2  BP 人工神经网络在预测领域的应用成果 
 
 人工神经网络的浪潮把很多人卷了进来 然而 不少人仍抱着半信半疑的
态度 怀疑人工神经网络是否有实用价值 对这一问题 行家普遍认为 人工
神经网络应用的巨大潜力已越来越显露出来 甚至它还可以实时地解决一些任
务 而这些任务用其他方法则要花费很长的时间 将 BP 网络用于分析和预测
是其中的一个重要的应用领域 另外 我们也注意到 近年来 不仅科技研究
人员对 BP 人工神经网络发生了兴趣 也得到公司和政府部门的极大重视 并
为 BP 人工神经网络预测应用的商品化作出努力 虽然目前大多数应用还处在
样机和实验室阶段 但商品化的产品已陆续出现了 相信还会越来越多 当然
这些商品化的产品目前是在串行计算机上运行的 用人工神经网络专用硬件的
还不多 我们相信基于 ANN 硬件的产品不久将会出现  
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1  人口构成动态 BP 网络预测 
 
长春光学精密机械学院的龚跃和扬华民利用 BP 人工神经网络建立了出生 




方面 随着系统目标的增加 规模的大型化 一些复杂的数学工具 如正态分
布 指数分布和双指数分布 最小二乘和卷积方法 已被普遍用于人口系统建
模之中 这一复杂化趋势使数学模型更加逼近实际变化过程 但也使模型的应
用更加困难 如卷积最小二乘的复杂程度就是一般人口统计学者所难以接受









2  基于 BP 网络的经济景气预测 
 
     在经济发展过程中 经常会出现发展水平后增长速度上的波动起伏 这
是在经济统计建立时人们就发现的现象 它不断提醒人们关注经济波动问题的
研究 在西方经济学理论研究中 经济波动是宏观经济理论的重要组成部分
在市场导向经济中 稳定发展 抑制波动是宏观经济政策的一项主要目标  
 中科院自动化研究所的吴坚忠等人建立边学习边预测的 BP 网络模型对经
济景气指标 CI 进行预测 得到了比较满意的效果 CI 预测值与实际值的最大
误差 3% 与传统方法相比 它不仅预测值比较准确 而且较好地预测了经
济周期的波峰和波谷 即经济景气的转折点 这主要是因为神经网络具有高度
处理非线性问题的能力 而经济景气问题总是高度非线性的  
 
3  BP 神经网络用于股价预测 
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通过使用增益可调的反向传播算法 对其走势进行了预报  
 股票市场是一个复杂的非线性系统 利用传统的时间序列预测技术很难揭
示其内在规律 借助前馈神经网络对非线性函数的逼近能力 对四川长虹股价
这个时间序列作了连续若干天的一步预测 效果优于传统方法  
 
4 BP 神经网络用于病虫害预测诊断 
 
中国科技大学的冯旭东等人采用 BP 算法构造了棉花病虫害学习和预测诊 
断系统 系统性能测试结果表明该网络不仅能 100%正确诊断已学习样本 而









 该诊断系统已投入了实际使用 收到了明显的经济效益  
 
5 BP 网络用于煤炭建设工程投资预测 
 
煤炭建设工程分为地面建设工程 井巷工程 机电设备安装工程 地面建
筑分工业建筑和民用建筑 井巷工程根据特征分立井井筒 峒室 巷道等工程
以井筒为例 选择不同时期的 9 个井筒工程样本 其中 8 个用来学习 一个作
为估算分析 乘以工程量并计取相应费用后即可得到单位工程投资  






       2 3 人工神经网络的特点 
 
2 3 1  固有的并行结构和并行处理 


















处理方式 所以显得很慢 而真正的神经网络将会大大提高处理速度 并能实
现实时处理方式  
 在本篇论文的处理方式中 正是用串行工作方式模拟并行工作方式  
 
2 3 2   知识的分布处理 
在神经网络中 知识不是存储在特定的存储单元中 而是分布在整个系统
中 要存储多个知识就需要很多连接 在计算机中 只要给定一个地址就可得




就是说 人类根据联想善于识别图形 人工神经网络也是这样  
  
2 3 3  容错性 
人类大脑具有很强的容错能力 我们知道 每天大脑的一些细胞会自动 
死去 但并没有影响人们的记忆和考虑能力 这正是由于大脑中知识是存储在
很多处理单元和它们的连接上的结果  




种容错能力是很差的 如果去掉其任一部件 都会导致机器的瘫痪  
 
2 3 4   自适应性 
人类有很强的适应外部环境的能力 人工神经网络也可通过学习具备这 
种能力 这种自适应性一般包括四个方面 学习性 自组织性 推理能力和可
训练性  
 
2 3 5  图形识别能力 
许多人工神经网络模型具有图形识别的能力 它们可以对一系列的样本 
图形进行分类 从部分样本找出完整的图形 或从失真的图形恢复正确的图形  
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