Distance measurements of the vascular system of the brain can be derived from biplanar digital subtraction angiography (2p-DSA). The measurements are used for planning of minimal invasive surgical procedures. Our 90°-fixed-angle G-ring angiography system has the potential of acquiring pairs of such images with high geometric accuracy. The sizes of vessels and aneurysms are estimated applying a fast and accurate extraction method in order to select an appropriate surgical strategy. Distance computation from 2p-DSA is carried out in three steps. First, the boundary of the structure to be measured is detected based on zero-crossings and closeness to user-specified end points. Subsequently, the 3-d location of the centre of the structure is computed from the centres of gravity of its two projections. This location is used to reverse the magnification factor caused by the cone-shaped projection of the x-rays. Since exact measurements of possibly very small structures are crucial to the useflulness in surgical planning, we identified mechanical and computational influences on the geometry which may have an impact on the measurement accuracy. A study with phantoms is presented distinguishing between the different effects and enabling the computation of an optimal overall exactness. Comparing this optimum with results of distance measurements on phantoms whose exact size and shape is known, we found, that the measurement error for structures of size of 20 mm (the maximum size for structures to be measured) was less than 0.05 mm on average and 0.50 mm at maximum. The maximum achievable accuracy of 0. 15 mm was in most cases exceeded by less than 0. 15 mm. This accuracy surpasses by far the requirements for the above mentioned surgery application. The mechanic accuracy of the fixed-angle biplanar system meets the requirements for computing a 3-d reconstruction of the small vessels of the brain. It also indicates, that simple measurements will be possible on systems being less accurate.
INTRODUCTION
Digital subtraction angiography (DSA) was introduced in the early 1980s'. X-ray images are digitised before and after injection of a contrast agent. The subtraction of an image without contrast agent from an image with contrast agent gives an image of the vascular system filled with contrast agent. Not only anatomy but also function of blood flow can be studied using DSA, as x-ray images can be produced at a frame rate ofup to 50 frames per second. Although being of limited success in the display of coronary arteries (irreversible motion artefacts require additional computation2), DSA is very successful in displaying the vascular system ofthe brain3.
While offering excellent two-dimensional spatial and temporal resolution as well as good contrast, DSA suffers from its incapability of representing and displaying three-dimensional relationships. Such information can be introduced, if biplane angiography is applied. In biplane angiography, two x-ray devices generate images, which rotate around a common centre (the so-called isocentre). The isocentre is defmed to be the point in 3-d space, where the central rays of the two x-ray devices meet. The central ray is a ray from the x-ray source to the centre of the image intensifier. The geometric relationship of the two imaging devices with respect to each other is given by the location of the isocentre, the rotation angles of the image devices, and the distances between x-ray source, isocentre and image intensifier.
Even the two images of a biplane system offer only incomplete geometric information. It is not possible to compute a 3-d representation of the vascular system solely based on this information4. If a radiologist or a neurosurgeon carries out a mental SPIE Vol. 3031 • 0277-786X/971$1 0.00 reconstruction of the cranio-vascular system from biplane images, he integrates a-priori knowledge in order to recognise 3-d structures. Computer assisted 3-d reconstruction methods for subtracted or non-subtracted biplane angiography are investigated for several years4'5'6'7'8, but -except for some preliminary work9"° capabilities of biplane angiography are still not fully explored in computer assisted surgical planning.
The main body of work in computer assisted methods is on the diagnosis of coronary angiograms (see the work of Coatrieux et ' for a review of reconstruction methods). Often, coronary arteriograms are segmented without background subtraction, as movement artefacts degrade the DSA images. This makes the segmentation a difficult problem. On the other hand, coronary arteries are generally larger and the goal of diagnosis does mainly require accurate representations of distances and volumes. Therefore, inaccuracies in the localisation of vessels within an absolute co-ordinate system are -to some extent -acceptable. With the advent of minimal-invasive interventional neuroradiology'2"3"4 and neurosurgical procedures, 3-d reconstruction from high-resolution angiography gains importance in surgical planning. There has been considerable progress in the development of catheters and embolisation material. Using special microcatheters, the interventional neuroradiologist is able to reach almost every point in the brain by endovascular approach. This new procedure evolved as an alternative or as complementary intervention to conventional surgical procedures. Planning and executing neuroradiological intervention is guided by biplane angiography because it provides fast information on the vascular system with high quality.
An important part of the planning stage of this process is the estimation of the size of vessels and vessel malformations prior to intervention (see fig. 1 ). We carried out an investigation for diameter measurements in biplane angiography requiring localisation of structures to be measured. Such measurement enables the neuroradiologist to choose correct sizes of catheters, balloons and coils for intervention. It requires the measurement error being less than 0.5 mm.
The angiographic system is equipped with CCD cameras for image digitisation. It has the frontal and the lateral imaging system positioned with a fixed 90°-angle relatively to each other. An algorithm for distance computation on this system will be presented with the influence of the different components (image intensifier distortion, positioning inaccuracies, location 
MEASUREMENTS IN BIPLANE ANGIOGRAPHY
2.1 Distance measurement in biplane digital subtraction angiography Presently, distance measurements are carried out in the isocentre of the biplanar angiography system. Correspondence is given by defmition, as the isocentre is a well-defmed location in 3-d space enabling immediate computation of the magnification factor (see fig. 2 ). Ifthe user draws a line on a projection ofa structure being imaged in the isocentre, its true length is computed by dividing the length in the image plane by the isocentric magnification factor (IMF). The result is the length of a line parallel to the image plane placed at a distance lID between focus point and image intensifier (II). Since measurements are carried out in the centre of the image, distortions by the shape of the image intensifier, the earth magnetic field, and other stationary magnetic fields do not contribute significantly to the measurement error. We verified this by using a measurement catheter with marks at 10 mm distance which was measured using the method above. The measurement error was less than 1.0 mm(at apixel size ofO.l5 to 0.20mm).
Measuring structures in the isocentre requires moving the patient such that the structure of interest is in the isocentre. It may require multiple movements for multiple measurements. It may not be possible at all, if the structure of interest is close to the skull. A measurement procedure, which can be carried out anywhere in 3-d space, will greatly enhance the capabilities of the angiography system as a guidance tool during minimal invasive treatment.
Such measurements require a localisation of the structure to be measured. First, we defme a three-dimensional device coordinate system for specifying locations of the two imaging devices with respect to each other. In accordance to other authors'5, we use the isocentre as origin °D. Its x-axis XD is a vector from the origin to the image intensifier of the frontal system, its y-axis 1'D S a vector from the origin to the image intensifier of the lateral system. The z-axis ZD is the outer product of the x-and the y-axis.
Images are taken in two-dimensional screen space, which is assumed to be planar. The screen space has a 2-d screen co-::::i CCD camera received by a spherical image intensifier. The output of device space which both rotate with the rotation of the the image intensifier is digitised by a 1024*1024 pixel device. Not depicted here is 3-d world space which is CCD camera. equal to device space at rotation 00.
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SF ordinate system associated to it (see fig. 3 for explanation of co-ordinate systems). The origin of the screen space co-ordinate system is the location where the central beam hits screen space. Ideally, we may assume
. that the central rays intersect in the isocentre.
S that the angle between the two central rays is exactly 900.
. that the angle between central ray and screen space co-ordinate axes is 90°.
. that each axis of screen space co-ordinate is co-linear to one of the axes of the device space co-ordinate system.
Then, locations of the two x-ray sources and the two screen space co-ordinate systems can be expressed in device space Locations in 3-d space will be computed in device co-ordinates. Distances will be given in millimetres.
Arbitrary diameter measurements in biplane angiography
3-d locations of structures are computed from its projections in the two images. Correspondence analysis is carried out interactively, because it is computationally inexpensive and because diameters need to be estimated only at few positions in the image.
The user enters a distance line 1 on a structure of interest in the frontal image. Optionally, he may choose to let the computer do the search for endpoints on the line. In this case, one-dimensional LoG-filtering is carried out along 1. Zero crossings are computed and weighted according to the strength of the gradient and the distance from the user-selected initial line points: The selection is done either directly or by specifying a lateral distance line which intersects the epipolar line. For the latter, CL is taken to be the centre of the lateral distance line.
The three-dimensional position in device space is computed as the intersection of the two rays S + r (EF -SF) = SL + s .(ZL -SL) between x-ray sources SF, 5L and locations F CL on the image. Thus, we have to solve the following equation system for (r s):
Assuming screen space locations (ixF, ZYF) and (iXL ZYL) for the two corresponding projections and using device space locations from the previous section, we can substitute variables in the equation system above by the measured values:
The equation system is solved using singular value decomposition. The resulting scalars tF =r and tL = s specify two points PF and PL on the two lines that are nearest to each other. If the two lines intersect, these points are equal. The average location 0.5 . (PF + PL) is used for calculating of the magnification factors for the two images which in turn are used to compute the true 3-d distances. The second derivative may be used for sub-pixel interpolation of the location of the zero-crossing although we presently do not use this feature.
ESTIMATION AND IMPROVEMENT OF THE MEASUREMENT ACCURACY
The measurement accuracy of the system is determined by the accuracy for computing a location in3-d from two projections. Even though the accuracy of 3-d localisation needs not to be very high for distance measurements, the investigation of localisation accuracy will be carried out carefully in order to be useful for extending the concept to true 3-d reconstruction of vessels from corresponding projections. Two factors influence the accuracy for distance measurements in biplane angiography:
• The accuracy of the distortion correction for the non-planar image intensifier.
• The accuracy of localisation of image intensifier and x-ray sources in device space.
The distortion correction
The most prominent degradation is clearly the distortion caused by the shape of the image intensifier and, to a minor extent, by the influence of magnetic fields on the electron beams in the intensifier. Images acquired through the image intensifier (II) TV-system suffer from such distortion. The distortion consists of pincushion and S-type distortion, as shown in fig. 5 (left) . The pincushion distortion is mainly due to the shape of the image intensifier whereas the S-type distortion is caused by influences of magnetic fields. As the G-ring system may rotate in space, the two types of distortions have a different influence on the overall distortion. While the pincushion distortion is stationary with respect to the (rotating) device space coordinate system the S-type distortion does rotate with respect to this co-ordinate system.
The distortion often causes substantial errors in 3-d measurements. Thus, the distorted images are corrected by using image processing technique before 3-d measurements.
3.1.1 Pre-processing. A grid, that is composed of a rectangular wire mesh, is used to determine the distortion quantitatively. The S-type part of the distortion changes dynamically with the projection angle. Thus, grid images are acquired at a number of projection angles with the grid being placed in front of the image intensifier. For distortion correction, the one correction data set is selected whose projection angles most closely match the angles of the actual image.
Additionally, the effective size of the image intensifier (the part of the II that is projected onto the CCD camera), for which correction data is acquired, has to be equal to that of the image to be distortion-corrected. It is necessary because the pincushion distortion depends on the part of the II that is projected on the CCD camera. We acquired distortion data for two different II sizes (9" and 12") for the frontal and the lateral imaging system as these two sizes are most often used for imaging at the Department of Neuroradiology.
The grid is set carefully so that horizontal wires are parallel to the horizontal TV-lines. Then, distortion data sets are created for each angle, II size, frontal and lateral system. The distortion for each data set is measured by determining node locations where the horizontal and vertical wires intersect. The node locations are computed automatically except for defming a threshold for differentiating between wire and background.
At first, the grid image is subtracted from a null image in order to compensate for the non-uniform sensitivity of the grid images. The compensation simplifies the extraction of the wires. Next, a convolution of the grid image with a horizontal rectangle function enhances the vertical wires. Similarly, horizontal wires are enhanced convoluting the image with a vertical rectangle function. Horizontal and vertical wires are extracted separately from the enhanced images by thresholding. Wire locations are determined by applying a thinning operation on the thresholded images. Subsequently, node locations are determined by applying a logical "AND" on the horizontal and vertical wire images.
Distortion correction.
An undistorted image ofthe grid should display a rectangular wire mesh. Thus, the grid images are corrected by transforming the distorted grid pattern into a square mesh as follows. It is assumed that there is no distortion in the centre of the image (i.e., the origin in screen space). The node locations in the undistorted image are known from the geometry of the grid phantom -they are spaced at 1 0 mm intervals -and it is assumed that a distortion-caused displacement is never greater than half the distance between two grid nodes (our measurements indicated a maximum displacement of 16%, i.e., 1.6 mm).
Based on the expected location with respect to the origin in screen space, displacement vectors for node locations are computed. The displacement vectors and their locations are listed in a distortion correction file. For distortion correction, information from this file is examined. Each point is shifted by a displacement which is computed by bi-linear interpolation of displacement vectors from the nearest four node locations. A result can be seen in fig. 5 (right).
3.1.3 Results of the distortion correction. The correction method was tested using the grid phantom that was used for generating the correction data. The grid was placed in front of the image intensifier such that the grid lines were not parallel to the axes of the screen space co-ordinate system as to avoid bias in the evaluation. Prior to correction, distances between adjacent grid lines deviated by up to 1 .6 mm from the correct distance of 10 mm. After correction, measured and correct distances between adjacent grid points deviated on average by 0.025 mm with a standard deviation of 0.16 mm. This is less than the size of a pixel (0.24 mm) (see table 1 ).
The influence of effects such as the earth magnetic field was marginal as compared to distortions caused by the shape of the intensifier surface. This was tested by intentionally using correction data, which was acquired at a different rotation angle than the image to be corrected. If an 0°-angle image was corrected with correction data being taken at 40° angle, then the average deviation was 0.04 1 mm with a 0.18 mm standard deviation. This was again well below the pixel size.
Even when the lateral correction data was used for the frontal image, only a slight increase of the standard deviation and a slight underestimation of the distances was observed. Thus, there should be only slight differences in the shapes of the two image intensifiers. 
Accuracy of 3d geometric information
The accuracy of the computation of 3-d locations depends an exact localisation of x-ray source positions and image intensifier positions in device space. Each of these assumptions, which were made in the previous section for establishing a cornrnon device space localisation of the frontal and the lateral imaging system, may be violated. A violation results in a rotation or translation of the device space locations of x-ray source or image intensifier. In this sub-section, we will describe the different influences on the accuracy and measure the range of inaccuracy from a phantom.
3.2.1 Isocentre. The two central rays may not intersect in a common isocentre. This can be measured by placing a sphere in the centre of the frontal system and then moving the sphere along the central ray of the frontal system so that it is optimally centred in the lateral system. If the two central rays do not intersect, there should be a displacement Aiso along the z-axis of the device space co-ordinate system representing the distance between the two central rays.
If a displacement exists, we defme the isocentre to be the point on the central ray of the frontal system which is closest to the lateral central ray. The device space representation of locations of the frontal system remains unchanged. The position of the lateral x-ray source and the origin ofthe lateral screen space become shifted by -iso: ing to an adaptation of the equation system of equact . The angular deviation Aa was measured using a metal block with two tubes that meet at a 90° angle. The intersection of the two tubes was placed in the isocentre. The first tube was aligned with the central ray of the frontal system. An image from the lateral system was taken after shifting the system in z-direction by tiso in order to account for the displacement from the isocentre. La was estimated by measuring the misalignment of the second tube with the lateral central beam (see fig. 6 ). Measurements resulted in an angular deviation of Aa =0.4°. ixF=ixF.cosi18-iyFsuth/3 and ixL=zxL.cosL\y-iyL.srnEy y'p = YF .cos4B+ iXF 5inL/3 iy = 'YL cosLty + XL 5inL\7
Rotation
We measured the deviation angles by placing a metal rod in the isocentre, aligned it with the central ray of one of the two imaging systems and measured its angle with the x-axis of screen space of the other system. Doing this for both imaging systems resulted in deviation angles A/3 =0.3°and Ay = 0.6°.
3.2.4
Tilt of the image intensifier with respect to the central ray. Another possible source of error is a tilt between the central ray and the tangent plane at the centre of the image intensifier. In such case, the frontal or lateral image intensifier would be rotated by an angle Aap or EaJ respectively, around the z-axis in device space with the centre of rotation being the origin of screen space. By this rotation, the x-axes of the two screen space systems in device co-ordinates would change to sin cos LaL x:i;.
_ cosLaF and Xj = sinAaL 0 0 If left un-calibrated, locations in screen space would change accordingly. We measured the tilt angle by placing the metal rod in the isocentre aligning it with the central ray of one imaging system. After moving its centre into the central ray of the other imaging system, we measured its length. Comparing this length with the true length should reveal a change in length depending on the cosine of LCtF or ACIL respectively. Our measurements indicated, that this increase was less than the size of a pixel (0.25 mm) for a rod of 100 mm length. This corresponds to an angular deviation, which is better than 4°. Probably, it is much better than that, because a measurement using the cosine of the angle enables only a crude estimate of the deviation.
3.2.5 Deviation of the SID and the IMF. Both, the source-to-image distance and the isocentre magnification factor may deviate from the values given by the system. We did not test this aspect and assumed that both values would be accurate within the range that was supplied by the manufacturer. The SID is presently given in centimetres and the IMF is given in percent magnification. Therefore, we assumed a worst-case error of SID'=SID+LSID, If the error would be known, equation (2) could be further adapted by replacing SID by SID' and IMF by IMF'. For a source-to-image distance SID' of the frontal system instead of SID, the displacement of a point p parallel to the frontal image plane is 'fsID dctr • SID/JD with dctr being the distance of the point to the central ray. The displacement has the greatest effect on the lateral distance computation because a shift parallel to the frontal plane means a vertical shift for the lateral plane. The magnification error being caused by this shift is at maximum for points close to the lateral x-ray source.
For an erroneous magnification factor, where the magnification is IMF' instead ofIMF, the result is a shift A of the isocentre ISO along the central ray:
ISOJMFOOl+JJMFJMFJ
Such displacement causes the lateral image to be shifted by the same amount, resulting in a position error of IMF ISO d . SID1 , with SIDL being the distance between x-ray source and image intensifier ofthe lateral system.
3.2.6 Localisation error due to 3-d geometric inaccuracies. Since our primary purpose in this project is to estimate distances from 3-d information, we are interested in the necessity for calibration prior to actually carrying it out. Therefore, we computed the maximum displacement of a location in device space due to the influences listed above. If we take a certain location (ix, iy) in screen space assuming a perfect calibration, we wanted to know, were this location really is in device space, if the real screen is rotated, shifted and tilted as measured above. The difference between expected and real location can be computed by subtracting for the frontal and the lateral imaging system device space locations for a given screen space location with and without these influance from each other. If we add the displacement error of 4 mm being caused by the shift of the isocentre and the displacement error of 5mm resulting from an incorrect SID for a view volume of 500 to 700 mm at SID of 1 100 mm (these are common values), the result is a worst-case displacement in screen space by 16.5 mm in each system. This translates into a displacement of approximately 10 mm in device space that would result in a magnification error of 10/500=2% for the above-mentioned view volume. Without calibration, we should receive an accuracy of better than 0.4 mm for objects of size 20 mm or less. This is sufficient for a pure distance computation and thus, with the exception of distortion correction, we did not include further calibration in our computations.
RESULTS
The investigation in the previous section indicate, that we can expect a measurement accuracy, which is within the range of 0.4 mm. We tested this using spheres of known diameter of 5, 10, 12 and 20 mm. The spheres were precision-made and accurate within 0.1 mm. Spheres were used because the diameter of their projection image does not change with rotation. Thus, we would expect maximum accuracy of distance estimation. Five of the spheres were placed in the view volume. They were imaged at two different angles and with two different sizes of the image intensifier. The images were distortioncorrected. An image pair ofthe spheres is shown in fig. 7 .
For each sphere, 10 measurements of their diameter were taken. The results are listed in table 2. As it can be seen, the distances agreed on average within 0.05 mm, which is much better, than it would be expected. The deviation was 0.5 mm at maximum. This happened for the 5-mm-sphere and it was probably caused by the poor contrast of the image of this sphere. For all other spheres, the deviation was less than 0.3 mm. These results suggest, that the estimate of the measurement error was probably too conservative (any errors while measuring the geometric accuracy were attributed to geometric degradation) and that the system is geometrically even more accurate than we could measure. 
CONCLUSIONS
We presented a method for measuring 3-d distances in biplane angiography images. The algorithm fmds the boundary of a structure in the frontal image by searching for zero crossing close to user-specified locations. It then requests a corresponding location in the lateral image to be specified for estimating the 3-d location of the structure. This location is used for reversing a magnification of the structure. The accuracy of the method depends on the accuracy of the geometric information on the biplane system. Our investigation showed a high accuracy of 3-d geometry of the G-ring system although the projection geometry had to be corrected for image distortion. The resulting measurement accuracy was on average better than 0.05 mm with the highest deviation being less than 0.5 mm. Our investigation indicate that the G-ring system is useful for highprecision 3-d measurements it may have an appropriate accuracy for the 3-d reconstruction of structures of the brain.
In future work, we will concentrate on the research for an analytic solution for the distortion correction, as to integrate the rotational dependence into an analytic expression of correction, and on a further investigations on the repeatability of the 3-d geometric degradation of the system, as to develop an efficient 3-d calibration technique. Efforts in these two fields will support our goal of high-precision 3-d reconstruction using stereo-vision methods for supporting neuroradiological interventions.
6 BIBLIOGRAPHY
