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Abstract
We study the sewing constraints for rational two-dimensional conformal field theory
on oriented surfaces with possibly non-empty boundary. The boundary condition
is taken to be the same on all segments of the boundary. The following uniqueness
result is established: For a solution to the sewing constraints with nondegenerate
closed state vacuum and nondegenerate two-point correlators of boundary fields
on the disk and of bulk fields on the sphere, up to equivalence all correlators are
uniquely determined by the one-, two,- and three-point correlators on the disk.
Thus for any such theory every consistent collection of correlators can be obtained
by the TFT approach of [1, 2]. As morphisms of the category of world sheets we
include not only homeomorphisms, but also sewings; interpreting the correlators as
a natural transformation then encodes covariance both under homeomorphisms and
under sewings of world sheets.
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1 Introduction
To get a good conceptual and computational grasp on two-dimensional conformal field theory
(CFT) has been a challenge for a long time. Several rather different aspects need to be compre-
hended, ranging from analytic and algebro-geometric questions to representation theoretic and
combinatorial issues. Though considerable progress has been made on some of these, compare
e.g. the books [3, 4, 5], it seems fair to say that at present the understanding of CFT is still not
satisfactory. For example, heuristically one expects various models describing physical systems
to furnish ‘good’ CFTs, but a precise mathematical description is often missing.
One early, though not always sufficiently appreciated, insight has been that one must dis-
tinguish carefully between chiral and full conformal field theory. For instance, in chiral CFT
the central objects of study are the bundles of conformal blocks and their sections which are, in
general, multivalued, while in full CFT one considers correlators which are actual functions of
the locations of field insertions and of the moduli of the world sheet. It has also been commonly
taken for granted that at least in the case of rational conformal field theory (RCFT), every
full CFT can be understood with the help of a corresponding chiral CFT, e.g. any correlation
function of the full CFT can be described as a specific element in the relevant space of confor-
mal blocks of a chiral CFT. In fact (as again realised early [6]) what is relevant to a full CFT
on a world sheet X is a chiral CFT on a complex double of X, compare e.g. [7, 8, 9, 10]. More
recently, it has been established that for rational CFT this indeed leads to a clean separation of
chiral and non-chiral aspects and, moreover, that the relation between chiral and full CFT can
be studied entirely in a model-independent manner when taking the representation category
C of the chiral symmetry algebra as a starting point. More specifically, in a series of papers
[1, 11, 2, 12] it was shown how to obtain a consistent set of defining quantities like field contents
and operator product coefficients, from algebraic structures in the category C.
At the basis of the results of [1, 11, 2, 12] lies the idea that for constructing a full CFT,
in addition to chiral information only a single further datum is required, namely a simple
symmetric special Frobenius algebra 1 A in C. Given such an algebra A, a consistent set
of combinatorial data determining all correlators, i.e. the types of field insertions, boundary
conditions and defect lines, can be expressed in terms of the representation theory of A –
boundary conditions are given by A-modules and defect lines by 2 A-bimodules, while bulk,
boundary and defect fields are particular types of (bi)module morphisms. We work in the
setting of rational CFT, so that the category C is a modular tensor category. Exploiting
the relationship [15, 16] between modular tensor categories and three-dimensional topological
field theory, one can then specify each correlator of a full rational CFT, on a world sheet of
arbitrary topology, as an element in the relevant space of conformal blocks, by representing it
as the invariant of a suitable ribbon graph in a three-manifold. The correlators obtained this
way can be proven [2] to satisfy all consistency conditions that the correlators of a CFT must
obey. Thus, specifying the algebra A is sufficient to obtain a consistent system of correlators;
in contrast, in other approaches to CFT only a restricted set of correlators and of constraints
1 One must actually distinguish between full CFT on oriented and on unoriented (including in particular
unorientable) world sheets. In the unoriented case the algebra A must in addition come with a reversion (a
braided analogue of an involution), see [13, 2] for details. In the present paper we restrict our attention to the
oriented case.
2 More generally, for any pair A, B of simple symmetric special Frobenius algebras the A-B-bimodules give
defect lines separating regions in which the CFT is specified by A and B, respectively [14, 12].
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can be considered, so that only some necessary consistency conditions can be checked. Another
feature of our approach is that Morita equivalent algebras give equivalent systems of correlators;
it can be shown that in any modular tensor category there is only a finite number of Morita
classes of simple symmetric special Frobenius algebras, so that only a finite number of distinct
full CFTs can share a given chiral RCFT.
It was also explained in [1] how one may extract a simple symmetric special Frobenius
algebra from a given full conformal field theory that is defined on world sheets with boundary:
it is the algebra of boundary fields for a given boundary condition (different boundary conditions
give rise to Morita equivalent algebras). On the other hand, what could not be shown so far is
that a full conformal field theory is already uniquely specified by this algebra; thus it was e.g.
unclear whether the correlators constructed from the algebra of boundary fields in the manner
described in [1, 2] coincide with those of the full conformal field theory one started with. It
is this issue that we address in the present paper. We formulate a few universal conditions
that should be met in every RCFT 3 and establish that under these conditions and for a given
algebra of boundary fields the constraints on the system of correlators have a unique solution
(see theorem 4.26). Thus up to equivalence, the correlators must be the same as those obtained
in the construction of [1, 2] from the algebra of boundary fields. In other words, we are able
to show that, under reasonable conditions, every consistent collection of RCFT correlators can
be obtained by the methods of [1, 2].
Even for rational CFT, some major issues are obviously left unsettled by the approach
of [1, 11, 2, 12]. While it efficiently identifies such quantities of a CFT which only depend
on the topological and combinatorial data of the world sheet and the field insertions, in a
complete picture the conformal structure of the world sheet plays an important role and one
must even specify a concrete metric as a representative of its conformal equivalence class. In
particular the relation between chiral and full CFT is described only at the level of topological
surfaces, and the construction yields a correlator just as an element of an abstract vector space
of conformal blocks and must be supplemented by a concrete description of the conformal
blocks in terms of invariants in tensor products of modules over the chiral symmetry algebra.
(Note, however, that often the latter aspects are not of primary importance. For instance, a lot
of interesting information about a CFT is contained in the coefficients of partition functions
and in the various types of operator product coefficients, and these can indeed be computed
[11] with our methods.) To alert the reader about this limitation, below we will refer to the
surfaces we consider as topological world sheets . But this qualification must not be confused
with the corresponding term for field theories. Our approach applies to all RCFTs, not only to
two-dimensional topological field theories, whose correlation functions are independent of the
location of field insertions.
To go beyond the combinatorial framework studied here, one has to promote the geometric
category of topological world sheets to a category of world sheets with metric and similarly for
the relevant algebraic category of vector spaces, for the relevant functors between them and for
natural transformations. Some ideas on how this can be achieved concretely are presented at
the end of this paper. Confidence that this approach can be successful comes from the result
of [4] that the notions of a (C-decorated) topological modular functor and of a (C-decorated)
complex-analytic modular functor are equivalent.
3 We also have to make a technical assumption concerning the values of quantum dimensions. This condition
might be stronger than necessary.
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2 Summary
Let us briefly summarise the analysis of conformal field theory pursued in sections 3 – 5. We
assume from the outset that we are given a definite modular tensor category C, and we make
extensive use of the three-dimensional topological field theory that is associated to C. Note
that for our calculations we do not have to assume that C is the category of representations
of a suitable chiral algebra (concretely, a conformal vertex algebra). However, if we want
to interpret the quantities that describe correlators in our framework as actual correlation
functions of CFT on world sheets with metric, we do need an underlying chiral algebra V such
that C=Rep(V) and such that in addition the 3-d TFT associated to C correctly encodes the
sewing and monodromy properties of the conformal blocks (compare section 6).
In section 3.1 we describe the relevant geometric categoryWSh whose objects are topological
world sheets. Its morphisms do not only consist of homeomorphisms of topological world sheets,
but we also introduce sewings as morphisms; WSh is a symmetric monoidal category. In this
paper we treat the boundary segments 4 of a world sheet as unlabeled. In more generality, one
can assign different conformal boundary conditions to different connected components (or, in
the presence of boundary fields, segments) of the boundary. In the category theoretic setting,
boundary conditions are labeled by modules over the relevant Frobenius algebra in C, see [1,
sect. 4] and [2, sect. 4]. Working with unlabeled boundaries corresponds to having selected one
specific conformal boundary condition which we then assign to all boundaries.
In section 3.2 we recall the definition of a modular tensor category and the way in which
it gives rise to a 3-d TFT, i.e. to a monoidal functor tftC from a geometric category to the
category Vect of finite-dimensional complex vector spaces. The 3-d TFT is then used, in
section 3.3, to construct a monoidal functor Bℓ from WSh to Vect. We also introduce a
‘trivial’ functor One: WSh→Vect, which assigns the ground field C to every object and id
C
to every morphism in WSh. Given these two functors, we define in section 3.4 a collection
Cor of correlators as a monoidal natural transformation from One to Bℓ. The properties of a
monoidal natural transformation furnish a convenient way to encode the consistency conditions,
or sewing constraints, that a collection of correlators must satisfy (see section 6 for a discussion).
Accordingly, we will say that Cor provides a solution S to the sewing constraints . More precisely,
besides Cor some other data need to be prescribed (see section 3.4), in particular the open
and closed state spaces, which are objects Hop of C and Hcl of the product category C⊠C,
respectively. Different solutions S and S′ can describe CFTs that are physically equivalent;
a corresponding notion of equivalence of solutions to the sewing constraints is introduced in
section 3.5.
Section 4.1 recalls how sewing can be used to construct any world sheet from a small
collection of fundamental world sheets. To apply this idea to correlators one needs an operation
of ‘projecting onto the closed state vacuum’; this is studied in section 4.2.
The results of [1, 2] show in particular that any symmetric special Frobenius algebra A
in C gives rise to a solution S=S(C, A) to the sewing constraints. Together with some other
background information this is reviewed briefly in 4.3. Afterwards, in sections 4.4 and 4.5, we
come to the main subject of this paper: we study how, conversely, a solution to the sewing
constraints gives rise to a Frobenius algebra A in C. The ensuing uniqueness result is stated in
theorem 4.26; it asserts that
4 In the terminology of section 3.1, these are the ‘physical boundaries’.
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Every solution S to the sewing constraints is of the form S(C, A),
with an (up to isomorphism) uniquely determined algebra A,
provided that the following conditions are fulfilled :
(i) There is a unique ‘vacuum’ state inHcl, in the sense that the vector space HomC⊠C(1×1, Hcl)
is one-dimensional.
(ii) The correlator of a disk with two boundary insertions is non-degenerate.
(iii) The correlator of a sphere with two bulk insertions is non-degenerate.
(iv) The quantum dimension of Hop is nonzero, and for each subobject Ui×Uj of the full center
of A (as defined in section 4.3 below) the product dim(Ui) dim(Uj) of quantum dimensions is
positive.
The proof of this theorem is given in section 5. It shows in particular that a solution to the
sewing constraints is determined up to equivalence by the correlators assigned to disks with
one, two and three boundary insertions. The conditions (i), (ii) and (iii) are necessary; if any
of them is removed, one can find counter examples, see remark 4.27 (i). Condition (iv), on the
other hand, appears to be merely a technical assumption used in our proof, and can possibly
be relaxed, or dropped altogether.
Let us conclude this summary with the following two remarks. First, as already pointed out,
even though in sections 3–5 we work exclusively with topological world sheets, we do not only
describe two-dimensional topological conformal field theories. The reason is that the correlator
CorX on a (topological) world sheet X is not itself a linear map between spaces of states, but
rather it corresponds to a function on the moduli space of world sheets with metric (obtained
as a section in a bundle of multilinear maps over the moduli space).
Second, in the framework of local quantum field theory on 1+1-dimensional Minkowski
space a result analogous to theorem 4.26 has been given in [17]; see remark 4.27 (vi) below.
List of symbols
To achieve our goal we need to work with a variety of different structures. For the convenience
of the reader, we collect some of them in table 1.
3 Open/closed sewing constraints
In this section we introduce the structures that we need for an algebraic formulation of the
sewing constraints. These are the category WSh of topological world sheets (section 3.1), the
three-dimensional topological field theory (3-d TFT) obtained from a modular tensor category
(section 3.2), and a functor Bℓ fromWSh to Vect which is constructed with the help of the 3-d
TFT (section 3.3). The notion of sewing constraints, and of the equivalence of two solutions
to these constraints, is discussed in sections 3.4 and 3.5.
3.1 Oriented open/closed topological world sheets
We are concerned with CFT on oriented surfaces which may have empty or non-empty bound-
ary. We call such surfaces oriented open/closed topological world sheets, or just world sheets,
6
symbol quantity introduced in
WSh category of open/closed topological world sheets section 3.1 p. 6
X, Y, ... world sheet (object of WSh) definition 3.1 p. 9
X̂ decorated double of a world sheet X section 3.3 p. 16
X˜ surface used in the definition of a world sheet definition 3.1 p. 9
bin, bout set of in- resp. out-going boundary components definition 3.1 p. 9
S sewing of a world sheet definition 3.3 p. 10
̟= (S, f) morphism of WSh (with f a homeomorphism) definition 3.4 p. 10
flS(X) world sheet filled at S definition 4.3 p. 33
MX connecting three-manifold equation (3.25) p. 17
Xm,Xη,X∆,Xε,XBb,XB(3),XBη,XBε fundamental world sheets table 2 / fig. 2 p. 27
Xp,XBp,XB∆,XBm some other simple world sheets table 2 / fig. 3 p. 29
C a modular tensor category (here, the chiral sectors) section 3.2 p. 12
tftC TFT functor from geometric category GC to Vect section 3.2 p. 13
Hop, Hcl open / closed state spaces section 3.3 p. 16
Bl, Br objects of C such that Hcl is a retract of Bl×Br section 3.3 p. 15
K auxiliary object in C appearing in the description
of Hcl as a retract (cf. lemma 4.12) equation (3.13) p. 14
wK weighted sum of idempotents for subobjects of K equation (3.18) p. 15
H object in C appearing in the description of TFT state
spaces on surfaces with handles (cf. eq. (3.15)) equation (3.13) p. 14
TC canonical trivialising algebra (object in C⊠C) definition 4.8 p. 39
Z(A) full center of a symmetric special
Frobenius algebra A in C (object in C⊠C) definition 4.9 p. 39
ϕAcl isomorphism from Hcl to Z(A) equation (5.14) p. 59
One monoidal functor WSh→Vect with image C
id
C−→C definition 3.6 p. 16
Bℓ monoidal functor WSh→Vect definition 3.7 p. 19
Cor monoidal natural transformation from One to Bℓ section 3.4 p. 23
ℵ natural isomorphism between functors of type Bℓ equation (3.42) p. 20
S solution to the sewing constraints definition (3.14) p. 23
S(C, A) tuple (C, A, Z(A), A⊗K,K, eZ , rZ , CorA)
furnishing a solution to the sewing constraints equation (4.47) p. 42
AS algebra of open states associated to S equation (4.58) p. 46
Table 1: Symbols for basic quantities.
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c-in1
o-in1 o-in2
o-out1
c-out2
physical
boundary
++
physical
boundary
kk
orientationkk
Figure 1: A topological world sheet.
for short, and refer to CFT on such surfaces as open/closed CFT . An example of a topological
world sheet is displayed in figure 1. Also recall from the introduction that when we want to
describe correlators as actual functions, then we need to endow the world sheet in addition
with a conformal structure and even a metric; this is discussed in section 6.
As indicated in figure 1, a world sheet can have five types of boundary components. Four
of them signify the presence of field insertions, while the fifth type describes a genuine physical
boundary. These boundary types can be distinguished by their labeling: There are in-going
open state boundaries (the intervals labeled o-in1 and o-in2 in the example given in figure 1), out-
going open state boundaries (o-out1 in the example), in-going closed state boundaries (c-in1 in
the example) and out-going closed state boundaries (c-out1 in the example), and finally physical
boundaries , which are unlabeled. The open and closed state boundaries are parametrised by
intervals and circles, respectively. The physical boundaries are oriented, but not parametrised.
Geometrically the various boundary types can best be distinguished by describing the world
sheet X as a quotient X˙ of a surface with boundary, X˜, by an orientation reversing involution
ι. The surface shown in figure 1 is X˙ rather than X˜. With this description, a point p on
the boundary of X˙ belongs to a physical boundary if its pre-image on X˜ is a fixed point
of ι, and otherwise to an open state boundary if its pre-images lie on a single connected
component of ∂X˜, and to a closed state boundary if it has two pre-images on X˜ lying on two
distinct connected components of ∂X˜. We denote the number of in-going open state boundaries
of X by |o-in|, etc. An important operation on world sheets is sewing [18, 19, 20, 3]: one
specifies a set S of pairs, consisting of an out-going and an in-going state boundary of the same
type. From S one can obtain a new world sheet S(X) by sewing, that is, by identifying, for
each pair in S, the two involved boundary components via the parametrisation of the state
boundaries. In the example in figure 1, some possible sewings are S= {(o-out1, o-in1)} and
S= {(c-out1, c-in1), (o-out1, o-in2)}.
Let us now describe these structures in a form amenable to our algebraic and combinatoric
framework. To this end we introduce a symmetric strict monoidal categoryWSh whose objects
are oriented open/closed topological world sheets and whose morphisms are isomorphisms and
sewings of such world sheets.
We denote by S1 the unit circle {|z|=1} in the complex plane, with counter-clockwise
orientation. The map that assigns to a complex number its complex conjugate is denoted by
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C: C→C.
Definition 3.1 :
An oriented open/closed topological world sheet , or world sheet for short, is a tuple
X ≡
(
X˜, ιX, δX, b
in
X , b
out
X , orX
)
(3.1)
consisting of:
An oriented compact two-dimensional topological manifold X˜. The (possibly empty) bound-
ary ∂X˜ of X˜ is oriented by the inward-pointing normal.
A continuous orientation-reversing involution
ιX: X˜→ X˜ . (3.2)
A continuous orientation-preserving map which parametrises all boundary components of X˜,
i.e. a map
δX: ∂X˜→ S
1 (3.3)
that is an isomorphism when restricted to a connected component of ∂X˜, and which treats
boundary components that are mapped to each other by ιX in a compatible manner, i.e. inter-
twines the involutions on X˜ and C, δX ◦ ιX=C ◦ δX.
A partition of the set π0(∂X˜) of connected components of ∂X˜ into two subsets b
in
X and b
out
X
(i.e. binX ∩ b
out
X = ∅ and b
in
X ∪ b
out
X = π0(∂X˜)). The subsets b
in
X and b
out
X are required to be fixed (as
sets, not necessarily element-wise) under the involution ιX∗ on π0(∂X˜) that is induced by ιX.
Denoting by π˜X: X˜→ X˙ the canonical projection to the quotient surface X˙ := X˜/〈ιX〉, orX
is a global section of the bundle X˜
π˜X−→ X˙, i.e. orX: X˙→ X˜ is a continuous function such that
π˜X ◦ orX= idX˙. In particular, a global section exists. We also demand that for a connected
component c of ∂X˜, δX(im orX ∩ c) is either ∅, or S
1, or the upper half circle {eiθ | 0≤ θ≤ π}.
Remark 3.2 :
(i) Since X˜ is compact, the number |π0(∂X˜)| of connected components of ∂X˜ is finite. Also, the
existence of a global section orX: X˙→ X˜ implies that X˙ is orientable, and in fact is provided
with an orientation by demanding orX to be orientation-preserving.
(ii) As mentioned at the beginning of this section, the boundary of the quotient surface X˙ can
be divided into segments each of which is of one of five types. A point p on ∂X˙ lies on a physical
boundary iff p has a single pre-image under π˜X, which is hence a fixed point of ιX. The point
p lies on a state boundary if p has two pre-images under π˜. If both pre-images lie on the same
connected component of ∂X˜, then p lies on an open state boundary, otherwise it lies on a closed
state boundary. (Note that an open state boundary is a parametrised open interval on X˙.) Let
a be a boundary component that contains a pre-image of p. If a∈ bin, then the state boundary
containing p is in-going , otherwise it is out-going . Altogether we thus have five types: A region
of ∂X˙ can be a physical boundary, or an in/out-going open, or an in/out-going closed state
boundary.
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World sheets are the objects of the category WSh we wish to define. For morphisms we
need the notion of sewing.
Definition 3.3 :
Let X=
(
X˜, ι, δ, bin, bout, or
)
be a world sheet.
(i) Sewing data for X, or a sewing of X, is a (possibly empty) subset S of bout× bin such that
if (a, b)∈ S then
– S does not contain any other pair of the form (a, ·) or (·, b),
– also (ι∗(a), ι∗(b))∈ S,
– the boundary component a has non-empty intersection with the image of or: X˙→ X˜ iff the
boundary component b does (i.e. S preserves the orientation).
(ii) For a sewing S of X, the sewn world sheet S(X) is the tuple S(X)≡
(
X˜′, ι′, δ′, bin
′
, bout
′
, or′
)
that is obtained as follows. For a∈π0(∂X˜) denote by
δa := δ
∣∣
∂eX(a)
(3.4)
the restriction of the boundary parametrisation δ to the connected component a of ∂X˜; δa is an
isomorphism. Then we set X˜′ := X˜/∼, where δ−1a (z)∼ δ
−1
b ◦C(−z) for all (a, b)∈ S and z ∈S
1.
Next, denote by πS,X the projection from X˜ to X˜
′ that takes a point of X˜ to its equivalence class
in X˜′. Then ι′: X˜′→ X˜′ is the unique involution such that ι′ ◦πS,X= πS,X ◦ ι. Further, δ
′ is the
restriction of δ to ∂X˜′, bout
′
= {a∈ bout|(a, ·) /∈S}, bin
′
= {b∈ bin|(·, b) /∈S}, and or′ is the unique
continuous section of X˜′
π˜X′−→ X˙′ such that the image of or′ coincides with the image of πS,X ◦ or.
One can verify that the procedure in (ii) does indeed define a world sheet.
Definition 3.4 :
Let X and Y be two world sheets.
(i) A homeomorphism of world sheets is a homeomorphism f : X˜→ Y˜ that is compatible with all
chosen structures on X˜, i.e. with orientation, involution and boundary parametrisation. That
is, f satisfies
f ◦ ιX = ιY ◦ f , δY ◦ f = δX , f∗b
in/out
X = b
in/out
Y (3.5)
(where f∗: π0(∂X˜)→π0(∂Y˜) is the isomorphism induced by f), and the image of f ◦ orX coin-
cides with the image of orY.
(ii) A morphism ̟: X→Y is a pair ̟=(S, f) where S are sewing data for X and f : S˜(X)→ Y˜
is a homeomorphism of world sheets.
(iii) The set of all morphisms from X to Y is denoted by Hom(X,Y).
Given two morphisms ̟= (S, f): X→Y and ̟′= (S′, g): Y→Z, the composition ̟′ ◦̟
is defined as follows. The union S′′=S∪ (f ◦ πS,X)
−1
∗ (S
′) is again a sewing of X. Furthermore
there exists a unique isomorphism h: S˜′′(X)→ Z˜ such that the diagram
X˜
π
S′′,X

πS,X
//
S˜(X)
f
// Y˜
π
S′,Y
//
S˜′(Y)
g
// Z˜
S˜′′(X)
h
33
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
g
(3.6)
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commutes. We define the composition ◦ : Hom(Y,Z)×Hom(X,Y)→Hom(X,Z) as
(S′, g) ◦ (S, f) = (S′′, h) . (3.7)
One verifies that the composition is associative. The identity morphism on X is the pair
idX= (∅, ideX).
Finally, we define a monoidal structure on WSh by taking the tensor product to be the
disjoint union, both on world sheets and on morphisms, and the unit object to be the empty
set. We also define the isomorphism cX,Y: X⊔Y→Y⊔X to be the homeomorphism that
exchanges the two factors of the disjoint union. In this way, WSh becomes a symmetric strict
monoidal category.
Remark 3.5 :
(i) The set of morphisms from 1 (the empty set) to any world sheet X with X˜ 6= ∅ is empty.
Thus there does not exist a duality on WSh, nor is there an initial or a final object in WSh.
(ii) What we refer to as physical boundaries of X˙ are called ‘boundary sector boundaries’ in
[21], ‘free boundaries’ in [22, 23], ‘coloured boundaries’ in [24], and ‘constrained boundaries’ in
[25].
(iii) WSh is different from the category of open/closed two-dimensional cobordisms considered
in the context of two-dimensional open/closed topological field theory in [21, 22, 23, 24, 25].
There, objects are disjoint unions of circles and intervals, and morphisms are equivalence classes
of cobordisms between these unions. One can also consider two-dimensional open/closed cobor-
disms as a 2-category as in [26, 27]. Then objects are defined as just mentioned, 1-morphisms
are surfaces embedded in R3 which have the union of circles and intervals as boundary, and
2-morphisms are homeomorphisms between these surfaces. The 1- and 2-morphisms in this def-
inition correspond to the objects and some of the morphisms in WSh, but they do not include
the sewing operation.
From section 3.3 on we will, when drawing a world sheet X, usually only draw the surface
X˙, give the orientation on X˙, and indicate the decomposition of ∂X˙ into segments as well as
the type of each segment (see remark 3.2 (ii)). As an example, consider the surface X˜ given by
a sphere with six small equally spaced holes along a great circle,
X˜ =
ı
ı′
in
in
in
out
out
out
E ′
E
(3.8)
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In the figure it is also indicated how π0(∂X˜) is partitioned into b
in and bout. In addition two great
circles E and E ′ are drawn. Denote by ι the reflection with respect to the plane intersecting X˜
at E and ι′ the reflection for the plane intersecting at E ′. We obtain two world sheets X and
X′ which only differ in their involution and orientation,
X = (X˜, ι, δ, bin, bout, or) and X′ = (X˜, ι′, δ, bin, bout, or′) . (3.9)
The orientation or is fixed by requiring its image in X˜ to be the half-sphere above E (say),
together with E, and for or′ one can take the half-sphere in front of E ′. The quotients X˙ and
X˙′ for these two world sheets then look as follows.
X˙ = X˙′ =in in in
in
in
out out out
out
out
2
1 2
1
(3.10)
Note that X˙ and X˙′ have different topology.
3.2 Modular tensor categories and three-dimensional topological
field theory
The starting point of the algebraic formulation of the sewing constraints is a modular tensor
category C. By this we mean a strict monoidal category C such that
(i) The tensor unit is simple.
(ii) C is abelian, C-linear and semisimple.
(iii) C is ribbon: 5 There are families {cU,V } of braiding, {θU} of twist, and {dU , bU} of evaluation
and coevaluation morphisms satisfying the usual properties.
(iv) C is Artinian (or ‘finite’), i.e. the number of isomorphism classes of simple objects is finite.
(v) The braiding is maximally non-degenerate: the numerical matrix s with entries
si,j := (dUj ⊗ d˜Ui) ◦ [idU∨j ⊗ (cUi,Uj◦ cUj ,Ui)⊗ idU∨i ] ◦ (b˜Uj ⊗ bUi) (3.11)
is invertible.
Here we denote by {Ui | i∈I} a (finite) set of representatives of isomorphism classes of simple
objects; we also take U0 :=1 as the representative for the class of the tensor unit. The properties
we demand of a modular tensor category are slightly stronger than in the original definition in
[15].
It is worth mentioning that every ribbon category is sovereign, i.e. besides the right duality
given by {dU , bU} there is also a left duality (with evaluation and coevaluation morphisms to
5 Besides the qualifier ‘ribbon’ [28], which emphasises the fact that (see e.g. chapter XIV.5.1 of [29]) the
category of ribbons is universal for this class of categories, also the terms ‘tortile’ [30] and ‘balanced rigid
braided’ are in use.
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be denoted by {d˜U , b˜U}), which coincides with the left duality in the sense that
∨U =U∨ and
∨f = f∨.
We also make use of the following notions. An idempotent is an endomorphism p such that
p ◦ p= p. A retract of an object W is a triple (V, e, r) with e∈Hom(V,W ), r∈Hom(W,V ) and
r ◦ e= idV . Note that e ◦ r is an idempotent in End(W ). Because of property (ii) above, a
modular tensor category is idempotent-complete, i.e. every idempotent is split and thus gives
rise to a retract.
The dual category C of a monoidal category (C,⊗) is the monoidal category (Copp,⊗). More
concretely, when marking quantities in C by an overline, we have
Objects : Obj(C) = Obj(C) , i.e. U ∈ Obj(C) iff U ∈ Obj(C) ,
Morphisms : Hom(U, V ) = Hom(V, U) ,
Composition : f ◦¯g = g◦f ,
Tensor product : U ⊗¯V = U⊗V , f ⊗¯ g = f⊗g ,
Tensor unit : 1¯ = 1 .
(3.12)
If C is in addition ribbon, then we can turn C into a ribbon category by taking cU,V := (cU,V )
−1
and θU := (θ
−1
U ) for braiding and twist, and bU := (d˜U), etc., for the dualities. More details can
be found e.g. in section 6.2 of [31].
Alternatively, as in [32, sect. 7] one can define a category C˜ identical to C as a monoidal
category, but with braiding and twist replaced by their inverses. As C is ribbon, we have a
duality compatible with braiding and twist, and it turns out that C and C˜ are equivalent as
ribbon categories. For our purposes it is more convenient to work with C.
Let C⊠C be the product of C and C in the sense of enriched (over Vect) categories, i.e.
the modular tensor category obtained by idempotent completion of the category whose objects
are pairs of objects of C and C and whose morphism spaces are tensor products over C of the
morphism spaces of C and C (see [31, Definition 6.1] for more details).
Next we briefly state our conventions for the 3-d TFT that we will use; for more details see
e.g. [15, 4, 16] or section 2 of [1].
Given a modular tensor category C, the construction of [15] allows one to construct a 3-d
TFT, that is, a monoidal functor tftC from a geometric category GC to Vect. The geometric
category is defined as follows. An object E of GC is an extended surface; an oriented, closed
surface with a finite number of marked arcs labeled by pairs (U, ǫ), where U ∈Obj(C) and
ǫ ∈ {+,−}, and with a choice of Lagrangian subspace λ⊂H1(E,R). Following [33], we define
a morphism a: E→F to be one of two types:
(i) a homeomorphism of extended surfaces (a homeomorphism of the underlying surfaces pre-
serving orientation, marked arcs and Lagrangian subspaces)
(ii) a triple (M, n, h) where M is a cobordism of extended surfaces, h: ∂M→ E¯ ⊔ F is a home-
omorphism of extended surfaces, and n∈Z is a weight which is needed (see [15, sect. IV.9]) to
make tftC anomaly-free. The cobordism M can contain ribbons, which are labeled by objects
of C and coupons, which are labeled by morphisms of C. Ribbons end on coupons or on the
arcs of E and F. We denote by h− and h+ the restrictions of h to the in-going component ∂−M
of ∂M (the pre-image of E¯ under h) and the out-going component ∂+M (the pre-image of F).
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Two cobordisms (M, n, h) and (M′, n, h′) from E to F are equivalent iff there exists a home-
omorphism ϕ: M→M′ taking ribbons and coupons of M to identically labeled ribbons and
coupons of M′ and obeying h=h′ ◦ϕ. The functor tftC is constant on equivalence classes of
cobordisms.
Composition of two morphisms is defined as follows: For f : E→E′ and g: E′→F both
homeomorphisms, the composition is simply the composition g ◦ f : E→F of maps. Morphisms
(M1, n1, h1): E→E
′ and (M2, n2, h2): E
′→F are composed to (M, n, h): E→F, where M is the
cobordism obtained by identifying points on ∂+M1 with points on ∂−M2 using the homeomor-
phism (h−2 )
−1 ◦h+1 . The homeomorphism h: ∂M→ E¯⊔F is defined by h|∂−M := h
−
1 , h|∂+M := h
+
2 ,
and the integer n is computed from the two morphisms E→E′ and E′→F according to an
algorithm described in [15, sect. IV.9]. Composition of a homeomorphism f : E→E′ and a
cobordism (M, n, g): E′→F is the cobordism (M, n, h): E→F, where h: ∂M→ E¯⊔F is defined
as h|∂−M := f
−1 ◦ g−, h|∂+M := g
+. The category GC is a strict monoidal category with monoidal
structure given by disjoint union, and the empty set (interpreted as an extended surface) as
the tensor unit.
Given a modular tensor category C with label set I for representatives of the simple objects,
consider the objects
K :=
⊕
k∈I
Uk and H :=
⊕
k∈I
Uk ⊗ U
∨
k (3.13)
in C. Note that we can choose a nonzero epimorphism rH from K ⊗K
∨=
⊕
i,j∈I Ui⊗U
∨
j to
H . The dimension of the category C is defined to be that of the object H ,
Dim(C) = dim(H) =
∑
k∈I
dim(Uk)
2 . (3.14)
The objects H and K are useful to describe the state spaces of the 3-d TFT constructed from
C: Let E be a connected extended surface of genus g with marked points {(Vi, εi) | i=1, ... , m}
where εi ∈{±1}. By construction [15, sect. IV.2.1], the state space tftC(E) is isomorphic to
Hom
( m⊗
i=1
V εii ⊗H
⊗g, 1
)
, (3.15)
where V +i = Vi and V
−
i =V
∨
i . An isomorphism can be given by choosing a handle body T with
∂T =E, inserting a coupon labeled by an element in (3.15) such that the Vi-ribbons starting at
the boundary arcs are joined to the ingoing side of the coupon. For each H-ribbon attached to
the coupon insert the restriction morphism rH from K ⊗K
∨ to H and a K-ribbon starting and
ending at this restriction morphism, so that one K-ribbon passes through each of the handles
of T . For example, if E is a genus two surface with marked arcs labeled by (U,+), (V,−) and
(W,+), then we have f ∈Hom(U ⊗V ∨⊗W ⊗H ⊗H, 1) and the relevant handle body is
T =
(U,+)
(V,−)
(W,+)
K
K
rH
rH
H
H
WV
U
f
(3.16)
14
We call the cobordism from ∅ to E obtained in this way a handle body for E and denote it
by T (f), where f is the element of (3.15) labeling the coupon. Then
f 7−→ tftC(T (f)) (3.17)
is an isomorphism from (3.15) to the space of linear maps from C to tftC(E), which we may
identify with tftC(E). For non-connected E one defines tftC(E) as the tensor product of the
state spaces of its connected components.
Later on we will need the morphism wK ∈Hom(K,K) given by
wK :=
1
Dim(C)
∑
k∈I
dim(Uk)Pk , (3.18)
where Pk ∈Hom(K,K) is the idempotent projecting onto the subobject Uk of K. Note that
tr(wK) =
1
Dim(C)
∑
k∈I
dim(Uk)
2 = 1 . (3.19)
Let V be an object of C and let ekα ∈Hom(Uk, V ) and rkα∈Hom(V, Uk) be embedding and
restriction morphisms of the various subobjects Uk, so that we have
∑
k,α ekα ◦ rkα= idV . The
following identity holds:
=
∑
α
wK
K
e0α
r0α
V
V
V
V
(3.20)
To see this, note that (by the properties of the matrix s for a modular tensor category)
1
Dim(C)
∑
l
dim(Ul) =
1
Dim(C)
∑
l
s0,l
sk,l
s0,k
= δk,0 ekα ◦ rkα ,
Uk
Ul
Uk
ekα
rkα
ekα
rkα
V
V
V
V
(3.21)
which implies that when expanding idV into a sum over the identity morphisms for the simple
subobjects Uk of V , only U0=1 gives a nonzero contribution, so that one arrives at (3.20).
3.3 Assigning the space of blocks to a world sheet
The sewing constraints will be formulated as a natural transformation between two symmetric
monoidal functors One and Bℓ from WSh to the category Vect of finite-dimensional complex
vector spaces. The first one is introduced in
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Definition 3.6 :
The functor One from WSh to Vect is given by setting
One(X) := C and One(̟) := id
C
(3.22)
for objects X and morphisms ̟ of WSh, respectively.
The second functor, Bℓ≡Bℓ(C, Hop, Hcl, Bl, Br, e, r) is obtained as follows. We first assign
to a world sheet X an extended surface X̂, called the decorated double of X; to X̂ we can
apply the 3-d TFT functor tftC obtained from a modular tensor category C; finally we select a
suitable subspace of tftC(X̂). Analogous steps must be performed for morphisms. The precise
description of these manipulations will take up most of the rest of this section.
We will call the vector space that Bℓ assigns to a world sheet X the space of blocks for X.
It depends on the following data.
A modular tensor category C.
A nonzero object Hop of C, called the open state space, and a nonzero object Hcl of C⊠C,
called the closed state space.
Auxiliary objects Bl and Br of C, together with morphisms e∈HomC⊠C(Hcl, Bl×Br) and
r ∈HomC⊠C(Bl×Br, Hcl) such that (Hcl, e, r) is a retract of Bl×Br.
At the end of this section we will show that different realisations of Hcl as a retract lead to
equivalent functors Bℓ.
As a start, from a world sheet X we construct an extended surface X̂ ≡ X̂(Hop, Bl, Br),
which we call the decorated double of X. It is obtained by gluing a standard disk with a
marked arc to each boundary component of X˜: Let ~D be the unit disk {|z| ≤ 1}⊂C with a
small arc embedded on the real axis, centered at 0 and pointing towards +1. The orientation
of ~D is that induced by C. Then we set
X̂ := X˜ ⊔
(
π0(∂X˜)× ~D
)
/∼ (3.23)
where the equivalence relation divided out specifies the gluing in terms of the boundary
parametrisation according to
(a, z) ∼ δ−1a ◦C(−z) for a∈ π0(∂X˜), z ∈ ∂ ~D . (3.24)
(Here the complex conjugation C is needed for X̂ to be oriented.) Further, for a∈ π0(∂X˜) the
arc on the disk {a}× ~D is marked by (Ua, εa), where Ua ∈{Hop, Bl, Br} and εa ∈{±} are chosen
as follows.
If ι∗(a) = a, then Ua=Hop. If in addition a∈ b
in, then εa=+ , otherwise εa=− .
If ι∗(a) 6= a and the boundary component a lies in the image of the orientation or , then
Ua=Bl. If in addition a∈ b
in, then εa=+ , otherwise εa=− .
If ι∗(a) 6= a and the boundary component a does not lie in the image of the orientation or ,
then Ua=Br. If in addition a∈ b
in, then εa=− , otherwise εa=+ .
Note that the involution ι: X˜→ X˜ can be extended to an involution ιˆ: X̂→ X̂ by taking it to
be complex conjugation on each of the disks ~D glued to X˜. Finally, to turn X̂ into an extended
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surface we need to specify a Lagrangian subspace λ⊂H1(X̂,R). To do this we start by taking
the connecting manifold
MX = X̂× [−1, 1]/∼ where for all x∈ X̂ , (x, t) ∼ (ιˆ(x),−t) , (3.25)
which has the property that ∂MX=X̂. Then λ is the kernel of the resulting homomorphism
H1(X̂,R)→H1(MX,R). We refer to appendix B.1 of [2] for more details.
As an example, consider the world sheet X in (3.9). In this case the decorated double is
given by a sphere with six marked arcs,
X̂(Hop, Bl, Br) =
(Br,−)
(Hop,+)
(Bl,+)
(Br ,+)
(Hop,−)
(Bl,−)
(3.26)
The 3-d TFT assigns to the extended surface X̂≡ X̂(Hop, Bl, Br) a complex vector space
tftC(X̂). In order to define the action of the functor Bℓ on objects of WSh, one needs to re-
duce the auxiliary object Bl×Br to its retract Hcl in C⊠C (this will also show that the precise
choice of objects Bl and Br is immaterial). To this end we first introduce a certain linear
map between the vector spaces assigned to decorated doubles. More specifically, given a world
sheet X, a choice of objects Hop, Bl, Br, H
′
op, B
′
l, B
′
r and morphisms o
in ∈HomC(H
′
op, Hop) and
oout ∈HomC(Hop, H
′
op), as well as c
in ∈HomC⊠C(B
′
l×B
′
r, Bl×Br) and c
out ∈HomC⊠C(Bl×Br, B
′
l×
B
′
r), we will introduce a linear map
FX(o
in, oout, cin, cout) : tftC
(
X̂(Hop, Bl, Br)
)
→ tftC
(
X̂(H ′op, B
′
l, B
′
r)
)
. (3.27)
The slightly tedious definition proceeds as follows. Since the morphism spaces of C⊠C are given
in terms of tensor products, we can write
cin =
∑
α∈I in
cinl,α⊗ c
in
r,α and c
out =
∑
β∈Iout
coutl,β ⊗ c
out
r,β (3.28)
with suitable morphisms cinl,α ∈HomC(B
′
l, Bl), c
in
r,α∈HomC(Br, B
′
r), c
out
l,β ∈HomC(Bl, B
′
l) and c
out
r,β
∈HomC(B
′
r, Br), and index sets I
in and Iout. Denote by S in all in-going closed state boundaries
of X, i.e. S in= {a∈ bin | ι∗(a) 6= a}, and similarly S
out= {a∈ bout | ι∗(a) 6= a}. We say that a map
α: S in→ I in or α: Sout→ Iout is ι-invariant iff α ◦ ι=α. Given two ι-invariant maps α: S in→ I in
and β: Sout→ Iout, we construct a cobordism
NX(α, β) : X̂(Hop, Bl, Br)→ X̂(H
′
op, B
′
l, B
′
r) (3.29)
as follows. Start from the cylinder X̂(Hop, Bl, Br)× [0, 1]. On each vertical ribbon insert a
coupon. Relabel the half of the vertical ribbon between the coupon and the out-going bound-
ary component X̂(Hop, Bl, Br)×{1} from Hop, Bl, Br to H
′
op, B
′
l, B
′
r, respectively. The coupon
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attached to a ribbon starting on the disk {a}× ~D⊂ X̂(Hop, Bl, Br) for some a∈ π0(∂X˜) is la-
beled by oin, cinl,α(a) or c
in
r,α(a) if a∈ b
in, and oout, coutl,β(a) or c
out
r,β(a) if a∈ b
out. Which of the three
morphisms one must choose is determined in an obvious manner by the labels of the ribbons
attached to the coupon.
For the world sheet X from example (3.9), the cobordism NX(α, β) looks as follows.
NX(α, β) =
B′r
Brc
in
r,α
H′op Hop
oin
B′l
Blc
in
l,α
B′l
Bl
coutl,β
Hop H
′
op
oout
B′r
Br
coutr,β
X̂ ×{0}
X̂ ×{1}
(3.30)
The linear map FX(o
in, oout, cin, cout): tftC
(
X̂(Hop, Bl, Br)
)
→ tftC
(
X̂(H ′op, B
′
l, B
′
r)
)
is given by
FX(o
in, oout, cin, cout) =
∑
α,β
tftC
(
NX(α, β)
)
, (3.31)
where the sum is over all ι-invariant functions α: S in→ I in and β: Sout→ Iout. This definition
is independent of the choice of decomposition (3.28) because the functor tftC is multilinear in
the labels of the coupons.
Suppose we are in addition given objects H ′′op, B
′′
l , B
′′
r and morphisms p
in∈HomC(H
′′
op, H
′
op),
pout ∈HomC(H
′
op, H
′′
op) as well as d
in∈HomC⊠C(B
′′
l ×B
′′
r , B
′
l ×B
′
r) and d
out ∈HomC⊠C(B
′
l ×B
′
r,
B′′l ×B
′′
r). Using the definition of FX and functoriality of tftC one can verify that
FX(p
in, pout, din, dout)FX(o
in, oout, cin, cout) = FX(o
in◦ pin, pout◦ oout, cin◦ din, dout◦ cout) . (3.32)
We have now gathered all the ingredients for defining the functor Bℓ on objects ofWSh. Denote
by PX=PX(Hop, Hcl, Bl, Br, e, r) the endomorphism of tftC(X̂(Hop, Bl, Br)) that is given by
PX := FX(idHop , idHop , e ◦ r, e ◦ r) (3.33)
with morphisms e and r such that (Hcl, e, r) is a retract of Bl×Br. Equation (3.32) immediately
implies that PXPX=PX, i.e. PX is an idempotent.
Now we define, for a world sheet X,
Bℓ(X) := Im(PX) ⊆ tftC(X̂) , (3.34)
where we abbreviate Bℓ≡Bℓ(C, Hop, Hcl, Bl, Br, e, r), PX=PX(Hop, Hcl, Bl, Br, e, r) as well as
X̂≡ X̂(Hop, Bl, Br).
Next we turn to the definition of Bℓ(̟) for a morphism ̟=(S, f)∈Hom(X,Y) of WSh.
First note that we can extend the isomorphism f : S˜(X)→ Y˜ to an isomorphism fˆ : Ŝ(X)→ Ŷ by
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taking it to be the identity map on the disks ~D which are glued to the boundary components of
S˜(X) and Y˜ . To fˆ the 3-d TFT assigns an isomorphism tftC(fˆ): tftC(Ŝ(X))→ tftC(Ŷ ). Next we
construct a morphism Sˆ: X̂→ Ŝ(X) as a cobordism. It is given by the cylinder over X̂ modulo
an equivalence relation,
Sˆ := X̂× [0, 1]/∼ . (3.35)
The equivalence relation identifies certain points on the boundary X̂×{1} of X̂× [0, 1]. Namely,
for each pair (a, b)∈ S and for all z ∈ ~D we identify the points (a, z, 1)∈{a}× ~D×{1} and
(b, C(−z), 1)∈ {b}× ~D×{1}. In terms of the morphisms fˆ and Sˆ we now define, for ̟= (S, f),
Bℓ(̟) := tftC(fˆ) ◦ tftC(Sˆ)
∣∣
Bℓ(X)
, (3.36)
i.e. the restriction of the linear map tftC(fˆ) ◦ tftC(Sˆ) to the subspace Bℓ(X) of tftC(X̂). As it
stands, Bℓ(̟) is a linear map from Bℓ(X) to tftC(Ŷ ). We now must verify that the image of
Bℓ(̟) is indeed contained in Bℓ(Y). This follows from
PY ◦Bℓ(̟) ◦ PX = Bℓ(̟) ◦ PX , (3.37)
which can again be checked by substituting the definitions. Note that, on the other hand,
PY ◦Bℓ(̟) ◦PX is in general not equal to PY ◦Bℓ(̟).
The discussion above is summarised in the
Definition 3.7 :
The block functor
Bℓ ≡ Bℓ(C, Hop, Hcl, Bl, Br, e, r) : WSh→ Vect (3.38)
is the assignment (3.34) on objects and (3.36) on morphisms of WSh.
That Bℓ is indeed a functor is established in
Proposition 3.8 :
The mapping Bℓ: WSh→Vect is a symmetric monoidal functor.
Proof:
We must show that Bℓ(idX) = idBℓ(X) and Bℓ(̟ ◦̟
′) =Bℓ(̟) ◦Bℓ(̟′) (functoriality), that
Bℓ(∅) =C, Bℓ(X⊔Y)=Bℓ(X)⊗Bℓ(Y) and Bℓ(̟⊔̟′) =Bℓ(̟)⊗Bℓ(̟′) (monoidal), and fi-
nally that Bℓ(cX,Y) = cBℓ(X),Bℓ(Y) (symmetric). Here, cU,V ∈Hom(U ⊗V, V ⊗U) is the isomor-
phism in Vect that exchanges the two factors in a tensor product.
Functoriality and symmetry follow immediately from the definition (3.36) and functoriality of
tftC . The same holds for the monoidal property on morphisms. To verify that Bℓ is monoidal
also on objects one uses in addition that the projector (3.33), in terms of which Bℓ is defined,
satisfies PX⊔Y=PX⊗PY. This latter property is not difficult to see upon substituting the
explicit definition (3.31) of FX in terms of cobordisms. X
Remark 3.9 :
The definition of Bℓ is closely related to that of a two-dimensional modular functor, see [34] as
well as [35], [4, chapter 5], [15, chapter V] or [36]. The main difference is that Bℓ starts from a
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different category, namely one in which the two-dimensional surfaces are in addition equipped
with an involution, and in which the boundaries of the surface are not labeled by objects of
some decoration category.
Next we show that any two functors Bℓ that are constructed in the manner described
above from isomorphic objects Hop and Hcl are equivalent as symmetric monoidal functors. We
abbreviate Bℓ=Bℓ(C, Hop, Hcl, Bl, Br, e, r) and Bℓ
′=Bℓ(C, H ′op, H
′
cl, B
′
l, B
′
r, e
′, r′). Let further
ϕop ∈HomC(H
′
op, Hop) and ϕcl ∈HomC⊠C(H
′
cl, Hcl) be isomorphisms. Define linear maps
βX(ϕop, ϕcl): tftC
(
X̂(Hop, Bl, Br)
)
→ tftC
(
X̂(H ′op, B
′
l, B
′
r)
)
(3.39)
by setting
βX(ϕop, ϕcl) := FX(ϕop, ϕ
−1
op , e ◦ ϕcl ◦ r
′, e′ ◦ ϕ−1cl ◦ r) . (3.40)
We now show that βX restricts to an isomorphism from Bℓ(X) to Bℓ(X
′). Note that, with the
abbreviations PX=PX(Hop, Hcl, Bl, Br, e, r) and P
′
X=PX(H
′
op, H
′
cl, B
′
l, B
′
r, e
′, r′), we have
P ′X ◦ βX = FX(idH′op , idH′op , e
′ ◦ r′, e′ ◦ r′)FX(ϕop, ϕ
−1
op , e ◦ϕcl ◦ r
′, e′ ◦ϕ−1cl ◦ r)
= FX(ϕop, ϕ
−1
op , e ◦ϕcl ◦ r
′, e′ ◦ϕ−1cl ◦ r)
= FX(ϕop, ϕ
−1
op , e ◦ϕcl ◦ r
′, e′ ◦ϕ−1cl ◦ r)FX(idHop , idHop , e ◦ r, e ◦ r) = βX ◦ PX ,
(3.41)
so that βX maps Bℓ(X) to Bℓ
′(X). We can thus define a linear map ℵX: Bℓ(X)→Bℓ
′(X) by
restricting βX,
ℵX(ϕop, ϕcl) := FX(ϕop, ϕ
−1
op , e ◦ ϕcl ◦ r
′, e′ ◦ ϕ−1cl ◦ r)
∣∣
Bℓ(X)
. (3.42)
Proposition 3.10 :
Let Bℓ=Bℓ(C, Hop, Hcl, Bl, Br, e, r) and Bℓ
′=Bℓ(C, H ′op, H
′
cl, B
′
l, B
′
r, e
′, r′). For any two isomor-
phisms ϕop ∈HomC(H
′
op, Hop) and ϕcl ∈HomC⊠C(H
′
cl, Hcl), the family {ℵX(ϕop, ϕcl)} of linear
maps (3.42) is a monoidal natural isomorphism from Bℓ to Bℓ′.
Remark 3.11 :
In order to keep the notation simple we consider in proposition 3.10 only the case when Bℓ
and Bℓ′ involve the same modular tensor category C. One can also define a monoidal natural
isomorphism from Bℓ to Bℓ′ if in Bℓ′ one allows a modular tensor category C′ equivalent (as a
braided monoidal category) to C, and inserts the equivalence functor at the appropriate places.
The proof of proposition 3.10 is based on two lemmas. For world sheets X and Y, consider
first a homeomorphism f : X˜→ Y˜ of world sheets. By gluing disks with appropriately labeled
arcs, from f and the data in proposition 3.10 we obtain two morphisms of extended surfaces,
fˆ : X̂(Hop, Bl, Br) −→ Ŷ(Hop, Bl, Br) and
fˆ ′ : X̂(H ′op, B
′
l, B
′
r) −→ Ŷ(H
′
op, B
′
l, B
′
r) .
(3.43)
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Lemma 3.12 :
We have
FY(ϕop, ϕ
−1
op , e ◦ϕcl ◦ r
′, e′ ◦ϕ−1cl ◦ r) ◦ tftC(fˆ)
= tftC(fˆ
′) ◦ FX(ϕop, ϕ
−1
op , e ◦ϕcl ◦ r
′, e′ ◦ϕ−1cl ◦ r) .
(3.44)
Proof:
The statement follows because the two cobordisms NY(α, β) ◦ fˆ and fˆ
′ ◦NX(α, β), with N as
in (3.29), are in the same equivalence class of cobordisms. X
On the other hand, given a sewing S of a world sheet X, we have
Lemma 3.13 :
With the arguments of FX and FS(X) the same as in lemma 3.12, we have
FS(X) ◦ tftC(Sˆ) ◦ PX = tftC(Sˆ) ◦ FX . (3.45)
Proof:
The claim follows by substituting the various definitions in terms of cobordisms. The additional
idempotent accounts for the projector resulting from composing e ◦ϕcl ◦ r
′ and e′ ◦ϕ−1cl ◦ r at
sewings of closed state boundaries in tftC(Sˆ) ◦FX. For example, consider the world sheet X in
(3.9) and a sewing S which consists of sewing the two open state boundaries and the two closed
state boundaries (the set S thus consists of three pairs). Then S(X) has no state boundaries (i.e.
S˜(X) has empty boundary). Expand the morphism p := e ◦ r as p=
∑
α pl,α⊗ pr,α. Substituting
the definitions, we find that the left hand side of (3.45) is given by
FS(X) ◦ tftC(Sˆ) ◦ PX =
∑
α,β
Br
Brpr,α
Hop
Bl
Blpl,α
Bl
Bl
pl,β
Hop
Br
Br
pr,β
A′
B′
C ′C
B
A
(3.46)
In this figure, the disk A has to be identified with the disk A′, as well as B with B′, and C
with C ′. The application of tftC to the cobordism is understood. Note that since S˜(X) has
empty boundary, FS(X) is just the identity on Bℓ(S(X)). For the right hand side of the (3.45),
write c= e ◦ϕcl ◦ r
′, d= e′ ◦ϕ−1cl ◦ r and expand c=
∑
α cl,α⊗ cr,α, d=
∑
α dl,α⊗ dr,α. Inserting
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the definitions, one finds
tftC(Sˆ) ◦ FX =
∑
α,β
B′r
Brcr,α
H′op Hop
ϕop
B′l
Blcl,α
B′l
Bl
dl,β
Hop H
′
op
ϕ−1op
B′r
Br
dr,β
A′
B′
C ′C
B
A
(3.47)
Here the identifications are as in (3.46). Taking the morphisms dl/r and ϕ
−1
op through the
identifications, one obtains
tftC(Sˆ) ◦ FX(ϕop, ϕ
−1
op , c, d)
= tftC(Sˆ) ◦ FX(ϕ
−1
op , idHop , d, idBl×Br) ◦ FX(ϕop, idHop , c, idBl×Br)
= tftC(Sˆ) ◦ FX(ϕop ◦ϕ
−1
op , idHop , c ◦ d, idBl×Br) ,
(3.48)
where the last step uses (3.32). Now c ◦ d= e ◦ϕcl ◦ r
′ ◦ e′ ◦ϕ−1cl ◦ r= e ◦ r= p. Replacing p by
p ◦ p and redoing the above steps in opposite order (without inserting ϕop), one indeed arrives
at (3.46). X
Proof of proposition 3.10:
To see that each of the linear maps ℵX(ϕop, ϕcl) is an isomorphism, one verifies that it has
ℵX(ϕ
−1
op , ϕ
−1
cl ) as a two-sided inverse. That ℵX(ϕ
−1
op , ϕ
−1
cl ) is a left-inverse follows directly by
using the rule (3.32):
ℵX(ϕ
−1
op , ϕ
−1
cl )ℵX(ϕop, ϕcl)
= FX(ϕ
−1
op , ϕop, e
′ ◦ϕ−1cl ◦ r, e ◦ϕcl ◦ r
′)FX(ϕop, ϕ
−1
op , e ◦ϕcl ◦ r
′, e′ ◦ϕ−1cl ◦ r)
= FX(idHop , idHop , e ◦ r, e ◦ r) = PX = idBℓ(X) .
(3.49)
The right-inverse property follows similarly.
To see that ℵ≡ℵ(ϕop, ϕcl) defines a natural transformation, we must check that for each mor-
phism ̟: X→Y between two world sheets, the square
Bℓ(X)
ℵX

Bℓ(̟)
// Bℓ(Y)
ℵY

Bℓ′(X)
Bℓ′(̟)
// Bℓ′(Y)
(3.50)
commutes. This follows from substituting definition (3.36) of Bℓ(̟) and (3.42) of ℵ, and
applying lemmas 3.12 and 3.13. Finally, the property that the natural transformation ℵ is
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monoidal amounts to the statement that
Bℓ(X⊔Y)
ℵX⊔Y

∼= // Bℓ(X)⊗Bℓ(Y)
ℵX⊗ℵY

Bℓ′(X⊔Y)
∼= // Bℓ′(X)⊗Bℓ′(Y)
(3.51)
commutes. That this is indeed satisfied is a direct consequence of the fact that tftC is a
monoidal functor, and the isomorphisms in (3.51) follow from isomorphisms tftC(M⊔N)
∼=
−→
tftC(M)⊗ tftC(N) which form part of the data specifying a monoidal functor. X
3.4 Correlators and sewing constraints
With the help of the concepts introduced in sections 3.1 and 3.3, we can finally formulate the
central notion of our investigation, namely what we call a ‘solution to the sewing constraints,’
or synonymously, a ‘consistent collection of correlators.’
Definition 3.14 :
For given data C, Hop, Hcl, Bl, Br, e, r, a solution to the sewing constraints , or consistent collec-
tion of correlators is given by a monoidal natural transformation Cor from One to the block
functor Bℓ≡Bℓ(C, Hop, Hcl, Bl, Br, e, r).
We also refer to the tuple
S = (C, Hop, Hcl, Bl, Br, e, r, Cor) (3.52)
as a solution to the sewing constraints and call Cor the collection of correlators .
Given a solution S we will denote the data e and r also by eS and rS, and write
pS := eS ◦ rS ; (3.53)
pS is an idempotent.
Let us disentangle the meaning of this definition.
First of all, as a natural transformation, Cor assigns to every world sheet X a linear map
CorX: One(X)→Bℓ(X); we call CorX: C→Bℓ(X) the correlator of the world sheet X.
Next, by definition of a natural transformation, the diagram
C = One(X)
CorX

One(̟)
// One(Y)
CorY

= C
Bℓ(X)
Bℓ(̟)
// Bℓ(Y)
(3.54)
commutes for every morphism ̟: X→Y of world sheets. Since One(̟) = id
C
, commutativity
of the diagram means that
CorY = Bℓ(̟) ◦ CorX . (3.55)
The relation (3.55) expresses the covariance of the correlators under arbitrary morphisms
of WSh, i.e. both homeomorphisms and sewings. It includes in particular the usual covari-
ance property, namely when ̟=(∅, f) for two world sheets X and Y and a homeomorphism
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f : X˜→ Y˜, i.e. the case that there is no sewing. In this case transporting CorX: C→Bℓ(X) from
Bℓ(X) to Bℓ(Y) using the linear map Bℓ
(
(∅, f)
)
results in CorY.
Similarly, given a world sheet X and sewing data S for X, we can apply (3.55) to the morphism
̟= (S, id
S˜(X)
): X→ S(X). It states that the correlator on X and on the sewn world sheet S(X)
are related by the linear map
Bℓ
(
(S, id
S˜(X)
)
)
: Bℓ(X)→Bℓ(S(X)) (3.56)
between the spaces of blocks for the world sheet and the sewn word sheet. This expresses
consistency of the correlators with sewing and thereby justifies our terminology.
Finally, that Cor is monoidal implies that 6
CorX⊔Y = CorX⊗CorY , (3.57)
i.e. the correlator evaluated on a disconnected world sheet X⊔Y is just the tensor product of
the correlators evaluated on the individual world sheets X and Y.
3.5 Equivalence of solutions to the sewing constraints
It is not difficult to convince oneself that different tuples S and S′ may describe CFTs that
one wants to consider as ‘equal’ on physical grounds. In other words, we need to introduce a
suitable equivalence relation. The notion of equivalence must be broad enough to accommodate
the following.
First, a solution to the sewing constraints can be obtained from a symmetric special Frobe-
nius algebra; we recall this construction in section 4.3. Furthermore, as shown in [1, 12],
correlators obtained from Morita equivalent algebras differ only by constants related to the
Euler character of the world sheet (provided the boundary conditions are related as described
in [1, 12]).
Next, Bl and Br are only auxiliary data. Accordingly, two solutions S and S
′ which only
differ in the way Hcl is realised as a retract (of Bl×Br or of B
′
l × B
′
r, respectively) should be
equivalent. In other words, if two functors Bℓ and Bℓ′ are related by Bℓ′=ℵ(ϕop, ϕcl) ◦Bℓ
(see propostion 3.10), then the two solutions Cor: One→Bℓ and Cor′: One→Bℓ′ should be
equivalent.
Moreover, working with fields rather than states, as is possible owing to the field-state
correspondence in CFT (and is natural from the point of view of statistical mechanics), one
should regard two CFTs as equivalent if upon a suitable isomorphism between the spaces of
fields all expectation values (correlators normalised such that the identity field has expectation
value one) agree. This leaves the freedom to modify the correlators by a multiplicative constant,
as such a constant cancels when passing to expectation values. Thus two solutions S and S′
are to be regarded as equivalent if they only differ in the assignment of correlators in such a
way that Cor′(X)= f(X)Cor(X) for some function f that assigns a nonzero constant to every
world sheet X. Consistency with sewing then requires f(X) to be of the form
f(X) = γ2χ(X) (3.58)
6 In writing this equality it is understood that one has to apply the natural isomorphism tftC(−⊔−)
∼=
−→
tftC(−)⊗ tftC(−) to the left hand side. Here and below we do not spell out this isomorphism explicitly.
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for some γ ∈C×, with χ(X) the Euler character of X, which by
χ(X) := 1
2
χ(X˜) (3.59)
is defined through the one of X˜. For connected X˜, the latter is given by χ(X˜) = 2−2g(X˜)−b(X˜),
with g(X˜) the genus of X˜ (or rather, of the surface with empty boundary obtained by closing
all holes of X˜ with disks), and b the number of boundary components of X˜. In terms of the
quotient surface X˙, we can write
χ(X) = 2− 2g(X˙)− b(X˙)− 1
2
|o| − |c| , (3.60)
where g(X˙) is the genus of X˙, b(X˙) the number of connected components of ∂X˙, |c| the number
of closed state boundaries of X and |o| the number of open state boundaries of X. For example,
for X a disk with m open state boundaries one has χ(X)=1− 1
2
m.
The following observations are relevant when formalising the notion of equivalence.
Lemma 3.15 :
For any γ ∈C×, the assignment X 7→GγX := γ
χ(eX)idBℓ(X) defines a monoidal natural self-equiva-
lence Gγ of Bℓ(C, Hop, Hcl, Bl, Br, e, r).
Proof:
That Gγ is a natural transformation amounts to verifying that for every morphism ̟: X→Y
we have Bℓ(̟) ◦GγX=G
γ
Y ◦Bℓ(̟). One checks that both for ̟=(∅, f) and for ̟=(S, idS˜(X))
one has χ(X˜) =χ(Y˜), and thus this remains true in the general case which is a composition of
the two. The monoidal structure is just the additivity of the Euler character with respect to
disjoint union. X
Now let S and S′ be two solutions to the sewing constraints. As in proposition 3.10 we only
consider the situation that S and S′ involve the same modular tensor category C. (This is again
just for simplicity of presentation, compare remark 3.11.) Thus S=(C, Hop, Hcl, Bl, Br, e, r, Cor)
and S′= (C, H ′op, H
′
cl, B
′
l, B
′
r, e
′, r′, Cor′).
Lemma 3.16 :
Given two solutions S and S′ as above, and given two isomorphisms ϕop ∈Hom(H
′
op, Hop) and
ϕcl ∈Hom(H
′
cl, Hcl), abbreviate ℵ≡ℵ(ϕop, ϕcl). Suppose that Cor
′
Yµ = γ
2χ(Yµ)ℵYµ◦CorYµ for
some γ ∈C× and for world sheets Yµ, µ∈{1, 2, ... , n}. Let X be a world sheet for which there
exists a morphism ̟: Yµ1 ⊔ · · · ⊔Yµn→X. Then also Cor
′
X= γ
2χ(X)ℵX ◦CorX.
Proof:
Abbreviating also Bℓ≡Bℓ(C, Hop, Hcl, Bl, Br, e, r) and Bℓ
′≡Bℓ(C, H ′op, H
′
cl, B
′
l, B
′
r, e
′, r′), we
have
Cor′X
(1)
= Bℓ′(̟) ◦ Cor′Yµ1⊔···⊔Yµn
(2)
= Bℓ′(̟) ◦
(
Cor′Yµ1⊗ · · · ⊗Cor
′
Yµn
)
(3)
= γ2χ(Yµ1 )+···+2χ(Yµn )Bℓ′(̟) ◦
(
ℵYµ1⊗ · · · ⊗ℵYµn
)
◦
(
CorYµ1⊗ · · · ⊗CorYµn
)
(4)
= γ2χ(X)Bℓ′(̟) ◦ ℵYµ1⊔···⊔Yµn◦CorYµ1⊔···⊔Yµn
(5)
= γ2χ(X) ℵX ◦Bℓ(̟) ◦ CorYµ1⊔···⊔Yµn
(6)
= γ2χ(X) ℵX ◦ CorX .
(3.61)
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Steps (1) and (6) are examples of the identity (3.55), i.e. naturality of Cor and Cor′; step
(2) holds because Cor′ is monoidal, step (3) holds by the assumption of the lemma, step (4)
combines monoidality of ℵ and Cor with additivity of the Euler character, and finally step (5)
is naturality of ℵ. X
Combining all these considerations we are led to the following notion of equivalence.
Definition 3.17 :
Two solutions S=(C, Hop, Hcl, Bl, Br, e, r, Cor) and S
′= (C, H ′op, H
′
cl, B
′
l, B
′
r, e
′, r′, Cor′) to the
sewing constraints that are based on the same category C are called equivalent iff there exists a
γ ∈C× and isomorphisms ϕop ∈Hom(H
′
op, Hop) and ϕcl ∈Hom(H
′
cl, Hcl) such that the identity
Cor′ = Gγ ◦ ℵ(ϕop, ϕcl) ◦ Cor . (3.62)
between natural transformation holds.
4 Frobenius algebras and solutions to the sewing con-
straints
Solutions to the sewing constraints are intimately related with Frobenius algebras in the cat-
egory C that enters the formulation of the sewing constraints. From any symmetric special
Frobenius algebra in C one can construct a solution to the sewing constraints; this result of
[1, 2] will be recalled in section 4.3. In section 4.4 we will show that, conversely, any solution S
gives rise to a symmetric Frobenius algebra in C. Under suitable assumptions on S, this algebra
is also special. We can then state, in section 4.5, our main result, namely that the procedures
of constructing correlators from a symmetric special Frobenius algebra and of determining an
algebra from a solution to the sewing constraints are inverse to each other. In the next two
sections we start by collecting some notations and tools that we will need, in particular the
fundamental world sheets from which all world sheets can be obtained via sewing (section 4.1)
and the notion of projecting onto the closed state vacuum (section 4.2).
4.1 Fundamental correlators
Every world sheet X can be obtained by applying sewing to a small collection of fundamental
world sheets [37, 38, 24, 39]. In terms of the category WSh this means that for every world
sheet X there is a (non-unique) morphism
̟ :
⊔
α∈CX
Yα −→ X , (4.1)
where CX is a finite index set and each of the world sheets Yα is one of the world sheets that are
displayed in figure 2. We will refer to them as fundamental world sheets; the symbols m, η,∆, ε
refer to the morphisms in formula (4.35) below, while “B” stands for bulk. Of course, one may
also use other sets of fundamental world sheets. For instance, one could replace XBε in figure
2 by XBη in figure 3.
We also display, in figure 3, five other simple world sheets, namely XBη, the projectors Xp
and XBp which will be used below, e.g. to formulate the conditions in the uniqueness theorem
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Xm a disk with two in-going and one out-going open state boundaries
Xη a disk with one out-going open state boundary
X∆ a disk with one in-going and two out-going open state boundaries
Xε a disk with one in-going open state boundary
XBb
a disk with one in- and one out-going open state boundary
and one in-going closed state boundary
XB(3) a sphere with three in-going closed state boundaries
XB(1) ≡ XBε a sphere with one in-going closed state boundary
Xoo a sphere with two out-going closed state boundaries
Xp a disk with one in- and one out-going open state boundary
XBη a sphere with one out-going closed state boundary
XBp a sphere with one in- and one out-going closed state boundary
XB∆ a sphere with one in- and two out-going closed state boundaries
XBm a sphere with two in- and one out-going closed state boundaries
Table 2: Fundamental and other simple world sheets, as listed in figures 2 and 3, respectively
4.26, and the ‘pairs of pants’ XBm and XB∆ which have been used as fundamental world sheets
elsewhere in the literature. These are only shown to point out clearly that also these particular
world sheets can be obtained by gluing world sheets from figure 2. For convenience, all these
world sheets are also collected in table 2.
By invoking lemma 3.16 in the special case Cor′=Cor (and hence γ=1), it follows that a
collection Cor of correlators is uniquely determined on all of WSh already by the finite subset
{Cor(X)} for the fundamental world sheets X.
The correlators assigned to fundamental world sheets can be related to specific morphisms of
C with the help of the suitable cobordisms; these cobordisms are listed in figure 4. Consider for
example the world sheet Xm. The decorated double of Xm is a sphere with two arcs marked by
(Hop,+) and one arc marked by (Hop,−). According to (3.15), the space Bℓ(Xm) = tftC(X̂m) is
isomorphic to Hom(Hop⊗Hop⊗H
∨
op, 1)
∼=Hom(Hop⊗Hop, Hop). An isomorphism is provided
by considering the cobordism F(Xm; f)≡F(Xm; C, Hop; f): ∅→ X̂m shown as the first picture
of figure 4, where f is an element of Hom(Hop⊗Hop, Hop):
7
Ψm : Hom(Hop ⊗Hop, Hop)→ tftC(X̂m) , f
Ψm7−→ tftC(F(Xm; f)) . (4.2)
Analogously, given the cobordisms in figure 4, we define
7 Strictly speaking, tftC(F(Xm; f)) is a linear map C→ tftC(X̂m). One obtains an element of tftC(X̂m) by
evaluating this linear map on 1∈C. It is understood that this is done implicitly where necessary.
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Xm
Xη
X∆
Xε
XBb
XB(3)
Xoo
XBε ≡ XB(1)
Figure 2: List of fundamental world sheets. Any world sheet X can be decomposed into surfaces
in this list by repeatedly cutting along intervals or circles. In each of these world sheet pictures
the bottom boundaries are in-going and the top boundaries out-going, while the closed state
boundary drawn in the middle of XBb is in-going.
for X∈{Xη,X∆,Xε,Xp} cobordisms F(X; f)≡F(X; C, Hop; f): ∅→ X̂;
for XBb a cobordism F(XBb; f)≡F(XBb; C, Hop, Bl, Br; f): ∅→ X̂Bb;
for X∈{XB(1),Xoo,XB(3),XBη,XBp} cobordisms F(X; f, g)≡F(X; C, Bl, Br; f, g): ∅→ X̂.
As in (4.2), applying the 3-d TFT to these cobordisms yields linear isomorphisms between
certain morphism spaces of C and tftC(X̂). For example,
tftC(F(XBb; ·)).1 : Hom(Hop⊗Bl, Hop⊗Br)
∼=
−→ tftC(X̂Bb) . (4.3)
However, when closed state boundaries are present on X, according to the projection in pre-
scription (3.34) we do in general no longer have Bℓ(X)= tftC(X̂), but only Bℓ(X)⊂ tftC(X̂).
4.2 Projecting onto the closed state vacuum
In this section we define the operation of projecting onto the closed state vacuum. It can be
thought of as ‘pinching’ a circle on the world sheet, i.e. replacing an annulus-shaped subset of
the surface X˙ by two half-spheres. This procedure can be applied in all CFTs for which the
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Xp
XBη
XBp
XB∆ XBm
Figure 3: Some other simple world sheets, included for convenience.
closed state vacuum is unique, i.e. when
dim
C
HomC⊠C(1×1, Hcl) = 1 ; (4.4)
it will be crucial when proving the uniqueness theorem in section 5 below.
Let S= (C, Hop, Hcl, Bl, Br, e, r, Cor) be a solution to the sewing constraints. We first analyse
the correlators of the closed world sheets XBη and XBε in figure 2. The correlator for the first
of them is a linear map CorXBη : C→ tftC(X̂Bη), where
tftC(X̂Bη) ∼= Hom(1, Bl)⊗CHom(Br, 1) = HomC⊠C(1×1, Bl×Br) . (4.5)
An isomorphism between the first two spaces is obtained via the cobordism F(XBη; · , · ) in figure
4, while the equality of the second and third expressions holds by definition of the morphism
spaces of C⊠C, see section 3.2. Thus there exists a unique uBη ∈Hom(1, Bl)⊗CHom(Br, 1)
such that when written as uBη=
∑
α u
′
α⊗u
′′
α with u
′
α ∈Hom(1, Bl) and u
′′
α∈Hom(Br, 1) one
has
CorXBη =
∑
α
tftC
(
F(XBη; u
′
α, u
′′
α)
)
. (4.6)
Similarly, via the cobordism F(XBε; · , · ) the correlator CorXBε corresponds to an element
uBε ∈Hom(Bl, 1)⊗CHom(1, Br).
Given any world sheet X, one can embed a parametrised little disk D into X˙ and write X˙
as the union of D and X˙\D. Similarly one can find a world sheet Y such that there exists a
morphism ̟: Y⊔XBη→X. Writing ̟=(S, f), this gives
CorX = Bℓ(̟) ◦ CorY⊔XBη = Bℓ(̟) ◦
(
CorY⊗CorXBη
)
=
∑
α
tftC(f) ◦ tftC(Sˆ) ◦
(
CorY⊗ tftC
(
F(XBη; u
′
α, u
′′
α)
))
=
∑
α
tftC(f) ◦ tftC
(
Sˆ ◦ (idY ⊔ F(XBη; u
′
α, u
′′
α))
)
◦ CorY .
(4.7)
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F(Xm; f)
Hop
Hop
Hop
(Hop,−)
(Hop,+)
(Hop,+)
f
F(Xη; f)
Hop
f
F(X∆; f)
Hop
Hop
Hop
f
F(Xε; f)
Hop
f
F(XBb; f)
Hop
Hop
Br
Bl
f
⊔
Bl
Bl
Bl
f
F(XB(3); f, g)
Br
Br
Br
g
⊔
F(XBη; f, g)
⊔
F(XBε; f, g)
f
Bl
Br
g
Bl
f
Br
g
⊔
F(XBp; f, g)
f
Bl
Bl
g
Br
Br
Figure 4: Cobordisms F(X; f): ∅→ X̂ for each of the fundamental world sheets in figure 2 and
for XBp from figure 3.
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In a neighbourhood of XBη, the cobordism appearing in the last line looks as
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Sˆ ◦ (idY ⊔ F(XBη; u
′
α, u
′′
α)) =
Bl
Br
u′α
u′′α
(4.8)
In this picture, the top and bottom surfaces are part of ̂S(Y⊔XBη)∼= X̂, and the two inner
boundaries (on which the Bl and Br ribbons end/start) are part of Ŷ.
The above discussion motivates us to formulate
Lemma 4.1 :
If there exists at least one world sheet X with CorX 6=0, then the morphisms uBη and uBε are
nonzero.
Proof:
Let X be a world sheet such that CorX 6=0 and let Y be a world sheet for which there exists a
morphism ̟: Y⊔XBη→X. Then the right hand side of (4.7) must be nonzero. For this to be
the case it is necessary that
∑
α u
′
α⊗u
′′
α 6=0. That also uBε 6=0 can be seen similarly. X
By a purely closed sewing of a world sheet X we mean sewing data S for X such that
for all pairs (a, b)∈ S we have (a, b) 6=(ι∗(a), ι∗(b)). Given a purely closed sewing, we define
a cobordism Mvac
S,X: Ŝ(X)→ Ŝ(X) as follows. Start from the cylinder Ŝ(X)× [0, 1]. For each
pair (a, b)∈ S define the circle C(a,b) :=πS,X(Ca) =πS,X(Cb) embedded in S˜(X)⊂ Ŝ(X), where Ca
and Cb are the boundary components of ∂X˜ corresponding to a, b∈ π0(∂X˜). On each annulus
C(a,b)× [0, 1]⊂M
vac
S,X insert a coupon labeled by the morphism wK defined in (3.18) and an
annulus-shaped K-ribbon starting and ending on this coupon, in such a way that the core of
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the K-ribbon lies on C(a,b)×{
1
2
}. In a neighbourhood of such an annulus, Mvac
S,X looks as
S(X)= −→ Mvac
S,X =C(a,b)
L
L′
K
w
K
K
w
K
A
A′
B
B′ (4.9)
Here the lines L and L′ are to be identified. Likewise, the faces A and A′, as well as B and B′,
must be identified. Now define a linear map P vac
S,X as
P vac
S,X := tftC
(
Mvac
S,X
)
: Bℓ(S(X))→Bℓ(S(X)) . (4.10)
It is not difficult to check that P vac
S,X, which is initially a linear map from tftC(Ŝ(X)) to itself,
indeed restricts to an endomorphism of Bℓ(S(X)). In fact, given two solutions S, S′ to the
sewing constraints and denoting by P vac
S,X the linear map (4.10) with ribbons labeled by the
data in S and by P vac
S,X
′ the corresponding map with ribbons labeled by the data in S′, it is
straightforward to verify by substituting the explicit form of the cobordisms that
FX(o
in, oout, cin, cout)P vac
S,X = P
vac
S,X
′ FX(o
in, oout, cin, cout) , (4.11)
where FX is the linear map defined in (3.31). In particular, by the definition of ℵ in (3.42), for
isomorphisms ϕop ∈Hom(H
′
op, Hop) and ϕcl ∈Hom(H
′
cl, Hcl) we have
ℵ(ϕop, ϕcl)X P
vac
S,X = P
vac
S,X
′ ℵ(ϕop, ϕcl)X . (4.12)
Furthermore, P vac
S,X has the following property.
Lemma 4.2 :
Let X=Y⊔XBη for some world sheet Y. Let a∈π0(∂X˜Bη) and b∈ π0(∂Y˜) be such that
S= {(a, b), (ι∗(a), ι∗(b)} are sewing data for X. Then
P vac
S,X ◦ CorS(X) = CorS(X) . (4.13)
Proof:
In a neighbourhood of the disk XBη the cobordism M
vac
S,X constructed above takes the following
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simple form:
−→ Mvac
S,X =
disk XBη
K
w
K
K
w
K
(4.14)
By (3.19), the two annulus-shaped K-ribbons can be omitted without changing tftC(M
vac
S,X). The
resulting cobordism is just the cylinder over Ŝ(X), and hence P vac
S,X= tftC(M
vac
S,X) = idtftC(Ŝ(X))
. X
Definition 4.3 :
Let X=
(
X˜, ι, δ, bin, bout, or
)
be a world sheet and S be a purely closed sewing of X. The world
sheet
flS(X) :=
(
X˜′, ι′, δ′, bin
′
, bout
′
, or′
)
(4.15)
(the world sheet filled at S) is defined by gluing unmarked disks to all boundary components
of X˜ that are listed in S:
X˜′ :=
(
X˜⊔ (S×D)⊔ (S×D)
)
/∼ , (4.16)
where D= {|z| ≤ 1}⊂C is the unit disk. Denoting by ((a, b), z)k, k=1, 2, elements of the
first and second copy of S×D, the identification is, for all (a, b)∈ S and all z ∈ ∂D, given by
((a, b), z)1∼ δ
−1
a ◦C(−z) and ((a, b), z)2∼ δ
−1
b ◦C(−z). The involution ι
′ is defined to equal ι
on X˜ and as ι′
(
((a, b), z)k
)
= ((ι∗(a), ι∗(b)), C(−z))k on the disks D. δ
′ is the restriction of δ to
∂X˜′, and bin
′
and bout
′
are the restrictions of bin and bout, respectively, to π0(∂X˜
′). Finally, or′
is defined to be the unique continuous extension of or to X˜′/〈ι′〉.
For (a, b)∈ S, in a neighbourhood of the circles Ca, Cb, the sewed world sheet S(X) and the
filled world sheet flS(X) look as follows (as usual we draw the quotient surface)
S(X) = flS(X) =
C(a,b)
Ca Cb
(4.17)
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We proceed by defining, for a world sheet X and a purely closed sewing S, a linear map Evac
S,X
(the symbol E reminds of ‘embedding’) from Bℓ(flS(X)) to Bℓ(S(X)). Consider the cobordism
MS := flS(X)× [0, 1] /∼ , (4.18)
where the equivalence relation ‘∼’ identifies
(
(a, b), z
)
1
×{1} with
(
(a, b), C(−z)
)
2
×{1} for all
points
(
(a, b), z
)
in S×D. For (a, b)∈ S, in a neighbourhood of the circle C(a,b), MS looks as
follows.
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(4.19)
Here the two regions marked D are to be identified. In fact, D and D′ are the disks on the
boundary of flS(X)× [0, 1] that get identified in (4.18). The part of the boundary of MS marked
A is the part of the decorated double flS(X) that corresponds to a neighbourhood of Ca in
(4.17), and similarly for B and Cb.
One verifies that with these identifications, MS is a cobordism from flS(X) to Ŝ(X). We then
set
Evac
S,X : tftC(flS(X)) −→ tftC(Ŝ(X)) , E
vac
S,X := tftC(MS) . (4.20)
It is again not difficult to check that Evac
S,X restricts to a linear map from Bℓ(flS(X)) to Bℓ(S(X)).
Also, following the same reasoning that led to (4.12), one shows that
ℵ(ϕop, ϕcl)S(X)E
vac
S,X = E
vac
S,X
′ ℵ(ϕop, ϕcl)flS(X) , (4.21)
where again the ribbons in the cobordism representing Evac
S,X are labeled by the data in a solution
S, and those for Evac
S,X
′ by the data in a solution S′.
The following property of Evac
S,X will be needed below.
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Lemma 4.4 :
The linear map Evac
S,X: Bℓ(flS(X))→Bℓ(S(X)) is injective.
Proof:
Let Ŝ(X)=
⊔
β Lβ be the decomposition of the decorated double Ŝ(X) into connected com-
ponents. Figure (4.17) illustrates that one can easily find examples where flS(X) has more
connected components than S(X). Let us write K(β)=
⊔
αK
(β)
α for the decomposition of the
part K(β)⊆ flS(X) that corresponds to the single component Lβ in Ŝ(X). More precisely, K
(β)
α
are those connected components of flS(X) for which πS,X
(
K
(β)
α ∩X˜
)
has nonzero intersection with
Lβ ∩ S˜(X).
By construction, the cobordism MS in (4.18) then decomposes as MS=
⊔
β M
(β)
S
, where M
(β)
S
is
a cobordism from K(β) to Lβ. To prove the lemma, it is enough to show that all tftC(M
(β)
S
) are
injective. Below we will consider one fixed value of β, so let us abbreviate L≡Lβ, Kα≡K
(β)
α ,
M≡M(β), and set E = tftC(M).
Let K=
⊔
αKα and let (Vi, εi), i=1, 2, ... , m, be the labels of the marked arcs of K. Let Tα( · )
be a handle body for Kα (as in formula (3.17)). Then tftC(Tα( · )) defines an isomorphism
Hom
(⊗(α)
i V
εi
i ⊗H
⊗gα, 1
)
∼=
−→ tftC(Kα) , (4.22)
where the tensor product
⊗(α)
i extends over all marked arcs (Vi, εi) that lie in Kα and gα is the
genus of Kα. A handle body T
′ for L, on the other hand, provides an isomorphism
tftC(T
′( · )) : Hom
(⊗
iV
εi
i ⊗H
⊗gL, 1
)
∼=
−→ tftC(L) , (4.23)
where the tensor product is over all marked arcs (Vi, εi) and gL is the genus of L.
A crucial observation is now that one can choose T ′( · ) to be given, as a three-manifold, by
M ◦
⊔
α Tα( · ) and choose the ribbons in T
′ so that
tftC
(
M ◦ (
⊔
αTα(fα))
)
= tftC
(
T ′((
⊗
αfα)⊗ (d˜1)
⊗n)
)
, (4.24)
where d˜1 ∈Hom(1⊗1
∨, 1) =Hom(1, 1) is the duality morphism, and n= gK−
∑
α gα is the
number of additional handles arising in the gluing process. By construction, in M ◦ (
⊔
αTα(fα))
there are no ribbons running through these additional handles, and so one obtains the duality
d˜1, interpreted (via the restriction of H to 1⊗1) as a morphism in Hom(H, 1), for each such
handle.
Every vector v∈ tftC(K) can be written as v=
∑
i tftC
(⊔
αTα(f
(i)
α )
)
for appropriate morphisms
f
(i)
α . Thus, invoking also the definition (4.18) of MS, for E = tftC(M) we obtain
E(v) =
∑
i
tftC
(
M ◦ (
⊔
αTα(f
(i)
α ))
)
= tftC
(
T ′((
∑
i
⊗
αf
(i)
α )⊗ (d˜1)
⊗n)
)
. (4.25)
Since the latter map is just the isomorphism (4.23), it follows that if we have E(v) =0, then
also (
∑
i
⊗
α f
(i)
α )⊗ (d˜1)
⊗n=0, which in turn implies v=0. Hence E is injective. X
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In the sequel we abbreviate by S2 the following world sheet: S˜2=S2⊔ (−S2) with S2 the
two-sphere, ι is the permutation of the two components of S˜2, so that S˜2/〈ι〉 is again a two-
sphere, and or is the identification of S2 with the first factor. The correlator CorS2 is an element
of tftC(S
2 ⊔ (−S2)). Denoting by B3 the unit three ball, there is thus a constant ΛS ∈C such
that
CorS2 = ΛS tftC(B
3 ⊔ (−B3)) . (4.26)
With these ingredients, we are in a position to state
Proposition 4.5 :
Let S be a solution to the sewing constraints such that dim
C
HomC⊠C(1×1, Hcl) = 1 and such
that there is at least one nonzero correlator. Then the constant ΛS in (4.26) is nonzero, and
for every world sheet X and every purely closed sewing S of X we have
P vac
S,X ◦ CorS(X) = Λ
−|S|/2
S
Evac
S,X ◦ CorflS(X) , (4.27)
where |S| is the number of pairs in S.
Proof:
The left hand side L of (4.27) can be written as
L = P vac
S,X ◦Bℓ
(
(S, id)
)
◦ CorX = tftC(MS) ◦ CorX , (4.28)
where the cobordism MS: X̂→ Ŝ(X) coincides with the cobordism Sˆ defined in (3.35) everywhere
except in the annuli C(a,b)× [0, 1] created by the sewing (a, b)∈ S, where there are additional
K-ribbons from P vac
S,X. Specifically, in a neighbourhood of one of the annuli C(a,b)× [0, 1], MS
looks as follows.
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tftC(MS) = =
∑
α,β
=
∑
α,β
tftC(Mα,β)
Bl
Br
K
wK
Bl
K
wK
Bl
Br
Br
Bl
r˜β
e˜β
rα
eα
(4.29)
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where it is understood that tftC( · ) is applied to each cobordism shown in the picture; the
(1, eα, rα) label a basis for the different ways to realise 1 as a retract of Bl, (1, e˜α, r˜α) the ways
to realise 1 as a retract of Br, and we used (3.20) twice. Since CorX: C→Bℓ(X), we can write
L = tftC(MS) ◦ CorX =
∑
α,β
tftC(Mα,β) ◦ PX ◦ CorX (4.30)
with PX the projector introduced in (3.33). Since by assumption there is a nonzero cor-
relator, according to lemma 4.1 the two morphisms uBη and uBε are both nonzero. Since
dim
C
HomC⊠C(1×1, Hcl) = 1, there exist numbers λαβ, λ˜αβ ∈C such that
pS ◦ (eα× r˜β) = λαβ uBη ∈ HomC⊠C(1×1, Bl×Br) and
(rα× e˜β) ◦ pS = λ˜αβ uBε ∈ HomC⊠C(Bl×Br, 1×1)
(4.31)
with pS the idempotent in Hom(Bl×Br, Bl×Br) introduced in (3.53). This allows us to replace
eα, e˜β, rα, r˜β in each of the terms tftC(Mα,β) ◦PX in the sum (4.30) by the morphisms occurring
in the decompositions uBη =
∑
γ u
′
γ ⊗ u
′′
γ and uBε=
∑
δ n
′
δ ⊗n
′′
δ , up to the constants λαβ and
λ˜αβ . We can then use (4.7) and the corresponding identity for uBε to conclude that
L = λ|S|/2Evac
S,X ◦ CorflS(X) , (4.32)
where |S| is the number of pairs in S and λ=
∑
α,β λαβλ˜αβ. The constant λ is independent of
X. In particular, (4.32) must hold if we take X, Y and S as in lemma 4.2. Then by lemma 4.2
we have L=CorS(X), so that in this case (4.32) becomes
CorS(X) = λE
vac
S,X ◦ CorflS(X) . (4.33)
To establish (4.27) it remains to show that λ=Λ−1
S
. Denote by R the right hand side of (4.33).
Since X=Y⊔XBη, the world sheet flS(X) is isomorphic to the union of S(X) and a copy of S
2.
Inserting the explicit form (4.20) for Evac
S,X and substituting CorS2 =ΛS tftC(B
3 ⊔ (−B3)), one
finds that
R = λΛSCorS(X) . (4.34)
Comparing this result with (4.33) and recalling that we may choose S(X) to be a world sheet
with CorS(X) 6=0, it follows that R 6=0 (and hence in particular ΛS 6=0) and that λ=Λ
−1
S
. Thus
L in (4.32) is indeed equal to the right hand side of (4.27). X
Remark 4.6 :
Equation (4.27) is the analogue of the operation on world sheets with metric of taking the
limit in which a cylindrical neighbourhood of the image of S in S(X) gets infinitely long, such
that only the closed state vacuum can “propagate along the cylinder.” Proposition 4.5 also
demonstrates that if there is at least one nonzero correlator and if dim
C
HomC⊠C(1×1, Hcl) = 1,
then automatically CorS2 6=0.
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4.3 From Frobenius algebras to a solution to the sewing constraints
In [1, 11, 2], a solution to the sewing constraints was explicitly constructed using a symmetric
special Frobenius algebra in the category C. The version of this construction presented here,
borrowed from [40], differs from the one in [1, 11, 2] in the respect that we consider only a single
boundary condition, and that individual boundary and bulk fields are combined into algebra
objects in C and C⊠C, respectively.
A symmetric special Frobenius algebra in C is a quintuple (A,m, η,∆, ε), where A∈Obj(C),
and m, η,∆ and ε are the multiplication, unit, comultiplication and counit morphisms. These
morphisms can be visualised graphically as follows:
m =
A
A
A
η =
A
∆ =
A
A
A
ε =
A
(4.35)
A is an algebra and a coalgebra, i.e. the above morphisms obey
m ◦ (m⊗ idA) = m ◦ (idA⊗m) (associativity)
m ◦ (η⊗ idA) = idA = m ◦ (idA⊗ η) (unitality)
(∆⊗ idA) ◦∆ = (idA⊗∆) ◦∆ (coassociativity)
(ε⊗ idA) ◦∆ = idA = (idA⊗ ε) ◦∆ (counitality)
(4.36)
That A is furthermore symmetric special Frobenius means that
∆ ◦m = (m⊗ idA) ◦ (idA⊗∆) = (idA⊗m) ◦ (∆⊗ idA) (Frobenius)
((ε ◦m)⊗ idA∨) ◦ (idA⊗ bA) = (idA∨ ⊗ (ε ◦m)) ◦ (b˜A⊗ idA) (symmetry)
ε ◦ η = dim(A) id1 and m ◦∆ = idA ((normalised) specialness)
(4.37)
with dim(A) 6=0. The relations in (4.36) and (4.37) are shown graphically in equations (3.2),
(3.27), (3.29), (3.31) and (3.33) of [1], respectively.
Given a symmetric special 8 Frobenius algebra A in a ribbon category C, consider the element
P lA :=
A
A
A
A
(4.38)
of Hom(A,A). This is an idempotent (see e.g. lemma 5.2 in [1]). It is used in the following
8 Specialness requires only that the last conditions in (4.37) hold up to nonzero complex numbers. By
rescaling morphisms one can choose normalisations such that these constants are 1 and dim(A), respectively.
In the sequel we assume that a special algebra is normalised in this way. Thus from here on ‘special’ stands for
‘normalised special’.
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Definition 4.7 :
Let A be a symmetric special Frobenius algebra A in an idempotent complete ribbon category
C. The left center Cl(A) of A is a retract (Cl(A), eC , rC) of A such that eC ◦ rC =P
l
A .
The left center is unique up to isomorphism of retracts and satisfiesm ◦ cA,A ◦ (eC ⊗ idA) =m
◦ (eC ⊗ idA), whence the name. Analogously one defines a right center in terms of a right central
idempotent, but we will not need this concept here. More details and references on the left and
right centers can be found in [31, sect. 2.4].
To describe the space of closed states below, we need a certain algebra in C⊠C. Choose
a basis {λα(ij)k}α in each of the spaces Hom(Ui ⊗ Uj , Uk). Denote by {λ
α
k(ij)}α the basis of
Hom(Uk, Ui ⊗ Uj) that is dual to the former in the sense that λ
α
(ij)k ◦λ
β
l(ij)= δk,l δα,β idUk .
Definition 4.8 :
For C a modular tensor category, The canonical trivialising algebra TC ≡ (TC, mT , ηT ) in the
product category C⊠C is the algebra with underlying object
TC :=
⊕
i∈I
Ui × Ui (4.39)
and with unit morphism ηT defined to be the obvious monic e1×1≺TC , and multiplication mT
defined through its restrictions m kij to HomC⊠C
(
(Ui×Ui)⊗ (Uj ×Uj), Uk ×Uk
)
by
m kij :=
∑
α
λα(ij)k⊗λ
α
k(ij) . (4.40)
As shown in section 6.3 of [31], TC extends to a haploid commutative symmetric special
Frobenius algebra in C⊠C. The qualification ‘trivialising’ derives from the fact that the cate-
gory of local TC-modules in C⊠C is equivalent to Vect (see proposition 6.23 of [31]), but this
property will not play a role here. Instead, TC is instrumental in the
Definition 4.9 :
For A a symmetric special Frobenius algebra in a modular tensor category C, the full center
Z(A) of A is the object
Z(A) := Cl((A×1)⊗TC) ∈ Obj(C⊠C) . (4.41)
For this definition to make sense, (A×1)⊗TC must itself be a symmetric special Frobenius
algebra. This is indeed the case, see for example section 3.5 of [1]. Moreover, as shown in the
appendix of [40], we have
Lemma 4.10 :
The full center Z(A) is a commutative symmetric Frobenius algebra.
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Remark 4.11 :
(i) In a braided monoidal category, there are in fact two inequivalent ways to endow the tensor
product B⊗C of two algebras B and C with an associative product; one can either take
(mB ⊗mC) ◦ (idB ⊗ c
−1
C,B ⊗ idC) or one can use the braiding itself instead of its inverse. Our
convention is to use the inverse braiding.
(ii) To be more precise, in definition 4.9 we should use the term ‘left full center.’ There
is analogously a right full center, defined in terms of the right center Cr(·), if one at the
same time uses the other convention for the tensor product B⊗C of algebras as mentioned in
(i). Or one could use the algebra A∈Obj(C) to obtain an algebra A∈Obj(C), and consider
Cl/r((1×A)⊗TC). But these four algebras are related by isomorphism or by exchanging the
roles of C and C, and each one determines the other three up to isomorphism. We will work
with Z(A) as given in definition 4.9.
(iii) In a symmetric tensor category the notions of left and right center coincide, and in the
category of vector spaces they also coincide with the notion of full center.
Let now again A be a symmetric special Frobenius algebra in a modular tensor category C.
Let the morphisms eZ ∈HomC⊠C(Z(A), (A⊗K)×K) and rZ ∈HomC⊠C((A⊗K)×K,Z(A)) be
given by
eZ =
∑
i∈I
rZ =
∑
i∈I
Z(A)
(A⊗K)×1 1×K
eC
r˜i
id
ei ri
TC
A×1
Ui×U i
Ui×1
1×Ui
K×1
(A⊗K)×1 1×K
Z(A)
ri ei
id
e˜i
rC
K×1
Ui×1
1×Ui
Ui×U i
TC
A×1
(4.42)
where (Ui, ei, ri) realises Ui as a retract of K and (Ui×Ui, e˜i, r˜i) realises Ui×Ui as a retract of
TC .
Lemma 4.12 :
(Z(A), eZ , rZ) is a retract of Bl×Br with Bl=A⊗K and Br=K.
Proof:
We have to show that rZ ◦ eZ = idZ(A). This can be done by writing out the definitions of rZ
and eZ and using the identity r ◦ e= id for the various embedding and restriction morphisms
that appear in (4.42), as well as
∑
i ei ◦ ri= idK . X
Remark 4.13 :
In [40] the objects Bl and Br were both chosen to be A⊗K. Since according to section 3.5 it
is irrelevant how Hcl is realised as a retract, this does not affect any of our results.
40
By choosing
Hop := A and Hcl := Z(A) (4.43)
for a symmetric special Frobenius algebra A, we can construct a collection of correlators in the
following way. Recall the definition of the connecting manifold MX in (3.25). Let X be a world
sheet and x be a point in X˙. Take p∈ X˜ to be a point in the pre-image of πX: X˜→ X˙, and define
a map I: X˙→MX by setting I(x) := [x, 0]. The equivalence relation in (3.25) ensures that I is
well defined and injective.
To construct the ribbon graph in MX we first need to choose a directed dual triangulation
of X˙ not intersecting the images of binX ∪ b
out
X . Here by the qualification dual we mean that all
vertices are trivalent, while faces can have an arbitrary number of edges. The (dual) triangula-
tion is constrained such as to cover the physical components of ∂X˙ with direction given by the
orientation of ∂X˙ (taking this direction rather than the opposite one is merely a convention),
and such that at each vertex there are both inwards- and outwards-directed edges. The ribbon
graph is then constructed as follows.
1) Each edge is covered by a ribbon labeled by the algebra object A, such that the core
orientation of the ribbon is opposite to the direction of the corresponding edge, and the
2-orientation is opposite to that of I(X˙).
2) A vertex is covered by a coupon labeled by m (respectively, ∆) if there are two in-going
edges (respectively, out-going edges) meeting at the vertex.
3) In a neighbourhood of an open state boundary (an interval resulting from a∈ bin/out such
that ι∗(a) = a), a ribbon labeled by A is inserted running from ∂MX towards ∂X˙. If the open
state boundary is in-going (respectively, out-going), the core orientation is chosen inwards
from (respectively, out towards) ∂MX. The ribbon is joined to the dual triangulation at ∂X˙
by a coupon labeled m (∆) for an in-(out-)going open state boundary. The two possibilities
are displayed in the following picture:
in-going:
A
A
m
A
out-going:
A
A
∆
A
(4.44)
4) For closed state boundaries (circles corresponding to a∈ bin/out such that ι∗(a) 6= a), the
prescription is somewhat more involved. Consider the disks Da and Db glued to closed
state boundary components a and b= ι∗(a). By definition of the three-manifold MX, the
two cylinders {(p, t) | p∈Da, t∈ [−1, 1]} and {(p, t) | p∈Db, t∈ [−1, 1]} are identified. In
this cylinder there has to be inserted one of the ribbon graphs shown below, depending on
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whether the closed state boundary is in- or out-going.
in-going: out-going:
A
A
A
A
A
A
K
A⊗K
id
∆
m
m A AA
id
∆
∆
m
K
wK
A⊗K
(4.45)
For a given triangulation T, denote the resulting cobordism of extended surfaces by MX(T).
Define a linear map CorAX,T: C→Bℓ(C, A, Z(A), A⊗K,K, e, r) by
CorAX,T := tftC(MX(T)) . (4.46)
It was established in [2] 9 that CorAX,T=Cor
A
X,T′ for any two dual triangulations T and T
′, and
it therefore makes sense to abbreviate CorAX,T by Cor
A
X. As further shown in [40], the tuple
(C, A, Z(A), A⊗K,A, eZ , rZ , Cor
A) is a solution to the sewing constraints, i.e. the collection of
correlators as defined above gives a monoidal natural transformation. We therefore arrive at
the following 10
Theorem 4.14 :
For any symmetric special Frobenius algebra A in a modular tensor category C, the tuple
S(C, A) := (C, A, Z(A), A⊗K,K, eZ, rZ , Cor
A) (4.47)
is a solution to the sewing constraints.
Given the solution S(C, A) to the sewing constraints, we can express the fundamental corre-
lators with the help of morphisms involving the algebra object A. Carrying out the construction
described above results in the expressions
CorAXa = tftC(F(Xa, fa)) for a ∈ {η, ε,m,∆, Bb} , (4.48)
9 Some of the conventions in [2] differ from those used here. In [2] every edge at a vertex is directed outwards,
and subsequently the prescription for constructing the ribbon graph differs from the one given here. Using that
A is symmetric, special and Frobenius, it is, however, easily realised that the linear maps obtained after applying
the 3-d TFT functor to the respective ribbon graphs are equal.
10 As mentioned in the previous footnote, there are slight differences between the prescriptions in [2] and the
present paper. But it is straightforward to adapt the proofs of [2]. We refrain from giving the details here; an
outline can be found in section 3 and the appendix of [40].
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where the cobordisms F(Xa, fa) are those given in figure 4 and the morphisms fa are determined
by A as
fη = η , fε = ε , fm = m, f∆ = ∆ and fBb = ΦA , (4.49)
with the morphism ΦA ∈Hom(A⊗A⊗K,A⊗K) given by
ΦA =
A A K
A K
A
A
(4.50)
The expressions for the correlators on XB(1), XB(3) and Xoo in terms of A are not required for
the calculations below, but we include them here for completeness. It is convenient to use the
cobordisms
GB(1)(gB(1)) = gB(1)
K
A⊗K
GB(3)(gB(3)) = gB(3)
K
A⊗K
Goo(goo) = goo
K
A⊗K
(4.51)
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In terms of these cobordisms we have CorAXa = tftC(Ga(ga)) for a∈{B(1), B(3), oo}, with
gB(1) =
A K
K
(4.52)
and
gB(3) =
A K
K
A K
K
A K
K
goo =
K K
A K A K
wK
wK
(4.53)
Remark 4.15 :
(i) The class of two-dimensional conformal field theories contains in particular the two-di-
mensional topological field theories. For topological field theories the modular tensor category
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C of the present setup is equivalent to Vect. The data collected in a solution to the sewing
constraints can in this case be compared to those encoded in a ‘knowledgeable Frobenius al-
gebra’, that is [24], a quadruple (A,C, ι, ι∗) consisting of a symmetric Frobenius algebra A, a
commutative Frobenius algebra C, an algebra homomorphism ι: C→A from C to the center
of A and a linear map ι∗: A→C that is uniquely determined by A, C and ι. It has been shown
[24] that specifying an open/closed 2-d TFT (in the sense of [24]) is equivalent to giving a
knowledgeable Frobenius algebra. A 2-d TFT (in the sense of [24]) with target category Vect
gives rise to a solution to the sewing constraints for Vect. However, in general not every solution
can be obtained this way, as it is not required that the correlators for Xp and XBp correspond
to invertible morphisms of C, whereas for a 2-d TFT they get automatically mapped to the
identity because Xp and XBp are the identity morphisms in the relevant cobordism category.
(ii) Going from the special case C ≃Vect to the general situation, we see that A and Z(A)
in the solution S(C, A) remain a symmetric and a commutative Frobenius algebra, respec-
tively. However, A and Z(A) are now objects of different categories, namely of C and of
C⊠C, respectively (in the topological case C ≃Vect the difference is not noticeable because
Vect⊠Vect≃Vect⊠Vect≃Vect).
(iii) Due to the presence of the scale parameter γ ∈C× in the definition (3.62), which is moti-
vated by the physical considerations made around (3.58), the notion of equivalence for solutions
to the sewing constraints is broader than isomorphy of knowledgeable Frobenius algebras (in
the case C=Vect, when both structures are defined).
(iv) As pointed out first in [1] (sections 3.2 and 5.1), the symmetric special Frobenius algebra
A used to decorate the triangulation of the world sheet is in fact the same as the algebra of
boundary fields for the boundary condition labeled A. In the present formulation this manifests
itself in the fact that the correlators on the disks Xη, Xε, Xm and X∆ are directly given by the
(co)unit and (co)multiplication of A, see formula (4.49).
This effect has also been observed in the special case of two-dimensional topological field theory
[41]. On the other hand, the treatment in [41] is more general than what is obtained by restrict-
ing our formalism to C=Vect. Namely, it is not required that one works over an algebraically
closed field, the category Vect can be replaced by a more general symmetric monoidal category,
and the Frobenius algebra used to decorate the triangulation is only demanded to be strongly
separable, a slightly weaker condition than symmetric special.
4.4 From a solution to the sewing constraints to a Frobenius algebra
It will be useful to have at our disposal a way to ‘cut’ a world sheet into simpler pieces without
having to specify explicitly the parametrisation of the newly arising state boundaries of the
individual pieces. This is achieved by the next two definitions.
Definition 4.16 :
(i) A cutting of a world sheet X is a subset γ of X˜ such that γ ∩ ∂X˜ = ∅, ιX(γ) = γ, and each
connected component of γ is homeomorphic to the half-open annulus 1≤|z|< 2 ⊂ C.
(ii) Two cuttings β and γ of a world sheet are equivalent , denoted by β ∼ γ, iff they contain
the same boundary circle, i.e. iff ∂β∩β= ∂γ∩γ.
Note that every connected component of the projection of a cutting to the quotient X˙ for a
world sheet X either has the topology of an annulus or of a semi-annulus.
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Given world sheets X and Y and a morphism ̟: X→Y, one obtains a cutting Γ(̟) of
Y as follows. Write ̟= (S, f) and choose a small open neighbourhood U of the union of all
boundary components b of ∂X˜ for which (a, b)∈ S. By replacing U by U ∪ ιX(U) if necessary,
one can ensure that ιX(U) =U . We denote by Γ(̟) the corresponding subset of Y, i.e. set
Γ(̟) := f ◦πS,X(U) ⊂ Y. Different choices for U lead to equivalent cuttings Γ(̟). Using the
operation Γ( · ) we can formulate
Definition 4.17 :
A realisation of a cutting γ of a world sheet X is a world sheet X|γ together with a morphism
cγ : X|γ→X such that Γ(cγ)∼ γ.
Similarly to the isomorphism Ψm in (4.2), for any world sheet Xa of the type a disk with p
in- and q out-going open state boundaries we are given an isomorphism
Ψa: Hom(H
⊗p
op , H
⊗q
op )→ tftC(X̂a) . (4.54)
Given a solution S to the sewing constraints, we define mS to be the unique element of
Hom(Hop⊗Hop, Hop) such that CorXm = tftC(F(Xm;mS)) or, equivalently,
mS = Ψ
−1
m
(
CorXm
)
. (4.55)
Analogously we can use the isomorphisms Ψx, x∈{η,∆, ε, p}, coming from the correspond-
ing cobordisms in figure 4 to define morphisms ηS ∈Hom(1, Hop), ∆S ∈Hom(Hop, Hop⊗Hop),
εS ∈Hom(Hop, 1) and QS ∈Hom(Hop, Hop) via
ηS := Ψ
−1
η
(
CorXη
)
, ∆S := Ψ
−1
∆
(
CorX∆
)
εS := Ψ
−1
ε
(
CorXε
)
, QS := Ψ
−1
p
(
CorXp
)
.
(4.56)
Lemma 4.18 :
Let S be a solution to the sewing constraints such that QS ∈Hom(Hop, Hop) is an isomorphism.
Then QS= idHop .
Proof:
Consider the world sheet Xp with a cutting α such that Xp|α∼=Xp ⊔ Xp. Choose a realisation
of α of the form cα: Xp ⊔ Xp→Xp. Naturality of Cor implies
CorXp = Bℓ(cα) ◦ (CorXp ⊗CorXp) = Bℓ(cα) ◦ tftC(F(Xp;QS) ⊔ F(Xp;QS)) . (4.57)
Expressing Bℓ(cα) through a cobordism, and implementing the composition by gluing of cobor-
disms, implies that the right hand side of (4.57) equals tftC(F(Xp;QS ◦ QS)). Applying Ψ
−1
p
results in QS ◦QS=QS, i.e. QS is an idempotent. But by assumption QS is also invertible,
hence QS= idHop . X
Proposition 4.19 :
Let S be a solution to the sewing constraints such that QS is invertible. Then
AS := (Hop, mS, ηS,∆S, εS) (4.58)
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is a symmetric Frobenius algebra in C.
Proof:
The proof follows the standard route to extract properties of the generating world sheets from
different ways of decomposing more complex ones.
Unit property:
The relation to be shown is the second relation of (4.36). Consider the cutting α of Xp indicated
in
in out
α (4.59)
Choose a realisation cα: Xη ⊔ Xm→Xp of this cutting α. Naturality of Cor implies
CorXp = Bℓ(cα) ◦ tftC(F(Xm;mS)⊔F(Xη; ηS)) . (4.60)
Implementing the composition with Bℓ(cα) by gluing cobordisms yields
CorXp =
m
S
η S
Hop
Hop
(4.61)
Applying Ψ−1p to both sides of this equality and using lemma 4.18 yields idHop =mS ◦ (idHop ⊗ ηS).
That the equality idHop =mS ◦ (ηS⊗ idHop) holds as well can be seen analogously. This estab-
lishes the unit property.
Associativity:
Next we show the first relation in (4.36). Consider the world sheet Xq for which X˙q is a disk
with three in-going and one out-going open state boundaries, and with cuttings α and β as
indicated in
Xq =
α β (4.62)
Let cα, cβ: Xm ⊔Xm→Xm be realisations of α and β, respectively. Naturality implies
CorXq = Bℓ(cδ) ◦ tftC(F(Xm;mS)⊔F(Xm;mS)) (4.63)
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for δ=α, β. Evaluating the right hand side by gluing cobordisms, followed by applying Ψ−1q ,
yields the equality
mS ◦ (mS⊗ idHop) = mS ◦ (idHop ⊗mS) (4.64)
which is the condition of associativity.
Counit property and coassociativity:
The proof of the counit property (the third relation in (4.36)) is analogous to the proof of the
unit property, considering instead cuttings α such that Xp|α∼=Xε ⊔X∆.
The proof of coassociativity (the last relation in (4.36)) follows closely the proof of associativity,
starting instead with the world sheet of a disk with one in-going and three out-going open state
boundaries, and cutting it in two components, each isomorphic to X∆.
Frobenius property:
The Frobenius condition is the first relation in (4.37). Denote the world sheet of a disk with
two in- and two out-going open state boundaries by XF . Consider two cuttings α, β of XF , as
indicated in
XF =
α
β (4.65)
Note that these cuttings show that XF |δ is isomorphic to Xm ⊔X∆ for δ=α, β. Consider
realisations cδ: Xm ⊔X∆→XF of the two cuttings δ=α, β. Again, by definition of the correlator
we have the relation CorXF =Bℓ(cδ) ◦ tftC(F(Xm;mS)⊔F(X∆; ∆S)) for δ=α, β. Representing
the compositions on the right hand side as gluing of cobordisms yields the extended cobordisms
∆
S
m
S
Hop
Hop
Hop
Hop
Hop
∆
S
m
SHop
Hop
Hop
Hop
Hop
MS = and MS′ = (4.66)
Applying Ψ−1F to each of these cobordisms yields one half of the Frobenius property, namely
(idHop ⊗mS) ◦ (∆S⊗ idHop) = ∆S ◦mS . (4.67)
The other half of the Frobenius property in (4.37) can be seen analogously, by changing the
direction of the cutting α in (4.65).
Symmetry:
The symmetry condition is the second relation in (4.37). Denote by Xp′ the world sheet for
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which X˙p′ consists of a disk with two in-going open state boundaries. We make use of the
isomorphism Ψp′: Hom(Hop⊗Hop, 1)→ tftC(X̂p′). Choose two cuttings α and β according to
in in
α
β
(4.68)
implying that Xp′|α,β are both isomorphic to Xm ⊔Xε. The same procedure as in the previous
demonstrations results in the equality
εS ◦mS = dHop ◦ (idH∨op ⊗ (εS ◦mS)⊗ idHop) ◦ (b˜Hop ⊗ idHop ⊗ idHop) . (4.69)
By composing these morphisms with idHop ⊗ bHop and using the duality axiom, the result is
precisely the symmetry condition in (4.37). X
Definition 4.20 :
The Frobenius algebra AS described in proposition 4.19 is called the algebra of open states of
S.
To fix our notation, let us briefly recall the notion of bimodules and bimodule intertwiners.
Definition 4.21 :
For A an algebra in a tensor category C, an A-bimodule B=(B˙, ρl, ρr) is a triple consisting of
an object B˙ and of two morphisms ρl ∈Hom(A⊗ B˙, B˙) and ρr ∈Hom(B˙⊗A, B˙) such that
ρl ◦ (idA⊗ ρl) = ρl ◦ (m⊗ idB˙) , ρl ◦ (η⊗ idB˙) = idB˙ ,
ρr ◦ (ρr⊗ idA) = ρr ◦ (idB˙ ⊗m) , ρr ◦ (idB˙ ⊗ η) = idB˙ ,
ρl ◦ (idA⊗ ρr) = ρr ◦ (ρl⊗ idA) .
(4.70)
In other words, an A-bimodule is simultaneously a left A-module and a right A-module,
with commuting left and right actions of A. The category CA|A of A-bimodules has bimodules
as objects and intertwiners as morphisms, i.e. the morphism spaces are
HomA|A(B,C) := {f ∈Hom(B˙, C˙) | f ◦ ρ
B
l = ρ
C
l ◦ (idA⊗ f), f ◦ ρ
B
r = ρ
C
r ◦ (f ⊗ idA)} . (4.71)
An algebra A is called absolutely simple iff HomA|A(A,A) is one-dimensional.
Proposition 4.22 :
Let S=(C, Hop, Hcl, Bl, Br, e, r, Cor) be a solution to the sewing constraints such that QS is
invertible. If dim
C
(HomC⊠C(1×1, Hcl)) = 1, then the algebra AS of open states of S is absolutely
simple.
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Proof:
For the sake of brevity, in this proof we write A for AS. From A one obtains a C-algebra
Atop=HomC(1, A) by choosing ηtop: 1 7→ η as unit and mtop: α⊗ β 7→m ◦ (α⊗ β) as multipli-
cation, see [1, sect. 3.4]. The subalgebra centA(Atop) := {α∈Atop |m ◦ (α⊗idA) =m ◦ (idA⊗α)}
of Atop is called the relative center [1, definition 3.15]; we abbreviate it by centA(Atop) =:C.
It is not difficult to see that the mapping α 7→m ◦ (idA⊗α) is an isomorphism (with inverse
ϕ 7→ϕ ◦ η) from C to HomA|A(A,A) as vector spaces, so that A is absolutely simple if and only
if C is one-dimensional.
Assume now that dim
C
(C)> 1. Then one has mtop(x, y) =0 for suitable nonzero elements
x, y ∈C. This is seen by noting that C, being a finite-dimensional commutative associative
unital algebra over C, can be written as a sum of its semisimple part and its Jacobson ideal,
see e.g. [42, chapters I.4 and II.5]. If the Jacobson ideal of C is non-trivial, it contains at
least one nilpotent element n∈C, so that mtop(n
′, n′) = 0 for a suitable nonvanishing power
n′ of n. If, on the other hand, C is semisimple, then it has a basis {pi | i=1, ... , dimC(C)}
consisting of orthogonal idempotents, and we can choose x= p1 and y= p2. It is not hard to
see that Atop is itself a symmetric Frobenius algebra in Vect (see lemma 3.14 of [1]), and ε ◦m
provides a nondegenerate bilinear form on Atop; thus there exists a morphism ψ1 ∈Hom(1, A)
such that ε ◦m◦ (x⊗ψ1) 6=0, or in other words, ε ◦ q1 6=0 for q1 :=m ◦ (x⊗ψ1). Similarly there
is a q2=m ◦ (y⊗ψ2) such that ε ◦ q2 6=0.
Consider a world sheet X which is an annulus with one in-going open state boundary on either
side,
X =
β
α
in in
identify
(4.72)
Also indicated in this picture are two cuttings α, β which will be used in the sequel. Construct
a cobordism
Mq1,q2 := q1 q2
A A
(4.73)
by inserting the indicated ribbon graph in the cylinder over X̂ and removing the arc on the
out-going boundary. One then finds
tftC(Mq1,q2) ◦ CorX = 0 . (4.74)
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To see this, choose a realisation cα: X|α→X of the cutting α. The world sheet X|α is a disk
with four open state boundaries, and the correlator can be represented by (4.54) using the
multiplication m of A as described in section 4.3. The composition with Mq1,q2 then results in
the morphism in the first line of the chain of equalities
m ◦ (m⊗ idA) ◦ (q1⊗ idA⊗ q2)
= m ◦ (m⊗ idA) ◦ ((m ◦ (x⊗ψ1))⊗ idA⊗ (m ◦ (y⊗ψ2)))
= m ◦ (m⊗ idA) ◦ (ψ1⊗ idA⊗ψ2) ◦m ◦ ((m ◦ (x⊗ y))⊗ idA) = 0 .
(4.75)
Here in the first step the definitions of q1 and q2 are inserted. The second step uses associativity
of A and the fact that x, y ∈C so that they commute with all of A. The last step follows since
by construction m ◦ (x⊗ y) =mtop(x, y) =0.
On the other hand, owing to dim
C
(HomC⊠C(1×1, Hcl)) = 1 we can project to the closed state
vacuum on the circle indicated by the cutting β. Let cβ: X|β→X be a realisation of the cutting
β. Choose X|β such that cβ is of the form (Sβ, id). Then according to proposition 4.5 we obtain
P vac
Sβ ,X|β
◦ CorX = Λ
−1
S
Evac
Sβ ,X|β
◦ CorflSβ (X|β) . (4.76)
Let XA be the annulus-shaped world sheet that is obtained by omitting the two open state
boundaries from the world sheet (4.72), so that Mq1,q2 is a cobordism from X to XA. It is
easy to see that tftC(Mq1,q2) ◦P
vac
Sβ ,X|β
=P vac
Sβ ,XA|β
◦ tftC(Mq1,q2). Combining this equality with
(4.74) and denoting the left and right hand sides of (4.76) by L and R, respectively, we obtain
0= tftC(Mq1,q2) ◦L= tftC(Mq1,q2) ◦R. But the world sheet flSβ(X) consists of two disks Xε with
one in-going open state boundary each. Their correlators are CorXε = tftC(F(Xε; ε)). The co-
bordism for tftC(Mq1,q2) ◦R is thus
Mq1,q2 :=
q1 ε
ε q2
A
A F(Xε; ε)
Mq1,q2
cobordism for Evac
S,X|β
(4.77)
The two morphisms ε ◦ q1 and ε ◦ q2 are nonzero by construction, so that (4.77) is a nonzero
constant times the invariant of a solid torus with empty ribbon graph, which is nonzero as well,
implying that tftC(Mq1,q2) ◦R 6=0.
Thus assuming that dim
C
(C) is larger than 1 leads to a contradiction, and hence indeed
dim
C
(C) = 1, i.e. A is absolutely simple. X
In a category that is k-linear, with k a field, and sovereign (i.e., is monoidal and has
left and right dualities which coincide both on objects and on morphisms) and for which
Hom(1, 1) =k id1, there are two notions of dimension for an object U , the left and the right
dimension diml,r(U)∈ k. In a ribbon category, these two dimensions coincide (see e.g. [31,
sect. 2.1] for more details). Part (ii) of the following statement will be used when proving the
properties of AS below.
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Lemma 4.23 :
Let A be a symmetric Frobenius algebra in a sovereign k-linear category with Hom(1, 1) =k id1.
(i) diml(A) = dimr(A).
(ii) Write dim(A) for diml(A) = dimr(A). If A is absolutely simple and dim(A) 6=0, then A is
also special.
Proof:
(i) Consider the equalities
ε ◦m ◦∆ ◦ η =
(1)
=
(2)
=
(3)
=
(4)
= diml(A) id1 , (4.78)
where (1) is symmetry of A, (2) is the Frobenius property, (3) uses the unit and counit proper-
ties, and (4) is the definition of the left dimension. Thus one has diml(A) id1= ε ◦m ◦∆ ◦ η. A
version of the calculation (4.78) in which all pictures are left-right-reflected yields analogously
dimr(A) id1= ε ◦m ◦∆ ◦ η.
(ii) Since for a Frobenius algebra A one has m ◦∆∈HomA|A(A,A), and the latter space is one-
dimensional by assumption, we have m ◦∆= ξidA for some ξ ∈ k. Composing both sides of this
equality with ε ◦ · · · ◦ η gives ε ◦m ◦∆ ◦ η= ξ ε ◦ η. Thus by (i) we have dim(A) id1= ξ ε ◦ η.
Since dim(A) 6=0, also ξ and ε ◦ η are nonzero. Thus A is special. X
With the help of this result we obtain the following corollary to proposition 4.22.
Corollary 4.24 :
Let S be a solution to the sewing constraints with dim
C
(HomC⊠C(1×1, Hcl)) = 1 such that QS is
invertible. If dim(AS) 6=0, then AS is an absolutely simple symmetric special Frobenius algebra.
Proof:
By proposition 4.19, AS is a symmetric Frobenius algebra, by proposition 4.22 it is absolutely
simple, and therefore by lemma 4.23 it is also special. X
To apply the construction of section 4.3 for obtaining a solution to the sewing constraints
in terms of a symmetric special Frobenius algebra, we need to impose the normalisation con-
dition m ◦∆= idA on product and coproduct. To account for this condition we introduce the
following notion.
Definition 4.25 :
If S is a solution to the sewing constraints such that the algebra AS of open states is special
with mS ◦∆S= ξ idAS , then an algebra A satisfying
A ≡ (A,m, η,∆, ε) = (AS, γmS, γ
−1ηS, γ∆S, γ
−1εS) with γ
2= ξ−1 (4.79)
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is called a normalised algebra of open states .
Note that there are two normalised algebras A± of open states, which differ in the choice of sign
for γ. However, the corresponding solutions S(C, A+) and S(C, A−) to the sewing constraints
are equivalent, and accordingly we will below also speak of ‘the’ normalised algebra of open
states.
For a normalised algebra of open states one computes that indeed m ◦∆=(γmS) ◦ (γ∆S) =
γ2ξ idA= idA.
4.5 The uniqueness theorem
We have now gathered all the ingredients needed to formulate the following uniqueness result:
under natural conditions the algebra of open states of a solution to the sewing constraints de-
termines the solution up to equivalence. In more detail:
Theorem 4.26 :
Let C be a modular tensor category and let S= (C, Hop, Hcl, Bl, Br, e, r, Cor) be a solution to
the sewing constraints with the following properties:
(i) (Uniqueness of closed state vacuum)
dim
C
HomC⊠C(1×1, Hcl) = 1.
(ii) (Non-degeneracy of disk two-point function)
For Xp the unit disk with one in-going and one out-going open state boundary, the corre-
lator CorXp corresponds, via the distinguished isomorphism Bℓ(Xp)
∼=HomC(Hop, Hop), to
an invertible element in HomC(Hop, Hop).
(iii) (Non-degeneracy of sphere two-point function)
For XBp the unit sphere with one in-going and one out-going closed state boundary, the cor-
relator CorXBp corresponds, via the distinguished isomorphism Bℓ(XBp)
∼=HomC⊠C(Hcl, Hcl),
to an invertible element in HomC⊠C(Hcl, Hcl).
(iv) (Quantum dimensions)
Hop obeys dim(Hop) 6=0. Further, let A be the normalised algebra of open states for
S; then for each subobject Ui×Uj of the full center Z(A) (see definition 4.9) we have
dim(Ui) dim(Uj)> 0.
Then S is equivalent to S(C, A), with A the normalised algebra of open states of S.
Remark 4.27 :
(i) Condition (iv) in the theorem is a technical requirement needed in the proof. It might be
possible that by a different method of proof the above theorem could be established without
imposing (iv).
Also note that (iv) is always fulfilled if all quantum dimensions in C are positive. But it is in
fact a much weaker condition. Consider for example the case of non-unitary Virasoro minimal
models, and let C be the relevant representation category. In this category some simple objects
have negative quantum dimension (given e.g. in [43, sect. 10.6]). Nonetheless theorem 4.26 can
be applied e.g. in the case Hop=1, where it implies that S(C, 1) is the unique solution to the
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sewing constraints with Hop= 1 and obeying (i) – (iii). Condition (iv) is satisfied because Z(A)
only contains objects of the form Ui×U i, and dim(Ui)
2> 0 holds trivially (as quantum dimen-
sions of simple objects in a modular tensor category over C are nonzero and real, see section
2.1 and Corollary 2.10 in [44]).
(ii) Suppose the modular tensor category C has the property that θi= θj implies dim(Ui) dim(Uj)
> 0. Then the second part of condition (iv) is automatically satisfied. Indeed, it follows from
theorem 5.1 of [1] (see the explanation before lemma 5.9 below for more details) that Ui×Uj
can be a subobject of Z(A) only if θi= θj .
(iii) If any one of the conditions (i), (ii) or (iii) in the theorem is removed, the conclusion does
not hold any longer. When omitting (i), one can construct a solution such that correlators on
world sheets that contain a closed state boundary and a physical boundary vanish identically
on some subobject of Hcl. Hcl then has a part that entirely decouples from the boundary and
that therefore cannot be reconstructed from the algebra of open states. An example of this
type for C=Vect can be found in [41, example 2.19].
When dropping either (ii) or (iii), one can choose Hop or Hcl ‘too big’ at the cost of Cor(Xp) or
Cor(XBp) not corresponding to invertible morphisms (i.e. they are idempotents with non-trivial
kernel). For example, given a simple symmetric Frobenius algebra A in a category C with prop-
erties as in theorem 4.26, the solution S(C, A) obeys (i) – (iii). From S(C, A) we can construct,
for any nonzero U ∈Obj(C), another solution S′= (C, A⊕U,Z(A), A⊗K,K, eZ, rZ , Cor
′) with
Cor′ defined as follows. Let (A, eA, rA) be the realisation of A as a retract of A⊕U . Then we
set Cor′X :=FX(rA, eA, id, id) ◦Cor
A
X with FX(·) as defined in (3.27). One verifies that S
′ is again
a solution, that it obeys (i) and, since it coincides with S(C, A) in the absence of open state
boundaries, satisfies (iii) as well. However, S′ violates (ii), because Ψ−1p (Cor
′
Xp) = eA ◦ rA, which
is not invertible. An example that violates (iii) but not (ii) can be constructed along similar
lines with a little more work.
(iv) The analysis of [20], and in the case of 2-d TFT the results of [24, 39], show that in order
to ensure that a given assignment of correlators to the fundamental world sheets results in a
solution to the sewing constraints, only a finite number of relations needs to be verified. This
set of relations arises by cutting certain genus-zero and genus-one world sheets in different
ways into fundamental world sheets. In particular, one needs relations from genus-one world
sheets (but no relations from genus two or higher). If one is interested only in solutions that
satisfy the physically meaningful conditions (i) – (iii) above, then theorem 4.26 implies that it
is enough to fix a simple symmetric Frobenius algebra A as the algebra of open states. Note
that the data and the relations for A involve only disk correlators at genus zero with up to
four open state boundaries. The correlators on world sheets of higher genus and/or with closed
state boundaries are then determined by A up to equivalence, and they are guaranteed to also
solve the genus one relations, and the relations involving closed states boundaries.
(v) In the case of two-dimensional topological field theory, i.e. for C ≃Vect, the statement of
the theorem becomes trivial. Indeed, let (A,C, ι, ι∗) be a knowledgeable Frobenius algebra over
C satisfying condition (i), which simply means that C ∼=C (conditions (ii) and (iii) are implicit
in the definition of the 2-d TFT associated to a knowledgeable Frobenius algebra). Then by
proposition 4.22 A is absolutely simple and hence has trivial center, Z(A) =C η. It follows that
there is a unique choice for ι, and thereby also for ι∗. Thus for absolutely simple A any two
knowledgeable Frobenius algebras (A,C, ι, ι∗) and (A,C ′, ι′, ι′∗) with one-dimensional C and C ′
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are isomorphic.
(vi) A result analogous to theorem 4.26 has been obtained for CFTs on 1+1-dimensional
Minkowski space in the framework of local quantum field theory [17]. According to [17, Pro-
pos. 2.9] a local net of observables on the Minkowski half-space M+= { (x, t) | x≥ 0 } gives rise
to a (non-local) net of observables on the boundary {x=0}. Conversely, given such a net of
observables on the boundary, there is a maximal compatible local net onM+. In fact, there can
be more than one compatible net on M+, but they are all contained in the maximal one. This
non-uniqueness stems from the fact that in this setting there is no reason to impose modular
invariance.
In our context, i.e. treating the combinatorial aspects of constructing a euclidean CFT from a
given chiral one, we start from assumptions which are much weaker than those used in local
quantum field theory. In particular, the category C is not a C∗-category, and it is not concretely
realised in terms of a net of subfactors. Consequently the methods from operator algebra which
are instrumental in [17] are not applicable. On the other hand, in the 1+1-dimensional setting
the analogues of the assumptions of theorem 4.26 are consequences of the common axioms of
local quantum field theory.
5 Proof of the uniqueness theorem
Throughout this section we fix a solution S=(C, Hop, Hcl, Bl, Br, eS, rS, Cor) to the sewing con-
straints and assume that S obeys the conditions of the uniqueness theorem 4.26. Then, due
to conditions (i) and (ii) in theorem 4.26, proposition 4.22 and corollary 4.24 apply, so that
the algebra of open states for S is special. It therefore makes sense to consider the normalised
algebra of open states, as in definition 4.25. In the rest of this section we denote the normalised
algebra of open states for S by A. In particular, as objects in C we have A=Hop.
Let us first give a brief outline of the proof. We want to establish equivalence of the given so-
lution S≡ (C, Hop, Hcl, Bl, Br, eS, rS, Cor) and S(C, A). According to definition 3.17 this amounts
to the construction of isomorphisms ϕAop between Hop and A as objects of C and ϕ
A
cl between
Hcl and Z(A) as objects of C⊠C, and to showing the equality Cor=G
γ ◦ℵ(ϕAop, ϕ
A
cl) ◦Cor
A,
with Gγ the natural transformation introduced in lemma 3.15 and a normalisation factor γ as
given in definition 4.25. We construct a candidate morphism ϕAcl ∈Hom(Hcl, Z(A)) in section
5.1, and then show in sections 5.2 and 5.3, respectively, that it is both a monomorphism and
an epimorphism. Furthermore, it turns out that for ϕAop we may simply take the identity idHop ,
so that it remains to show that Cor=Gγ ◦ℵ(idHop , ϕ
A
cl) ◦Cor
A. In section 5.4 we demonstrate
that indeed we have
CorYµ = G
γ ◦ ℵ(idHop , ϕ
A
cl) ◦ Cor
A
Yµ (5.1)
for all fundamental world sheets Yµ as given in table 2. By lemma 3.16 the equality then holds
in fact for all world sheets, thus completing the proof.
5.1 A morphism ϕA
cl
from Hcl to Z(A)
To define the morphism ϕAcl, we first need to recall the concept of α-induced bimodules.
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Definition 5.1 :
Let A be an algebra in a braided tensor category C and U an object in C. The two A-bimodules
A⊗± U ≡ (A⊗U,m⊗ idU , ρ
±
r ) are obtained by defining the left A-action via the product m and
the right A-action via m and the braiding, according to
ρ+r := (m⊗ idU) ◦ (idA⊗ cU,A) and ρ
−
r := (m⊗ idU) ◦ (idA⊗ c
−1
A,U) . (5.2)
Two tensor functors α±A : C→CA|A, are obtained by mapping objects U ∈Obj(C) to A⊗
± U
and morphisms f ∈Hom(U, V ) to idA⊗ f ∈HomA|A(A⊗
±U,A⊗±V ). These functors have been
dubbed α-induction, and accordingly the bimodules A⊗± U =α±A (U) are called α-induced bi-
modules.
The following result will be used below to prove properties of ϕAcl.
Lemma 5.2 :
Let A be a symmetric special Frobenius algebra in a modular tensor category C and U, V objects
of C. Then for any morphism Φ∈HomA|A(A⊗
+ U,A⊗− V ) one has
=
U
VA
A
Φ
U
VA
A
Φ
(5.3)
Proof:
Similarly as in the proof of proposition 3.6 of [31] we can write
(1)
=
(2)
=
(3)
=
U
VA
A
Φ
U
VA
A
Φ
U
VA
A
Φ
U
VA
Φ
A
(4)
=
(5)
= =
U
VA
Φ
A
U
VA
Φ
A
U
VA
Φ
A
(5.4)
The first step follows by using the unit property followed by the Frobenius property. In the
second step the intertwining property of Φ is implemented, and the third step uses again the
Frobenius and unit properties. In the fourth step the symmetry property is applied, and the
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fifth step follows by first pulling the right A-line below the left one to the left and then canceling
the resulting twist and inverse twist. The final equality holds by specialness. X
We denote by ΦS ∈Hom(A⊗Bl, A⊗Br) the unique morphism such that
CorXBb = tftC
(
F (XBb; ΦS)
)
. (5.5)
The following properties of ΦS prove to be important:
Lemma 5.3 :
(i) ΦS is a bimodule morphism, ΦS ∈HomA|A(A⊗
+Bl, A⊗
−Br).
(ii) Expanding pS= eS ◦ rS as pS=
∑
α p
′
α⊗ p
′′
α we have
∑
α(idA⊗ p
′′
α) ◦ ΦS ◦ (idA ⊗ p
′
α) = ΦS.
Proof:
(i) Consider the world sheet
X :=
in in
in
out
β γ
α
(5.6)
i.e. a disk with two in-going and one out-going open state boundaries and one in-going closed
state boundary. In the picture we also indicate three different cuttings α, β and γ. With the
help of the cobordism
F(f) := fA
A
A
Bl
Br (5.7)
we obtain an isomorphism f 7→ tftC(F(f)) from H :=Hom(A⊗A⊗Bl, A⊗Br) to tftC(X̂). Let
c∈H be the unique morphism such that tftC(F(c)) =CorX.
For δ ∈{α, β, γ} every realisation X|δ of the cutting δ is isomorphic to Xm ⊔XBb. Denote by
qδ: Xm ⊔XBb→X a choice of realisation. Then
CorX = Bℓ(qδ) ◦
(
CorXm ⊗CorXBb
)
= Bℓ(qδ) ◦ tftC
(
F(Xm;m)⊔F(XBb; ΦS)
)
(5.8)
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Expressing also Bℓ(qδ) on the right hand side of this equality as a cobordism and comparing
with (5.7) yields three different expressions for c:
from qα : c = ΦS ◦ (m⊗ idBl) ,
from qβ : c = (m⊗ idBr) ◦ (idA⊗ c
−1
A,Br
) ◦ (ΦS⊗ idA) ◦ (idA⊗ c
−1
Bl,A
) ,
from qγ : c = (m⊗ idBr) ◦ (idA⊗ΦS) .
(5.9)
It is not difficult to see that equality of these three expressions is equivalent to assertion (i).
(ii) By definition we have CorXBb ∈Bℓ(XBb), so that PXBb ◦CorXBb =CorXBb . The statement
then follows by substituting the explicit form of PXBb in terms of the cobordism (3.33). X
The following construction will be useful when working with morphisms in C⊠C. Let V, V ′
be objects of C and Uk a simple object of C. Choose bases eα ∈Hom(Uk, V ) and rα ∈Hom(V, Uk)
such that (Uk, eα, rα) is a retract of V and rα ◦eβ = δα,β idUk . Similarly choose e
′
α ∈Hom(Uk, V
′)
and r′α ∈Hom(V
′, Uk) to be bases of retracts.
Lemma 5.4 :
For every f ∈Hom(V, V ′) we have the identity
∑
α
(r′α× e
′
α) ◦ (f × idV ′) =
∑
β
(rβ × eβ) ◦ (idV × f) . (5.10)
for morphisms in C⊠C.
Proof:
Since Uk is simple, there are constants λ(f)δγ ∈C such that
r′δ ◦ f ◦ eγ = λ(f)δγ idUk . (5.11)
Composing the left hand side of (5.10) from the right with eγ × r′δ one finds
(r′δ ◦ f ◦ eγ)× idUk = λ(f)δγ idUk × idUk , (5.12)
while the same manipulation of the right hand side results in
idUk × (eγ ◦ f ◦ r
′
δ) = idUk × (r
′
δ ◦ f ◦ eγ) = λ(f)δγ idUk × idUk , (5.13)
where the second equality uses the definition of composition in C. Thus the left and right sides
of formula (5.10) are equal when composed with eγ × r′δ, for any choice of γ and δ. Since the
latter morphisms form a basis of HomC⊠C(Uk×Uk, V ×V
′), we have indeed equality already in
the form (5.10). X
Let eiα and riα, for α=1, ... , dimC(Hom(Ui, Br)), be embedding and restriction morphisms
for the various ways to realise Ui as a retract of Br. To define ϕ
A
cl ∈HomC⊠C(Hcl, Z(A)), the
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essential ingredient is the morphism ΦS which allows one to replace Bl by Br; we set
ϕAcl := γ
2
∑
i,α
Hcl
e
S
Bl×Br
id
A×1
Bl×1
1×BrΦS
Br×1
riα e¯iα
Ui×1
1×Ui
id
Ui×Ui
A×1
e˜i
TC
rC
Z(A)
(5.14)
where γ2 is the normalisation constant from definition 4.25 and rC is the restriction morphism in
the realisation of Z(A) as a retract of (A×1)⊗TC, see definitions 4.7 and 4.9. To define the nat-
ural isomorphism (3.42) we also need the corresponding morphism in Hom(Bl×Br, (A⊗K)×K).
Let us abbreviate
φAcl := eZ ◦ ϕ
A
cl ◦ rS , (5.15)
with eZ as introduced in (4.42). Recalling that Hom(Bl×Br, (A⊗K)×K) =Hom(Bl, A⊗K)
⊗
C
Hom(K,Br), we have
Lemma 5.5 :
We have φAcl= γ
2
∑
i,α φ
′
iα⊗φ
′′
iα with φ
′
iα= (idA⊗ (ei ◦ riα)) ◦ΦS ◦ (η⊗ idBl) and φ
′′
iα= eiα ◦ ri,
where ei, ri realise Ui as a retract of K.
Proof:
First recall that we denote the morphisms realising Ui×Ui as a retract of TC by e˜i and r˜i, and
note that the morphism eZ ◦ rC ◦ (idA×1⊗ e˜i) can be rewritten as
eZ ◦ rC ◦ (idA×1⊗ e˜i) =
(A⊗Ui)×1 1×U i
(A⊗K)×1 1×K
ei ri
A
(5.16)
where first the explicit form (4.42) of eZ is inserted, and then eC ◦ rC is replaced by the projector
P lA. One then uses that r˜i ◦ e˜i= idUi×Ui and that objects of the form V ×1 are transparent to
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objects of the form 1×W . With the help of (5.16) we obtain
φAcl = γ
2
∑
i,α,β
= γ2
∑
i,α,β
= γ2
∑
i,α
φ′iα⊗ φ
′′
iα .
Bl×1 1×Br
(A⊗K)×K 1×K
Bl
Br
Ui
Br
Ui
p′α p
′′
α
ΦS
riβ eiβ
ei ri
Bl×1 1×Br
(A⊗K)×K 1×K
Bl
Br
Br
Ui
Br
Ui
p′α
ΦS
p′′α
riβ eiβ
ei ri
(5.17)
Here in the first equality (5.16) is substituted, in the second equality lemma 5.4 is applied for
the case f = p′′α ∈Hom(Br, Br), and lemma 5.2 (which applies because by lemma 5.3 (i) ΦS is
an intertwiner of bimodules) is used to omit the A-loop. The final equality amounts to lemma
5.3 (ii). X
5.2 ϕA
cl
is a monomorphism
Denote by D the world sheet such that D˜/〈ι〉 is the unit disk. Cutting D as q: Xη ⊔Xε→D
shows that
CorD = Bℓ(q) ◦
(
CorXη ⊗CorXε
)
= tftC( ) = γ2 dim(A) tftC(B3) .A
γ·η
γ·ε
(5.18)
Since A is special it follows in particular that CorD 6=0. Next consider the cylindrical word
sheet XBp from figure 2 and define p˜S to be the unique element of HomC⊠C(Bl×Br, Bl×Br) such
that upon expanding p˜S=
∑
α p˜
′
S,α⊗ p˜
′′
S,α we have
CorXBp =
∑
α
tftC(F (XBp; p˜
′
S,α, p˜
′′
S,α) , (5.19)
where F (XBp; · , · ) is the corresponding cobordism from figure 4.
Lemma 5.6 :
The endomorphisms p˜S and pS= eS ◦ rS are equal, p˜S= pS.
Proof:
By the non-degeneracy of the sphere two-point function (i.e. property (iii) in theorem 4.26), p˜S
is invertible on the image of the idempotent pS. By definition, Im(pS) =Hcl, so that rS ◦ p˜S ◦ eS
is an invertible element of HomC⊠C(Hcl, Hcl). Analogously as in formula (4.57), by cutting the
world sheet XBp along its circumference via a morphism q: XBp ⊔XBp→XBp one obtains the
identity CorXBp =Bℓ(q) ◦
(
CorXBp ⊗CorXBp
)
. Together with (5.19) it follows that
p˜S ≡
∑
α
p˜′S,α⊗ p˜
′′
S,α =
∑
α,β
(p˜′S,α ◦ p˜
′
S,β)⊗ (p˜
′′
S,β ◦ p˜
′′
S,α) = p˜S ◦ p˜S , (5.20)
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i.e. p˜S is an idempotent. Furthermore, since the right hand side of (5.19) is in Bℓ(XBp), by
definition of Bℓ it follows that pS ◦ p˜S ◦ pS= p˜S. Hence we have, using also eS= pS ◦ eS,
(rS ◦ p˜S ◦ eS) ◦ (rS ◦ p˜S ◦ eS) = rS ◦ p˜S ◦ pS ◦ p˜S ◦ eS = rS ◦ p˜S ◦ eS . (5.21)
Since rS ◦ p˜S ◦ eS is invertible, it follows that in fact rS ◦ p˜S ◦ eS= idHcl . Finally, composing with
eS and rS yields p˜S= pS. X
Next we analyse the properties of the correlator on the world sheet
Y =
α
β
in out (5.22)
i.e. on a disk with an additional in-going and an additional out-going closed state boundary.
The dashed lines in the picture indicate two cuttings α and β of Y. Consider the cobordisms
M˜vac := and N(ψ, ψ′) :=
Ui Bl
Uj Br
K
K
w
K
w
K
Bl
Br
Bl
Br
Ui
Uj
ψ
ψ′
(5.23)
and set P˜ vac := tftC(M˜
vac). For ϕ=
∑
α ϕ
′
α⊗ϕ
′′
α with ϕ∈HomC⊠C(Ui×Uj , Bl×Br) define fur-
ther
Rϕ :=
∑
α
tftC(N(ϕ
′
α, ϕ
′′
α)) . (5.24)
Note that the cobordism defining P˜ vac differs from the one defining P vac
Sα,Y|α
(see (4.9)) only
in the labeling of ribbons. Consider now the cobordism for (each term of the sum in) the
composition P˜ vac ◦Rϕ. By moving the coupons labeled ϕ
′
α and ϕ
′′
α through the annular K-rib-
bons one verifies the equality P˜ vac ◦Rϕ=Rϕ ◦P
vac
Sα,Y|α
. Suppose now further that pS ◦ϕ=ϕ.
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Then together with (4.27) and (5.18) it follows that
ΛS P˜
vac ◦Rϕ ◦ CorY = Rϕ ◦ E
vac
Sα,Y|α
◦ CorD⊔XBp
= γ2 dim(A)
∑
α,β
= γ2 dim(A)
∑
α
Bl
Br
p
′β
p
′′β
ϕ
′
α
ϕ′′
α
ϕ
′
α
ϕ′′
α
Ui
Uj
Ui
Uj
Bl
Br
(5.25)
where it is understood that tftC is applied to each cobordism. The last expression in this chain
of equalities is zero iff ϕ=0. We conclude that Rϕ ◦CorY=0 implies ϕ=0.
Next consider the cutting β in (5.22). We find
Rϕ ◦ CorY = Rϕ ◦Bℓ
(
(Sβ, id)
)
◦ CorY|β = Rϕ ◦ tftC( )
Bl
Br
Br
Bl
A
A
γ
η
Φ
S
Φ˜
S
γ
ε
(5.26)
Here the morphism Φ˜S on the right hand side is analogous to ΦS, but with an out-going
closed state boundary instead of an in-going one. Combining (5.26) with the information that
Rϕ ◦CorY=0 implies ϕ=0 we obtain
∑
α
Ui
ϕ′α
Bl
ΦS
Br
ϕ′′α
A Uj
= 0 for all i, j ∈I =⇒ Rϕ ◦ CorY = 0 =⇒ ϕ = 0 . (5.27)
We have now gathered all ingredients needed to prove the following
Lemma 5.7 :
The morphism ϕAcl defined in (5.14) is a monomorphism.
Proof:
We will show that eZ ◦ϕ
A
cl ◦ψ=0 implies ψ=0 for any ψ ∈HomC⊠C(Ui×Uj , Hcl) and i, j ∈I;
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this implies that ϕAcl is a monomorphism.
Decompose ϕ := eS ◦ψ ∈HomC⊠C(Ui×Uj , Bl×Br) as ϕ=
∑
α ϕ
′
α⊗ϕ
′′
α. Using lemma 5.5 to
rewrite the combination φAcl = eZ ◦ϕ
A
cl ◦ rS appearing in eZ ◦ϕ
A
cl ◦ψ= eZ ◦ϕ
A
cl ◦ rS ◦ eS ◦ψ gives
eZ ◦ ϕ
A
cl ◦ ψ = γ
2
∑
α
∑
k,β
= γ2
∑
α
Ui×1 1×Uj
ϕ′α ϕ
′′
α
Bl×1
ΦS 1×Br
Br×1
rkβ ekβ
Uk×1 1×Uk
ek rk
A×1K×1 1×K
Ui×1 1×Uj
ϕ′α
Bl×1
ΦS
Br×1
ϕ′′α
Uj×1
ej rj
A×1K×1 1×K
(5.28)
where the second equality holds owing to lemma 5.4, applied to f =ϕ′′α ∈Hom(Br, Uj). Since
idA×1⊗ (ej × rj) is a monomorphism, eZ ◦ϕ
A
cl ◦ψ=0 implies that the morphism displayed on
the left hand side of (5.27) is zero. This, in turn, again by (5.27), implies that ϕ= eS ◦ ψ=0.
Finally, since eS is a monomorphism as well, we arrive at ψ=0. X
5.3 ϕA
cl
is an epimorphism
The following assertion is the algebraic analogue of the statement that the torus partition
function of a rational CFT is a modular invariant combination of characters. We denote by h
the |I|×|I|-matrix with entries hij ∈Z≥0 defined by the decomposition Hcl∼=
⊕
i,j(Ui×Uj)
⊕hij .
Then we have
Lemma 5.8 :
The matrix h obeys [s, h] = 0 and [t, h] = 0, where s is the |I|×|I|-matrix given in (3.11), and
t is the |I|×|I|-matrix with entries tij = θi δi,j.
Proof:
We show [s, h] = 0; that [t, h] is zero as well is seen in a similar manner, and we skip the details.
Let Y be the world sheet such that Y˜ =T 2 ⊔ (−T 2) is the union of two tori with opposite
orientation and ιY the involution that exchanges the two tori. On Y we consider the two
cuttings
Y =
β
γ
(5.29)
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For cγ : XBp→Y a realisation of the cutting γ we have
CorY = Bℓ(cγ) ◦ CorXBp =
∑
α
tftC
( )
Bl
Bl
p′α
Br
Br
p′′α
(5.30)
The manifolds shown on the right hand side are two solid tori in the ‘wedge presentation’ for
three-manifolds with boundary, i.e. the top and bottom faces are identified, as are the two side
faces drawn in dashed lines (for more details on the wedge presentation see section 5.1 of [2]);
also, unlike in figure 2, here and below we suppress the symbol ‘⊔’ indicating the disjoint sum
of the two components. In the second step of (5.30) Bℓ(cγ) and CorXBp are replaced by their
representations in terms of cobordisms, and also (5.19) and lemma 5.6 are used. The morphisms
p′α and p
′′
α are again those appearing in the expansion of pS= eS ◦ rS as pS=
∑
α p
′
α⊗ p
′′
α.
Let (Ui×Uj, e
ν
ij , r
ν
ij) for ν =1, 2, ... , hij be realisations of the simple subobjects ofHcl as retracts,
so that rµij ◦ e
ν
ij = δµ,ν idUi×Uj and idHcl =
∑
i,j,ν e
ν
ij ◦ r
ν
ij . Defining e˜
ν
ij := eS ◦ e
ν
ij and r˜
ν
ij := r
ν
ij ◦ rS
and expanding e˜νij =
∑
α e˜
ν
ij,α
′ ⊗ e˜νij,α
′′ and r˜νij =
∑
β r˜
ν
ij,β
′ ⊗ r˜νij,β
′′ allows us to write
pS = eS ◦ rS =
∑
i,j,ν,α,β
(
e˜νij,α
′ ◦ r˜νij,β
′
)
⊗
C
(
e˜νij,α
′′ ◦ r˜νij,β
′′
)
. (5.31)
Substituting into (5.30) we get
∑
α
=
∑
i,j,ν,α,β
Bl
Bl
Br
Br
p′α
p′′α
Bl
Bl
Ui
Br
Br
Uj
r˜νij,β
′
e˜νij,α
′
e˜νij,α
′′
r˜νij,β
′′
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=
∑
i,j,ν,α,β
=
∑
i,j
hij
Ui
Ui
Bl
Uj
Uj
Brr˜νij,β
′
e˜νij,α
′
e˜νij,α
′′
r˜νij,β
′′ Ui
Uj
(5.32)
where it is again understood that tftC is applied to each cobordism, and in the second step
the morphisms e′ and e′′ are moved along the vertical direction through the identification
region so as to appear below r′ and r′′, respectively. The third step amounts to the identity
r˜νij ◦ e˜
ν
ij = r
ν
ij ◦ rS ◦ eS ◦ e
ν
ij = idUi×Uj , summed over ν =1, ... , hij.
Carrying out the same calculation for the cutting β in (5.30) leads to the cobordism
CorY =
∑
i,j
hij Ui
Uj (5.33)
for CorY. Composing the expression for CorY obtained in (5.32) with the linear form
∈ tftC(T
2 ⊔−T 2)
∗
Uk
Ul
(5.34)
results in two copies of S2×S1, with invariant
∑
i,j δk,ihijδj,l=hk,l. On the other hand,
performing the same manipulation on the expression in (5.33) yields two copies of S3 with
embedded Hopf links (one with labels k, i and one with labels j, l¯), resulting in the invari-
ant Dim(C)−1
∑
i,j skihijsjl¯=Dim(C)
−1(s h s)kl¯. For more details on the invariants resulting
from glueing tori see appendix A.3 of [13]; the factor Dim(C)−1 appears as a consequence of
tftC(S
3) =Dim(C)−1/2. Comparing the two results we get hjl=Dim(C)
−1(shs)jl¯. Using further
that
∑
b∈I sa,bsb,c=Dim(C) δa,c¯ then yields h s= s h and hence proves the claim. X
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Now recall that by A we denote the normalised algebra of open states for S and that A is
special and absolutely simple. Further, as objects in C⊠C we have Z(A)∼=
⊕
i,j(Ui×Uj)
⊕zij
for some zij ≡ z(A)ij ∈Z≥0. By combining equation (3.5) and appendix A of [40] with theorem
5.1 of [1] and remark 2.8 (i) of [31] it follows that [s, z(A)] = 0 and that z(A)00=1. Comparison
with the previous analyses then leads to
Lemma 5.9 :
The morphism ϕAcl defined in (5.14) is an epimorphism.
Proof:
Since by lemma 5.7 there is a monomorphism from Hcl to Z(A), the integers hij defined in
lemma 5.8 satisfy hij ≤ zij for all i, j ∈I. By proposition 4.22 and uniqueness of the closed
state vacuum (property (i) in theorem 4.26), A is absolutely simple and hence z00=1. The
matrix D := z−h thus obeys D00=0, Dkl≥ 0 for all k, l∈I, and [s,D] = 0. It follows that
0 = D00 = (Dim C)
−1
∑
k,l∈I
s0kDkl sl0 =
∑
k,l∈I
dim(Uk) dim(Ul)Dkl . (5.35)
Since Dkl≤ zkl, the sum is only over those pairs k, l for which Uk ×U l is a subobject of Z(A).
Combining (5.35) with the positivity assumption in condition (iv) of theorem 4.26, it follows
that each coefficient Dkl in the sum on the right hand side vanishes, i.e. that D≡ 0. Thus
hij = zij for all i, j ∈I, and hence the monomorphism ϕ
A
cl is also an epimorphism. X
5.4 Equivalence of solutions
As data in theorem 4.26 we are given a solution S=(C, Hop, Hcl, Bl, Br, eS, rS, Cor) to the sewing
constraints. Using the normalised algebra A of open states of S we obtain another solution
S(C, A) ≡ (C, A, Z(A), A⊗K,K, eZ, rZ , Cor
A) via theorem 4.14.
We will show that these two solutions are actually equivalent in the sense of definition
3.17. More specifically, an equivalence between S and S(C, A) is provided by the isomorphism
ϕAcl ∈HomC⊠C(Hcl, Z(A)) studied in sections 5.1 – 5.3 together with
ϕAop := idA ∈ Hom(Hop, A) , (5.36)
with the number γ appearing in definition 3.17 given as in (4.79). Let us abbreviate ℵ≡ℵ(idA, ϕ
A
cl),
as well as Bℓ≡Bℓ(C, Hop, Hcl, Bl, Br, e, r) and Bℓ
A≡Bℓ(C, A, Z(A), A⊗K,K, eZ , rZ), and sim-
ilarly for P vac
S,X and E
vac
S,X versus P
vac,A
S,X and E
vac,A
S,X . For having an equivalence, by lemma 3.16 it
suffices to establish that
CorX = γ
2χ(X) ℵX ◦ Cor
A
X (5.37)
for the selection of fundamental world sheets given in figure 2. Below we describe how to obtain
(5.37) for each of these world sheets.
Xη and Xε:
According to (4.79) the unit morphisms η of A and ηS of Hop are related by ηS= γη. Using also
that χ(Xη) =
1
2
and ℵXη = idBℓ(Xη), we thus immediately have
CorXη = tftC
(
F(Xη; γη)
)
= γ tftC
(
F(Xη; η)
)
= γ2χ(Xη)CorAXη . (5.38)
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The calculation for Xε follows analogously from εS= γε.
Xm and X∆:
We have mS= γ
−1m, χ(Xm) =−
1
2
and ℵXm = idBℓ(Xm), so that
CorXm = tftC
(
F(Xm; γ
−1m)
)
= γ−1 tftC
(
F(Xm;m)
)
= γ2χ(Xm)CorAXm . (5.39)
For X∆ the calculation is analogous.
XBb:
We have χ(XBb) =−1; the natural transformation (3.42) is given by ℵXBb = γ
2
∑
i,α tftC(NBb,iα)
with the cobordisms
NBb,iα =
φ′′iα
φ′iα
A A
Br
K
A⊗K
Bl
(5.40)
where γ2
∑
i,α φ
′
iα⊗ φ
′′
iα=φ
A
cl= eZ ◦ϕ
A
cl ◦ rS as in lemma 5.5. With this information one verifies
that
ℵXBb ◦ Cor
A
XBb
= γ2
∑
i,α
tftC(NBb,iα) ◦ tftC(F(XBb; ΦA)) = γ
2 tftC(F(XBb; u)) , (5.41)
where the morphism u∈Hom(A⊗Bl, A⊗Br) is given by
u =
∑
i,α
=
∑
i,α
= = ΦS .
ΦA
φ′′iα
φ′iα
ΦS
riα
ei
ri
eiα
ΦS
A Bl A Bl A Bl
A Br A Br A Br
A⊗K
K
Br
Ui
K
Ui
A
A
A
(5.42)
Here in the second step the expressions for φ′iα and φ
′′
iα as given in lemma 5.5 is substituted,
as well as the expression (4.50) for ΦA. In the third step the various embedding and restriction
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morphisms are canceled. The Frobenius and unit properties of A is used to replace the encircled
coproduct by (m⊗ idA) ◦ (idA⊗ (∆ ◦ η)); the resulting multiplication is moved upwards past the
top multiplication morphism. In the final step the A-loop is omitted using (5.3), and then the
encircled multiplication morphism is moved past ΦS using that, according to lemma 5.3 (i), ΦS
is an intertwiner of bimodules. Thus altogether we obtain
γ−2 ℵXBb ◦ Cor
A
XBb
= tftC(F(XBb; ΦS)) = CorXBb , (5.43)
in accordance with (5.37).
XBp:
(This is not among the fundamental world sheets listed in figure 2, but below we will need
the equivalence of correlators on XBp.) Combining lemma 5.6 and equation (5.19) we see that
CorXBp =
∑
α tftC(F (XBp; p
′
α, p
′′
α)), where eS ◦ rS= pS=
∑
α p
′
α⊗ p
′′
α. By writing out the explicit
form of the cobordisms, one checks that
ℵXBp ◦ Cor
A
XBp
=
∑
β
tftC(F (XBp; q
′
β, q
′′
β)) , (5.44)
where q=
∑
β q
′
β ⊗ q
′′
β is given by
q = eS ◦ (ϕ
A
cl)
−1 ◦ rZ ◦ eZ ◦ ϕ
A
cl ◦ rS = eS ◦ rS = pS . (5.45)
Thus CorXBp =ℵXBp ◦Cor
A
XBp
.
XB(ℓ):
Denote by XB(ℓ) the world sheet given by a sphere with ℓ in-going closed state boundaries. Let
Y be a disk with ℓ in-going closed state boundaries and consider the following two cuttings:
Y =
α
β
in in in (5.46)
Y|α is isomorphic to Xη ⊔XBb ⊔ · · · ⊔XBb ⊔Xε. By the previous results and lemma 3.16 we
can thus conclude that
CorY = γ
2−2ℓ ℵY ◦ Cor
A
Y . (5.47)
Now apply P vac
Sβ ,Y|β
to both sides of this equality. Using proposition 4.5 one finds
P vac
Sβ ,Y|β
◦ CorY = Λ
−1
S
Evac
Sβ ,Y|β
◦ CorflSβ (Y|β) = Λ
−1
S
Evac
Sβ ,Y|β
◦Bℓ(q) ◦ CorD⊔XB(ℓ) (5.48)
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for the left hand side, where q= (∅, f): D⊔XB(ℓ)→ flSβ(Y|β) is an isomorphism of world sheets,
while for the right hand side we get
γ2−2ℓP vac
Sβ ,Y|β
◦ ℵY ◦ Cor
A
Y = γ
2−2ℓ ℵY ◦ P
vac,A
Sβ ,Y|β
◦ CorAY
= γ2−2ℓΛ−1A ℵY ◦ E
vac,A
Sβ ,Y|β
◦ CorAflSβ (Y|β)
= γ2−2ℓ dim(A)−1Evac
Sβ ,Y|β
◦ ℵflSβ (Y|β) ◦Bℓ
A(q) ◦ CorAD⊔XB(ℓ)
= γ2−2ℓ dim(A)−1Evac
Sβ ,Y|β
◦Bℓ(q) ◦ ℵD⊔XB(ℓ) ◦ Cor
A
D⊔XB(ℓ)
.
(5.49)
These equalities are obtained by using (4.12), (4.21) and the fact that, as follows from evaluating
(4.26) for the solution S(C, A)), ΛA= dim(A). Using further that, according to lemma 4.4,
Evac
Sβ ,Y|β
is injective, and that since q=(0, f) is an isomorphism, so is Bℓ(q), we can conclude
that
Λ−1
S
CorD⊔XB(ℓ) = γ
2−2ℓ dim(A)−1 ℵD⊔XB(ℓ) ◦ Cor
A
D⊔XB(ℓ)
. (5.50)
Now CorD= γ
2CorAD= γ
2 dim(A) tftC(B
3) so that, using also that Cor and CorA are monoidal,
Λ−1
S
γ2 dim(A) tftC(B
3)⊗CorXB(ℓ) = γ
2−2ℓ tftC(B
3)⊗
(
ℵXB(ℓ)◦Cor
A
XB(ℓ)
)
. (5.51)
Since tftC(B
3) 6=0 and χ(XB(ℓ)) = 2−ℓ, we can finally write
CorXB(ℓ) =
ΛS
γ4 dim(A)
γ2χ(XB(ℓ)) ℵXB(ℓ) ◦ Cor
A
XB(ℓ)
. (5.52)
In order to establish (5.37) it remains to be shown that
ΛS = γ
4 dim(A) . (5.53)
This will be done below; for the moment we keep µ :=ΛS/(γ
4 dim(A)) as a parameter.
Xoo:
To make the calculation below more transparent, we introduce the notations Xio=Xoi=XBp
and Xii=XB(2), by which the symbols ‘i’ and ‘o’ indicate the in-going and out-going closed
state boundaries on the sphere. Consider the world sheet Xoo ⊔Xii ⊔Xoo. There are morphisms
l1 : Xoo ⊔Xii → Xoi , l2 : Xoi ⊔ Xoo → Xoo ,
r1 : Xii ⊔Xoo → Xio , r2 : Xoo ⊔ Xio → Xoo
(5.54)
such that on Xoo ⊔Xii ⊔Xoo one has
l2 ◦ (l1 ⊔ idXoo) = r2 ◦ (idXoo ⊔ r1) . (5.55)
We can then write
CorXoo = Bℓ(l2) ◦
(
CorXoi ⊗CorXoo
)
. (5.56)
For Xoi we have already established (5.37), so that
CorXoi = ℵXoi ◦ Cor
A
Xoi
= ℵXoi ◦Bℓ
A(l1) ◦
(
CorAXoo ⊗Cor
A
Xii
)
= Bℓ(l1) ◦ ℵXoo⊔Xii ◦
(
CorAXoo ⊗Cor
A
Xii
)
= Bℓ(l1) ◦
(
(ℵXoo ◦Cor
A
Xoo
)⊗ (ℵXii ◦Cor
A
Xii
)
)
= Bℓ(l1) ◦
(
(ℵXoo ◦Cor
A
Xoo)⊗ (µ
−1CorXii)
)
.
(5.57)
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Substituting this result into the right hand side of (5.56) gives
CorXoo = µ
−1Bℓ(l2) ◦
(
Bℓ(l1)⊗ idBℓ(Xoo)
)
◦
(
(ℵXoo ◦Cor
A
Xoo)⊗CorXii ⊗CorXoo
)
. (5.58)
At this point we can use the defining condition (5.55) for the morphisms l1,2 and r1,2 to obtain
Bℓ(l2) ◦
(
Bℓ(l1)⊗ idBℓ(Xoo)
)
= Bℓ
(
l2 ◦ (l1 ⊔ idXoo)
)
= Bℓ
(
r2 ◦ (idXoo ⊔ r1)
)
= Bℓ(r2) ◦
(
idBℓ(Xoo)⊗Bℓ(r1)
)
.
(5.59)
Substituting into (5.58) yields
CorXoo = µ
−1Bℓ(r2) ◦
(
idBℓ(Xoo)⊗Bℓ(r1)
)
◦
(
(ℵXoo◦Cor
A
Xoo)⊗CorXii ⊗CorXoo
)
= µ−1Bℓ(r2) ◦
(
(ℵXoo◦Cor
A
Xoo
)⊗ (Bℓ(r1) ◦ CorXii⊔Xoo)
)
= µ−1Bℓ(r2) ◦
(
(ℵXoo◦Cor
A
Xoo)⊗CorXio
)
= µ−1Bℓ(r2) ◦
(
(ℵXoo◦Cor
A
Xoo)⊗ (ℵXio◦Cor
A
Xio
)
)
= µ−1Bℓ(r2) ◦ ℵXoo⊔Xio ◦ Cor
A
Xoo⊔Xio
= µ−1 ℵXoo ◦Bℓ
A(r2) ◦ Cor
A
Xoo⊔Xio
,
(5.60)
so that altogether
CorXoo = µ
−1 ℵXoo ◦ Cor
A
Xoo . (5.61)
Consider now a world sheet Y which is a disk with one in-going closed state boundary,
Y = α
in (5.62)
The cutting α shows that there is a morphism ̟: Xη ⊔XBb⊔Xε→Y, and hence by lemma 3.16
we see that CorY=ℵY ◦Cor
A
Y. Next consider a world sheet X in the form of an annulus with
cuttings α and β as follows:
X =
α
β
(5.63)
The cutting α shows that there is a morphism ̟:Xp→X, so that again by lemma 3.16 we know
that
CorX = ℵX ◦ Cor
A
X . (5.64)
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Resulting from the cutting β there exists a morphism q: Y⊔Xoo ⊔Y→X. Applying this to
rewrite CorX and invoking (5.61) results in
CorX = Bℓ(q) ◦
(
CorY⊗CorXoo ⊗CorY
)
= µ−1Bℓ(q) ◦
(
ℵY⊗C ℵXoo ⊗C ℵY
)
◦
(
CorAY⊗Cor
A
Xoo ⊗Cor
A
Y
)
= µ−1 ℵX ◦Bℓ(q) ◦ Cor
A
Y⊔Xoo⊔Y = µ
−1 ℵX ◦ Cor
A
X .
(5.65)
Comparing to (5.64) and using that CorAX 6=0 (as is seen by explicit calculation according to
the construction in section 4.3), we conclude that indeed µ=1, as required.
The list of world sheets for which we have by now established (5.37) includes
Xη , Xε , Xm , X∆ , XBb , XB(1) , XB(3) , Xoo . (5.66)
Every world sheet can be obtained as a sewing of world sheets in this list, and hence by lemma
3.16, equation (5.37) holds in fact for all world sheets. This completes the proof of theorem
4.26.
6 CFT on world sheets with metric
Having completed the proof of the uniqueness theorem 4.26, we now return to the issue of
passing from the results for correlators on topological world sheets to conformal field theory on
conformal world sheets, where one deals with actual correlation functions of the locations of
field insertions and of the moduli of the world sheet.
6.1 Conformal world sheets and conformal blocks
The basic picture is that the construction of a rational CFT, or more specifically, of a consistent
set of correlation functions, proceeds in two steps. The first is complex-analytic and consists
of evaluating the restrictions imposed by the chiral symmetries of the theory, which include
in particular the Virasoro algebra. The second step then consists of imposing the non-chiral
consistency requirements. This step, to which we refer as solving the sewing constraints , has
been the subject of sections 3 – 5. As we have seen, it can be discussed in a purely algebraic
and combinatoric framework, without reference to the complex-analytic considerations, and in
particular we need to consider the CFT only on topological world sheets.
The correlators are elements of suitable vector spaces of conformal blocks. In the com-
binatoric setting, a space of conformal blocks is just an abstract finite-dimensional complex
vector space. In contrast, for CFT on conformal world sheets each space of conformal blocks
is given more concretely as the fiber of a vector bundle, equipped with a projectively flat con-
nection, over a moduli space of decorated complex curves (the complex doubles of the world
sheets). This bundle, in turn, is determined through the chiral symmetry algebra V and the
V-representations that are carried by the field insertions. The chiral symmetries can be for-
malised in the structure of a conformal vertex algebra V. Then the space of conformal blocks
for a correlator with field insertions carrying V-representations λ1, λ2, ... , λm can be described
as a certain V-invariant subspace in the space of multilinear maps from λ1×λ2× · · · ×λm to
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C. (To describe how these vector spaces fit together to form the total space of a vector bundle
of the relevant moduli space one must study sheaves of conformal vertex algebras [5].)
For a rational CFT, the representation category Rep(V) is ribbon [45] and even modular
[46]. Motivated by the path-integral formulation in the case of Chern-Simons theories [47, 48]
one identifies the spaces of states that the 3-d TFT associated to the modular tensor category
Rep(V) assigns to surfaces with fibers of the bundles of conformal blocks. The 3-d TFT should
then encode the behaviour of conformal blocks under sewing as well as the action of the mapping
class group. (This is known to be true for genus zero and genus one if V obeys the conditions
of theorem 2.1 in [46], but for higher genus it still remains open.) Note that in the second step,
i.e. for solving the sewing constraints, the only input needed is the category Rep(V) as a ribbon
category.
Our aim is now to analyse CFT on conformal world sheets with the help of categories,
functors between them and natural transformations that are analogous to those that appeared
in the combinatorial setting above. To begin with, it does not suffice to endow the topological
world sheet with a conformal structure, but we must also specify a metric in the conformal
equivalence class. Thus an (oriented open/closed) world sheet with metric, or world sheet ,
for short, is a surface of the type shown in figure 1 (p. 8), except that the specification of an
orientation must be supplemented by the specification of a metric. We denote world sheets with
metric by Xc, where X is the underlying topological world sheet. When discussing CFT on world
sheets with metric we can draw from descriptions used in string theory (see e.g. [49, 18, 7]), from
the study of sewing constraints [50, 51, 20] and from aspects of the axiomatics of [34, 52]. (For
recent treatments of open/closed CFT from similar points of view see e.g. [53, 54, 55].) What
we are interested in here could more precisely be referred to as compact oriented open/closed
CFT; the qualifier ‘compact’ refers to a discreteness condition on the relevant spaces of states.
6.2 Consistency conditions for correlation functions
We regard world sheets Xc as the objects of a category WShc and, analogously as in the case
of the category WSh, as morphisms of WShc we allow for both isomorphisms of world sheets
and for sewings, and for combinations of the two. An isomorphism between world sheets Xc
and Yc is an orientation preserving isometry f from Xc to Yc that is compatible with the
parametrisation of the state boundaries. A sewing S is analogous to a sewing inWSh, but only
such sewings are allowed which lead to a smooth metric on the sewed world sheet. One can
also define a tensor product on WShc by taking disjoint unions; the tensor unit is the empty
set.
The defining data of a (compact, oriented) open/closed CFT are the boundary and bulk state
spaces , i.e. spaces of ‘open’ and ‘closed’ states, and a collection Corc of correlation functions –
analogues of the corresponding combinatorial data that enter the definition of the block functor
Bℓ. The state spaces are complex vector spaces which come with a hermitian inner product and
are discretely R-graded by the eigenvalues of the dilation operator; we denote them by Hop and
Hcl, respectively, and their graded duals by H
∨
op and H
∨
cl . Given a world sheet X
c ∈Obj(WShc),
we denote by F (Xc) the vector space of multilinear functions
f : H |o-in|op × (H
∨
op)
|o-out|×H
|c-in|
cl × (H
∨
cl)
|c-out| −→ C (6.1)
subject to a suitable boundedness condition; note that F (Xc) does not depend on the metric.
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A collection of correlation functions assigns to every Xc ∈Obj(WShc) a multilinear function
CorcXc ∈F (X
c), called the correlation function on the world sheet Xc. (The boundedness con-
dition on F (Xc) is imposed to ensure that CorcXc is a bounded multilinear function on the
relevant product of state spaces.) Given a sewing S of Xc, we introduce the operation of partial
evaluation F (S) on F (Xc); it consists of evaluating, for each pair in S, the corresponding pair
Hop and H
∨
op, respectively Hcl and H
∨
cl , for the in- and out-going state boundaries of that pair
in S.
To define an open/closed CFT, we now demand that the collection Corc of correlation
functions possesses the following properties:
C1 – Sewing : Corc
S(Xc)=F (S)
(
CorcXc
)
for every sewing S of a world sheet Xc.
C2 – Isomorphism: If two world sheets Xc and Yc are isomorphic, then CorcXc =Cor
c
Yc.
C3 – Disjoint union: CorcXc⊔Yc =Cor
c
Xc ·Cor
c
Yc.
C4 – Weyl transformations : If Xc and Xc′ have the same underlying topological world sheet X
and their metrics g and g′ are conformally related, i.e. obey g′p=e
σ(p)gp with some smooth
function σ : X→R, then CorcXc =e
cS[σ]CorcXc′, where c is the conformal central charge and
S[σ] is the Liouville action (see [56, 57] for details).
We will now argue that the conditions C1 –C3 amount to requiring Corc to be a monoidal
natural transformation between suitable functors, analogously as imposing Cor to be a monoidal
natural transformation yields a solution to the sewing constraints for correlators on topological
world sheets. We denote byMlin(Hop, Hcl) the category whose objects are spaces of multilinear
maps Hmop× (H
∨
op)
n×Hrcl× (H
∨
cl)
s−→C for m,n, r, s∈Z≥0 and whose morphisms are suitable
linear maps between these spaces, which include in particular the partial evaluations. 11 Via the
product of multilinear functions (i.e., setting (f ·g)(x, y) :=f(x)g(y)), one turnsMlin(Hop, Hcl)
into a symmetric strict monoidal category. The tensor unit is given by the multilinear maps
from zero copies of the spaces Hop, ... , H
∨
cl to C, which we identify with the space M0 of linear
maps from C to C.
The assignment F defined through formula (6.1) for world sheets and through partial eval-
uation for sewings becomes a strict monoidal functor from WShc to Mlin(Hop, Hcl) by com-
plementing it to act as
Xc 7→F (Xc), S 7→F (S) and f 7→F (f) := idF (Xc) (6.2)
for world sheets, sewings, and isomorphisms f : Xc→Yc of world sheets, respectively. Note
that if there exists an isomorphism f : Xc→Yc, then F (Xc) =F (Yc). 12 We also need a ‘trivial’
monoidal functor
Onec : WShc →Mlin(Hop, Hcl) (6.3)
11 For characterising the allowed maps one must also address some convergence issues. We refrain from going
into any details in the present discussion.
12 In order for F to be monoidal, for non-connected world sheets we must define F (Xc) to be the tensor
product (in the category Mlin(Hop, Hcl)) F (X
c
1)⊗ · · · ⊗F (X
c
m), with Xi the connected components of X. In
contrast, were we to take e.g. F (Xc1⊔X
c
2) to consist of all multilinear maps as well, then F (X
c
1)⊗F (X
c
2) would
typically only be a subspace of F (Xc1⊔X
c
2), e.g. not every bilinear function from Hop×Hop to C can be written
as a finite sum of products f · g of linear functions f and g from Hop to C.
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analogous to (3.22); we set Onec(X) := id
C
∈M0 and One
c(S) := idM0 as well as One
c(f) := idM0 .
The conditions C1 –C3 are equivalent to the statement that Corc is a monoidal natural
transformation from Onec to F . Indeed, by definition, a natural transformation furnishes a
family {CorcXc} of linear maps
CorcXc : One
c(Xc)→ F (Xc) (6.4)
for Xc ∈Obj(WShc), in a way consistent with composition. Thus for any sewing S: Xc→ S(Xc)
and any isomorphism f : Xc→Yc the diagrams
Onec(Xc)
Corc
Xc

Onec(S)
// Onec(S(Xc))
Corc
S(Xc)

F (Xc)
F (S)
// F (S(Xc))
and
Onec(Xc)
Corc
Xc

Onec(f)
// Onec(Yc)
Corc
Yc

F (Xc)
F (f)
// F (Yc)
(6.5)
commute. The first diagram precisely amounts to condition C1, and the second to C2. Finally,
that Corc is monoidal is, by definition of the tensor product in the category Mlin(Hop, Hcl),
nothing but the statement of C3. Thus it is indeed justified to interpret the linear maps (6.4)
as the correlation functions.
As outlined in section 6.1, to find solutions to C1 –C4 it is useful to first specify a min-
imal symmetry one desires the final theory to possess, and then analyse how that symmetry
constrains the possible solutions to C1 –C4. This approach effectively amounts to selecting a
subspace Bℓc(Xc)⊂F (Xc) for each Xc ∈Obj(WShc). Afterwards one tries to find a consistent
set CorcXc of correlation functions in the restricted spaces Bℓ
c(Xc). For suitable choices of sym-
metry the spaces Bℓc(Xc) are finite-dimensional, so that passing from F to Bℓc is a significant
simplification.
To proceed, one would now like to employ the natural transformation Cor from One to Bℓ
discussed in sections 3 – 5 to obtain also a natural transformation Corc from Onec to Bℓc which,
as just seen, is the same as giving a solution to C1 –C3. Condition C4 is then taken care of
automatically by the fact that an element in Bℓ(Xc) corresponds to an appropriate section in
the bundle over the moduli space of world sheets in WShc of the same topological type as Xc,
whose fibers are given by Bℓc( · ). How this will work out exactly is, however, still unclear, and
thus it seems fair to say that a precise and detailed understanding of the relation between the
complex-analytic and the combinatorial part of the construction of RCFT correlation functions
is still lacking.
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