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T´ıtulo del estudio:
Modelacio´n de un problema de
localizacio´n e inventario para una
cadena de suministro
Nu´mero de pa´ginas: 99.
Objetivos y me´todo de estudio: En el presente trabajo, el problema de
estudio consiste en disen˜ar una red de cadena de suministro con un u´nico producto
con demanda estoca´stica, de dos niveles, con plantas, centros de distribucio´n
y minoristas. Involucra los costos por la apertura de instalaciones, costo por
transportacio´n de producto, as´ı como el costo de mantener inventario en los centros
de distribucio´n abiertos.
Optimizar el sistema de inventarios significa que las compan˜´ıas deben decidir
los lugares adecuados para mantener sus productos, por ello es crucial involucrarlos
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en los problemas de localizacio´n de instalaciones de almacenamiento, como centros
de distribucio´n en nuestro caso.
Para encontrar la mejor configuracio´n de red que permita incurrir en el
menor costo, se formaliza matema´ticamente el problema, obtenie´ndose un modelo de
programacio´n no lineal entera mixta, MINLP (por sus siglas en ingle´s Mixed Integer
Non Linear Programming). Este tipo de modelos, por la no linealidad generalmente
son no convexos, dificultando la obtencio´n de o´ptimos globales. Pero la complejidad
no so´lo recae en la no linealidad de las funciones involucradas, sino tambie´n en la
presencia simulta´nea de variables discretas y continuas.
Debido a la mala calidad de las soluciones obtenidas con el modelo nos
enfocamos a la bu´squeda de una mejor formulacio´n del problema. Se desarrollan
dos modelos matema´ticos adicionales, ambos modelos de programacio´n lineal entera
binaria. Para disminuir la complejidad de los nuevos modelos propuestos, se realiza
un preprocesamiento que permite la reduccio´n del nu´mero de variables.
Se evalu´an los modelos obtenidos con el fin de definir el mejor de ellos, segu´n
su comportamiento computacional y su alcance de optimalidad. Las soluciones de
cada caso de estudio fueron obtenidas por el me´todo exacto mediante su ingreso a
GAMS, software de modelacio´n matema´tica. Uno vez hecho esto, se lleva a cabo
tres conjuntos de experimentos. Los objetivos de la experimentacio´n son: evaluar la
obtencio´n de la mejor configuracio´n de red, analizar la sensibilidad de las soluciones
respecto a los para´mentros propios de la cadena de suministro, conocer algunas
estad´ısticas del modelo seleccionado y evidenciar la influencia de considerar mu´ltiples
plantas en el problema de localizacio´n e inventario.
Contribuciones: La literatura existente relacionada a la cadena de suministro
muestra un avance cada vez mayor respecto a la integracio´n de elementos de la
misma, sin embargo no encontramos alguna publicacio´n que contara con todos los
elementos que aqu´ı se proponen. Es as´ı que una de las aportaciones del presente
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trabajo consiste en la incorporacio´n de elementos que en conjunto no se han tratado
en la literatura de cadena de suministro.
Se puede indicar como principal diferencia a los trabajos previos, la
consideracio´n de mu´ltiples plantas, agregando a ello restricciones de u´nico
abastecimiento. Esto vuelve al problema desafiante respecto a su resolucio´n.
La principal contribucio´n del trabajo consiste entonces, en proponer un modelo
novedoso, a un problema complejo, permitiendo la solucio´n exacta de casos de prueba
en un tiempo de co´mputo razonable.
Firma del asesor:
Dra. Ada Margarita A´lvarez Socarra´s
Cap´ıtulo 1
Introduccio´n
En este primer cap´ıtulo se describe el trabajo de tesis, haciendo mencio´n de
una breve descripcio´n del problema, objetivo, justificacio´n, as´ı como la hipo´tesis del
mismo.
1.1 Descripcio´n del problema
El manejo de la cadena de suministro, SCM (por sus siglas en ingle´s
Supply Chain Management), es el proceso de planear, implementar y controlar
las operaciones de la cadena de suministro de manera eficiente. Parte del proceso
de planeacio´n en SCM consiste en encontrar la mejor configuracio´n posible de la
cadena de suministro. En adicio´n a fijar las instalaciones, a´reas como abastecimiento,
produccio´n, inventario, distribucio´n y ruteo deben de ser consideradas.
Histo´ricamente, los investigadores se han enfocado hasta hace relativamente
poco en el disen˜o de sistemas de distribucio´n, pero sin considerar la cadena de
suministro como un todo. Aunque tambie´n es cierto, que se ha manifestado un
creciente intere´s por involucrar cada vez ma´s elementos a la toma de decisiones,
integrando decisiones estrate´gicas, ta´cticas y operacionales en la planeacio´n de
cadena de suministro (ver [33, 2] y sus referencias).
El problema que se propone consiste en disen˜ar una red de cadena de
suministro. Es una extensio´n del problema cla´sico de localizacio´n de instalaciones
1
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capacitado de dos niveles, con plantas, centros de distribucio´n y minoristas, tal como
se muestra en la figura 1.1.
Plantas
Centros de
?????????????
Minoristas
Figura 1.1: Ejemplo de una red de cadena de suministro de dos niveles
Se determinara´ el nu´mero adecuado de centros de distribucio´n a abrir, al igual
que su ubicacio´n, teniendo previamente sitios potenciales. Tambie´n se decidira´ la
asignacio´n de los minoristas a los centros de distribucio´n seleccionados y de estos a
las plantas.
Para que la configuracio´n de la red sea o´ptima se respetara´n las restricciones
de capacidad de plantas, asignacio´n u´nica y el nivel de servicio establecido para
la satisfaccio´n de la demanda, minimizando los costos ponderados por apertura de
instalaciones, transportacio´n e inventario.
En este estudio se considerara´n los siguientes supuestos:
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La ubicacio´n de las plantas y los minoristas es conocida, as´ı como la capacidad
de produccio´n de las primeras. La asignacio´n se realizara´ de tal manera que cada
centro de distribucio´n abierto sea atendido por una sola planta, mientras que cada
cliente debe ser abastecido por un solo centro de distribucio´n abierto.
Para el env´ıo de productos, so´lo se considera un medio de transporte,
conocie´ndose los costos que genera en ambos niveles de la red. Se involucrara´n
economı´as a escala en los env´ıos de plantas a futuros centros de distribucio´n,
modeladas por un costo fijo y un costo variable.
La cadena de suministros es sobre un u´nico producto de naturaleza estoca´stica.
La demanda no abastecida se tomara´ como pe´rdida sin penalizacio´n, aunque
sera´ controlada con el cumplimiento de un nivel de servicio establecido, el cual
sera´ medido como la probabilidad de no incurrir en inventario agotado durante el
tiempo de entrega de una orden de productos a los centros de distribucio´n abiertos.
La valoracio´n de los inventarios de trabajo y de seguridad so´lo se presentara´ en
los centros de distribucio´n. El costo unitario de mantener inventarios sera´ el mismo
para todos los centros.
1.2 Objetivo
El objetivo de esta tesis consiste en el estudio de un problema comu´n en
la industria, involucrando aspectos que en conjunto no han sido tratados en la
literatura. Estos aspectos son importantes para el desarrollo de una red de suministro
integral que conlleve al mejor desempen˜o, ofreciendo una ventaja competitiva a la
cadena de suministro. Se pueden distinguir los siguientes objetivos particulares:
Estudio de la aplicacio´n de investigacio´n de operaciones a la toma de decisiones
en una cadena de suministro.
Bu´squeda de la mejor formulacio´n matema´tica del problema propuesto.
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Validacio´n del modelo obtenido.
Solucio´n de casos de prueba.
1.3 Justificacio´n del estudio
Dentro de un mundo cada vez ma´s competitivo y demandante, las empresas
deben procurar el uso de sus recursos de manera ma´s eficiente. Para ello, la
administracio´n de la cadena de suministro debe considerar la sinergia entre los
elementos productivos y la comunicacio´n constante entre sus actores, sin olvidar que
su objetivo principal es alcanzar utilidades satisfaciendo a su vez, las necesidades de
sus clientes. Dicho objetivo puede verse simplificado en otros ma´s pequen˜os como por
ejemplo de minimizar costo, maximizar ventas, maximizar tasa de retorno o nivel
de servicio, etc. Estos objetivos esta´n relacionados a cuatros tipos de decisiones
principales: localizacio´n, produccio´n, inventario y transportacio´n [19].
La toma de decisiones en la adminsitracio´n de la cadena de suministro esta´n
asociadas generalmente, a un determinado nivel de la cadena, por lo que suelen
tomarse de manera aislada, sin considerar su influencia en los dema´s elementos
del sistema. Miranda y Garrido [35] expresan que esta situacio´n tiende a propiciar
incompatibilidades entre las decisiones, por ejemplo, los problemas de localizacio´n
de instalaciones, considerados como estrate´gicos, imponen fuertes implicaciones en
relacio´n a los aspectos ta´cticos y operacionales relacionados directamente con la
localizacio´n o´ptima, tales como la log´ıstica y produccio´n. La integracio´n de todas
las decisiones nos llevar´ıa a mejores resultados, sin embargo, no es viable, dado a la
dificultad que implica su resolucio´n.
En el presente trabajo se estudiara´ el disen˜o de una red para cadena de
suministro, involucrando el problema de localizacio´n de instalaciones junto con el
problema de inventarios.
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La relevancia de las decisiones de localizacio´n radica en su implicacio´n en
fuertes inversiones monetarias y largos periodos de tiempo. Por otra parte, el control
de inventarios pertenece a decisiones operacionales, y por tanto su importancia no
es tan obvia. Sin embargo, se ha observado que s´ı influye de manera crucial en la
eficiencia de una unidad productiva, tanto as´ı que filosof´ıas como justo a tiempo
y manufactura esbelta tienen como principio la disminucio´n de inventarios. Puede
consultarse a mayor detalle el papel que juega el inventario dentro de una cadena de
suministro en [5].
El inventario representa capital inmovilizado y acarrea costos relacionados
con el equipo de transportacio´n, mantenimiento, equipo de unificacio´n, sistemas
de rastreo, costo por aprovisionamiento, entre muchos otros, pero cumplen con la
funcio´n de amortiguar las variaciones de la demanda teniendo como consecuencia la
imposibilidad de prescindir del mismo.
Para optimizar el sistema de inventarios, las compan˜´ıas deben decidir los
lugares adecuados para mantener el inventario, as´ı como la cantidad ma´s adecuada
de instalaciones y de producto a mantener. Por ello, el problema de localizacio´n de
instalaciones y el problema de inventario esta´n estrechamente relacionados y deben
ser estudiados de una manera conjunta.
Problemas similares han aparecido en la literatura, sin embargo, so´lo abarcan
un nivel de la cadena. El problema propuesto al ser de dos niveles y de asignacio´n
unitaria se complica sustancialmente, sin embargo vuelve ma´s realista al modelo.
Permite una representacio´n ma´s fiel del problema y origina soluciones ma´s adecuadas
al contexto de la cadena de suministro, considerando elementos importantes en la
decisio´n de apertura de instalaciones como tiempos y costos reales de entrega de
productos. Como se vera´ en el apartado de experimentacio´n, la configuracio´n de red
cambia al agregar esta consideracio´n.
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1.4 Hipo´tesis
En este trabajo de tesis se plantean las siguientes hipo´tesis:
El problema de localizacio´n de instalaciones e inventario considerando
mu´ltiples plantas puede ser resuelto a trave´s de te´cnicas de optimizacio´n, que
permitan encontrar la mejor configuracio´n de red al menor costo posible.
Es posible reducir parcialmente la complejidad al problema por medio de
reformulaciones, linealizaciones y preprocesamiento de la informacio´n del
problema.
Considerar mu´ltiples plantas al problema de localizacio´n e inventario influye
en las decisiones de apertura de centros de distribucio´n y como consecuencia
en la configurcio´n de red.
1.5 Estructura de la tesis
El trabajo esta´ organizado de la siguiente forma.
El cap´ıtulo dos consiste en la exposicio´n de conceptos generales involucrados
con cadena de suministro, el problema de localizacio´n de instalaciones y el
problema de inventarios. Se muestra la revisio´n bibliogra´fica relacionada a esos
rubros. Tambie´n se describe brevemente los algoritmos de solucio´n de modelos
de programacio´n no lineal entera mixta y de programacio´n lineal entera mixta,
ya que en este trabajo se presentan este tipo de modelos.
En el cap´ıtulo tres, se presenta nuestra modelacio´n matema´tica del problema,
haciendo e´nfasis en la estimacio´n de los costos totales originados por concepto
de distribucio´n de productos, apertura de centros de distribucio´n e inventarios,
para ello, primeramente se enunciara´ la notacio´n utilizada. Se continu´a
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con el desglose del modelo matema´tico obtenido, el cual es un modelo de
programacio´n no lineal entero mixto. Se finaliza exponiendo las dimensiones
del modelo.
En el cap´ıtulo cuarto se explica la metodolog´ıa de solucio´n abordada, la
cual consistio´ ba´sicamente en la linealizacio´n del modelo original y de una
reformulacio´n de este u´ltimo.
En el cap´ıtulo quinto es dedicado a la experimentacio´n. El primero conjunto
de experimentos fue disen˜ado para evaluar la capacidad computacional de
los modelos matema´ticos formulados, a trave´s de su ingreso a optimizadores
comerciales. Se elige como medida de desempen˜o el tiempo de solucio´n, la
optimalidad y el taman˜o de caso ma´s grande resuelto. Lo anterior permite
seleccionar el mejor modelo.
El objetivo del segundo conjunto de experimentos es verificar la obtencio´n de la
mejor configuracio´n de red. El ana´lisis de los resultados conduce a una pequen˜a
variacio´n en los modelos.
En el tercer conjunto de experimentos, se realiza el ana´lisis de sensibilidad de
los resultados, en espec´ıfico dentro de la configuracio´n de red obtenida respecto
a la ponderacio´n del inventario y la ponderacio´n del transporte. Tambie´n se
considera la sensibilidad respecto a la variacio´n en el nivel de servicio deseado.
El cuarto conjunto de experimentos nos permite conocer otras estad´ısticas
del modelo seleccionado, el modelo BLP. El objetivo consiste en remarcar
su ventaja respecto al tiempo de resolucio´n de los casos y la disminucio´n de
elementos manejados.
Finalmente, se muestra la influencia de la inclusio´n de mu´ltiples plantas sobre
la configuracio´n de la red, siendo e´sta una de las principales diferencias del
problema propuesto con los problemas expuestos en la literatura revisada.
En el cap´ıtulo seis se presentan las conclusiones obtenidas y el trabajo planeado
a futuro.
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El trabajo finaliza con los ape´ndices. El primero consiste en enunciar los
para´metros del caso de prueba evaluado dentro del cap´ıtulo de experimen-
tacio´n. El siguiente ape´ndice muestra los resultados por bloques de los casos
requeridos para el ana´lisis de sensibilidad.
Tambie´n se presenta como ape´ndice, una breve resen˜a de las herramientas
computaciones utilizadas para la optimizacio´n del problema propuesto. El
primer apartado de este ape´ndice es dedicado a GAMS (Sistema General
de Modelaje Algebraico), software de modelacio´n donde fueron ingresados
los casos de estudio. Se menciona, asimismo, cada uno de los optimizadores
seleccionados: AlphaECP (para el modelo no lineal) y CPLEX (para los
modelos lineales).
Cap´ıtulo 2
Antecedentes
2.1 Conceptos generales
El concepto de Cadena de suministro puede ser visto como un sistema
que involucra el movimiento de productos o servicios desde proveedores hasta
consumidores finales. Al hablar de administracio´n de cadena de suministro nos
referimos al conjunto de actividades orientadas a la integracio´n eficiente de los
actores productivos. La finalidad es que la mercanc´ıa sea producida y distribuida
en el lugar adecuado, momento adecuado y cantidad adecuada, logrando maximizar
utilidades mientras se satisfacen los requerimientos del servicio. Tales actividades
pueden englobarse en a´rea de compras, ventas, produccio´n, distribucio´n e inventarios.
La intervencio´n de la investigacio´n de operaciones en la administracio´n de
cadena de suministro no ha sido realizada de manera integrada. Se han realizado
simplificaciones importantes con el fin de disminuir la dificultad en la resolucio´n
de los problemas planteados, por consecuencia suele abordar de manera separada
cada una de las a´reas involucradas en la administracio´n de cadena de suministro.
Es as´ı que la literatura se ha enfocado principalmente en decisiones de localizacio´n,
produccio´n, inventario y transportacio´n de manera aislada [1].
A continuacio´n explicamos brevemente el problema de localizacio´n de
instalaciones y el problema de inventarios que son los relacionados directamente
a este trabajo de tesis.
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2.2 El problema de localizacio´n de
instalaciones
El problema de localizacio´n (FLP por sus siglas en ingle´s Facility Location
Problems) consiste en determinar los sitios adecuados para instalar recursos,
suponiendo costos lineales y un conjunto de demandas determin´ısticas para los
clientes considerados.
Los modelos de localizacio´n son aplicados a casos espec´ıficos, esto es, su
estructura (objetivos, restricciones y variables) depende de cada caso en estudio,
lo que conlleva a la inexistencia de un modelo gene´rico que sea apropiado para todas
las situaciones. Por ello modelos con distinto objetivo pueden provocar diferentes
soluciones para el mismo caso de estudio, razo´n por la que es necesario ser cautelosos
con el contexto del problema. Algunas consideraciones que generan diversidad en los
problemas de localizacio´n son:
Espacio de bu´squeda: en referencia a la posibilidad de ubicar la nueva
instalacio´n en cualquier punto en el plano o si existe lugares potenciales de
ubicacio´n. Para el primer caso hablamos de modelos continuos, para el segundo
de modelos discretos.
Capacidad: es decir, si las instalaciones involucradas dentro del problema tienen
o no, una cantidad ma´xima de almacenamiento.
Tipo de abastecimiento: puede ser de asignacio´n u´nica, lo que significa que
cada punto de demanda tiene que ser atendido completamente por una sola
instalacio´n, o bien, asignacio´n mu´ltiple si ma´s de una instalacio´n puede
satisfacer un mismo punto de demanda.
Niveles: se dice que un problema es de un nivel, cuando se tiene un conjunto de
clientes y un conjunto de ubicaciones potenciales para instalaciones del mismo
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tipo. Por otro lado, si se tiene un conjunto de clientes y dos conjuntos distintos
de instalaciones, por ejemplo plantas y almacenes, se dice que es de dos niveles.
Tambie´n se pueden contemplar aspectos como el horizonte de planeacio´n, el nu´mero
de productos, entre otros. Para un panorama general de los problemas de localizacio´n
de instalaciones dentro de la administracio´n de cadenas de suministro puede
consultarse el trabajo de Melo [33], para un resumen de las distintas metodolog´ıas
de solucio´n tanto exactas como aproximadas desarrolladas en las u´ltimas de´cadas
puede verse el art´ıculo de Wu et a´l. [59].
2.3 El problema de inventarios
El problema de inventarios consiste en determinar la cantidad y el momento
en el que se coloca un pedido de tal forma que sea posible satisfacer la demanda de
los clientes al menor costo posible.
Radford [44] menciona que el control de inventarios nace con el desarrollo del
modelo de lote econo´mico (EOQ por sus siglas en ingle´s Economic Order Quantity),
el cual es propuesto por Ford Harris [24] en el an˜o de 1913. Este modelo de inventarios
es esencialmente un balance entre el costo de pedido y el costo del inventario de
retencio´n. Es aplicable bajo los supuestos de:
demanda independiente, conocida y constante,
entrega inmediata,
monitoreo de inventario continuo,
costos invariantes en el tiempo.
Al ser poco probables en la vida real, tales supuestos han provocado cr´ıticas
al modelo. Una de las causas es la incertidumbre, la cual puede observarse en
muchos factores, como por ejemplo: el tiempo de entrega de las o´rdenes, el tiempo
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de produccio´n, los costos y la demanda. En nuestro caso de estudio, se supone la
u´ltima causa enunciada.
La demanda incierta es muy frecuente e inherente al a´mbito competitivo del
mercado actual. Para hacer frente a este tipo de demanda, las empresas deben
mantener un inventario de seguridad, definido a trave´s de un nivel de servicio que
les permita responder a las demandas tan pronto como sea posible a pesar de las
fluctuaciones. Una vista general del manejo de inventarios y su modelacio´n puede
encontrase en las publicaciones [25] y [48].
2.4 Revisio´n de la literatura relacionada
Con mayor frecuencia se han estado considerado interacciones entre las a´reas
de una cadena de suministro, as´ı como la toma de decisiones conjunta basada en
aspectos operacionales, ta´cticos y estrate´gicos. Dentro algunos autores que muestran
un panorama general de esta tendencia son Andersson et a´l. [2], Melo et a´l. [33] y
Miranda et a´l. [36].
Algunas publicaciones que involucran el problema de localizacio´n y el problema
de inventario, se encuentra [26] donde se incorpora el modelo EOQ y los costos de
o´rdenes en un problema de localizacio´n de instalaciones, suponiendo taman˜os de lotes
fijos y demanda determinista. Los trabajos [15, 11, 35] tambie´n presentan versiones
similares al modelo FLP con decisiones de inventario basadas en el modelo EOQ,
pero suponiendo demandas estoca´sticas.
Todos los art´ıculos anteriores presentan modelos discretos, es en [14] donde se
desarrolla un modelo de localizacio´n e inventario con ubicacio´n de los clientes en un
espacio continuo.
En la tabla 2.1 se resumen los aspectos principales de los principales art´ıculos
revisados. Cada fila representa una caracter´ıstica evaluada, la primera columna in-
dica la etiqueta designada a tal caracter´ıstica, mientras que las siguientes columnas
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corresponden a cada uno de los art´ıculos, los cuales son espec´ıficados en la primera
fila de la tabla. Una estrella (F) es el indicador de que determinada caracter´ıstica
se presenta en el art´ıculo en cuestio´n. La notacio´n utilizada se enuncia a continuacio´n.
Abreviaturas
Ref Referencia.
Niv Niveles en la cadena de suministro.
Mod Modelo.
P Plantas.
CD Centros de distribucio´n.
R Minoristas.
D Demanda.
SE Solucio´n exacta.
SH Solucio´n heur´ıstica.
RL Relajacio´n lagrangiana.
LT Tiempo de entrega.
NLP Modelo de programacio´n no lineal.
MINLP Modelo de programacio´n no lineal entera mixta.
MILP Modelo de programacio´n lineal entera mixta.
Caracter´ısticas del modelo
1 Economı´as a escala.
2 Para´metros esctoca´sticos.
3 Modelo de inventario.
4 Instalaciones capacitadas.
5 U´nico producto(1) / Multiproducto(V)
6 Nivel de servicio tipo 1.
7 Funcio´n objetivo (monobjetivo/multiobjetivo).
8 Monoperiodo.
9 Decisiones a tomar.
10 Esquema de riesgos compartidos (risk pooling).
11 Restricciones de u´nica fuente (single source).
Caracter´ısticas de la metodolog´ıa de solucio´n .
1 Tipo de solucio´n.
2 Tratamiento de incertidumbre.
3 Forma de determinar cotas.
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Ref [11] [14] [41] [35]
Niv 1: CD, R 1:CD,C 1:CD,R 1: RW, R
Mod MINLP NLP MILP MINLP
F
u
n
ci
o´n
Min costos de ubica-
cio´n, inventario y dis-
tribucio´n.
Min costos de ubica-
cio´n, inventario, dis-
tribucio´n.
Min costos de loca-
lizacio´n, inventario,
transportacio´n.
Min costos de ubica-
cion, inventario y dis-
tribucion, ponderan-
do los 2 u´ltimos.
O
tr
o Motivacio´n: distribu-
cion de productos de
banco de sangre.
Debido a la gran can-
tidad de clientes, su
localizacio´n se repre-
senta de manera con-
tinua.
Realiza una aprox li-
neal de los costos re-
lacionados al inven-
tario.
Se realiza un ana´li-
sis de sensibilidad an-
te los cambios en las
ponderaciones.
C
ar
ac
te
r´ı
st
ic
as
d
el
m
o
d
el
o
1 Transporte No No No
2 D :dist normal D :dist uniforme. D :dist Poisson. D :dist normal
3 EOQ EOQ Promedio (Q,R)
4 No F No F
5 1 1 1 1
6 F F F F
7 Monobjetivo Monobjetivo Monobjetivo Monobjetivo
8 F F F
Det horizonte de pla-
neacio´n.
9
Localizacio´n, inven-
tario
Localizacio´n, inven-
tario
Localizacio´n, inven-
tario
Localizacio´n, inven-
tario
10 F No F F
11 F F F F
M
et
o
d
ol
og´
ıa
1 SE- RL SH SH SE-RL
2 Agrupamiento de D. Agrupamiento de D.
Agrupamiento de la
D
Agrupamiento de la
D.
3 B & B Heur´ısticas. – Subgradiente.
Tabla 2.1: Literatura revisada
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Ref [36] [43] [47] [46]
Niv 1: CD, Clustering.
1: LN (logistic no-
des), R.
1:P, R. 1:CD,C.
Mod MINLP MINLP MINLP & MILP MINLP
F
u
n
ci
o´n Min costos de ubica-
cio´n, inventario, dis-
tribucio´n, flete, clus-
tering.
Min costos de ubi-
cacio´n, inventario y
distribucio´n. Con un
nu´m. ma´x. De aper-
turas.
Min. los costos de lo-
calizacio´n, env´ıo, in-
ventario de seguridad
y de trabajo,
Min. costos de ubica-
cio´n, inventario y ru-
teo.
O
tr
o
Dif LT para c/CD.
Utiliza la estructura
hub and spoke (clus-
tering)
Dif LT segu´n LN. En
un det horizonte de t
con intere´s bancario.
Se estudian los casos
en que la D es pro-
porcional a la media,
y cuando el valor de
la varianza es 0.
Utiliza el modelo de
VR, en lugar de un
modelo lineal en la
funcio´n de costo por
transporte.
C
ar
ac
te
r´ı
st
ic
as
d
el
m
o
d
el
o.
1 No No No En trans., inv
2 D :dist normal D :dist normal D :dist normal D :dist normal
3 (Q,R) (Q,R) EOQ EOQ
4 F F No No
5 1 V 1 1
6 F F F F
7 Monobjetivo Monobjetivo Monobjetivo Monobjetivo
8 No
Horizonte de planea-
cio´n det.
F F
9
Localizacio´n, flete,
inventario, cluster
Localizacio´n, inven-
tario
Localizacio´n, asigna-
cio´n.
Localizacio´n, inven-
tario
10 No F F F
11 F F F F
M
et
o
d
ol
og´
ıa
.
1 SH
SH - Recocido simu-
lado.
Te´cnicas de genera-
cio´n de columnas.
SE-RL
2
Agrupamiento de
D. programacio´n
con restricciones
probabil´ısticas
Agrupamiento de D. Agrupamiento de D. Agrupamiento de D.
3
B & B, heur´ıstico vo-
raz
Tabla 2.1: Literatura revisada (continuacio´n)
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Ref [49] [42] [60]
Niv 1:CD,C 1: CD, C 1:CD, C
Mod MINLP MINLP MINLP
F
u
n
ci
o´n Min costos de ubica-
cio´n, inventario y dis-
tribucio´n, ponderando
los 2 u´ltimos.
Min costos de ubica-
cio´n, inventario y dis-
tribucio´n
Min costos de ubica-
cio´n, inventario y dis-
tribucio´n, ponderando
los 2 u´ltimos.
O
tr
o La media de la D es di-
ferente para cada esce-
nario.
La capacidad del
CD modelada co-
mo una restriccio´n
probabil´ıstica.
Funcio´n objetivo li-
nealizada ingresando
restricciones no linea-
les.
C
ar
ac
te
r´ı
st
ic
as
d
el
m
o
d
el
o
1 Transporte Transporte
2 D :dist normal D: Poisson D :dist normal
3 EOQ EOQ EOQ
4 No F No
5 1 1 1
6 F F F
7 Monobjetivo Monobjetivo Monobjetivo
8 F F F
9
Localizacio´n, inventa-
rio.
Localizacio´n, inventa-
rio.
Localizacio´n, inventa-
rio.
10 No F F
11 F F F
M
et
o
d
ol
og´
ıa
1 SE-RL SE-RL SE-RL
2 Escenarios. Agrupamiento. Agrupamiento.
3
B & B, heur´ıstico vo-
raz.
Heur´ıstico Heur´ıstico.
Tabla 2.1: Literatura revisada (continuacio´n)
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En relacio´n a las caracter´ısticas de la cadena de suministro, se puede observar
que la diferencia sustancial entre el problema a tratar en esta tesis y lo existente
en la literatura es la consideracio´n de mu´ltiples plantas. Como se vio en la tablas
anterior, algunos art´ıculos involucran varias opciones de plantas, sin embargo,
modelan bajo el supuesto de que los valores de los para´metros correspondientes a
e´stas, es decir, el tiempo de entrega de o´rdenes de compra y el costo por transporte,
son iguales sin importar a que centro de distribucio´n atienda. Con tal supuesto se
vuelve indiferente la seleccio´n de una planta respecto de otra, elimina´ndose as´ı, las
decisiones de asignacio´n en el primer nivel de la cadena, y por tanto simplificando
considerablemente el problema.
Con referencia a la modelacio´n, ma´s del 80 % de los art´ıculos revisados
presentan un modelo no lineal entero mixto, causado por involucrar el costo real
de inventarios. En [41] se presenta un modelo lineal entero mixto, al desarrollar una
aproximacio´n lineal para el inventario de seguridad. En [47] tambie´n se presenta
un modelo lineal, pero e´ste fue obtenido al reformular su modelo no lineal inicial.
Algoritmos de solucio´n ma´s comunes para estas dos clases de modelos sera´n
mencionados en el siguiente apartado.
En cuanto a los me´todos de solucio´n, la literatura no es muy amplia. La
relajacio´n lagrangiana es la herramienta ma´s recurrida para la resolucio´n de estos
problemas. Tambie´n se han utilizado te´cnicas aproximados (heur´ısticas) como las
manejadas en los trabajos [36] y [43].
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2.5 Modelos de programacio´n lineal entera
mixta
Los modelos de programacio´n lineal entera mixta (MILP por sus siglas en
ingle´s Mixed Integer Linear Programming), se pueden escribir en su manera general
de la siguiente forma:
mı´n cTx+ dTy
s.a Ax+By ≤ b
x ∈ X ⊆ Rn
y ∈ Y ⊆ Zm
X, Y 6= 0
Si todas las variables son obligadas a tomar el valor de 0 o 1, se tiene un caso
especial: un modelo de Programacio´n lineal entera binaria (BIP por sus siglas en
ingle´s Binary Integer Programming), expresado de la siguiente manera:
Min cTx+ dTy
s.a Ax+By ≤ b
x, y ∈ {0, 1}m
Los me´todos para resolver estos modelos esta´n fundamentalmente basados
en me´todos de ramificacio´n y acotamiento (en ingle´s Branch and Bound o B&B)
propuesto originalmente por Land y Doig en 1960 [30] y formalizado por Dakin en
el an˜o de 1965 [10] .
El objetivo del algoritmo de B&B es realizar una enumeracio´n de las
combinaciones de las variables binarias pero sin la necesidad de examinar todas
las combinaciones posibles por medio de un a´rbol binario. En cada nodo de e´ste,
se resuelve un problema lineal relajado donde un subconjunto de variables esta´n
fijas en valores 0 o 1, mientras que el resto puede tomar cualquier valor entre esos
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extremos (incluyendo los valores extremos), una resen˜a completa y sencilla de este
algoritmo puede encontrarse en [51]. Para un problema de minimizacio´n, la resolucio´n
del problema relajado en el nodo ra´ız es una cota inferior (lower bound); si todas las
variables binarias de la solucio´n toman valores enteros, se ha encontrado la solucio´n
o´ptima, si no es as´ı, se debera´ continuar buscando la solucio´n entera. Para ello se abre
una nueva rama del a´rbol en la cual algunas variables binarias se fijan. Cuando se
obtiene una solucio´n entera del problema lineal resultante, se dice que se ha obtenido
un cota superior del problema (upper bound). Se detiene una ramificacio´n del a´rbol
cuando se encuentra un problema infactible (cuando no es posible encontrar una
solucio´n al problema lineal del nodo), cuando la cota superior obtenida es mayor
que la cota superior actual o´ cuando todas las variables binarias tienen valor 0 o 1.
Si al resolver un problema lineal en un nodo determinado se obtiene una solucio´n
entera menor que la cota superior vigente, el valor objetivo obtenido es la nueva cota
superior del problema. El algoritmo termina cuando no se pueden abrir ma´s ramas
del a´rbol y todos los nodos han sido explorados.
En el peor de los casos, el algoritmo ba´sico de ramificacio´n y acotamiento
termina con la enumeracio´n de todos los nodos del a´rbol. Dos desarrollos importantes
que han contribuido a mitigar el crecimiento exponencial en la solucio´n de MILP
son: el desarrollo de te´cnicas de preprocesamiento y la introduccio´n de planos de
corte. El preprocesamiento se basa en la utilizacio´n de te´cnicas de eliminacio´n
automa´tica de variables y de restricciones, reduccio´n de l´ımites, reformulacio´n de
l´ımites, reformulacio´n de restricciones y fijar con antelacio´n algunas variables enteras.
Los planos de corte son restricciones extras an˜adidas al problema, bien en el nodo
inicial o dentro de la enumeracio´n, que tiene efecto de reducir la regio´n factible del
problema sin comprometer ninguna de las soluciones enteras del mismo.
Entre los desarrollos en MILP se incluyen los me´todos de ramificacio´n y precio
(branch and price [6]) y ramificacio´n y corte (branch and cut [4]).
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2.6 Modelos de programacio´n no lineal entera
mixta
Los modelos de programacio´n no lineal entera mixta (MINLP por sus siglas en
ingle´s Mixed Integer Non Linear Programming) se pueden formular de forma general
como:
mı´n f(x, y)
s.a: gj(x, y) ≤ 0 j ∈ J
x ∈ X ⊆ Rn
y ∈ Y ⊆ Zm
Donde f(·) y g(·) son funciones convexas y diferenciables, X esta´ dado por el
conjunto convexo X = {x|xL ≤ x ≤ xU , Ax ≥ b} y j es el ı´ndice de desigualdades.
Zm denota un conjunto de vectores enteros en Rn.
Los modelos de programacio´n no lineal entera mixta tienen asociado un
dominio combinatorio y un dominio cont´ınuo y son clasificados como NP-dif´ıciles
[18, 38, 50]. Esto significa que en el peor de los casos, no es posible resolverlos en un
tiempo polinomial. Por otro lado, por la no linealidad generalmente son no convexos,
lo que significa que existen varias soluciones o soluciones o´ptimas locales, dificultando
la bu´squeda de un o´ptimo global al grado de que tal tarea tambie´n se clasifica como
NP-dif´ıcil.
En el art´ıculo [52] se explican los me´todos ma´s empleados y desarrollados para
resolver un problema MINLP, que son:
Ramificacio´n y acotamiento (branch and bound - B&B) [23, 39, 7].
Descomposicio´n generalizada de Benders (generalized benders decomposition -
GBD) [20].
Aproximacio´n exterior (outer approximation - OA) [12].
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Aproximacio´n exterior con relajacio´n de igualdades (OA/ER) [28].
Aproximacio´n exterior con funcio´n de penalidad aumentada (augmented
penalty/ outer approximation / equality relaxation - AP/OA/ER) [54].
Planos de corte extendido (extended cutting plane - ECP) [58].
Estos algoritmos se basan en la resolucio´n de subproblemas para obtener cotas
del problema original.
El me´todo de ramificacio´n y acotamiento, como se menciono´ anteriormente,
consiste en la relajacio´n continua del problema y la resolucio´n de cada nodo. La
diferencia ahora es que en cada nodo se obtiene un problema no lineal.
El me´todo de descomposicio´n generalizada de Benders y el me´todo de las
aproximaciones exteriores, iteran entre dos subproblemas. El primero es un NLP con
valores fijos de las variables binarias y, por lo tanto, es una cota superior a la solucio´n
o´ptima del problema, y un problema maestro que es una cota inferior a la solucio´n
o´ptima del problema. Los me´todos GBD y OA/ER se diferencian en la definicio´n
del problema maestro. OA/ER emplea linealizaciones para la funcio´n objetivo y
restricciones alrededor de la cota superior, mientras que el me´todo GBD emplea
acumulacio´n de funciones lagrangianas parame´tricas en las variables discretas. Si el
problema es convexo, se puede garantizar optimalidad a trave´s de estos me´todos.
El me´todo ECP no depende del uso de subproblemas y algoritmos NLP, porque
el algoritmo se basa en la resolucio´n de una secuencia de problemas MILP. En este
me´todo, las variables discretas y continuas convergen simulta´neamente y la funcio´n
objetivo tiene que definirse como lineal. En [21] y [22] se encuentra un resumen ma´s
amplio sobre estos algoritmos para modelos no lineales.
Finalmente, en [27] se puede encontrar una revisio´n de los me´todos de
optimizacio´n tanto para modelos MILP y MINLP.
Cap´ıtulo 3
Formulacio´n del problema
En este cap´ıtulo se expondra´ en primer lugar la estimacio´n de los costos totales
originados al configurar la red de cadena de suministro, as´ı como los conjuntos y
para´metros definidos para ello. Tambie´n se explicara´ el modelo matema´tico obtenido
en la modelacio´n desarrollada para el problema de estudio.
3.1 Notacio´n
Antes de desarrollar la estimacio´n de los costos incurridos en la cadena de
suministro a tratar, necesitamos introducir la siguiente notacio´n.
3.1.1 Conjuntos
La cadena de suministro analizada es de dos niveles (echelon, en ingle´s), los
cuales se encuentran definidos por un conjunto de minoristas, un conjunto de centros
de distribucio´n y un conjunto de plantas, la notacio´n para e´stos es la siguiente:
K: Conjunto de minoristas indexados por k. Dentro de este trabajo se hablara´ de
manera indistinta y con el mismo significado de minoristas y clientes.
J : Conjunto de ubicaciones potenciales para la apertura de centros de distribucio´n
indexados por j.
I: Conjunto de plantas indexadas por i.
22
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3.1.2 Para´metros
Los valores de entrada que caracterizan a los elementos de los conjuntos son:
µk : Media de la demanda diaria del minorista k.
λ : Cantidad de d´ıas trabajados al an˜o.
vk : Varianza de la demanda diaria del minorista k.
uj : Costo fijo de localizar un centro de distribucio´n en la ubicacio´n j.
θ : Ponderacio´n del inventario. Refleja la importancia relativa del inventario
dentro de la cadena de suministro.
β : Ponderacio´n del transporte asociada a su importancia dentro de la cadena de
suministro.
h : Costo unitario anual de mantener inventario en todos centros de distribucio´n.
fj : Costo fijo de poner una orden en el centros de distribucio´n abierto en la
ubicacio´n j.
lij : Tiempo de entrega de productos de la planta i al centros de distribucio´n j.
gij : Costo fijo de transportar una orden de la planta i a un centros de distribucio´n
ubicado en j.
aij :Costo unitario de env´ıo de productos de la planta i al centro de distribucio´n
ubicado en j.
cjk :Costo unitario de env´ıo de productos del centro de distribucio´n con ubicacio´n
j al minorista k.
α : Probabilidad ma´xima aceptada de escasez de producto en los centros de
distribucio´n durante el tiempo de entrega de un pedido.
pi : Capacidad de produccio´n anual de la planta i.
qj : Capacidad de almacenamiento anual del centro de distribucio´n ubicado en j.
z1−α :Para´metro calculado correspondiente a la probabilidad de abasto en los
centros de distribucio´n durante el tiempo de entrega de pedidos. Representa
a la variable aleatoria normal esta´ndar .
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3.1.3 Variables
Para optimizar los costos totales del problema de localizacio´n de instalaciones
e inventario, requerimos de dos tipos de variables: variables de decisio´n, necesarias
para definir la configuracio´n de la red; y las variables auxiliares, necesarias para
determinar los costos de inventario del sistema.
Variables de decisio´n
Xj =

1 Si se localiza un centro de distribucio´n en el
sitio candidato j,
0 en otro caso.
Yjk =

1 Si la demanda del minorista k es asignada al centro
de distribucio´n localizado en el sitio candidato j,
0 en otro caso.
Zij =

1 Si la demanda del centro de distribucio´n localizado
en el sitio candidato j es asignada a la planta i,
0 en otro caso.
Variables auxiliares
dj : Demanda media diaria en el centro de distribucio´n j.
sj : Varianza de la demanda diaria en el centro de distribucio´n j.
Dj : Demanda media anual en el centro de distribucio´n j.
Tj : Tiempo de entrega de una orden al centro de distribucio´n j.
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3.2 Determinacio´n de costos esperados del
sistema
A continuacio´n se muestra la deduccio´n de los componentes de los costos
generados por el sistema, para mayor claridad de los mismos, primeramente se
realizara´ la deduccio´n considerando un solo centro de distribucio´n, por lo tanto
no tendremos en cuenta momenta´neamente el ı´ndice j en las variables y para´metros
definidos anteriormente.
3.2.1 Costo esperado de ordenar, transportar y
mantener inventario promedio anual
Cuando la demanda es aleatoria, el costo incurrido es en s´ı aleatorio, y ya no
es obvio cua´l debe ser el criterio de optimizacio´n. Sin embargo, la mayor´ıa de las
te´cnicas de optimizacio´n aplicadas al control de inventarios supone el objetivo de
minimizar los costos esperados.
La motivacio´n para optar por el criterio del valor esperado es que los problemas
de control de inventarios son, por lo general problemas dina´micos, se forman de
manera repetida. La ley de los grandes nu´meros en la teor´ıa de la probabilidad
establece que el promedio aritme´tico de muchas observaciones de una variable
aleatoria converge hacia el valor esperado de dicha variable. En el contexto del
problema de inventarios, si se adopta una regla que minimice los costos esperados,
entonces el promedio aritme´tico de los costos reales incurridos durante muchos
periodos tambie´n sera´ un mı´nimo. En [40] se podra´ encontrar mayor informacio´n
al respecto.
A pesar de contar con demanda incierta se utilizara´ el modelo de cantidad
econo´mica de pedido (EOQ) pues autores como Axsater [3] y Zheng [61] han probado
que la aproximacio´n es muy buena.
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En concordancia con lo anterior y siguiendo el esquema de modelacio´n
presentado por Daskin [11], se estimara´n los costos esperados anuales provocados
por el inventario mantenido en cada centro de distribucio´n. Dichos costos son:
fn+ βn
∑
i∈I
(
gi +
aiD
n
)
Zi +
θhD
2n
(3.1)
El primer te´rmino expresa el costo por ordenar, siendo n el nu´mero de o´rdenes
realizadas anualmente, el segundo sumando representa el costo total por transportar
las o´rdenes anuales de la planta al centro de distribucio´n, refleja´ndose con un costo
fijo (gi) y un costo variable (ai) la intervencio´n de economı´as a escala. El u´ltimo
te´rmino representa el costo por mantener el inventario promedio.
Se puede observar que la expresio´n anterior esta´ en funcio´n del nu´mero de
o´rdenes a realizar. Como tal nu´mero se desconoce, pero se sabe que debe ser aquel
que permita incurrir en el menor de los costos, se procede a encontrar el valor o´ptimo
de n. Para ello se obtendra´ la primera derivada con respecto a n y se igualara´ a cero,
de manera que se pueda deducir su valor.
f + β
∑
i∈I
(
gi + ai
D
n
)
Zi − βn
∑
i∈I
(
ai
D
n2
)
Zi− θhD
2n2
= 0
despejando n =
√√√√√√ θhD2(f + β∑
i∈I
giZi
)
El valor obtenido de n puede ser traducido como el nu´mero de o´rdenes
necesarias para igualar el costo por realizar pedidos y el costo por mantener
inventarios. Esta forma de optimizacio´n es ba´sicamente la misma del modelo
econo´mico de lote (EOQ), la diferencia aqu´ı radica en que el valor o´ptimo depende de
la configuracio´n de red dada por las variables binarias (necesarias para las decisiones
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de localizacio´n y asignacio´n). Lo anterior significa que al modificar la red, el valor
o´ptimo del nu´mero de o´rdenes tambie´n cambiara´.
Despue´s de sustituir n en la ecuacio´n (3.1) y simplificando te´rminos obtenemos
lo siguiente: √
2θhD(f + β
∑
i∈I
giZi) + β
∑
i∈I
aiDZi
que es la funcio´n simplificada del costo por ordenar y transportar producto en el
primer nivel de la cadena y por mantener el inventario de trabajo en cada centro de
distribucio´n.
3.2.2 Costo de inventario de seguridad.
El inventario de seguridad (al cual haremos referencia de aqu´ı en adelante como
ss por sus siglas en ingle´s safety stock) cumple la funcio´n de amortiguador, necesario
para lidiar con la posible escasez de producto.
Como se menciono´ previamente, se debe garantizar el abastecimiento de la
demanda bajo el esquema del nivel de servicio tipo I. Esto significa que la cantidad
de producto mantenido en el inventario durante el tiempo de reabastecimiento, debe
ser mayor o igual a la cantidad de producto demandado durante el mismo intervalo
de tiempo.
La demanda de cada minorista se modelara´ como una variable aleatoria con
distribucio´n normal, con media y varianza conocidas. Por otro lado, la demanda
abastecida por los futuros centros de distribucio´n a abrir, estara´ en funcio´n de la
demanda de los minoristas asignados a cada centro. Es necesario hacer notar que esta
forma de modelacio´n hace uso del concepto de riesgos compartidos (risk pooling).
Este efecto fue propuesto por Eppen [13], el cual establece que el costo originado por
el inventario de seguridad puede ser reducido de manera significativa al agrupar
la demanda de los clientes. Esto lo demuestra al analizar los requerimientos de
productos tanto en un sistema centralizado, como es nuestro caso, y en un sistema
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descentralizado. Informacio´n ma´s detallada sobre riesgos compartidos es encontrada
en el trabajo [45].
Para el periodo de reabastecimiento de productos, se definen los siguientes
para´metros en cada centro de distribucio´n.
d′: Demanda real presentada, correspondiente a la demanda de los clientes asociados
al centro de distribucio´n.
dT : Demanda media estimada.
sT : Varianza estimada de la demanda.
RT :Punto de reorden (reorder level), nivel de inventario que determina el momento
en que se debe colocar una orden.
Con ayuda de estos para´metros, el planteamiento de que la probabilidad de
desabasto sea menor al l´ımite permitido α se formaliza de la siguiente manera:
P
(
d′ > RT
)
< α
P
(
d′ < RT
) ≥ 1− α
P
(
d′ − dT√
sT
<
RT − dT√
sT
)
≥ 1− α
Normalizando se obtiene: P
(
z < zα
)≥ 1− α,
si adema´s sabemos que: RT = dT + ss,
entonces: ss= z1−α
√
sT .
Por consiguiente, el costo anual de mantener inventario de seguridad en cada centros
de distribucio´n es:
θλhz1−α
√
sT
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3.2.3 Costo de localizacio´n.
E´ste es simplemente el costo de apertura del centro de distribuccio´n
seleccionado:
uX
3.2.4 Costo causado por la transportacio´n del producto
dentro del segundo nivel de la cadena
Este costo ponderado corresponde al importe total del env´ıo de la demanda
anual cubierta por cada centro de distribucio´n abierto a los clientes que atiende.
βλ
∑
k∈K
µkcjkYk.
3.2.5 Costo total
Tomando en cuenta los costos anteriores, y generalizando a |J | centros de
distribucio´n, el costo total queda expresado de la siguiente manera:
∑
j∈J
(
ujXj+ βλ
∑
k∈K
µkcjkYjk +
√
2θhDj
(
fj + β
∑
i∈I
gijZij
)
+ β
∑
i∈I aijDjZij +θλhz1−α
√
sjTj
)
(3.2)
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3.3 Modelo matema´tico
Objetivo: Minimizar los costos totales ponderados (3.2) incurridos por
el concepto de inventario, transporte de productos y apertura de centros de
distribucio´n, dentro de la cadena de suministro.
Modelo
mı´n.
∑
j∈J
(
ujXj + βλ
∑
k∈K
µkcjkYjk +
√
2θhDj
(
fj + β
∑
i∈I
gijZij
)
+β
∑
i∈I
aijDjZij + θλhz1−α
√
sjTj
)
(3.3)
s.a: ∑
j∈J
Yjk = 1 ∀k ∈ K (3.4)
∑
i∈I
Zij = Xj ∀j ∈ J (3.5)∑
j∈J
qjZij ≤ pi ∀i ∈ I (3.6)
Dj = λ
∑
k∈K
µkYjk ∀j ∈ J (3.7)
Dj ≤ qjXj ∀j ∈ J (3.8)
Tj =
∑
i∈I
lijZij ∀j ∈ J (3.9)
sj =
∑
k∈K
vkYjk ∀j ∈ J (3.10)
Xj, Yjk, Zij ∈ {0, 1} ∀k ∈ K, i ∈ I, j ∈ J (3.11)
Tj, Dj ∈ Z+ ∀j ∈ J (3.12)
sj ∈ R ∀j ∈ J (3.13)
La ecuacio´n (3.4) asegura que cada minorista sea asignado a un u´nico centro de
distribucio´n. De manera ana´loga, en la ecuacio´n (3.5) se restringe que cada centro
de distribucio´n abierto sea asignado a una sola planta. Lo anterior, forzosamente
necesario por el uso del modelo de lote econo´mico en el manejo de inventarios.
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La restriccio´n (3.6) evita que la capacidad de produccio´n de las plantas sea
sobrepasada. Toma como referencia la capacidad de los centros de distribucio´n
asignados, bajo el supuesto de que son utilizados en su totalidad, sin tener capacidad
ociosa.
La restriccio´n (3.7) define la demanda anual a atender por cada centro de
distribucio´n como la demanda conjunta de los clientes asociados a e´stos, mientras
que la restriccio´n (3.8) impide que dicha demanda sobrepase la capacidad soportada
por cada centro de distribucio´n.
La expresio´n (3.9) indica que el tiempo de reabastecimiento en los centros de
distribucio´n esta´ en funcio´n de la planta que le sea asignada. Lo cual es lo´gico, bajo
el supuesto de que cada planta requiere diferente tiempo de entrega de productos a
los distintos centros de distribucio´n, consecuencia de la distancia entre de ellos y del
tiempo de produccio´n.
La ecuacio´n (3.10) determina la varianza de la demanda diaria abastecida por
cada centro de distribuccio´n como la suma de las varianzas en la demanda de sus
clientes atendidos. Finalmente las restricciones (3.11)-(3.13) muestran la naturaleza
de las variables.
Tanto la restriccio´n (3.7) como la restricio´n (3.10), al considerar la demanda
y varianza conjunta de los clientes adscritos a los centros de distribucio´n, hacen
uso del concepto de riesgos compartidos [13]. Lo anterior puede ser traducido
como compensacio´n cruzada, es decir, el incremento de demanda de ciertos clientes
contrarresta la disminucio´n de otros.
Podemos observar adema´s, que las restricciones son funciones lineales, lo que
hace al espacio de soluciones convexo, sin embargo, la funcio´n objetivo presenta no
linealidades con lo cual se dificulta la obtencio´n de soluciones o´ptimas. Al tratarse
de un modelo de programacio´n no lineal entera mixta, haremos referencia a e´l ma´s
adelante como MINLP.
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3.4 Dimensiones del modelo
Variables binarias: | J | ·(1+ | K | + | I | )
Variables enteras: | J |
Variables continuas: | I |
Nu´mero total de restricciones: | K | +5· | J | + | I |
Observe que las expresiones que indican la cantidad de variables enteras, la
cantidad de variables continuas y la cantidad de restricciones son funciones lineales
en la cardinalidad de los conjuntos I, J y K. Sin embargo esto no sucede con la
expresio´n que indica el nu´mero de variables binarias, lo que significa que entre mayor
sea el taman˜o de los conjuntos, principalmente el conjunto de centros de distribucio´n,
mayores sera´n las posibilidades de solucio´n.
Cap´ıtulo 4
Metodolog´ıa de solucio´n
Los algoritmos de solucio´n de programacio´n no lineal entera mixta garantizan
optimalidad global siempre y cuando tanto la funcio´n objetivo como las restricciones
sean convexas [16]; si e´ste no es el caso, no se puede garantizar la solucio´n global.
Los me´todos rigurosos o exactos de optimizacio´n global garantizan una aproximacio´n
arbitrariamente cercana al o´ptimo global, al igual que realizan la verificacio´n de que
se ha alcanzado dicha aproximacio´n.
Como se vera´ en el cap´ıtulo de experimentacio´n, no fue posible encontrar
soluciones o´ptimas en los casos de pruebas realizadas para el modelo MINLP, a pesar
de haber llevado a cabo un preprocesamiento y evaluacio´n de diversos optimizadores.
Lo anterior fue incentivo para reformular este modelo a uno lineal, que nos permitiera
alcanzar soluciones o´ptimas y conocer la calidad de las soluciones obtenidas con el
modelo MINLP.
4.1 Linealizacio´n del modelo MINLP
Para esta reformulacio´n se utilizaron los mismos conjuntos definidos para el
modelo MINLP, es decir: I (plantas), J (centro de distribucio´n), K (minoristas),
agrega´ndose adema´s el conjunto denotado como B, correspondiente a la coleccio´n de
todos los subconjuntos posibles del conjunto K.
33
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A cada elemento de este conjunto se llamo´ b1, b2, ..., bn , donde
bn ⊆ K; bγ ∩ bδ = ∅; ∀γ 6= δ;
Variables de decisio´n
Las variables necesarias para este modelo son:
Xj =

1 Si se localiza un centro de distribucio´n en el
sitio candidato j,
0 en otro caso.
Zij =

1 Si la demanda del centro de distribucio´n localizado
en el sitio candidato j es asignada a la planta i,
0 en otro caso.
Wjb =

1 Si el centro de distribucio´n j es usado para
servir el conjunto de clientes en b,
0 en otro caso.
Obij =

1 Si la planta i abastece al centro de distribucio´n j
encargado de servir al conjunto de clientes en b,
0 en otro caso.
4.1.1 Modelo MILP
Lo anterior nos permite reformular el modelo original (3.3) - (3.13) a un modelo
de programacio´n lineal entera mixta. Se hara´ referencia a e´l como MILP en cap´ıtulos
posteriores.
Funcio´n objetivo: Linealizacio´n del costo total del sistema, funcio´n 3.2.
Cap´ıtulo 4. Metodolog´ıa de solucio´n 35
mı´n.
∑
j∈J
(
ujXj + βλ
∑
b∈B
∑
k∈b
µkcjkWjb +
∑
b∈B
∑
i∈I
(√
2θhλ
∑
k∈b
µk(fj + βgij)
+βλ
∑
k∈b
µkaij + θhzα
√∑
k∈b
vklij
)
Obij
)
(4.1)
No´tese que siguen existiendo te´rminos no lineales, sin embargo ahora so´lo
involucran para´metros y no variables. Para evitar confusiones, tales te´rminos
son sustituidos por el para´metro Tbij que representara´ el costo generado por la
distribucio´n en el primer nivel de la cadena y por mantener inventario.
Tbij =
√
2θhλ
∑
k∈b
µk(fj + βgij) + βλ
∑
k∈b
µkaij + θhzα
√∑
k∈b
vklij
La funcio´n (4.1) queda expresada de la siguiente manera:
mı´n.
∑
j∈J
(
ujXj + βλ
∑
b∈B
∑
k∈b
µkcjkWjb +
∑
b∈B
∑
i∈I
TbijObij
)
(4.2)
Restricciones
∑
j∈J
∑
k∈b|b∈B
Wjb = 1 ∀k ∈ K (4.3)
∑
i∈I
Zij = Xj ∀j ∈ J (4.4)∑
j∈J
qjZij ≤ pi ∀i ∈ I (4.5)
∑
k∈b|b∈B
µkλWjb ≤ qjXj ∀j ∈ J (4.6)
Obij ≥ Wjb + Zij − 1 ∀b ∈ B, i ∈ I, j ∈ J (4.7)
Xj, Wjb, Zij, Obij ∈ {0, 1} ∀b ∈ B, i ∈ I, j ∈ J (4.8)
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La restriccio´n (4.3) fuerza a asignar a los minoristas a un u´nico subconjunto y
a un u´nico centro de distribucio´n. La expresio´n (4.4) representa asignacio´n u´nica de
todos los centros de distribucio´n abiertos a plantas. Las restricciones (4.5) y (4.6)
evitan sobrepasar la capacidad de plantas y centro de distribucio´n, respectivamente.
La variable Obij puede ser vista como el indicador de activacio´n de arcos entre
ambos niveles de la cadena, mostrando tal funcio´n en la restriccio´n (4.7) al relacionar
los enlaces de plantas a centros de distribucio´n (Zij = 1) y de e´stos a clientes
(Wjb = 1). Para finalizar, la restriccio´n (4.8) establece la naturaleza de las variables
de decisio´n.
4.1.2 Dimensiones del modelo
Variables binarias: | J | ·
(
1 + 2|K|+ | I | ·(1 + 2|K|))
Restricciones: | K | + | I | ·
(
1+ | J | (2|K|))+ 2· | J |
La expresio´n 2|K| corresponde a la cardinalidad del conjunto potencia del
conjunto de clientes K, el cual provoca que el nu´mero de restricciones y variables
crezcan de manera exponencial. Para aminorar un poco el nu´mero de elementos,
se elimina de manera previa aquellos subconjuntos b imposibles de satisfacer. Lo
anterior significa que se descarta el conjunto vac´ıo y los conjuntos de clientes con
demandas mayores a la soportada por el centro de distribucio´n de mayor capacidad.
Como se apreciara´ en el cap´ıtulo de experimentacio´n, a pesar de la
simplificacio´n de subconjuntos, la resolucio´n de manera exacta so´lo pudo realizarse
con casos pequen˜os, de pocos elementos en sus conjuntos. Lo anterior motivo´ la
bu´squeda de una mejor modelacio´n que permitiera la solucio´n de casos ma´s grandes.
La nueva modelacio´n se muestra en la siguiente seccio´n.
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4.2 Reformulacio´n del modelo MILP
La tercera formulacio´n del problema surgio´ de la necesidad de recurrir a un
preprocesamiento. Con esto se pretende simplificar el manejo de la informacio´n a
manera de facilitar la resolucio´n del modelo al ingresarlo al optimizador.
En ocasiones, dependiendo de los valores de algunos para´metros, es posible
deducir cua´ndo algunas condiciones son imposibles de ocurrir dentro de la resolucio´n
de un modelo, permitie´ndonos fijar con antelacio´n el valor de algunas variables. En
nuestro caso, esto sucede al generar los subconjuntos posibles de clientes.
Se procedio´ a considerar u´nicamente aquellos subconjuntos de clientes
pertenecientes al conjunto B que pueden ser realmente atendidos. A diferencia del
preprocesamiento del modelo anterior, se decidio´ adema´s, asignar los subconjuntos
factibles a cada uno de los centros de distribucio´n con la capacidad de abastecerlos.
Obviamente, para un subconjunto, la consideracio´n de ser atendido o no por un
centro de distribucio´n en espec´ıfico depende de si la cantidad de producto que
demanda es menor que la capacidad de atencio´n de la instalacio´n en cuestio´n.
Teniendo en cuenta esto, el nu´mero de elementos a tratar disminuye sustancialmente.
Con lo anterior definimos un nuevo concepto: estrella. Este concepto consiste
en un subconjunto de clientes asignado a alguno de los centros de distribucio´n con la
suficiente capacidad para soportar la demanda conjunta de los clientes que lo integra.
Conjuntos
En la reformulacio´n del modelo MILP, intervienen los siguientes conjuntos:
K: Conjunto de minoristas indexados por k.
J : Conjunto de ubicaciones potenciales para un centro de distribucio´n, indexados
por j.
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I :Conjunto de plantas indexadas por i.
r :Subconjunto de clientes asignados a un centro de distribucio´n en espec´ıfico,
tambie´n se le hara´ referencia por el nombre de estrella.
R:Conjunto de todas las posibles estrellas.
Variable de decisio´n
En este modelo la decisio´n a tomar consiste so´lo en escoger estrellas y asignarlas
a una planta.
Eir =

1 Si la planta i abastece a la estrella r,
0 en otro caso.
Ejemplo
Supongamos un caso conformado por 2 plantas, 7 centros de distribucio´n y 9
clientes. Supongamos adema´s, que la demanda de los clientes es alta y la capacidad
de almacenamiento de los centros es pequen˜a y u´nicamente son posibles tres estrellas
(representadas gra´ficamente por nubes en la figura 4.1). Las estrellas se integran de
la siguiente manera:
1. Estrella 1: formado por los clientes 4, 8, 9 y centro 1.
2. Estrella 2: formado por los clientes 1, 2, 3, 7 y centro 6.
3. Estrella 3: formado por los clientes 5, 6 y centro 5.
La solucio´n o´ptima se muestra en la figura 4.1. Las estrellas 1 y 2 son asignadas
a la planta 1, la estrella 3 es asignada a la planta 2. Este es un caso trivial,
ya que solamente se designo´ a cada estrella una planta. Para casos estudiados
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posteriormente, se tienen ma´s de una estrella, se escogera´n aquellas que permitan
seleccio´n u´nica de centro de distribucio´n y asignacio´n u´nica de centros y plantas.
4
  5
6
  1
 9
  8
7
 3
  2
  1
 2
  5
  3
  7
  1
 6
  4
  2
Estrella
Figura 4.1: Asignacio´n de estrellas
4.2.1 Modelo BLP
El modelo obtenido es un modelo de programacio´n lineal entera binaria, hare-
mos referencia a e´l como BLP.
Funcio´n objetivo: Minimizar los costos totales ponderados generados al
seleccionar estrellas y asignarlas a plantas.
mı´n.
∑
i∈I
∑
r∈R
CirEir (4.9)
Donde Cir es el costo de asignacio´n planta-estrella, esta´ en funcio´n de los
elementos definidos por la estrella y por la planta en cuestio´n, volvie´ndose un
para´metro y linealizando a su vez la funcio´n objetivo. Incluye el costo de instalacio´n
de centros de distribucio´n, inventario y transporte de productos dentro de los dos
niveles de la cadena.
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Cir = ujr + βλ
∑
k∈r|r∈R
µkcjrk +
√
2θhDjr
(
fjr + β
∑
i∈I
gijr
)
+ βaijrDjr + θλhzα
√
sjTj
Restricciones
∑
i∈I
∑
k∈r|r∈R
Eir ≥ 1 ∀k ∈ K (4.10)
∑
i∈I
∑
j∈r|r∈R
Eir ≤ 1 ∀j ∈ J (4.11)
∑
r∈R
qrEir ≤ pi ∀i ∈ I (4.12)
Eir ∈ {0, 1} ∀i ∈ I, r ∈ R (4.13)
Donde:
jr: Centro de distribucio´n que atiende a la estrella r.
qr: Capacidad de produccio´n del centro de distribucio´n asociado a la estrella r.
La restriccio´n (4.10) obliga que los clientes sean asociados al menos a una
estrella. La restriccio´n (4.11) evita que los centros de distribucio´n sean asignados a
ma´s de una estrella seleccionada, caso contrario significar´ıa duplicidad en el costo de
instalacio´n del centro de distribucio´n, pues tal ya se encuentra involucrado en Cir.
Por otra parte, la ausencia de esta condicio´n tambie´n provocara´ sobredemanda en
los centros de distribucio´n, recordemos que cada estrella ya se encuentra designada
a un centro, segu´n la demanda de uno y la capacidad del otro por lo que, al
seleccionar estrellas atendidas por un mismo centro, sus demandas conjuntas podr´ıan
sobrepasar la capacidad de ese centro. La desigualdad (4.12) evita que la capacidad
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del centro atendidos por cada planta exceda su capacidad de produccio´n. Por u´ltimo,
la restriccio´n (4.13) expresa la naturaleza binaria de la variable de asignacio´n.
4.2.2 Dimensiones del modelo
Variables binarias: | J | · | I | ·(2|K| − 1)
Restricciones: | K | + | I | + | J |
El nu´mero ma´ximo de estrellas es la cantidad de subconjuntos no vac´ıos
posibles de clientes por la cardinalidad del conjunto J .
| J | ·(2|K| − 1)
Como se vera´ en el cap´ıtulo de experimentacio´n, generalmente esta cifra nunca
es alcanzada, disminuyendo incluso en un 98 %. Es necesario hacer notar que el
porcentaje de dismunicio´n depende de la cardinalidad de los conjuntos involucrados,
es decir, la cantidad de clientes y de centros de distribucio´n, as´ı como de la proporcio´n
entre las capacidades de los centros y la demanda de los clientes.
Cap´ıtulo 5
Experimentacio´n
En este cap´ıtulo, primeramente se evaluara´n los modelos formulados para
encontrar el ma´s conveniente, ya sea por tiempo computacional, alcance de
optimalidad o por el taman˜o de caso que logra resolver. Una vez encontrado el
mejor modelo, se realiza un ana´lisis de las soluciones obtenidas para un grupo de
casos.
En la tercera seccio´n se explica el experimento que permitio´ evaluar la influencia
de la ponderacio´n dada al inventario y el transporte, as´ı como el nivel de servicio
deseado en el disen˜o real de la cadena de suministro, es decir, se realiza un ana´lisis
de sensibilidad.
En la cuarta seccio´n se enuncian algunas estad´ısticas del modelo seleccionado.
Se finaliza con una evaluacio´n de casos para mostrar la influencia de la consideracio´n
de mu´ltiples plantas en la configuracio´n de red.
5.1 Evaluacio´n de los modelos formulados
La evaluacio´n de los modelos consistio´ en la resolucio´n de casos de prueba bajo
los tres distintos modelos, ingresa´ndolos a optmizadores comerciales. La generacio´n
de los casos fue realizada a trave´s de un programa codificado en C++. A continuacio´n
se explica la forma de generacio´n de los datos.
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5.1.1 Generacio´n de casos de prueba
Conjuntos
Los casos de prueba esta´n determinados por el taman˜o de sus conjuntos, es
decir, el nu´mero de plantas, centros de distribucio´n potenciales y clientes. Se deter-
mino´ variar estos valores de la siguiente forma:
Plantas: 3 ≤| I |≤ 6
Centros de distribucio´n: 3 ≤| J |≤ 7
Clientes: 4 ≤| K |≤ 12
Para´metros
Los valores de los para´metros fueron determinados tratando de seguir
situaciones reales, otros fueron elegidos en forma aleatoria cuidando la factibilidad
del problema.
Recordemos que los minoristas tienen una demanda incierta µk, la cual fue
modelada como una variable aleatoria con distribucio´n normal en un intervalo de 5
a 60 unidades, mientras que la varianza vk se definio´ en un rango de 1 a 6 unidades.
Referente a los centros de distribucio´n, estos tienen un capacidad fija qj definida
de manera aleatoria de la siguiente manera: ma´x
k
{µkλ} ≤ qj ≤ 0.5
∑
k∈K
µkλ.
1 Lo
anterior significa que, para cada centro de distribucio´n se definio´ una capacidad
que permitiera tener la posibilidad de atender al cliente con mayor demanda hasta
incluso la mitad de la demanda total anual. Dado que la generacio´n de los valores
fue aleatoria, lo anterior no asegura que la suma de las capacidades de los centros
potenciales puedan atender la demanda total, cuando esto no sucede se incrementa
la capacidad de cada centro en un 20 %, es decir, qj = 1.20qj. La capacidad, adema´s
nos permite establecer el costo por localizar los centros uj en la siguiente relacio´n:
1λ : Representa la cantidad de d´ıas laborados en el an˜o.
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d0.45qje. Donde la funcio´n dae devuelve el mı´nimo nu´mero entero no inferior a a, es
decir mı´n{v ∈ Z | a ≤ v}. Por otro lado, cada centro cuenta con un costo fijo por
colocar una orden fj, este valor es un entero entre el rango de [40, 150].
Los costos de transportacio´n de productos tambie´n se establecieron de manera
aleatoria con probabilidad uniforme. Para el costo fijo gij dentro del primer nivel de
la cadena se definio´ un valor entero en el rango de [25, 70] y para el costo variable
aij en el intervalo de [2, 12], para el segundo nivel de la cadena se definio´ un costo
unitario cjk en el rango de [1, 7].
En relacio´n a las plantas, cada una cuentan con una capacidad de produccio´n pi
definida en el intervalo
[(
1.5
∑
k∈K
µkλ
)/∣∣I∣∣, ∑
k∈K
µkλ
]
. Si la capacidad de produccio´n
total no es suficiente para abastecer la demanda total, las capacidades de todas las
plantas se incrementa al doble es decir: pi = 2pi. En la tabla 5.1 se indican los valores
de los dema´s para´metros utilizados.
Para´metro Valor
Transporte (β) 1
Inventario (θ) 1
Nivel de servicio (z1−α) 1.645
Dı´as trabajados (λ) 360
Cto. Por mantener inventario (h) 1
Tabla 5.1: Valores de los para´metros utilizados en la evaluacio´n de los modelos.
5.1.2 Ana´lisis de resultados
Para la evaluacio´n de los modelos se utilizo´ GAMS 22.8, software de modelacio´n
algebraica con interface a varias librer´ıas de optimizacio´n. En el ape´ndice C.1 se
podra´ encontrar una resen˜a de dicho modelador.
Se escogieron ocho casos de pruebas evaluados en los tres modelos matema´ticos
presentados. La experimentacio´n se realizo´ en una terminal con procesador sun fire
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V440, conectado a 4 procesadores de 1602 Hhz, ultra sparc III con 1 MB de cache y
memoria de 8 GB.
Los optimizadores de modelos no lineales son sensibles a los valores de los
para´metros algor´ıtmicos, tales como nu´mero de iteraciones, tiempo l´ımite para la
solucio´n de los subproblemas, valores iniciales, criterio de parada, etc. En ocasiones
es dif´ıcil encontrar soluciones factibles, incluso en casos que lo son. Por lo que
fue necesario experimentacio´n previa que nos pudiera indicar el mejor optimizador
para el modelo MINLP, as´ı como el mejor valor de los para´metros implicados. Tal
experimentacio´n consistio´ esencialmente de un preprocesamiento. La importancia de
dicha etapa en los modelos no lineales se explica a detalle en [53] y [9].
Para la solucio´n de nuestro modelo no lineal entero mixto, fue seleccionado
GAMS/AlphaECP, debido a que mostro´ mejor desempen˜o respecto de DICOPT,
optimizador del cual tambie´n se tiene acceso. AlphaECP es una implementacio´n
del me´todo extendido de planos cortantes, asegura optimalidad global en problemas
MINLP convexos y pseudo convexos. Para los modelos MILP y BLP, se utilizo´ el
optimizador Cplex 11.1.1. Se presentan las caracer´ısticas de ambos optimizadores en
el ape´ndice C.
En la tabla 5.2 se resumen los resultados obtenidos de la evaluacio´n de los
modelos. En la primera columna se indica el taman˜o del caso de prueba, siendo
el primer nu´mero la cantidad de plantas, el siguiente es la cantidad de centros de
distribucio´n potenciales y el u´ltimo es el nu´mero de minoristas a atender. El nu´mero
entre pare´ntesis es la semilla utilizada para generar los para´metros aleatorios.
Para cada modelacio´n se expresa el valor de la funcio´n objetivo, indicado en la
columna con etiqueta F.O., y el estatus de la solucio´n indicado en la columna con
etiqueta E.S. Si en el estatus de una solucio´n aparece la palabra “entera”significa
que se logro´ encontrar una solucio´n entera factible, pero no o´ptima.
Para el problema original MINLP, el valor de la funcio´n objetivo de todos los
casos evaluados, es mayor que los valores de las soluciones de los dema´s modelos,
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debido a que la solucio´n o´ptima no es alcanzada. Au´n con preprocesamiento, el
modelo MINLP so´lo logra obtener soluciones factibles que alcanzan una diferencia
de hasta 30 % con respecto a la soluciones o´ptimas. Presenta adema´s, dos casos que
los clasifica como infactible, a pesar de no serlo (caso 2-7-9(164) y el caso 3-8-20(65)).
CASO
MINLP MILP BLP (Estrella)
F.O. E.S. F.O. E.S. F.O. E.S.
2-3-4(4) $2 916 073.08 entera $2 001 845.04 o´ptima $2 001 845.04 o´ptima
3-4-6(5) $3 102 717.23 entera $2 837 904.29 o´ptima $2 837 904.29 o´ptima
3-4-6(346) $3 418 570.79 entera $2 926 014.43 o´ptima $2 926 014.43 o´ptima
5-6-8(100) $6 726 553.06 entera $5 561 617.07 o´ptima $5 561 617.07 o´ptima
2-7-9(164) – infactible $7 030 462.35 o´ptima $7 030 462.35 o´ptima
4-12-8(536) $9 855 572.17 entera $4 422 474.79 o´ptima $4 422 474.79 o´ptima
5-6-10(100) $7 662 481.56 entera $6 247 786.70 o´ptima $6 247 786.70 o´ptima
6-7-12(5) $7 124 274.82 entera – – $6 605 868.49 o´ptima
Tabla 5.2: Valor objetivo para los casos de prueba
Los modelos MILP y BLP, por otro lado, alcanzan valores o´ptimos, sin embargo
so´lo el modelo BLP, es capaz de resolver todas los casos de prueba. Recordemos que
el conjunto de clientes produce un crecimiento exponencial en el nu´mero de variables
y en el nu´mero de restricciones y por tanto, para ma´s de 10 clientes, el modelo MILP
se vuelve computacionalmente intratable.
En la tabla 5.3 se presenta el nu´mero de elementos: variables binarias y
restricciones, para cada caso de prueba en los tres modelos. Para el modelo BLP
se indica el ma´ximo posible de variables y el nu´mero que realmente se presenta al
aplicar el preprocesamiento, obse´rvese que conforme crece el taman˜o de los conjuntos,
se logra una disminucio´n importante en el nu´mero de variables.
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CASO MINLP MILP BLP (Estrella)
VB R VB R Ma´x VB VBP R
2-3-4(4) 21 21 153 108 90 70 9
3-4-6(5) 40 29 1 040 785 756 360 13
3-4-6(346) 40 29 1 040 785 756 438 13
5-6-8(100) 84 43 9 252 7 705 7 650 1 425 19
2-7-9(164) 84 46 10 773 7 193 7 154 1 102 18
4-12-8(536) 156 72 15 420 12 324 12 240 2 604 24
5-6-10(100) 96 45 36 900 30 747 30 690 10 741.5 21
6-7-12(5) 133 53 20 0753 172 064 171 990 60 196.5 25
Abreviaturas: VB.: Variables binarias, R.: Restricciones,VBP.:VB presentadas
Tabla 5.3: Nu´mero de elementos en los casos de prueba
La tabla 5.4 resume los tiempos de co´mputo necesarios para cada uno de
modelos. Se especifican dos tiempos, el primero titulado como T hace referencia al
tiempo necesario para el preproceso, compilacio´n y ejecucio´n del modelo, el segundo
es el tiempo de optimizacio´n. Las unidades se encuentran expresadas en segundos
salvo que indique lo contrario.
CASO MINLP MILP BLP
T Solver T Solver T Solver
2-3-4(4) 0.11 318 0.15 0.15 0.09 0.05
3-4-6(5) 0.24 5 835 0.05 1.79 0.08 0.05
3-4-6(346) 0.21 1 379 0.05 2.47 0.09 0.08
5-6-8(100) 0.30 1 580 0.18 443.56 2.18 0.89
2-7-9(164) 0.08 4 571 0.32 92.06 11.57 0.43
4-12-8(536) 0.39 7 565 0.30 348.25 9.13 0.19
5-6-10(100) 0.30 4 926 1.03 16 h 33.91 2.08
6-7-12(5) 0.05 711 – – 2 h 3.23
Tabla 5.4: Tiempo computacional de los casos evaluados
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Mientras que el tiempo requerido por el preprocesamiento, compilacio´n y
ejecucio´n en los modelos MINLP y MILP es pra´cticamente despreciable, para el
modelo BLP incrementa de manera considerable conforme incrementa el taman˜o
del caso de prueba, lo cual es causado por el incremento exponencial del nu´mero
de estrellas. Es importante hacer mencio´n que esto tambie´n es resultado de haber
realizado el preprocesamiento, es decir, la eliminacio´n de subconjuntos infactibles
en el modelador. GAMS tiene integradas funciones especiales para el manejo de
conjuntos, que lenguajes como C o Pascal no cuentan, facilitando enormemente
la programacio´n, pero a un costo elevado en cuanto a tiempo de ejecucio´n. El
preprocesamiento necesario para el modelo lineal binario es un ejemplo de lo anterior.
5.1.3 Conclusio´n
Se selecciono´ el modelo BLP, dado que su ventaja es evidente frente a los otros
dos modelos, tanto en el logro de optimalidad, el tiempo de solucio´n y porque permite
resolver casos de taman˜os mayores que los modelos anteriores.
Para aminorar el tiempo de co´mputo, se decidio´ programar el preprocesamiento
en C++, en el cual se eliminan los subconjuntos de clientes infactibles y se calculan
los para´metros de cada estrella (media y varianza de la demanda y costo por
asignarlos a las plantas). Una vez obtenidos los elementos factibles se ingresa el
caso a GAMS.
5.2 Evaluacio´n de la configuracio´n de red
A continuacio´n se comprueba la obtencio´n de la mejor configuracio´n de red.
Para ello, inicialmente se analizan los resultados de casos de pruebas evaluados en
el modelo BLP. Dicho ana´lisis conduce a una pequen˜a modificacio´n en los modelos
que sera´ explicada en el apartado final de la seccio´n.
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5.2.1 Ejemplo de un caso de prueba evaluado en el
modelo BLP
Primeramente se analizara´ la solucio´n obtenida para un caso de prueba
evaluado en el modelo seleccionado, el modelo BLP. En la figura 5.1 se muestra el
caso analizado, se forma de dos plantas, siete centros de distribucio´n y nueve clientes,
representados gra´ficamente por octa´gonos, cuadrados y c´ırculos, respectivamente.
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Figura 5.1: Caso de prueba analizado
Se desea encontrar el nu´mero o´ptimo de centros de distribucio´n a abrir, de
manera que la demanda sea atendida en su totalidad con un 95 % de probabilidad,
lo que implica un valor de 1.65 para el para´metro z1−α. Tambie´n se desea seleccionar
la mejor asignacio´n (l´ıneas discont´ınuas) entre los niveles de la cadena. En el ape´ndice
A se muestran los datos requeridos para obtener la solucio´n de este ejemplo.
El valor obtenido de la funcio´n objetivo es de $7 030 462.36 e involucra la
apertura de cuatro centros de distribucio´n: el nu´mero 2, 4, 5 y 6. Cada uno tiene
asignado un conjunto de clientes, la suma de la demanda media de e´stos conforman
la demanda atendida por cada centro, este para´metro aparece en la tercera columna
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de la tabla 5.5. Por ejemplo, la demanda atendida por el centro de distribucio´n 2, se
forma de la suma de las demandas anuales de los clientes 4, 8 y 9. Obse´rvese que el
porcentaje de utilizacio´n es alta para 3 de los 4 centros de distribucio´n abiertos.
CD Clientes Capacidad Demanda % de capacidad
(j) (k) del CD atendida utilizada
2 4, 8, 9 41 133 40 680 98.89 %
4 1, 6 36 687 34 920 95.18 %
5 5 36 657 23 760 64.81 %
6 2, 3, 7 48 880 48 600 99.42 %
Tabla 5.5: Asignacio´n en el segundo nivel de la cadena
La tabla 5.6 muestra las asignaciones realizadas en el primer nivel de la cadena.
Los para´metros a analizar son:
Capacidad anual de produccio´n de las plantas seleccionadas.
Demanda ma´xima a atender: determinada por la capacidad de almacenamiento
de cada centro de distribucio´n asignado a la planta.
Demanda real atendida: la demanda de los clientes adscritos a los centros de
distribucio´n abastecidos por la planta.
Capacidad ociosa: excedente de producto en la planta, es la diferencia entre
la capacidad de produccio´n de la planta y la cantidad real de producto
demandado.
Capacidad utilizada ( %): el intere´s en este para´metro es descubrir el porcentaje
de utilizacio´n de la capacidad en las plantas. Se distinguieron dos tipos: la
primera (estimada) es con referencia a la demanda ma´xima posible, la segunda
(real) hace alusio´n a la demanda real a atendida.
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Plantas CD Capacidad Demanda ma´xima Demanda real Capacidad Capacidad utilizada
i j de produccio´n a atender abastecida ociosa (estimada) (real)
1 4, 5 76 273 73 344 58 680 17 593 96.16 % 76.93 %
2 2, 6 99 910 90 013 89 280 10 630 90.09 % 89.36 %
Promedio: 93.13 % 83.15 %
Tabla 5.6: Asignacio´n en el primer nivel de la cadena
No´tese que existe una diferencia promedio de 10 % entre la capacidad estimada
y la capacidad real utilizada. Adema´s, el total de la capacidad ociosa es de 28 223,
que es una cantidad importante.
5.2.2 Modificando los modelos propuestos
Tratando de disminuir las cifras mostradas en el apartado anterior, se
decidio´ probar una modificacio´n a la retriccio´n que impide sobrepasar la capacidad de
plantas. La finalidad es considerar dentro de la seleccio´n de centros y la asignacio´n
de los mismos a plantas, la demanda de los clientes asignados y no la capacidad
ma´xima de los centros.
Modelo BLP
Para el modelo BLP (4.10)-(4.13) se modifica la restriccio´n (4.12). Con la
introduccio´n del para´metro δr, que representa la demanda de los clientes asignados
a la estrella r, la restriccio´n modificada queda expresada de la siguiente manera:
∑
r∈R
Eirδr ≤ pi ∀i ∈ I (5.1)
Al resolver el caso de prueba 2-7-9 (figura 5.1) con la restriccio´n modificada,
se obtiene una funcio´n objetivo con el valor de $6 651 657.44. Las tablas 5.7 y 5.8
muestran la solucio´n obtenida, desglosada de manera separada para el segundo y
primer nivel de cadena respectivamente.
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CD Clientes Capacidad Demanda % de capacidad
(j) (k) del CD atendida utilizada
1 5, 8 58 389 45 000 77.07 %
2 1, 4, 9 41 133 35 280 85.77 %
5 6 36 657 19 080 52.05 %
6 2, 3, 7 48 880 48 600 99.43 %
Tabla 5.7: Configuracio´n en el segundo nivel de la cadena obtenida con el modelo
BLP modificado
El nu´mero de centros de distribucio´n abiertos es el mismo, sin embargo son
diferentes los centros seleccionados, como consecuencia la configuracio´n de red
tambie´n es diferente a la configuracio´n obtenida con la solucio´n anterior. A pesar
de obtener un mejor disen˜o de red (por implicar un menor costo) la capacidad
utilizada de los centros abiertos es en promedio menor a la capacidad utilizada
con la configuracio´n previa. Caso contrario en las plantas, las cuales incrementa su
porcentaje de uso, aunque en un porcentaje bajo.
Plantas CD Capacidad Demanda ma´xima Demanda real Capacidad Capacidad utilizada
i j de produccio´n a atender abastecida Ociosa (estimada) (real)
1 5, 6 76 273 85 537 67 680 8 593 112.15 % 88.73 %
2 1, 2 99 910 99 522 80 280 19 630 99.61 % 80.35 %
Promedio 105.88 % 84.54 %
Tabla 5.8: Asignacio´n en el primer nivel de la cadena con el modelo modificado
Se puede observar en la tabla 5.8 que la capacidad de la planta 1 es, en teor´ıa,
sobrepasada al abastecer los centros 5 y 6 en un 12.15 %, razo´n por la que es
considerada como una solucio´n infactible para el modelo BLP original. Debido a
que las capacidades de los centros no son aprovechadas en su totalidad, los centros 5
y 6 en realidad representan un 88.73 % de la capacidad de produccio´n de la planta, lo
que convierte a la solucio´n como factible y o´ptima. Es necesario hacer notar que no
existe cambio en la cantidad de producto sobrante en las plantas, teniendo un total
de 28 223, al igual que la configuracio´n anterior, esto debido a que son las mismas
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plantas seleccionadas abasteciendo la misma cantidad de demanda. A pesar de esto
el porcentaje de uso de cada planta es un poco mayor. La figura 5.2 muestra las
configuraciones obtenidas.
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(a) Sin modificacio´n del modelo
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(b) Con modificacio´n del modelo
Figura 5.2: Configuracio´n de red para el caso 279
En la tabla 5.9 se presentan los resultados obtenidos al evaluar los casos del
experimento anterior con el modelo BLP original y con la restriccio´n de capacidad
de plantas modificada. La primera columna indica el caso de estudio, expresa´ndose
la cantidad de plantas, centros de distribucio´n, clientes y la semilla de generador
de para´metros aleatorios, respectivamente. En la segunda columna, se muestra para
cada caso el valor de la funcio´n objetivo, la primera fila corresponde a la funcio´n
objetivo obtenida en el modelo BLP original, la segunda fila corresponde al valor
obtenido con el modelo modificado. La u´ltima columna indica la configuracio´n de
red resultante expresada por arcos. 2 El primer valor, corresponde a la planta, el
segundo al centro de distribucio´n, seguido por los clientes que toman la notacio´n de
“k” ma´s el nu´mero del cliente.
2Entie´ndase por arcos a los enlaces entre una planta a un centro de distribucio´n y de e´ste a un
conjunto de clientes
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CASO FO CONFIGURACIO´N DE RED
2-3-4(4)
$2,001,845.04 (1, 3, k2, k3, k4)(2, 2, k1)
$2,001,845.04 (1, 3, k2, k3, k4)(2, 2, k1)
3-4-6(5)
$2,837,904.29 (1, 2, k4) (1, 1, k5, k6) (2, 3, k1, k2, k3)
$2,837,904.29 (1, 2, k4) (1, 1, k5, k6) (2, 3, k1, k2, k3)
3-4-6(346)
$2,926,014.44 (1, 2, k2, k3, k4) (2, 3, k1, k5, k6)
$2,926,014.44 (1, 2, k2, k3, k4) (2, 3, k1, k5, k6)
5-6-8(100)
$5,561,617.07 (1, 6, k8) (2, 5, k6, k7) (3, 4, k1, k4, k5) (4, 2, k2, k3)
$5,402,643.54 (2, 5, k6, k7) (3, 4, k1, k4, k5) (4, 2, k2, k3) (4, 6, k8)
2-7-9(164)
$7,030,462.36 (1, 5, k5) (1, 4, k1, k6) (2, 6, k2, k3, k7) (2, 2, k4, k8, k9)
$6,651,657.44 (1, 5, k6) (1, 6, k2, k3, k7) (2, 1, k5, k8) (2, 2, k1, k4, k9)
4-12-8(536)
$4,422,474.80 (1, 10, k1) (1, 8, k2, k6) (2, 3, k3, k5) (3, 6, k8) (4, 2, k4, k7)
$4,193,184.15 (1,8,k1, k2) (2, 3, k3, k5) (2, 5, k7) (3, 6, k8) (4, 2, k4, k6)
5-6-10(100)
$6,247,786.71 (2, 1, k1, k2, k6) (2, 6, k4, k8, k9) (3, 4, k3, k7) (4, 2, k5, k10)
$6,247,786.71 (2, 1, k1, k2, k6) (2, 6, k4, k8, k9) (3, 4, k3, k7) (4, 2,k5, k10)
6-7-12(5)
$6,605,868.49
(1, 1, k1) (1, 7, k10, k12) (2, 3, k4, k11) (4, 2, k6) (4, 6, k2, k3, k9)
(6, 5, k5, k7, k8)
$6,503,990.15 (1,7,k3.k10.) (2, 3, k2, k5, k11) (4, 2, k6, k8)
(4, 6,k1, k9) (6, 4, k7) (6, 5, k4, k12)
Tabla 5.9: Comparacio´n entre soluciones
No en todos los casos la restriccio´n modificada implica una diferente
configuracio´n, sin embargo las veces en que s´ı afecta, lo hace mejorando el valor
de la funcio´n objetivo. Para nuestros casos de prueba, la mitad de ellos mostraron
mejor configuracio´n de red (casos resaltados en la tabla 5.9).
Modelo MINLP
La modificacio´n en el modelo MINLP u´nicamente requiere sustituir en la
restriccio´n (3.6) el para´metro qj por Dj, que representa la demanda atendida por el
centro de distribucio´n j. E´sta es definida como la suma de la demanda de los clientes
adscritos al centro j, restriccio´n (3.7) del modelo MINLP. La restriccio´n modificada
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adquiere la siguiente forma:∑
j∈J
DjZij ≤ pi ∀i ∈ I (5.2)
El problema en la restriccio´n (5.2) consiste en que la funcio´n se vuelve no
lineal. Se presenta la multiplicacio´n de las variables Dj y Zij lo que agrega au´n ma´s
complejidad al modelo MINLP.
Modelo MILP
Para este modelo, la modificacio´n presenta el mismo inconveniente que el
modelo MINLP. Obse´rvese que la restriccio´n modificada (5.3), tambie´n es una
funcio´n no lineal. Con esto se pierde el objetivo original de esta modelacio´n, que
fue linealizar el modelo inicial.∑
j∈J
∑
k∈b|b∈B
µkλWjbZij ≤ pi ∀i ∈ I (5.3)
5.2.3 Conclusio´n
La modificacio´n a la restriccio´n de capacidad de plantas, para considerar la
demanda que realmente provee a los centros de distribucio´n, ma´s alla´ de evitar
sobrantes en la capacidad de produccio´n de las plantas seleccionadas, lo que nos
permite es ampliar el espacio de bu´squeda de las soluciones. Permite acceder
a posibles configuraciones (asignaciones planta-centros-clientes) mejores, que son
descartadas por considerar una capacidad que generalmente no es alcanzada. Aunque
se continu´a teniendo capacidad ociosa en las plantas, esta´ es en menor porcentaje,
lo cual en realidad es conveniente para lidiar con la fluctuaciones de la demanda,
adema´s de que su existencia no se encuentra penalizada por algu´n costo.
Ingresar la modificacio´n a los modelo MINLP y MILP complican su estructura,
so´lo el modelo BLP mantiene la linealidad en las restricciones. Con este argumento,
aunado a los expuestos previamente (optimalidad, taman˜o de casos resueltos y
tiempo de co´mputo requerido) se decide optar por el modelo BLP modificado.
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5.3 Ana´lisis de sensibilidad
De acuerdo a las caracter´ısticas propias de la cadena de suministro, tales
como naturaleza del producto, demanda, calidad, entre otras muchas, el tomador
de decisiones puede asignar distintos valores a las ponderaciones de inventario y del
transporte, as´ı como el nivel de servicio que desea lograr. Pero existe una interrogante
a contestar: ¿Influye la ponderacio´n del inventario, transporte y nivel de servicio en
la configuracio´n de red de la cadena de suministro? Para contestar esta pregunta se
decidio´ realizar un disen˜o de experimentos factorial.
5.3.1 Disen˜o factorial
Los disen˜os factoriales permiten estimar los efectos de un factor en diversos
niveles de los otros factores, produciendo conclusiones que son va´lidas sobre toda la
extensio´n de las condiciones experimentales [37]. Un nivel o tratamiento se refiere a
los valores escogidos en un rango del factor a manipular, para nuestro caso, se fijaron
valores para los factores de estudio, tales valores se muestran en la tabla 5.10. Los
valores de 0.67 y 2.05 corresponden al 75 % y 98 % de probabilidad deseada de abasto
a los clientes.
Factores Niveles
Transporte (β) 0.001 0.04 0.5 1
Inventario (θ) 0.003 0.1 0.8 1
Nivel de servicio (ns) 0.67 2.05
Tabla 5.10: Factores y niveles para el ana´lisis de sensibilidad
El disen˜o factorial se basa en el ana´lisis de varianza, donde su objetivo es
probar que las medias de los tratamiento son iguales, es decir, que un cambio en
el factor manipulable (β, θ, ns) no causa ningu´n efecto en la variable de respuesta
(configuracio´n de red), lo anterior comprueba la hipo´tesis nula [29]. Caso contrario
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con la hipo´tesis alterna, que comprueba la existencia de cambios en la variable de
respuesta a causa de la variacio´n de los tratamientos.
Se opto´ por un disen˜o factorial completo, el cual no tiene limitaciones en
factores ni niveles y su eficacia relativa es superior a los disen˜os unifactoriales y
bifactoriales. Adema´s de que se basa en efectos fijos, como nuestro caso, sin embargo
las conclusiones so´lo se aplican a los niveles del factor considerado y no en toda la
poblacio´n de niveles del factor, como es el caso del modelo de efectos aleatorios.
Los casos de estudio sobre los cuales se realizara´ el ana´lisis de sensibilidad, se
integran de 3 o 5 plantas, 6 u 8 centros de distribucio´n y de 10 o 15 minoristas. La
tabla 5.11 muestra los 6 casos de pruebas (bloques) seleccionados.
La primera columna muestra el identificador asig-
nado a cada caso, mientras que en la segunda co-
lumna aparece el taman˜o de cada conjunto, sien-
do el primer valor el correspondiente al nu´mero de
plantas, el segundo al nu´mero de centro de distri-
bucio´n y el u´ltimo al nu´mero de minoristas. Para
cada bloque se realizaron 3 re´plicas, entendie´ndose
por re´plicas a distintos casos de prueba del mismo
taman˜o. Se obtuvieron un total de 576 casos de
prueba. La generacio´n de los para´metros siguio´ la
misma meca´nica mostrada en el apartado 5.1.1.
ID Elementos
A 3, 6, 10
B 5, 8, 10
C 3, 8, 10
D 3, 6, 15
E 5, 8, 15
F 3, 8, 15
Tabla 5.11: Casos evaluados
en disen˜o factorial
5.3.2 Resultados
La configuracio´n de red, que es nuestro resultado de intere´s, esta´ definida por el
nu´mero de centros abiertos y la asignacio´n resultante en ambos niveles de la cadena
de suministro. Despue´s de haber analizado los resultados obtenidos, descubrimos que
el nu´mero de centros de distribucio´n pra´cticamente permanece invariable en cada
ejecucio´n. Lo anterior no refleja realmente la influencia de los para´metros entre cada
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caso. Lo que s´ı se altera es la eleccio´n de los centros de distribucio´n a abrir y como
consecuencia las asignaciones, provocando un cambio en el costo total obtenido.
En algunas ocasiones, se obtuvo la misma configuracio´n de red, pero con el
valor de la funcio´n objetivo diferente, dado que e´ste representa un costo ponderado.
Una vez obtenida la configuracio´n de red, fue necesario calcular los costos reales
de la configuracio´n. Se fijo un valor unitario a los tres factores, a manera de hacer
comparables los costos independientemente de los cambios en los factores. De esta
forma, nuestra variable de respuesta es el porcentaje de variacio´n en los costos totales
respecto a la mejor configuracio´n, la de menor costo, obtenida en cada caso de
estudio.
La ejecucio´n de estos casos de prueba fue realizada en una PC con procesador
Intel con 2.49 GHz y 3.5 GB RAM, bajo Windows 2002. En la tabla 5.12 se muestran
los efectos producidos por la variacio´n de los para´metros dentro de un solo grupo, de
tres plantas, seis centros de distribucio´n y diez clientes (grupo A). Los primeras
tres columnas corresponden a los para´metros variados. Las siguientes columnas
corresponde a las re´plicas realizadas (R1, R2, R3), se muestra para cada una el
porcentaje de cambio en los costos respecto al valor de la funcio´n objetivo de la
mejor configuracio´n y el nu´mero de centros de distribucio´n a abiertos. Resultados
de los dema´s casos se encuentra en el ape´ndice B.1.
Se puede observar que entre mayor sea la importancia otorgada al inventario
(θ) menor es la variacio´n de los costos de la red, por otro lado, al incrementar la
importancia del transporte (β) disminuye los costos y se incrementa el nu´mero de
los centros de distribucio´n a abrir. Las filas resaltadas son aquellas en las cuales los
valores de los para´metros manipulados originan la mejor configuracio´n de red para
las tres re´plicas.
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R1 R2 R3
θ β ns % CD % CD % CD
0.003 0.001 0.67 11.38 % 3 53.95 % 3 7.85 % 3
0.003 0.001 2.05 11.38 % 3 53.95 % 3 9.15 % 3
0.003 0.04 0.67 11.38 % 3 3.87 % 4 7.85 % 3
0.003 0.04 2.05 11.38 % 3 3.87 % 4 7.85 % 3
0.003 0.5 0.67 0 % 4 0 % 4 7.85 % 3
0.003 0.5 2.05 0 % 4 0 % 4 7.85 % 3
0.003 1 0.67 0 % 4 0 % 4 3.80 % 4
0.003 1 2.05 0 % 4 0 % 4 3.80 % 4
0.1 0.001 0.67 11.38 % 3 65.15 % 3 17.94 % 3
0.1 0.001 2.05 11.38 % 3 65.15 % 3 51.84 % 3
0.1 0.04 0.67 11.38 % 3 3.87 % 4 7.85 % 3
0.1 0.04 2.05 11.38 % 3 3.87 % 4 9.15 % 3
0.1 0.5 0.67 0 % 4 0 % 4 7.85 % 3
0.1 0.5 2.05 0 % 4 0 % 4 7.85 % 3
0.1 1 0.67 0 % 4 0 % 4 3.80 % 4
0.1 1 2.05 0 % 4 0 % 4 0 % 3
0.8 0.001 0.67 38.31 % 3 65.15 % 3 24.15 % 3
0.8 0.001 2.05 54.83 % 3 65.15 % 3 24.15 % 3
0.8 0.04 0.67 11.38 % 3 3.87 % 4 13.13 % 3
0.8 0.04 2.05 22.97 % 3 3.87 % 4 15.82 % 3
0.8 0.5 0.67 0 % 4 0 % 4 0 % 3
0.8 0.5 2.05 0 % 4 0 % 4 0 % 3
0.8 1 0.67 0 % 4 0 % 4 0 % 3
0.8 1 2.05 0 % 4 0 % 4 0 % 3
1 0.001 0.67 38.31 % 3 65.15 % 3 24.15 % 3
1 0.001 2.05 54.83 % 3 65.15 % 3 24.15 % 3
1 0.04 0.67 11.38 % 3 3.87 % 4 13.13 % 3
1 0.04 2.05 22.97 % 3 23.78 % 4 15.82 % 3
1 0.5 0.67 0 % 4 0 % 4 0 % 3
1 0.5 2.05 0 % 4 0 % 4 0 % 3
1 1 0.67 0 % 4 0 % 4 0 % 3
1 1 2.05 0 % 4 0 % 4 0 % 3
Tabla 5.12: Variacio´n de para´metros en el grupo A
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5.3.3 Ana´lisis estad´ıstico
Las respuestas de cada caso se ingresaron en minitab R©, software especial
de ana´lisis estad´ıstico, los resultados obtenidos se muestran en la tabla 5.13. La
primera columna corresponde al factor o a la interaccio´n de e´stos bajo estudio, la
segunda columna indica los grados libertad de cada uno. La columna etiquetada
como SC sec es la suma de los cuadrados secuenciales de un predictor, mide el
incremento de la regresio´n de suma de cuadrados cuando el predictor se agrega a
un modelo que incluye so´lo los predictores indicados antes de e´l [34]. En la columna
MC ajust aparece el valor del cuadrado medio. El valor F es utilizado para probar la
hipo´tesis nula y el valor P indica si una relacio´n observada es o no estad´ısticamente
significativa, por ejemplo, si se escogio´ un nivel de significancia de 1 % y si P es
menor o igual a este porcentaje, la asociacio´n es significativa.
Al observar las columnas de suma de cuadrados (SC sec. y SC ajust.) es
palpable que los cambios considerables se presentan en la fuente de bloques, beta,
theta y la interaccio´n entre theta y beta, siendo el segundo de estos u´ltimos el ma´s
notorio e influyente en los resultados.
Seleccionando un nivel de significancia de 1 % se concluye que so´lo la
ponderacio´n de transporte, como la ponderacio´n del inventario son influyentes
significativamente en la configuracio´n de red. En cuanto el valor de la interacio´n
de betha-theta, el valor 0 en la columna P, indica evidencia de que el efecto de algu´n
de los factores depende del nivel de otro factor, por tanto no son independientes
entre s´ı.
Como se puede apreciar en la tabla 5.13, el nivel de servicio establecido no
tiene influencia significativa en los soluciones o´ptimas del modelo. Dentro de los
costos, el nivel de servicio afecta u´nicamente al inventario de seguridad, por tanto,
el no tener influencia significativa, implica que la variacio´n, incluso una variacio´n
grande (75 % - 98 %) no influye en la configuracio´n de red, debido a que se logra un
disen˜o satisfactorio con relacio´n al cubrimiento de la demanda. Tambie´n significa que
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Ana´lisis de varianza, utilizando SC ajustada para pruebas
Fuente GL SC sec. SC ajust. MC ajust. F P
Bloques 17 2.03324 2.03324 0.1196 7.62 0
theta 3 1.234 1.234 0.41133 26.21 0
beta 3 29.5314 29.5314 9.8438 627.25 0
ns 1 0.08776 0.08776 0.08776 5.59 0.018
theta-beta 9 2.28918 2.28918 0.25435 16.21 0
theta-ns 3 0.03672 0.03672 0.01224 0.78 0.505
beta-ns 3 0.0942 0.0942 0.0314 2 0.113
theta-beta-ns 9 0.17471 0.17471 0.01941 1.24 0.27
Error 527 8.27047 8.27047 0.01569
Total 575 43.75169
S = 0.125274 R-cuad. = 81.10 % R-cuad.(ajustado) = 79.38 %
Tabla 5.13: Ana´lisis de varianza para el modelo factorial de efectos fijos
el inventario de seguridad es lo suficientemente grande para abastecer la demanda
durante el tiempo de reabastecimiento de productos.
Como se menciono´ anteriormente, los bloques (cada caso de estudio) tienen
influencia significativa en las soluciones obtenidas, lo cual es de esperarse, ya
que dependiendo del nu´mero de instalaciones disponibles en cada caso (planta,
instalaciones y minoristas) sera´ la el disen˜o de la cadena de suministro de estudio.
Las gra´ficas de efectos principales son simplemente gra´ficas de los promedios de
respuesta marginal a los niveles de los factores. Las l´ıneas graficadas son las uniones
de los medias de respuesta para cada nivel del factor, con ellas se representa el efecto
de cada factor para cada respuesta. Por ejemplo, la figura 5.3 muestra las gra´ficas
de efectos principales, una por cada factor de estudio. En el eje de las abscisas se
muestran los niveles de cada factor y en el eje de las ordenadas los valores de la
variable de respuesta, es decir, el cambio porcentual en los costos de la configuracio´n
de red. Los puntos de las l´ıneas son los promedios de los factores analizados.
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Se observa que la ponderacio´n del transporte β tiene el mayor efecto en los
cambios de los costos totales. Al presentar una pendiente negativa, podemos concluir
que entre mayor sea la ponderacio´n asignada al transporte menor es la diferencia
del costo de la red de distribucio´n obtenida con dicho valor respecto a la mejor
configuracio´n lograda. Lo anterior so´lo se presenta en el intervalo comprendido entre
los valores 0.001 y 0.5, ya que de 0.5 a 1 se logra la mejor configuracio´n posible de
red (donde la pendiente es igual a 0).
Para el caso de la ponderacio´n del inventario θ se aprecia una influencia
significativa, pero no tan marcada como β y u´nicamente con valores menores a 0.8.
La l´ınea de este factor presenta una pendiente positiva, lo que significa que conforme
se incrementa la importancia del inventario se incurre en costos ma´s elevados. La
gra´fica del nivel de servicio, por otro lado, corrobora la inexistencia de su influencia
en los costo, la l´ınea tiene una pendiente cercana a cero.
1.0000.8000.1000.003
0.60
0.45
0.30
0.15
0.00
1.0000.5000.0400.001
2.050.67
0.60
0.45
0.30
0.15
0.00
theta
M
e
d
ia
betha
ns
Medias de datos
 
Figura 5.3: Gra´fica de efectos principales
En un ana´lisis estad´ıstico, las gra´ficas de interacio´n muestran el impacto que
ocasiona el cambio de la configuracio´n de un factor con otro factor. Debido a
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que una interaccio´n puede aumentar o disminuir los efectos principales, evaluar las
interacciones es extremadamente importante, ya que tambie´n nos permite encontrar
las combinaciones de mejor rendimiento para las variables de respuesta.
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Figura 5.4: Gra´fica de interaciones
La figura 5.4 muestra que no hay interaccio´n entre el nivel de servicio e
inventario (ns-theta) as´ı como tampoco existe interaccio´n entre el nivel de servicio y
el transporte (ns-beta), pues las l´ıneas no se cruzan en ningu´n momento. En relacio´n
a la combinacio´n de transporte e inventario (beta-theta), la interaccio´n es pequen˜a
y so´lo para los dos valores ma´s altos de los niveles.
5.3.4 Comprobacio´n de idoneidad del ana´lisis
El modelo utilizado por el disen˜o factorial trabaja bajo el supuesto de que los
errores son independientes y normalmente distribuidos con media cero y varianza
constante. Por ello en este apartado se comprobara´ el cumplimiento de tales
supuestos.
La comprobacio´n de la idoneidad (o adecuacio´n) del modelo se puede realizar a
trave´s de los residuos. Los residuos o errores son la diferencia entre el valor observado
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y el valor previsto por el modelo. Si las hipo´tesis relativas al modelo son ciertas,
los residuos variara´n aleatoriamente y por lo tanto no deben tener algu´n patro´n,
ni deben estar relacionados con alguna otra variable, incluyendo la respuesta. Si,
por el contrario, descubrimos que los residuos presentan tendencias sistema´ticas
inexplicadas, tendremos que sospechar de la validez del modelo.
El histograma de residuos de la figura 5.5 se comprueba la suposicio´n de
normalidad del modelo estad´ıstico en nuestro ana´lisis de sensibilidad, mostrando
que los errores son independientes con media cero.
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Figura 5.5: Histograma de residuos
Otra comprobacio´n sencilla del modelo consiste en graficar los residuos contra
los valores ajustados. Esta gra´fica revela el comporatamiento de la varianza de las
observaciones. La figura 5.6 presenta la gra´fica de residuos contra valores ajustados,
no´tese que no se distingue ningu´n patro´n. Con lo anterior se comprueba la idoneidad
del ana´lisis estad´ıstico en el problema de estudio.
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Figura 5.6: Residuos contra valores ajustados
5.4 Otras estad´ısticas para el modelo BLP
modificado
Con el fin de conocer el comportamiento compu-
tacional del modelo BLP modificado teniendo
un mayor rango de taman˜os de los casos, se in-
cremento´ la cantidad de grupos evaluados. En la
tabla 5.14 se indica el identificador y cantidad de
elementos de los conjuntos de los nuevos casos.
De nuevo el primer valor corresponde al nu´mero
de plantas, el segundo al nu´mero de centros de
distribucio´n y el u´ltimo al nu´mero de minoristas.
Se realizaron tres re´plicas en cada grupo.
ID Elementos
G 5, 8, 13
H 6, 9, 14
I 3, 7, 12
J 3, 6, 20
K 5, 8, 20
L 3, 8, 20
M 5, 6, 20
Tabla 5.14: Casos evaluados
La tabla 5.15 muestra el tiempo promedio (expresado en segundos) necesitado
para el preprocesamiento (generacio´n de estrellas factibles), lectura de datos,
compilacio´n y ejecucio´n del modelo, en la columna T. El tiempo de solver, es el
tiempo promedio requerido por el optimizador para resolver los casos de prueba.
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Ambos tiempos se consideran aceptables. El siguiente par de columnas indican el
nu´mero de estrellas promedio en cada bloque, primero el ma´ximo posible seguido
por la cantidad promedio presentada. La u´ltima columna corresponde al porcentaje
promedio de disminucio´n de estrellas causado por el preprocesamiento.
Caso Tiempo promedio Nu´m. Estrellas Disminucio´n
T solver potenciales factibles
A 4.95 0.13 3 072 874 71.55 %
B 6.63 0.36 4 096 1 336 67.38 %
C 8.49 0.67 4 096 1 594 61.08 %
D 96.96 11.33 98 304 6 219 93.67 %
E 49.85 12.44 131 072 9 015 93.12 %
F 67.34 38.72 131 072 4 881 96.28 %
G 9.65 0.71 32 768 1 746 94.67 %
H 135.18 8.79 73 728 9 965 86.48 %
I 28.40 1.78 458 752 5 468 98.81 %
J 2 688.61 1 867.82 3 145 728 61 085 98.06 %
K 1 776.68 793.48 4 194 304 59 545 98.58 %
L 659.95 98.45 4 194 304 53 704 98.72 %
M 3 296.90 1 450.39 3 145 728 37 906 98.80 %
Tabla 5.15: Estad´ısticas del modelo BLP modifcado
Se puede comprobar la ventaja del preprocesamiento, obse´rvese que en todos
los bloques el tiempo promedio de preprocesamiento es mayor que el tiempo de
optimizacio´n (figura 5.4), pero esta etapa disminuye en gran medida la cantidad
de estrellas en el modelo. Tambie´n se aprecia que entre ma´s grande sea un caso
a resolver, mayor es la disminucio´n de elementos. Por lo tanto se concluye como
aceptable la relacio´n costo-beneficio del preprocesamiento.
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Figura 5.7: Tiempo promedio para cada grupo
5.5 Efecto de mu´ltiples plantas
En la literatura revisada sobre el tema de localizacio´n e inventario, so´lo
se pudieron encontrar problemas que involucran un solo nivel de la cadena,
considerando un solo tipo de fuente de suministro a los puntos de demanda. Algunos
autores s´ı consideran varias opciones de suministro, en espec´ıfico plantas y centros
de distribucio´n, pero modelan bajo el supuesto que los valores de los para´metros
definidos para las plantas son iguales. Lo anterior equivale a suponer la existencia de
una u´nica planta, lo cual es una simplificacio´n importante al problema y un supuesto
poco probable en la vida real.
Debido a que la consideracio´n de mu´ltiples plantas es una de las caracter´ısticas
que diferencia a nuestro problema propuesto, a continuacio´n se corrobora la
influencia de involucrar este supuesto a la toma de decisiones en el problema de
localizacio´n e inventario.
Para realizar una comparacio´n de las configuraciones de red obtenidas al
considerar y omitir mu´ltiples plantas, se resolvieron nuevamente los 13 grupos
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de prueba expuestos en las tablas 5.11 y 5.14. En esta ocasio´n los costos por
transportacio´n de producto de plantas a centros de distribucio´n tendra´n el mismo
valor entre s´ı, sin importar a que´ centro atienda. De igual forma se manejan los
tiempos de entrega de productos de planta a centros.
A manera de ejemplificacio´n, en la tabla 5.16 se resumen los resultados para
los bloques A, B y C, tanto los obtenidos en el apartado 5.4, como los obtenidos al
modificar los para´metros definidos para las plantas, como se acaba de explicar. Los
resultados de los bloques D a M se encuentran en el ape´ndice B.2.
La primera columna de la tabla 5.16 indica el bloque en cuestio´n, la segunda
columna indica el identificador del caso de prueba, definido por el nu´mero de re´plica
ma´s la letra M o U. La letra M refiere al caso de prueba con mu´ltiples plantas,
mientras que la letra U refiere al mismo caso de prueba, pero considerando solo una
planta. En las columnas tercera y cuarta, se indican cua´ntos y cua´les centros de
distribucio´n fueron seleccionados despue´s de la optimizacio´n. En la u´ltima columna
se expresa la configuracio´n de red por medio de arcos, indicando la planta y el centro
de distribucio´n seleccionados, primer y segundo valor respectivamente, as´ı como el
conjunto de clientes asignados, expresados con la notacio´n “k” ma´s el nu´mero del
cliente.
Con los resultados de la tabla 5.16 y del ape´ndice B.2, se puede observar que
generalmente, para un caso que considera solo una planta, el nu´mero de centros de
distribucio´n a abrir permanece constante en relacio´n al mismo caso considerando
mu´ltiples plantas. Sin embargo, los centros seleccionados, en la mayor´ıa de los casos,
s´ı cambia y como consecuencia la configuracio´n de red tambie´n.
Lo anterior pone de manifiesto la influencia de las simplificaciones y supuestos
definidos al momento de modelar. Suponer una buena aproximacio´n del resultado al
simplificar el problema a solo un nivel de la cadena de suministro, no suele brindar la
mejor configuracio´n de red. La importancia de ello radica en los tipos de decisiones
involucradas en el problema. Por un lado, la apertura de instalaciones involucra
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1M
4  4,6,1,2 (1,4,k8)(1,6,k5,k7,k10)(2,1,k2,k9) 
(3,2,k1,k3,k4,k6)
1U
5  3,5,4,1,6 (1,3,k2,k5)(1,5,k6)(1,4,k1,k3,k8)(1,1,k4,k9) 
(1,6,k7,k10)
2M
4  6,3,1,5 (1,6,k2,k3,k5)(2,k3,k1,k6)(2,k1,k4,k7,k9) 
(2,k5,k8,k10)
2U
4  6,3,1,2 (1,6,k2,k3,k5)(1,3,k6,k8)(1,1,k1,k7,k9) 
(1,2,k4,k10)
3M
4  4,3,1,5 (1,4,k6)(2,3,k2,k3,k7,k8)(2,1,k10) 
(3,5,k1,k4,k5,k9)
3U
4  5,1,4,6 (1,5,k1,k4)(1,1,k2,k7)(1,4,k3,k6,k9) 
(1,6,k5,k8,k10)
1M
4  2,5,1,6 (2,2,k3,k6)(3,5,k2,k9,k10)(5,1,k1,k5,k7) 
(5,6,k4,k8)
1U
4  6,2,1,7 (1,6,k5)(1,2,k4,k6)(1,1,k1,k7,k8) 
(1,7,k2,k3,k9,k10)
2M
3  6,4,8 (2,6,k1,k3,k4,k5,k7)(3,k4,k6,k10)  
(5,k8,k2,k8,k9)
2U
5  6,5,1,2,4 (1,6,k4)(1,5,k7)(1,1,k5,k8)(1,2,k1,k2,k3,k9)  
(1,4,k6,k10)
3M
4  8,1,5,4 (1,8,k6)(3,1,k1,k2,k5)(4,5,k3,k4,k8,k9)  
(4,4,k7,k10)
3U
5  1,8,4,5,7 (1,1,k1,k2,k5)(1,8,k6)(1,4,k7)(1,5,k3,k8,k9)  
(1,7,k4,k10)
1M
4  2,4,8,3 (1,2,k6,k8)(1,4,k10)(2,8,k2,k4,k5,k7,k9)  
(3,3,k1,k3)
1U
3  6,4,1 (1,6,k3)(1,4,k2,k4,k6,k7,k8)  (1,1,k1,k5,k9,k10)
2M
4  6,2,8,7 (1,6,k5)(1,2,k3,k6,k7,k8,k9,k10)(2,8,k2)  
(3,7,k1,k4)
2U
3  7,5,2 (1,7,k1,k4)(1,5,k2,k5)  (1,2,k3,k6,k7,k8,k9,k10)
3M
5  5,8,3,1,6 (1,5,k3,k6,k7)(2,8,k2,k4)(2,3,k9)  
(2,1,k1,k8,k10)(3,6,k5)
3U
6  4,6,5,8,3,7 (1,4,k1)(1,6,k5)(1,5,k2,k3,k6)(1,8,k4,k8)  
(1,3,k9)(1,7,k7,k10)
Configuración de red
A
B
C
Bloque ID Núm.
Centros 
seleccionados
Tabla 5.16: Efecto de considerar y omitir plantas en los bloques A a C
grandes cantidades de dinero, por otro lado, la asignacio´n entre los elementos
involucran aspectos operacionales y por tanto costos repetitivos, por ejemplo los
costos relacionados a la pol´ıtica de inventario y a la distribucio´n. Fijar de manera
erro´nea estos aspectos, significa incurrir repetidamente en un costo no o´ptimo y al
proyectar el dinero en el tiempo, este costo se incrementa significativamente.
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Conclusiones y trabajo a futuro
La administracio´n de una cadena de suministro involucra grandes cantidades de
informacio´n, para ejemplificar esta afirmacio´n podemos mencionar las caracter´ısticas
de las demandas, caracter´ısticas de los actores productivos, costos, pol´ıtica
de inventarios, distribucio´n, etce´tera. Desde el punto de vista de optimizacio´n
matema´tica, la incorporacio´n de mayor cantidad de informacio´n y consideraciones,
complican la ejecucio´n de las te´cnicas matema´ticas usadas como apoyo a la toma
de decisiones en la administracio´n cadena de suministro. A pesar de observarse,
cada vez ma´s, un notable incremento de la integracio´n de decisiones en esta a´rea de
aplicacio´n, au´n se requiere de mucha investigacio´n que permita la ayuda a la toma
de decisiones en el proceso de planeacio´n en una cadena de suministro.
Es as´ı, que la importancia del trabajo presentado consiste en la integracio´n de
elementos que en conjunto no se han tratado en la literatura relacionada, siendo un
problema ma´s complicado, principalmente debido a la consideracio´n de dos niveles
de la cadena de suministro analizada y por la asignacio´n u´nica involucrada en los
mismos. Estas consideraciones no son triviales y como se pudo comprobar en la
experimentacio´n, omitir opciones de plantas al problema influye en la decisio´n de
apertura de centros y por lo mismo en la configuracio´n de la cadena de suministro.
Por otro lado, al incluir los costos reales de inventario, se involucraron
forzosamente te´rminos no lineales, lo que hace al problema au´n ma´s dif´ıcil de
resolver, si se desea trabajar directamente con el modelo original obtenido. Para
evitar la problema´tica propia de los modelos no lineales, se decidio´ linealizar el
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modelo original, sin embargo, el modelo resultante (MILP) presenta el inconveniente
de incrementar de manera exponencial el nu´mero de las variables y de restricciones.
Gracias a la tercera modelacio´n y junto con el preprocesamiento realizado, se lograron
resultados o´ptimos en un tiempo razonable de co´mputo, lo que muestra el valor de
dedicar tiempo a la modelacio´n.
Aunque generalmente las linealizaciones no suelen ser obvias y s´ı muy tardadas,
pueden dar mejores resultados a largo plazo, principalmente si se desea alcanzar
optimalidad y trabajar no so´lo con casos de taman˜o pequen˜o. Sin embargo, es
necesario hacer hincapie´ en lo delicado de hacer una linealizacio´n. Se puede caer
en el error de no estar realmente modelando el problema original o modelar so´lo
una parte del problema. Lo anterior sucedio´ en este trabajo de investigacio´n, pues se
obtuvo una modelacio´n (no reportada en este documento) que era inconsistente en
el cumplimiento de las caracter´ısticas del problema. Esto fue detectado so´lo despue´s
de mucha experimentacio´n, ya que el modelo obtenido era una simplificacio´n del
problema original, por lo que en muchos casos de prueba s´ı se cumpl´ıa con los
requerimientos especificados del mismo.
En relacio´n a la linealizacio´n, tambie´n es necesario mencionar que los modelos
lineales presentados, son correctos so´lo bajo el supuesto de atencio´n de demanda
desde una sola fuente de abastecimiento. Considerar supuestos tales como particio´n
de la demanda o la entrega de productos desde varias fuentes de abastecimiento,
romper´ıan la estructura de los modelos lineales expuestos.
Con respecto al ana´lisis de sensibilidad, la influencia significativa de la
ponderacio´n del transporte e inventario confirma la importancia de considerar
decisiones operacionales dentro de la toma de decisiones estrate´gicas (apertura de
centros de distribucio´n en nuestro caso) pues, son influyentes en la configuracio´n de
red resultante.
Como se observo´ en los resultados, los porcentajes de cambio en los costos
debido a la variacio´n de los para´metros son considerables. Si recodamos que el
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problema de localizacio´n e inventario involucra grandes cantidades monetarias y su
efecto es perdurable en el tiempo, no es trivial poner atencio´n al fijar estos valores.
Adema´s, al ser la interaccio´n de las ponderaciones del transporte e inventarios
significativa, no so´lo es relevante conocer que´ factor es ma´s importante, sino tambie´n
en que´ magnitud lo es. Es as´ı, que la modelacio´n de preferencias es trascendental.
Se debe buscar siempre asignar los pesos o ponderaciones de la manera ma´s fiable y
representativamente posible del esquema de preferencias del tomador de decisiones,
que recordemos son basadas en las caracter´ısticas propias de la cadena de suministro
en cuestio´n.
Las a´reas de oportunidad de este trabajo son variadas, en principio, desde el
punto de vista de cadena de suministro, se pueden agregan diversos elementos como
alternativas en la transportacio´n de productos, incremento de actores productivos
y dema´s consideraciones enunciadas en el cap´ıtulo de antecedentes. Desde el punto
de vista de las metodolog´ıa de solucio´n, e´stas dependera´n del modelo matema´tico
seleccionado.
El modelo BLP modificado, fue seleccionado en este trabajo por su ventaja
frente a los dema´s en relacio´n a la calidad de las soluciones encontradas y al tiempo
de co´mputo requerido, al resolverlos de manera exacta. Sin embargo, es evidente que
e´sta forma de solucio´n no es la mejor idea cuando se trata de casos de prueba
de grandes taman˜os. Tanto el modelo original, MINLP, como el primer modelo
lineal, MILP, pueden ser buenas opciones dependiendo de la te´cnica de optimizacio´n
seleccionada. Aunque si se desea evitar la sobre estimacio´n del porcentaje de
utilizacio´n de los centros de distribucio´n, los modelos modificados son sumamente
complejos, pues ambos son no lineales y el logro de optimalidad esta´ sujeto a la
convexidad de las funciones, lo cual tambie´n se presenta como trabajo futuro, pues
no se comprueba en esta tesis.
En los tres modelos propuestos, al ser de tipo combinatorio, las te´cnicas de
descomposicio´n y los me´todos aproximados son candidatos inmediatos. Para el
modelo no lineal, la relajacio´n lagrangiana es una herramienta muy utilizada en la
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literatura de problemas similares. No obstante, no existe garant´ıa de la conveniencia
de aplicar la relajacio´n lagrangiana al problema propuesto, ya que e´ste presenta una
mayor complejidad que lo abordado en la literatura. En cuanto a los modelos lineales
se propone generacio´n de columnas, debido a que suelen usarse en problemas con un
nu´mero exponencial de variables, tal como sucede en los modelos MILP y BLP.
Ape´ndice A
Datos de caso de estudio
En este apartado, se desglosan los para´metros del caso de estudio seleccionado,
en la seccio´n 5.2.1, para ejemplificar las soluciones obtenidas con el modelo lineal
binario propuesto.
Plantas Capacidad
1 76 273
2 99 910
Tabla A.1: Capacidad de plantas
Minoristas Media Varianza
1 44 1.01
2 17 1.687
3 69 5.899
4 22 5.862
5 66 1.028
6 53 2.89
7 49 1.942
8 59 4.275
9 32 3.574
Tabla A.2: Caracter´ısticas de las demandas de los minoristas
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CD Costo Costo Capacidad
de apertura por ordenar
1 28 688 149 58 389
2 25 192 292 41 133
3 27 627 142 57 227
4 25 782 234 36 687
5 10 990 182 36 657
6 15 341 221 48 880
7 26 024 236 39 771
Tabla A.3: Para´metros correspondientes a los centros de distribucio´n
@
@
@
@@
j
i lij gij aij
@
@
@
@@
j
k cjk
1 2 1 2 1 2 1 2 3 4 5 6 7
1 4 3 75 70 52 41 1 12 11 18 27 10 14 14
2 3 4 53 89 60 15 2 16 28 27 14 26 18 26
3 3 4 75 54 52 42 3 14 28 13 28 23 15 19
4 1 2 60 87 44 63 4 14 21 17 16 22 10 28
5 3 1 88 58 38 65 5 17 24 26 29 18 13 25
6 4 4 86 73 33 35 6 14 10 11 12 23 16 16
7 4 3 81 55 45 42 7 27 12 23 23 16 28 23
Abreviaturas: lij : Tiempo de entrega, fj : Costo fijo de env´ıo. Costo unitario de env´ıo: aij y cjk
Tabla A.4: Para´metros definidos por los centros de distribucio´n, al tener enlace con
plantas y minoritas
Ape´ndice B
Resultados de bloques evaluados
En este ape´ndice se presentan los resultados obtenidos en los bloques evaluados.
En primer lugar se exponen los resultados requeridos en el ana´slisis de sensibilidad
y posteriormente los resultados requeridos para verificar la influencia de mu´ltiples
plantas en la configuracio´n de red.
B.1 Ana´slisis de sensibilidad
A continuacio´n se presentan los porcentajes de cambio en los costos,
ocasionados al variar los para´metros β, θ y ns durante el ana´lisis de sensibilidad.
Estos resultados son presentados por grupos (o taman˜os) de casos. Cada tabla indica
el valor de cada para´metro y los efectos en las re´plicas de cada caso.
θ β ns R1 R2 R3
% CD % CD % CD
0.003 0.001 0.67 31.00 % 3 34.32 % 3 40.79 % 3
0.003 0.001 2.05 31.00 % 3 34.32 % 3 40.79 % 3
0.003 0.04 0.67 7.00 % 4 10.08 % 3 19.08 % 4
0.003 0.04 2.05 7.00 % 4 10.08 % 3 19.08 % 4
0.003 0.5 0.67 0.00 % 4 0.00 % 4 0.88 % 4
0.003 0.5 2.05 0.00 % 4 0.00 % 4 0.00 % 4
0.003 1 0.67 0.00 % 4 0.19 % 4 0.88 % 4
0.003 1 2.05 0.00 % 4 0.19 % 4 0.00 % 4
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θ β ns R1 R2 R3
% CD % CD % CD
0.1 0.001 0.67 36.00 % 3 34.32 % 3 92.77 % 3
0.1 0.001 2.05 76.00 % 3 67.20 % 3 124.32 % 3
0.1 0.04 0.67 7.00 % 4 10.08 % 3 19.08 % 4
0.1 0.04 2.05 7.00 % 4 10.08 % 3 19.08 % 4
0.1 0.5 0.67 0.00 % 4 0.00 % 4 0.00 % 4
0.1 0.5 2.05 0.00 % 4 0.00 % 4 0.00 % 4
0.1 1 0.67 0.00 % 4 0.19 % 4 0.00 % 4
0.1 1 2.05 0.00 % 4 0.19 % 4 0.00 % 4
0.8 0.001 0.67 66.00 % 3 67.20 % 3 81.49 % 3
0.8 0.001 2.05 66.00 % 3 67.20 % 3 95.70 % 3
0.8 0.04 0.67 9.00 % 4 34.32 % 3 19.97 % 4
0.8 0.04 2.05 33.00 % 3 34.32 % 3 48.58 % 4
0.8 0.5 0.67 0.00 % 4 0.00 % 4 0.00 % 4
0.8 0.5 2.05 0.00 % 4 0.00 % 4 0.00 % 4
0.8 1 0.67 0.00 % 4 0.19 % 4 0.00 % 4
0.8 1 2.05 0.00 % 4 0.00 % 4 0.00 % 4
1 0.001 0.67 66.00 % 3 67.20 % 3 95.70 % 3
1 0.001 2.05 66.00 % 3 67.20 % 3 95.70 % 3
1 0.04 0.67 11.00 % 4 34.32 % 3 22.92 % 4
1 0.04 2.05 23.00 % 4 34.32 % 3 48.58 % 4
1 0.5 0.67 0.00 % 4 0.00 % 4 0.00 % 4
1 0.5 2.05 0.00 % 4 0.63 % 4 0.00 % 4
1 1 0.67 0.00 % 4 0.19 % 4 0.00 % 4
1 1 2.05 0.00 % 4 0.00 % 4 0.00 % 4
Tabla B.1: Variacio´n de para´metros en el grupo B
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R1 R2 R3
θ β ns % CD % CD % CD
0.003 0.001 0.67 67.00 % 3 57.12 % 3 48.60 % 3
0.003 0.001 2.05 67.00 % 3 57.12 % 3 48.60 % 3
0.003 0.04 0.67 26.00 % 3 16.52 % 4 11.29 % 3
0.003 0.04 2.05 26.00 % 3 16.52 % 4 11.29 % 3
0.003 0.5 0.67 0.00 % 4 0.00 % 5 0.00 % 4
0.003 0.5 2.05 0.00 % 4 0.00 % 5 0.00 % 4
0.003 1 0.67 2.00 % 4 0.00 % 5 0.00 % 4
0.003 1 2.05 0.00 % 4 0.00 % 5 0.00 % 4
0.1 0.001 0.67 68.00 % 3 29.85 % 3 58.73 % 3
0.1 0.001 2.05 104.00 % 3 40.16 % 3 58.59 % 3
0.1 0.04 0.67 26.00 % 3 16.52 % 4 11.29 % 3
0.1 0.04 2.05 26.00 % 3 16.52 % 4 11.29 % 3
0.1 0.5 0.67 0.00 % 4 0.00 % 5 0.00 % 4
0.1 0.5 2.05 0.00 % 4 0.00 % 5 0.00 % 4
0.1 1 0.67 0.00 % 4 0.00 % 5 0.00 % 4
0.1 1 2.05 0.00 % 4 0.00 % 5 0.00 % 4
0.8 0.001 0.67 92.00 % 3 63.85 % 3 58.59 % 3
0.8 0.001 2.05 92.00 % 3 52.00 % 4 58.59 % 3
0.8 0.04 0.67 26.00 % 3 16.52 % 4 13.23 % 3
0.8 0.04 2.05 2.00 % 4 28.12 % 4 17.06 % 3
0.8 0.5 0.67 0.00 % 4 0.00 % 5 0.00 % 4
0.8 0.5 2.05 0.00 % 4 0.00 % 5 0.00 % 4
0.8 1 0.67 0.00 % 4 0.00 % 5 0.00 % 4
0.8 1 2.05 0.00 % 4 0.00 % 5 0.00 % 4
1 0.001 0.67 92.00 % 3 63.85 % 3 58.59 % 3
1 0.001 2.05 92.00 % 3 52.00 % 4 58.59 % 3
1 0.04 0.67 20.00 % 3 18.89 % 4 17.06 % 3
1 0.04 2.05 2.00 % 4 28.12 % 4 17.06 % 3
1 0.5 0.67 0.00 % 4 0.00 % 5 0.00 % 4
1 0.5 2.05 0.00 % 4 0.00 % 5 3.08 % 3
1 1 0.67 0.00 % 4 0.00 % 5 0.00 % 4
1 1 2.05 0.00 % 4 0.00 % 5 0.00 % 4
Tabla B.2: Variacio´n de para´metros en el grupo C
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R1 R2 R3
θ β ns % CD % CD % CD
0.003 0.001 0.67 18.00 % 4 0.00 % 6 11.06 % 5
0.003 0.001 2.05 18.00 % 4 0.00 % 6 11.77 % 5
0.003 0.04 0.67 0.00 % 4 0.00 % 6 11.06 % 5
0.003 0.04 2.05 0.00 % 4 0.00 % 6 11.06 % 5
0.003 0.5 0.67 0.00 % 4 0.00 % 6 0.00 % 6
0.003 0.5 2.05 0.00 % 4 0.00 % 6 0.00 % 6
0.003 1 0.67 0.00 % 4 0.00 % 6 0.00 % 6
0.003 1 2.05 0.00 % 4 0.00 % 6 0.00 % 6
0.1 0.001 0.67 28.00 % 4 13.02 % 6 35.45 % 5
0.1 0.001 2.05 31.00 % 4 35.54 % 6 35.45 % 5
0.1 0.04 0.67 0.00 % 4 0.00 % 6 11.06 % 5
0.1 0.04 2.05 0.00 % 4 0.00 % 6 11.77 % 5
0.1 0.5 0.67 0.00 % 4 0.00 % 6 0.00 % 6
0.1 0.5 2.05 0.00 % 4 0.00 % 6 0.00 % 6
0.1 1 0.67 0.00 % 4 0.00 % 6 0.00 % 6
0.1 1 2.05 0.00 % 4 0.00 % 6 0.00 % 6
0.8 0.001 0.67 31.00 % 4 44.67 % 6 42.08 % 5
0.8 0.001 2.05 24.00 % 4 44.67 % 6 42.08 % 5
0.8 0.04 0.67 2.00 % 4 0.00 % 6 14.18 % 5
0.8 0.04 2.05 7.00 % 4 3.10 % 6 35.45 % 5
0.8 0.5 0.67 0.00 % 4 0.00 % 6 0.00 % 6
0.8 0.5 2.05 0.00 % 4 0.00 % 6 0.00 % 6
0.8 1 0.67 0.00 % 4 0.00 % 6 0.00 % 6
0.8 1 2.05 0.00 % 4 0.00 % 6 0.00 % 6
1 0.001 0.67 31.00 % 4 44.67 % 6 42.08 % 5
1 0.001 2.05 24.00 % 4 44.67 % 6 42.08 % 5
1 0.04 0.67 3.00 % 4 0.00 % 6 14.18 % 5
1 0.04 2.05 7.00 % 4 3.10 % 6 35.45 % 5
1 0.5 0.67 0.00 % 4 0.00 % 6 0.00 % 6
1 0.5 2.05 0.00 % 4 0.00 % 6 0.00 % 6
1 1 0.67 0.00 % 4 0.00 % 6 0.00 % 6
1 1 2.05 0.00 % 4 0.00 % 6 0.00 % 6
Tabla B.3: Variacio´n de para´metros en el grupo D
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R1 R2 R3
θ β ns % CD % CD % CD
0.003 0.001 0.67 24.00 % 5 34.36 % 4 21.77 % 5
0.003 0.001 2.05 24.00 % 5 34.36 % 4 21.77 % 5
0.003 0.04 0.67 8.00 % 5 7.82 % 5 10.00 % 5
0.003 0.04 2.05 8.00 % 5 7.82 % 5 10.00 % 5
0.003 0.5 0.67 0.00 % 6 0.00 % 5 0.83 % 5
0.003 0.5 2.05 0.00 % 6 0.00 % 5 0.83 % 5
0.003 1 0.67 0.00 % 6 0.00 % 5 0.60 % 6
0.003 1 2.05 0.00 % 6 0.00 % 5 0.60 % 6
0.1 0.001 0.67 29.00 % 5 45.32 % 4 75.41 % 5
0.1 0.001 2.05 63.00 % 5 45.32 % 4 75.41 % 5
0.1 0.04 0.67 8.00 % 5 7.82 % 5 10.00 % 5
0.1 0.04 2.05 10.00 % 5 15.19 % 4 10.00 % 5
0.1 0.5 0.67 0.00 % 6 0.00 % 5 0.83 % 5
0.1 0.5 2.05 0.00 % 6 0.00 % 5 0.83 % 5
0.1 1 0.67 0.00 % 6 0.00 % 5 0.60 % 6
0.1 1 2.05 0.00 % 6 0.00 % 5 0.60 % 6
0.8 0.001 0.67 109.00 % 5 79.42 % 4 75.41 % 5
0.8 0.001 2.05 141.00 % 5 79.42 % 4 75.41 % 5
0.8 0.04 0.67 8.00 % 5 15.19 % 4 23.34 % 5
0.8 0.04 2.05 9.00 % 5 17.27 % 4 25.73 % 5
0.8 0.5 0.67 0.00 % 6 0.00 % 5 0.83 % 5
0.8 0.5 2.05 0.00 % 6 0.00 % 5 0.76 % 5
0.8 1 0.67 0.00 % 6 0.00 % 5 0.60 % 6
0.8 1 2.05 0.00 % 6 0.00 % 5 0.00 % 6
1 0.001 0.67 109.00 % 5 79.42 % 4 75.41 % 5
1 0.001 2.05 141.00 % 5 79.42 % 4 75.41 % 5
1 0.04 0.67 8.00 % 5 15.19 % 4 23.34 % 5
1 0.04 2.05 28.00 % 5 17.27 % 4 25.73 % 5
1 0.5 0.67 0.00 % 6 0.00 % 5 0.83 % 5
1 0.5 2.05 0.00 % 6 0.00 % 5 0.76 % 5
1 1 0.67 0.00 % 6 0.00 % 5 0.60 % 6
1 1 2.05 0.00 % 6 0.00 % 5 0.83 % 5
Tabla B.4: Variacio´n de para´metros en el grupo E
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R1 R2 R3
θ β ns % CD % CD % CD
0.003 0.001 0.67 30.00 % 5 15.60 % 5 52.74 % 6
0.003 0.001 2.05 30.00 % 5 15.60 % 5 52.74 % 6
0.003 0.04 0.67 0.00 % 6 0.00 % 5 0.00 % 7
0.003 0.04 2.05 0.00 % 6 0.00 % 5 0.00 % 7
0.003 0.5 0.67 0.00 % 6 0.00 % 5 0.00 % 7
0.003 0.5 2.05 0.00 % 6 0.00 % 5 0.00 % 7
0.003 1 0.67 0.00 % 6 0.00 % 5 0.00 % 7
0.003 1 2.05 0.00 % 6 0.00 % 5 0.00 % 7
0.1 0.001 0.67 52.00 % 5 47.74 % 5 101.55 % 6
0.1 0.001 2.05 120.00 % 5 60.86 % 5 83.59 % 6
0.1 0.04 0.67 0.00 % 6 0.00 % 5 0.00 % 7
0.1 0.04 2.05 0.00 % 6 0.00 % 5 0.13 % 7
0.1 0.5 0.67 0.00 % 6 0.00 % 5 0.00 % 7
0.1 0.5 2.05 0.00 % 6 0.00 % 5 0.00 % 7
0.1 1 0.67 0.00 % 6 0.00 % 5 0.00 % 7
0.1 1 2.05 0.00 % 6 0.00 % 5 0.00 % 7
0.8 0.001 0.67 105.00 % 5 60.86 % 5 85.17 % 6
0.8 0.001 2.05 114.00 % 5 60.86 % 5 85.17 % 6
0.8 0.04 0.67 20.00 % 5 2.04 % 5 0.13 % 7
0.8 0.04 2.05 24.00 % 5 10.58 % 5 16.34 % 6
0.8 0.5 0.67 0.00 % 6 0.00 % 5 0.00 % 7
0.8 0.5 2.05 0.00 % 6 0.00 % 5 0.00 % 7
0.8 1 0.67 0.00 % 6 0.00 % 5 0.00 % 7
0.8 1 2.05 0.00 % 6 0.00 % 5 0.00 % 7
1 0.001 0.67 103.00 % 5 60.86 % 5 85.17 % 6
1 0.001 2.05 129.00 % 5 60.86 % 5 85.17 % 6
1 0.04 0.67 20.00 % 5 2.04 % 5 0.13 % 7
1 0.04 2.05 32.00 % 5 12.70 % 5 25.80 % 6
1 0.5 0.67 0.00 % 6 0.00 % 5 0.00 % 7
1 0.5 2.05 0.00 % 6 0.00 % 5 0.13 % 7
1 1 0.67 0.00 % 6 0.00 % 5 0.00 % 7
1 1 2.05 0.00 % 6 0.00 % 5 0.00 % 7
Tabla B.5: Variacio´n de para´metros en el grupo F
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B.2 Ana´lisis de efectos de mu´ltiples plantas
En esta seccio´n se muestran los centros de distribucio´n seleccionados y la
configuracio´n de red obtenida al optimizar los los bloques D a M tanto para una
y varias opciones de plantas. Cada bloque consta de tres re´plicas, siendo una re´plica
un distinto caso de prueba. Se hace referencia a cada caso con el identificador definido
por el nu´mero de re´plica ma´s la letra M o U, dependiendo s´ı supone mu´ltples plantas
o solo una planta, respectivamente.
1M 6  6,5,2,4,3,1
(1,6,k2,k6)(1,5,k9)(1,2,k1,k7,k10) 
(2,4,k3,k4,k8)(2,3,k5,k11,k12)  
(2,1,k13,k14,k15)
1U 6  6,4,5,3,2,1
(1,6,k2,k6)(1,4,k3,k4,k8)(1,5,k9)(1,3,k5,k10)  
(1,2,k1,k7,k11,k12)(1,1,k13,k14,k15)
2M 5  5,4,2,6,1
(2,5,k1,k2,k8)(3,4,k9)(3,2,k4,k10,k11,k12)  
(3,6,k5,k6,k13,k14)(3,1,k3,k7,k15)
2U 4  1,5,4,3
(1,1,k2,k6)(1,5,k1,k3,k7,k12)  
(1,4,k5,k9,k10,k11,k13)(1,3,k4,k8,k14,k15)
3M 6  5,1,4,2,3,6
(1,5,k2,k4,k12)(2,1,k7,k9)(3,4,k8) (3,3,k13)  
(3,2,k3,k10,k11)(3,6,k1,k5,k6,k14,k15)
3U 6  4,1,2,5,3,6
(1,4,k8)(1,1,k7,k10)(1,2,k3,k9,k11)(1,3,k13)  
(1,5,k2,k4,k12)(1,6,k1,k5,k6,k14,k15)
1M 5  1,6,3,2,8
(1,1,k2,k5)(1,6,k1,k9)(3,3,k4,k11,k14,k15)  
(4,2,k3,k6,k7,k8,k12)(5,8,k10,k13)
1U 4  3,2,1,4
(1,3,k2,k4,k10)(1,2,k3,k6,k7,k8,k12)  
(1,1,k1,k11,k14)(1,4,k5,k9,k13,k15)
2M 6  5,4,2,1,3,6
(1,5,k6)(1,4,k3,k7,k14)(3,3,k2,k4,k5,k9,k15)  
(2,2,k1)(2,1,k8,k11,k13)(5,6,k10,k12)
2U 5  2,6,7,8,3
(1,2,k1)(1,6,k2,k10)(1,7,k3,k6,k7,k12)  
(1,8,k8,k11,k13)(1,3,k4,k5,k9,k14,k15)
3M 7  5,8,3,4,2,7,1
(1,5,k8,k9,k10)(1,8,k6,k13)(2,3,k2,k7)  
(2,4,k4,k11)(3,2,k1,k12,k15)(4,7,k3,k5)  
(5,1,k14)
3U 7  3,7,4,5,8,1,6
(1,3,k8)(1,7,k1,k2,k3,k9)(1,4,k4,k11)  
(1,5,k5,k10,k12)(1,8,k6,k13)(1,1,k14)  
(1,6,k7,k15)
D
E
Bloque ID Núm.
Centros 
seleccionados
Configuración de red
Tabla B.6: Efecto de considerar y omitir plantas en los bloques D y E
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1M 6  4,2,5,3,6,7
(1,4,k3,k6)(2,2,k1,k4,k7,k9)(2,5,k2,k5,k10)  
(3,3,k8)(3,6,k12,k13,k14)(3,7,k11,k15)
1U 6  4,3,2,7,6,5
(1,4,k3,k6)(1,3,k5,k7)(1,2,k1,k4,k8,k9)  
(1,7,k11)(1,6,k12,k13,k14)(1,5,k2,k10,k15)
2M 6  1,3,7,2,6,4
(1,1,k5)(2,3,k3,k4)(2,7,k2,k8,k9)(3,6,k1)  
(2,2,k11,k14)(3,4,k6,k7,k10,k12,k13,k15)
2U 6  6,2,7,5,8,1
(1,6,k1)(1,2,k5)(1,7,k2,k4,k7,k11)  
(1,5,k3,k9,k12,k13)  
(1,8,k6,k10,k14)(1,1,k8,k15)
3M 4  1,6,8,2
(1,1,k1,k2,k3)(1,6,k4,k7,k10,k12)  
(1,8,k5,k8,k9,k13,k14)(2,2,k6,k11,k15)
3U 5  4,1,3,5,7
(1,4,k1,k5,k6,k8)(1,1,k3,k12)(1,3,k7,k13)  
(1,5,k10,k14)(1,7,k2,k4,k9,k11,k15)
1M 5  8,2,4,7,6
(1,8,k2,k8,k13)(2,2,k10)  
(3,4,k1,k4,k5,k6,k7,k11)(3,7,k3,k12)(4,6,k9)
1U 6  5,7,2,4,1,3
(1,5,k8)(1,7,k4,k9)(1,2,k10)(1,3,k13)  
(1,4,k1,k2,k5,k6,k7,k11)(1,1,k3,k12)
2M 5  1,4,8,5,3
(1,1,k9,k10,k11)(3,4,k2,k4)(3,8,k3,k7,k8)  
(5,5,k6,k12)(5,3,k1,k5,k13)
2U 5  7,2,1,4,3
(1,7,k1,k2)(1,2,k3,k7,k8)(1,1,k6,k11) 
(1,4,k4,k12)(1,3,k5,k9,k10,k13)
3M 6  6,2,5,4,1,8
(1,6,k11)(3,2,k3,k7,k8)(3,5,k4,k9) 
(3,4,k1,k6,k10)(4,1,k5,k13)(5,8,k2,k12)
3U 6  2,5,4,6,8,1
(1,2,k3,k7,k8)(1,5,k4,k9)(1,4,k1,k6,k10)  
(1,6,k11)(1,8,k2,k12)(1,1,k5,k13)
1M 4  2,1,5,4
(2,2,k5,k6,k11,k13)(5,1,k3,k8,k10)  
(5,5,k2,k4,k9,k12)(6,4,k1,k7,k14)
1U 4  1,5,3,4
(1,1,k3,k8,k10)(1,5,k4,k5,k6,k9,k11)   
(1,3,k2,k12,k13)(1,4,k1,k7,k14)
2M 6  8,5,7,4,3,6
(1,8,k3,k9)(1,5,k4,k8,k10,k11)(3,7,k5,k7)  
(4,4,k12)(5,3,k1,k6,k13)(6,6,k2,k14)
2U 5  2,5,4,1,6
(1,2,k5,k10)(1,5,k3,k4,k11)(1,4,k8,k12)  
(1,1,k2,k7,k9,k13)(1,6,k1,k6,k14)
3M 5  5,4,3,9,8
(3,5,k1,k6)(3,4,k2,k4,k12)(4,3,k3,k9)  
(5,9,k5,k7,k11,k13)(6,8,k8,k10,k14)
3U 6  6,5,3,1,9,8
(1,6,k1,k5)(1,5,k2,k6)(1,3,k3,k9)(1,1,k4,k12)  
(1,9,k7,k11,k13)(1,8,k8,k10,k14)
H
F
G
Bloque ID Núm.
Centros 
seleccionados
Configuración de red
Tabla B.7: Efecto de considerar y omitir plantas en los bloques F a H
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1M 5  4,3,7,2,6
(1,4,k3,k5)(1,3,k2,k6,k7)(1,7,k4,k10)(2,2,k9) 
(3,6,k1,k8,k11,k12)
1U 5  3,4,5,7,1
(1,3,k2,k7)(1,4,k5,k6,k8)(1,5,k9)(1,7,k4,k10)  
(1,1,k1,k3,k11,k12)
2M 4  1,2,7,3
(1,1,k4,k5)(2,2,k9)(2,7,k3,k6,k7,k11)  
(3,3,k1,k2,k8,k10,k12)
2U 5  5,1,6,2,3
(1,5,k7)(1,1,k4,k5,k8)(1,6,k2,k9,k10)  
(1,2,k1,k3,k11)(1,3,k6,k12)
3M 5  5,4,7,3,2
(1,5,k8)(2,4,k1,k5,k7)(2,7,k3,k6,k9,k10,k11)   
(3,3,k2,k4)(3,2,k12)
3U 5  1,6,5,7,2
(1,1,k2)(1,6,k6,k7)(1,5,k3,k4,k8) 
(1,7,k1,k5,k9,k10,k11)(1,2,k12)
1M 6  2,3,6,4,1,5
(1,2,k4,k5,k15,k18)(2,3,k2,k14,k16,k17)  
(2,6,k11,k13,k20)(3,4,k1,k3,k9,k10)  
(3,1,k6,k7,k12)(3,5,k8,k19)
1U 6  4,1,3,2,5,6
(1,4,k1,k3,k9,k10)(1,1,k6,k7,k12)  
(1,3,k2,k14,k16,k17)(1,2,k4,k5,k15,k18)  
(1,5,k8,k19)  (1,6,k11,k13,k20)
2M 6  5,6,4,1,3,2
(1,5,k5,k10,k19)(2,6,k2,k4,k8)  
(2,4,k7,k9,k11,k17)(3,1,k6,k14,k15)  
(3,3,k12,k13,k16,k18)(3,k,k1,k3,k20)
2U 6  6,1,4,3,5,2
(1,6,k2,k4,k8)(1,1,k6,k14,k15)  
(1,4,k7,k9,k11,k17)  
(1,3,k12,k13,k16,k18)(1,5,k5,k10,k19)  
3M 6  4,1,2,3,5,6
(1,4,k10)(2,1,k9,k13,k14)(2,2,k1,k7,k8,k19)  
(3,3,k5,k11,k12,k16)(3,5,k6,k15,k17,k18)  
(3,6,k2,k3,k4,k20)
3U 6  4,1,3,5,2,6
(1,4,k6,k10)(1,1,k13,k14)(1,3,k5,k11,k12,k16)  
(1,5,k8,k9,k15,k17,k18)(1,2,k1,k7,k19)  
(1,6,k2,k3,k4,k20)
1M 6  4,5,2,7,1,6
(1,4,k2,k10,k11,k16,k19)(2,5,k7,k14,k15) 
(3,2,k1,k6,k8,k12)(4,7,k17,k20)(5,1,k4,k5,k9)  
(5,6,k3,k13,k18)
1U 6  1,2,5,6,4,7
(1,1,k1,k4,k9)(1,2,k6,k8,k12)(1,5,k5,k7,k14)  
(1,6,k3,k13,k15,k16,k18)  
(1,4,k2,k10,k11,k19)(1,7,k17,k20)
2M 7  4,1,6,2,8,7,3
(1,4,k9,k17)(1,1,k5,k7,k10,k12,k15,k19)  
(2,6,k4,k6,k18,k20)(3,2,k3,k11)  (3,8,k1,k13)  
(3,7,k8,k14,k16)(4,k3,k2)
I
J
K
Bloque ID Núm.
Centros 
seleccionados
Configuración de red
Tabla B.8: Efecto de considerar y omitir plantas en los bloques I a K
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2U 8  3,5,2,8,7,4,1,6
(1,3,k2)(1,5,k5)(1,2,k11)(1,8,k1,k13)  
(1,7,k7,k14,k16)(1,1,k3,k8,k10,k12,k15,k19)  
(1,4,k17)(1,6,k4,k6,k9,k18,k20)
3M 8  5,2,4,3,7,1,6,8
(1,5,k6,k15)(1,2,k5,k7,k16)(5,k8,k18)  
(1,4,k1,k9,k12,k17)(1,3,k4,k8,k19)  
(3,k7,k2,k13)(4,k1,k3,k11,k14,k20)  (5,k6,k10)
3U 7  6,5,2,4,8,3,1
(1,6,k8,k12)(1,5,k6,k15)(1,2,k1,k7,k16)  
(1,8,k10,k14,k18)(1,3,k4,k5,k19)  
(1,1,k3,k11,k13,k20) (1,4,k2,k9,k17)
1M 8  4,7,6,1,2,3,5,8
(1,4,k1,k10,k12)(1,7,k4,k5,k8,k16)  
(1,6,k13,k15,k19)(2,k1,k6)(2,k2,k9)  
(2,k3,k3,k17)(2,k5,k7,k18)  (3,k8,k2,k11,k14,k20)
1U 8  8,3,4,7,1,5,6,2
(1,8,k2)(1,3,k3)(1,4,k1,k10,k12)  
(1,1,k9,k11,k14,k17)(1,5,k7,k18)  
(1,6,k13,k15,k19)  (1,2,k6,k20)(1,7,k4,k5,k8,k16)
2M 6  8,1,4,7,3,2
(2,8,k3,k17)(2,1,k4,k10,k13,k15,k19)  
(3,7,k1,k5,k6,k7,k9,k12,k16)  
(3,3,k2,k14,k18)(3,4,k11) (3,2,k8,k20)
2U 5  7,8,3,4,2
(1,7,k4,k5,k7,k9,k10,k12,k16)(1,2,k6,k8,k20) 
(1,8,k1,k3,k13,k15,k17)(1,3,k2,k14,k18)  
(1,4,k11,k19)
3M 6  5,2,3,7,8,4
(1,5,k2,k12)(2,2,k3,k7,k9,k14)(2,8,k5,k20) 
(2,3,k4,k6,k8,k13,k15)(2,7,k10,k11,k18)  
(3,4,k1,k16,k17,k19)
3U 7  8,5,3,6,7,4,2
(1,8,k2,k5,k11)(1,5,k6,k12)(1,3,k4,k8,k15)  
(1,6,k3,k13,k17)(1,7,k10,k18)  
(1,4,k1,k9,k16,k19)(1,2,k7,k14,k20)
1M 6  5,4,1,3,6,2
(1,5,k4,k5,k6,k7,k18)(1,4,k13,k16,k19)  
(1,1,k3,k12,k20)(2,3,k1,k8,k11) 
(2,6,k2,k9,k10,k14)(3,k2,k15,k17)
1U 6  5,3,6,2,4,1
(1,5,k1,k5,k6,k7)(1,3,k8,k11)  
(1,6,k2,k4,k9,k10,k12,k14,k15)(1,2,k17,k18)  
(1,4,k13,k16,k19)(1,1,k3,k20)
2M 6  5,2,6,1,3,4
(1,5,k1,k5,k9)(1,2,k12,k17,k18) 
(2,6,k8,k10,k11,k13,k16)(2,1,k3,k7,k20)  
(5,3,k6,k14,k15)(5,4,k2,k4,k19)
2U 6  5,1,3,6,2,4
(1,5,k1,k5,k9)(1,1,k3,k7,k11,k13)  
(1,3,k4,k14)(1,6,k8,k10,k15,k16)  
(1,2,k6,k12,k17)(1,4,k2,k18,k19,k20)
3M 5  6,4,5,1,3
(1,4,k1,k4,k9,k11)(1,6,k2,k10)  
(2,5,k3,k5,k14,k17,k18)(4,1,k6,k8,k12,k13,k16)  
(5,3,k7,k15,k19,k20)
3U 5  6,4,1,5,3
(1,1,k6,k8,k12,k13,k16) 
(1,6,k2,k10)(1,4,k1,k4,k9,k11)    
(1,5,k3,k5,k14,k17,k18)  (1,3,k7,k15,k19,k20)
M
L
K
Bloque ID Núm.
Centros 
seleccionados
Configuración de red
Tabla B.9: Efecto de considerar y omitir plantas en los bloques K a M
Ape´ndice C
Herramientas computacionales
A continuacio´n se hara´ una breve resen˜a de las herramientas computacionales
utilizadas en el desarrollo de la tesis, el modelados GAMS y los optmizadores
seleccionados para la resolucio´n de los modelos. AlphaECP para el modelo no lineal
y CPLEX para el modelo lineal.
C.1 GAMS
GAMS (General Algebraic Modeling System) es un sistema de alto nivel para la
modelacio´n de problemas de programacio´n matema´tica y optimizacio´n. Consiste de
un lenguaje compilador integrado a un grupo de optimizadores de alto rendimiento.
Fue desarrollado por el Banco Mundial en 1988, la versio´n ma´s reciente es la 23.8.2,
cuenta con optimizadores de modelos lineales, no lineales, enteros, etc. Incluye entre
MINOS, CONOPT, CPLEX, DICOPT, ALPHAECP entre muchos otros.
Entre las caracter´ısticas ma´s importantes de GAMS cabe destacar:
1. Su capacidad para pasar de resolver problemas de pequen˜a dimensio´n (docenas
de variables y restricciones) a problemas mayores (miles de variables y
restricciones) sin variar el co´digo sustancialmente. El manejo eficiente de sus
ı´ndices permite escribir de manera compacta restricciones similares mediante
una sola restriccio´n.
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2. Separa el proceso de modelado del proceso de resolucio´n del problema. As´ı, el
usuario de GAMS debe ser capaz de conseguir una formulacio´n consistente del
problema, y una vez que la expresa en la notacio´n de GAMS, este lenguaje
hace uso de alguno de los optimizadores disponibles para obtener su solucio´n.
3. La forma en que GAMS representa un problema de optimizacio´n coincide con
la descripcio´n matema´tica de ese problema, lo que lo vuelve a´gil al leer.
4. Proporciona los mecanismos necesarios para resolver problemas de optimiza-
cio´n con estructuras similares, como son aquellos que se derivan de las te´cnicas
de descomposicio´n.
Las partes ma´s habituales que podremos encontrar en un programa GAMS son
las siguientes:
Cabecera del programa. Es una parte opcional pero recomendable para la
documentacio´n del programa. Aqu´ı se colocan ciertos comentarios descriptivos
del programa, t´ıtulo, autores del mismo, informacio´n relativa a la versio´n etc.
Opciones de programacio´n. Los programadores activan o desactivan ciertas
opciones generales de GAMS a su conveniencia. Estas opciones pueden
especificar la forma en la que se ensen˜an los resultados, iteraciones ma´ximas
para los algoritmos, declaracio´n de s´ımbolos especiales de comentarios, etc.
Declaracio´n de elementos tales como conjuntos, datos (para´metros, tablas,
escalares) y variables, a las cuales se les puede asignar valores iniciales y cotas.
Tambie´n se debe declarar la funcio´n objetivo y restricciones del modelo.
Declaracio´n de modelo. Normalmente a cada programa GAMS le va a
corresponder un modelo. Sin embargo, podemos considerar varios modelos
dentro de un programa. Cada modelo esta´ definido por el tipo de variables
y funciones que involucra dentro del mismo. La tabla C.1 indica los tipos de
modelos que GAMS puede resolver, junto con su identificador en el modelador.
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Lanzamiento del programa de optimizacio´n. Esta parte puede ser muy sencilla
si solamente queremos lanzar el programa que resuelve el caso una vez. En otras
ocasiones podemos querer realizar varias llamadas a diferentes optimizadores
con diferentes modelos, realizando operaciones intermedias con los datos o los
valores iniciales de las variables, incluyendo ciclos y condiciones. Esto puede
valer para implementar complejos algoritmos de optimizacio´n.
Informes de resultados. En este caso podemos optar por tener los informes
que GAMS prepara de forma automa´tica o bien podemos darle instrucciones
para preparar nuestros propios informes en el archivo de salida o en diversos
archivos a nuestra conveniencia.
Cuenta con una librer´ıa de modelos junto con una base de datos. Estos
modelos abarcan diferentes a´reas de aplicacio´n, sectores as´ı como modelos de
la literatura cla´sica.
El orden anterior de los parte de un programa no importa, puede ser alterado
pero es necesario tener presente que cualquier entidad (variable, para´metro, ...) debe
ser declarada antes de ser usada.
MODELOS IDENTIFICADOR
Modelo lineal LP
Modelo no lineal NLP
Modelo lineal mixto MIP
Modelo no lineal mixto MINLP
Modelo lineal mixto relajado rMIP
Modelo no-lineal mixto relajado rMINLP
Modelo no-lineal con discontinuidades en la derivada DNLP
Modelo mixto de complementariedad MCP
Sistema no-lineal restringido CNS
Tabla C.1: Tipos de modelos que GAMS puede resolver
Entre las fuentes de informacio´n sobre este lenguaje de programacio´n cabe
destacar el manual de GAMS [32], el cual es su segundo cap´ıtulo ofrece un resumen
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con las caracter´ısticas principales para empezar a programar en este lenguaje. En
la pa´gina de internet www.gams.com se puede tener asesor´ıa sobre caracter´ısticas
avanzadas, soporte te´cnico y documentacio´n de librer´ıas soportadas por GAMS.
Tambie´n es muy valiosa la inscripcio´n en gamsworld@googlegroups.com, foro que
permite el intercambio de ideas e informacio´n sobre dudas y aplicaciones de GAMS,
aparte de ser una fuente de comunicacio´n constante entre desarrolladores del
software, cient´ıficos y estudiantes del diversas a´reas de estudio.
C.2 GAMS/CPLEX
GAMS/Cplex es un optimizador de GAMS que permite a los usuarios combinar
el alto nivel de modelacio´n de GAMS con el poder de los optimizadores de Cplex.
Los optimizadores de Cplex esta´n disen˜ados para solucionar problemas grandes y
complicados ra´pidamente y con una mı´nima intervencio´n del usuario. Provee acceso
(con la licencia apropiada) a los algoritmos de solucio´n de Cplex para problemas de
programacio´n lineal, cuadra´tica y entera-mixta. Dado que hay una gran variedad de
opciones de solucio´n, GAMS/Cplex calcula y fija automa´ticamente la mayor´ıa de
las opciones por defecto en los mejores valores para los problemas espec´ıficos, los
cuales pueden ser modificados por el usuarios, si as´ı se desea, refie´rase a [17], para
encontrar ma´s informacio´n al respecto.
Cplex resuelve modelos lineales usando muchos algoritmos alternativos, la
mayor´ıa se resuelven de mejor manera usando el algoritmo dual simplex. Aunque
ciertos tipos de problemas son mejor resueltos al usar el algoritmo primal simplex,
el optimizador para redes, el algoritmo de barrera o el algoritmo de exploracio´n. Si
se activa la opcio´n de paralelo en Cplex, es posible resolver el modelo por diversos
algoritmos y regresar el resultado de algoritmo que termine primero.
Para problemas con variables enteras, Cplex usa el algoritmo de ramificacio´n
y corte, el cual involucra una serie de subproblemas lineales. Dado que un solo
problema entero mixto genera muchos subproblemas, incluso un problema entero
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mixto pequen˜o puede ser muy costoso computacionalmente y requerir cantidades
significativas de memoria f´ısica.
C.3 GAMS/AlphaECP
GAMS cuenta con varios optimizadores no lineales (AlphaECP, BARON,
Bonmin, Couenne, DICOPT, KNITRO, LindoAPI, OQNLP, SBB y SCIP). Definir el
mejor me´todo y por tanto el mejor optimizador para un problema concreto depende
de las caracter´ısticas del problema, en especial el tipo de no linealidad y el nu´mero
de variables enteras, ya que puede impactar significativamente en las capacidades
del optimizador. Una descripcio´n breve y comparativa entre los optmizadores ma´s
recientes para MINLP se encuentra en [8] y de manera ma´s extensa en [31].
Para la solucio´n de nuestro modelo no lineal entero mixto, fue seleccionado
GAMS/AlphaECP, debido a que fue el que mejor desempen˜o mostro´ respecto de
DICOPT, optimizador del cual tambie´n se tiene acceso.
El optimizador AlphaECP es una implementacio´n del me´todo extendido de
planos cortantes [54] en lenguaje C, desarrollado por del grupo de investigacio´n de
T. Westerlund en el laboratorio de Disen˜o de Procesos e Ingenier´ıa de Sistemas en
la Universidad de Abo Akedemi, Filandia [55], [57]. Asegura optimalidad global en
problemas MINLPs convexos y pseudo convexos.
La idea general del algoritmo es resolver una secuencia de problemas lineales
enteros (MILP) agregando cortes. El algoritmo de GAMS/AlphaECP permite llamar
a optmizadores lineles junto con las soluciones de los modelo lineales para mejorar
el desempen˜o de AlphaECP en la bu´squeda de soluciones factibles y exactas.
Adema´s, los planos cortantes pueden ser reducidos en cada iteracio´n, lo que mejora
las capacidad del algoritmo para resolver problemas no convexos y refrenar el
crecimiento del taman˜o de los problemas lineales intermedios.
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Para el uso de GAMS/AlphaECP se requiere de licencia y adicionalmente la
licencia del solver MIP requerido para resolver los subproblemas intermedios, al igual
que la licencia del optimizador NLP, s´ı es utilizado alguno.
Entre las opciones a manipular en el optmizador se encuentran: el nu´mero
ma´ximo de iteraciones, optmizador utilizado en cada subproblema (lineal y/o no
lineal), criterios de eliminacio´n de cortes, estrategias de optimalidad, entre otras que
pueden ser estudiadas a detalle en [56].
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