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Re´sume´
Dans ce travail, on conside`re un mode`le autore´gressif gaussien stable a`
temps continu unidimentionnel et on lui applique les the´ore`mes limites par
moyennisation logarithmique obtenus pour des martingales locales continues
a` temps continu. On construit alors un estimateur de la covariance du bruit
σ
2 et un autre estimateur de θ autre que celui des moindres carre´s. En ex-
ploitant la me´thode de ponde´ration, on ame´liore les vitesses de convergence
de ces nouveaux estimateurs.
Identification of a stable gaussian autoregression process by
logarithmic averaging method in the real case
Abstract
In the present work, we consider a stable one-dimensional gaussian autore-
gressive model in continous time. Using the limit theorems with logarithmic
averaging obtained for continous local martingales, we construct then an esti-
mator of the noise covariance σ2 and an estimator of θ different of the one of
the least squares estimator. By exploiting the weighting method we ameliorate
the convergence rates of these new estimators.
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Le but de ce travail est d’estimer les parame`tres d’un mode`le autore´gressif
gaussien stable a` temps continu unidimentionnel. Etant donne´ un mouvement brown-
ien standard re´el B = (Bt, t ≥ 0). On de´finit le processus autore´gressif X = (Xt, t ≥




Xsds+ σBt; t ≥ 0, (1)
avec θ ≤ 0 et σ un parame`tre re´el.






ωsXsdXs, t ≥ 0, (2)






























Dans [3], dans le cas multidimentionnel, Darwich montre que cet estimateur ve´rifie
la loi du logarithme ite´re´ (LLI). De fac¸on pre´cise, on a










Ce re´sultat, dans le cas unidimentionnel, de´coule de la LLI pour les martingales
re´elles continues (voir [6]). Les the´ore`mes limites par moyennisation logarithmique
permettent entre autre de montrer des re´sultats aussi bien pour l’estimateur des
moindres carre´s que l’estimateur ponde´re´ de type








δ{√s(θ̂s−θ)} =⇒ N (0, 2θ) p.s..
Avec (=⇒) de´note la convergence en loi.
La convergence en moyenne d’ordre deux associe´e au TLCPS permet d’une part de






(θ̂s − θ¯t)2X2s ds −→ σ2 p.s., (t −→ ∞).
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(θ̂s − θ¯t)2ds −→ θ p.s., (t −→∞).
On donnera par la suite les vitesses de convergence en loi et presque suˆre de l’esti-
mateur θˇt de θ. La me´thode de ponde´ration nous permettera d’ame´liorer les vitesses
de convergence de ces estimateurs. les principaux re´sultats seront e´nonce´s au para-
graphe 2 et leurs preuves seront donne´es au paragraphe 4. Le paragraphe 3 sera
consacre´ a` la donne´e de quelques outils de de´monstration.
2 Enonce´ des principaux re´sultats
2.1 Cas sans ponde´ration (ωs = 1)
The´ore`me 2.1 Soit X = (Xt, t ≥ 0) le re´gresseur stochastique de´fini par (1). Alors
on a les re´sultats suivants








δ{√s(θ̂s−θ)} =⇒ N (0, 2θ) p.s..


















(θ̂s − θ¯t)2X2sds −→ σ2 p.s., (t −→∞).





















(θ̂s − θ¯t)2ds −→ θ p.s., (t −→∞).
The´ore`me 2.2 On se place dans le cadre du the´ore`me 2.1 et en renforc¸ant l’hy-


























(θ̂s − θ¯t)2ds− θ
)
=⇒ N (0, (2θ)2).
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2. La loi du logarithme ite´re´ logarithmique
LLIL : lim sup
t→∞
log t√
log log log t
∣∣∣∣ 12 log t
∫ t
0
(θ̂s − θ¯t)2ds− θ
∣∣∣∣ = 2θ√2 p.s..
2.2 Cas avec ponde´ration
The´ore`me 2.3 Soit X = (Xt, t ≥ 0) le processus autore´gressif gaussien a` temps
continu de´fini par la relation (1). Alors l’estimateur de moindre carre´ ponde´re´ θ˜t de
θ donne´ par la relation (2) ainsi son moyennise´ θ¯t convergent au sens presque-suˆr.
De fac¸on pre´cise, pour
1
2
< α < 1, on a

























The´ore`me 2.4 Sous les hypothe`ses du the´ore`me 2.3, on a les re´sultats suivants








δ{sα2 (θ˜s−θ)} =⇒ N (0, 2θ) p.s..

















(θ˜s − θ¯t)2X2sds −→ σ2 p.s., (t −→∞).











′−1) p.s., (t −→∞), avec 1
2
≤ α′ < α,






(θ˜s − θ¯t)2ds −→ θ p.s., (t −→∞).
The´ore`me 2.5 Soit X = (Xt, t ≥ 0) le processus autore´gressif gaussien a` temps











′−1) p.s., (t −→ ∞), pour 1
2
≤ α′ < 3α− 2.
Alors, on obtient
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(θ˜s − θ¯t)2ds− θ
)
=⇒ N (0, 4θ2(1− α)).
2. La loi du logarithme ite´re´ logarithmique








∣∣∣∣ = √2(1− α)2θ p.s..
3 Les outils des de´monstrations
Au de´but de ce paragraphe, on introduit M˜ = (M˜t, t ≥ 0) la martingale locale




ωsXsdBs, t ≥ 0,







D’une part, d’apre`s (1) et (2), on a
M˜t = σ
−1Pt(θ˜t − θ); t ≥ 0. (8)
D’autre part, on a d’apre`s les relations (1) et (4)
Mt = σ
−1ζt(θ̂t − θ); t ≥ 0, (9)




XsdBs, t ≥ 0,
dont le processus croissant pre´visible 〈M〉 = (〈M〉t, t ≥ 0) n’est autre que le proces-
sus ζ = (ζt, t ≥ 0) introduit dans la relation (4).
Afin de simplifier les preuves des principaux re´sultats, on e´tudiera les comporte-
ments asymptotiques des processus (〈M〉t, t ≥ 0), (〈M˜〉t, t ≥ 0) et (Pt, t ≥ 0). On
donnera ensuite quelque proprie´te´s de la ponde´ration (ωt).
Le lemme suivant (voir [4]) donne Le comportement de la variation quadratique
pre´visible de la martingale M .








p.s., (t −→∞). (10)
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ωsds, t ≥ 0.
On a alors les lemmes suivants
Lemme 3.2 Le poids (ωt) satisfait les proprie´te´es suivantes :
P1) t









1− α − log V
2








1−α = o(log t), (t −→ ∞).
Lemme 3.3 On suppose que les observations (Xs, s ≥ 0) ve´rifient l’hypothe`se (H3)









′−1) p.s., (t −→ ∞) pour 1
2

















′−α) p.s., (t −→∞).
La preuve de ces deux lemmes est donne´e dans l’annexe.
4 De´monstration des principaux re´sultats
Preuve du the´ore`me 2.1
1. En appliquant le the´ore`me de la limite centrale presque-suˆre pour le couple








































ou` ϕ est une fonction lipschitzienne continue.
Graˆce a` l’e´quivalence (11), on a














Le re´sultat en de´coule.
2. i) D’apre`s la relation (9), on a
M2s = σ
−2〈M〉2s(θ̂s − θ)2. (12)
La loi forte quadratique une (LFQ1) applique´e a` la martingale M normalise´e
par le processus (Vt =
√























Ainsi le re´sultat est e´tabli.
ii) En appliquant la loi forte quadratique deux (LFQ2) au couple (M,V )






d〈M〉s −→ 1 p.s., (t −→∞).




(θ̂s − θ)2X2sds −→ σ2 p.s., (t −→ ∞). (15)
D’une part, dans [3], Darwich a montre´ que










D’autre part, vu que




(θ˜s − θ) ds, (17)
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et en tenant compte de la relation (16), on obtient










On remarque que∣∣∣(log t)−1 ∫ t
0





(log t)−2(θ¯t − θ)
∫ t
0
(θ̂s − θ¯t)X2sds︸ ︷︷ ︸
(Ct)






En utilisant les relations (10) et (18), on obtient
Ct −→ 0 p.s. et Dt −→ 0 p.s., (t −→∞).






∣∣∣ −→ 0 p.s., (t −→∞).
(19)
Le re´sultat de´coule des convergences (15) et (19).






























































(θ̂s − θ)2ds −→ 2θ p.s., (t −→∞). (20)
Par ailleurs, on voit que∣∣∣∣(log t)−1
∫ t
0





t(log t)−1(θ¯t − θ)2︸ ︷︷ ︸
(Gt)
+2(log t)−1(θ − θ¯t)
∫ t
0




D’apre`s la relation (18), on obtient








∣∣∣∣ −→ 0 p.s., (t −→ ∞).
(21)
Alors, d’apre`s les convergences (20) et (21), on conclut le re´sultat.
Preuve du the´ore`me 2.2











Alors en appliquant le the´ore`me de la limite centrale logarithmique au couple
(M,V ) (voir the´ore`me 5 dans [2]) pour V 2t = t et f(x) = x











































































(θ̂s − θ)2ds. (22)


















































































(θ̂s − θ)2ds− θ
]
=⇒ N (0, (2θ)2).
Ainsi le re´sultat est e´tabli graˆce a` la convergence (21).
2. En appliquant la loi du logarithme ite´re´ logarithmique au couple (M,V )
(voir the´ore`me 5 dans [2]), on obtient
lim sup
t→∞




























(θ̂s − θ)2ds = σ−2It.
Vu les deux relations (22) et (23), il vient que
























θ̂s − θ)2ds− θ
∣∣∣ = 2θ p.s..
Ainsi compte tenu de la convergence (21), on de´duit le re´sultat.
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Preuve du the´ore`me 2.3
D’apre`s la loi du logarithme ite´re´ applique´e a` la martingale continue M˜ (voir
[6]), on a







Vu la relation (8), la proprie´te´ (P3) du lemme 3.2 et la proprie´te´ ii) du
lemme 3.3, on conclut que










D’ou` la premie`re assertion du the´ore`me.
Par ailleurs graˆce aux relations (8) et (17), on obtient
t
1























Par conse´quent vu que α′ − 3
2
α > α′ − α
2
− 1 et α′ > 2α− 1, on obtient
t
1



























. D’apre`s la relation (24), on montre que













































































D’autre part, on a

















L’assertion i) du lemme 3.3 implique que
〈L〉t = O(t) p.s..
Encore une fois, la LLI applique´e a` la martingale continue M˜ montre que
Lt = O
(






















En combinant (27) et (31), la deuxie`me assertion du the´oe`reme est e´tablie.
Preuve du the´ore`me 2.4
1. En appliquant le the´ore`me de la limite centrale presque-suˆre pour le couple








δ{V −1s M˜s}d(log V
2































Le re´sultat en de´coule.
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Vu la relation (8), on a
M˜2t = σ
−2P 2t (θ˜t − θ)2. (32)








(θ˜s − θ)2ds −→ σ
4
2θ
p.s., (t −→∞). (33)






d〈M˜〉s −→ 1 p.s., (t −→∞).
Compte tenu de la proprie´te´ (P3) du lemme 3.2 et de la proprie´te´ i) du







d〈M˜〉s −→ 1 p.s., (t −→ ∞).







(θ˜s − θ)2ω2sX2sds −→ 1 p.s., (t −→∞).


































D’apre`s le the´ore`me 2.3 et la relation (10), on obtient
Et −→ 0 p.s. et Ft −→ 0 p.s., (t −→∞). (35)
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D’apre`s le the´ore`me 2.3 et la relation (36), il vient que∣∣∣I˜t − I˜2t ∣∣∣ −→ 0, (t −→ ∞).





























(θ¯t − θ)2︸ ︷︷ ︸
(St)
.
Le the´ore`me 2.3 implique que









∣∣∣∣ −→ 0 p.s., (t −→ ∞). (38)
Alors compte tenu de la convergence (37), le re´sultat est e´tabli.
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Preuve du the´ore`me 2.5
1. D’apre`s i) du lemme 3.3 et vu que
1
2


















et f(x) = x2 − 1, on obtient







































(θ˜t − θ)2ds, (t −→∞). (40)
Soit J˜t le terme de droite de la dernie`re e´quivalence. On pose



















































D’apre`s le the´ore`me 2.3 et la relation (41), on de´duit que∣∣∣J˜t − J˜2t ∣∣∣ −→ 0, (t −→∞). (42)
































(θ˜s − θ)2ds− θ
)
=⇒ N (0, 4θ2).
Graˆce a` la convergence (38), on obtient le re´sultat.
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2. En appliquant la LLIL au couple (M˜, V ), on obtient
lim sup
t→∞





























2 J˜2t , (t −→∞).
Graˆce a` cette dernie`re e´quivalence et la proprie´te´ (P3) du lemme 3.2, on obtient
lim sup
t→∞










(θ˜s − θ)2ds− θ
∣∣∣∣ = 2θ p.s..








(θ˜s − θ)2ds− θ
∣∣∣∣ = 2θ√2(1− α) p.s..
Le re´sultat est e´tabli vu la convergence (38). Ce qui ache`ve la preuve du
the´ore`me.
5 Annexe
Preuve du lemme 3.2
1. Preuve de (P1)
Soit N = (Nt, t ≥ 0) la fonction de´finie par
Nt = t
−αω−1t Ut.














Dans la suite on s’interessera au comportement asymptotique de (Nt, t ≥ 0).
Il est clair que










































Nt ≥ 2− 2e
(t′)1−α−t1−α
2(1−α) .
Pour t′ < t, on de´duit que










Nt = 2. (43)
Par ailleurs, notons que pour 0 < λ < 1, on a


























Afin de trouver la limite supe´rieure de Nt, on cherche le comportement asymp-
totique des fonctions βλt et γ
λ





















− 2t1− 32αe− 12(1−α) (1−t1−α)
et en utilisant le fait que 1
2
< α < 1 et 0 < λ < 1, on de´duit que
t1−αβλt −→ 0, (t −→∞). (45)











Comme λ1−α − 1 < 0, on obtient
γλt ∼ 2λ
α
2 , (t −→ ∞).
De plus on a
t1−α(γλt − 2λ
α
2 ) = −t1−αe t
1−α
2(1−α) (λ
1−α−1) = o(1). (46)
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En remplac¸ant λ par λt = 1 − t−α, les proprie´te´s (44), (45) et (46) restent
vraies. Par conse´quent on obtient















Vu que λt ve´rifie














Compte tenu de ce dernier re´sultat et le fait que
t1−αβλtt −→ 0 et t1−α(γλtt − 2λ
α
2




Nt = 2. (48)
Graˆce a` (43) et (48), on conclut le re´sultat.
2. Preuve de (P2)
Posons N ′ = (N ′t , t ≥ 0), la fonction de´finie par




D’apre`s l’expression du poids (ωt), on voit que








1−α ds = 1− e− t
1−α
1−α −→ 1, (t −→∞).
Par ailleurs
t1−α(N ′t − 1) = −t1−αe−
t
1−α
1−α −→ 0, (t −→ ∞).
D’ou` la proprie´te´ (P2).
3. Preuve de (P3)








Compte tenu de l’expression du poids, on obtient
V 2t = e
t
1−α
1−α − 1 ∼ tαω2t , (t −→∞).
Par conse´quent on a









La proprie´te´ (P3) est e´tablie.
4. Preuve de (P4)
Graˆce a` la proprie´te´ (P1), on a
t−2αω−2t U
2
t = 4 + o(t
α−1).







En combinant ces deux re´sultats, on obtient
V 2t
U2t
= t−α + o(t−1).
Ce qui ache`ve la preuve de (P4).
Preuve du lemme 3.3

















































































































































De la meˆme fac¸on, on e´tablit la proprie´te´ ii).
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