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Figure S1. Reaction kinetics for OH initiated HOOH decomposition for additional temperatures, 
at T=1100, 1300, 1500, 1700, 1800, and 1900K 
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Figure S2. Reaction kinetics for HOO initiated HOOH decomposition from 1000K to 
2000K in increments of 250K. 
 
This simulation was seeded with HOO radicals and reached a steady state between OH and 
HOO concentrations after approximately 75 picoseconds. The predicted and observed 
dynamics are presented in Figure S2. This can be compared with Figure 1 and S1, which 
seeded the system with OH radicals. The predicted and observed dynamics for both cases 
are self-consistent. The main difference is in the initial rate of disappearance of HOOH up 
until the OH-HOO equilibrium point, which is faster in the OH case than in the HOO case. 
This is explained by the higher reactivity of OH compared to HOO. 
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Figure S3. Reaction kinetics for OOH and OH initiated HOOH decomposition using NVT and 
NVE dynamics. 
 
Figure S3 compares the kinetics for OH evolution with NVT fixed at 1100K with NVE 
starting at 1100K as in S1. In both cases, the extracted kinetics reproduce observed 
dynamics well. 
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Combustion induced interface instability. Several papers in this issue report on interface 
instabilities that results from differences in density. For an instability to appear in a 
chemical reaction, conditions must allow an interface perturbation to grow exponentially. 
Conversely, if the perturbations dissipate, the evolution of the interface will be stable. In 
our simulations, we consistently see the formation and dissipation of perturbations.  
We show here two systems discussed in the paper: Case 2 and Case 9. Case 2 is a 
periodic box with dimensions 10nm along x (vertical), 25nm along z (horizontal), and 4 
nm along y (out of the page). The system was seeded with a 10x4x4 nm region of pure OH 
at a density 5 times the bulk density, which is 50 kg/m3. 
Figure S4a shows evolution of this system, which is similar to many others that we 
studied. A few OH radicals consistently shoot out from the seed region into the bulk, where 
they react and form a region of reactants, intermediates, and products that extend past the 
initial flat interface: a small perturbation. However, two factors are at play that diminish 
further propagation. Firstly, the growth of the perturbation along z is hindered beyond the 
first few collisions due to the small mass of the radicals with little bulk momentum along 
z. The reactions that occur during the first collisions eject radicals isotropically, so that the 
energy of the initial perturbation is dissipated rather quickly. Secondly, the conditions of 
this system are such that each reaction converts one radical to another, lacking the 
multiplication that might lead to exponential growth of the perturbation. 
These results serve to illustrate the dissipative mechanisms that stabilize the 
Landau-Darrieus instability [41]. There may be other conditions that would result in an 
exponentially growing instability. For instance, a different initial interface (triangular or 
sawtooth geometry) may help provide the bulk momentum necessary for perturbation 
propagation. A different chemistry (more highly reactive species or a much higher 
temperature) may help with multiplying the number of radicals generated by each reaction, 
which would help the perturbation grow exponentially. Continuum dynamics simulations 
could be carried out using the kinetics information extracted from our atomistic simulations 
to examine larger for longer times that might find the optimum conditions for instabilities. 
The geometry of Case 9 is shown in Figure S4b. It is a periodic box 20x2x100 nm 
with a density of 1400 kg/m3. It is seeded with 5% HOO in a 20x2x2 region on the left. 
The region of detail for Figure S4c is outlined in red. 
The evolution of a perturbation at the interface is shown in Figure S4c. The 
perturbation occurs due to motion of a few radicals. However, its evolution is hindered. 
The small initial momentum in z is dispersed due to collisions with the bulk HOOH 
(present everywhere in the white space, not shown for clarity). The growth of the 
perturbation is also limited due to lack of multiplication of number of radicals, because 
each reaction ejects only one radical. 
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Figure S4. (a) Evolution of Case 4; (b) Geometry of Case 4 and (c) Formation and 
dissipation of perturbation at the interface in Case 9. 
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Figure S5. Dominant reactions. 
 
Figure S5 shows snapshots of the reactants, transitions states, and products of all dominant 
reactions present in the HOOH system seeded with OH (Table 1 of the manuscript). These 
are also available as videos (Videos S1-S7). 
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The Haber-Weiss-Willstatter reaction.  
Reaction 2 
𝐻𝐻𝐻𝐻𝐻𝐻 •  + 𝐻𝐻2𝐻𝐻2 → 𝐻𝐻2 + 𝐻𝐻2𝐻𝐻 + 𝐻𝐻𝐻𝐻 • 
is well known in the literature. The entire reaction starting from the 2A” state of HOO• 
and ending with the 3Σg state of O2 and the 2Π state HO• is exothermic by 19.5 kcal/mol. 
This reaction was discovered in the 1930’s by Haber, Weiss and Willstatter in their 
studies of the decomposition of hydrogen peroxide by iron cations, specifically it was a 
propagation step1,2. This reaction has been referenced often since then with many 
references3. But there has been some debate as to whether the similar reaction 
𝐻𝐻𝐻𝐻−  +  𝐻𝐻2𝐻𝐻2 → 𝐻𝐻2 + 𝐻𝐻𝐻𝐻− + 𝐻𝐻𝐻𝐻 • (6) 
produces the 1∆g or 3∑g- state of dioxygen. 
Quantum Mechanics Calculations of Reaction 2 
We combined the reactants into one system and optimized the geometry was again 
as a doublet spin state (S=1/2). The binding energy of the reactant complex is -8.4 kcal/mol. 
Likewise the binding energy of the products with a. doublet spin multiplicity (relative to 
the initial state) is -25.3 kcal/mol. Using the optimized geometries for the reactant and 
product, we calculated a doublet transition state along the pathway (Figure S6) that has one 
negative Hessian eigenvalue. The structure of the transition state is in Figure S7 and he 
energies are shown in Figure S8. The details of its geometry are in Figure S9.  
The energy of this transition state is uphill 14.0 kcal/mol (relative to the initial 
state). As the reaction proceeds toward the TS, the O2-H1 bond length increases while the 
H1-O3 bond length decreases (corresponding the hydrogen atom transfer) and 
simultaneously the O3-O4 bond length increases. The spin state of the system remains a 
doublet, but the spin pairing changes to become the spin=1 (triplet) state of the dioxygen 
product while the unpaired spin on the hydroxyl product is coupled to form an overall 
doublet product (spin-allowed).  
Details of QM calculations. 
All geometries and energies were computed using the B3LYP(7–11) functional with the 6-
311G**++(12–15) basis set implemented in the Schrodinger Jaguar software(16).  
Separately, the reactant and product structures of HOO•, H2O2, O2, H2O, and HO• were 
optimized in order to minimize the energy of the system. In combinations, these express 
the energy of the reactants and the products held infinitely apart. 
ReaxFF Calculations of Reaction 2 
Using the ReaxFF reactive force field, we obtained an energy barrier of 16.42 kcal/mol 
for the TS geometry in Figure. S7.  
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Figure S6. Mechanism for Reaction 2, the propagation step in the decomposition of 
hydrogen peroxide, based on QM calculations. 
 
Figure S7. The geometry at the TS for Reaction 2 from (left) QM calculations (right) 
ReaxFF calculations 
 
 
Figure S8. The energy surface for Reaction 2 from QM (DFT B3LYP), see Methods. 
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Figure S9. Details of the QM transition State for Reaction 2 
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Table S1. Bond order cutoffs. 
Bond Bond Order Cutoff 
O-O 0.300 
H-H 0.300 
O-H 0.300 
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Movie S1. 3D animation of HOOH + OH reaction using position data from ReaxFF RMD. 
Movie S2. 3D animation of HOOH + HOO reaction using position data from ReaxFF RMD. 
Movie S3. 3D animation of HOO—H—OOH interaction using position data from ReaxFF RMD. 
Movie S4. 3D animation of HOO + OH reaction using position data from ReaxFF RMD. 
Movie S5. 3D animation of HOO + HOO reaction using position data from ReaxFF RMD. 
Movie S6. 3D animation of HOO + H2O reaction using position data from ReaxFF RMD. 
Movie S7. 3D animation of HOOH decomposition into OH + OH using position data from ReaxFF 
RMD. 
Movie S8. 3D animation of OH + OH interaction using position data from ReaxFF RMD. 
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