A substantial amount of theoretical work predicts that quality plays an important role as a determinant of the global patterns of bilateral trade. This paper develops an empirical framework to estimate the empirical relevance of this prediction. In particular, it identifies the effect of quality operating on the demand side through the relationship between per capita income and aggregate demand for quality. The model yields predictions for bilateral flows at the sectoral level, and is estimated using cross-sectional data for bilateral trade among 60 countries in 1995.
Introduction
Increasing evidence indicates that there are large differences across countries in the quality of the products that they produce and export. While traditional theories of international trade neglect the existence of product quality differences across countries, a substantial amount of theoretical work predicts that quality systematically affects the direction of international trade. In spite of the theoretical predictions, there is yet no evidence evaluating the empirical relevance of quality as a determinant of bilateral trade volumes. Understanding the influence of quality on the direction of trade might be crucial for enhancing the predictive power of benchmark empirical trade models, which will result in improved assessments of the impact of other determinants of trade, such as commercial policies or natural barriers to international exchange. Linder (1961) first noted the role of quality as a determinant of the direction of trade. He argued that richer countries spend a larger proportion of their income on high quality goods.
He also argued that closeness to demand is a source of comparative advantage, providing richer countries with a comparative advantage in the production of high quality goods-the goods that they demand. He then conjectured that the congruence of production and consumption patterns leads countries with similar income per capita to trade more with one another. This is the Linder hypothesis, the earliest theory explaining the effects of quality differences on the direction of trade.
It has received considerable attention for its contrast with the standard Heckscher-Ohlin theory, which predicts trade intensity to be higher between countries of dissimilar income per capita-as the latter reflects differences in relative factor endowments.
More recent theoretical work has developed general equilibrium models to formalize the role of quality as a determinant of trade patterns. 1 These models share two key features with Linder's theory. First, rich countries have a comparative advantage in the production of high quality goods (comparative advantage comes here from productivity or factor endowment differences). Second, rich countries consume high quality goods in larger proportions than poorer countries. Even though the models yield theoretical results in the spirit of the Linder hypothesis, they do not obtain this conjecture as a general result.
Recent empirical work provides support for the supply-side relationship between per capita income and quality production postulated by Linder and subsequent theorists. Schott (2004) shows that export unit values increase systematically with exporter per capita income and relative factor endowments, while Hummels and Klenow (2002) use quantities exported and proxies for the number of varieties to argue that quality differences are necessary to explain (at least part of) the observed differences in unit values. In contrast to the evidence on the supply side, the demand-side relationship between per capita income and quality consumption, and the impact of this relationship on bilateral trade flows, have not been the subject of similar empirical scrutiny. In particular,
there is yet no attempt at estimating the existence and magnitude of such a quality-driven demand effect on the global patterns of bilateral trade. 2 A vast related literature has concentrated on estimating the Linder hypothesis. Since this is a conjectured corollary to a theory that places quality at center stage, tests of this hypothesis could be interpreted as evidence on the role of quality. This literature typically uses the gravity equation as benchmark 3 , and adds a "Linder term", a measure of income dissimilarity between pairs of countries.
The Linder hypothesis predicts a negative sign for the estimated coefficient on the Linder term.
But the empirical results on the sign of this coefficient are mixed. 4 There is nevertheless an even more fundamental problem than failure to confirm the Linder hypothesis: the empirical framework used by this literature cannot properly identify the role of quality as a determinant of the direction of trade. First, the prediction that the intensity of trade is higher between countries with similar income per capita can also result from inter-sectoral non-homotheticities in demand, not related to quality. This is the case if income elasticities differ across sectors, and richer countries have a comparative advantage in sectors with high income elasticities. 5 Second, quality effects coexist with other traditional (inter-sectoral) determinants of trade, such as differences in factor proportions.
But the gravity-equation framework does not nest these different forces. It is thus unable to isolate the role of quality from other inter-sectoral determinants of trade.
This paper provides a testable framework to estimate the impact of quality on the direction 2 Brooks (2003) provides evidence of this effect in a specific context. She shows that differences in export shares among Colombian firms (in industries with exports largely oriented to the US) depend negatively on the industry-level quality gap relative to G7 countries, as measured by differences in unit value of exports to the US. 3 The gravity equation, in its traditional form, postulates a log-linear relationship between the volume of bilateral trade, the GDP of each country, and the distance between them. 4 See surveys in Deardorff (1984) , Leamer and Levinsohn (1995) , and McPherson, Redfearn, and Tieslau (2001). 5 The role of this type of non-homotheticities has been addressed by Markusen (1986) , Hunter and Markusen (1988) , Bergstrand (1989) , Hunter (1991) , Deardorff (1998) , and Matsuyama (2000) .
of trade. In particular, it identifies the effect of quality operating on the demand side through the relationship between income and aggregate demand for quality. The theoretical framework, described in section 2, yields an empirical specification for estimating bilateral trade that has a strong resemblance to the gravity equation. However, it yields predictions for bilateral trade flows at the sectoral instead of at the aggregate level. By focusing on sectoral trade, the empirical specification embeds and controls for inter-sectoral determinants of comparative advantage. A parameter in the demand system captures the extent to which income per capita affects quality choice. In the empirical specification, this parameter translates into the coefficient on an interaction term between the exporter quality and the importer per capita income. If income affects quality demand-and therefore trade patterns-this coefficient is predicted to be positive.
Quality is unobservable. I follow two complementary approaches to deal with unobserved quality. First, based on recent empirical findings, in section 3 I use exporter income per capita as a proxy for quality. The relevant term in the empirical specification then becomes the interaction between exporter and importer per capita incomes, capturing respectively supply of and demand for quality. I estimate the empirical model using a cross-section of sectoral bilateral trade flows (at the 3-digit level) among 60 countries in 1995. Sectors are divided into three categories according to Rauch (1999) : Differentiated, Reference-priced, and Homogeneous. The theory is primarily applicable to Differentiated sectors. In those sectors, the results support the theoretical prediction:
rich countries tend to import relatively more from other rich countries-those that produce higher quality goods. I also estimate the empirical model for sectors in the other two categories to check that it is indeed quality that drives the results. In Reference-priced sectors, where the theory may still reasonably apply, the results are similar to those obtained for Differentiated sectors. In Homogeneous sectors, however, the theory is not expected to apply, as the income interaction term no longer captures supply of and demand for quality. Consistent with this prediction, the results are very different here; the interaction term shows no systematic effect on trade.
Since the interaction term is very similar to a Linder term, the results can be interpreted as a sector-level confirmation of the Linder hypothesis. Furthermore, they are not sensitive to the use of alternative Linder terms often used in the literature. But when the empirical specification is estimated on aggregate trade flows-as is typically done-the results are reversed. I show that this is the result of an aggregation bias, the direction of which depends on the extent of cross-country correlation between per capita income and sectoral pattern of specialization. The aggregation bias explains the failure of the literature so far to find consistent evidence in support of the Linder hypothesis. If quality drives its main insight-as originally conjectured by Linder-this suggests a reformulation of the hypothesis as a sector-level prediction, requiring inter-sectoral determinants of trade to be controlled for.
Keeping constant factors such as production costs, we expect higher quality goods to command higher prices. Export prices then convey useful information on product quality. In section 4, I
construct export price indices at the sectoral level from unit values of exports to the US (calculated at the finest possible level of aggregation). I then use these indices as indicators of quality. The advantage of this approach, relative to the approach in the previous section, is the use of crosssector variation in export price indices within countries to capture cross-sector variation in quality levels. The disadvantage is that measurement error is pervasive in the dataset used to construct the indices. The findings here are still consistent with the theoretical prediction: rich countries tend to import relatively more from countries that produce higher quality goods. These results further support the findings in the previous section on the role of quality as a determinant of trade. They also provide complementary evidence that it is quality-as opposed to other factors correlated with income per capita but unrelated to quality-that drives those results. Section 5 concludes.
2 Theoretical Framework
The Demand System
Demand in each country k is generated by a representative consumer with a two-tier utility function.
The upper tier utility is weakly separable into subutility indices defined for each differentiated-good sector z = 1, ..., Z, and for each homogeneous-good sector g = Z + 1, ..., G,
The subutility index u k g is a general function of the quantity consumed of good g. The subutility index u k z takes the specific form:
where u k z is defined over all varieties h ∈ H z in sector z. In (2), q h and θ h are the quantity and quality of variety h, and the parameter γ k z is the intensity of preference for quality of country k. None of the parameters is restricted to be the same across sectors.
The subutility functions u k z are an augmented version of the Dixit-Stiglitz structure of preferences. Quality enters as a utility shifter, while there is still a horizontal dimension of product differentiation (consumers love variety). This specification of utility is designed to capture differences across countries in quality demand, stemming from their differences in income. For a given shape of the income distribution, we expect countries with higher average income to consume a larger proportion of high-quality goods. In the demand system that this utility generates, the parameter γ k captures-in a reduced form-the effect of income on quality demand at the aggregate level.
The representative consumer uses two-stage budgeting. In the first stage, for a given expenditure allocation across sectors E k 1 , ..., E k Z , ..., E k G , expenditure on variety h in sector z is:
where σ z = 1/(1 − α z ) > 1 is the elasticity of substitution, and p k h is the price of h faced by consumers in country k. Equation (3) shows expenditure on h as a share s k (h) of total expenditure in sector z. This share depends on the value of γ k , and it changes with this parameter according to:
Equation (4) highlights the main characteristic of the demand system. For a variety h of aboveaverage quality-the term in brackets in (4) is positive-a higher γ k induces a larger share spent on h. For a variety h of below-average quality, a higher γ k induces a smaller share spent on h.
Countries with higher γ k thus spend a larger share of their income on high quality goods. Allowing γ k to vary across countries, this demand system has the convenient property of accommodating in a simple form cross-country differences in the pattern of expenditures for goods of different quality. 6 A special case arises when γ k is the same for every country. In that case, the demand system is equivalent to the demand system generated by the Dixit-Stiglitz structure of preferences, where there are no differences across countries in quality choice. 7 Since Dixit-Stiglitz preferences are standard in international trade models and empirical frameworks with product differentiation, the proposed demand system has the additional advantage of embedding a meaningful benchmark against which to assess the impact of quality on aggregate demand and trade.
Bilateral trade flows at the sectoral level
Country i produces N iz different varieties in sector z. These varieties are symmetric; they share the same quality and sell at the same price. 8 We can multiply equation (3) by the number of varieties N iz to obtain country k's total imports from i in sector z:
where we use p k iz = p iz τ k iz , the equality between import price and the product of export price and trade cost factor between i and k.
Countries differ in the quality of the goods they produce and in their pattern of sectoral specialization. Recent empirical work [Schott (2004) , Hummels and Klenow (2002) ] provides evidence characterizing supply-side determinants of quality production. This paper instead takes the distribution of quality production across countries as given and, conditional on this distribution, attempts to identify the effect of quality on the direction of trade operating on the demand side through the relationship between income and quality choice. Income as a determinant of the demand for product quality-and hence of the intensity of trade between country pairs-has been one the main ingredients of most theoretical work addressing the impact of quality on the direction of trade. 6 I do not address here the effects of differences in higher moments of the income distribution. See Francois and Kaplan (1996) and Dalgin, Mitra, and Trindade (2004) for an empirical treatment of inequality and trade based on inter-sectoral non-homotheticities. 7 In this case, quantity substitutes for quality at the same rate in every country. Quantities and prices can then be renormalized to "common-quality" units to obtain the typical Dixit-Stiglitz specification. 8 This will not be a strong restriction so long as the variation of quality levels within countries is small compared to the variation of quality levels between countries.
However, there is yet no empirical evidence identifying this effect in global patterns of trade.
The proposed demand system allows quality choice to depend on a country-specific parameter.
In the special case with equal γ k across countries, the demand system is equivalent to the standard Dixit-Stiglitz structure of preferences, which does not allow the demand for quality to vary across countries. I show next that Dixit-Stiglitz preferences impose a strong restriction on the relationship between bilateral flows at the sectoral level. This restriction is independent of the distribution of quality production across countries, and thus provides a key for identifying quality effects on the direction of trade.
Using (5), consider US (country k) imports of Rubber Tires (sector z) from Germany (country i). Consider also US imports of tires from Turkey (country j) by replacing i with j in (5) . The ratio between these two expressions indicates the ratio of US imports of tires from Germany relative to those originating from Turkey, and is independent of the expenditure level and the price index for tires in the US:
Replacing k with l in (6), consider the same ratio for a different importer, Argentina (country l). Then, compare these two ratios by taking the ratio between the two:
To abstract from the impact of trade costs, assume for now that
There are three possible cases in (8) . The first one is trivial. If Germany and Turkey produce the same quality of tires (θ i = θ j ), then relative imports from Germany and Turkey are the same for both the US and Argentina (r kl ij = 1). A much more relevant case is the second one, which is our benchmark case of no income effects on quality choice. If the US and Argentina have the same intensity of preference for quality (γ k = γ l ), then relative imports from Germany and Turkey will still be the same for both importers (r kl ij = 1), even if qualities are different (θ i 6 = θ j ). As argued before, standard Dixit-Stiglitz preferences can accommodate this case after an appropriate normalization to "common-quality" units. Thus interpreted, these preferences impose the restriction that any two countries' relative imports from any other two countries are identical, i.e. r kl ij = 1, regardless of the quality produced by the two exporting countries. 9 The restriction does not neglect inter-sectoral determinants of trade. Suppose that Germany has a comparative advantage in producing tires. Then, Germany will have many firms in this sector. N iz will be large, and Germany will be a large exporter of tires. 10 But exports from Germany will be large to both the US and Argentina without affecting r kl ij . A similar exercise focusing on an importer provides the same answer. Suppose that Argentina has a comparative advantage in producing tires. We then expect a large number of firms there, leading to a low price index for tires since domestic goods do not pay trade costs. Relative prices of imported varieties will then be high, discouraging Argentina's imports from both Germany and Turkey. But again, r kl ij will not be affected. Finally, suppose that E k z is large for the US because of a combination of size and inter-sectoral non-homotheticities in demand. This will affect US imports from both countries proportionally, but it will still not affect the relative ratio r kl ij . It is only in the third case, where both quality and the intensity of preference for quality are different (θ i 6 = θ j and γ k 6 = γ l ), that r kl ij 6 = 1. Only then will quality affect the relative intensity of sectoral trade between different country pairs. If Germany's quality is higher (θ i > θ j ) and US's intensity of preference for quality is higher (γ k > γ l ), then the US will import relatively more from Germany while Argentina will import relatively more from Turkey. More generally, countries with higher γ k will import relatively more from countries that produce higher quality goods.
Taking logarithms on both sides of equation (5), we obtain the following prediction for bilateral trade:
where e σ z = σ z − 1. In a cross-section of bilateral trade flows, the first two terms on the RHS are specific to exporting country i. These terms take the same value when i is the exporter, independent of who importer k is. In the econometric specification, they will be captured by exporter fixed effects. Similarly, the next two terms are specific to importer k and take the same value independent of exporter i. These terms will be captured by importer fixed effects. Only the last two terms are specific to the bilateral pair. I assume that trade costs are determined by:
where Dist k i is the bilateral distance between each country pair, v k iz is a random disturbance, and e β z is a vector of parameters associated with dummy variables I k i indicating whether the country pair shares, respectively, a common border, a common language, a preferential trade agreement, a colonial relationship, or a common colonizer. 11 I also postulate a relationship between the intensity of demand for quality-captured by γ k z -and income 12 :
Under the null hypothesis that income does not affect aggregate demand for quality, µ z = 0, and
This is the benchmark Dixit-Stiglitz case. Under the alternative hypothesis that it does affect aggregate demand for quality, µ z > 0, and γ k z increases with income. Combining (10) and (11) with (9), we obtain:
where ϕ iz and ψ k z are fixed effects for exporter and importer country, respectively, and β z = −e σ z e β z .
I am unable to estimate (12) because I do not observe quality (θ iz ). The next two sections deal with unobserved quality in two different ways. First, exporter income is used as a proxy for quality.
Second, export price indices (constructed from export unit values) are used as indicators of quality.
Exporter Income as Proxy for Quality
There is increasing evidence that suggests the existence of a positive relationship between per capita income and quality supply. Different trade theories are consistent with this evidence. For example, a Ricardian view of quality specialization would predict that richer countries will produce higher 11 The empirical specification would not change if trade costs depended on quality, so long as they are modeled with a (negative) function of quality as an additive term in (10) . This term would be subsumed into the exporter fixed effect. 12 Throughout the paper-unless explicitly noted-income will refer to income per capita.
quality goods if they have a relatively larger productivity advantage in the production of those goods. Alternatively, a factor proportions view of quality specialization would predict that richer countries, which tend to be capital abundant, will have a comparative advantage in the production of high quality goods if these goods are capital intensive. 13 Based on the evidence of a positive relationship between quality supply and income, but without taking a stand on which underlying theory generates this relationship, I postulate the following stochastic log-linear equation:
The random disturbance η iz introduces quality variation between sectors for a given country, allowing the cross-country ordering of sectoral quality levels to differ from the ordering of income.
Substituting (13) into (12), we obtain:
where 14 The component disturbances η iz and v k iz are assumed to be uncorrelated with the regressors; therefore, so is ε k iz . I will estimate (14) on a cross-section of bilateral trade flows at the sectoral level. Unfortunately, I will not be able to separately identify the magnitude of µ z . But since e σ z > 0, if based on the available evidence we maintain the assumption that δ z > 0, then a test of the joint hypothesis e σ z µ z δ z = 0 will imply a test of the hypothesis µ z = 0.
Several sectors used in the estimation contain intermediate goods. If we interpret (1) and (2) as a production function of a final good based on the use of intermediate inputs, then (3) is the demand function for these inputs. In that case, it may be reasonable to assume that γ k z is not a function of the importer income as in (11), but of the quality of the final good θ k z (assuming that it is demanded in only one sector). Since the quality of the final good is in turn a function of the importer income by (13), we can still derive (14) . The error term contains additional terms in this case, but it is still uncorrelated with the regressors.
Equation (14) is a prediction for bilateral trade at the sectoral level. Estimating it with aggregate data would only be appropriate if the parameters were constrained to be equal across sectors. This restriction is not plausible in general. In particular, it will be strongly violated in the case of the exporter and importer fixed effects, which must be sector-specific as they control for inter-sectoral determinants of comparative advantage. I thus estimate (14) sector by sector. Also, to obtain a single estimate of the parameter of interest, I estimate (14) pooling the observations across sectors.
In this case, I allow all the parameters to take sector-specific values except for the cross-sector restriction e σ z µ z δ z = e σµδ.
Finally, I focus on differentiated-good sectors because the theory underlying (14) is only valid for those sectors. But I also use other sectors to benchmark the results.
Data and sample selection
The There is a large proportion of bilateral country pairs with zero trade. The proportion is larger for smaller countries. Since I want to prevent zero-trade observations from dominating the sample, I concentrate only on relatively large countries. I include countries with a population larger than 3 million, and with more than 2 billion-dollar imports of Differentiated goods. Hungary is additionally excluded because sectoral trade data are of poor quality. Algeria, Iran, Libya, and the US are excluded because they lack data on export unit values, used in the next section of the paper. In the case of the US, export unit values are not available because they are obtained from a database on US imports. The final sample consists of 60 countries, listed in Table A1 . I also drop very small sectors, keeping only sectors with a volume of trade (within the 60 selected countries) above 2 billion dollars. The final sample includes 114 Differentiated sectors, 51 Reference-priced sectors, and 38 Homogeneous sectors. They are listed in Tables A2, A3 , and A4, respectively.
Distance measures great circle distance between capital cities and was prepared by Howard Shatz (1997) . Dummies for border, common language, colonizer-colony relationship, and commoncolonizer relationship were constructed using the CIA Factbook. Only "official" languages are 
Estimation results
I first estimate (14) separately for each Differentiated sector using OLS. Since I cannot report detailed regression results for all 114 sectors, I provide summary results for the distribution of the estimated coefficients according to sign and significance levels in Table 1 . In all cases, heteroskedasticity- The median coefficient across sectors is 0.1218. The interpretation of this coefficient is related to the ratio of ratios in equations (7) and (8) . Keeping trade costs constant, and denoting b µ z the estimate of e σ z µ z δ z , we can use (14) to calculate the predicted ratio of ratios:
To understand this expression, take countries at the 75th percentile (Sweden and the UK) and the 25th percentile (Dominican Republican and Lebanon) of the income distribution in our sample.
Consider Dominican Republic's ratio of imports from the UK relative to those from Lebanon. How much would this ratio increase if the Dominican Republic were to have the income of Sweden?
Substituting for the actual income values in (15), we obtain: r kl ijz = exp(0.1218 * 1.6115 * .1.5912) = 1.366; Dominican Republic's imports from the UK relative to Lebanon would increase by 36.6% (in the median sector). This is the relevant exercise for interpreting the estimated magnitude of the quality effect. Other typical measures of explanatory power such as the beta coefficient are very small because size (captured by the dummy variables) and distance dominate most of the variation in bilateral trade flows.
The last column of Table 1 shows results for the pooled regression, where the coefficient on the interaction term is constrained to be the same across sectors. Here, as in every pooled regression, the estimates are reported with heteroskedasticity-robust standard errors and clustering by country pair across sectors. The pooled coefficient is substantially smaller than the median of the sectoral coefficients. But we can reject the null hypothesis that µ = 0 at the 1% level of significance.
The estimated coefficients for the rest of the variables have the expected signs in most sectors.
Distance hinders trade, whereas Border, Common Language, PTA, Colonial relationships, and
Common Colony relationships facilitate trade, presumably through a reduction in trade costs. A similar set of results for these variables is available from the pooled regression. Since the coefficients are allowed to take sector-specific values, there is not a unique value to report, as is the case with the (constrained) coefficient on the interaction term. To save space, I do not report these results, which are very similar to those from the sectoral regressions.
Both the sectoral and the pooled regression results are consistent with the theoretical prediction:
rich countries tend to import relatively more from other rich countries, which are those assumed to produce higher quality goods. However, there are two reasons for concern. First, the estimated coefficient is significantly negative in a substantial number of sectors (23 out of 114). This suggests that factors other than product quality might affect the estimates. Second, per capita income is correlated with many other characteristics of countries besides quality supply and demand, and these other characteristics instead of quality might be driving the results. To address these concerns, I repeat the estimation using Reference-priced and Homogeneous sectors.
Equation (14) is derived under the assumptions that there are cross-country differences in quality levels and that quality levels are correlated with income. Even though quality differences still exist in Reference-priced sectors and even possibly in Homogeneous sectors, the differences in those sectors are less likely to be large. They are also less likely to be strongly correlated with income, since higher product quality may stem from the higher quality of natural resources-not obviously correlated with income-instead of the accumulation of human or physical capital.
Evidence on export prices discussed in the next section suggests that, as we move from Differentiated to Homogeneous goods, both the dispersion of quality levels and the correlation between quality and income decrease. Equation (14) is also derived under the assumption that there are horizontal and vertical components of product differentiation. Absent the horizontal component, goods of similar quality would be close substitutes, and the pattern of sectoral bilateral trade would tend to have corner solutions. In that case, (14) would not be an accurate predictor of bilateral trade. However, so long as quality differences are substantial and are also correlated with income, (14) might still be able to capture the quality effect on average. Rich countries will still import relatively more from countries that produce high quality, although they will import from only a few such countries. Since the classification into the three categories of goods was originally designed to distinguish sectors according to their degree of product differentiation, we can expect the extent of this problem to increase as we move from Differentiated to Homogeneous goods. In sum, we expect the theory to work for Differentiated sectors, and we expect it not to work for Homogeneous sectors. For
Reference-priced sectors, the theoretical prediction is ambiguous, as we ignore the extent to which the premises of the theory apply to them. (17), and negative and significant in 1/8 (6) . The median coefficient is considerably lower than for Differentiated goods, but the coefficient in the pooled regression is only slightly smaller (and also significant at the 1% level). For Homogeneous goods, however, the results are very different. The estimated coefficient is more often negative than positive, and more often negative and significant than positive and significant. In addition, both the median coefficient and the pooled coefficient are negative. The contrast can be visually appreciated in Graph 1, which shows the frequency distribution of the estimated coefficient for each category. These results support the idea that it is quality, and not other factors correlated with income, that drives most of the estimated effect of the income interaction term. The coefficient on this term matches the predicted sign only in those categories for which the (quality-based) theory is expected to apply.
Fixed costs of exporting
Almost half of all sectoral bilateral pairs in the sample report no trade. Since the estimating equation uses the logarithm of bilateral trade, these observations must be discarded when using OLS.
Researchers working with the gravity equation have long acknowledged that dropping observations with zero values might induce selection bias. I address this concern here using fixed costs of exporting to explain the substantial fraction of zero values in bilateral trade. International trade only occurs when the profits it generates cover the fixed costs.
This is a censored data problem. However, the use of a standard censoring model for estimation is not convincing for two reasons. First, we do not know the censoring value. Second, fixed exporting costs are likely to vary across bilateral pairs. I model the (unobserved) censoring value for country-pair ik in sector z as:
where I k i is the same vector of dummy variables as in (14), GDP i and GDP k are total income of i and k, respectively, and u k iz is a normally distributed random disturbance. Given the demand structure in (3), mark-ups are constant, and profits are a constant fraction of the value of exports: 15 Countries trade if the profits that export sales generate are sufficient to cover the fixed costs. Hence, exports occur if
Therefore, up to a constant shift, (16) is in fact the equation determining bilateral fixed costs. The empirical specification is then a censoring model with two equations, (14) and (16), where in the first equation the dependent variable is now a latent variable; (16) determines the (unobserved) censoring point c k iz , and (14) only takes non-zero values if imp * k iz > c k iz . Even though the censoring point is unobservable, the parameters of both equations can be estimated jointly by maximum likelihood. This specification is a more general version of the standard Tobit estimation, with unknown and random censoring value. 16 A shortcoming of this approach is the implicit assumption that the decision to export is made at the country-sector level, while fixed exporting costs are in fact borne at the firm level. Another shortcoming is the need to assume a 15 With a finite number of varieties, this is only true as a limiting property. 16 A similar approach was taken by Cogan (1981) to model labor supply with fixed costs of entry into the labor market. particular distribution for the error disturbances. However, it is an appealing robustness exercise for assessing the potential magnitude of the selection bias.
The estimation is performed sector by sector, assuming a bivariate normal distribution for the random disturbances. Table 3 shows the results for the coefficient on the interaction term in the case of Differentiated, Reference-priced, and Homogeneous goods. 17 In this and in the next tables, I do not report results on the other controls, as they are very similar to the results in Table 1 .
Despite some differences, the censoring model broadly confirms the OLS results. For the Differentiated sectors, the coefficient on the interaction term is positive in almost 2/3 of the sectors (72) and is positive and significant in almost 1/2 of them (52). The sign of the coefficient matches the sign obtained under OLS in all but 10 sectors, in 9 of which the coefficient is statistically insignificant in both specifications. The median magnitude of the coefficient is considerably lower in the maximum likelihood estimation, and it is now closer to the estimate obtained from the pooled specification. This indicates that discarding zero-valued observations does not induce important differences in sign and significance of the estimated coefficients but might overestimate the coefficient magnitude. For Reference-priced and Homogeneous sectors, the results lead to similar conclusions to those obtained using OLS. For these sectors, the magnitude of the estimated coefficient is not largely affected.
Aggregation bias and the Linder Hypothesis
The prediction that richer countries will import relatively more from countries that produce higher quality goods, i.e. other rich countries, strongly resembles the Linder hypothesis, which states that countries of similar income will trade more with one another. The Linder hypothesis is typically tested by introducing some measure of income dissimilarity between countries-the Linder terminto a standard empirical framework for estimating bilateral trade, such as the gravity equation.
Examples of Linder terms used in the literature are:¯y i − y k¯, ln¯y i − y k¯, and¯ln y i − ln y k¯. The results of estimating (14) are in fact not sensitive to the use of any of these Linder terms instead of the income interaction term ln y i ln y k . This is shown in Table 4 , where the signs of the coefficient on the Linder terms are reversed to facilitate comparability. Both for the sector-by-sector and the pooled estimations, the results using the Linder terms are very similar to the results using the 17 Due to computational constraints, I do not perform the maximum likelihood estimation on the pooled data.
interaction term. Thus, we can interpret the (quality-driven) predictions of this paper as Lindertype predictions, and the results as a sectoral-level confirmation of the Linder hypothesis.
As opposed to the standard Linder hypothesis, however, these predictions hold at the sectoral instead of at the aggregate level. At the sectoral level, inter-sectoral determinants of comparative advantage can be controlled for. Failure to control for these determinants introduces a severe (aggregation) bias, which obscures the effect of quality on demand and trade patterns. Furthermore, this bias explains the failure of the literature, which uses aggregate data, to find systematic support for the Linder hypothesis. I next discuss a very simple example, artificially constructed, that conveys the basic intuition of how aggregation might induce systematic bias. Then, I estimate (14) using aggregate data and show that the bias is empirically relevant.
Consider the countries of our previous example: two exporters, the UK and Lebanon, and two importers, Sweden and the Dominican Republic (DR). Table 5 The prediction for the quality effect holds at the sectoral level. In Machinery, Sweden imports relatively more from the UK, and DR imports relatively more from Lebanon. The ratio of ratios discussed in section 2 is higher than 1 (r kl ij = 1.5). The same is true in Apparel, where r kl ij = 1.5. However, when we aggregate trade in both sectors, the quality effect appears to be reversed. In the aggregate, Sweden imports relatively more from Lebanon and DR imports relatively more from the UK (r kl ij = 0.73) . Using the empirical framework of this paper on the aggregated data, we would probably find a misleading negative coefficient on the interaction term. The reason is the failure to control for inter-sectoral determinants of comparative advantage. In the aggregate, Sweden imports relatively more from Lebanon than from the UK, not because Sweden's demand is biased towards low-quality goods but because Sweden is a large importer of Apparel, the sector in which Lebanon is a large exporter. Similarly, DR imports relatively more from the UK than from Lebanon, not because DR's demand is biased towards high-quality goods, but because DR is a large importer of Machinery, the sector in which the UK is a large exporter.
The particular direction of the aggregation bias in this example (opposite to the prediction) hinges on the assumption that countries with similar income specialize in the same sectors. This might not always be a reasonable assumption. The first column of table 6 shows the results of estimating (14) using our data of actual trade flows aggregated across sectors in each of the three different categories of goods. In contrast to the sectoral results, the estimated coefficient is now negative for the aggregate of Differentiated sectors. Even though at the sectoral level richer countries import relatively more from other rich countries, the quality effect is overshadowed in the aggregate by a (more powerful) composition effect, the aggregation bias described in the artificial example. This example is particularly applicable to Differentiated sectors because the assumption that the determinants of comparative advantage are correlated with income level is likely to hold in those sectors. For example, richer countries are typically skilled-labor abundant, and thus they tend to be relatively large exporters of skilled-labor intensive sectors, such as Machinery. When (14) is estimated on an aggregate of only Reference-priced goods, the coefficient is also reversed, but it is not significantly different from zero. It is not surprising that the bias is weaker here, since differences in comparative advantage among Reference-priced sectors are often caused by differences in the relative abundance of natural resources, which are not systematically related to income. This is more obviously true in the case of Homogeneous sectors, where the estimated coefficient is positive, but not significantly different from zero. Finally, the last two rows of table 6 show the results when all sectors in the sample are aggregated into one, and when all trade is aggregated, including sectors both in the sample and out of the sample. In both cases, the aggregation bias is sufficiently strong to reverse the sign of the estimated coefficient. Incidentally, Linder himself explicitly argued that the quality effect on demand operated mostly within sectors instead of across sectors (Linder 1961 , p. 95): "Qualitative product differences are not well brought out in empirical studies of consumer behavior along the lines first followed by Engel. The qualitative factor is submerged by taking broad groups of goods such as "food" or "clothing"."
The estimation of (14) using aggregate trade is similar to a standard test of the Linder hypothesis. In fact, it is primarily the Linder term that distinguishes it from usual empirical specifications used to test it. 18 The last three columns of table 6 show that the existence and direction of the bias are not sensitive to which Linder term is used in the estimation (the signs on the alternative 18 Using exporter and importer GDP instead of fixed effects does not substantially affect the results.
Linder terms are again reversed to facilitate comparability). Regardless of the Linder term, there is no support for the Linder hypothesis from estimations using aggregate data.
By addressing explicitly the within-sector demand effect of quality, this paper provides a unifying framework for understanding simultaneously the long appeal of Linder's premises and the failure to find consistent empirical support for the Linder hypothesis (the hypothesized corollary).
Linder's premises are correct: countries with similar income have similar production and consumption patterns-they produce and consume goods of higher quality. But the Linder hypothesis, that countries of similar income trade more with each other, only holds at the sectoral level, and relative to a benchmark where sectoral differences in comparative advantage are controlled for. At the aggregate level, it is not a valid hypothesis, since it does not follow from the premises that are supposed to imply it. Moreover, its empirical rejection using aggregate data is uninformative about the validity of the premises, as the estimates come from a misspecified empirical model.
A caveat on the notion of sectoral comparative advantage
In traditional models of international trade, both the supply and the demand side treat varieties within sectors symmetrically. For example, on the supply side of the factor-proportions model, all firms in a sector share the same production technology. On the demand side, varieties in a sector are either perfect substitutes (homogeneous goods) or closer substitutes for one another than for varieties in other sectors (differentiated goods). Sectoral comparative advantage is thus well defined, as it refers to all varieties in a sector. When quality is introduced, this is no longer true. A skill-abundant country may have a comparative advantage in skill-intensive high-quality varieties but a comparative disadvantage in unskill-intensive low-quality varieties. While a sector might still be well defined on the demand side, the production technologies for the different varieties may be very different. 19 Despite this problem, the reference to sectoral patterns of comparative advantage might still meaningfully characterize average properties of sectors. For example, exports of Apparel are systematically larger as a fraction of total exports in poor countries, and exports of Machinery are systematically larger in rich countries. Even though rich countries might have 19 Schott (2003) argues that we should consider goods of different qualities as different sectors. This approach, although appealing from a supply-side perspective, still needs to deal with the demand-side links between goods of different qualities. a comparative advantage in high-quality apparel, poor countries have a comparative advantage in a range of qualities that accounts for most of world demand in that sector. The opposite is true for Machinery. It is only in this average sense that we should understand any reference to sectoral comparative advantage in this context (e.g. in the artificial example of table 5). This caveat, however, does not undermine the validity of the empirical framework used here for estimation, since it does not rely on any particular interpretation of comparative advantage.
Export Price as Indicator of Quality
Other things equal, higher quality goods are expected to sell at higher prices. Hence, we can use prices to extract information on quality levels. This section uses export price indices, constructed from export unit values, as indicators of quality supply. The results provide complementary evidence of the existence of a quality-driven demand effect on trade patterns. They also provide further evidence, in addition to the use of different categories of goods, that it is product quality that drives the results of the previous section.
Export price indices
I construct export price indices p iz , for country i and 3-digit sector z, based on cross-country differences in export unit values. Unit values measure, for a given export category, the ratio between the value and the quantity of exports. They are the average price for the category. Composition problems are pervasive in unit value comparisons. If a category includes different goods, then differences in unit values might not merely reflect differences in prices but also differences in the composition of exports within the category. To minimize the incidence of composition problems, I measure unit values at the finest possible level of aggregation for which data are available. The NBER Trade Database compiled by Feenstra, Romalis, and Schott (2002) classifies US imports by country of origin and type of good at the 10-digit level of the Harmonized Tariff Schedule (HTS), the level at which import duties are defined. For each of these categories and source countries, the database provides information on the customs value and quantity of US imports, and the units in which quantities are measured. 20 Examples of 10-digit categories are: 20 Customs values do not include freight, and are used as the basis for duty assessment. They are intended to serve as arm's length transaction values for commodities. Based on cross-country differences in unit values at the 10-digit level, I construct export price indices p iz at the 3-digit level using a slightly modified version of the Eltetö, Köves, and Szulc (EKS) multilateral price index, which in turn is based on bilateral Fisher indices. Appendix A describes the methodology in detail. 21 Several shortcomings are associated with the construction of these indices. Countries often report exports to the US in only a few or even none of the 10-digit categories included in a particular 3-digit sector. When countries are active in only a few 10-digit categories, the price index is very sensitive to measurement error. When countries are not active in any 10-digit category, the price index has a missing value. To increase the availability and reliability of the indices, I merge two years of data, 1995 and 1996, instead of using only one year. I also calculate the indices at the 2-digit level and then use the 2-digit indices for the relevant 3-digit categories. This procedure has two advantages. First, the indices are more reliable, as they are based on a larger number of observations. Second, bilateral trade observations for which the exporter's 3-digit price index would be missing are kept in the sample if the corresponding 2-digit index can be calculated.
HTS
The indices are based on a source database with considerable measurement error. 22 To deal with this problem, I remove observations with extreme unit values (four times above or below the category mean) and observations with very low quantity (below the lower of 50 units or a quarter 21 See also Diewart (1993), Ch.5, for properties of this and similar indices. 22 The General Accounting Office (1995) conducted a detailed study of 8 specific 10-digit product categories. It found that wide dispersion among countries in unit values of US imports within the same product category is explained by two main factors: categories not including identical products and classification and data entry errors. Unfortunately, the GAO cannot assess the generality of these problems because its sample is not representative.
of the category mean quantity). Lastly, aggregation problems may still be present at the 10-digit level, but I expect these problems to be minimized at the 10-digit level of aggregation. 
Empirical Specification
Quality differences are presumably one of the main sources of cross-country variation in export prices. However, this variation might also reflect differences in prices for goods of the same quality, which might stem, for example, from differences in production costs. I postulate a reduced-form specification for the determination of the export price that includes both quality level and exporter income per capita. The inclusion of the latter variable attempts to capture cross-country variation in production costs systematically related to income. Distance of country i to the US is also included to control for selection bias in the quality composition of exports to the US. Export prices are thus determined by:
The partial relationship between product quality and export price is given by ζ 1z . Since it is 23 Dispersion measures are calculated taking the logarithm of the indices. Thus, their magnitude does not depend on which particular country is used to normalize. 24 The MATLAB code used to construct the indices and the detailed tables with the export price indices sector by sector are available online: http://www.econ.lsa.umich.edu/~hallak/papers.html more costly to produce goods of higher than of lower quality, we expect this relationship to be positive. The sign of ζ 2z is instead ambiguous. Once we control for product quality, differences in comparative advantage are likely to drive any systematic relationship between income and production costs (and hence export prices). The relationship can take either sign. Higher income countries often have a comparative advantage in capital-intensive sectors, as they tend to be capital abundant. In those sectors, higher income implies stronger comparative advantage, and a lower export price. We thus expect ζ 2z < 0. For other (labor-intensive) sectors, higher income is associated with comparative disadvantage. We thus expect ζ 2z > 0. The caveat about the inappropriateness of a sectoral understanding of comparative advantage also applies here. But it now applies more forcefully since it affects the empirical specification. Once we introduce quality differences, sectors might not be either capital or labor intensive. Within a sector, high quality varieties might be capital intensive while low quality varieties are labor intensive. More generally, we expect the relationship between income and production costs to vary according to quality. The constant parameter ζ 2z in (17) can only capture the sectoral average of this (quality-dependent) relationship.
The distance to the US is included in (17) to capture the Alchian-Allen conjecture. In the presence of quality differences, trade costs might not be proportional to price. In particular, if transport costs depend on weight, these costs will be lower as a fraction of price for high quality goods. The quality composition of exports will then depend on the magnitude of transport costs, which in turn depends on the distance between trading partners. Hummels and Skiba (2003) provide evidence on the empirical relevance of this conjecture. In our sample of unit values of US imports, this might induce selection bias as only high quality varieties will be exported to the US by distant countries. Hence, controlling for a country's average quality of exports to all countries (θ iz ), a larger distance to the US will imply a higher quality selection of exports to that market, and thus a higher observed price index p iz . We thus expect a positive sign for ζ 3z . 25 The main advantage of using export price indices, compared to the use of income in the previous section, is that their cross-sector variation is able to capture variation across sectors in quality supply. However, there is considerable measurement error in the price indices, and their reliability as price measures is yet untested. The indices will be a very noisy indicator of quality if the variance of the error term ξ iz in (17) is large. There is then a trade-off involved in the choice between the two approaches. But we can use the results of both as complementary evidence on the role of quality.
Solving for ln θ iz in (17), we obtain:
Substituting (18) into (12) yields the estimating equation:
, and ξ
ξ iz ln y k + e σ z ν k i . There are three interaction terms in (19) : the "price interaction" (ln p iz ln y k ), the "income interaction" (ln y i ln y k ), and the "distance (to the US) interaction" (ln Dist US i ln y k ). The parameter of interest µ z is now included in the coefficients associated with these three terms (ζ Since ξ iz is a component of p iz , the disturbance ξ 0 iz and the regressor ln p iz ln y k are correlated in (19) . I calculate p iz,t−1 for the (merged) years 1993 and 1994, and use ln p iz,t−1 ln y k as instrument for ln p iz ln y k . To the extent that ξ iz captures classical measurement error in the price index, the instrument will be uncorrelated with the disturbance term. Since measurement error is substantial, I expect the use of this instrument to remove much of the correlation between regressor and error term. However, the disturbance ξ iz might also capture omitted factors affecting export prices, not included in (17) . For example, country i might have a technological advantage in sector z that allows it to produce at lower cost. In that case, ξ iz will be persistent over time, and instrumenting with the lagged variable will not remove the correlation between regressor and error term. Since I have no alternative instrument, this is a concern to keep in mind when interpreting the results.
Estimation results
I estimate (19) using 2SLS, sector by sector and pooling across sectors. I first focus on Differentiated goods, and impose the restrictions that ζ 2z = 0 and ζ 3z = 0, thus keeping only the price interaction.
Under these restrictions, it is only differences in quality (plus a random disturbance) that drive differences in export prices. 26 This is primarily a benchmarking exercise to compare the performance of the price interaction with the performance of the income interaction (as used in the previous section). The first row of Table 7 shows the results. Comparing them with those of Table 1 , we find that the number of positive and negative estimated coefficients is very similar. However, the estimates using exporter price are on average less precisely estimated; while in Table 1 there are only 35 sectors with non-significant coefficients, there are 54 of these sectors when price is used instead of income. The last two columns of Table 7 show the results of the pooled regression, where only the coefficient on the price interaction is constrained to be the same across sectors. The first of these columns shows the unweighted 2SLS results. The second column shows estimation results with observations weighted according to the precision of the price index. Denoting by G iz the number of active 10-digit categories used in the construction of p iz , I assume that the precision of The lower precision of the sector-by-sector estimates of Table 7 compared to those of Table 1 suggests that, since export prices are correlated with income, the price interaction might be merely picking up the explanatory power of the (omitted) income interaction, itself unrelated to quality.
The second specification deals with this concern by including both the price and income interactions (still imposing ζ 3z = 0). The results are shown below in Table 7 . When both price and income interactions are included, the price interaction retains considerable explanatory power. In the sectoral regressions, the sign of the price interaction is still positive in the same number of sectors, even though the number of them with significantly positive coefficient decreases substantially. The change is even stronger, however, for the estimates of the income interaction. The coefficient is less often positive, and it is positive and significant in only a few more sectors than it is negative and 26 A previous version of this paper (Hallak 2003) implicitly imposed these restrictions.
significant. Furthermore, the coefficient on the income interaction is more affected by the inclusion of the price interaction than viceversa. This is consistent with the prediction. Once export prices are controlled for, the sign of the income interaction depends on the relationship between income and production costs, and is no longer expected to be uniformly positive.
In the pooled regression, only the coefficient on the price interaction is constrained to be the same across sectors. The coefficients on all other variables are free to take sector-specific values. In particular, the coefficient on the income interaction is allowed to vary across sectors to control for the (sector-specific) average relationship between income and production costs. In the unweighted estimation, we cannot reject the null that µ = 0. This in part reflects the fact that, while the coefficient on the price interaction is positive in almost 2/3 of the sectors, it is still negative in a substantial number of them (39). But it might also reflect the fact that, in sectors where the price indices are not accurately measured, the income interaction might end up misleadingly capturing, because of its correlation with the price interaction, the quality effect that the price term is unable to capture itself. This is partly supported by the results of the last column, where both the magnitude and the significance of the coefficient increase as observations are weighted according to the precision of the price measure.
The last set of results corresponds to the full specification, where distance to the US is measured by the distance from capital cities to New York. The results here are slightly more consistent with the theoretical predictions. The coefficient on the price interaction is more often positive and significant and less often negative and significant, while the median across sectors increases. The estimates for the income interaction are unaffected, except for a decrease in the median magnitude.
The coefficient on the distance interaction is weekly consistent with the Alchian-Allen prediction;
it is more often negative than positive, and more often negative and significant than positive and significant. The median coefficient is also negative. In most of the sectors, however, the estimates are statistically insignificant. Since the empirical specification captures the Alchian-Allen effect only indirectly-as it is not designed for that purpose-it is not surprising that it fails to identify this effect with precision.
The pooled estimates resemble those of the previous specification. The unweighted regression yields a positive but statistically insignificant coefficient (the p-value is 0.11). But the coefficient on the price interaction is significant at the 5% level when observations are weighted according to the precision of the export price index. The difference between the unweighted and weighted results for the price interaction suggests that measurement error in the export price indices might be an important reason explaining the paucity of significantly positive coefficients in the sectoral regressions. In addition, the substantial change in the estimates for the income interaction term when the price interaction is included in the regression further support the idea that quality drives the (stronger) results of section 3. It is nevertheless appropriate here to keep in mind two strong caveats already raised. First, the estimates may be biased due to the correlation between the disturbance term and the instrument (the lagged price interaction). Second, the coefficient on the interaction term fails to capture the quality-dependent nature of the relationship between production costs and income. Table 8 shows the results of estimating (19) using OLS and alternative measures of GDP and distance to the US. The OLS estimates are in the top panel. The sector-by-sector regressions
show that the coefficient on the price interaction is less often positive and less often significant, while the coefficient on the income interaction is more often positive and more often positive and significant. The median coefficient also decreases for the price interaction and increases for the income interaction. In contrast to the sectoral results, the pooled regressions show an increase in both the magnitude and significance of the estimated coefficients for the price interaction term.
The middle panel shows results using per capita GDP not adjusted for purchasing power parity.
The results are not very sensitive to which measure is used. The most salient change is that the coefficient on the price interaction in the weighted pooled regression is now significant at only the 10% level (the higher variance of this alternative GDP measure explains the smaller magnitude of the estimates). Finally, the bottom panel shows results when distance to the closest US coast (Los Angeles or New York) is used as an alternative measure of distance to the US. Here, the results are almost unchanged.
Even though the baseline results in Table 7 sectors most of the cross-country variation of export prices is due to quality differences and not to differences in production costs, then the information conveyed by cross-country variation in export prices not already contained in the variation of income may consist of mere noise. In that case, the income interaction might end up capturing most of the quality effect. Although in principle appealing, this explanation presumes-without evidence supporting it-that export prices reflect mostly quality instead of costs in these sectors. In addition, it fails to explain why the estimated coefficient is significantly negative in some sectors. The coefficient on the income interaction tends to be negative, as predicted, in groups such as "Food and Beverages" and "Textiles, Apparel, and
Footwear", where it is plausible that lower income countries have a comparative advantage. It tends to be positive in groups such "Agricultural and Industrial Machinery" and "Electrical Machinery and Apparatus", where we expect higher income countries to have a comparative advantage. Table 9 shows the results of estimating (19) for Reference-priced and Homogeneous sectors (the top panel replicates results for Differentiated sectors shown in Table 7 ). For Referenced-price sectors, the distribution of the estimated coefficient on the price interaction in terms of sign and significance is similar to the case of Differentiated sectors. The coefficient is positive in 2/3 of the sectors (35) and positive and significant in 1/3 (14) . However, the median magnitude of the estimated coefficient almost doubles the median for Differentiated goods. This result is confirmed by the pooled regression estimates; the coefficient is positive and significant at the 1% level in both the unweighted and weighted regressions. The coefficient on the income interaction term is now more often negative than positive and the median magnitude is negative. This is consistent with the theoretical prediction if higher income is a source of comparative disadvantage in a higher proportion of Reference-priced sectors than of Differentiated sectors. Finally, the distance interaction gives stronger support to the Alchian-Allen conjecture. In sum, the results for Reference-priced sectors are consistent with the main theoretical prediction. But the theory would also predict weaker rather than stronger results than those for Differentiated sectors.
As in the previous section, the estimates are very different for Homogeneous goods. Both the coefficient on the price interaction and on the income interaction are in more sectors negative than positive. They are almost never significant. The distance term is negative in most sectors, but it is also not significant. In all three cases, the median coefficient is negative.
Conclusions and Further Comments
A substantial amount of theoretical work predicts that product quality plays an important role as a determinant of the direction of trade. This paper provides evidence supporting the empirical relevance of this prediction. A key aspect of the paper is its strategy for identifying unobserved cross-country differences in product quality. Exporter income per capita is first used as a proxy, yielding results that are consistent with the theoretical prediction in a majority of Differentiatedgood sectors: rich countries tend to import relatively more from countries that produce high quality goods. These results can be interpreted as a sector-level confirmation of the Linder hypothesis.
Furthermore, the inability of typical specifications using aggregate data to control for inter-sectoral determinants of comparative advantage explains the failure so far to find empirical support for this hypothesis.
Concerns about forces other than quality driving the results are addressed in two ways. First, still using income as proxy for quality, the estimation is performed on Referenced-priced sectors, where the theory can reasonably be expected to apply, and on Homogeneous sectors, where the theory should not apply. The results are strongly consistent with the predictions. Second, export price indices are used as indicators of quality. The results here are weaker, but they are still consistent with the predictions. An overall assessment of the evidence presented in the paper provides a compelling case for quality as a significant factor explaining global patterns of bilateral trade.
Further research will hopefully improve many aspects of the theoretical framework and empir-ical strategy used here. First, an advantage of the proposed demand system is its simplicity for capturing income effects on quality choice. However, it could be extended to allow for more flexible substitution patterns, in particular, closer substitutability between goods of similar quality. This possibility is ruled out here, which might explain why, in several sectors, the results contradict the theoretical prediction. Second, as suggested by the theoretical work on trade with vertical differentiation, it is not merely the mean but the entire distribution of income that matters as a determinant of international trade. Third, the accuracy and reliability of the export price indices used in this study is yet untested. Since unit values are likely to be the best, although indirect, available source of information on cross-country differences in quality levels covering a broad range of goods, further research focused on these indices seems necessary and promising.
A Appendix: Methodology of construction of export price indices A representative 2-digit sector z includes 10-digit categories n = 1, ..., N. Dividing the value by the quantity of imports in each of these categories, we obtain the unit value (average export price) p in for country i in category n. Based on 10-digit-level prices p in , I will construct multilateral price indices p iz at the 2-digit level. Country i is "active" in category n if p in is non-missing. Country i is active in sector z if it has at least two active categories. Otherwise, p iz takes a missing value.
There is considerable measurement error in the source database. I then follow a three step procedure. I take the first group and normalize each vector to sum up to 1. Denote normalized vectors by e P j . The geometric weighted average of these vectors is:
where w j is the number of active categories of country j in sector z. In the second step, I take each vector P j in the second group and normalize it to sum up to 1 − m j , where m j is the sum of the entries in P 1 z corresponding to the the missing elements in P j . I then impute the values in P 1 z to the missing elements in P j , thus obtaining a normalized (to 1) vector e P j . Using normalized vectors e P j , j = 1, ...C 2 , I recalculate (20) and obtain P 2 z . In the third step, I repeat the procedure for the remaining vectors. I finally calculate
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