Adverse space weather effects can often be traced to solar flares, prediction of which has drawn significant research interests. The Helioseismic and Magnetic Imager (HMI) produces full-disk vector magnetograms with continuous high cadence, while flare prediction efforts utilizing this unprecedented data source are still limited. Here we report results of flare prediction using physical parameters provided by the Space-weather HMI Active Region Patches (SHARP) and related data products. We survey X-ray flares occurred from 2010 May to 2016 December, and categorize their source regions into four classes (B, C, M, and X) according to the maximum GOES magnitude of flares they generated. We then retrieve SHARP related parameters for each selected region at the beginning of its flare date to build a database. Finally, we train a machine-learning algorithm, called random forest (RF), to predict the occurrence of a certain class of flares in a given active region within 24 hours, evaluate the classifier performance using the 10-fold cross validation scheme, and characterize the results using standard performance metrics. Compared to previous works, our experiments indicate that using the HMI parameters and RF is a valid method for flare forecasting with fairly reasonable prediction performance. To our knowledge, this is the first time that RF is used to make multi-class predictions of solar flares. We also find that the total unsigned quantities of vertical current, current helicity, and flux near polarity inversion line are among the most important parameters for classifying flaring regions into different classes. 
INTRODUCTION
Solar flares and the often associated coronal mass ejections (CMEs) can severely impact the near-Earth space environment, causing geomagnetic and particle disturbances with potentially deleterious technological and societal consequences (Daglis et al. 2004) . Building the space-weather readiness merits substantial efforts on several fronts, including research, forecast, and mitigation plan, as recognized by the recently released U.S. National Space Weather Strategy.
Observational and theoretical research has suggested that flares and CMEs are powered by magnetic free energy (difference between potential and non-potential magnetic energy) accumulated in the corona and rapidly released by magnetic reconnection (Priest & Forbes 2002) . This build-up process of coronal free energy is essentially governed by the structural evolution of magnetic field on the photosphere, where the plasma dominates and on which the coronal field is anchored. Thus, although direct measurement of the weak coronal magnetic field is challenging, structure and evolution of the photospheric magnetic field, which can be observed and measured, may provide critical clues to the energy accumulation and triggering mechanisms of flares/CMEs (for a review see e.g., Wang & Liu 2015) . The static and evolving photospheric magnetic structural properties of active regions (ARs) can be characterized by a variety of parameters, such as size and complexity (described by e.g., sunspot classification schemes), vertical electric currents, surface magnetic free energy, unsigned magnetic flux, integrated Lorentz force, magnetic shear and gradient, magnetic energy dissipation, and magnetic helicity injection.
Although substantial efforts have been invested, details regarding the physical relationship between the flare productivity and non-potentiality of ARs as reflected by the above parameters are still far from being fully understood. Nevertheless, the fundamental magnetic coupling between the photosphere and the corona has motivated the use of photospheric field parameters for predicting flares, not based on physical flare models but on various approaches of statistics and machine learning (see Bloomfield et al. 2012; Barnes et al. 2016 , and references therein). In particular, machine learning is a subfield of computer science that enables algorithms to learn from the input (training) data and make data-driven predictions. It automates analytical model building, thus allows hidden insights to be discovered from data. Most of previous studies used parameters derived from the line-of-sight (LOS) component of the photospheric magnetic field, and produced probability outputs for the occurrence of a certain magnitude flare in a time period. For examples, Gallagher et al. (2002) and Bloomfield et al. (2012) used the McIntosh sunspot classification system and Poisson statistics to estimate probabilities of an AR to produce flares with different magnitude in 24 hours. Song et al. (2009) adopted three LOS magnetic parameters and employed the ordinal logistic regression (OLR) method to yield one-day flare probabilities. As pointed out by Bloomfield et al. (2012) , the predicted probabilities may need to be converted into a yes-or-no forecast before the result can be practically interpreted as "flare imminent" or "flare quiet". Recognizing that such a conversion in Song et al. (2009) was accomplished by manually chosen threshold values, Yuan et al. (2010) enhanced their results by feeding the obtained probabilities into multiple binary classifiers each called a support vector machine (SVM) to obtain a definite true or false prediction of flares with different classes.
Compared to the LOS field, the full vector data supplies more information about the photospheric magnetic field structure that may warrant a better prediction performance; however, efforts on flare forecast using vector field parameters were restricted, mainly due to the availability limitation imposed by ground-based vector magnetic field observation. Leka & Barnes (2003) first used a small sample of vector magnetograms from the Mees Solar Observatory and applied a discriminant analysis to distinguish flare-producing and flare-quiet ARs within few hours. Subsequent studies were also made on extending to a larger number of samples and a prediction time window of 24 hours , and on producing probability forecast . It is notable that since 2010 May, the Helioseismic and Magnetic Imager (HMI; Schou et al. 2012 ) on board the Solar Dynamics Observatory (SDO; Pesnell et al. 2012 ) has been producing unprecedented photospheric vector magnetograms with continuous high-cadence (normally 12 minutes), full-disk coverage. One of the key science questions for the SDO mission is "When will activity occur, and is it possible to make accurate and reliable forecasts of space weather and climate?" Using four years SDO/HMI vector field data since its launch, Bobra & Couvidat (2015) calculated a number of magnetic parameters for each AR. The authors chose 13 parameters, most of which can be only derived from vector data, and achieved good predictive performance with a SVM method for flares greater than M1.0 class, as defined by the peak 1-8 Å flux measured by a Geostationary Operational Environmental Satellite (GOES). In a recent work of Nishizuka et al. (2017) , the authors applied a number of machine learning algorithms to HMI vector data and also ultraviolet brightenings, and developed prediction models for M and X-class flares with high performance. Certainly, more flare forecast studies using HMI data are desired in order to fully explore their prediction capability.
In this paper, we attempt to use SDO/HMI vector data to forecast the maximum magnitude of flares in terms of GOES classes (i.e., B, C, M, and X) that would occur in a given AR within 24 hours, with a machine learning algorithm called random forest (RF; Breiman 2001), which is based on an ensemble of CART-like decision tress (Breiman et al. 1984) . RF can very well handle high dimensional feature space and do not expect linear features as compared to the OLR method. Also, unlike SVM that is fundamentally a binary classifier, RF is an inherent multi-class classifier. Other advantages of RF include being a highly accurate learning algorithm, no need to pre-process data, and resistance to over-training
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. The RF has been suc-1 https://www.stat.berkeley.edu/~breiman/RandomForests/ cessfully used in science informatics to perform, for example, biological data analysis (e.g., Laing et al. 2012 ). There has also been many successful applications of RF in astronomy, such as identifying quasars (Breiman et al. 2003) , estimating photometric redshifts (Carliles et al. 2010) , searching for supernova (Bailey et al. 2007 ) and gravitational waves (Hodge 2014) , and auto classification of astrophysical sources (Farrell et al. 2015) . One method used by Nishizuka et al. (2017) is the extremely randomized trees (ERT), which is similar to RF (see more discussions in Section 3). To our knowledge, this is the first time that RF is used to make multi-class predictions of solar flares.
The plan of the paper is as follows. In Section 2, we describe the predictive parameters and sample selection, and also study the general properties of the samples. In Section 3, we introduce the RF algorithm and schemes for result validation and performance evaluation. Major results are presented and discussed in Section 4, and a summary is given in Section 5.
FLARE PREDICTIVE PARAMETERS AND AR SAMPLES
Near the end of 2012, the SDO/HMI team began to release a data product called Space-weather HMI Active Region Patches (SHARP; Bobra et al. 2014) , with a main goal of facilitating AR events forecasting. These derivative data, available as the hmi.sharp data series from the Joint Science Operations Center (JSOC) 2 , encompass automatically identified and tracked ARs in map patches and provide many magnetic measurements and derived physical parameters via map quantities and keywords. In mid 2014, a separate data series cgem.Lorentz was produced based on SHARP data to include estimations of integrated Lorentz forces , which can help diagnose dynamic processes of ARs (Fisher et al. 2012) . In total, 25 parameters characterizing AR magnetic field properties are calculated for selected ARs and are contained in the above SHARP related data products. Using a univariate feature selection algorithm, Bobra & Couvidat (2015) scored these parameters and suggested the use of the top 13 (listed in Table 1 in the order of their rankings) as predictors for flaring activity.
The machine learning technique relies on training samples. For this study, we surveyed flares that occurred in a ∼6.5-year period (from the SDO launch time in 2010 May to 2016 December) covering the main peak of the solar cycle 24, using the GOES X-ray flare catalogs 3 prepared by the National Centers for Environment Information (NCEI; formerly the National Geophysical Data Center). These catalogs are constructed by merging the monthly GOES X-ray flare listings (providing information of flare time and peak magnitude in 1-8 Å soft X-ray flux, source AR, etc.) with the associated H-alpha flare listings (providing information of flare time, location, source AR, etc.) from the USAF Solar Observing Optical Network (Denig et al. 2012 ). We Note-(a) These 13 SDO/HMI magnetic parameters are ordered according to their rankings by univariate Fisher scores as evaluated by Bobra & Couvidat (2015) . Their values of the 845 AR samples are extracted from HMI SHARP related data products. The values shown represent mean plus/minus 1σ calculated for each of the four AR class samples. The meaning of each parameter is as follows: total unsigned current helicity (TOTUSJH), total magnitude of Lorentz force (TOTBSQ), total photospheric magnetic free energy density (TOTPOT), total unsigned vertical current (TOTUSJZ), absolute value of the net current helicity (ABSNJZH), sum of the modulus of the net current per polarity (SAVNCPP), total unsigned flux (USFLUX), area of strong field pixels in the active region ( then built a database of flare-producing ARs in the following way.
(1) We used a four-class (i.e., B, C, M, and X) AR classification scheme (e.g., Song et al. 2009; Yuan et al. 2010) , which is determined based on the maximum GOES-class flare(s) an AR ever produces. This means that an AR classified into a certain class produces at least one flare with such GOES class but no flares with higher GOES class. Note that the B class is the lowest flare class listed in the NCEI catalogs. (2) We only selected C-, M-, and X-class ARs with records of flares that have identified locations in the NCEI flare catalogs and occur within about ±70
• of the central meridian (for the optimum vector field data quality; see Bobra et al. 2014) . To maximize the number of B-class AR samples, we considered all B-class ARs, and for those with no location information in the NCEI catalogs, we manually checked with solarmonitor.org. (3) We made sure that valid values of all the 13 magnetic parameters of the selected AR samples at the beginning of the flare day are available from SDO/HMI data products Table 1 .
(see discussions below). The measurement must also produce reliable Stokes vectors, with the value of the QUALITY keyword smaller than 65,536 (Bobra et al. 2014) . (4) If an AR produces multiple flares with the same GOES class on the same day, only one sample corresponding to the last such flare was recorded; however, if these flares occur on different dates, the records were treated as different valid samples. (5) We caution that the NCEI catalogs may contain errors on the association between flares and their source ARs. For example, the 2014 October 25 X1.0 flare peaked at 17:08 UT was located at a major flaring region NOAA AR 12192, but a small quiet region AR 12196 was assigned to this flare in the catalog. This would negatively affect the training of the machine learning algorithm, because the magnetic parameter values of the flare-quiet AR 12196 differ significantly from those of the true X-class flaring regions. Several entries with such obvious inconsistencies were manually corrected. In total, we collected 845 samples including 23 X-class, 142 M-class, 552 C-class, and 128 B-class ARs (see Table 5 in appendix).
In Figure 1 (a) we plot the distribution of the flare start time in GOES 1-8 Å of all the AR samples, which shows a semi-homogeneous spread within a 24 hr time period. Therefore, in this study we retrieve the values of the 13 HMI predictive parameters for each AR in our database 4 at the time of the beginning of its flare date (mostly at 00:12 UT), using the routine ssw_jsoc_time2data from the SolarSoft package. Since flares originated from our sample ARs can occur anytime within a one day period as shown above, choosing AR parameter values measured at the beginning of the flare date for all samples is in accordance with our objective of predicting flares within 24 hours. We further make some exploratory data analyses of our AR samples. First, we compare the magnitude (mean plus/minus 1σ) of the predictive parameters with AR classes in Table 1 and Figure 1 (b). It appears that ranging from the B to X class, almost all parameters exhibit a monotonic change of the mean values, with a Pearson correlation coefficient of ∼0.78-0.98. This indicates that ARs producing higher GOES class flares tend to possess larger values of these physical parameters. However, it is also clear that these property values of ARs with different classes could overlap with each other significantly, as the fluctuations in many cases are almost comparable with the means. Thus it is impractical to forecast flares with multiple classes simply based on magnitudes of these quantities. Second, we analyze the correlations ρ among the magnetic parameters and AR classes using Spearman's rank correlation method. The result in Table 2 shows that the AR class is strongly correlated with 9 out of 13 magnetic parameters (with ρ 0.6), while it is weakly correlated with the remaining four parameters (with 0.4 |ρ| 0.2). This implies that these parameters could potentially have good classifying capability of ARs. We also note that there are strong correlations between some parameters, such as TOTUSJH and TOTUSJZ; nevertheless, predicting variables with a high correlation still could be complementary features (e.g., Guyon & Elisseeff 2003) .
METHODOLOGY
We resort to RF, an inherent multi-class classifier, to perform flare prediction. RF is a general term for the random decision forests, an ensemble learning technique mainly for classification and regression tasks (Breiman 2001) . In the training phase, it constructs a collection of decision trees (i.e., tree-like predictive models), each of which is grown based on training records selected using the bagging method (i.e., sampling with replacement), and on randomly selected features when splitting each node. In the testing phase, an unknown sample is evaluated by all decision tress, and the RF outputs the class by majority votes (in the case of classification) or yields the mean prediction of trees (in the case of regression). Explicitly, the general scheme of RF operates as follows.
1. Training: Given a training data set D = d 1 , ..., d n with responses R = r 1 , ..., r n , a total of M trees are grown, each of which is built using the following algorithm:
(a) Randomly sample, with replacement, n times to form a training set
At each node split, f variables (predictive parameters) are randomly sampled, and the best split is determined based on information gain or the Gini impurity measure (Gini importance or the mean decrease Gini). By default, f = √ F for classification and f = for regression, where F is the total number of variables.
2. Testing/validation: For an unknown sample data record d ′ , forecasting can be made by taking the majority vote for classification decision trees, or can be given by
For our flare prediction, we run RF in the classification mode. In the training phase, each input training sample contains the 13 SHARP parameter values of an AR and its corresponding maximum GOES flare class. In the testing/validation phase, the 13 SHARP parameters of an AR sample are used as the model input, and the RF classifier predicts the maximum GOES class of this AR. We note that the ERT method used by Nishizuka et al. (2017) randomizes, rather than optimizes as what RF does, the splits on trees. A full comparison of these two algorithms is out of the scope of this paper (see Geurts et al. 2006) . It can be noticed that in our database, there are more C-class AR samples (552) while less X-class samples (23), compared to M-class (142) and B-class (128) samples. In order to alleviate the class imbalance issue that poses a major challenge in machine learning (e.g., Japkowicz & Stephen 2002), we randomly select 142 unique C-class ARs from their total 552 samples to form a complete data set. To avoid any bias, we repeat this random selection 100 times, so we end up with 100 data sets for multiclass classification, each consisting of 128 B-class, 142 C-class, 142 M-class, and 23 X-class AR samples. We also construct another kind of 100 data sets for binary class prediction, so as to facilitate comparisons with previous work. In doing so, we combine the B-and C-class (M-and X-class) to form the B/C (M/X) class, and randomly select (for 100 times) 165 unique B/C-class AR samples to couple with the 165 M/X-class samples.
In evaluating the performance of the RF classifier, we apply the commonly used 10-fold cross validation (CV) method. For each of the data set, we perform a stratified 10-fold partitioning using the function createFolds in the caret package (Kuhn 2008) 
. That is, we divide all the samples into 10 groups of nearly equal sizes, which have balanced distributions of AR classes. The prediction function of RF is then trained using nine folds of data, and the one fold left out is used for validation. To account for the random error associated with each 10-fold CV, the CV procedure is repeated 100 times. The average of the total 10 4 iterations (100 CVs for each of the 100 data sets for multi-class or binary classification) yields the final results.
To further characterize the prediction results, we consider a confusion matrix, a.k.a. a contingency table for each AR class k. The class k ARs correctly predicted as class 
All these metrics have a value of 1 for perfect forecasts, and are used together for a comprehensive assessment. Because of its unbiasness over class-imbalance ratio (Woodcock 1976) , we follow the suggestion of Bloomfield et al. (2012) to mainly use the TSS score, which is the recall subtracted by the false alarm rate, when comparing our results with other flare forecasting studies.
RESULTS AND DISCUSSIONS
The RF algorithm was originally written in FORTRAN
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. Here we employ the application of RF using the function randomforest (Liaw & Wiener 2002) in R. The function takes in a formula (i.e., combination of predictive parameters) and a training data set, as well as other optional arguments. Two important arguments are ntree, which defines the number of trees to be built for the ensemble, and mtry, which is the number of variables sampled at each node for splitting. Using one sample data set with the four AR classes (the selected C-class ARs are marked in Table 5 ), we tune these arguments using the tune function in the R package e1071 (Meyer et al. 2017) , and find that setting ntree = 1000 and mtry = 6 usually produces results with slightly better accuracy than those computed with the default argument values (ntree = 500 and mtry = √ F = 3 in our case). In general, the choice of the mtry argument has little impact on the accuracy of RF predictions (e.g., Liaw & Wiener 2002) . For demonstration purpose, a sample representative RF tree, created using the R package reprtree (Dasgupta 2014) , is portrayed in Figure 3 in appendix.
Parameter Importance
As suggested by Bobra & Couvidat (2015) , the 13 SDO/HMI magnetic parameters listed in Table 1 are most useful for discriminating flaring from non-flaring ARs. A natural question is: what is the relative importance of these parameters in classifying flaring ARs into B-, M-, C-, and X-class? An advantage of the RF method is that it can rank the importance of predictive variables by measuring their impacts on accuracy or Gini impurity when splitting nodes (Breiman 2001) . A larger value of Gini importance means that this particular variable plays a greater role in partitioning data into the defined classes. Using the same data set as above, the randomForest function generates the Gini importance (mean decrease Gini) of the magnetic parameters as illustrated in Figure 2 (a) and also listed in Table 1 . The result shows that the order of parameter importance is generally consistent with the correlations of parameters with the AR class (Table 2) , with the total unsigned vertical current (TOTUSJZ), the total unsigned current helicity (TOTUSJH), and the total unsigned flux around high-gradient AR polarity inversion lines (R_VALUE) being among the most important parameters. We caution that due to the randomness associated with RF (random trees and randomly sampled predictors at each node), different iterations may produce different results, but the order of the most important predictors remains relatively stable. In any case, the parameter rank determined by Gini importance in RF only roughly agrees with that determined by the univariate Fisher score (Bobra & Couvidat 2015) . Figure 2 (b) presents a scatter plot of these two quantities for the 13 parameters, showing a weak to moderate Pearson correlation with a coefficient of ∼0.42. One parameter of interest is R_VALUE, which has a relatively low univariate score but a quite high Gini importance. The R_VALUE parameter was shown to be effective in forecasting major flares (Schrijver 2007; Welsch et al. 2009 ). Our result supports this view and connotes that it could also help classifying flaring ARs into different classes. Lastly, we reiterate that the Gini importance derived here is for the purpose of classifying multi-class ARs, different from that of the univariate score of Bobra & Couvidat (2015) that is to distinguish between flaring and non-flaring ARs.
Based on the variable importance, the function rfcv in the randomForest package can perform automatic variable selections, by sequentially removing the least important variable(s) and performing the nested cross-validated model prediction. We show in Figure 2 (c) and Figure 2 (d) the error of 10-fold CV (repeated 100 times) and the averaged correct classification rate, respectively, against the number of SDO/HMI parameters used at each step. It suggests that the optimal model, with an error rate of ∼0.34 and an equivalent overall correct classification rate of ∼66%, can be achieved for this data set when all 13 variables are used. Similar results are obtained when using other multi-class data sets we constructed. Thus, no further feature selection is carried out, and below we use all the 13 SDO/HMI parameters as input variables of the RF model.
Flare Prediction using 13 SDO/HMI Parameters and RF
In this subsection, we describe the flare prediction results using the RF algorithm, and compare with previous studies of flare forecasting for a 24 hrs time interval. Using different kinds of flaring AR data sets we prepared, we carry out two experiments, the main one 4 for multi-class classification (i.e., B-, C-, M-, and X-class ARs) and an additional one for binary classification (i.e., B/C-and M/X-class ARs). The latter is analogous to forecasting flares larger than a certain class (here M1.0 class), which is the approach of most previous studies. For each experiment, as we described earlier Table 4 and also retrieve the contingency table from the machine-readable data they provide online.
we obtain the final results based on the average of 100 times 10-fold CVs on each of the 100 AR samples. The TSS score is used as the standard measure for results comparison, while other metrics are also considered. First, we apply RF to predict flaring ARs with four different classes. Detailed results including a confusion matrix and model performance metrics are presented in Table 3 . It can be seen that the RF method works reasonably well in terms of recall, precision, and accuracy, except for a low recall of X-class (∼0.30). A closer look reveals that the RF has difficulties in distinguishing X-from M-class AR samples. This is presumably due to the sparsity of the current X-class samples available for training, as the solar cycle 24 contemporaneous with SDO/HMI measurements is unusually quiet compared to previous cycles. Nevertheless, our TSS scores (about 0.67 for B class, 0.33 for C class, 0.50 for M class, and 0.29 for X class) outperform Yuan et al. (2010) in every AR class; in particular, we obtain a ∼10 times higher TSS score for the M class. Compared to Bloomfield et al. (2012) which used solar cycles 21 and 22 observations Table 3 and only the entries for the ERT method.
for training, our TSS scores of the C-and M-classes are roughly similar while that of the X-class is ∼2.5 times lower. However, it can be noted that the precision of X-class of Bloomfield et al. (2012) is very low (due to a large number of FP counts), about 26 times lower than ours, while at the mean time, their recall of the X-class is only about 3 times better. We recognize that recall is a very important metric especially for the most energetic X-class ARs/flares, as a miss is usually deemed worse than a false alarm. It could be expected that provided with more X-class training samples, our method may yield improved recall performance while maintaining a high precision prediction for X-class ARs. Second, we make binary predictions and show the confusion matrix and performance metrics in Table 4 . We also compare our results with previous works on forecasting flares larger than M1.0 class. By looking at the TSS score, it is apparent that the performance of our method coupling SDO/HMI magnetic parameters with RF (TSS ≈ 0.53) is very similar to Bloomfield et al. (2012) and Ahmed et al. (2013) , while being ∼28% lower than Bobra & Couvidat (2015) and Nishizuka et al. (2017) . Nonetheless, we obtain quite high scores in both recall and precision. We note that Nishizuka et al. (2017) used the ERT classifier similar to RF, and also considered, besides magnetic field parameters, UV brightenings and previous flare activity to achieve high metric scores.
It is worth noting that all our training AR samples are flare productive, with the AR classes defined in the same way as Yuan et al. (2010) (see Section 2). Many previous studies (e.g., Ahmed et al. 2013; Bobra & Couvidat 2015; Nishizuka et al. 2017 ) include non-flaring ARs as negative samples. This difference in building data sets with multiple classes may affect the performance comparisons. For example, the database for our binary classification is constructed from multi-class AR samples. As a result, the RF classifier actually works to distinguish M/X-class ARs from B/C-class ARs (∼80% are C-class ARs in our data sets). Thus intuitively, including non-flaring AR samples might facilitate/improve our prediction. The ideal situation would be to conduct performance comparisons between different flare forecasting methods from the same database (Barnes & Leka 2008 ).
SUMMARY AND DISCUSSIONS
Although not based on physical models of flares, solar flare prediction taking advantage of modern machine learning techniques has drawn significant attention in recent years. What distinguishes the present work from previous studies is the use of prediction parameters from the state-of-the-art SDO/HMI instrument and the advanced RF algorithm, with the main goal of multi-class flare forecasting. Based on flare events that occur from 2010 May to 2016 December, we build a database containing sample ARs that belong to four classes (B, C, M, and X), stipulated according to the maximum GOES class of flare(s) that an AR ever produces. We then apply the RF classifier to make flare predictions in 24 hours, evaluate the model performance using the 10-fold CV technique, and characterize our results and make comparisons with previous studies using performance metrics. The main results are summarized as follows.
1. From the evaluation of variable importance by the RF algorithm, the 13 SDO/HMI magnetic parameters used by Bobra & Couvidat (2015) to discriminate flaring and non-flaring ARs are also helpful in distinguishing flaring ARs into four different classes, yet the orders of parameter importance determined from these two approaches only roughly agree, with a weak to moderate Pearson correlation of ∼0.42. The three most important parameters for classifying ARs are TOTUSJZ, TOTUSJH, and R_VALUE. We surmise that the ranking of one parameter versus another is not really as significant as using all 13 parameters in combination.
2. In classifying flaring ARs into multiple classes, we achieve a TSS score of about 0.70, 0.33, 0.50, and 0.29 for B-, C-, M-, and X-class ARs, respectively, which clearly outperform Yuan et al. (2010) that used the same way for defining AR samples. Our TSS scores of C and M classes are roughly comparable to those of Bloomfield et al. (2012) , but that of the X class is ∼2.5 times lower, most probably due to the lack of X-class training samples in the solar cycle 24. In forecasting flares larger than M1.0 class, our method yields a TSS score of ∼0.53, comparable to Bloomfield et al. (2012) and Ahmed et al. (2013) , while being ∼28% lower than Bobra & Couvidat (2015) and Nishizuka et al. (2017) . In general, we obtain fairly good scores in recall and precision at the same time.
It should be noted that (1) these result comparisons could be affected by the fact that the sample classes in the present study are defined using different criteria from many previous studies, and we consider flaring ARs only without including non-flaring AR regions. (2) To better train the random forest model for the main objective of multiclass classification, we randomly select C-class samples from a larger pool to construct training data with more balanced AR classes. Indeed, if we use the originally obtained 845 AR samples without undersampling the C class, the resulted TSS scores after 100 times of CVs are 0.411±0.023, 0.366±0.011, 0.341±0.021, and 0.268±0.025 for the B, C, M, and X class, respectively, much inferior to those in Table 3 except for the C class. Then the question is whether the model developed with the undersampled C class data can perform equally well for test data with original class ratios. To answer this, we revise the main experiment in Section 4.2 as follows. After randomly selecting 142 unique C-class ARs from the total of 552 C-class samples to form a complete data set with samples in other classes, we keep the leftover 410 C-class samples; when carrying out the 10-fold CVs, the data for validation also includes one fold from the 410 C-class data. In doing so, we build the model with undersampled C-class data (same as the previous main experiment) but validate it using data that reflects the original class ratios. The TSS scores obtained this way are 0.620±0.039, 0.333±0.028, 0.463±0.036, and 0.294±0.039 for the B, C, M, and X class, respectively, very similar to those in Table 3 (with difference only up to ∼7%). All these show that for this study, using data with more balanced classes can help build the optimal model, which can also perform well in an operational setting.
Based on all our experiments, we conclude that using SDO/HMI magnetic parameters and the RF algorithm is a valid method for flare forecasting. Importantly, incorporating other features of flaring ARs, such as previous flare activity, could be critical in improving the prediction performance (Nishizuka et al. 2017) . Extended studies should also be made on multi-class flare forecasting using ERT, as it could be more computationally efficient and robust compared to RF. Related to multi-class classification, it will also be interesting to find out the most useful parameter for predicting a certain flare class. Another possible future work is to calculate the flare index (Abramenko 2005) for each AR, which can reflect the overall flare productivity by taking into account the numbers of flares of different GOES classes within a certain time period; then the RF/ERT classifier can be run in the regression mode to predict the flare index quantitatively. More generally, as solar data from various instruments are growing rapidly, including such as those from SDO and the recently digitized historical ground-based H-alpha images covering many solar cycles (Liu et al. 2010) , the RF/ERT algorithms may be helpful in solving other multi-class problems in solar physics.
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