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Improving drone localisation around wind turbines
using monocular model-based tracking
Oliver Moolan-Feroze1, Konstantinos Karachalios2, Dimitrios N. Nikolaidis2, and Andrew Calway1
Abstract—We present a novel method of integrating image-
based measurements into a drone navigation system for the
automated inspection of wind turbines. We take a model-based
tracking approach, where a 3D skeleton representation of the
turbine is matched to the image data. Matching is based on
comparing the projection of the representation to that inferred
from images using a convolutional neural network. This enables
us to find image correspondences using a generic turbine model
that can be applied to a wide range of turbine shapes and sizes.
To estimate 3D pose of the drone, we fuse the network output
with GPS and IMU measurements using a pose graph optimiser.
Results illustrate that the use of the image measurements
significantly improves the accuracy of the localisation over that
obtained using GPS and IMU alone.
I. INTRODUCTION
Due to harsh weather conditions, wind turbines can incur
a wide range of structural damage [1], which can severely
impact their power generation abilities [2]. To address this,
regular inspections are needed. Current best practice in visual
inspection is the use of ground-based cameras with telephoto
lenses, or manual inspection using climbing equipment. Both
methods incur considerable cost in both the inspection itself,
and the turbine down time. Manual inspections can also
lead to inconsistencies in the data gathering, which can be
compounded over multiple visits.
To address the above, inspecting using unmanned au-
tonomous vehicles (UAVs) – or drones – is being consid-
ered [3]. Autonomous inspections have the potential to save
time and cost and give more consistent inspection data. A key
element for successful inspections is the ability to accurately
determine drone location with respect to the wind turbine.
Accurate localisations increase the consistencies of inspec-
tions, allow the drone to get closer to the turbine, and are
useful in image post-processing. Although global positioning
systems (GPS) and inertial measurement units (IMUs) can
provide relatively good tracking, improved performance can
be obtained by inclusion of image-based sensor readings [4].
We present a novel system for integrating image-based
measurements with GPS/IMU readings, which gives im-
proved localisation of the drone. To do this we take a model-
based tracking approach. An internal 3D skeleton represen-
tation of the wind turbine is matched to that inferred from
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Fig. 1. Top Left) Wind turbine with the lines from Lc overlaid. Top
Middle) Line output from the CNN. Top Right) Point output from the CNN.
Bottom) Example of the system applied to an inspection flight. Red lines
are the reprojections of the model before optimisation. Green lines are the
reprojections after optimisation.
image data using a convolutional neural network (CNN). The
difference is minimised using a pose graph optimiser which
is constrained by the GPS/IMU measurements.
There are two main contributions in this work. The first
is a novel application of a CNN that is able to infer from
image data the 2D projection of the 3D skeleton model. This
enables us to easily find correspondences between the model
and images. In addition, we incorporate prior information
about the likely pose of the camera into the network to
improve its prediction performance. The second contribution
is the integration of the network output into a pose graph
optimisation, using both point and line features.
In Section II, we explore some of the work related to
the use of CNNs in localisation and tracking applications,
as well as detailing the research into drone inspections of
wind turbines. We present our method in Section III, and
detail the turbine representation we have chosen, give a
detailed description of the CNN, and describe how the CNN
outputs are integrated with the pose optimiser. In Section IV
we describe the evaluation of our method, using both real
and simulated data. Finally, in Section V we give some
conclusions and ideas for future work.
II. PREVIOUS WORK
Over recent years, deep learning has been applied to
image-based camera pose estimation in a number of ways.
These can be roughly separated into two groups: end-to-
end approaches, and approaches that use deep learning as
an intermediate or preprocessing step. The idea behind the
end-to-end group is that given an input image, the 6DoF
pose of the camera can be regressed directly by the network.
The first attempt at this was PoseNet [5], were the authors
designed a VGG [6] style CNN with a 3D translation
regression block and 4D quaternion regression block as
outputs. Through the use of transfer learning the authors
trained the network for indoor and outdoor scenes using only
a small number of pose-labelled images. This work was later
expanded on with the inclusion of measures of uncertainty
into the output [7] using Bayesian deep learning. Further
additions were made in [8], including a novel geometrical
loss function based on reprojection errors. Clark et.al. [9]
take advantage of temporal smoothness in camera poses over
neighbouring video frames through the use of Recurrent
Neural Network (RNN) layers. A series of Long Short-term
memory units are appended after a CNN block which are
able to integrate features from previous time steps to aid
in the regression process. This method is also used in [10],
where the authors state the recurrent layers are able to learn
the motion dynamics of the system over a period of time.
End-to-end approaches are beneficial in their simplicity,
but there are a number of problems. The most obvious is the
need for pose-labelled training data. This is at best expensive
and time consuming to obtain and in some cases – such as
in our application – impossible to gather. In addition, the
performance of end-to-end methods is still lagging behind
traditional geometric approaches.
One way of addressing these problems is to use deep
learning as an intermediate or preprocessing step in a tra-
ditional geometric approach. In [11], the authors use a CNN
to generate heatmaps of model feature points. The location of
different features are represented by peaks in the heatmaps,
and the pose of the camera is obtained through a minimi-
sation process. The authors use a stacked hourglass [12]
architecture which is able to integrate features from across
the spatial extent of the input image. In [13], the authors
propose a similar method of feature points extraction using
CNNs. However, in this work they explicitly handle cases
where the object is partially out-of-view. This is especially
beneficial for tasks such as industrial inspection where due
to close proximity, only incomplete views of the inspected
object are visible.
There is not much literature related to the autonomous
inspection of wind turbines using drones. Stokkeland at.
al. [14] present a method to determine the position of the
drone and the configuration of the wind turbine during an
initial approach stage. Their method uses a Hough Transform
to locate the different parts of the turbine, and then integrates
this information through a Kalman Filter to track the position
of the drone. One drawback of this work is that it only
addresses the initial approach of the drone. The actual details
of the inspection are not handled. The work in [15] propose
the use of a LiDAR sensor to aid in navigation. It describes a
3D occupancy grid which is able to integrate multiple noisy
sensor reading using a Bayesian update scheme. This grid
then serves as a map for path planning and localisation. This
work has a number of important omissions however. First,
it is not applied to real data, only performed in simulation.
Second, it makes no attempt at localisation, focusing only
on mapping and path planning.
III. METHOD
The process of localising the drone with respect to the
wind turbine is split into two parts. During the first part
(Section III-B), we obtain images of the turbine from the
monocular camera on the front of the drone and pass them
through a CNN to extract an estimate of the projection of the
3D skeleton representation. These estimates are then used to
constrain a pose graph optimisation (SectionIII-C). Key to
both these parts is how the wind turbine is represented by
the system (Section III-A).
A. Turbine Representation
To enable a model-based tracking approach, an internal
representation of the wind turbine is necessary. When esti-
mating the pose of the camera, the representation is projected
through the current estimate of the pose and the camera
intrinsic matrix and then compared to the visual information
contained within the image. The optimal pose is then the
one that aligns the reprojection of the representation with the
object in the image. We have chosen a very simple skeleton
representation that is general enough such that it is able to
fit to a wide range of different turbine shapes, sizes and
configurations.
The representation is based on a set of 3D points, com-
bined with a set of lines which connect them. The points Pc
lie at the base of the turbine tower, the top of the turbine
tower, the centre of the blades, and the tips of each of
the blades. These points were chosen by looking for the
commonalities between different wind turbine shapes and
sizes. The set of lines Lc connect the bottom and the top of
the tower, the top of the tower and the centre of the blades,
and the centre of the blades with each of the blade tips. In
total, this gives us a set of 6 points and 5 lines. An example
of the representation can be seen in Figure 1. We assume
that a good estimate of the size and shape of the turbine is
known prior to applying the localisation process.
B. Model projection inference using CNNs
As described in Section III-A, the internal representation
of the wind turbine is intentionally very general. However, as
different wind turbines can present a wide range of visual in-
formation, it is difficult to find the accurate correspondences
needed for localisation. Indeed, apart from the tips of the
blades, none of the points in Pc correspond to specific image
features that would be common across all wind turbines.
Furthermore, the lines in Lc do not run along specific edges
in the images, but rather through the centre of the different
parts of the turbine. To address this, we make use of a CNN
to process the input images into a form that can be easily
matched to the projection of the skeleton model.
The network takes a multichannel image as an input
and produces a multichannel image as an output using a
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Fig. 2. Overview of the CNN network showing layer architecture, inputs and outputs
convolutional-deconvolutional architecture. The input is suc-
cessively convolved and downsampled using Max-Pooling up
to the bottleneck of the network. Next, the data is convolved
and upsampled up to its original dimensions. This type of
architecture is beneficial in that visual information from
across the spatial range of the input is brought together
in the deepest part of the network to provide feature rich
information to the output of the deconvolutional part of the
architecture. An visual overview of the network can be seen
in Figure 2.
The role of the network is to take an image of a wind
turbine as input and produce an equivalent image showing the
inferred projection of the turbine skeleton model detailed in
Section III-A. For the line model Lc, this will be an image IL
containing a line running up the tower, a line connecting the
tower with the blades, and a line running along the centre of
each of the blades. For the point model Pc, this will produce
an image IP with a point at the bottom of the tower, a point
at the top of the tower, a point at the centre of the blades,
and points at the tips of the blades. As the lines and points
in the two models correspond to different parts of the wind
turbine, we separate the corresponding outputs into different
classes. For IL, the tower is one class, the connecting line
another class, and the lines running along the blades a third
class. We don’t separate the individual blades into different
classes due to their rotational symmetry. For IP , the classes
are the tower base, the tower top, the blade centre and the
blade tips. Again, all three blade tips are the same class.
For a typical convolutional-deconvolutional network, the
input would consist of just the RGB image of the turbine.
However, in this work, associated with each image is an
estimation of the camera pose obtained from the GPS/IMUs
on the drone. We use this information to act as a prior on
the line and point locations, making prediction easier for the
network. To do this, we construct the skeleton model, and
project it through the pose estimate and camera intrinsics to
find locations of each part on the input image. As the error
in the pose estimates is not excessive, these projections will
lie close to their true locations. To ease the work of the
network, we apply Gaussian smoothing to the projections
and then append these channels onto the input image and
feed it into the network. This means that the network input
is a ten channel image. Three channels for the RGB image,
three channels for the line model priors and four channels
for the point model priors. Examples of the input and outputs
can be seen in Figure 2.
To train the network, we obtained a set of ∼1000 images
of wind turbines from the internet. Each of the images in
the data set was manually labelled by placing landmarks at
the base of the tower, the top of the tower, the centre of
the blades and the tips of the blades. These 2D locations
correspond to the 3D locations of the points in Pc. We
then use these landmarks to generate the labels used during
training. For the point-based label images, we set the 2D
pixel location of the landmark in the correct image channel
to 1, with the remaining pixels set to 0. We then apply a
Gaussian smoothing kernel with σ = 5 to increase the spread
of the landmark in the image. Each channel of the image
is then renormalised to between 0 − 1. For the line-based
label images, we draw lines on the images by connecting
the landmarks in the same way the landmarks are connected
in Lc. Again, we apply a Gaussian kernel with σ = 5 to the
images to increase the spread and then renormalise.
To generate the priors, we applied a set of random affine
transformations to the image landmarks. This was done to
replicate the amount of error we would expect to see in the
GPS/IMU pose estimates during a live flight. After the trans-
formations, we create the images in the same way that the
label images are made, but apply a larger amount of Gaussian
smoothing (σ = 20). For each training batch, we increased
the variability in the training data through augmentation. This
was done by applying random translations, rotations, scaling
and cropping prior to the generation of the labels and priors.
We trained the network using the Adam optimiser with a
learning rate of 0.001. Training was stopped when the test
loss started to diverge from the training loss after 2 days.
C. Pose Graph Optimisation
The problem of estimating the drone’s 3D position and ori-
entation is modelled as a pose graph. As the drone performs
an inspection, at regular intervals a new node or keyframe
is added to the graph. This node contains an estimate of the
absolute pose Ti = (Ri, ti) obtained from the GPS/IMU,
where Ri is the orientation and ti is the 3D position. The
aim is to optimise the graph using a set of constraints, such
that the poses at the nodes converge to the drone’s true
location and orientation T∗i . The graph constraints are built
using the pose estimates and the inferred projection of the
3D skeleton model produced by the CNN. Similar to most
pose graph methods, the absolute pose estimate is not used
during optimisation. Instead, it is used to compute the relative
pose offset Ti,i−1 between the current keyframe Ti and the
previous keyframe Ti−1, i.e.
Ti,i−1 =
[
ti,i−1
qi,i−1
]
=
[
RTi (ti−1 − ti)
q−1i ∗ qi−1
]
, (1)
where qi is the quaternion representation of the rotation
Ri. This is beneficial as over a short period of time there
is less scope for error to accumulate in the GPS/IMU
measurements. The image measurements ILi and I
P
i , are
created using the CNN described in Section III-B, with the
priors generated by projecting the skeleton model through
the camera using Ti and the camera intrinsics matrix K.
To optimise the graph, we define a cost function that com-
putes the residual error between the expected measurements
– given the current state Tˆi of the optimiser – and the sensor
measurements described above
E =
∑
i
eTi,i−1 +
∑
i
eIi . (2)
The optimal set of poses are those which minimise this
function. This function is optimised each time a new pose is
added to the graph, and is initialised with the results from
the previous optimisation. The first term eTi,i−1 compares
the relative pose of the current estimates Tˆi,i−1 with those
obtained from the GPS and IMU, i.e.
eTi,i−1 = C
[
tˆi,i−1 − ti,i−1
2× Vec (qˆi,i−1 ∗ q−1i,i−1)
]
, (3)
where ‘Vec’ corresponds to the vector part of the quaternion
rotation, and C is a diagonal matrix weighting the different
elements of the cost. Due to limitations in our flight software,
the covariances of the relative pose measurements are un-
available. Instead we set the values inC manually prior to the
optimisation, based on the expected error in the IMU/GPS
measurements, weighting each term in the translation error
by βt and those in the rotation error by βq . The output eTi,i−1
is then a 6D vector containing the residuals in rotation and
translation.
The cost function for the image measurements is based on
point-to-point correspondences which are established differ-
ently depending on the types of image measurements. Fig-
ure 3 provides an illustration. To establish correspondences
we adopt an active search approach as follows. For each
of the point-based measurements IPi , we project the points
pcn ∈ Pc, using the current estimated pose of the camera
pn
^ pnI
I
qm^ qm
I I
(a) (b)
Fig. 3. Correspondence matching. (a) Point-based correspondences are
found by searching within a circular window. (b) Line-based correspon-
dences are found using a perpendicular line search. Model projections
inferred by the CNN are shown as blurred points and lines and the model
projection using the current pose estimate Tˆi is shown in bold colours.
Tˆi and the camera intrinsic matrix K to find their location
on the image plane pˆIn. Given this location, we extend a
circular window of radius rP and search the pixels within
the window to find the one with the largest value which is
selected as the correspondence pIn, as shown in Fig. 3a. If
there are no pixels with value above a threshold λP then no
correspondence is established. This process is repeated for
all the points in the turbine model and across all the point
image measurements.
For the line-based measurements ILi , the process is
more complicated. First, we extract a set of points Qc =
{qc1, . . . ,qcm} from the lines in Lc. This is done by subdivid-
ing the lines at regular intervals. The number of subdivisions
for each type of line is different due to their differing lengths.
The tower is subdivided into st points, the hub into sh
points and the blades into sb points. Next, we project each
of the subdivided points qcm into the image using Tˆi and
K to get their 2D locations qˆIm. Instead of the circular
search area described for the point-based correspondences,
we instead do a perpendicular line search from the projected
points as shown in Fig. 3b. The reason for this is that
often the projected line, and the corresponding line in ILi
will be near parallel to one-another. We therefore want the
correspondence to be the closest point perpendicular to the
projected line.
To perform the perpendicular line search, for each line
in Lc, we project the two end points into the image space
and find the 2D line connecting them. The 2D direction
perpendicular to this line is the direction used during the
line search. For each of the subdivided points qˆIm we then
sample the pixel values perpendicular to the line over a
length of aL with kL sample locations. The pixel with the
highest value is chosen as the correspondence qIm. Again, if
there are no values above a threshold λL, no correspondence
is established. After finding the set of correspondences for
each frame as described above, we can define the image cost
function as
eIi = β
p
Ni∑
n
|pˆIn − pIn|+ βq
Mi∑
m
|qˆIm − qIm| , (4)
Fig. 4. Example output from the CNN. Top) Lines output IL. Bottom) Points output IP
where Ni represents to the number of point correspondences
in the frame i and Mi represents to the number of line
correspondences in frame i. The values βp and βq are used
to weight the different types of correspondences.
With the cost function fully defined we are able to opti-
mise the pose graph. This is done using the Gauss-Newton
algorithm which works by linearising the problem around
the current best guess solution, finding the minimum and
repeating until convergence. As we are provided with initial
pose estimates from the GPS / IMU, we found this method
appropriate for our problem.
IV. EXPERIMENTS
As we do not have access to ground truth pose estimates
for the inspection flights, we are unable to perform a quan-
titative evaluation of the overall performance of the method.
However, we are able to evaluate the different sections in
isolation. In Section IV-A, we evaluate the performance of
the CNN, and show the importance of incorporating prior
information into the network input. In Section IV-B we
show the performance of the pose estimation part of the
system using synthetic data. Finally, in Section IV-C we
give a qualitative evaluation of the system using real-world
inspection data.
A. Network Evaluation
Figure 4 shows example outputs from the CNN for 8
partial views of wind turbines, with the line and point
estimates shown in the top and bottom rows, respectively.
The colours indicated the different line and point classes.
Note that even with a very limited view of the turbine, the
network is able to accurately predict the projection of the
lines and points of the skeleton model. We also evaluated
the impact of including prior information about the turbine
lines and points with the input on the CNN performance.
We trained two versions of our architecture, one including
prior information, and the other without prior information.
The networks were identical apart from the shape of the
filters in the first layer which enable the inclusion of the
extra channels. The networks were trained using identical
data sets and for exactly the same number of epochs. To
evaluate the performance, we applied the networks to a set
of test data and computed the pixel-wise mean squared error
between the network predictions and the ground truths. The
mean squared error for the network with priors was 0.001,
and the mean squared error for the network without priors
was 0.0012. This shows that performance is improved by
Fig. 5. Example line outputs from the evaluation of the effect of using
prior in the CNN. Top row) Network with prior information, Bottom row)
Network without prior information
including prior information. This is backed up in Fig. 5 were
we compare the two network outputs. We can see that when
the prior is included, the performance of the CNN is much
more consistent, particularly in predicting the blade lines.
B. Simulated Evaluation
To provide a investigatory evaluation the performance
of the pose estimation part of the system, we designed
an experiment using synthetic data. We first extracted the
GPS/IMU poses from a set of actual inspection flights to
give some example flight paths to use as ground truths. We
next added progressive Gaussian noise to the ground truths
on both the translations and rotations to provide us with an
example of the sort of errors we would expect to accumulate
over the course of an inspection. For the translations, we
sampled a random 3D offset from a zero mean Gaussian
distribution and added it to each of the nodes. For the
rotation, we sampled a random angle from a zero mean
Gaussian distribution, as well as a randomised normalised
vector and applied this as an axis-angle rotation to each of
the poses. This gave us the simulated IMU/GPS poses which
at the start of the flight are close to the ground truth with the
error getting progressively worse throughout the inspection.
An example can be seen in Figure 7. These noisy poses are
used as the relative pose measurementsT in the optimiser. To
generate the image measurements, we directly simulate the
output of the network by projecting the lines Lc and points
Pc representations through the set of ground truth poses
at each node of the graph. Although the simulated image
measurements are error free – unlike the typical output of the
network – these are suitable for evaluating the performance
of the pose optimisation.
The measure that we are interested in evaluating is the
robustness of the optimiser as increasing amounts of error are
1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10
.0
Additive error sigma (degrees)
0
5
10
15
20
D
eg
re
es
Rotation Error (degrees)
before optimisation
after optimisation
0.0
1
0.0
2
0.0
3
0.0
4
0.0
5
0.0
6
0.0
7
0.0
8
0.0
9 0.1
Additive error sigma (meters)
0
5
10
15
20
25
M
et
er
s
(m
)
Translation Error (meters)
Fig. 6. Synthetic experiment results. Top) Pre and post optimisation rotation
error. Bottom) Pre and post optimisation translation error.
Fig. 7. Output from synthetic experiments. Ground truth path is in blue,
input path is red, and the path after optimisation is in green.
added to the relative pose measurements. Knowing this gives
us an understanding of how accurate the initial GPS/IMU
pose measurements need to be to be able to reasonably
correct the localisation. To evaluate this, we generated a
series of synthetic flights as described above with translations
errors ranging from 0.01m - 0.1m, and rotation errors from
1-10 degrees. We applied our method to these datasets and
recorded the average translation error and rotation error for
each flight. The results can be seen in Figure 6 and an
example output can be seen in Figure 7. From the plots
we can see that the system is able to handle quite a large
amount of error in the pose measurements, especially for the
translation. These preliminary results about the effectiveness
of the method are encouraging, although more detailed
analysis is needed to fully explore the failure states.
C. Visual Evaluation on Real Data
Our final experiment aims to provide a qualitative eval-
uation of the method applied to a real inspection flight.
Fig. 8. Examples of the method being applied to real inspection data. The
turbine model has been projected into the image using the pose prior to
optimisation (red) after optimisation (green).
Although our method was applied after the flight had taken
place, it was done in a way that exactly mimics how it would
work if it were running during the flight. Examples of the
optimiser output can be seen in Figure 8. From the images,
we can see that the described method noticeably improves
the localisation.
V. CONCLUSIONS
We have presented a novel method for integrating image-
based measurements into drone localisation for the auto-
mated inspection of wind turbines. We have described a novel
CNN-based system of producing a simplified representation
of the wind turbine that allows for easy matching with
our wind turbine model. We have also detailed how this
representation is incorporated into a pose graph optimisation
system. We evaluated the different sections of our work
separately. We showed that the inclusion of prior information
into the network, improved prediction performance by com-
paring it to a identical network without prior information. We
also evaluated the performance of the pose estimation using
synthetic data. Finally we gave a qualitative evaluation of
the complete system when applied to an inspection flight.
There are a number of different avenues for future work.
First, we would like to properly integrate the GPS/IMU
measurements into the system, allowing us to obtain the
covariances from these sensors which should improve the
optimisation. We also intend to incorporate additional sensors
such as LiDAR. Finally, we intend to would look at simulta-
neously estimating the parameters of the turbine models as
part of the optimisation.
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