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Computational studies of crystal nucleation can be impacted by finite size effects, primarily due
to unphysical interactions between crystalline nuclei and their periodic images. It is, however, not
always feasible to systematically investigate the sensitivity of nucleation kinetics and mechanism
to system size due to large computational costs of nucleation studies. Here, we use jumpy forward
flux sampling to accurately compute the rates of heterogeneous ice nucleation in the vicinity of
square-shaped model structureless ice nucleating particles (INPs) of different sizes, and identify
three distinct regimes for the dependence of rate on the INP dimension, L. For small INPs, the rate
is a strong and non-monotonic function of L due to artificial spanning of critical nuclei across the
periodic boundary. Intermediate-sized INPs, however, give rise to the emergence of non-spanning
’proximal‘ nuclei that are close enough to their periodic images to fully structure the intermediary
liquid. While such proximity can facilitate nucleation, its effect is offset by the compression of the
intermediary liquid by the growing non-proximal nuclei, leading to artificially small nucleation rates
overall. The critical nuclei formed at large INPs are neither spanning nor proximal. Yet, the rate is
a weak function of L, with its logarithm scaling linearly with 1/L. The key heuristic emerging from
these observations is that finite size effects will be minimal if critical nuclei are neither spanning
nor proximal, and if the density of the unstructured part of the intermediary liquid is statistically
indistinguishable from the supercooled liquid density under the same conditions.
I. INTRODUCTION
The main premise of molecular simulations is to use the
information obtained from simulating finite-sized systems
to predict their behavior in the thermodynamic limit.
The accuracy of such predictions, however, can depend
strongly on the size of the simulated system, as estimates
of thermodynamic,1–8 structural,9 and transport10 prop-
erties and nucleation rates11 in small systems can devi-
ate from those in the thermodynamic limit in a statisti-
cally significant manner. Such a dependence on system
size is typically referred to as finite size effects, which
can be fairly strong for very small systems, while be-
ing mostly unnoticeable for larger systems. Therefore,
finite size effects can, in principle, be mitigated by sim-
ulating very large systems, a task that is only compu-
tationally feasible for simple model systems.12,13 For-
tunately, this is not always necessary as similar con-
clusions can usually be obtained from simulating ”suf-
ficiently large“ computationally tractable systems.12,14
What constitutes ”sufficiently large“, however, is sub-
ject to the property that is being estimated or the
process that is being studied. For instance, a sys-
tem comprised of several hundred molecules is usually
large enough for accurately estimating thermodynamic,
structural and transport properties of liquids,1–3,9,10,15
but might be too small for studying collective phe-
nomena such as cavitation,16 condensation17 and crys-
tal nucleation.12,18,19 It is therefore critical to develop
heuristics for determining what qualifies as ”sufficiently
∗Electronic address: amir.hajiakbaribalou@yale.edu
large“ for studying such collective phenomena, in order
to ensure the accuracy and reliability of the conducted
simulations.
One such collective phenomenon that has been exten-
sively studied using molecular simulations is crystal nu-
cleation. As such, understanding the role of finite size
effects on the thermodynamics and kinetics of crystal nu-
cleation has been a topic of interest for decades.11 Nu-
cleation is a process in which a sufficiently large nucleus
of the new phase forms within the old metastable phase,
and is usually the rate-limiting step of a first-order phase
transition when the underlying thermodynamic driving
force is small.20 Finite size effects in nucleation primarily
arise due to periodic boundary conditions, which can re-
sult in an unphysical confinement of the metastable phase
between the nucleus and its periodic images,15,18,19,21
or the formation of nuclei that span across the periodic
boundary.16,22 In the case of crystal nucleation, the ef-
fect of periodic boundaries might be stronger due the
extension of the diffuse crystal-liquid interface beyond
the nucleus.12 However, finite size effects can also arise
due to other factors such as solute depletion in multi-
component systems,23,24 or peculiarities of the employed
ensemble.14,17 These effects can collectively lead to un-
physical nucleation rates in both homogeneous and het-
erogeneous nucleation, and has also been found to impact
crystal growth.25–27 Indeed, the findings of several high-
profile computational studies of nucleation are believed
to have been strongly impacted by finite size effects. For
instance, Matsumoto et al.’s observation28 of homoge-
neous ice nucleation in a system of 512 water molecules
represented using the fully atomistic TIP4P29 model has
never been reproduced in larger systems, and was later
shown to be an artifact of strong finite size effects.30 Ear-
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2lier computational studies of surface freezing– or surface-
induced homogeneous ice nucleation31,32– by Vrbka and
Jungwirth33,34 and Pluharova et al.35 are also believed
to be impacted by finite size effects.36
Early efforts to characterize finite size effects in crys-
tal nucleation focused on homogeneous nucleation in the
simple Lennard-Jones (LJ) liquid.37 For instance, Honey-
cutt and Andersen18,19 simulated systems of up to 1,500
LJ particles at a reduced density of 0.95 and a reduced
temperature of 0.45 and concluded that the occurrence of
the ”catastrophic crystal growth“ observed in earlier sim-
ulations of the deeply supercooled LJ liquid is not due to
the emergence of a critical nucleus and is instead an arti-
fact of periodic boundaries. Indeed, they later demon-
strated that critical nuclei form way earlier than the
catastrophic growth, but their average sizes and the time
needed for their formation both tend to increase with sys-
tem size, pointing to strong finite size effects even prior
to catastrophic growth.19 Later, Swope and Andersen12
conducted large-scale MD simulations of 15,000 and 106
LJ particles under similar conditions, and observed that
the properties of the 15,000-particle system were simi-
lar to the average properties of the 64 subsystems within
the million-particle simulation box. They therefore con-
cluded that the 15,000-particle system is large enough to
be devoid of finite size effects. A similar conclusion was
reached by Huitema et al.,38 who examined homogeneous
nucleation in systems with as many as 10,000 particles.
According to these studies, avoiding finite size effects re-
quires simulating systems that are at least three orders of
magnitude larger than the characteristic critical nucleus
size, a very stringent requirement that can only be satis-
fied for simple model systems. Consequently, such large-
scale simulations of finite size effects in other systems are
rare.13 This heuristic is, however, based on observations
in the high-rate regime, i.e., where nucleation can occur
during a computationally tractable MD trajectory, and
therefore the liquid structure is pre-disposed to freezing.
It is therefore plausible to expect finite size effects to be
weaker in the low-rate regime in which nucleation events
are spatially isolated. Moreover, this heuristic can only
apply to homogeneous nucleation at best, as the depen-
dence of rate on system size might be completely different
for heterogeneous nucleation.
Unfortunately, many of these questions are yet to be in-
vestigated in a systematic manner. Consequently, there
are no rigorous guidelines or heuristics for avoiding fi-
nite size effects in crystal nucleation studies, and different
authors have resorted to different ad hoc approaches to
avoid finite size artifacts. While some have tested the ro-
bustness of their findings by repeating their simulations
in computationally tractable larger systems,39–41 others
have argued that finite size effects will be absent if the
average distance between the critical nucleus and its pe-
riodic images is larger than half the box dimensions.42,43
This latter heuristic usually translates to critical nuclei
that are at least an order of magnitude smaller than the
system size in homogeneous nucleation, a heuristic that is
sometimes referred to as the ”10% rule“. There are, how-
ever, reasons to doubt the adequacy of these approaches.
The former approach can only be conclusive if rate cal-
culations are conducted for a wide range of system sizes,
an undertaking that is usually not feasible. The size and
the distance thresholds invoked in the latter approach,
on the other hand, are not based on any rigorous anal-
ysis, and can be fairly sensitive to the particulars of the
algorithm utilized for detecting crystalline nuclei.
Here, we attempt to address some of these questions by
systematically investigating how the rate and mechanism
of heterogeneous ice nucleation within supercooled sup-
ported water nanofilms in the vicinity of a model struc-
tureless ice nucleating particle (INP) is affected by sys-
tem size. Due to the surface-dominated nature of het-
erogeneous nucleation, the relevant ”system size“ is the
dimensions of the INP. We use our recently developed
jumpy forward flux sampling (jFFS)44 algorithm to com-
pute nucleation rates for 16 different system sizes, com-
prising between 1,600 and 50,176 water molecules. We
identify three distinct regimes for the dependence of rate
and mechanism on system size, and identify the critical
nuclei characteristics that signify each regime. Based on
our observations, we devise a rigorous set of heuristics for
assessing whether a particular nucleation rate calculation
is impacted by finite size effects. Moreover, we provide a
scaling approach for estimating the rate in the thermo-
dynamic limit for system sizes where finite size effects are
minimal but the rate is still a weak function of system
size.
II. METHODS
A. System Description and Molecular Dynamics
Simulations
We consider heterogeneous nucleation in supported
nanofilms of supercooled water in the vicinity of a model
structureless INP at a temperature of 235 K. Unlike
some earlier studies43,45 of heterogeneous ice nucleation
in which the liquid film is sandwiched between the INP
and its periodic image, the films considered in this work
only touch the INP on one side, and are exposed to vac-
uum at the other interface. Despite being more expensive
computationally, we believe that our setup constitutes a
more faithful representation of heterogeneous nucleation
in nature, where isolated INPs are in contact with a sea of
the supercooled liquid. The water nanofilms considered
in this work are approximately 4.8 nm thick, which makes
it extremely unlikely for the free interface to impact the
kinetics and mechanism of nucleation in a meaningful
manner.
We model water molecules using the monoatomic wa-
ter (mW) potential46, a popular coarse-grained model
of water obtained via re-parameterizing the Stillinger-
Weber (SW) potential originally developed for modeling
Group IV elements such as carbon and silicon.47 The
3TABLE I: Heterogeneous ice nucleation rates computed at
235 K using jFFS. Np refers to the number of water molecules
within each film. All error bars correspond to 95% confidence
intervals.
Np L [nm] N
∗ log10 J [m−2 · s−1]
1,600 3.1869 145.3± 0.6 12.6243± 0.0941
2,304 3.3803 152.7± 1.0 11.5403± 0.0667
2,304 3.6056 177.8± 0.5 9.9990± 0.0734
2,304 3.8243 195.7± 0.6 9.1136± 0.0723
3,136 4.0563 230.2± 0.7 8.9292± 0.0651
3,136 4.2817 256.0± 0.8 7.7432± 0.0854
3,136 4.4617 260.1± 0.7 10.2308± 0.0928
4,096 5.0991 271.5± 0.9 8.3486± 0.0901
5,184 5.7365 275.6± 0.8 8.1461± 0.0737
9,216 7.6487 277.4± 0.6 8.5010± 0.0695
12,544 8.9234 268.0± 1.9 8.5019± 0.0668
16,384 10.1983 270.8± 0.8 8.8893± 0.0689
23,104 12.1104 272.5± 0.6 9.0289± 0.0623
30,976 14.0226 274.5± 0.8 9.2391± 0.0605
40,000 15.9348 271.6± 0.6 9.7301± 0.0589
50,176 17.8470 273.7± 0.6 9.9583± 0.0580
model INP is square-shaped and is located in the xy
plane. It interacts with water molecules via the Lennard-
Jones (LJ) 9-3 potential48 with  = 1.2 kcal ·mol−1 and
σ = 0.32 nm and with a cutoff of 0.8 nm. These pa-
rameters are chosen so that the underlying INP does not
induce ice nucleation very strongly. The utilized  value,
in particular, is the smallest  for which heterogeneous
nucleation is observed in unbiased 50-ns long MD simu-
lations at 215 K. All MD simulations are performed in
the canonical (NVT) ensemble using LAMMPS.49 Equa-
tions of motion are integrated using the velocity-Verlet
algorithm with a time step of 5 fs, while temperature is
controlled using the Nose´-Hoover50,51 thermostat with a
time constant of 0.5 ps.
As mentioned above, we utilize L, the dimension of
the structureless INP, as a proxy for system size. We
consider a total of 16 different L’s, ranging from 3.19 nm
to 17.85 nm, and use the following procedure for ini-
tializing the water nanofilms. We first generate a prop-
erly sized slab of cubic ice comprised of n × n × 8 unit
cells. The oxygen-oxygen distance in each unit cell, rOO
is adjusted so that the target L is an integer multiple of
Lc = 4rOO/
√
3, the unit cell dimension of cubic ice.52
For most L’s, we use the value of rOO = 0.276 nm, while
for a few smaller system sizes, rOO is slightly adjusted in
order to fit an integer number of unit cells within the box.
These include boxes with lateral dimensions of 3.38, 3.61,
4.06 and 4.28 nm, for which the rOO values of 0.24, 0.26,
0.25 and 0.26 nm are utilized, respectively. Each ice film
is then melted at a temperature of 300 K. A minimum
of 150 configurations are saved along the melted trajec-
tory every 50 ps, which are then quenched to the target
temperature of 235 K at a cooling rate of 7.69 ps · K−1.
A list of all L’s as well as the number of water molecules
within each film is given in Table I.
B. Rate Calculations
1. Order Parameter
We compute nucleation rates using our recently devel-
oped jFFS algorithm,44 which is a generalized variant of
the forward flux sampling algorithm (FFS)53 that has
been extensively utilized to study rare events.54 Similar
to most other advanced sampling techniques, conducting
an FFS calculation requires an order parameter, a math-
ematical function λ : Q → R that quantifies the progress
of the corresponding rare event, in this case, heteroge-
neous ice nucleation. Here, Q is the configuration space
that includes all the microscopic degrees of freedom of
the corresponding system, i.e., the positions of all water
molecules. In this work, we use the number of molecules
in the largest crystalline nucleus as the order parameter.
Each molecule i is classified as solid-like or liquid-like
based on q6(i), the Steinhart bond order parameter,
55
given by,
ql(i) =
1
Nb(i)
Nb(i)∑
j=1
ql(i) · q∗l (j)
|ql(i)||ql(j)|
. (1)
Here, Nb(i) is the number of water molecules within a
distance of rc = 0.32 nm from i. ql(i), however, is a
(2l + 1)-component complex-valued vector, and its com-
ponents are given by,
qlm(i) =
1
Nb(i)
Nb(i)∑
j=1
Ylm(θij , φij), − l ≤ m ≤ +l (2)
with θij and φij the polar and azimuthal angles corre-
sponding to the separation vector rij = rj − ri, and
Ylm(·, ·)’s, the spherical harmonic functions. Consistent
with our earlier studies,36,44,56–58 we classify molecules
with q6 ≥ 0.5 as solid-like, cluster the solid-like molecules
that are within a distance of rc into crystalline nuclei, and
apply the chain exclusion algorithm of Reinhardt et al.59
We use q3(i) to distinguish between solid-like molecules
that have the local structure of cubic and hexagonal ice
using the cutoffs given in Ref. 60.
2. jFFS Calculations
With λ(·) at hand, the transition region between the su-
percooled liquid basin A := {x ∈ Q : λ(x) < λA} and
the crystalline basin B := {x ∈ Q : λ(x) ≥ λB} is par-
titioned into N non-overlapping regions using N mile-
stones λA < λ0 < λ1 · · ·λN = λB , which are level sets of
λ(·). As demonstrated earlier,44 our utilized λ(·) is jumpy
as it undergoes high-frequency high-amplitude fluctua-
tions along an MD trajectory. We therefore need to use
jFFS in order to accurately capture the potentially subtle
changes in rate upon changing L. In order to minimize
the number of FFS iterations, we follow the approach
4described in Section III B 1 of Ref. 44. For each L, we
first conduct conventional MD trajectories within A with
a combined duration of at least 0.5 µs, and monitor for
first crossings of λ0. The configurations corresponding to
such crossings C0 = {x(0)1 , x(0)2 , · · · , x(0)N0} are stored, and
Φ0, the flux of trajectories that leave A and cross λ0, is
given by,
Φ0 =
N0
T L2 , (3)
with T the combined duration of the MD trajectories and
L2 the surface area of the underlying INP. The next step
is to compute the probability that a trajectory initiated
from C0 reaches B by recursively computing the transi-
tion probabilities between successive milestones. In the
simplified scheme of jFFS utilized here, the intermedi-
ate milestones are chosen on the fly. In particular, λk is
chosen so that it is beyond λk−1,max = maxx∈Ck−1 λ(x),
wherein Ck−1 contains all the configurations obtained
upon a first crossing of λk−1. After choosing the next
target milestone λk, a large number of trial trajectories
are initiated from the configurations in Ck−1 with their
momenta sampled from the Maxwell-Boltzmann distribu-
tion, and each trajectory is terminated upon crossing λk
or returning to A. The transition probability P (λk|λk−1)
is then computed as the fraction of trial trajectories that
cross λk. Note that λB is not known a priori. Instead,
the calculation is terminated when P (λk|λk−1) is statis-
tically indistinguishable from unity. The nucleation rate
J is then computed from,
J = Φ0
N∏
k=1
P (λk|λk−1), (4)
The statistical uncertainty of the computed J is esti-
mated using the approach described in Ref. 53. All re-
ported error bars correspond to 95% confidence inter-
vals, i.e., twice the standard errors obtained from this
approach.
It has been previously demonstrated in numerous stud-
ies43,61 that λ(·) is a good reaction coordinate for crystal
nucleation. This implies that the critical nucleus size can
be accurately determined from the committor probability
given by,
pc(λk) =
N∏
q=k+1
P (λq|λq−1), (5)
More precisely, N∗, the critical nucleus size, is estimated
by fitting pc(λ) to the following expression,
pc(λ) =
1
2
{
1 + erf [a(λ−N∗)]
}
, (6)
with the reported error bar corresponding to the 95%
confidence interval of the N∗ estimate within such a fit.
In probing the properties of critical configurations, we
identify λk∗ , the closest milestone to N
∗, and denote all
x ∈ Ck∗ as critical. For most systems, this results in
configurations with 32% ≤ pc(λ(x)) ≤ 68%. In two sys-
tems, i.e., L = 12.11 and 14.02 nm, N∗ is not sufficiently
close to any of the milestones, so we choose the config-
urations obtained from first crossings of the two closest
milestones, which results in committor probabilities no
smaller than 16% and no larger than 78%.
3. Analysis of Nucleation Mechanism and Identification of
Bottlenecks
Since a successful nucleation pathway in jFFS is gener-
ated sequentially by concatenating the trial trajectories
between successive milestones, we can trace back the an-
cestry of any configuration in CN , and identify the sur-
viving configurations in earlier milestones, i.e., those with
some progeny at λB . We denote the surviving subset of
Ck as Csk. By comparing the properties of Csk and Ck, we
can identify the important features that play a key role
in successful nucleation. More specifically, for a given
mechanical observable µ : Q → R, one can compute
µs(λk) = 〈µ(x)〉x∈Csk and µa(λk) = 〈µ(x)〉x∈Ck . We de-
note the milestone at which µs(λ) and µa(λ) cross each
other a bottleneck for µ(·), and the corresponding aver-
age µb. As demonstrated in our prior applications of this
approach,36,44,57,62 the existence of a noticeable bottle-
neck indicates that µ(·) is an important feature (orthog-
onal to the order parameter) that determines the like-
lihood of an early-milestone configuration to succeed in
having progeny at λB .
III. RESULTS AND DISCUSSIONS
A. Summary of Nucleation Rates
We first explore the dependence of nucleation rate on
L, the dimension of the square-shaped INP. The com-
puted rates are shown in Fig. 1A and listed in Table I.
We can, in particular, identify three distinct regimes for
the dependence of rate on L. For small INPs, i.e., for
L ≤ 4.46 nm, the rate is a strong and non-monotonic
function of L, and changes by as much as five orders
of magnitude, indicative of strong finite size effects and
potentially spurious behavior. For large INPs, i.e., for
L ≥ 7.65 nm, the rate is a weak and monotonic function
of L and increases by less than two orders of magnitude
upon increasing L. These two regimes are highlighted in
Fig. 1 with shaded green and red, respectively. There is,
however, a third intermediate regime that is highlighted
with a gradient shade in Fig. 1, and that also exhibits
a weak and monotonic dependence of rate on L. Unlike
the second regime, however, the rate decreases slightly
upon increasing L in this intermediate regime.
In order to understand the origin of these contrast-
ing behaviors, we focus on the geometric features of the
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FIG. 1: (A) The dependence of heterogeneous nucleation rate
on L, the dimension of the square-shaped INP. (B) The frac-
tion of critical nuclei that are spanning (circles) and proximal
(squares). Error bars correspond to 95% confidence intervals
and are smaller than the symbols.
critical nuclei. (See Section II B 2 for our definition of
critical configurations.) We first determine the fraction
of the critical nuclei that span across the periodic box,
i.e., that have at least one constituent solid-like molecule
with a nearest neighbor within their periodic images.
Such spanning nuclei exhibit artificial directionality and
spurious long range crystalline order along the x and/or
y dimensions of the simulation box. Fig. 1B depicts the
fraction of critical configuration with spanning crystalline
nuclei. While such nuclei are prevalent for very small L’s,
their fraction decreases upon increasing L and eventually
drops to zero at L = 5.74 nm. The presence of an ap-
preciable number of spanning critical nuclei is the main
feature that distinguishes the small-INP regime from the
other two. We will therefore refer to the shaded green
region of Fig. 1 as the spanning regime. The other two
regimes, however, lack an appreciable fraction of span-
ning critical nuclei, and thus exhibit a weaker dependence
of rate on L.
Finite size effects can, however, exist in the absence
of spanning critical nuclei, as the proximity of a critical
nucleus to its periodic image can still render noticeable fi-
nite size effects even in the absence of spanning. In order
to devise a more rigorous measure of such proximity, we
identify u, the shortest vector connecting a crystalline
nucleus to its closest periodic image, and compute the
liquid density profile along u. Note that for a spanning
nucleus, u = 0 by definition. For a non-spanning crys-
talline nucleus N comprised of m water molecules with
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FIG. 2: ρu(r), the inter-image liquid density as a function of
the distance from the critical cluster for a few representative
values of L.
positions N ≡ (r1, r2, ·, rm), u is given by:
[˜i, j˜, p˜] = argmin i,j≤m,p|ri − rpj |, (7)
u = rp˜
j˜
− ri˜, (8)
Here, p ∈ {(±L, 0, 0), (0,±L, 0)} is a displacement vec-
tor that translatesN into its four closest periodic images,
and rpj = rj + p. The density profile is computed from
the molecules that lie within the intersection of a cylinder
of radius 0.32 nm along u and the INP. We call the part
of the liquid that resides therein the ”inter-image“ liquid,
and the associated density profile ρu(r) the inter-image
density profile. Here, r refers to the closest u-projected
distance from either ri˜ or r
p˜
j˜
. Fig. 2 depicts ρu(r) as
a function of r for several system sizes where the span-
ning fraction is negligible. The inter-image liquid is fairly
structured in the immediate vicinity of the nucleus, as ev-
ident in the three peaks of ρu(r) for r < 0.77 nm. Note
that the heights and loci of these peaks are independent
of the system size, so their emergence is unlikely to be
impacted by finite size effects. Beyond this threshold,
which we denote by rc,p, the liquid density reaches a
plateau. We therefore call the nuclei with |u| ≤ 2rc,p
”proximal“ since the inter-image liquid confined between
them and their closest periodic images clearly lacks bulk-
like behavior. Since |u| = 0 for a spanning cluster, all
spanning clusters are also proximal. Fig. 1B depicts the
fraction of proximal critical nuclei as a function of L.
Clearly, the presence of an appreciable fraction of proxi-
mal critical nuclei in the intermediate regime, and their
absence in the large-INP regime is the main feature that
distinguishes those two regimes. We refer to the large-
INP regime as the non-spanning regime. The intermedi-
ate regime, however, constitutes a transition from lack of
spanning and proximity in the non-spanning regime, to a
preponderance of spanning and proximal critical nuclei in
the spanning regime. We will analyze these three regimes
separately and will explain in detail how the differences
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FIG. 3: Average projected minimum distances between the largest crystalline nuclei and their closest periodic images as a
function of λ for the non-spanning configurations in the spanning regime. Error bars correspond to 95% confidence intervals.
in the spanning behavior and proximity can affect the
magnitude and the nature of finite size effects.
B. The Spanning Regime
Due to the close proximity of critical nuclei and their pe-
riodic images in the spanning regime, the kinetics and
mechanism of nucleation exhibit a strong dependence on
system size. Overall, we observe that an increase in the
fraction of spanning configurations results in an increase
in rate (Fig. 1) and a decrease in the size of the crit-
ical nucleus (Table. I). This indicates that the ability
to form spanning nuclei artificially promotes nucleation.
The fraction of spanning critical nuclei, however, is a
strictly decreasing function of L and thus fails to fully
explain the non-monotonic dependence of rate on L. In
order to understand the origin of such non-monotonicity,
we first compute dproj,nsmin for non-spanning crystalline nu-
clei (i.e., those with u 6= 0) where dprojmin = |(ux, uy, 0)|2
is the minimum xy-projected distances between a crys-
talline nucleus and its closest periodic image. Focusing
on this lateral distance enables us to detect and quan-
tify peculiarities that arise prior to spanning. Fig. 3
shows dproj,nsmin as a function of crystalline nucleus size
for all seven films in the spanning regime. In addition
to all non-spanning configurations at a given milestone,
we compute dproj,nsmin for the surviving non-spanning con-
figurations as well. As expected, both dproj,nsmin,s (λ) and
dproj,nsmin,a (λ) are strictly decreasing functions of λ, but their
decline is faster in smaller films. At earlier FFS mile-
stones and prior to the bottlenecks (the green circles in
Fig. 3), however, dproj,nsmin,s (λ) is consistently larger than
dproj,nsmin,a (λ) irrespective of the system size. This suggests
that at initial stages of nucleation, a less spread-out nu-
cleus is better suited to survive and to contribute to the
nucleation pathway. Beyond the bottlenecks, which are
always smaller than N∗, dproj,nsmin,s (λ) remains consistently
smaller than dproj,nsmin,a (λ). This suggests that the more
compact surviving nuclei of earlier milestones reach a
geometry at the bottleneck that facilitates their further
growth towards their periodic images to form spanning
or proximal critical nuclei. The bottlenecks of dprojmin (·)
therefore constitute important milestones in the nucle-
ation process, and the properties of the crystalline nuclei
therein are likely to play an important role in the kinetics
and mechanism of nucleation.
We first explore our hypothesis that a smaller dproj,nsmin,b
will likely make the non-spanning crystalline nuclei at the
bottleneck more prone to span at later milestones, and
will thus result in faster nucleation. Indeed, a weak lin-
ear correlation (with a R2 of 0.71) exists between dproj,nsmin,b
and log10 J (Fig. 4A). This indicates that while dproj,nsmin,b
is a decent predictor of J in the spanning regime, it does
not fully explain the observed variations in rate. In par-
ticular, the two pairs of systems with almost identical
dproj,nsmin,b values– namely L = 3.61 and 3.82 nm, and 4.06
and 4.28 nm– have almost identical dproj,nsmin,b values but
rates that differ by approximately one order of magni-
tude. One possible explanation for the subpar predictive
power of dproj,nsmin,b is that it does not contain contributions
from the spanning configurations, which, as can be seen
in Fig. 5B, comprise between 3% to 18% of all configura-
tions at the bottleneck. Indeed, the two anomalous pairs
mentioned above only differ in their fraction of spanning
nuclei at the bottleneck, with the system with the higher
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spanning fraction always having a higher rate. Includ-
ing the zeros corresponding to the spanning configura-
tions in the average of dprojmin at the bottleneck slightly
improves the fit of Fig. 4A (from R2 = 0.71 to 0.72).
Not surprisingly, this improvement is modest, which can
be attributed to the the dominance of the non-spanning
configurations in the nucleation pathway. As can be seen
in Fig. 5A, the overwhelming majority of the configura-
tions at the last milestone originate from a non-spanning
configuration at the bottleneck.
Another factor that can impact the ease of crystal nu-
cleation in small systems is the ability of new crystalline
motifs to fit within the inter-image region without any
mechanical strain. For instance, if the spanning of a
crystalline nucleus requires the incorporation of a cer-
tain number of crystalline unit cells in the inter-image
region, a projected minimum distance that deviates sig-
nificantly from an integer multiple of the relevant di-
mension of the unit cell will make spanning more dif-
ficult, as the new unit cells will have to be mechanically
strained to fit within the inter-image region. In order
to assess the importance of such effects, we first use the
local q3 order parameter
60 to determine the dominant
polymorph of ice favored by the structureless INP. We
focus on the largest system, and compute the fraction
of solid-like molecules within each layer of the critical
crystalline nuclei that have local environments commen-
surate with cubic ice. As can be seen in Fig. 6A, the first
two layers of such nuclei are considerably less cubic than
the remaining layers. We reach similar conclusions upon
applying the cage detection algorithm of Ref. 57 to iden-
tify double-diamond and hexagonal cages, which are the
topological building blocks of cubic and hexagonal ice,
respectively. As can be seen in Figs. 6B-C for a repre-
sentative critical nucleus, the first two layers are almost
exclusively comprised of hexagonal cages, which touch
the INP through their basal planes (Fig. 6C). These ob-
servations suggest that the structureless INP considered
in this work strongly favors the formation of the basal
plane of hexagonal ice (Ih).
The prevalence of the hexagonal polymorph at the INP
implies that the ease by which a non-spanning configu-
ration can span across the simulation box will depend on
whether the inter-image region can be filled with strain-
free motifs of hexagonal ice. This latter assertion fol-
lows from the fact that spanning usually occurs within
the first few layers of the nucleus where Ih is preferred,
and will only be possible if dprojmin is an integer multiple
of a discrete set of ”magic distances“ corresponding to
the unit cell of hexagonal ice. Unfortunately, the pre-
cise values of such ”magic distances“ will depend on the
nature of the crystal-liquid interface at i˜ and j˜ given by
Eq. (7), i.e., the endpoints of the inter-image vector u. It
is therefore not possible to identify universal magic dis-
tances and analyze how deviations from those affect span-
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ning tendencies and the nucleation rate. It can, however,
be argued that the difficulty to span will likely correlate
with the prevalence of cubic ice. For one thing, the exis-
tence of cubic-like motifs, such as double-diamond cages,
within the first few layers of a non-spanning nucleus will
increase the likelihood of structural mismatch within the
inter-image regions, e.g., due to a fundamental mismatch
between a double-diamond cage and the primary and sec-
ondary prismatic planes of hexagonal ice. Secondly, the
crystalline nuclei that cannot span, e.g., due to stacking
faults or unsuitable projected minimum distances, are
more likely to grow upward by incorporating additional
crystalline layers. As suggested by Fig. 6A, cubic ice is
likely to be more prevalent at those new layers. Indeed,
there is a fairly strong linear correlation between cubicity
and log10 J as can be seen in Fig. 4B. Note that this ef-
fect is likely specific to the structureless INP considered
in this work, and different INP that favors a different
ice polymorph or different crystallographic planes of Ih
might affect the spanning tendency differently. Moreover,
the inverse relationship between cubicity and nucleation
rate is in contrast to what has been previously observed
for homogeneous nucleation in which higher cubicity is
generally understood to facilitate nucleation.57,61
C. Non-spanning and Intermediate Regimes
As mentioned in Section III A, the non-spanning regime is
characterized by critical nuclei that are neither spanning
nor proximal, while the intermediate regime contains an
appreciable fraction of proximal but non-spanning criti-
cal nuclei. More precisely, 19% and 1.6% of the critical
nuclei within the two systems that belong to the interme-
diate regime, namely L = 5.10 and 5.74 nm, are proximal,
respectively. (A tiny fraction of critical nuclei (0.2%) in
the smaller 5.10-nm system are spanning.) It can thus
be argued that the dependence of rate on L in these two
regimes is likely governed by the properties of the super-
cooled liquid within the plateau region of Fig. 2.
In order to test this hypothesis, we compute the av-
erage inter-image liquid density within the plateau re-
gion of ρu(r) and compare it to the density of the su-
percooled liquid under the same conditions. As can be
seen in Fig. 7B, however, the INP tends to structure the
supercooled liquid at its vicinity, and make its density a
function of z, the distance from the INP. In particular,
the density profile of Fig. 7B indicates the existence of
three distinct liquid layers. As such, the average liquid
density within the inter-image plateau region should be
compared to the average liquid density along u, which
can, in general, be different from the bulk density. It is,
however, difficult to accurately compute these quantities
in situations where i˜ and j˜ are within different layers of
the liquid. We therefore simplify our analysis by comput-
ing inter-image plateau densities for configurations with
i˜’s and j˜’s located within the same layer. Indeed, around
50% of all critical configurations in the non-spanning and
intermediate regimes have i˜’s and j˜’s simultaneously ly-
ing within the first three liquid layers. For a configura-
tion x with ri˜ and r
p˜
j˜
in the same layer L, the inter-image
plateau density is computed by enumerating Np(x) the
number of water molecules that reside within a cuboid of
length dprojmin−2rc,p, width w = 0.64 nm and height h along
uxy = (ux, uy, 0) and centered at the midpoint between
the cluster and its closest periodic image. We choose w
so that all in-layer nearest neighbors of molecules along
uxy are included within the cuboid, while h is chosen as
the thickness of L according to Fig. 7B. A typical cuboid
for a configuration with a u within the first liquid layer
is shown from three different angles in Fig. 7A. The av-
erage inter-image plateau density for each layer is then
estimated as the weighted average of individual densities
ρp(x) = Np(x)/wh[d
proj
min (x)− 2rc,p], and is given by,
ρLp =
∑
x∈LNp(x)ρp(x)∑
x∈LNp(x)
, (9)
The average liquid density within L is estimated as,
ρLl =
∫
L ρl(z)dz
hL
, (10)
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where ρl(z) is the local liquid density at a distance z from
the INP.
Fig. 7C depicts the ρLp ’s of the three layers highlighted
in Fig. 7B for the critical configurations in the interme-
diate and non-spanning regimes. For the two films in
the intermediate regime, the inter-image plateau densi-
ties are significantly larger than the per-layer supercooled
liquid densities. This effect likely arises from the nega-
tively sloped melting curve of water, i.e., the fact that
the liquid is denser than the crystal under ambient con-
ditions. More precisely, the incorporation of new water
molecules into the growing crystalline nucleus results in
an increase in its volume, and the compression of the
inter-image liquid during the out-of-equilibrium nucle-
ation process. Since the thermodynamic driving force
for crystallization is a decreasing function of density in
water, larger inter-image densities will result is larger nu-
cleation barriers and smaller nucleation rates. While this
effect is partly offset by the the existence of an apprecia-
ble fraction of proximal critical nuclei, it results in rates
that are generally smaller than those in the other two
regimes. (There is only one system size in the spanning
regime with a smaller nucleation rate than those in the
intermediate regime.)
This difference almost disappears in the non-spanning
regime, presumably due to the larger size of the inter- im-
age region, which better ”absorbs“ the growing nucleus
front. Indeed, the inter-image plateau densities are sta-
tistically indistinguishable from the corresponding liquid
densities for L ≥ 8.92 nm. For the smallest non-spanning
system, i.e., L = 7.65 nm, there is only a small– but sta-
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FIG. 8: Linear correlation between log10 J and 1/L, indica-
tive of a weak finite size effects in the non-spanning regime.
tistically significant– difference between the inter-image
plateau density for configurations with i˜ and j˜ in the first
layer, and the corresponding liquid density. These find-
ings generally indicate that the inter-image region is large
enough to not be impacted by strong finite size effects in
the non-spanning regime. While these findings are based
on the configurations with us entirely within one of the
first three layers, we expect a qualitatively similar be-
havior if configurations with inter-layer minimum image
connections are also included.
Despite lack of any quantifiable structural signatures,
the nucleation rate is still a weak function of L in the non-
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spanning regime. Indeed, the rate increases by around
1.5 orders of magnitude upon increasing L from 7.65 nm
and 17.85 nm. The dependence of rate on system size
can be satisfactorily described using a linear correlation
between log10 J and 1/L, as depicted in Fig. 8. This
correlation is satisfied only for the six larger systems,
i.e., those for which the plateau inter-image density is
statistically indistinguishable from the liquid density. It
has indeed been reported that the averages of proper-
ties such as critical temperature,2 free energy difference,6
structure factor,9 diffusivity,10 surface tension4 and per-
colation threshold63 have a power law dependence on the
system size. The linear relationship between log10 J and
1/L can therefore be rationalized by invoking the formal-
ism of classical nucleation theory (CNT)64 according to
which the nucleation rate is given by,
J = A exp
[
−∆Gnuc
kBT
]
, (11)
Here, A, kB and T are the kinetic prefactor, the Boltz-
mann constant, and temperature, respectively. ∆Gnuc is
the nucleation barrier and is given by:
∆Gnuc =
4piγ3ls(1− cos θ)2(2 + cos θ)
3ρ2s|∆µ|2
, (12)
with γsl,∆µ, ρs and θ, the solid-liquid surface tension,
the chemical potential difference between the two phases,
the solid number density, and the solid-liquid-INP con-
tact angle, respectively. All these quantities are known
to be impacted by finite size effects,4–8 and some of
them exhibit a power-law dependence on system size.4,6
Consequently, the linear correlation between log10 J and
1/L is a likely consequence of the power-law dependence
of some of these underlying thermodynamic properties.
This scaling enables us to use the rates computed in suffi-
ciently large finite systems to estimate the heterogeneous
nucleation rate in the thermodynamic limit. Accord-
ing to the correlation depicted in Fig. 8, the nucleation
rate at the thermodynamic limit (L → ∞) is given by
log10 J∞ = 11.22± 0.24.
The smallest system in the non-spanning regime (L =
7.65 nm) does not satisfy this linear scaling. This is not
surprising considering the statistically significant differ-
ence between the plateau inter-image density and the su-
percooled liquid density within the first liquid layer. In
other words, the 7.65-nm system shares certain features
of the intermediate regime despite having zero proximal
critical nuclei. This suggests that the transition from the
intermediate to the non-spanning regime is neither sharp
nor well-defined, and its precise boundary will depend on
how ”proximity“ is defined.
IV. CONCLUSION
In this work, we use MD simulations and jumpy forward
flux sampling to explore the sensitivity of the hetero-
geneous ice nucleation kinetics and mechanism to L, the
size of a model structureless INP, and find that finite size
effects that arise due to periodic boundary conditions can
significantly affect heterogeneous nucleation rates over a
wide range of INP sizes. We observe that nucleation rates
can change by as much as five orders of magnitude within
the range of L’s considered in this work, and are also
non-monotonic functions of L. We identify three distinct
regimes for the dependence of rate on L based on whether
critical crystalline nuclei span across the periodic bound-
ary, and if not, whether they are proximal, i.e., that
the liquid that separates them from their closest peri-
odic images is fully structured. In the spanning regime,
an appreciable fraction of critical nuclei span across the
periodic boundary, while the overwhelming majority of
those that do not span are proximal. This results in
a strong and non-monotonic dependence of rate on L,
which we explain by analyzing the average minimum
projected distance of subcritical crystalline nuclei at the
bottleneck FFS milestones. We demonstrate that the
fraction of spanning bottleneck configurations, the av-
erage minimum projected distance for the non-spanning
ones, and the overall cubicity of such nuclei collectively
explain the variations in rate in the spanning regime.
The second regime, which is observed for intermediate-
sized INPs and is thus called the intermediate regime,
is characterized by the emergence of proximal– but non-
spanning– critical nuclei. Within this regime, the rate is
a weak function of L, and its variations is governed by
the fraction of critical nuclei that are proximal, and the
inter-image plateau liquid density value for those that are
not. In the third regime, which is observed for large INPs
and which we denote as the non-spanning regime, critical
nuclei are neither spanning nor proximal, and the rate is
a weakly increasing function of L. We are able to demon-
strate that there is a linear scaling between log10 J and
1/L, which we use to estimate the nucleation rate in the
thermodynamic limit.
The key heuristic that emerge from this work is that
finite size effects are minimal or absent in systems where
the critical nuclei are neither spanning nor proximal, and
the inter-image liquid density in the plateau region does
not deviate significantly from that of the liquid under
the same conditions. These are criteria that can be un-
ambiguously tested for both homogeneous and hetero-
geneous crystal nucleation in all systems and irrespec-
tive of the particular definition of the order parameter.
While whether a nucleus spans along the simulation box
will depend on the classification algorithm utilized for
detecting solid-like molecules, its proximity to its clos-
est periodic image– or lack thereof– and its inter-image
plateau density– if it is not proximal– are independent of
such details. It must be noted that the particular system
size beyond which these conditions are satisfied will de-
pend on the type of the system and the thermodynamic
state. It might therefore be risky to use ad hoc heuristics,
such as the ”10% rule“ discussed in Section I to deter-
mine whether a rate calculation is impacted by finite size
effects. Determining how these heuristics translate into
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proper system sizes in different systems can be the topic
of future studies. Moreover, even when these conditions
are satisfied, the rate can still be a weak function of the
system size, presumably due to the size dependence of
the underlying thermodynamic properties. Such a de-
pendence might be particularly strong in systems where
long-range electrostatic interactions are present.
The strong sensitivity of rate to L in the spanning
regime has important implications for identifying finite
size artifacts in computational studies of nucleation, as
it points to the unpredictable nature of such effects when
the system size is too small. Indeed, the rates computed
for certain L’s in this regime are fortuitously identical
to those computed for much larger L’s in the other two
regimes. This suggest that the common practice of vali-
dating nucleation rates by comparing them to rates com-
puted for a larger system might yield misleading results
since both systems might be affected by finite size effects–
but for different reasons.
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