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Abstract
This paper investigates the impact of addition/removal of edges in a complex networked control system, for the purposes of
improving its controllability, system performances or robustness to external disturbances. The transfer function formulation
we obtain allows to quantify the impact of an edge modification with the H∞ and H2 norms. For stable networks with positive
edge weights, we show that the H∞ norm can be computed exactly for each possible single edge modification, as well as the
associated stability margin. For the H2 norm we instead obtain a lower bound. Since this bound is linked to the trace of the
controllability Gramian, it can be used for instance to reduce the energy needed for control. When instead the dynamics is of
Laplacian type, then the norms become unbounded. However, the associated displacement systems are stable and for them
the effect of edge modifications can be quantified. In particular, in this case we provide an upper bound on the H∞ norm and
compute the exact value of the H2 norm for arbitrary edge additions.
Key words: Complex networks, Systems norms, Network topology design, Controllability, Robustness, Positive systems.
1 Introduction
The peculiar point of view of control theory on a net-
worked system is that the network dynamics is influ-
enced by external processes, which could be either driv-
ing inputs or known/unknown disturbances entering the
networks through “input nodes”. Depending on the ap-
plication, it might also be meaningful to specify “output
nodes”, corresponding to a subset of the nodes that are
observed. The signals that constitute the driving inputs
and the outputs depend on the specific application one
is considering. For instance, in intelligent transportation
systems inputs may correspond to variable speed limits
or to traffic lights, and outputs to traffic flow measure-
ments. In smart power grids, the actuators may corre-
spond to the generators and the sensors to meters along
the transmission lines. The presence of inputs and out-
puts gives rise to manyfold research problems which,
while standard for the control community, carry a novel
perspective when applied to network science. Among
others, we can name controllability, observability, sta-
bility, control synthesis, performances, robustness, and
? Work supported in part by a grant from the Swedish Re-
search Council (grant n. 2015-04390). A preliminary version
of this paper was presented at IFAC World Congress 2020
[17].
so on. The classical approaches of network science are
normally not enough to study these problems, but also
the tools available to a control scientist have to be tai-
lored and adapted to the large-scale network context. For
instance, when dealing with controllability, one feature
that is emerging is that the capacity of a node to steer the
network depends on its surrounding topology and can
be characterized in terms of some centrality measure.
These centrality measures are often energy-related met-
rics based on the controllability Gramian (see, among
others, [6,15,22,35]). Several methods have been pro-
posed for placing a limited number of control actuators
in the network in such a way to optimize (or improve) a
given metric for control energy [15,22,33]. When instead
it comes to evaluating performances and robustness, the
canonical system-theoretic approach is to make use of
some system norm, like H2 or H∞ norm, because they
can capture how inputs impact the entire system by mea-
suring the amplitude of its outputs. Several works have
appeared in recent years trying to adapt these norms
to the network context [1,9,11,23,26,28,29,31,36]. These
works deal primarily with Laplacian dynamics and they
try to characterize the impact of stochastic disturbances
(equivalent, for linear systems, to impulsive inputs) on
the so-called network coherence, i.e., the variance of the
deviation from consensus. The coherence of a consensus
network has been addressed for specific network topolo-
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gies and dynamics, such as lattices [1] trees [28,29], and
oscillators [9], as well as for general graphs [36].
One of the original aspects of networked control systems
is that often times extra degrees of freedom induced by
the network structure of the system are available and can
be leveraged for control design and/or performance eval-
uation. One such degree of freedom is linked to the choice
of which nodes to control and observe. The so-called
driver node placement problem has been widely inves-
tigated for instance in the controllability and observ-
ability problems [6,15,22,35]. Another degree of freedom
consists instead in rewiring the network by addition/
removal/re-weighting of edges. This approach is promis-
ing, given the significant impact that network topology
has on control performances (see for instance [3,20]).
Edge modifications are often feasible in applications and
correspond to changes in e.g. connectivity of smart grids
or traffic routing.
When structural controllability (i.e., controllability
based on presence/absence of edges only, not on edge
weights [14]), is considered, graph-theoretic procedures
can be used to identify a minimum number of edge
additions that render a network controllable [5,24].
Optimizing Gramian-based controllability metrics (i.e.
minimizing the control energy) by edge modifications
is however more difficult. Even when comparing edge
modifications and control input placement as two differ-
ent means to improve such metrics, edge modifications
are generally more difficult. This comes from the fact
that the controllability Gramian as a function of the
control inputs (columns in the input matrix B) is sim-
pler than as a function of the edges (entries in the state
update matrix A). There are however a few studies in
this direction: for a given budget of edges and weights
that can be added, [4] applies differential analysis for
maximization of the trace of the Gramian control en-
ergy metric. In [2], re-weighting of existing edges is
applied in order to reduce the worst case control energy
as measured by the minimal eigenvalue of the Gramian.
Edge addition in consensus networks has received more
attention, at least for continuous time network models
[10,11,29,31,37]. In this context, the focus is often on net-
work robustness to external disturbances. Performance
measures based on network coherence can be improved
by the addition of new edges, and one interesting prob-
lem that is studied in e.g. [29,31] is how to find the edges
that give the largest gains.
In this paper we consider edge modifications in discrete-
time linear networks with (i) arbitrary stable dynamics,
and (ii) Laplacian dynamics. For a given stable network
with input and output nodes (in theory all nodes can
be both input and output nodes) we derive a transfer
function formulation for the changes in output caused
by an edge modification. The formulation is such that
it can be applied in a large scale setting in which each
of the n2 − n possible edges (n is the total number of
nodes) is considered for modification.
The focus in this paper is on networks with positive
edge weights. For this important class (appearing often
in applications) we use the theory of positive systems
together with our transfer function formulation of the
effects of edge modifications in order to derive several
new results. We show that the addition of an edge may
render a stable network unstable if the weight is large
and if new cycles appear in the network. The maximal
weight by which an edge can be modified without caus-
ing instability can be computed explicitly. We also de-
rive an analytical expression for the H∞ norm of the
transfer function for the differences in output due to the
edge addition, and a lower bound for the H2 norm, both
usable in a large scale network setting. These norms can
be interpreted as measures of the extent that an edge
modification impacts the network and can have multi-
ple applications. For instance while a large impact might
represent a large risk when dealing with disturbance at-
tenuation, it can instead represent an opportunity if we
aim at improving controllability by reducing the control
energy. For example, theH2 norm has a simple relation-
ship with the trace of the controllability Gramian, hence
adding the edges corresponding to the largest H2 norm
is a way to reduce the energy needed for control. TheH∞
norm can instead be used to express the “resilience” of a
network to edge modifications. In particular, the stabil-
ity margins associated to these edge modifications can
be computed exactly. More importantly, the explicit ex-
pression we provide for the transfer function of an edge
modification sheds light into the possible sources of in-
stability of topology-based designs like the one we are
proposing, namely, it shows that instability is triggered
by the novel positive feedback loops created by the edge
modification.
Since networks with Laplacian dynamics are marginally
stable, their H2 and H∞ norms are unbounded. How-
ever, their associated “displacement systems” are stable
and provide meaningful interpretations of the effects of
edge additions. An exact calculation of theH∞ norm as-
sociated to an edge addition is no longer possible. How-
ever, we can provide an upper bound, the first we are
aware of for the case of edge addition in general (undi-
rected) graphs (some work exists on the H∞ perfor-
mances evaluation on special structures, such as leader-
follower [12,26] or for edge addition on trees [25]). We
also show that the exact H2 norm of the displacement
system of a network can be efficiently computed for all
possible edge additions when there are inputs acting on
all nodes. If these inputs are noises rather than control
signals, then the H2 norm reflects the network coher-
ence. Hence, we can for instance use our results to design
edge additions that optimize such metric.
The rest of the paper is organized as follows. In Section 2,
definitions are given and the network model is presented.
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In Section 3, edge modifications in networks with arbi-
trary stable dynamics are considered, while Section 4
deals with networks with Laplacian dynamics. A few ap-
plications of the results are finally presented in Section
5.
A preliminary version of this paper was presented at
IFAC World Congress 2020 [17]. While this conference
paper includes most of the results of Section 3, the ma-
terial of Section 4 is presented here for the first time.
2 Preliminaries
2.1 Notation
We denote by Rn×m the set of n×m matrices with real
valued entries. R+ is the set of non-negative real num-
bers,N the set of natural numbers andN0 the set of natu-
ral numbers including zero. Given a matrix M ∈ Rn×m,
letMij , i, j = 1, . . . ,m, denote the element on row i and
column j. We use σ¯(M) for the maximal singular value
of M and denote by M† the pseudoinverse of M . For
M and N two matrices of the same dimension, M ≥ N
should be interpreted element-vise, i.e. Mij ≥ Nij ∀i, j.
The spectral radius of the square matrix M ∈ Rn×n is
denoted by ρ(M). The i-th vector of the canonical basis
of Rn is denoted ei, i = 1, . . . , n. Also, let eij = ei − ej ,
i, j = 1, . . . , n, i 6= j and 1 =
[
1 . . . 1
]>
.
A graph is indicated by the triple G = (V, E ,W), where
V = {1, . . . , n} is the set of nodes, E ⊆ {(i, j), i, j ∈ V}
is the set of edges andW = {wji ∈ R, i, j s.t. (i, j) ∈ E}
the set of edge weights. The weighted adjacency matrix
A ∈ Rn×n is defined in such a way that Aji = wji if
(i, j) ∈ E and Aji = 0 otherwise.
A path in G is a subgraph of nodes V∗ = {i1, . . . , ij} and
edges E∗ = {(i1, i2), . . . , (ij−1, ij)}. The path is directed
from i1 to ij . The cardinality of the set S is denoted by
|S|. For S = {i1, . . . , ij} ⊆ {1, . . . , n} we define ES =
[ei1 . . . eij ] ∈ Rn×|S|.
For the vector z ∈ Rn, |z| =
√
z>z is its Euclidean
norm. Given an input-output system G, we use ||G||H2
and ||G||H∞ for its H2 resp. H∞ norms.
2.2 Network model
Consider a network represented by the graph G =
(V, E ,W). Each external input is assumed to act only
on one node which is then called an input node. The set
of input nodes is K ⊆ V, |K| = nK. Similarly, the output
nodes are given by the set O ⊆ V, |O| = nO. Observe
that K = V and/or O = V is possible. We consider the
following discrete-time, linear, time-invariant model of
the network dynamics
x(t+ 1) = Ax(t) +Bu(t),
y(t) = Cx(t),
(1)
where x(t) ∈ Rn is the state of the network at time
t ∈ N0. For the directed networks with arbitrary stable
dynamics that are studied in Section 3, the state up-
date matrix is simply the adjacency matrix, i.e. A = A.
The undirected networks with Laplacian dynamics con-
sidered in Section 4 has however a slightly different ex-
pression for A (see (16)-(17) below). In (1), B = EK ∈
Rn×nK is the input matrix, u(t) ∈ RnK is the input
vector, C = E>O ∈ RnO×n is the output matrix, and
y(t) ∈ RnO the output vector.
In this paper we sometimes consider input/output re-
lations between other sets of nodes than K and O. To
make the presentation clear, we introduce the following
notation: for two sets of nodes, S1 ⊆ V and S2 ⊆ V, the
transfer function from inputs applied to S1 to the states
of S2 (intended as output nodes) is denoted by
G
(A)
S2S1 =
 A ES1
E>S2 0
 . (2)
Moreover, the impulse response is
g
(A)
S2S1(t) =
{
0 for t = 0,
E>S2A
t−1ES1 for t ∈ N.
(3)
With this notation we can write the system (1) as
y(t) = G
(A)
OKu(t), G
(A)
OK =
A B
C 0
 .
All the networks considered in this paper have positive
edge weights.
Definition 1 The linear system (A,B,C) is said to be
externally positive if its forced output is non-negative
for every non-negative input function. It is said to be
positive if for every non-negative initial state and for
every non-negative input, both its state and outputs are
non-negative.
Clearly, positivity implies external positivity. A nec-
essary and sufficient condition for (A,B,C) being ex-
ternally positive is that the impulse response is non-
negative. Moreover, (A,B,C) is positive if and only if
A ≥ 0, B ≥ 0 and C ≥ 0 [8].
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2.3 System norms and network centrality measures
Internal stability of a system on the form (1) holds true
if ρ(A) < 1, while the system is marginally stable if
ρ(A) = 1 is a simple eigenvalue of A. The networks
considered in Section 3 are assumed internally stable,
while the Laplacian systems of Section 4 are marginally
stable.
For an arbitrary internally stable discrete-time LTI sys-
tem
G =
A B
C 0
with impulse response g(t) = CAt−1B ∈
RnO× nK , t ∈ N, the H2 norm is given by
||G||2H2 =
∞∑
t=1
∑
i=1,...,nK,
j=1,...,nO
(gji(t))
2
=
∞∑
t=1
Tr g>(t)g(t),
(4)
which can be equivalently written as
||G||2H2 = Tr
(
CWC>
)
, where
W =
∞∑
τ=0
AτBB>(A>)τ
is the (infinite time) controllability Gramian.
For network systems of the form (2)-(3), the expression
(4) can be rewritten as follows. First, with the single
input node i ∈ V and the single output node j ∈ V,
||G(A)ji ||2H2 =
∞∑
t=1
(
e>j A
t−1ei
)2
=
∞∑
τ=0
((Aτ )ji)
2
:= εi→j .
The quantity εi→j ≥ 0 was introduced in [16] and re-
ferred to as the walk energy from node i to node j. In
the multiple-input-multiple-output (MIMO) case, with
S1, S2 ⊆ V arbitrary, straightforward calculations give
||G(A)S2S1 ||2H2 =
∑
∀i∈S1,
∀j∈S2
||G(A)ji ||2H2 . (5)
The following two network centrality metrics are vari-
ants of the ones proposed in [16]:
Definition 2 The input-to-node resp. node-to-output
network centralities are given by
qi = ||G(A)iK ||2H2 =
∑
∀j∈K
εj→i, i ∈ V,
pi = ||G(A)Oi ||2H2 =
∑
∀j∈O
εi→j , i ∈ V.
The walk energies and the input-to-node resp. node-
to-output centrality measures can be computed for all
nodes even in large scale networks by solving Lyapunov
equations. In this paper we shall see that these quanti-
ties are important for the impact of edge-modifications
in the network.
The H∞ norm of an LTI system is induced by the L2
signal norm,
||G||H∞ = sup
u(t)
||Gu(t)||L2
||u(t)||L2
= sup
θ
σ¯(G(θ)), (6)
whereG(θ), θ ∈ [−pi, pi] is the frequency function. While
the norm cannot usually be computed directly for LTI
systems (rather, one has to test if ||G||∞ < γ for some
γ > 0), for positive systems the following proposition
can be used:
Proposition 1 ([32]) Let G(θ) be the frequency func-
tion of a stable externally positive LTI system. Then
(1) G(0) ≥ 0,
(2) ||G||H∞ = σ¯(G(0)).
That is, the H∞ norm of a stable externally positive
system coincides with the spectral norm of the steady
state transfer function. For the network model (2), with
A ≥ 0, ρ(A) < 1 and the sets S1,S2 ⊆ V, the steady
state transfer function is
G
(A)
S2S1(0) = E
>
S2
(
I +A+A2 + ...
)
ES1
= E>S2(I −A)−1ES1 ,
which makes the exact computation of the H∞ norm
easy.
The following result will be used to determine the inter-
nal stability of positive systems.
Proposition 2 [8] For A ≥ 0, (I − A)−1 exist and is
non-negative if and only if ρ(A) < 1.
3 Edge modifications in networks with stable
dynamics
Consider a network given by the state update matrix
A = A and the setsK andO. Assume that the edge (s, t),
s, t ∈ V, is modified with the weight w such that the
state update matrix of the modified network becomes
A¯ = A+ etwe
>
s . (7)
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We always assume that w ≥ −Ats so that A¯ ≥ 0 (i.e.
the modification preserves network positivity). In the
following, we use the triplet {(s, t), w} to identify the
modification.
Denote y(t) = G
(A)
OKu(t) and y¯(t) = G
(A¯)
OKu(t) the outputs
of the networks associated to A and A¯. For a given input
sequence u(t), t = 0, 1, . . . , the difference
yδ(t) = y¯(t)− y(t) =
(
G
(A¯)
OK −G(A)OK
)
u(t) (8)
is the change in the states of the output nodes due to
the edge modification (7). The corresponding transfer
function,
Gδ = G
(A¯)
OK −G(A)OK, (9)
is from now on referred to as the delta system.
Proposition 3 Consider a network with adjacency ma-
trix A ≥ 0, sets K, O, and a modification {(s, t), w}. If
the weight w > 0, then Gδ is externally positive. If in-
stead −Ats ≤ w < 0, then −Gδ is externally positive.
Proof. With a non-negative input sequence u(t),
w > 0⇒ A¯ ≥ A ≥ 0⇒ A¯t−1 ≥ At−1 ≥ 0 ∀t ∈ N
⇒ yδ(t) = Gδu(t) = C(A¯t−1 −At−1)Bu(t) ≥ 0 ∀t ∈ N,
i.e. the output of Gδ is non-negative. Hence, Gδ is exter-
nally positive by definition.
On the other hand, choosing w s.t.−Ats < w < 0 means
reducing the weight of the existing edge (s, t), and choos-
ing w = −Ats means completely removing it. With u(t)
non-negative, we obtain
A ≥ A¯ ≥ 0⇒ −yδ(t) = −Gδu(t) ≥ 0 ∀t ∈ N,
i.e. −Gδ is externally positive.
We seek an expression for the delta system that depends
explicitly on s, t and w, but not on A¯.
Proposition 4 It holds
Gδ = G
(A)
Ot
(
I − wG(A)st
)−1
wG
(A)
sK . (10)
Proof. We have
Gδ =
 A¯ B
C 0
−
A B
C 0
 =

A¯ 0 B
0 A B
C −C 0
 .
The formulation above corresponds to the state vector
[x¯>x>]>, where x¯ is the state of the modified network
and x that of the original network. Define the state trans-
formation[
x˜
x
]
=
[
x¯− x
x
]
=
[
I −I
0 I
][
x¯
x
]
, with inverse
[
x¯
x
]
=
[
I I
0 I
][
x˜
x
]
.
Changing basis,
I −I 0
0 I 0
0 0 I


A¯ 0 B
0 A B
C −C 0


I I 0
0 I 0
0 0 I

=

A¯ etwe
>
s 0
0 A B
C 0 0
 =
 A¯ et
C 0
w
 A B
e>s 0
 ,
from which
Gδ = G
(A¯)
Ot wG
(A)
sK . (11)
Analogous calculations give
G
(A¯)
Ot −G(A)Ot = G(A¯)Ot wG(A)st
⇔ G(A¯)Ot = G(A)Ot
(
1− wG(A)st
)−1
,
which together with (11) gives (10).
Considering (8), it is the input-output relation ofGδ that
is of interest rather than the states. However, we can
observe that Gδ can always be realized with 2n states.
That is, two states for each node i ∈ V are sufficient:
one state which is the same as in the original network
(i.e. xi) and another which corresponds to the difference
w.r.t. the modified network (i.e. x¯i − xi), see the proof
of Proposition 4.
Figure 1 is a block diagram illustration of the delta sys-
tem (10). We can view Gδ in (10) as composed of three
parts through which the edge modification (7) perturbs
the network transfer function. The first and last parts
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G
(A)
sK + w G
(A)
Ot
G
(A)
st
u(t)
Gδc
Fig. 1. Block diagram of the delta system Gδ.
are the transfer functions G
(A)
sK and G
(A)
Ot respectively. If
@ at least one path from a node k ∈ K to s, then G(A)sK
is identically zero since g
(A)
sK (t) = e
>
s A
tEK = 0 ∀t. Sim-
ilarly, if @ at least one path from t to any o ∈ O, then
G
(A)
Ot is zero. In both these cases the delta transfer func-
tion is zero. Intuitively, we can extend this reasoning to
the transfer functions G
(A)
sK , G
(A)
Ot being “small”: if G
(A)
sK
is small then the source node of the new edge is essen-
tially unaffected by the inputs, while if G
(A)
Ot is small the
target node does not affect the outputs. The middle part
of Gδ is
Gδc =
(
1− wG(A)st
)−1
w,
i.e. the new edge and G
(A)
st in closed positive feedback
loop. Edge modification/addition for control of large
scale networks is studied with differential analysis in
[4]. Such analysis is only valid for the weight w small,
corresponding to the approximation Gδ ≈ G(A)Ot wG(A)sK .
However, as w increases, the effect of the feedback loop
quickly becomes significant, and it cannot be neglected.
With the delta system it is possible to characterize ex-
actly the implications of a specific edge modification
{(s, t), w}. Here we present results for the case when each
of the n(n − 1) possible edges (s, t) in a positive large
scale network have to be considered for modification.
The results are made possible by the fact that the formu-
lation (10) does not depend explicitly on A¯. This allows
computationally heavy operations to be performed only
once, and to reuse the results for the analysis of each
single edge.
3.1 Stability bounds and the H∞ norm of Gδ
Due to the feedback loop in the delta system, an edge
modification may render a stable network system un-
stable. For continuous-time positive linear systems, the
related issue of internal stability to structured perturba-
tions has been studied e.g. in [30]. The following theo-
rem investigates the problem for networked systems and
edge modifications.
Theorem 1 Consider a network with adjacency ma-
trix A ≥ 0, ρ(A) < 1, and the edge modification
{(s, t), w}, w > 0. If the original network has no path
t → s, then the modified network is internally stable for
any w > 0. On the other hand, if there is a path t → s,
then the modified network is internally stable if and only
if 0 ≤ w < 1/ ((I −A)−1)
st
.
Proof. First note that for A ≥ 0, ρ(A) < 1,
e>s (I −A)−1et = e>s
(
I +A+A2 + . . .
)
et{
= 0 if @ a path t→ s,
> 0 if ∃ a path t→ s.
By Proposition 2, ρ(A¯) < 1 holds true if and only if
(I − A¯)−1 ≥ 0. We will show that this is the case for the
weights specified by the theorem.
Sufficiency: Using the matrix inversion lemma [13], we
obtain
(I − A¯)−1 = (I −A− etwe>s )−1
= (I −A)−1 + (I −A)
−1etwe>s (I −A)−1
1− we>s (I −A)−1et
.
(12)
Given that (I − A)−1 ≥ 0, the expression (12) is non-
negative if the denominator is s.t.
1− we>s (I −A)−1et > 0.
This is true for any w > 0 if @ a path t → s, and for
0 < w < 1/
(
(I −A)−1)
st
if ∃ a path t→ s.
Necessity: Assume that ∃ a path t → s and, by contra-
diction, that w > 1/
(
(I −A)−1)
st
. Then
0 > 1− w ((I −A)−1)
st
> −w ((I −A)−1)
st
⇒ 1
1− w ((I −A)−1)st
<
1
−w ((I −A)−1)st
.
The element on row s and column t of (12) is
((I−A¯)−1)st
=
(
(I −A)−1)
st
+
(
(I −A)−1)
st
w
(
(I −A)−1)
st
1− w ((I −A)−1)st
<
(
(I −A)−1)
st
+
(
(I −A)−1)
st
w
(
(I −A)−1)
st
−w ((I −A)−1)st
= 0,
i.e. it does not hold (I − A¯)−1 ≥ 0, hence from Proposi-
tion 2 the modified network is not stable. Finally, with
w = 1/
(
(I −A)−1)
st
, the inverse (I−A¯) does not exist.
This case corresponds to A¯ marginally stable.
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When the conditions on the weight w of Theorem 1 are
met, then both G
(A)
OK and G
(A¯)
OK are stable. Hence, also
Gδ = G
(A¯)
OK − G(A)OK is stable and ||Gδ||H2 , ||Gδ||H∞ are
bounded.
We can interpret Theorem 1 in terms of cycles in the
network: G
(A)
st > 0 if there is a path t → s. This path
forms a cycle with the modified edge {(s, t), w}. As a
consequence, only edge additions that create new cycles,
or edge modifications that increase the weight of an ex-
isting edge that is part of a cycle, may cause instability.
Edge removal or reduction of the weight of an existing
edge in a positive network will on the other hand never
cause instability [8, p. 43]. To see this, consider (7) with
−Ats ≤ w < 0 implying that A ≥ A¯ ≥ 0. Let x¯e(t)
resp. xe(t) denote the free motion of the modified resp.
original network, then with x¯e(0) = xe(0) it follows that
xe(t) ≥ x¯e(t) ≥ 0 ∀t.
The H∞ norm of Gδ can be computed exactly.
Theorem 2 Consider a network with adjacency matrix
A ≥ 0, ρ(A) < 1 and the sets K, O. For the edge modifi-
cation {(s, t), w}, −Ats ≤ w < 1/((I −A)−1)st, it holds
||Gδ||H∞ =
√∑
o∈O
(((I −A−1)ot)2 |w|
√∑
k∈K
(((I −A)−1)sk)2
1− ((I −A)−1)st w
(13)
Proof. The condition −Ats ≤ w < 1/((I −A)−1)st im-
plies that A¯ ≥ 0, ρ(A¯) < 1 and the norm ||Gδ||H∞ is
bounded.
For positive weights, 0 < w < 1/((I −A)−1)st, Gδ is
externally positive, hence ||Gδ||H2 = σ¯(Gδ(0)). Notice
that Gδ(0) is a rank one matrix. We can write
Gδ(0) = G
(A)
Ot (0)G
δ
c(0)G
(A)
sK (0)
=
G
(A)
Ot (0)sign(G
δ
c(0))
|G(A)Ot (0)|
· |G(A)Ot (0)| |Gδc(0)| |G(A)sK (0)|
G
(A)
sK (0)
|G(A)sK (0)|
, (14)
where sign(·) is the signum function. The equation (14) is
a singular value decomposition since G
(A)
sK (0)/|G(A)sK (0)|
and G
(A)
Ot (0)sign(G
δ
c(0))/|G(A)Ot (0)| are norm-1 row resp.
column vectors. By identification, the positive scalar
|G(A)Ot (0)| |Gδc(0)| |G(A)sK (0)| is the only (hence the maxi-
mal) singular value. Evaluating it gives (13).
For−Ats ≤ w < 0, instead−Gδ is externally positive. In
this case, replace Gδc(0) with −Gδc(0) in equation (14) to
obtain a singular value decomposition of −Gδ(0). Then
use ||Gδ||H∞ = || −Gδ||H∞ = σ¯(−Gδ(0)).
The computational complexity in evaluating the stabil-
ity bounds of Theorem 1 and ||Gδ||H∞ lies in the matrix
inversion. This however has to be done only once for all
possible edge modifications {(s, t), w}.
3.2 The H2 norm of Gδ
The next lemma establishes two properties of positive
systems that will be used to bound ||Gδ||H2 .
Lemma 1 Let G and H be two externally positive sys-
tems with impulse responses g(t) resp. h(t). Assuming
matching input/output dimensions, the following hold,
P1. ||G+H||2H2 ≥ ||G||2H2 + ||H||2H2 .
P2. For G a multiple input single output (MISO) sys-
tem and H a single input multiple output (SIMO)
system, ||HG||H2 ≥ ||H||H2 ||G||H2 .
Proof.
P1: From the definition of the H2 norm (4) we have
||G+H||2H2 = Tr
( ∞∑
t=0
(g(t) + h(t))(g(t) + h(t))>
)
≥ Tr
( ∞∑
t=0
g(t)g(t)>
)
+ Tr
( ∞∑
t=0
h(t)h(t)>
)
= ||G||2H2 + ||H||2H2 .
In the inequality we disregard the cross-terms, knowing
that they are non-negative since g(t) ≥ 0 and h(t) ≥
0 ∀t.
P2: We first show the result for G and H being SISO
systems. The impulse response of HG is the convolution
(h ∗ g)(t), hence
||HG||2H2 =
∞∑
t=0
(h ∗ g)2(t) =
∞∑
t=0
(
t∑
τ=0
g(t− τ)h(τ)
)2
≥
∞∑
t=0
t∑
τ=0
g2(t− τ)h2(τ) =
∞∑
τ=0
∞∑
t=τ
g2(t− τ)h2(τ)
= /using k = t− τ/ =
∞∑
τ=0
∞∑
k=0
g2(k)h2(τ)
=
∞∑
τ=0
h2(τ)
∞∑
k=0
g2(k) = ||H||2H2 ||G||2H2 .
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In the inequality above we use the fact that all cross
terms are non-negative.
Next, let G = [G1 . . . GnK ] be an nK-input-single-
output system, and H = [H1 . . . HnO ]
> a single-input-
nO-output system. Then HG is nO×nK, and the trans-
fer function from the i-th input to the j-th output is
(HG)ji = HjGi. From (5),
||HG||2H2 =
nO∑
j=1
nK∑
i=1
||(HG)ji||2H2 =
nO∑
j=1
nK∑
i=1
||HjGi||2H2
≥
nO∑
j=1
nK∑
i=1
||Hj ||2H2 ||Gi||2H2 =
nO∑
j=1
||Hj ||2H2
nK∑
i=1
||Gi||2H2
= ||H||2H2 ||G||2H2 ,
which proves the lemma. In the inequality we use P2 for
SISO systems.
Remark 1 Notice that P2 does not hold in general
for G and H positive multiple-input-multiple-output
(MIMO) systems. For instance, with G = H both
given by [y1(t) y2(t)]
> = [u1(t − 1) u2(t − 1)]>, it is
||HG||2H2 = 2 < ||H||2H2 ||G||2H2 = 4. Moreover, the
properties P1 and P2 do not hold in general for G, H
not positive.
Theorem 3 Consider a network with adjacency matrix
A ≥ 0, ρ(A) < 1 and the sets K, O. For the edge mod-
ification {(s, t), w}, −Ats ≤ w < 1/((I −A)−1)st, the
H2-norm of the delta system is bounded by
||Gδ||2H2 ≥ pt
w2
1− εt→sw2 qs. (15)
Proof. The conditions
1 > w((I −A)−1)st = w
(
I +A+A2 + . . .
)
st
,
w > 0,
A ≥ 0
imply
1 > w2
((
I +A+A2 + . . .
)
st
)2
≥ w2 ((Ist)2 + (Ast)2 + ((A2)st)2 + . . . )
= w2εt→s.
It follows from Definition 1 that externally positive sys-
tems in series or in parallel constitute an externally pos-
itive system. Hence we conclude that the feedback loop
Gδc = w
(
1 +G
(A)
st w + (G
(A)
st w)(G
(A)
st w) + . . .
)
is externally positive, and
||Gδc||2H2 =
∣∣∣∣∣∣w (1 +G(A)st w + (G(A)st w)(G(A)st w) + . . .)∣∣∣∣∣∣2H2
≥ w2
(
1 + ||G(A)st w||2H2 + ||G(A)st wG(A)st w||2H2 + . . .
)
≥ w2
(
1 + ||G(A)st w||2H2 + ||G(A)st w||2H2 ||G(A)st w||2H2 + . . .
)
=
w2
1− εt→sw2 ,
where the properties P1 and P2 are used in the first resp.
second inequality. We also use ||G(A)st w||2H2 = εt→sw2 <
1 and geometric series. Finally, since Gδ = G
(A)
Ot G
δ
cG
(A)
sK ,
i.e. three positive systems in series, we can apply Prop-
erty P2 to obtain
||Gδ||2H2 ≥
∣∣∣∣∣∣G(A)Ot ∣∣∣∣∣∣2H2 ∣∣∣∣Gδc∣∣∣∣2H2
∣∣∣∣∣∣G(A)sK ∣∣∣∣∣∣2H2
=
ptw
2qs
1− εt→sw2 .
3.3 Interpretations
The impact of an edge modification in networks with
stable dynamics is quantified with the H∞ norm of the
delta system in Theorem 2 and with the H2 norm in
Theorem 3. Although the mathematical expressions dif-
fer between the two cases, we can see that the impact
depends on three things (besides the actual weight w):
(i) The gain from the input nodes to the source node
of the modified edge:
H∞: |G(A)sK (0)|,H2: the input-to-node centrality qs.
(ii) The gain from the target node to the output nodes:
H∞: |G(A)Ot (0)|,H2: the node-to-output centrality pt.
(iii) The strength of the feedback loop:
H∞: G(A)st (0) =
(
(I −A)−1)
st
,
H2: the walk energy εt→s.
These dependencies are evident in the block diagram of
Figure 1.
4 Edge addition in undirected networks with
Laplacian dynamics
In this section we consider undirected connected consen-
sus networks obtained as discretizations of Laplacian dy-
namics. Let K = {k1, . . . , knK} ⊆ V be the input nodes
8
and define fi(t) = u`(t) if i = k` ∈ K and fi(t) = 0 oth-
erwise. The state of node i ∈ V is updated in discrete
time according to
xi(t+ 1) = xi(t) +
∑
j s.t. (j,i)∈E
wij(xj(t)− xi(t)) + fi(t)
with A = [wij ] an irreducible adjacency matrix. As in
the previous section, we assume that the edge weights
are always positive. The graph Laplacian matrix
L =
∑
(i,j)∈E
wijeije
>
ij (16)
is positive semidefinite, with 1 both a left and right
eigenvector corresponding to the zero eigenvalue. With
L, the dynamics of the entire network can be expressed
as
x(t+ 1) = (I − L)x(t) +Bu(t), (17)
which is on the form (1) with the state update matrix
A = I − L and input matrix B = EK. Apart from con-
nectivity of the network, we further assume that
max
i
(λi(L)) = ρ(L) < 1 (18)
where λi(L) is an eigenvalue of L. Since L is symmetric
and positive semidefinite, from Schur theorem (see [13],
Thm. 4.3.45) (18) implies that for each i ∈ V it holds∑
j s.t. (j,i)∈E
wij < 1.
If the model (17) is obtained as a discretization of a con-
tinuous time model, then the condition (18) can always
be satisfied by choosing the step-size small enough. Un-
der these assumptions, A ≥ 0 and its eigenvalues, λi,
i = 1, . . . , n, are positive real and can be ordered as
0 < λ1 ≤ λ2 ≤ · · · ≤ λn−1 < λn = 1, where 1 now is
the left and right eigenvector corresponding to λn, i.e.,
A is a row and column stochastic matrix [13]. Hence, the
dynamical system (17) is marginally stable and its in-
finite time controllability Gramian is unbounded. Con-
sequently, if we consider all nodes as output nodes (i.e.
C = I), then the H2 norm of the system is unbounded.
A similar problem occurs for the H∞ norm. Adding an
edge to the network does not change this fact: the sum
(16) is extended with one more term but (I − L)1 = 1
still holds, which means λn = 1, i.e., the system remains
marginally stable.
However, a small modification of (17) gives bounded
H2/H∞ norms and meaningful interpretations of the ef-
fects of edge additions. Let
J = lim
t→∞A
t = 11>/n.
The following properties of J can be computed straight-
forwardly.
Lemma 2 For the matrix J it holds:
Jk = J, ∀k ∈ N⇒ (I − J)k = (I − J) ∀k ∈ N,
AJ = J,
A(I − J) = (I − J)A.
Define the displacement system with state vector ξ(t) =
(I − J)x(t),
ξ(t+ 1) = (I − J) (Ax(t) +Bu(t))
= AJξ(t) +BJu(t), (19)
whereAJ = (I−J)A andBJ = (I−J)B. Note that since
I − J is singular, ξ = (I − J)x is not a proper change of
basis, rather a projection onto the subspace orthogonal
to span(1), the disagreement subspace [28,36].
Proposition 5 The displacement system (19) is inter-
nally stable.
Proof. Since A is symmetric, it can be factorized
A = UΛU>,
where U ∈ Rn×n is orthogonal (UU> = U>U = I),
Λ = diag(λ1, . . . , λn), and the n-th column of U , U [n] =
1/
√
n, is the normalized eigenvector corresponding to
λn = 1. For AJ we have
AJ = UΛU
>(I − 11>/n)
=
(
n∑
i=1
U [i]λiU [i]
>
)
(I − U [n]U [n]>)
=
n∑
i=1
U [i]λiU [i]
> − U [n]λn U [n]>U [n]︸ ︷︷ ︸
=1
U [n]>
=
n−1∑
i=1
U [i]λiU [i]
> = U Λ˜U>, (20)
where Λ˜ = diag(λ1, . . . , λn−1, 0). Hence the spectral ra-
dius is ρ(AJ) = λn−1 < 1.
Since the displacement system is internally stable, its
infinite time controllability Gramian
Wξ =
∞∑
τ=0
AτJBJB
>
J (A
>
J )
τ (21)
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exists and is the unique solution to the Lyapunov equa-
tion
AJWξA
>
J −Wξ +BJB>J = 0.
Using the properties of J stated in Lemma 2, this equa-
tion can alternatively be expressed as{
AWξA
> −Wξ +BJB>J ,
JWξJ
> = 0.
The continuous time equivalent to the Gramian (21) is
referred to as the pseudo controllability Gramian of (17)
in [7].
Notice that span(1) is in the nullspace of Wξ. With Wξ,
the energy needed to control the network in any direction
of the (n−1)-dimensional disagreement subspace can be
computed.
4.1 Transfer function for the displacement system and
its H∞ norm
Proposition 6 The two systems
Υξ = {AJ , BJ , C} and Υχ = {A, BJ , C}
correspond to nonminimal realizations of the same trans-
fer function, but with different zero/pole cancellations.
Furthermore, the H2 and H∞ norms of Υξ and Υχ are
the same.
Proof. From Lemma 2, for the impulse responses we
have:
gx(t) = CA
t−1BJ = CAt−1(I−J)B = CAt−1J BJ = gξ(t).
(22)
If the impulse responses are identical, so are the corre-
sponding transfer functions, modulo zero/pole cancel-
lations. Since A and AJ differ only for the eigenvalue
λn = 1, in Υχ the term z − 1 corresponds to the ze-
ro/pole cancellation, while in Υξ it is the term z. Since
the two transfer functions are the same, so are the corre-
sponding H2 and H∞ norms. For H2 it is obvious from
(22) and (4), while for H∞ it will be obvious once we
have proven Proposition 7.
Remark 2 By the same token as in Proposition 6, also
the systems {A, B, CJ}, {A, BJ , CJ}, {AJ , B, C},
{AJ , B, C}, {AJ , B, CJ}, {AJ , BJ , CJ} all have the
same transfer function as Υχ, Υξ, modulo zero/pole
cancellations.
The following proposition states that although the dis-
placement system is not externally positive, itsH∞ norm
is still given by the spectral norm of its DC-gain.
Proposition 7 For the displacement system Υξ it is
||Gξ||H∞ = σ¯(Gξ(0)), where Gξ(z) is the transfer func-
tion of Υξ.
Proof. From (22), Lemma 2, and (20), one gets
Gξ(z) =
∞∑
τ=0
CAτJBJz
−τ =
∞∑
τ=0
CAτJBz
−τ
=
∞∑
τ=0
C
(
U Λ˜U>
)τ
Bz−τ = CU
( ∞∑
τ=0
Λ˜τz−τ
)
U>B
= CU

∑∞
τ=0 λ
τ
1z
−τ
. . . ∑∞
τ=0 λ
τ
n−1z
−τ
0
U>B
= CU

1
z−λ1
. . .
1
z−λn−1
0
U>B
Since λi > 0, i = 1, . . . , n− 1, 1z−λi is the transfer func-
tion of a positive system, hence argsupθσ
(
1
eiθ−λi
)
= 0,
i = 1, . . . , n − 1. Furthermore, since U is an isometry,
and B, C are (nonnegative) elementary columns/rows
matrices, it follows that supθ σ¯ (Gξ(θ)) = σ¯(Gξ(0)).
4.2 An upper bound on theH∞ norm for edge additions
From (16), the edge addition {(s, t), w}, w > 0, results
in the Laplacian matrix
L¯ = L+ weste
>
st
and hence in
A¯ = A− weste>st, (23)
where we always assume that the weights of A¯ satisfy
(18). Since we are dealing with an undirected graph,
(23) is always intended as the edge pair {(s, t), w} and
{(t, s), w}, and leads to 4 terms, because two diagonal
terms are needed to guaranteee that the Laplacian struc-
ture of L¯ (and the stochasticity of A¯) is preserved. The
expression (23) leads to a similar expression for the dis-
placement system
A¯J = A¯(I − J) = AJ − weste>st.
This can be used to compute the delta system for the
displacement
Gδξ = G
(A¯J )
OK −G(AJ )OK . (24)
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By construction, G
(A)
OK and G
(A¯)
OK are both marginally
stable, while G
(AJ )
OK and G
(A¯J )
OK are both stable, since
both are displacement systems and Proposition 5 ap-
plies. From (24), then, also Gδξ is stable (“parallel inter-
connection”).
Proposition 8 It holds
Gδξ =
(
G
(AJ )
Os −G(AJ )Ot
)
·
(
1− w
(
G
(AJ )
st +G
(AJ )
ts −G(AJ )ss −G(AJ )tt
))−1
w
·
(
G
(AJ )
tK −G(AJ )sK
)
.
(25)
Proof. The proof is similar to that of Proposition 4,
with the extra difficulty of having to deal with 4 terms
simultaneously. Repeating the calculations in the proof
of Proposition 4, we get
Gδξ =
(
G
(A¯J )
Os −G(A¯J )Ot
)
w
(
G
(AJ )
tK −G(AJ )sK
)
,
and then
G
(A¯J )
Os −G(AJ )Os =
(
G
(A¯J )
Os −G(A¯J )Ot
)
w
(
G
(AJ )
ts −G(AJ )ss
)
G
(A¯J )
Ot −G(AJ )Ot =
(
G
(A¯J )
Ot −G(A¯J )Os
)
w
(
G
(AJ )
st −G(AJ )tt
)
.
Hence
G
(A¯J )
Os −G(A¯J )Ot =
(
G
(AJ )
Os −G(AJ )Ot
)
·
(
1− w
(
G
(AJ )
st +G
(AJ )
ts −G(AJ )ss −G(AJ )tt
))−1
.
from which the result follows.
Notice that the middle part of Gδξ,
Gδc =
(
1− w
(
G
(AJ )
st +G
(AJ )
ts −G(AJ )ss −G(AJ )tt
))−1
w
=
1 + w
AJ est
e>st 0
−1 w
has still the interpretation of all additional feedback
loops induced by the new edge(s), including self-loops.
Unlike in Section 3, we can only provide an upper bound
on the H∞ norm of Gδξ, not an exact value.
Theorem 4 Consider a network with graph Laplacian
L and sets K, O. Consider an edge addition {(s, t), w},
w > 0, which respects (18). For the δ system of the cor-
responding displacement system, it is
||Gδξ||H∞ ≤
(γOsγtK + γOtγsK + γOtγtK + γOsγsK)w∣∣∣1− w(L†st + L†ts − L†ss − L†tt)∣∣∣
(26)
where, for r = s, t,
γOr =
√√√√∑
o∈O
(
L†or +
1
n
)2
, γrK =
√√√√∑
k∈K
(
L†rk +
1
n
)2
,
and L†rv is the (r, v) entry of the pseudoinverse of the
Laplacian L.
Proof. The proof follows the same reasoning as the one
of Theorem 2. From Proposition 7, ||Gδξ||H∞ = σ¯(Gδξ(0)).
Computing the DC gain of Gδξ from (25),
Gδξ(0) =
G
(AJ )
Os (0)sign(G
δ
c(0))
|G(AJ )Os (0)|
· |G(AJ )Os (0)| |Gδc(0)| |G(AJ )tK (0)|
G
(AJ )
tK (0)
|G(AJ )tK (0)|
+
G
(AJ )
Ot (0)sign(G
δ
c(0))
|G(AJ )Ot (0)|
· |G(AJ )Ot (0)| |Gδc(0)| |G(AJ )sK (0)|
G
(AJ )
sK (0)
|G(AJ )sK (0)|
− G
(AJ )
Ot (0)sign(G
δ
c(0))
|G(AJ )Ot (0)|
· |G(AJ )Ot (0)| |Gδc(0)| |G(AJ )tK (0)|
G
(AJ )
tK (0)
|G(AJ )tK (0)|
− G
(AJ )
Os (0)sign(G
δ
c(0))
|G(AJ )Os (0)|
· |G(AJ )Os (0)| |Gδc(0)| |G(AJ )sK (0)|
G
(AJ )
sK (0)
|G(AJ )sK (0)|
.
Each of the 4 terms above is a rank-1 matrix which can
be considered in singular value decomposition form, with
the inner term (|G(AJ )Os (0)| |Gδc(0)| |G(AJ )tK (0)|, and so on
for the others) being the corresponding singular value.
Since I − AJ = L + J and (L + J)−1 = L† + J [34],
it is (I − AJ)−1 = L† + J , hence when computing the
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Euclidean norm of the various terms, we have
∣∣∣G(AJ )Os (0)∣∣∣ =√∑
o∈O
(((I −AJ)−1)os)2 =
√∑
o∈O
((L† + J)os)
2
=
√√√√∑
o∈O
(
L†os +
1
n
)2
and similarly for the other transfer functions. Using the
same argument for Gδc, it is
Gδc(0) =
w∣∣∣1− w(L†st + 1n + L†ts + 1n − L†ss − 1n − L†tt − 1n )∣∣∣
In the worst case possible, the 4 terms of the singular
value decompositions will be collinear, with the overall
singular value given by the sum of the 4 terms, hence in
general in (26) we have an inequality sign.
Remark 3 The denominator of (26) can be expressed
compactly in terms of the effective resistance between
nodes s and t [34]:
Rts = e
>
tsL
†ets = L†ss + L
†
tt − L†st − L†ts.
4.3 Coherence as H2 norm
In order to computeH2 norms, we will consider only the
case of inputs and outputs on each node. The following
result is similar to [18], but it is here reformulated for
the displacement system.
Theorem 5 In the displacement system (19), let 0 <
λ1 ≤ λ2 ≤ · · · ≤ λn−1 < λn = 1 be the eigenvalues of A,
and B = C = I. Then the H2 norm is given by
||Υξ||2H2 =
n−1∑
i=1
1
1− λ2i
(27a)
= Tr((I −A2)†). (27b)
Proof. From B = I, it is BJ = I − J , and it is easy to
show (using Lemma 2 and the factorization (20)) that
AτJBJ =
n−1∑
i=1
U [i]λτi U [i]
>, ∀τ ∈ N0
⇒Wξ =
∞∑
τ=0
AτJBJB
>
J (A
>
J )
τ =
∞∑
τ=0
n−1∑
i=1
U [i](λ2i )
τU [i]>
and so
||Υξ||2H2 = Tr(Wξ) =
∞∑
τ=0
n−1∑
i=1
(λ2i )
τ =
n−1∑
i=1
1
1− λ2i
.
Moreover, since
I −A2 = UU> − UΛU>UΛU> = U(I − Λ2)U>,
where I − Λ2 is diagonal, the eigenvalues of I − A2 are
the diagonal elements 1− λ2i , i = 1, . . . , n. The matrix
I − A2 is singular since 1− λ2n = 0 is one eigenvalue. It
is easy to verify that the matrix
(I −A2)† = Udiag
(
1
1− λ21
, . . . ,
1
1− λ2n−1
, 0
)
U>
(28)
is the pseudo-inverse of I−A2. Finally, since the trace of
a matrix is the sum of its eigenvalues, we conclude that
||Υξ||2H2 = Tr((I −A2)†).
Notice that in terms ofAJ theH2 norm can be expressed
as
||Υξ||2H2 = Tr((I −A2J)−1)− 1.
When the inputs to the network are noise processes
rather than control signals, then the infinite time con-
trollability Gramian can be interpreted as the covariance
matrix of the state vector [27]. The network model
x(t+ 1) = (I − L)x(t) + w(t), (29)
where w(t) is a vector of zero-mean i.i.d. white noise pro-
cesses, is studied in for instance [1,10,29]. This model
assumes noise inputs on each node. One performance
metric for such networks is the network coherence, usu-
ally defined as the steady state variance of the deviation
from consensus [1], in equations,
C = lim
t→∞
n∑
i=1
E

xi(t)− 1
n
n∑
j=1
xj(t)
2
 . (30)
For the network model (29), this expression can be de-
veloped as
C = lim
t→∞E
[
t−1∑
τ=0
(
A
(t−τ)
J BJw(τ)
)>
A
(t−τ)
J BJw(τ)
]
= Tr(Wξ)
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i.e. C in (30) is the same as the squared H2 norm of the
displacement system. (See e.g. [1] for the corresponding
result for continuous time systems.)
4.4 The change in coherence from edge additions
We now turn to the problem of designing edge additions
for optimal coherence. In particular, we show how the
coherence changes with the addition of an edge. The so-
lution that we present here for discrete time systems dif-
fers in several ways from that of continuous time systems
reported in the literature [31]. Moreover, our results al-
low for efficient computation of the improvement in co-
herence from each possible edge addition in a large scale
network.
For the edge addition (23), we are interested in the dif-
ference
Cδ = C¯ − C,
where C¯ is the coherence after the edge addition and C
the one before.
Proposition 9 For any edge addition {(s, t), w}, w >
0, it holds Cδ ≤ 0.
Proof. As before, let 0 < λ1 ≤ λ2 ≤ · · · ≤ λn−1 <
λn = 1 be the eigenvalues of A and let 0 < λ¯1 ≤ λ¯2 ≤
· · · ≤ λ¯n−1 < λ¯n = 1 be the eigenvalues of A¯. Since A−
A¯ = estwe
>
st is positive semidefinite, Weyl’s eigenvalue
inequality applies [13], giving λ¯i ≤ λi, i = 1, . . . , n. This
implies that
C¯ =
n−1∑
i=1
1
1− λ¯2i
≤
n−1∑
i=1
1
1− λ2i
= C,
hence, Cδ = C¯ − C ≤ 0.
According to the previous proposition, the addition of
an edge in a consensus network with noise inputs always
reduces the coherence C. (Alternatively, in a consensus
network with control signal inputs, adding an edge al-
ways makes it more difficult to steer the network in the
directions of the disagreement subspace since ||Υξ||H2 is
reduced.)
Theorem 6 The edge addition {(s, t), w} changes the
network coherence by
Cδ =
(
e>st(I −A2)†est
)2
α1α2
(31a)
+
e>st(I +A)
−1(I −A)†(I +A)−1est
α1
+
e>st(I −A)†(I +A)−1(I −A)†est
α2
, (31b)
where
α1 =
1
w
− e>st(I +A)−1est, (31c)
α2 =
1
−w − e
>
st(I −A)†est. (31d)
Proof. From (27b),
C¯ = Tr(I − A¯2)† = Tr ((I − A¯)(I + A¯))†
= Tr(I + A¯)−1(I − A¯)†.
Observe that I+A¯ is non-singular and invertible. Apply
the matrix inversion lemma [13],
(I + A¯)−1 = (I +A− estwe>st)−1
= (I +A)−1 + β1,
where
β1 = (I +A)
−1este>st(I +A)
−1/α1
and α1 as in (31). For the pseudo-inverse (I − A¯)†, [19,
Theorem 3] applies, which gives the similar expression
(I − A¯)† = (I −A+ estwe>st)†
= (I −A)† + β2,
where
β2 = (I −A)†este>st(I −A)†/α2
and α2 as in (31). Hence,
(I − A¯2)† = ((I +A)−1 + β1) ((I −A)† + β2)
= (I +A)−1(I −A)† + β1(I −A)†
+ (I +A)−1β2 + β1β2
= (I −A2)† + β1(I −A)† + (I +A)−1β2 + β1β2,
which implies that
Cδ = C¯ − C = Tr(I − A¯2)† − Tr(I −A2)†
= Tr
(
β1(I −A)† + (I +A)−1β2 + β1β2
)
.
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It is straight-forward to verify that this expression eval-
uates to (31) using the cyclic property of the trace op-
erator.
The next proposition is straightforward and is used to
obtain an efficient computation of (31) for all possible
edge additions {(s, t), w}, s, t = 1, . . . , n, s 6= t, and
w ∈ R+ given.
Proposition 10 Let M ∈ Rn×n and symmetric. Then
N = 1diag(M)> + diag(M)1> − 2M (32)
is such that
e>ijMeij = Nij .
Given the factorization A = UΛU , all the matrices
(I −A)†, (I +A)−1, (I −A2)†,
(I +A)−1(I −A)†(I +A)−1, and
(I −A)†(I +A)−1(I −A)†
appearing in the right hand side of (31) can be easily
computed with elementary operations (see e.g. (28) for
(I−A2)†). By applying Proposition 10 to these matrices,
a matrix Q can be constructed with elements Qts = Cδ
for the edge addition {(s, t), w}.
5 Applications
5.1 Edge modifications and the degree of controllability
For internally stable networks, edge modifications can
be used as a mean to improve the degree of controlla-
bility [2,4]. One metric for the energy needed for control
is Tr(W ), or Tr(CWC>) when only the states of cer-
tain output nodes are considered. In this context, equa-
tion (15) provides a lower bound on the increment that
the edge addition {(s, t), w}, 0 < w < 1/((I −A)−1)st,
gives to the trace of the Gramian of a positive network.
With W the controllability Gramian for (A,B) and W¯
the controllability Gramian for (A¯, B), it is
Tr
(
CW¯C>
)
= ||G(A¯)OK||2H2 = ||G(A)OK +Gδ||2H2
≥ ||G(A)OK||2H2 + ||Gδ||2H2
≥ Tr (CWC>)+ ptw2qs
1− εt→sw2 .
One way to improve Tr
(
CWC>
)
is therefore to make
edge modifications in a greedy manner, choosing the
edges that correspond to the largest bounds (15).
5.2 Network fragility
Fragility of internally stable networks can be defined
in many different ways. In [21], fragility refers to the
sensitivity of a network to variations in the edge weights
and it is quantified by the stability radius,
r(A) = min{σ¯(∆) s.t. ρ(A+ ∆) ≥ 1},
i.e. the spectral norm of the smallest change in the net-
work weights that renders it unstable. [21] assumes no
particular structure on the matrix ∆. However, if we re-
strict ∆ to the set of real matrices with only one non-zero
entry, then it represents an edge modification as studied
in this paper. For this case the metric r(A) is in fact the
stability margin 1/((I −A)−1)st of Theorem 1.
5.3 Simulations
The metrics for the impact of edge modifications of Sec-
tion 3 are computed for a random Erdo˝s–Re´nyi network
with 500 nodes and plotted in Figure 2. Edges are gen-
erated with probability 0.02 and with weights that are
first sampled from the uniform distribution over ]0 1],
and then rescaled such that the prespecified spectral ra-
dius ρ(A) = 0.9 is obtained. (Hence, the network is pos-
itive and stable.) 50 input nodes and 100 output nodes
are randomly selected. In Figure 2(a), the stability mar-
gins 1/((I −A)−1)st are plotted for all s, t ∈ V, s 6= t.
The figure also shows the weight w = 10. For the ≈ 2500
edges {(s, t), w} at the left end of the plot (see the in-
set), it holds w ≥ 1/((I −A)−1)st. Hence, in these cases
the modification {(s, t), w} renders the network unsta-
ble. The metric ||Gδ||H∞ is computed and plotted in
Figure 2(b) for each single edge modification {(s, t), w},
s, t ∈ V, s 6= t and w = 10. The modifications that re-
sult in instability can be observed here as marks at the
top right corner of the figure. The lower bound (15) on
||Gδ||H2 is also plotted for each possible single edge mod-
ification. For comparison, the exact values are computed
for a few edges using standard Matlab routines. (This is
however infeasible to do for all edges due to the compu-
tational cost.) It appears that the bound is consistently
close to the exact value in the cases where it has been
computed.
Figure 3 presents an example of iterative edge addi-
tion to optimize the coherence in networks with Lapla-
cian dynamics and subject to noise inputs on each node.
Starting with a line network (blue), edges are added one
at a time (red), each time selecting the edge that gives
the largest improvement Cδ. All edges have weight 0.2.
When 10 edges have been added, the coherence has re-
duced from C = 173.37 to 30.8. It appears that edges
are added in a way that efficiently reduces the shortest
path between any pair of nodes (from 19 in the original
network to 4 in the grown network). While this exam-
ple is of small scale to illustrate how edges are added,
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Fig. 2. Numerical computations on a random Erdo˝s–Re´nyi
network with 500 nodes. For all s, t ∈ V, s 6= t and
weight w = 10, the plots show (a) the stability margins
1/((I −A)−1)st, (b) the norm ||Gδ||H∞ and the lower bound
of ||Gδ||H2 . Edges are ordered along the x-axis in ascending
order in both cases. For a sub-selection of 30 edges, also the
exact value of ||Gδ||H2 has been computed.
Fig. 3. Iterative edge addition in networks with Laplacian
dynamics. The original (blue) line network is grown with new
edges (red) that efficiently improve the network coherence.
our method is feasible also for large scale networks with
arbitrary topology.
6 Conclusions
In large scale networks with stable dynamics, the partic-
ular structure of the transfer function Gδ that we derive
for the changes in network output due to an edge modi-
fication enables us to quantify the impact of each possi-
ble edge modification. Whether we use the H2 norm or
the H∞ norm as metric, the impact from modifying the
edge (s, t) depends on three network properties: (i) the
strength of the connections from the input nodes to s,
(ii) that from t to the output nodes, and (iii) the feed-
back connections from t to s. In particular, the third
factor appears not to have been observed before in the
context of network control systems. In the case of stable
dynamics it provides a stability margin which leads to
an upper bound on the admissible edge weights.
When Laplacian dynamics is imposed, the third factor
becomes less important, as the Laplacian structure takes
care of automatically maintaining the state update ma-
trix at the marginal stability boundary.
As a possible application of our results, we show how
the proposedH2 metric can be used to design edge mod-
ifications that improve the trace of the controllability
Gramian control energy metric. Moreover, the stability
margins we present for networks subject to edge mod-
ifications has possible applications to network robust-
ness/fragility. In this case, an interesting extension of
our results would be for instance to consider the stability
margins when k ∈ 2, 3, . . . arbitrary edges are allowed to
be modified simultaneously, rather than one at a time.
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