Microcalcifications are small crystals of calcium apatites which form in human tissue through a number of mechanisms. The size, morphology, and distribution of microcalcifications are important indicators in the mammographic screening for and diagnosis of various carcinomas in the breast. Although x-ray mammography is currently the only accepted method for detecting microcalcifications, its efficacy in this regard can be reduced in the presence of dense parenchyma. Current ultrasound scanners do not reliably detect microcalcifications in the size range of clinical interest. The results of theoretical, simulation, and experimental studies focused on the improvement of the ultrasonic visualization of microcalcifications are presented. Methods for estimating the changes in microcalcification detection performance which result from changes in aperture geometry or the presence of an aberrator are presented. An analysis of the relative efficacy of spatial compounding and synthetic receive aperture geometries in the detection of microcalcifications is described. The impact of log compression of the detected image on visualization is discussed. Registered high resolution ultrasound and digital spot mammography images of microcalcifications in excised breast carcinoma tissue and results from the imaging of suspected microcalcifications in vivo are presented. © 1997 Acoustical Society of America. ͓S0001-4966͑97͒02612-X͔ PACS numbers: 43.10. Ln, 43.80.Qf, 43.80.Jz, 43.80.Vj ͓FD͔
INTRODUCTION

A. The significance of microcalcifications in mammography
The primary object of screening mammography is the early detection of breast cancer. Such detection can decrease the mortality and morbidity associated with breast cancer. 1 Microcalcifications ͑MCs͒ are small crystals of calcium apatites which form in human tissue through a number of mechanisms. Their size, morphology, and distribution are important indicators in the mammographic screening for and diagnosis of various carcinomas in the breast. MCs present in approximately 40% of cancers, and in some cases they are the only indication of malignancy at mammography, making their detection and interpretation critical. [1] [2] [3] [4] MCs can present across a broad continuum of sizes, from several millimeters down to the resolution limit of mammography. Not all types are associated with cancer. 5 Currently, x-ray mammography is the gold standard for such screening mammography and the only accepted method for screening for MCs.
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B. The radiologically dense breast
The natural radiological density of certain types of glandular or fibrous breast tissue can reduce the sensitivity and specificity of mammography. ͑Note that in this context ''density'' refers to the attenuative character of the tissue, as opposed to the optical density of the mammography film.͒ One way in which it does this is by raising the local background density of the image, thus lowering the effective contrast of lesion͑s͒ and/or microcalcifications against that background. Another is by extending the dynamic range of the image, which can then exceed that of the x-ray film used. As a consequence it can be difficult for the clinician to choose an exposure which optimally images all regions of the breast. Dense parenchyma also increases scattering of the x rays, further reducing the image contrast. Finally, the longer exposure time which dense parenchyma necessitates increases the likelihood that the mammography image will be degraded by patient motion artifact. It has been suggested that one of the primary causes of false negatives in the early detection of cancer is inadequate imaging of the dense breast. Approximately one in four women have dense breasts, which gives a measure of the magnitude of the problem. 6, 7 It has been shown that breast density is inversely correlated with age, such that the efficacy of mammography in the young breast is reduced. [8] [9] [10] Brekelmans et al. propose this a͒ ''Selected research articles'' are ones chosen occasionally by the Editorin-Chief, that are judged ͑a͒ to have a subject of wide acoustical interest, and ͑b͒ to be written for understanding by broad acoustical readership.
as one probable cause of reduced sensitivity in detecting early cancers. 
C. The current role of ultrasound in mammography
Medical ultrasound plays an important role in the breast clinic as an adjunct to conventional x-ray mammography. Its primary uses include the differentiation of solid lesions from benign cysts, the examination of the matrix of solid lesions, and guiding needle biopsy. 6 Other important applications are in the examinations of young women, women with dense breasts, and women with breast implants, which are radio-opaque. 11, 12 It is important to note that a radiologically dense breast may image well under ultrasound.
D. Microcalcifications under ultrasound
Current ultrasound technology and protocol does not reliably detect MCs. 13, 14 Microcalcifications which lie within a hypoechoic region, such as the interior of a hypoechoic lesion, are more easily detected. 11, 15 Their visualization is limited by a number of factors which may include speckle noise, phase aberration, the system spatial resolution, attenuation, display parameters, and human perception of the displayed image. Estimates of the relative impact of these effects could potentially guide attempts to improve detection performance.
The analysis of MC detectability is limited by the poor characterization of their acoustic properties in vivo. Filipczynski et al. present an analysis of MC detectability based on the theoretical radiation patterns of rigid and elastic spheres and clinically measured speckle noise levels. [16] [17] [18] This analysis was based on a 5-MHz system center frequency and assumed that the acoustic properties of MCs are similar to those for bone. As a consequence, this analysis does not reflect the capabilities of modern 7.5-and 10-MHz transducers and may underestimate the reflectivity of MCs. Based on the acoustic impedance of hydroxyapatite, the most common constituent of MCs, their amplitude reflection coefficient in tissue is close to 0.9. 5, 19 For this reason, a subresolution MC is modeled below as a bright point reflector under ultrasound.
I. THEORETICAL FRAMEWORK FOR DETECTION PERFORMANCE OPTIMIZATION
The detectability of MCs under ultrasound is most likely affected by a number of factors, including, but not limited to, the spatial resolution of the imaging system, speckle noise in the image, and phase aberration. An analysis of the impact of these factors on MC visualization could guide the optimization of imaging systems for this task. We present a discussion of these factors and a theoretical framework for this analysis below. The ultimate goal of such investigation is the improved visualization of MCs in the clinic.
A. Spatial resolution
While MCs are most likely to be bright reflectors, for detection their small size would require the use of a system with a small resolution volume focused on the MCs in order for them to return sufficient signal for detection relative to the surrounding diffuse scatterers. The design factors affecting the resolution of an ultrasound system are well understood. Primary among these are the center frequency, bandwidth, and aperture size of the transducer used to transmit and receive the ultrasound signal. System resolution must be traded against depth of penetration as the attenuation coefficient of tissue also increases with frequency. The improved sensitivity of ultrasound in cancerous lesion detection which accrues with an increase of system resolution has been demonstrated. 11, [20] [21] [22] In a study of 14 lesions presenting microcalcifications at mammography, Jackson et al. found that the visualization of microcalcifications was improved in 57% of the patients on changing from a 4-MHz transducer to a 7.5-MHz transducer. In four patients the microcalcifications were visible only under the higher-frequency transducer. In the two patients with no accompanying mass, neither transducer allowed them to be imaged.
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B. Synthetic receive aperture imaging
One means to improve the resolution of the system is to increase its aperture size. The additional imaging system complexity associated with a larger aperture can be reduced through synthetic receive aperture ͑SRA͒ imaging. An SRA system transmits into the same region of interest several times from a single transmit aperture. After each transmit, the echo signals are received on a different receive subaperture. These signals are then coherently summed to form a large effective receive aperture. Such a system requires only sufficient channels to populate each receive subaperture.
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C. Speckle reduction
Another probable cause of the failure of clinical systems to detect MCs is that their bright signals are obscured by speckle noise. One means to reduce speckle noise is the technique of spatial compounding, through which the speckle patterns received on discrete apertures from the region of interest are averaged, reducing the variance of the speckle. This in turn increases the effective signal-to-noise ratio of the coherent MC echo to the speckle noise.
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D. Phase aberration
The spatial and contrast resolution of medical ultrasound can be severely limited by a phenomenon known as phase aberration. The steering and focusing of an ultrasound beam using a phased array relies on an approximation of the velocity of sound in tissue, usually 1540 m/s. In fact, the velocity of sound through different tissues can vary greatly. As an acoustic wavefront passes through inhomogeneous tissues, it can become distorted as portions of its surface are advanced or retarded. On transmit this phenomenon affects the focusing and steering of the system point spread function ͑PSF͒. The returning echoes incident on the elements of the transducer array are also misaligned such that when these signals are summed to form a single echo line they no longer sum coherently. In a comprehensive study of the acoustic properties of both healthy and cancerous breast tissues, Edmonds et al. measured a range sound velocities from 1400 to over 1600 m/s. 25 This suggests that imaging in the breast will very likely be affected by phase aberration.
E. Visualization as a detection problem
It is assumed that a subresolution MC can be modeled as a point target, and is to be detected on the basis of amplitude by an ideal observer. In detection theory, the probability of a correct decision is described in terms of the probabilities of the H 1 and H 0 hypotheses, which in this context corresponds to the ''MC present'' and ''MC absent'' hypotheses, respectively. If an amplitude threshold is applied to the ultrasound signal to decide whether a MC is present, the probabilities of a correct detection ͑Pd͒ and that of a false alarm ͑Pf͒ are predicted by the integrals above that threshold of the probability density functions of amplitude corresponding to the H 1 and H 0 hypotheses. Receiver operating characteristic ͑ROC͒ curves plot Pd versus Pf as the amplitude threshold is allowed to vary. Such curves thus indicate detection performance as the stringency of the decision criterion ranges from low sensitivity and high specificity ͑low Pd, low Pf͒ to high sensitivity and low specificity ͑high Pd, high Pf͒. The relative performance of different systems can be compared using the corresponding ROC curves.
A ROC analysis comparing the relative detection performance of four imaging systems is presented below. These include a spatial compounding system, an SRA system, and two conventional systems having different spatial resolutions. An ROC analysis demonstrating the impact on detection of phase aberration modeled as a thin phase screen is also presented below. It is important to note that these analyses are presented solely as a means to compare system performance and do not reflect the performance of a human observer.
F. Theoretical probability density functions of amplitude
The statistics used here to describe ultrasound speckle are drawn from the literature of laser optics. 26 In fully developed speckle, the complex radio-frequency echo signal from diffuse scatterers alone has a zero mean, two-dimensional Gaussian probability density function ͑PDF͒ in the complex plane. Envelope detection removes the phase component, creating a signal with a Rayleigh amplitude distribution. When a bright target, such as a subresolution microcalcification, is introduced to the speckle, it adds a constant strong phasor to the diffuse scatterers echoes and shifts the mean of the complex echo signal away from the origin in the complex plane. Upon detection, this has the effect of changing the Rayleigh distribution into a Rician distribution. The Rician PDF is defined by the following equation:
͑1͒
This distribution is nonzero for aϾ0 only. The parameter s is the strength of the bright scatterer, while is the standard deviation of the complex Gaussian described above. I 0 is the incomplete Bessel function of zero order. The Rician distribution is parameterized by the variable k, which is defined as s/. 26 The Rician distribution reduces to the Rayleigh distribution for the special case sϭ0. A family of Rician distributions for various values of k is shown in Fig. 1 . Note that the curve for kϭ0 corresponds to the Rayleigh distribution. In this discussion it is assumed that a subresolution microcalcification contributes a constant strong phasor to the echo signal, although it is not possible at this time to predict the k parameter corresponding to a particular size MC in breast tissue.
While the development of the Rician statistic in optics implies monochromicity, one can generalize the Rayleigh and the Rician statistics to the broadband case, such as an ultrasound system. If acoustic propagation is limited to the linear regime, the broadband signal of an ultrasound system can be represented as the linear combination of a series of monochromatic systems, each at a different frequency. The insonification of diffuse scatterers with each of these systems produces a Gaussian echo signal as described above. By the principle of the orthogonality, these signals are statistically independent. The broadband signal produced by their superposition is the summation of independent Gaussian random variables, and is thus also Gaussian. For a broadband system the constant phasor which distinguishes the Rayleigh from the Rician correctly describes the signal from a strong scatterer provided this scatterer is at the focus.
G. ROC comparison of aperture geometries
In this context the differences between the imaging systems described manifest themselves in the parameters of the Rician ͓Eq. ͑1͔͒. For the analysis of aperture geometry, the s value was constant for the H 1 case and equal to zero for the H 0 case. The geometries used are shown in Fig. 2 , where the f number ͑f /#͒ refers to the ratio of the focal range to aperture size. The f /2 control used the center half of the aperture elements to transmit and receive, while the f /1 control used the entire aperture to transmit and receive. The SRA system transmitted twice from the center of the array, receiving first on the center elements and then on the flanking elements, forming an effective f /2 on transmit, f /1 on receive system. The spatial compounding geometry transmitted and received on each half of the array separately, summing the echoes from the two halves after they had been envelope detected. The PDFs used to generate the theoretical ROC curves are summarized in Table I , where p A (␣,s,) is the Rician distribution shown above with parameters ␣, s, and , and * represents the convolution operation. The s parameter was a constant in the H 1 case and zero in the H 0 case. The derivation of these values is described in the Appendix.
H. Methods
To simulate the imaging process described above for the purpose of creating data for ROC analysis, fields of random numbers with Gaussian amplitude distribution of zero mean and unit variance were created. A central point in each field was set to either zero ͑H 0 case͒ or ten ͑H 1 case͒. This strong point scatterer surrounded by a field of randomly weighted scatterers models the presence of a MC in an environment of weaker diffuse scatterers. The PSFs of the various aperture configurations were also created using an acoustic field simulation program. 27 The input field was convolved with the PSF of each system under evaluation for both H 1 and H 0 cases, including the controls. This convolution defined a scattering grid of 15-m, spacing laterally by 15.4-m spacing axially, resulting in a scatterer density of over 100 scatterers per resolution cell for all the systems simulated. Finally, the resulting echo patterns were envelope detected using the Hilbert transform and the amplitude was recorded at the target location for each imaging system and the controls. After a series of 1000 trials, histogram PDFs for each system were created from which ROC curves were calculated.
I. Theoretical/simulation results for aperture geometries
The theoretical results are shown as solid curves in Fig.  3͑a͒ -͑d͒. These curves represent the system performance under relatively difficult detection conditions, i.e., for the case where the MC has a relatively low strength of kϭ1.265. The k value is a function both of the original scatterer field and the system point spread function. For these simulations k was estimated from the first order statistics of the H 1 and H 0 histograms for the f /2 control, following the theoretical expressions given by Goodman. 26 This k value was also calculated using the simulated point spread function following the method described in the Appendix, giving a value of 1.280. The curves for the SRA system and the spatial compounding system are almost identical. Both systems perform better than the f /2 control case, while the f /1 control performs best of all. If based on these results alone, the better choice of imaging method between SRA and spatial compounding is not indicated.
The simulation results for the same set of parameters are superimposed on the respective theoretical curves in Fig. 3 , ͑a͒-͑d͒. These results are in good agreement with the theoretical results. A common method of reducing a ROC curve to a single index of performance is to integrate the area under the curve. 28 This parameter ranges from 0.5 to 1, with a greater area indicating better performance. In this context it is also the expected fraction of correct diagnosis by an ideal observer. The areas under the theoretical curves are included for comparison in Fig. 3͑a͒ -͑d͒.
J. ROC analysis of the impact of aberration
The model of phase aberration as a thin phase screen at the aperture can be used to compare the performance of a system with an aberrator present to that of the unaberrated control. In the simulations discussed below, the aberrator is applied as a random phase error on the elements of the array. This random error is described in terms of its standard deviation ͑rms phase error͒ and its spatial autocorrelation function across the aperture. This spatial autocorrelation function is assumed to be Gaussian with a known full-width-halfmaximum ͑FWHM͒. The choice of appropriate first-and second-order statistics to describe aberration in the breast is hindered by the lack of comprehensive measurements of such aberrators in vivo.
Assuming aberrators of random structure, the authors find it most meaningful to characterize system performance for a statistically defined class of aberrators, rather than for a single realization. Over an ensemble of aberrators of particular statistics, the s and parameters for each realization can vary considerably, defining a family of ROC curves for a particular target strength. In order to compare the families of ROC curves produced over different classes of aberrators to each other and to the control, the area under every curve in the ensemble was calculated and the statistics of area for each class of aberrator is reported. 
K. Methods
Random aberrator profiles having the first-and secondorder statistics of interest were created and applied to a simulated ultrasound transducer in the form of a timing error on each element on both transmit and receive. For each aberrator and for the unaberrated control the corresponding PSF at the focus was created using an acoustic field simulation program. 27 The energy of each PSF over the region of support was calculated and used to estimate the Rician parameter for each realization. Each PSF was then envelope detected using the Hilbert transform, and the peak envelope amplitude used to estimate the corresponding Rician s parameter. Specifically, to form each k estimate the envelope peak value was divided by the square root of the PSF energy for each trial. This ratio was then scaled by a constant chosen to produce the desired k͑kϭs/͒ parameter for the unaberrated control. This constant is equivalent to the original scatterer strength, as opposed to the strength s of the echo signal returned from it. The justification for this method is presented in the Appendix.
For each realization, the area under the ROC curve generated using the corresponding k estimate was calculated by numerical integration. After 1000 trials the mean and standard deviation of the area was found for each ensemble of ROC curves, and hence for each class of aberrator.
L. Simulation results
The mean ROC areas and associated standard deviations for three classes of aberrators are listed in Table II . The k value for the control was 1.5. The aberrators used all had a Gaussian spatial autocorrelation function with a 6-mm FWHM. The severity of the aberrators were 10-, 20-, and 30-ns rms phase error. The simulated system was a 10-MHz f /1 system with 100% bandwidth. For this system these aberrators are weak relative to aberrators measured in the breast. 24, 31 The results show a significant decrease in performance with the increase in aberrator severity.
II. EMPIRICAL DATA ACQUISITION
Ultrasound data from excised tissue samples of breast carcinoma which contain MCs have also been collected. These samples were obtained from excisional biopsy and mastectomy specimens. For some samples digital spot mammography was also used to test whether MCs were present and to determine their location if found. Suspected microcalcifications have also been imaged in vivo.
A. Methods for and images of excised tissues
In this procedure, upon excision and transport to the ultrasound laboratory on ice the unfixed tissue sample was immobilized in the center of a polystyrene Petri dish with a thin layer of 10% gelatin in lactated Ringer's solution, an iso-osmotic buffer. Two small lead beads placed in the gel served as position markers. The specimen underwent specimen digital spot mammography. All views were acquired on a LORAD StereoGuide digital spot mammography system with a CCD device having just over 10 lines/mm resolution ͑512 lines/5 cm on each axis͒.
The disk of gelatin holding the specimen was immersed in lactated Ringer's solution at room temperature and scanned using ultrasound. The lead beads reflected ultrasound well and served as reference points for specimen registration. These scans were carried out using an f /1.3 10-MHz Panametrics piston transducer. The transducer was driven using a Tektronix PG501 pulse generator triggering a Metrotek MP215 ultrasound pulser. The echo signals were received using a Metrotek MR101 receiver and digitized at 100 MHz at 8-bit resolution using a Lecroy 9424E digital oscilloscope and stored on a computer. The transducer was translated using a computer-controlled NTR Systems 3-D positioning system. By digitizing echo lines at 100-m increments in the two dimensions perpendicular to the beam, a volume of echo data was acquired over each region of interest.
A pair of images of a cluster of MCs scanned in this manner are shown in Fig. 4͑a͒ and ͑b͒. Each image has been interpolated to a finer grid using bicubic interpolation, and is shown in inverted grayscale such that MCs appear as dark regions. Each image represents a region 2.5 mm 2 in area. Figure 4͑a͒ is the digital spot mammography image of the cluster. This image has been enhanced by the removal of a planar intensity component which was a consequence of the local variation in specimen thickness. Figure 4͑b͒ is the detected ultrasound image, here presented as the maximum value projection along the axis of acoustic propagation for the sake of comparison. The peak amplitude of their echoes is a function of their size and their axial position relative to the focus of the transducer, and is on the order of 20 dB higher than the mean amplitude of the surrounding speckle. Some differences between the images can be seen, and is to be expected considering the differences between the mammography and ultrasound systems as well as the tissue parameters imaged by them. The theoretical FWHM lateral resolution of the transducer used is just under 200 m, approximately the size of the MCs in the ultrasound image. Thus, the MCs shown in Fig. 4 appear to be subresolution. This high resolution, highly focused imaging system provides good visualization of MCs under what are ideal conditions relative to in vivo imaging.
B. In vivo methods and observations
A 66-year-old volunteer presenting at mammography with a cluster of MCs approximately 1.5 cm from the skin surface was recruited and underwent a localized ultrasound exam. The MC cluster had been the object of a previous needle core biopsy which did not remove the MCs and which left a small scar on the skin. An Elegra scanner manufactured by the Siemens Medical Systems Ultrasound Group equipped with a 7.5-MHz linear array transducer was used to scan the breast in the region of this scar. In this imaging mode the scanner provided FWHM spatial resolution of approximately 200 m axially and 220 m laterally. After adjustment of the B-mode image gain and logarithmic compression, a pair of bright targets were identified at approximately 13 and 16 mm depth. These targets appeared as isolated points rather than extended structures under dynamic scanning. The unfocused radio frequency ͑rf͒ data on each channel of the transducer were simultaneously captured for the transmit scan line passing through the centers of the targets. These data were captured several times over a range of system gain settings and stored on a computer. The data set found to have the maximum gain without saturation was selected for further analysis. One data set was also captured at the same gain settings within the same scan plane through the tissue approximately 6 mm away from the targets laterally. This data set was used to calculate a rough estimate of the echogenicity of the surrounding tissue.
The mammogram films on which this cluster were localized were also examined using a binocular microscope equipped with a measurement reticule. The cluster consisted of 6 MCs ranging approximately 200-550 m in diameter. The poor contrast of some of the targets prevented exact measurement.
One rf data set is shown in Fig. 5 . The deviation in the echo arrival time profile in this data from the geometric delay profile is used below as an estimate of phase aberration due to tissue inhomogenaities. In order to estimate the arrival time profile across the array, segments of the echo data surrounding each target were upsampled by a factor of 8 using interpolation and aligned on a channel-to-channel basis using normalized cross-correlation. This method of alignment is a refinement of that described by Flax and O'Donnell. 29 The signal amplitude is progressively diminished away from the center of the aperture due to the limited angular response of the array elements, which each have a lateral FWHM beamwidth of approximately Ϯ23°. Further analysis was restricted to the group of channels at the center of the aperture which had interelement correlation values of у0.5. As the exact location of the targets relative to the transducer was unknown, the respective local peaks of the envelope-detected signal were used as range estimates.
For a linear array of transducer elements receiving echoes from a point target, the geometric delay at each element e is defined by the equation
where ͑x e ,0,0͒ is the element location, (x t ,y t ,z t ) is the target location, and c is the speed of sound. Once this quantity is squared it becomes a second-order polynomial. Thus, to find the best-fit geometric delays for the in vivo data, a second-order polynomial was fit ͑by least-mean-squared͒ to the square of the measured arrival time profiles, and the square root of this best-fit curve was taken to find the geometric delays. These were then subtracted from the measured arrival time profiles to achieve focusing. After focusing, the arrival time profiles have a residual phase error of 7.1 ns for the proximal target and 8.5 ns for the distal target. It should be noted that the distal target may be subject to acoustic shadowing by the proximal target. The phase profiles before and after focusing for the proximal target are shown in Fig.  6͑a͒ and ͑b͒.
The patterns of echoes seen in Fig. 5 are similar to those observed from wire and point targets in water tank experiments. Some pulse distortion was evident. If the echoes were in fact from the MCs observed at mammography, it should be noted that these were not truly subresolution targets. Diffraction, resonance, and ''creeping-wave'' effects associated with reflection from elastic targets on the order of the insonification wavelength may be contributing to this distortion. 30 As a control for phase error, a wire target at a depth of 19.7 mm in a Radiation Measurements, Inc. tissue mimicking phantom was also imaged and the data analyzed in the manner described above. After geometric focusing the wire target echoes had a residual r.m.s phase error of 5.6 ns.
The targets are also highly echogenic, making it unlikely that these targets were merely bright speckles. To obtain a crude estimate of the background speckle echogenicity, a control data set for an rf line through the surrounding tissue ͑described above͒ was used. Both the target data set and the control data set were synthetically focused and summed for each target in turn. The local peak of the envelope detected signal was used as an estimate of the Rician s parameter for each target. The standard deviation of the control rf over a 2.5-mm window centered on these peak values was used as an estimate of the Rician parameter. The k parameter estimates for the targets was found by calculating the corresponding s/ ratio. The approximate k values found by this method were 17 for the proximal target and 44 for the distal target. Technical limitations of the data acquisition process prevent estimation of the error in these measurements. These high k values suggest that these targets could be easily detected by an ideal observer in uniform tissue. However, the clinical detection problem is complicated by the limitations of the human observer, the nonuniformity of breast tissue, and the presence of other echogenic structures within the breast, among other effects.
The authors are also interested in the potential of subresolution MCs as echogenic point targets to aid in the measurement and characterization of phase aberration in the breast. The authors expect the phase profile of echoes from such targets to reflect the presence of an aberrator. The correlation between the measured profile and the actual aberrator will be limited by system parameters such as noise and aperture geometry as well as assumptions made about the structure of the aberrator. No significant phase error was found in the profiles after geometric focusing for the targets described above. While conclusions regarding aberration in the breast cannot be drawn from this single case, the authors find it interesting that this result differs significantly from other reported breast aberrator measurements which describe rms phase errors on the order of 60 ns. 24, 31 However, the experimental procedure described above is also different from those used to make these other aberrator measurements.
As described in the theoretical discussion above, one factor which prevents the reliable visualization of in vivo MCs is speckle noise in the detected image. We expect a subresolution MC to appear as a bright speckle. The ability of the clinician to discern such a target from the background speckle noise will be profoundly affected by the degree of brightness compression applied to the B-mode image. In current ultrasound scanners, the dynamic range of the B-mode signal can be compressed, often using a logarithmic function controlled by the operator, to fit within the dynamic range of the display. As MC detection is not the object of typical clinical scanning protocols, it is unlikely the imaging parameters used are optimized in this regard. For example, the targets described above were not visible on the initial scan with the scanner configured with typical logarithmic compression and mean brightness. The targets became visible only after the compression was reduced to its minimum setting and the gain adjusted to return the image to the original mean brightness.
III. CONCLUSION
Medical ultrasound is not currently considered a reliable means to visualize MCs in the breast. While such visualization has been discussed in the literature, closer examination of this issue is necessary in light of the rapid advancement of imaging systems. Improvements in MC visualization would extend the capability of medical ultrasound and be of potential clinical benefit, particularly to the young and/or radiographically challenging patient. The work described in this paper is ultimately directed towards quantifying both the physical factors which we believe currently limit visualization and the relative impact of system design parameters on visualization.
We have begun this examination by posing the task of MC visualization as a detection problem. The methods are based on theory and simulations for analyzing the changes in the Rician statistic which result from changes in aperture geometry or the presence of an aberrator modeled as a thin phase screen. Examples of the application of these methods are presented to show the expected changes in detection performance due to changes in aperture geometry and the presence of an aberrator. These methods can be used to assess the relative performance of ultrasound systems in the detection of subresolution MCs modeled as point targets in an environment of diffuse scatterers. Initial results indicate that a large imaging aperture is best used coherently rather than in the spatial compounding configuration considered. We present observations from the imaging of MCs in excised tissue and suspected MCs in vivo, demonstrating the high echogenicity of MCs and their potential to serve as in vivo point targets. In order to improve modeling of this imaging task in the interest of improving visualization, considerable experimental and clinical work is still required to characterize the typical scattering properties of MCs and breast tissue. 
APPENDIX
For a given s value the Rician distribution is parametrized by the parameter. In comparing the detection performance of different apertures or of the same aperture with different aberrators, it has been assumed that the differences among them can be described solely in terms of scaling these parameters appropriately. The resulting speckle statistics are then used to describe relative performance at detecting a strong coherent scatterer in a volume of weaker diffuse scatterers.
A method is required to calculate the variance of the echo signal using an arbitrary aperture geometry or aperture aberrator. The output of the ultrasound system at the focus can be described in terms of the convolution of the scattering function with the point spread function of the system at the focus. We model the scattering function as a field or volume of random numbers with zero-mean Gaussian amplitude distribution. The PSF has zero mean and is deterministic. For clarity a vector notation to represent locations in space is adopted. Hence the echo signal received from a point at the focus is written as a convolution integral:
where e͑x͒ is the echo signal, s͑x͒ is the scattering function, p͑x͒ is the PSF, and x is a location in space. For a particular scattering function this will be a constant. To find the variance of the echo signal one must find e 2 ϭ͗͑e͑x͒͒ 2 ͘Ϫ͗e͑x͒͘
, ͑A2͒
where ͗ ͘ represents the expectation operator over many different scattering functions. Noting that the echo signal has zero mean, the second term can be dropped. We substitute ͑A1͒ into the first term:
Introduce dummy variables to simplify the product of integrals:
͑A4͒
The expectation operator can be moved within the integral:
The term ͗s͑ 1 ͒s͑ 2 ͒͘ is recognized as the autocorrelation function. For a scattering function modeled as a Gaussian white random process with variance s 2 , this simplifies to a delta function at the origin. Also, the function p͑x͒ is deterministic. This allows the simplification of the integral:
For a given s 2 , the difference between the speckle variance of different imaging systems can be described solely in terms of their respective point spread functions. The integral above represents the energy of the PSF, considering the function p͑x͒ as solely real. This can also be determined in the k-space domain by the application of Parseval's theorem:
For the ROC analysis comparing aperture geometries, e 2 for each system was both calculated in the k-space domain and estimated by directly integrating the energy of the simulated PSF. These two methods gave results which agree to within one percent. The Rician s parameter in this analysis was also calculated for the f /2 control from the simulated PSF by setting s equal to the product of the target strength and the peak amplitude of the detected PSF. In these simulations the target strength was 10. For the ROC analysis with phase aberration, e 2 was estimated by directly integrating the energy of the simulated PSF.
The Fraunhofer approximation states that under certain conditions the lateral and elevational components of the PSF can be approximated by the spatial Fourier transform of the aperture times a quadratic phase term. 32 The transform of the PSF is the system response in k space, which through the application of the Fraunhofer approximation amounts to the convolution of the transmit and receive aperture functions. For the comparison of the geometries, the systems differed only in the lateral dimension, and thus the integration of PSF energy in the k-space domain was reduced to the integral in the lateral dimension only: Table AI . These values were calculated by finding the integral ͓Eq. ͑A8͔͒ of each of the respective transmit-receive responses, and normalizing these to the f /2 control. For the spatial compounding case the two speckle patterns which are summed to form an average are statistically independent, and the PDF of their sum equals the convolution of the PDFs of the two images. The PDFs for both subapertures were defined, and these were then convolved. The value used for the right and left subapertures was that of the f /2 control with a slight correction reflecting the decrease in their effective size due to look angle.
The scaling of the parameter must also be taken into account. Changing the system aperture size will affect the absolute value as the sensitivity of the system is changed. However, this scaling affects the diffuse scatterers equally, such that this sensitivity change does not affect the k parameter, which determines detectability. In the aberrated case, the PSF is distorted and its peak is often shifted away from the focus. In order to include such cases in our estimate of detection performance, the authors adopt the peak value of the PSF envelope as an estimate of the scaling of s, regardless of the peak's location. This approach regards a detection successful even if the target visualization is misregistered. Consider the introduction of a point scatterer of strength A at location x in Eq. ͑A1͒:
s͑͒p͑xϪ͒d. ͑A9͒
We wish to maximize ͉͗e͑x͉͒͘ over many realizations of the scattering function. We apply the expectation operator over many realizations of s͑x͒:
͉͗e͑x͉͒͘ϭ ͳͯ Ap͑xϪxЈ͒ϩ ͵ All s͑͒p͑xϪ͒d ͯʹ .
͑A10͒
Finally, the triangle inequality is applied. Note that the PSF p͑x͒ is deterministic:
͉͗e͑x͉͒͘рA͉p͑xϪxЈ͉͒ϩ ͳͯ ͵ All s͑͒p͑xϪ͒d ͯʹ .
͑A11͒
The second term simplifies to a constant in the expectation, thus ͉͗e͑x͉͒͘ can only be maximized by choosing x to coincide with the peak of the envelope of p͑x͒. This supports the choice of the envelope peak as an estimate of the scaling of s. 
