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Kurzfassung
Neben experimentellen Untersuchungen sind numerische Simulationen unabdingbar um komplexe
Benetzungsprozesse zu erforschen. Je nach Fragestellung kommen verschiedene Simulationsmodel-
le zum Einsatz, welche die Probleme auf unterschiedlichen Zeit- und Längenskalen beschreiben. In
den letzten Jahren haben sich Phasenfeldmodelle als ezientesWerkzeug erwiesen, um Benetzungs-
vorgänge auf mesoskopischer Skala numerisch zu untersuchen. Der Fokus bisheriger Arbeiten lag
jedoch ausschließlich auf Systemen, die lediglich aus einem Tropfen bestehen. In der vorliegenden
Arbeit wird ein Phasenfeldmodell mit einer geeigneten Benetzungsrandbedingung vorgestellt,
welche es ermöglicht das Verhalten sowohl einzelner als auch mehrerer nicht mischbarer Tropfen
auf festen Oberächen zu beschreiben. Für Systeme bestehend aus einem Tropfen wird gezeigt,
dass die simulierten Gleichgewichtszustände sehr gut mit der ¿eorie und mit den Resultaten vor-
heriger Arbeiten übereinstimmen. Des Weiteren konnten mit dem entwickelten Phasenfeldmodell
erstmals Gleichgewichtsformen von zusammengesetzten Wasser-Öl-Tropfen sowohl auf idealen
Oberächen als auch auf zylindrischen Fasern simuliert und mit experimentellen Arbeiten validiert
werden. Zusätzlich wird eine Modellerweiterung vorgestellt, um die Verdunstung eines Tropfens
auf chemisch strukturierten Oberächen zu simulieren. Der Vergleich mit Molekulardynamik-
und Lattice-Boltzmann-Simulationen zeigt, dass das entwickelte Phasenfeldmodell die relevan-
ten physikalischen Eigenscha en des Prozesses sehr gut beschreibt und dazu deutlich weniger
Rechenaufwand benötigt.
Abstract
Next to experimental studies, computer simulations have become an integral part of investigating
complex wetting processes. Depending on the question at hand, a variety of numerical methods
can be used to describe the problem along dierent time and length scales. Due to their eciency,
phaseeldmodels have become the tool of choice for numerical investigations of wetting phenomena
on the mesoscopic scale. However, previous work has only focused on single droplet systems and
therfore the wetting behaviour of immiscible multi-droplets systems has not been investigagted
yet. In this thesis a phaseeld model with an appropriate wetting boundary condition is developed
allowing the simulation of wetting phenemena related to single as well as multi-droplet systems.
¿e following shows that simulated equilibrium shapes of single droplets correspond well with
theoretical results as well as previous research ndings. Moreover, for the rst time equilibrium
morphologies of compound water-oil droplets on at surfaces as well as on zylindrical bers are
numerically computed and validated by means of experimental investigations. Additionally, the
phaseeldmodel is extended in order to numercially study the evaporation of droplets on chemically
patterned surfaces. A comparison of the obtained phaseeld results with moleculardynamics and
Lattice-Boltzmann simulations shows that the developed model requires less computational time
and describes the relevant physical properties of the process very well.
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Benetzungsvorgänge sind im täglichen Leben allgegenwärtig. Ob Kaeeecken auf der Tischdecke,
Müslikörner, die in der Schale auf derMilchoberäche schwimmen, Regentropfen, die entlang einer
Fensterscheibe herunterießen oderWeintränen, die sich an der Innenseite einesWeinglases bilden.
Diese Szenarien werden meist als selbstverständlich wahrgenommen, ohne die physikalischen
Hintergründe zu hinterfragen. Dabei sind genau die physikalischen Prozesse, die an der Flüssig-Gas-
und Flüssig-Fest-Grenzäche stattnden, für die oben genannten Beobachtungen verantwortlich.
Genauer formuliert, diktiert das Zusammenspiel von Grenz- und Oberächenspannungen das
Benetzungsverhalten einer Flüssigkeit auf einer festen Oberäche.
In diversen industriellen, biologischen sowie biochemischen Anwendungen spielt die Benetzung
eine essentielle Rolle. Dabei wird immer häuger die Natur als Inspirationsquelle herangezogen,
umMaterialien mit maßgeschneiderten Benetzungseigenscha en zu entwickeln. Ein prominen-
tes Beispiel hierzu ist die Herstellung von nano- und mikrostrukturierten, superhydrophoben
Oberächen nach dem Vorbild der Lotus-Panze.
Neben experimentellen Untersuchungen sind numerische Simulationen - im Zeitalter von Industrie
4.0, Big Data, und Information - nicht mehr wegzudenken, um komplexe Fragestellungen aus
diversen Forschungsbereichen zu verstehen und zu beantworten. Dabei werden Simulationen
nicht nur im Sinne der Validierung von Experimenten eingesetzt, sondern immer häuger um
Vorhersagen hinsichtlich Prozesseigenscha en und Umsetzbarkeit zu treen. Darüber hinaus sind
sie im Stande, den hohen Grad der Prozess-Komplexität zu erfassen und bieten zusätzlich die
Möglichkeit, einen Prozess in seine einzelnen Teile zu zerlegen und diese isoliert zu betrachten.
Des Weiteren haben sich Simulationen etabliert um mögliche Nachteile klassischer Experimente,
wie hohe Kosten, schwierige Reproduzierbarkeit und mangelnde Flexibilität zu kompensieren.
Im Kontext von Benetzungsproblemen sind Phasenfeldmodelle in der letzten Dekade zumWerk-
zeug der Wahl avanciert, um sowohl das statische als auch dynamische Benetzungsverhalten von
Flüssigkeiten auf festen Oberächen zu simulieren. Verglichen mit anderen Modellen, liegt der
Hauptvorteil der Phasenfeldmodellierung in der Betrachtung der Grenzäche zwischen benach-
barten Phasen als diuser anstatt scharfer Übergang. Dadurch lassen sich die physikalischen
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Eigenscha en innerhalb dieses Bereichs durch stetige Funktionen beschreiben, so dass eine ex-
plizite Verfolgung der Grenzäche, welche bei anderen Modellen notwendig ist, entfällt. Obwohl
die diuse Grenzäche aus numerischen Gründen viel breiter als die tatsächliche physikalische
Grenzäche gewählt wird, kann sie das Verhalten letzterer beschreiben. Da Benetzungsvorgänge
hauptsächlich durch die Oberächenminimierung getrieben sind, eignen sich Phasenfeldmodelle
mit geeigneten Randbedingungen, welche die Interaktion zwischen der festen und der üssigen
Phase beschreiben, hervorragend, um das Verhalten sowohl einzelner als auch zusammengesetzter
Tropfen, welche aus mehreren nicht mischbaren Flüssigkeiten bestehen, auf festen Oberächen zu
simulieren. Darüber hinaus lassen sich treibende Krä e, die z.B. eine Bewegung der Grenzäche
oder eine Phasenumwandlung bewirken, relativ einfach in Phasenfeldmodelle implementieren.
In dieser Arbeit wird das Benetzungsverhalten einzelner Tropfen sowie jenes von Mehrtropfen-
systemen numerisch untersucht und mit experimentellen Ergebnissen, welche im Rahmen von
Kooperationen mit Forschungsgruppen aus Deutschland und Belgien entstanden sind, verglichen.
Des Weiteren wird die Flüssig-zu-Gas Phasenumwandlung auf chemisch strukturierten Oberä-
chen modelliert und simuliert. Das hohe Potential der Phasenfeldmodellierung im Hinblick auf die
Beschreibung des Benetzungsverhaltens komplexer, zusammengesetzter Tropfen wird in dieser
Arbeit erstmals in dieser Form aufgezeigt. Dabei spielt die Synergie zwischen Experiment und
numerische Simulation eine entscheidende Rolle, um die physikalische Konsistenz des Modells zu
untermauern und gleichzeitig relevante Fragen zu beantworten.
Gliederung
Die vorliegende Arbeit gliedert sich in acht Kapitel. Nach der Einleitung zum¿ema befasst sich
Kapitel 2 mit den Grundlagen der Benetzung. Im dritten Kapitel werden zunächst Konzepte der
Phasenfeldmodellierung beweglicher Oberächen vorgestellt. Anschließend werden Evolutions-
gleichungen von diusen Grenzächen als Gradientenüsse eines geeigneten Energiefunktionals
beschrieben. Kapitel 4 ist der Untersuchung des Benetzungsverhaltens einzelner Tropfen auf festen
Oberächen gewidmet. Es werden drei verschiedene Benetzungsrandbedingungen vorgestellt und
die damit erzielten Ergebnisse miteinander verglichen. Im fün en Kapitel werden Gleichgewichts-
formen von Mehrtropfensystemen analysiert und sowohl mit theoretischen als auch experimentel-
len Ergebnissen verglichen. Gleichgewichtsformen sowohl einzelner als auch zusammengesetzter
Tropfen auf zylindrischen Fasern werden in Kapitel 6 behandelt. Es folgt ein Vergleich der Simulati-
onsergebnisse mit experimentellen Beobachtungen. Im Kapitel 7 werden Phasenfeldsimulationen
zur Verdampfung von Tropfen auf chemisch strukturierten Oberächen präsentiert. Ein Vergleich
mit MD sowie Lattice-Boltzmann Simulationsergebnissen wird gezogen. Abschließend werden in




Benetzung beschreibt das Verhalten von Flüssigkeiten auf Festkörperoberächen und ist ein Vor-
gang der im alltäglichen Leben häug zu beobachten ist. Angefangen bei der Dusche amMorgen
oder dem Geschirrspülen, bis hin zu Regentropfen, die an Panzen und deren Blättern hängen.
Darüber hinaus spielt Benetzung eine wichtige Rolle in diversen industriellen, medizinischen sowie
geologischen Anwendungen. Prominente Beispiele sind das Lackieren, Beschichten und Kleben
von Oberächen. In der medizinischen Diagnostik werden seit einigen Jahren mikrouidische
Systeme, sogenannte Lab-on-a-Chip, eingesetzt um kleine Mengen einer üssigen Probe (z.B. Blut)
zu analysieren. Da der Flüssigkeitstransport in den Mikrokanälen durch Kapillarkrä e angetrie-
ben wird, spielt hierbei Benetzung eine zentrale Rolle. Bei der Erdölförderung spielt Benetzung
ebenso eine essentielle Rolle. Da sich neben Öl auch Grundwasser tief in der Erdschicht bendet,
ist das Verstehen des Besetzungsverhaltens in solchen komplexen, porösen Systemen von großer
Bedeutung.
Bei der Untersuchung von Benetzungsprozessen wird in der Regel ein dreiphasiges System, be-
stehend aus einer üssigen-, einer festen- und einer gasförmigen Phase betrachtet und als Benet-
zungssystem bezeichnet. Die Gleichgewichtsform, die eine Flüssigkeit annimmt wenn sie mit einer
festen Oberäche in Kontakt gebracht wird, hängt – unter anderem – maßgeblich von den Grenz-
und Oberächenspannungen der beteiligten Phasen ab. Diese Spannungen wiederum resultie-
ren sowohl aus Anziehungskrä en zwischen den Bausteinen1 der einzelnen Phasen, als auch aus
Anziehungskrä en zwischen den Bausteinen der angrenzenden Phasen.
In Anlehnung an die Bücher [1, 2] werden diese Zusammenhänge in diesem Kapitel genauer




Kapitel 2 Grundlagen der Benetzung
2.1. Denition einer Phase
Eine Phase ist ein physikalisch und chemisch homogener räumlicher Bereich eines Systems der
durch eine Grenzäche von anderen homogenen Teilen des Systems getrennt ist. Es wird zwischen
Fest-, Flüssig- und Gasphasen unterschieden. Ob eine Phase homogen ist oder nicht, hängt davon
ab, auf welcher Skala sie betrachtet wird. Dispersionen erscheinen auf makroskopischer Skala
homogen, nicht aber auf mikroskopischer. Ein Beispiel hierfür ist Milch: Sie ist eine kolloidale
Dispersion von Proteinen, Zucker und Fett in Wasser. Aus makroskopischer Sicht erscheint sie
aber als homogene üssige Phase. In dieser Arbeit werden Phasen ausschließlich makroskopisch
betrachtet.
2.2. Kohäsions- und Adhäsionskräfte
Die Anziehungskrä e zwischen den Bausteinen eines Stoes sorgen für seinen Zusammenhalt, sie
werden daher Kohäsionskrä e genannt. In vielen Fällen beruht die Kohäsion auf den sogenann-
ten Van der Waals Krä en. Bei Wasser und anderen Flüssigkeiten sind vor allem die wesentlich
stärkeren Wasserstobrückenbindungen für die Kohäsion verantwortlich. Kohäsionskrä e haben
eine sehr geringe Reichweite, so dass ein Molekül nur mit anderen Molekülen in seiner Wirkungs-
sphäre interagiert. Werden zwei verschiedene Stoe in Kontakt zueinander gebracht, entstehen
an der Kontaktäche anziehende Krä e zwischen den benachbarten Bausteinen der jeweiligen
Stoe. Diese werden als Adhäsionskrä e bezeichnet. Das Zusammenspiel zwischen Adhäsions-
und Kohäsionskrä en wird insbesondere bei Benetzungsphänomenen makroskopisch sichtbar.
Sind die Kohäsionskrä e in der Flüssigkeit viel größer als die Adhäsionskrä e an der Flüssig-Fest-
Grenzäche, so tendiert die Flüssigkeit dazu, eine sphärische Form anzunehmen. Im umgekehrten
Fall kommt es zu einer Ausbreitung der Flüssigkeit über die Festkörperoberäche.
2.3. Grenz- und Oberächenspannung
Neben der Dichte und Viskosität ist die Oberächenspannung eine charakteristische Eigenscha 
von Flüssigkeiten. Im Folgenden wird diese am Beispiel eines Wassertropfens erläutert. Es wird
angenommen, dass der Tropfen in der Schwerelosigkeit schwebt und von einem Gas mit geringer
Dichte (z.B. Lu ) unter isothermen und isobaren Bedingungen umgeben ist.
Auf ein Molekül im Inneren des Tropfens wirken in allen Raumrichtungen gleich große Kohäsions-
krä e, so dass diese sich im zeitlichenMittel aufheben. WerdenMoleküle an der Flüssigkeitsoberä-
che betrachtet, so wirken neben den Kohäsionskrä en entlang der Oberäche und in die Flüssigkeit
hinein zusätzlich Adhäsionskrä e mit den Gasmolekülen. Letztere werden jedoch im Allgemeinen
vernachlässigt, wenn die Dichte des Gases viel geringer als die der Flüssigkeit ist. Somit wirkt auf
jedes Oberächenmolekül, wie in Abbildung 2.1 schematisch dargestellt, eine resultierende Kra 
F⃗res ≠ 0⃗, die ins Flüssigkeitsinnere gerichtet ist. Diese resultierenden Krä e sorgen also dafür, dass
die Anzahl der Moleküle an der Oberäche so gering wie möglich bleibt. Dies erklärt, warum jede
Flüssigkeit, die keinen äußeren Krä en ausgesetzt und von einem Gas umgeben ist, stets bestrebt
ist, eine Kugelform anzunehmen. Denn für ein konstantes Volumen weist diese Form die kleinste
Oberäche auf.
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Fres
Abbildung 2.1.: Schematische Darstellung der Kohäsionskräfte, die auf einem Molekül innerhalb der
Flüssigkeit und an der Oberäche wirken.
Um die Tropfenoberäche A um einen Betrag ∆A zu vergrößern, müssen Moleküle aus dem
Inneren an die Oberäche transportiert werden. Dafür wird eine Arbeit ∆W benötigt, die gegen




wird Oberächenspannung oder auch Oberächenenergie genannt und hat die SI-Einheit Jm−2.
Grenzt der Tropfen an eine andere Flüssigkeit oder einen Festkörper, wird γ als Grenzächenspan-
nung oder auch Grenzächenenergie bezeichnet.
Die Oberächenspannung lässt sich ebenso durch eine thermodynamische Betrachtung des obigen
Systems ableiten. Ausgangspunkt hierfür ist die Gibbs Energie G, auch freie Enthalpie genannt,
und durch
G = U + pV − TS
deniert. Dabei ist U die innere Energie, p der Druck, V das Volumen, T die Temperatur und S
die Entropie. Eine Änderung der Energie ist mathematisch gegeben durch
dG = dU + dpV + pdV − dTS − T dS .
Da hier ein isothermes ( dT = 0) und isobares ( dp = 0) System betrachtet wird, gilt also
dG = dU + pdV − T dS .
Mit dem ersten Hauptsatz der ¿ermodynamik folgt
dG = dW + dQ + pdV − T dS . (2.2)
Die Arbeit dW lässt sich als Summe der Volumenarbeit −pdV und der nicht expansiven Arbeit
dWne gemäß
dW = −pdV + dWne (2.3)
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schreiben. Das Einsetzen von (2.3) in (2.2) ergibt
dG = dWne + dQ − T dS . (2.4)
Da für reversible Prozesse dQ = T dS gilt, vereinfacht sich (2.4) zu
dG = dWne .
Das bedeutet, dass die verrichtete, nicht expansive Arbeit, bei einem isothermen, isobaren und
reversiblen Prozess, der Änderung der freien Enthalpie entspricht. Wenn lediglich Arbeit geleistet
wird um die Tropfenoberäche zu vergrößern, dann entspricht sie der expansiven Arbeit dWne .







Obige Gleichung besagt also, dass unter isothermen und isobaren Bedingungen, die Oberä-
chenspannung γ der partiellen Ableitung der Gibbsschen freien Energie (nach der Oberäche)
entspricht.
Im weiteren Verlauf dieser Arbeit wird die Notation γi j für Grenz- und Oberächenspannungen
zwischen zwei unterschiedlichen Phasen i und j verwendet.
2.4. Benetzung auf Festkörperoberächen
Wie sich ein Tropfen auf einer festen Oberäche verhält, hängt von mehreren Faktoren ab. Neben
den Grenz- und Oberächenspannungen spielen die geometrischen, topographischen und che-
mischen Beschaenheiten der festen Oberäche eine zentrale Rolle. Volumenkrä e und weitere
externe Krä e (z.B. elektrische Krä e) können das Benetzungsverhalten ebenso beeinussen.
In diesemAbschnitt werden dieGrundlagen der Benetzung auf planaren, idealen sowie nicht idealen
festen Oberächen erläutert. Alle Benetzungssysteme werden bei konstanter Raumtemperatur und
einem Umgebungsdruck von 1 bar betrachtet, so dass weder Kondensation noch Verdampfung
stattnden. Des Weiteren wird angenommen, dass die Systeme keinen äußeren Krä en ausgesetzt
sind.
2.4.1. Benetzung auf idealen Festkörperoberächen
In Abbildung 2.2 ist ein Wassertropfen auf einer idealen Oberäche unter Vernachlässigung der
Gravitation schematisch dargestellt. Dabei wird ein ideales Substrat als glatt, unbiegsam, chemisch
homogen und nicht reagierend deniert. Die Gravitation kann nur dann vernachlässigt werden
wenn die Oberächenkrä e, auch Kapillarkrä e genannt, die Volumenkra dominieren. Dies gilt











Abbildung 2.2.: Schematische Darstellung der wirkenden Kräfte am Tripelpunkt.
ist [1]. Hier ist ∆ρ ≈ 998 kgm−3 die Dichtedierenz zwischen Wasser und der umgebenden Lu ,
g = 9.18m s−2 die Schwerebeschleunigung und γ = 72.75Nm−2 die Oberächenspannung. Auf
einer idealen festen Oberäche nehmenWassertropfen mit einem Radius R < 2.7 mm die Gestalt
einer Kugelkappe (in 2D eines Kreissegments, siehe Abbildung 2.2) an.
Wird ein Tropfen auf ein Substrat gebracht, so entstehen eine Flüssig-Gas- und eine Gas-Fest-
Oberäche sowie eine Flüssig-Fest-Grenzäche. Die dazugehörigen Spannungen sind γℓg, γgs und
γℓs. Die Indizes s, ℓ und g stehen jeweils für die Fest- (solid), Flüssig- (liquid) und Gasphase.
Im thermodynamischen Gleichgewicht wird die Form eines Tropfens durch den Kontaktwinkel,
der sich am Tripelpunkt (TP) einstellt charakterisiert. Der TP ist die Stelle, an der die Fest-, Flüssig-
und Gasphase aufeinandertreen. Im dreidimensionalen Fall liegt selbsterklärend eine Tripellinie
(auch Kontaktlinie genannt) vor.
Vormehr als 200 Jahren stellte¿omasYoung, in seiner berühmtenArbeit [3], eine trigonometrische
Beziehung zwischen dem statischen Kontaktwinkel θs , den ein ruhender Tropfen auf einem idealen






nicht explizit in seiner Arbeit niedergeschrieben ist, wird sie in der Fachliteratur als Youngsche
Gleichung benannt. Der Kontaktwinkel ist der Winkel, den die beiden Tangenten zur Tropfen- und
Substratoberäche am TP bilden und der stets im Flüssigkeitsinneren gemessen wird.
Aus der Youngschen Gleichung (2.5) geht hervor, dass der Kontaktwinkel lediglich von den physika-
lischen und chemischen Eigenscha en der drei Phasen abhängt, nicht vom Volumen des Tropfens
oder anderen externen Krä en, auch wenn diese die Form des Tropfens ändern können.
Wie in Abbildung 2.2 dargestellt, können γgs, γℓs und γℓg als Krä e, die am TP zusammenwirken,
interpretiert werden. Im mechanischen Gleichgewicht heben sich diese in der Summe auf und es
gilt
γgs − (γℓs + γℓg cos θs) = 0. (2.6)
Wenn eine Flüssigkeit eine feste Oberäche benetzt, kann es zu zwei möglichen Szenarien kom-
men:
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(a) S ≥ 0 (b) S < 0 (c) S < 0
Abbildung 2.3.: (a) Totale Benetzung, (b) und (c) partielle Benetzung.
• Die Flüssigkeit spreizt über die komplette Oberäche und bildet einen dünnen Flüssigkeits-
lm. In diesem Fall dominieren die Adhäsionskrä e zwischen der festen Oberäche und der
Flüssigkeit über die Kohäsionskrä e innerhalb der Flüssigkeit. Es liegt eine totale Benetzung
vor und der Kontaktwinkel ist θs = 0○.
• Die Flüssigkeit benetzt das Substrat partiell. Es bildet sich ein Tropfen mit einem Kontakt-
winkel 0○ < θs < 180○. In diesem Fall überwiegen die Kohäsionskrä e die Adhäsionskrä e.
Ein Maß für die Benetzbarkeit eines Systems ist der sogenannte Spreizungskoezient
S = γgs − (γℓs + γℓg),
der sich mit (2.5) als
S = γℓg(cos θs − 1)
schreiben lässt. Ist der Spreizungskoezient positiv, so ist das System total benetzend. Wenn S
hingegen negativ ist, stellt sich ein Kontaktwinkel θs > 0○ ein und das System ist partiell benetzend.
¿eoretisch kann S denWert−2γℓg annehmen, dies gilt genau dannwenn θs = 180○, das heißt genau
dann, wenn kein Kontaktmehr zwischen demTropfen und der festenOberäche besteht. Allerdings
ist dieses Szenario in der Praxis für Wassertropfen auf idealen Substraten nicht realisierbar [2,
S. 17].
Weist ein ruhender Wassertropfen einen Kontaktwinkel 0○ ≤ θ ≤ 90○ auf einem Substrat auf, wird
das System als hydrophil bezeichnet. Ein hydrophobes (resp. super-hydrophobes) Benetzungssystem
liegt vor, wenn 90○ < θY < 150○ (resp. 150○ < θY ≤ 180○) [1, 2]. Hydrophobe Benetzungsysteme
zeichnen sich in der Regel durch eine geringe Oberächenenergie des Substrats aus. Nishino et al.
[4] gelang es den bisher maximal erreichbaren Kontaktwinkel von 120○ auf einem idealen Substrat,
bestehend aus einer regulären hexagonal-dichten Packung von CF3-Gruppen, zu messen. Dabei
weist die feste Probe eine extrem niedrige Oberächenenergie von 6.7 × 103 Jm−2 auf.
Es gibt keine allgemeinen Richtlinien die festlegen wie glatt eine Festkörperoberäche sein muss,
damit ihre Rauheit keine Wirkung auf den Kontaktwinkel hat. Für experimentelle Untersuchungen
wird empfohlen, Substrate chemisch homogen, inert gegenüber den untersuchten Flüssigkeiten
und so glatt wie möglich zu präparieren. Hierfür haben sich verschiedeneMethoden und Verfahren
wie self-assembled-monolayers [5], vapor deposition [6, 7] und solvent casting [8] bewährt.
Um die Hydrophobie eines Benetzungssystems zu steigern, muss die Rauheit des Substrats ent-
sprechend erhöht, oder seine chemische Beschaenheit verändert werden. In beiden Fällen liegen
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(a) 0○ < θ < 90○ (b) 90○ < θ < 150○ (c) 150○ < θ < 180○
Abbildung 2.4.: Benetzungssysteme mit unterschiedlichen Benetzungseigenschaften.(a) Hydrophiles,
(b) hydrophobes und (c) superhydrophobes Benetzungssystem.
keine idealen Festkörperoberächen mehr vor, weshalb der Kontaktwinkel nicht weiter durch die
Youngsche Gleichung wiedergegeben werden kann.
Im folgenden Abschnitt werden zwei theoretische Modelle zur Bestimmung des Kontaktwinkels
eines Tropfens auf nicht idealen festen Oberächen vorgestellt.
2.4.2. Benetzung auf nicht idealen Festkörperoberächen
In realen Anwendungen sind Substratoberächen nicht ideal. Sie besitzen eine gewisse Rauheit
und/oder chemische Inhomogenität, welche das Benetzungsverhalten entscheidend beeinussen.
In Abbildung 2.5 sind sowohl geometrisch als auch chemisch strukturierte Oberächen schematisch
dargestellt. Die geometrisch strukturierte Oberäche in Abbildung 2.5(a) ist chemisch homogen
aber nicht glatt. Die chemisch strukturierte Oberäche hingegen ist glatt, weist aber lokal unter-
schiedliche Oberächenenergien auf. Die chemische Struktur ist in Abbildung 2.5(b) in Form von
Streifen illustriert.
Während im letzten Abschnitt der statische Kontaktwinkel durch die Youngsche Gleichung ein-
deutig deniert war, ist dies bei nicht idealen Oberächen nicht mehr der Fall. In der Regel wird
der Kontaktwinkel mit optischen Messmethoden ermittelt, die die Rauheit der Oberäche nicht
auösen. Daher ist, für nicht ideale Oberächen, der gemessene Kontaktwinkel θ∗ als der ma-
kroskopisch scheinbare Kontaktwinkel2 gegenüber der glatten Oberäche zu interpretieren. Der
2the apparent contact angle
(a) Geometrisch strukturierte Oberäche (b) Chemisch strukturierte Oberäche
Abbildung 2.5.: Nicht ideale Oberächen.
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θ̃ θ∗
Abbildung 2.6.: Schematische Darstellung des scheinbaren Kontaktwinkels θ∗ und des tatsächlichen
Kontaktwinkels θ̃ auf einer geometrisch rauen Oberäche.
tatsächliche Kontaktwinkel3 θ̃ ist der Winkel zwischen der Tangente an der Tropfenoberäche und
der lokalen Tangente an der tatsächlichen Fest-Flüssig-Grenzäche [9]. In Abbildung 2.6 sind beide
Kontaktwinkel auf einer geometrisch rauen Oberäche schematisch dargestellt. In verschiedenen
Arbeiten wurde nachgewiesen, dass der tatsächliche Kontaktwinkel dem Youngschen Kontaktwin-
kel entspricht [10–12] und sehr stark vom makroskopisch scheinbaren Kontaktwinkel abweicht.
Im Folgenden werden verschiedene Benetzungszustände auf nicht idealen Oberächen vorgestellt
und es wird auf die Kontaktwinkelberechnung eingegangen. In allen Szenarien wird vorausgesetzt,
dass der Tropfen viel größer als die Struktur der Oberäche ist.
Robert Wenzel war der Erste, der ein Modell zur Berechnung des Kontaktwinkels auf einer geome-
trisch rauen Oberäche geliefert hat [13]. Ausgehend von der Youngschen Gleichung (2.5) und den
Annahmen, dass die feste Oberäche chemisch homogen ist und die Flüssigkeit vollständig in die
Struktur eindringt (siehe Abbildung 2.7), ergibt sich nach Wenzel [13] ein Kontaktwinkel θw , der
die Gleichung
cos θw = r cos θs (2.7)
erfüllt. Dabei ist der Rauheitsfaktor r, der Quotient aus benetzter- und projizierter Oberäche.
In Abbildung 2.8 ist die benetzte Oberäche in rot und die projizierte in blau dargestellt. Der
Kontaktwinkel θs entspricht dem statischen Winkel, den der Tropfen auf derselben chemisch
homogenen aber glatten Oberäche bildet. Darüber hinaus geht aus Gleichung (2.7) hervor, dass
eine hydrophile bzw. hydrophobe feste Oberäche, mit steigender Rauheit noch hydrophiler bzw.
hydrophober wird. Bei entsprechender Rauheit könnte ein Tropfen imWenzel-Regime theoretisch
einen Kontaktwinkel θw = 180○ erreichen, was in der Praxis aber nicht beobachtet wird.
Ein weiterer Benetzungszustand ist in Abbildung 2.9 dargestellt und wird Cassie-Baxter Zustand
genannt. Im Gegensatz zumWenzel-Zustand dringt die Flüssigkeit nicht in die Oberächenstruk-
tur ein. Unter dem Tropfen bilden sich Lu einschlüsse, so dass er auf einer zusammengesetzten
Oberäche,4 bestehend aus Lu und fester Phase liegt. Cassie und Baxter [14] haben dieses Benet-
zungsregime untersucht und den Kontaktwinkel θCB als
cos θCB = f1 cos θ1 + f2 cos θ2 (2.8)
3the actual contact angle
4composite surface
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Abbildung 2.7.:Wenzel-Regime.
Abbildung 2.8.: Benetzte und projizierte Oberäche imWenzel-Regime.
bestimmt. Dabei ist f1 (resp. f2) der Flächenanteil des Substrats (resp. der Lu einschlüsse) unter
dem Tropfen. Zusätzlich gilt f1 + f2 = 1. θ1 ist der Kontaktwinkel, den der Tropfen bilden würde,
wenn das Substrat eine ideale Oberäche wäre. Es gilt also θ1 = θs . θ2 = 180○ ist der Kontaktwinkel
den die Flüssigkeit gegenüber der Lu bildet. Somit lässt sich Gleichung (2.8) in
cos θCB = f1 cos θs − (1 − f1)
= f1(cos θs + 1) − 1 (2.9)
umformen. Für f1 = 1 liegt eine ideale Oberäche vor und Gleichung (2.9) ist äquivalent zu der
Youngschen Gleichung (2.6), denn es gilt θCB = θY . Wenn f1 = 0 ist bedeutet das, dass kein Kontakt
mehr zwischen dem Tropfen und der festen Oberäche besteht. Daher folgt aus Gleichung (2.9) in
konsistenter Weise θCB = 180○.
Die Cassie-Baxter-Gleichung (2.8) lässt sich verallgemeinern, um denKontaktwinkel eines Tropfens
auf einer beliebigen chemisch strukturierten Oberäche zu bestimmen. Besteht die feste Oberäche
aus N Teilgebieten, die jeweils lokal unterschiedliche Kontaktwinkel θ i aufweisen und hat jedes





fi cos θ i .
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Abbildung 2.9.: Cassie-Baxter-Regime.
Obwohl die Benetzungstheorien nach Wenzel, Cassie und Baxter in der Literatur viel diskutiert
und ihre Gültigkeit in Frage gestellt wurde [15–23], liefern sie eine sehr gute Annäherung an





Viele Fragestellungen aus den Ingenieurs-, Material- und Naturwissenscha en führen auf das Lösen
von sogenannten Problemen mit freiem Rand1. Hierbei müssen partielle Dierentialgleichungen
(PDEs) in einem Gebiet, von dem ein Teil des Randes a priori unbekannt ist, gelöst werden[25].
Neben prominenten Beispielen aus den Materialwissenscha en wie dem Schmelzen und Erstarren
von Legierungen, Kornwachstum in polykristallinen Materialien und Sintern, zählen hierzu auch
Benetzungsvorgänge, die in dieser Arbeit behandelt werden.
Um einen realen Prozess zu simulieren, bedarf es eines mathematischenModells das ihn beschreibt.
O mals ist die Wahl des Modells Geschmackssache und nicht nur rational zu begründen [26].
Trotzdem muss es wichtige Kriterien wie Konsistenz, Validität und Reliabilität erfüllen.
Abgesehen von experimentellen und theoretischen Betrachtungen tragen numerische Simulatio-
nen dazu bei, Benetzungsprozesse besser zu verstehen und zu analysieren. Angefangen bei der
atomistischen Skala, die mit Hilfe von Molekulardynamik (MD) durchleuchtet werden kann, bis
hin zu Kontinuum-Modellen, welche das Problem auf einer meso- bis makroskopischen Skala
erfassen. Letztere werden in scharfe-Grenzächen-2 und diuse-Grenzächen-Modelle3 (SI-Modell
undDI-Modell ) unterschieden. Bei einem SI-Modell wird die Grenze zwischen zwei physikalischen
Phasen als eine (d − 1)-dimensionale Hyperäche, in einem d-dimensionalen Raum betrachtet.
Entlang dieser scharfen Grenze variieren die physikalischen Eigenscha en beider Phasen sprungar-
tig. Indessen beruht ein DI-Modell auf der Annahme, dass die Grenze zwischen zwei benachbarten
Phasen dius ist. Das heißt, dass beide Phasen in einem Bereich endlicher Dicke koexistieren
und ihre physikalischen Eigenscha en sich innerhalb dieses Bereiches nicht sprungartig, sondern
kontinuierlich ändern.
In dieser Arbeit wird ein DI-Modell, genauer ein Phasenfeldmodell (PF-Modell) verwendet, um
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Entwicklung von Phasenfeldmodellen, befasst sich der restliche Teil dieses Kapitels mit der Model-
lierung einer diusen Grenzäche sowie der Beschreibung ihrer Bewegung. Es werden verschiedene
Evolutionsgleichungen vorgestellt und anschließend die Wahl des in dieser Arbeit verwendeten
Modells diskutiert.
3.1. Historisches
Bereits 1887 fand Van der Waals[27, 28], bei der Untersuchung der Krä ewechselwirkungen zwi-
schen Molekülen und Atomen in einem Flüssig-Gas-System heraus, dass die Grenzäche zwischen
beiden Phasen nicht scharf, sondern dius ist, mit einer Breite, die der Größenordnung vonwenigen
Molekülen entspricht. Da dies die zentrale Annahme aller Phasenfeldmodelle (PF-Modelle) ist,
wird die oben zitierte Arbeit von Van der Waals in der Fachliteratur als Ursprung dieser Modelle
bezeichnet.
Mit der Entstehung der Landau-¿eorie zur Untersuchung von Phasentransformationen erster
und zweiter Ordnung, wurde erstmals die Notion eines Ordnungsparameters Φ eingeführt[29].
Dieser wurde als homogenisierte, thermodynamische Eigenscha einer Phase interpretiert und
genutzt, um die freie Energie eines Systems zu beschreiben[30, S. 10]. Einige Jahre später haben
Ginzburg und Landau [31] eine¿eorie zur Beschreibung der Supraleitung entwickelt und dabei
zusätzlich die räumliche Änderung des Ordnugsparameters bei der Formulierung der freien Energie
berücksichtigt.
Darauf basierend haben Cahn und Hilliard[32, 33] Ende der fünfziger Jahre ein Modell vorge-
stellt, das die spinodale Entmischung in ein inhomogenes, zweikomponentiges System beschreibt.
Dabei wurde die Konzentration c als Ordnungsparameter gewählt. Unter Berücksichtigung der
Grenzächenenergie im System, haben Cahn und Hilliard die freie Energie mittels eines Ginzburg-
Landau-Typ Funktionals in Abhängigkeit von c und ∇c formuliert. Allen und Cahn [34] haben
das gleiche Energie-Funktional verwendet, um die Bewegung von Korngrenzen in anti-Phasen
Gebietsvergröberungen zu beschreiben. Anders als im Cahn-Hilliard Modell ist der im Allen-Cahn
Modell gewählte Ordnungsparameter eine nicht erhaltende Größe. Die Evolution von Φ wird
jedoch in beiden Modellen durch das Prinzip der Energieminimierung getrieben. In den Arbei-
ten[35, 36] haben die Autoren den Zusammenhang zwischen der Evolution der Mikrostruktur
und der gesamten Energie des Systems erläutert und ausführlich diskutiert. Weitere DI-Modelle
zur Beschreibung von freien Randwertproblemen im materialwissenscha lichen Kontext wurden
in den darauf folgenden Jahren veröentlicht [37–39]. Caginalp und Fife [40] führten erstmals
Mitte der 80er Jahre den Begri Phasenfeldmodell als Bezeichnung für das DI-Modell, das sie
vorgestellt haben, ein. Ausgehend von einer freien Entropie-Formulierung, welche analog zu der
Cahn-Hilliard freien Energie-Formulierung ist, haben Penrose und Fife [41] thermodynamisch
konsistente Evolutionsgleichungen des Ordnungsparameters hergeleitet. Anfänglich wurden die
PF-Modelle hauptsächlich in der Materialforschung eingesetzt. Ein ausführlicher Überblick kann
aus den Referenzen [42–51] entnommen werden. Mit steigender Rechenkapazität und -leistung
haben sich PF-Modelle inzwischen in diversen Forschungsbereichen etabliert: in der Medizin
zur Simulation von Tumorwachstum [50, 52, 53], in der Biologie zur Modellierung von Vesikel-
membranen [54–56] sowie in der Batterieforschung [57–60] und Strömungsmechanik [61]. Neben
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Level-Set und Volume-of-Fluid Modellen sind PF-Modelle bei der Simulation von Benetzungspro-
zessen zumWerkzeug der Wahl avanciert. Ein ausführlicher Überblick sowie der diesbezügliche
Forschungsstand werden in Kapitel 4 gesondert vorgestellt.
3.2. Konzepte der Phasenfeldmodellierung beweglicher
Oberächen
Neben der Annahme, dass Grenzächen zwischen benachbarten Phasen diuse Bereiche endlicher
Ausdehnung sind, basieren alle PF-Modelle auf einer geschickten Systemparametrisierung mittels
sogenannter Phasenfelder, welche in Anlehnung an die Arbeit von Bergho [62] als nächstes
vorgestellt werden.
3.2.1. Gebietsparametrisierung durch Phasenfelder
Ein Gebiet Ω ⊂ Rd , d ∈ {1, 2, 3} bestehend aus N Phasen wird durch die N Phasenfelder ϕα(x , t),
mit α ∈ I ∶= {1, . . . ,N} parametrisiert. Der Vektor ϕ ∶= (ϕ1(x , t), . . . , ϕN(x , t))T wird Phasenfeld-
vektor genannt. Jedes Phasenfeld ϕα ist eine glatte Funktion ϕα(x , t) ∶ Ω ×R+ → [0, 1], die lokal an




ϕα(x , t) = 1, ∀x ∈ Ω.
Das bedeutet, dass der Phasenfeldvektor ϕ ein Element des Simplex





ist. Ein TeilgebietΩα ∶= {x ∈ Ω ∣ ϕα(x , t) = 1}wird Bulk genannt. Die Stetigkeit der ϕα Funktionen
führt dazu, dass die nicht-Bulk-Bereiche zweier räumlich benachbarter Phasen α und β sich in ei-
nemBereich Iαβ überlappen; dieser wird αβ-Interface genannt und als Iαβ ∶= {x ∈ IΩ ∣ ϕα + ϕβ = 1}
deniert. Hierbei ist IΩ ∶= Ω ∖⊍α∈I Ωα die Menge aller Interfaces im Gebiet Ω.
Der Phasenfeldparameter ϕα ist ein allgemeiner Konstrukt. Er kann je nach Anwendung als Orien-
tierungsparameter, Ordnungsparameter, lokale Volumenfraktion oder Konzentration einer Phase
interpretiert werden. Insbesondere kann ϕ je nach Problemstellung eine erhaltende oder eine nicht
erhaltende Größe sein.
Die zentralen Ideen hinter der PF-Modellierung der Evolution einer diusen Grenzäche werden
im Folgenden am Beispiel eines zweiphasigen Systems präsentiert. Die Benetzung auf einer festen
Oberäche wird im nächsten Kapitel behandelt und ein mehrphasiges PF-Modell wird in Kapitel 5
vorgestellt.
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Evolution zum Gleichgewichtszustand
Abbildung 3.1.: Schematische Darstellung einer beliebigen Flüssigkeitsmasse (links). Im Gleichgewichts-
zustand (rechts) nimmt sie die Form eines Kreises an. Für ein vorgegebenes, konstantes Volumen weist
sie damit die kleinste Oberäche auf.
3.2.2. Das Oberächenenergie-Funktional
Sei ein Gebiet Ω ⊂ Rd bestehend aus zwei Phasen, welche durch Teilgebiete Ωα , Ωβ ⊂ Ω mit
Ωα ∪Ωβ = Ω repräsentiert werden. Die isotrope Grenzäche Γαβ , die die beiden Phasen trennt, ist
hier eine (d − 1)-dimensionale Hyperäche. Die Oberächenenergie FSI des Systems wird als
FSI = ∫Γαβ γαβ dS
dargestellt [63]. Hierbei ist γαβ die αβ-Oberächenspannung. Des Weiteren steht dS für die In-
tegration bezüglich eines (d − 1)-dimensionalen Flächenmaßes. Durch folgendes Beispiel und
Abbildung 3.1 wird dies besser erklärt und veranschaulicht.
Beispiel 3.1 (Zweiphasen-System). Eine beliebige Flüssigkeitsmasse, auf der keine externen Krä e
wirken und die von einem Gas umgeben ist, hat die Energie
FSI = ∫Γℓg γℓg dS = γℓg∣Γℓg∣. (3.1)
Hier ist γℓg die ℓg-Oberächenspannung, wobei ℓ und g die üssige-4 und die Gasphase indizieren.
Γℓg ist die Flüssig-Gas-Oberäche und ∣Γℓg∣ ist ihr Maß. Aus der ¿ermodynamik ist bekannt,
dass jedes abgeschlossene System stets bestrebt ist, seine Energie zu minimieren. Die Flüssigkeit
minimiert ihre Oberäche, so dass sie im Gleichgewicht die Oberäche ΓS einer Sphäre annimmt.
Dies macht deutlich, dass die Energieminimierung mit der Oberächenminimierung einhergeht.
Die Fragen, die sich hier stellen sind: (i) Wie entwickeln sich Grenzächen zwischen zwei Phasen,
so dass die freie Oberächenenergie minimiert wird? (ii) Wie kann dies modelliert werden?
SI-Methoden beschreiben die Evolution der scharfen Grenzäche Γ ∶= Γ(t) zwischen zwei Fluiden
in der Regel mit Lagrangsche- oder Euler-Lagrangsche-Techniken. Die Position der Grenzäche
wird durch das Lösen von Evolutionsgleichungen der Form dxi/dt = ui für alle diskreten Punkte
xi ∈ Γ(t), welche sich mit den Geschwindigkeiten ui bewegen, bestimmt. Hierbei werden meistens
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Grenzäche mit und wird so angepasst, dass diese durch diskrete Gitterpunkte lokalisiert werden
kann. Dieses Vorgehen führt zu einem erheblichen Rechenaufwand, der in jedem Zeitschritt der
Simulation aufgebracht werden muss. Da die physikalischen Eigenscha en benachbarter Pha-
sen sich entlang der Grenzäche diskontinuierlich ändern, müssen zusätzlich Randbedingungen
entlang Γ(t) in jedem Zeitschritt gelöst werden. Daher stoßen solche Methoden o mals bei drei-
dimensionalen Problemen an Grenzen der Berechenbarkeit und scheitern häug bei komplexen
Topologieänderungen wie dem Auseinanderbrechen oder der Koaleszenz von Grenzächen [64].
Bei Euler-Lagrangsche-Methoden werden zwei verschiedene Gitter eingesetzt, um die Evolution der
Grenzäche zu beschreiben. Die Strömung der uiden Phase wird auf ein xes Euler-Gitter gelöst
und die Deformation der Grenzäche wird auf einem bewegten Lagrange-Gitter dargestellt. Somit
müssen in jedem Zeitschritt Informationen zwischen beiden Gittern ausgetauscht und interpoliert
werden. Neben dem enormen Zeit- und Speicheraufwand, treten bei solchen Methoden weitere
unerwünschte Eekte wie numerische Diusion und Instabilität auf [65]. Im dritten Kapitel der
Arbeit von Croce [65] werden Lagrangsche- und Euler-Lagrangsche-Techniken, sowie ihre Vor-
und Nachteile ausführlich diskutiert.
DI-Modelle, insbesondere PF-Modelle, umgehen die oben genannten Nachteile. Dies wird im
Folgenden anhand des zweiphasigen Flüssig-Gas-Systems aus Beispiel 3.1 erläutert.
Das System wird durch die skalaren Phasenfelder ϕℓ und ϕg, mit ϕℓ + ϕg = 1 parametrisiert. Die
Grenzäche Γℓg zwischen den beiden Phasen ist als dius zu betrachten. Die zentrale Idee liegt
darin, das Oberächenenergie-Funktional (3.1) durch ein Ginzburg-Landau-Typ Funktional der
Form




zu ersetzen [32, 34]. Hierbei ist ϕ = (ϕℓ , ϕg)T der Phasenfeldvektor und ε > 0 ein Parameter, der
die Breite der diusen Grenzäche bestimmt (siehe Abbildung 3.2). Der erste Integrand ist eine
Gradientenenergiedichte, die verhindert, dass sich scharfe Gradienten bilden und die Funktion
w(ϕ) ≥ 0 ein geeignetes Zweiwellen-Potential6, welches Minima an den Stellen ϕℓ = 1 und ϕℓ = 0
hat. In Kapitel 4 wird auf beide Terme näher eingegangen.
Wegen der Beziehung ϕℓ + ϕg = 1 kann ϕg in Abhängigkeit von ϕℓ formuliert werden. Mit der
Substitution ϕ ∶= ϕℓ gilt ϕg = 1 − ϕ. Es genügt also die Energie des Systems in Abhängigkeit des
skalaren Phasenfelds ϕ, gemäß





Wie sich das System in Richtung seines Energieminimums entwickelt, wird durch die zeitliche
Evolution des Phasenfelds ϕ beschrieben. In Anlehnung an die Referenzen [66–69], und imWe-
sentlichen basierend auf dem Manuskript von Maier-Paape [70], werden als nächstes verschiedene
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φ` = 1
φ` = 0






Abbildung 3.2.: Schematische Darstellung des diusen Flüssig-Gas-Interfaces als hellblauer Bereich
der Breite lI . Der Kreis mit der durchgezogenen Linie stellt die φℓ = 0.5-Konturlinie dar und gilt als
Repräsentant für die scharfe Flüssig-Gas-Oberäche.
3.3. Gradientenüsse und Evolutionsgleichungen
Um die Idee hinter der Beschreibung von Evolutionsgleichungen durch Gradientenüsse zu verste-
hen, ist es wichtig den Zusammenhang zwischen Gradienten und Skalarprodukten herzustellen.
Zur Motivation wird zunächst der endlich dimensionale Fall betrachtet.
Auf einer endlich dimensionalen Mannigfaltigkeit M ⊂ Rn ist der Gradient eines hinreichend
glatten Funktionals E ∶ M → R an einem Punkt u0 ∈ M ein Elementw0 im Tangentialraum Tu0M =
Rn. Für stetig dierenzierbare Funktionen u(t) ∶ R+ → Mmit u(0) = u0 ist die Richtungsableitung
von E an der Stelle u0 in Richtung v ∈ Rn deniert als
d
dt







= gradE(u0) ⋅ v
= (w0, v)2.
Hierbei ist (⋅, ⋅)2 das Standardskalarprodukt in Rn. Es ist oensichtlich, dass für eine andere
zulässigeWahl des Skalarprodukts, derGradient vonE ein anderer seinmuss, damit obigeGleichung
erfüllt ist. Eine ausführliche Erklärung sowie ein Beispiel hierzu sind in der Referenz [67, S. 4]
nachzulesen.





betrachtet. Dabei ist K > 0 ein kinetischer Koezient, der die Geschwindigkeit des Abstiegs von
u(t) in Richtung des negativen Gradienten von E steuert. Ohne Beschränkung der Allgemeinheit
wird im Folgenden K = 1 gesetzt.
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Wenn u(t) obige Gleichung für alle t ∈ [0, T] erfüllt, dann gilt für alle tn , tm ∈ [0, T]mit tn < tm
E(u(tm)) − E(u(tn)) = ∫ tmtn (E(u(t))′ dt










(3.3)= ∫ tmtn −∥gradE(u(t))∥22 dt
≤ 0.
Das bedeutet, dass E entlang von Lösungskurven u(t) zeitlich monoton abfällt. Mit Hilfe der
Cauchy-Schwarzschen Ungleichung kann gezeigt werden, dass ausgehend vom Punkt u0 entlang
aller möglichen Richtungen (der Länge ∥gradE(u0)∥2) f am schnellsten in Richtung des negativen
Gradient −∇E(u0) fällt [69, S.4].
Nun wird dieses Konzept auf unendlich dimensionale Funktionenräume übertragen. Dafür wird
zunächst die Ableitung eines Funktionals deniert.
Denition 3.2. (nach [68, S. 35]) Sei H ein Hilbertraum mit der Norm ∥⋅∥H welche durch ein
Skalarprodukt (⋅, ⋅)H induziert wird. H∗ der zu H gehörigen Dualraum und ⟨⋅, ⋅⟩H∗ ,H die Dualpaa-
rung zwischen H∗ und H. Ein Funktional E ∶ H → R heißt Gâteaux-dierenzierbar in u ∈ H mit
Ableitung E ′(u) ∈ H∗ wenn
dE
dt
(u + tv)∣t=0 = ⟨E
′(u), v⟩H∗ ,H , ∀v ∈ H
gilt.
Wenn E in u ∈ H Gâteaux-dierenzierbar ist, dann existiert nach dem Darstellungssatz von Riesz
[71, S. 147] ein w ∈ H, so dass
dE
dt
(u + tv)∣t=0 = ⟨E
′(u), v⟩H∗ ,H = (w , v)H , ∀v ∈ H
gilt.
Für die Probleme, die in dieser Arbeit betrachtet werden, beschränken sich die Untersuchungen
auf Funktionale, die auf linearen, anen Mannigfaltigkeiten M ⊂ H der Form M ∶= ū + T mit
ū ∈ H und T linear ⊂ H deniert sind. Der Gradient von E bezüglich des Skalarprodukts in H ist
ein Element des Tangentialraums vonM, der aufgrund der Struktur vonM durch S ∶= clH(T) (der
Abschluss von T in H) repräsentiert werden kann [70].
Denition 3.3. (nach [72, S. 932]) Die erste Variation von E ∶ M → R an einem Punkt u ∈ M in
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(u + tv)∣t=0 = (gradH E(u), v)H
gilt. Wenn u(t) gemäß dem Gradientenuss
∂u
∂t
(t) = − gradH E(u(t))
inM evolviert, dann folgt
dE
dt









Bei der Modellierung physikalischer Prozesse, repräsentiert das Funktional die Energie des Systems.
Daher eignen sich Gradientenüsse, um jene zeitliche Evolution zu beschreiben, die die Energie des
Systems minimiert. Um sicherzustellen, dass sowohl die Evolution als auch das Energieminimum
physikalisch sinnvoll sind, wird ein geeigneter Zustandsraum sowie ein passendes inneres Produkt,
das den Dissipationsmechanismus beschreibt, benötigt[26].
3.3.1. Die Allen-Cahn Gleichung
In diesem Abschnitt wird eine Evolutionsgleichung von ϕ als Gradientenuss des Funktionals (3.2)
in einem Unterraum von H = L2(Ω) vorgestellt. Dabei ist
L2(Ω) ∶= {u ∶ Ω → R ∣ u ist messbar und ∥u∥L2 <∞}
mit dem gewichteten Skalarprodukt
(u, v)L2 ∶= ∫Ω
u ⋅ v
K′
dV , ∀u, v ∈ Ω
ein Hilbertraum. Im Fogenden wird O.b.d.A K′ = 1 gewählt.
Sei die Mannigfaltigkeit M ∶= {ϕ ∈ H2(Ω) ∣ ∇ϕ ⋅ n = 0 auf dem Rand ∂Ω} ⊂ L2(Ω) und n der
Einheitsnormalenvektor auf dem Rand.M ist selbst ein Unterraum der dicht in L2(Ω) liegt und es
gilt zusätzlich T = M. Daher ist der Gradient von F ∈ S ∶= L2(Ω) [70].
Die erste Variation von (3.2) nach ϕ in Richtung v ∈ L2(Ω) ist gegeben durch
δF(ϕ)
δϕ
[v] = ∫Ω(2εγαβ∇ϕ ⋅ ∇v +
1
ε
w′(ϕ) ⋅ v)dV .
Die partielle Integration des ersten Terms zusammen mit dem Gaußschen Integralsatz liefern
δF(ϕ)
δϕ
[v] = ∫Ω(−2εγαβ∆ϕ +
1
ε
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Daher ist




Mit ∂ϕ/∂t = − gradL2 F(ϕ) erhält man die Evolutionsgleichung
⎧⎪⎪⎨⎪⎪⎩
∂ϕ(x ,t)




∇ϕ ⋅ n = 0, auf ∂Ω,
(3.4)
welche erstmals von Allen und Cahn [34] bei der Untersuchung von Grenzächenbewegungen
bei anti-Phasen Gebietsvergröberungen eingeführt wurde. Sie wird daher Allen-Cahn Gleichung
genannt.
Wie in denArbeiten [66, 69, 73] gezeigt und diskutiert wurde, ist die Allen-CahnGleichung (3.4) der
L2-Gradientenuss des Oberächenenergie-Funktionals (3.2). In vielen Arbeiten, darunter die Refe-
renzen [74–80], wurde bewiesen, dass im Scharf-Interface-Limes7 (ε → 0) die Allen-Cahn-Gleichung
die Bewegung einer scharfen Grenzäche gemäß ihrer mittleren Krümmung κ beschreibt
Vn = κ.
Dabei ist Vn die Geschwindigkeit an jedem Punkt der Grenzäche in Richtung der äußeren Nor-
malen. In den Büchern [81–83] ndet der Leser mehr zu diesem¿ema.
Wegen
d


















lässt sich zeigen, dass die Allen-Cahn Gleichung die Evolution einer nicht erhaltenden Größe
beschreibt. Auf Beispiel 3.1 übertragen heißt das, dass die Flüssigkeit ihre Oberäche so reduziert,
dass sie nach endlicher Zeit komplett verschwindet.
Da in dieser Arbeit bis auf Kapitel 7, ausschließlich volumenerhaltende Tropfen untersucht werden,
ist eine Evolution gemäß der Allen-Cahn Gleichung ungeeignet, um Benetzungsprozesse in einer
gesättigten Umgebung unter isothermen und isobaren Bedingungen zu modellieren.
Gewünscht ist eine Evolution von ϕ, die die Energie (3.2) mit der Nebenbedingung
d
dt ∫Ω ϕ dV = 0 (3.5)
7sharp interface limit
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minimiert. Das heißt, dass das Volumen der Phase in der Zeit konstant
ϕ̄ = 1
∣Ω∣ ∫Ω ϕ(x , t)dV (3.6)
bleibt. Hierbei ist ∣Ω∣ = ∫Ω 1 dV .
Im folgenden Abschnitt wird die hierdurch motivierte Evolution vorgestellt.
3.3.2. Die volumenerhaltende Allen-Cahn Gleichung
Um eine Evolution zu formulieren, welche die Bedingung (3.6) erfüllt, wird die erste Variation des
Funktionals in Richtung von Funktionen v, die das Integral null haben, betrachtet[66, 69, 70], also
aus der linearen MannigfaltigkeitM0 ∶= {u ∈ M ∣ ∫Ω u dV = 0}. Wie sich später herausstellen wird
(siehe Gleichung (3.7)), sind das genau die Funktionen, die das Volumen erhalten.
Nun wird der Gradientenuss, der für ein vorgegebenes ϕ̄ durch das Funktional F ∶ Mϕ̄ → R
induziert wird, bestimmt. Mit T = M0 ⊂ L2(Ω) folgt S = L2(Ω) ∶= {u ∈ L2(Ω) ∣ ∫Ω u dV = 0}. Da
v ∈ M0 und das Skalarprodukt in (⋅, ⋅)L2 linear ist, gilt für c ∈ R
δF(ϕ)
δϕ








w′(ϕ) − c), v)
L2
. (3.7)




w′(ϕ) − c)dV = 0
erfüllt sein. Mit dem Gaußschen Integralsatz und ∇ϕ ⋅ n = 0 (weil ϕ inMϕ̄) folgt











Mit ∂ϕ/∂t = − gradL2 F(ϕ) erhält man die volumenerhaltende Allen-Cahn Evolutionsgleichung
⎧⎪⎪⎨⎪⎪⎩
∂ϕ(x ,t)
∂t = 2εγαβ∆ϕ −
1
ε(w
′(ϕ) − 1∣Ω∣ ∫Ωw′(ϕ)dV), in Ω,
∇ϕ ⋅ n = 0, auf ∂Ω.
(3.8)
Obige Gleichung ist der L2-Gradientenuss des Funktionals (3.2) eingeschränkt auf Geschwindig-
keiten mit Integral null. Das sind genau die Geschwindigkeiten, die das Volumen, welches von der
Grenzäche umrandet ist, erhalten[66, 69].
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Für ε → 0 beschreibt Gleichung (3.8) die Bewegung einer scharfen Grenzäche gemäß der Dierenz
zwischen der mittleren Krümmung und der gemittelten mittleren Krümmung
Vn = κ −
1
∣Γ∣ ∫Γ κ dS .
Sie wird auch Bewegung nach bedingter-8 oder nach nicht-lokaler mittlerer Krümmung genannt.
Bronsard und Stoth [84] haben eine asymptotische Analyse der volumenerhaltenden Allen-Cahn-
Gleichung für den radial symmetrischen Fall geliefert und Chen et al. [85] taten selbiges für
allgemeine Geometrien.
In Gleichung (3.8) wird die Volumenerhaltung durch den nicht-lokalen Term





welcher als Lagrange-Multiplikator interpretiert werden kann, garantiert. Wegen der integralen
Mittelung über das ganze Gebiet Ω ießen nicht-lokale Wirkungen in die Evolutionsgleichung
ein. Daher ist die Volumenerhaltung eher durch ein mathematisches Konstrukt gesichert und
weniger physikalisch motiviert (vgl. [66, S. 192],[68, S. 4], [69, S. 12] und [70, S. 8]). Eine im
physikalischen Sinne konsistente Evolutionsgleichung, welche die Bedingung (3.6) erfüllt, liefert
der H−10 -Gradientenuss des Energie-Funktionals (3.2), der als nächstes vorgestellt wird.
3.3.3. Die Cahn-Hilliard Gleichung
In diesem Abschnitt wird die Evolution des Systems im anen Unterraum Mϕ̄ = ϕ̄ + M0 des
Hilbertraums H−10 (Ω) ∶= {u ∈ L2(Ω) ∣ ∫Ω u dV = 0} betrachtet.
Für v1, v2 ∈ H−10 (Ω) sind u1, u2 ∈ H10(Ω) ∶= {u ∈ H1(Ω) ∣ ∫Ω u dV = 0} als schwache Lösungen
des Neumann Randwertproblems
⎧⎪⎪⎨⎪⎪⎩
−∆ui = vi , in Ω,
∇ui ⋅ n = 0, auf ∂Ω
(3.9)
deniert. Mit der Notation ui = (−∆N)−1vi lässt sich das H−10 -Skalarprodukt wie folgt denieren
(v1, v2)H−10 = (∇(−∆N)
−1v1,∇(−∆N)−1v2)L2
= (∇u1,∇u2)L2 .
Da hier T = M0 ist, liegt der Gradient von F in S = H−10 und für alle v ∈ M0 gilt
dF
dt
(ϕ + tv)∣t=0 = (gradH−10 F , v)H−10
.
8constrainted mean curvature ow
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Mit Gleichung (3.9) lässt sich gradH−10 F wie folgt bestimmen
dF
dt























= (gradH−10 F , v)H−10
.
Mit ∂ϕ/∂t = − gradH−10 F erhält man die Cahn-Hilliard Evolutionsgleichung
⎧⎪⎪⎨⎪⎪⎩
∂ϕ





′(ϕ)) ⋅ n = 0, auf ∂Ω
welche den H−10 -Gradientenuss der Energie (3.2) darstellt.
Mit der Denition des chemischen Potentials µ ∶= 2γαβε∆ϕ − 1εw




∂t = −∇ ⋅ (∇µ), in Ω
∇µ ⋅ n = 0, auf ∂Ω
(3.10)
darstellen. Sie beschreibt die Evolution einer erhaltenden Größe, denn es gilt
d




= ∫Ω −∇ ⋅ ∇µ dV
= − ∫∂Ω ∇µ ⋅ n dS
= 0.
Im asymptotischen Limes ε → 0 beschreibt Gleichung (3.10) die Bewegung der Grenzäche ge-
mäß
Vn = −∆Γκ.
Die Geschwindigkeit Vn ist proportional zu dem negativen Oberächen-Laplace9 der mittleren
Krümmung und die Bewegung ist hier durch Grenzächen-Diusion getrieben[66, 69]. In den
Arbeiten [70, 86–89] und den darin enthaltenen Referenzen ndet der Leser mehr Hintergründe,
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3.3.4. Wahl des Modells
In den letzten beiden Abschnitten wurden zwei Evolutionsgleichungen als Gradientenüsse des
Energie-Funktionals (3.2), welche die Bewegung einer diusen Grenzäche, die ein konstantes
Volumen umschließt beschreiben, vorgestellt. Sowohl die Allen-Cahn Gleichung (3.8) als auch
die Cahn-Hilliard Gleichung (3.10) minimieren die Energie des Systems, wenn auch entlang un-
terschiedlicher Dissipationspfade. ¿eoretisch sollten beide Evolutionsgleichungen jedoch zum
gleichen Energieminimum führen [90].
Wie bereits diskutiert und in den Referenzen [66, 68–70] erwähnt, ist es physikalisch konsistenter
die Bewegung der Flüssig-Gas-Oberäche, die ein konstantes Flüssigkeitsvolumen umschließt,
mittels der Cahn-Hilliard Gleichung zu beschreiben. Mathematisch betrachtet ist die Cahn-Hilliard
Gleichung eine parabolische PDE vierter Ordnung. Ihr numerisches Lösen ist daher viel zeitin-
tensiver als das Lösen der volumenerhaltenden Allen-Cahn Gleichung, welche eine parabolische
Gleichung zweiter Ordnung ist. Des Weiteren, insbesondere im Hinblick auf die numerische Stabili-
tät der Lösungen, bringt die Cahn-Hilliard Gleichung größere Restriktionen für die Zeitschrittweite
mit sich [90].
Da der Fokus der vorliegenden Arbeit nicht auf der Dynamik von Benetzungsprozessen, sondern
hauptsächlich auf der Untersuchung von Gleichgewichtsmorphologien von Tropfen auf festen Ober-
ächen liegt und beide Evolutionsgleichungen (3.8) und (3.10) zum gleichen Gleichgewichtszustand
führen, wird die numerisch ezientere, volumenerhaltende Allen-Cahn Gleichung mit geeigneten





Benetzungsverhalten einzelner Tropfen auf
idealen Oberächen
In diesem Kapitel wird zunächst ein kurzer Überblick über die gängigen Methoden, die sich bei
der Modellierung von Benetzungsvorgängen etabliert haben geliefert. Anschließend wird, wie
bereits in Abschnitt 3.3.4 diskutiert, ein volumenerhaltendes Allen-Cahn Modell mit geeigneten
Benetzungsrandbedingungen vorgestellt. Das in dieser Arbeit verwendete Modell basiert auf der
Arbeit von Nestler et al.[91] und beschreibt die Evolution von systemen unter Berücksichtigung der
Volumenerhaltung einzelner Phasen. ImHinblick auf Kapitel 5 und Kapitel 6, die der Untersuchung
des Benetzungsverhaltens vonmultiplen-Tropfensystemen gewidmet sind, wird dasModell zunächst
in seiner allgemeinen Form für N Phasen (N ≥ 2) vorgestellt. Anschließend wird es auf zwei Phasen
reduziert. DesWeiteren werden drei verschiedene Benetzungsrandbedingungen präsentiert, die das
Benetzungsverhalten von Tropfen auf festen Oberächen beschreiben. Nach der Diskretisierung
der Evolutionsgleichungen werden die Methoden, die in dieser Arbeit zur Gleichgewichtsform-
und Kontaktwinkelanalyse verwendet werden, präsentiert. Im Mittelpunkt der Untersuchungen
steht der Vergleich der Ergebnisse der verschiedenen Benetzungsrandbedingungen.
4.1. Stand der Forschung
Mathematisch betrachtet ist ein Benetzungsproblem ein freies Randwertproblem, bei dem sich eine
Flüssigkeit auf einer festen Oberäche entsprechend der Rand- und Nebenbedingungen so bewegt,
dass sie im Gleichgewicht die energetisch günstigste Form annimmt. Aus physikalischer Sicht
stellt der Vorgang eine zweiphasige Strömung mit beweglicher Kontaktlinie dar. Die Bewegung der
Kontaktlinie (MCLP)1, beschä igt Natur- und Ingenieurwissenscha ler seit Jahrzehnten und wird
kontrovers in der Fachliteratur diskutiert[92–101].
Die klassische Ha randbedingung,2 welche für alle reibungsbeha ete Strömungen gilt, besagt, dass
die Geschwindigkeit eines strömenden Fluides relativ zur Wand gleich null ist. Jedoch wird im
1moving contact line problem
2no-slip boundary condition
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Experiment sowie in alltäglichen Lebenssituationen beobachtet, dass sich ein von Lu umgebener
Tropfen auf einer festen Oberäche bewegen kann. Die Geschwindigkeit der Kontaktlinie ist also
ungleich null. In diesem Kontext verliert diese universelle Randbedingung ihre Gültigkeit und es
wird vom Kontaktlinien-Paradoxon oder Huh und Scriven-Paradoxon gesprochen.
Huh und Scriven [102] haben gezeigt, dass die klassische Ha randbedingung beim MCLP zu
einer Unstetigkeit der Geschwindigkeit an der Kontaktlinie führt. Dies wiederum resultiert in
einer unendlichen (viskosen) Energiedissipation[102, 103] in unmittelbarer Nähe der Kontaktlinie.
Die Inkompatibilität der Ha randbedingung mit dem MCLP haben Huh und Scriven mit dem
berühmten Satz „not even Herakles could sink a solid“ ausgedrückt.
Atomistische Untersuchungen der Kontaktlinie bestätigen die experimentellen Beobachtungen, so
geht aus den MD-Simulationen von Poiseuille und Couette Strömungen [104–106] hervor, dass die
Kontaktlinie entlang der festen Oberäche nahezu ha los gleitet. Nach¿ompson und Troian [107]
ist die Gleitgeschwindigkeit3 fern von der Kontaktlinie proportional zu der tangentialen viskosen
Spannung und kann makroskopisch mit der Navier-slip Randbedingung4 (NBC) beschrieben
werden. In der unmittelbaren Nähe der Kontaktlinie, wo die Gleitgeschwindigkeit deutlich höher
ist, verliert die NBC aber ihre Gültigkeit. In der Arbeit vonHadjiconstantinou [108] wird ein Hybrid-
modell vorgestellt. Das Geschwindigkeitsprol der Kontaktlinie wurde mittels MD-Simulationen
bestimmt und als Eingabeparameter in einem Kontinuumsmodell implementiert. Damit konnte die
Bewegung der Kontaktlinie zwar makroskopisch simuliert werden, das Kontaktlinien-Paradoxon
wurde dadurch aber nicht gelöst.
Zum einen unterstreichen diese Ergebnisse den Multiskalen-Charakter von Benetzungsprozessen
auf festen Oberächen, zum anderen wird dadurch deutlich, dass für eine physikalisch konsistente
Kontinuummodellierung des Problems das Berücksichtigen von Eekten, die sich auf viel kleineren
Skalen abspielen, unabdingbar ist. Diverse Kontinuumsmodellansätze, die die oben erwähne Singu-
larität der Kontaktlinie umgehen, sind in der Arbeit von Bonn et al. [109, S. 7] zusammengefasst,
dazu zählen auch DI-Methoden.
Neben demVerhalten der Kontaktlinie auf der festenOberäche stellt die Bewegung der Flüssig-Gas-
Grenzäche eine große Herausforderung bei der Simulation von solchen zweiphasigen Strömungen
dar. Mittels bewegte-Gitter-Methoden kann die Deformation der mathematisch scharfen Grenzä-
che durch eine Lagrangsche-Beschreibung dargestellt werden. Das Rechengitter bewegt sich mit der
Grenzäche mit und wird so angepasst, dass diese stets auf Gitterpunkten liegt. Dieses Vorgehen
wurde in Randintegral-, Randelemente-[110–112] und Finite-Elemente-Methoden[113–115] umge-
setzt. Für einen detaillierteren Überblick sei auf die Arbeit von Croce [65] hingewiesen. Nach Feng
et al. [116] sowie Wörner [64] liegen die Nachteile einer solchen Grenzächenbeschreibung in der
rechen- und zeitaufwändigen Grenzächenverfolgung und die damit verbundene Gitteranpassung
sowie das Lösen von Randbedingungen entlang der Grenzäche in jedemZeitschritt. Zusätzlich füh-
ren große Deformationen der Grenzäche o zu einer Degenerierung des Rechengitters, wodurch
die Simulation erst nach der Erzeugung eines neuen Gitters fortgesetzt werden kann. Des Weiteren
benötigen solche Methoden komplexe Algorithmen um nicht triviale Topologieänderungen zu
beschreiben [64, 117].
In den letzten zwei Dekaden, haben sich DI-Modelle etabliert um sowohl statische als auch dyna-
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of-Fluid- [118], die Level-Set- [119] und die PF-Modelle. In allen drei Modellen wird die Evolution
der implizit denierten Grenzäche zwischen zwei Phasen mittels PDEs beschrieben und auf xen
Rechengittern numerisch gelöst. Während bei Volume-of-Fluid- und Level-Set-Modellen die diu-
se Eigenscha des Interfaces ein mathematisches Konstrukt ist, ist dies bei PF-Modellen, wie im
ersten Kapitel beschrieben, physikalisch motiviert. Die Arbeiten von Seppecher [120] und Jacqmin
[121] gelten heute als Fundament der Phasenfeldmodellierung von inkompressiblen, zweiphasigen
Strömungen mit Flüssig-Fest-Interaktion. Durch die Kopplung der Cahn-Hilliard Phasenfeld-
Evolutionsgleichung an die Navier-Stokes Gleichung wird der Einuss von Oberächenkrä en auf
die Bewegung der Grenzäche berücksichtigt. Dafür wird die Impulsgleichung um einen Term, der
die Kapillarkrä e repräsentiert, erweitert [121–123]. Die Benetzung der festenOberäche wird durch
eine Randbedingung beschrieben, die dafür sorgt, dass sich entsprechend derMaterialeigenscha en
ein vorgeschriebener Kontaktwinkel zwischen der Flüssigkeit und der festen Wand bildet. Der
entscheidende Vorteil dieser Modelle ist, dass selbst bei vorgeschriebener Ha randbedingung an
der festen Oberäche keine Singularität an der Kontaktlinie entsteht. Nach den Autoren der Referen-
zen [120, 121, 124] bewegt sich die Kontaktlinie aufgrund von Massetransport entlang der diusen
Grenzäche. Andere interpretieren die Bewegung als eine Phasenumwandlung, die entlang der Kon-
taktlinie stattndet [101, 125]. Qian et al. [126, 127] haben mittels großskaligen MD-Simulationen
sowohl Poiseuille- als auch Couette-Strömungen untersucht. Die Autoren fanden heraus, dass die
Gleitgeschwindigkeit der Kontaktlinie proportional zu der totalen Tangentialspannung ist. Diese
kann als Summe der viskosen und der unausgewogenen Young Spannung5 dargestellt werden.
Letztere Spannung resultiert aus der Abweichung zwischen dem scheinbaren und dem statischen
Kontaktwinkel zwischen der Flüssigkeit und der festen Oberäche. Dadurch gelang es Qian et al.
erstmals eine generalisierte Navier-slip-Randbedingung (GNBC) für die Geschwindigkeit an der
festen Wand zu formulieren. Die GNBC wurde in den Arbeiten [126, 127] anschließend in ein
gekoppeltes Cahn-Hilliard Navier-Stokes-Modell nach [121, 124] implementiert. Ein quantitativer
Vergleich mit dazu korrespondierenden MD-Simulationen zeigte exzellente Ergebnisse.
Die Randbedingung, die die Benetzungseigenscha eines Systems wiedergibt, spielt sowohl bei
der Beschreibung des dynamischen Verhaltens der Kontaktlinie, als auch bei der Bestimmung der
Gleichgewichtsform eines Tropfens auf einer festen Oberäche eine zentrale Rolle. Cahn [128] hat
als erster ein PF-Modell vorgestellt, welches die Benetzung auf einer idealen Oberäche beschreibt.
In seiner Arbeit hat er die freie Energie aus seiner früheren Arbeit [32] um einen Grenzächenener-
giebeitrag erweitert, der die Interaktion zwischen der üssigen und der festen Phase repräsentiert.
Basierend auf dieser Arbeit wird bei Phasenfeldmodellierung von Benetzungsproblemen meist eine
zusätzliche Grenzächenenergieformulierung verwendet. Zu dem Energiefunktional (3.2) wird der
Beitrag ∫∂ΩS fw(ϕ)dS hinzuaddiert. Dabei ist ∂ΩS der feste Rand im Gebiet Ω und die Funktion
fw(ϕ) beschreibt das Zusammenspiel der Grenz- und Oberächenspannungen an der Kontaktlinie.
Mit diesem Ansatz liefert die erste Variation der Energie des Systems eine Randbedingung auf
dem Substrat ∂ΩS , welche den Kontaktwinkel, den die Flüssigkeit auf der festen Oberäche bildet,
beschreibt. Daher wird diese Randbedingung in der Literatur sowie in dieser Arbeit auch als Benet-
zungsrandbedingung (BRB) bezeichnet. In denArbeiten [129–131] wurde fw(ϕ) als lineares Polynom
gewählt. Wie in den Arbeiten von Liu und Lee[132, S. 1766] sowie Jacqmin [133, S. 78] diskutiert,
und auch im Rahmen der vorliegenden Arbeit beobachtet, führt diese Wahl zu einer Anreicherung
der Gasphase mit der Flüssigphase entlang der Substratoberäche im ganzen Rechengebiet. Es
entsteht eine Art Flüssigkeitslm auf dem Substrat. Um diesen unerwünschten Eekt zu eliminieren
5unbalanced Young stress
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wurde fw(ϕ) in anderen Arbeiten, wie zum Beispiel in [132, 134–138] als kubisches Polynom so
gewählt, dass ihre Ableitung f ′w(ϕ) = 0 im Bulk ist. Dadurch liefert fw nur in dem Bereich, wo
das diuse Flüssig-Gas-Interface auf das feste Substrat tri, einen Beitrag. Qian et al. [126] haben
eine Sinus-Formulierung für fw gewählt, die ähnlich gute Ergebnisse wie ein Polynom dritter
Ordnung liefert. Ding und Spelt [139] sowie Lee und Kim [140] haben eine andere Klasse von BRB
vorgestellt, die auf der Geometrie des Problems basieren. Beide Randbedingungen schreiben den
lokalen statischen Kontaktwinkel fest vor. Auf die letzten beiden BRB wird im Abschnitt 4.2.3 näher
eingegangen. Huang et al. [141] haben in einer Vergleichsstudie alle oben erwähnten Benetzungs-
randbedingungen sowohl für statische als auch dynamische Benetzungsprobleme untersucht. Die
Analyse der Gleichgewichtskontaktwinkel θs zeigt, dass alle Randbedingungen nahezu identische
Ergebnisse liefern, wenn θs zwischen 60○ und 120○ liegt. Kleine Abweichungen konnten besonders
für Kontaktwinkel die größer als 120○ sind festgestellt werden. Die Autoren haben ebenso bestätigt,
dass sich bei einer linearen Wahl von fw(φ) eine dünne üssigkeitangereicherte Gasschicht über
der festen Oberäche bildet. Bei dynamischen Prozessen konnten allerdings größere Unterschiede
beobachtet werden, wobei die BRB nach [139] die besten Ergebnisse geliefert hat.
4.2. Phasenfeldmodell und Benetzungsrandbedingungen
Wie bereits in Abschnitt 3.3.4 diskutiert, wird in diesem Kapitel ein volumenerhaltendes Allen-
Cahn Modell mit geeigneten Benetzungsrandbedingungen vorgestellt. Zunächst wird das Modell
für N Phasen ( N ≥ 2) beschrieben und für die Untersuchungen in diesem Kapitel auf zwei
Phasen reduziert. Zusätzlich werden drei verschiedene Benetzungsrandbedingungen präsentiert,
um Gleichgewichtszustände von einzelnen Tropfen auf idealen Oberächen zu untersuchen.
4.2.1. Volumenerhaltendes Allen-CahnMulti-Phasenfeldmodell
Ein d-dimensionales Gebiet Ω bestehend aus N Phasen (N ≥ 2) wird durch den Phasenfeldvektor
ϕ = (ϕ1, . . . , ϕN) ∈ ΣN parametrisiert. Die Ecken vom Simplex ΣN sind die Stellen an denen
ϕα(x , t) = 1 ist und ϕβ(x , t) = 0 für alle β ≠ α ∈ I. Sie repräsentieren also die Bulk-Bereiche im
System.
Die Grenzächenenergie des Systems wird mittels eines Ginzburg-Landau-Typ Funktionals




formuliert. Hierbei ist ε > 0 ein Parameter von dem die Breite des diusen Interfaces zwischen








γαβ∣ϕα∇ϕβ − ϕβ∇ϕα ∣
2, (4.2)
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γαβδϕαϕβϕδ , für ϕ ∈ ΣN
∞, sonst.
(4.3)
Der Term∑ γαβδϕαϕβϕδ mit einem geeigneten Modellparameter γαβδ verhindert die Entstehung
von unphysikalischen Drittphasen entlang eines binären Interfaces. Ausführlich untersucht und
diskutiert wurde dies in den Arbeiten [142, 143] und im Rahmen dieser Arbeit in der Referenz [144].
Im Abschnitt 5.4 wird auf die Wahl des Parameters γαβδ eingegangen.
Weitere Wahlmöglichkeiten für den Gradiententerm a(ϕ,∇ϕ) und das Potential w(ϕ) sind unter
anderem in den Referenzen [63, 91, 142, 145] angegeben.
Da das Potential (4.3) globale Minima an den Ecken von ΣN hat, ist es für die Phasenfelder ϕαener-
getisch günstiger Werte nahe der Minima von w(ϕ) anzunehmen. Dies führt zu einer Unterteilung
des Gebiets in unterschiedliche Phasen. Am αβ-Interface wechselt ein Phasenfeld von einem Mini-
mum ins Andere. Der Term a(ϕ,∇ϕ) verhindert die Entstehung scharfer Gradienten entlang der
Phasengrenzen [63]. Das Zusammenwirken des Potentials und des Gradienten-Terms sorgt also
dafür, dass sich ein diuser Übergang mit einer Breite der Größenordnung O(ε) zwischen den
Phasen etabliert.
Um die Energie des Systems zu minimieren, wird der gewichtete L2-Gradientenuss des Funk-















schreiben. Hierbei ist τ ein kinetischer Koezient und λ ein Lagrange-Multiplikator um die




Bei der Herleitung der Evolutionsgleichung (4.4) wurde eine partielle Integration durchgeführt,
der Gaußsche Integralsatz verwendet und ∇∂a/∇ϕα ⋅ n = 0 auf dem Rand ∂Ω gesetzt.
Gleichung (4.4) beschreibt die Evolution der Phasenfelder ϕα , welche die Energie (4.1) minimiert,
ohne die Volumina der einzelnen Phasen zu erhalten (vgl. Abschnitt 3.3.1). Nestler et al. [91]
interpretieren den Term rhsα als „Kra “, die auf die Grenzäche der α-Phase so wirkt, dass diese sich
gemäß ihrer mittleren Krümmung bewegt und somit an Volumen verliert (vgl. Abschnitt 3.3.1).
Damit die Volumina der Phasen während der Evolution des Systems erhalten bleiben, muss der
durch
∫Ω ϕα(x , t)dV = Vα = konstant, ∀α ∈ I,
6multi-obstacle-potential
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bedingte L2-Gradientenuss betrachtet werden (vgl. Abschnitt 4.2.1). Um dies zu realisieren, haben




modelliert, dessen Ableitung gegen die „Kra “ rhsα agiert, so dass alle Phasen im System ihre
initialen Volumina beibehalten. Hierbei ist die Funktion h ∶ R → R eine monoton steigende
Interpolationsfunktion, die das Intervall [0, 1] auf sich selbst abbildet. Auf die Berechnung der
Gewichte χα(t) wird später eingegangen.
Die Energie des Systems wird nun durch das erweiterte Ginzburg-Landau-Typ Funktional
F(ϕ) = ∫Ω εa(ϕ,∇ϕ) +
1
ε
w(ϕ) + fvp(ϕ)dV (4.7)
beschrieben. Die Evolutionsgleichung (4.4) ändert sich dadurch zu
τε ∂ϕα
∂t








(ϕ) − λ −
∂ fvp
∂ϕα








damit∑α ϕα = 1 erfüllt ist.




(x , t)dV = 0 (4.10)
gilt. Das heißt, dass das Volumen jeder einzelnen Phase α konstant in der Zeit bleibt.
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∀α ∈ I (4.12)
gewählt werden. Damit beschreibt Gleichung (4.8) eine volumenerhaltende Evolution von Phasen,
die die Energie des Systems minimiert.
Die Evolutionsgleichung (4.8) wird numerisch in zwei Schritten gelöst. Die Umsetzung wird hier
in Stichworten vorgestellt:
(i) Zunächst wird Gleichung (4.4) in einem Zwischenzeitschritt t∗ gelöst. Man erhält für alle
Phasen temporäre Phasenfeldwerte ϕ∗α mit zugehörigen Volumina V∗α , die kleiner als ihre
initialen Volumina V0α , sind.
(ii) In einem zweiten Schritt werden die Gewichte χα gemäß (4.12) iterativ berechnet und ein
Update der temporären Phasenfeldwerte durchgeführt, so dass sowohl die Bedingung (4.10)
als auch ϕ ∈ ΣN erfüllt sind.
Für mehr Details sei auf die Referenzen [91, S. 4] und [63, Kap. 3 ] hingewiesen. In der Arbeit von
Garcke et al. [63] wird der Zusammenhang zwischen (4.8) und der Evolution von scharfen Grenz-
ächen in einemMehrphasensystem hergestellt. Des Weiteren werden die iterativen Verfahren, mit
denen die Gewichte χα(t) in jedem Simulationsschritt berechnet werden, vorgestellt.
Reduktion auf ein zweiphasiges System
Ein zweiphasiges System lässt sich durch die Phasenfelder ϕα und ϕβ parametrisieren. Mit der
Bedingung ϕα + ϕβ = 1 und der Substitution ϕ ∶= ϕα folgt
ϕβ = 1 − ϕ und ∇ϕβ = −∇ϕ.
Dies liefert
qαβ = ∣ϕα∇ϕβ − ϕβ∇ϕα ∣
= ∣−ϕ∇ϕ − (1 − ϕ)∇ϕ∣
= ∣∇ϕ∣.
Dadurch vereinfacht sich der Gradiententerm (4.2) zu
a(ϕ,∇ϕ) = γαβ ∣∇ϕ∣2. (4.13)




π2 γαβϕ(1 − ϕ), für ϕ ∈ [0, 1]
∞, sonst.
(4.14)
reduziert. Durch Anwendung des Gaußschen Integralsatzes und der Randbedingung ∇ϕ ⋅ n = 0
lässt sich Rα(t) für ein zweiphasiges System zu
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Mit den Gleichungen (4.13), (4.14) und (4.15) schreibt sich die Energie des zweiphasigen Systems
als
F(ϕ) = ∫Ω εγαβ ∣∇ϕ∣2 +
1
ε
w(ϕ) + fvp(ϕ) dV . (4.16)














welche in Abschnitt 4.2.1 hergeleitet wurde (vgl. Gleichung (3.8)).
Bemerkung 4.1. Im Vergleich zu der Evolutionsgleichung (4.8) tauchen in der obigen Gleichung
keine Lagrange-Multiplikatoren auf. Grund dafür ist, dass die Energie des Systems in Abhängigkeit
des skalaren Phasenfelds ϕ, welches als ϕ ∶= ϕα deniert ist, beschrieben wird. Gleichung (4.17)
beschreibt also lediglich die Evolution von ϕ. Für das Phasenfeld ϕβ wird keine Evolutionsgleichung
gelöst, es wird mit Hilfe der Beziehung ϕβ = 1 − ϕα bestimmt. Auf diese Weise ist die Bedingung
ϕα + ϕβ = 1 stets erfüllt. Choudhury hat in seiner Arbeit [146, S. 199] den Lagrange-Formalismus
genutzt, um Evolutionsgleichungen für ϕα und ϕβ herzuleiten. Dabei hat er gezeigt, dass diese
äquivalent zu der hier vorgestellten Gleichung (4.17) sind. In der Simulations-So ware Pace3D sind
die Evolutionsgleichungen gemäß (4.8) implementiert.
Um das Benetzungsverhalten von Flüssigkeiten auf festen Oberächen zu beschreiben, werden
nun geeignete Randbedingungen auf dem festen Rand des Gebiets Ω vorgestellt.
4.2.2. Energetische Benetzungsrandbedingung
In diesem Abschnitt wird das Energiefunktional (4.16) um einen Grenzächenenergiebeitrag
∫∂ΩS fw(ϕ)dS erweitert, der die Interaktion der üssigen Phase ℓ und der Gasphase g mit der festen
Phase s wie folgt modelliert
fw(ϕ) = (γℓs − γgs)h(ϕ) + γgs. (4.18)
Dabei ist γℓs die ℓs-Grenzächenspannung und γgs die gs-Oberächenspannung. Die Funktion
h(ϕ) = ϕ2(3 − 2ϕ) (4.19)
interpoliert die Phasenfeldwerte im Intervall [0, 1].
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Bemerkung 4.2. In Kapitel 5 wird ein allgemeiner Grenzächenenergiebeitrag für N-phasige
Benetzungssysteme vorgestellt. Für N = 2 reduziert sich dieser auf obige Gleichung. Des Weiteren
sei darauf hingewiesen, dass in der Arbeit von Carlson [147] eine ähnliche Funktion fw(ϕ) gewählt
wurde.
Mit (4.16) und (4.18) wird die Energie des Systems durch
F(ϕ) = ∫Ω εγℓg∣∇ϕ∣2 +
1
ε
w(ϕ) + fvp(ϕ)dV + ∫∂ΩS fw(ϕ)dS (4.20)
beschrieben. Hier ist γℓg die ℓg-Oberächenspannung.
Die erste Variation von F(ϕ) nach ϕ in Richtung v, wie in Abschnitt 3.3.2 vorgestellt, liefert
δF
δϕ








(ϕ)) ⋅ v dV + ∫∂ΩS (γℓs − γgs)
∂h
∂ϕ









(ϕ)) ⋅ v dV
+ ∫∂ΩS(2εγℓg∇ϕ ⋅ n + (γℓs − γgs)
∂h
∂ϕ
(ϕ)) ⋅ v dS .
Im zweiten Schritt wurde die partielle Integration ∫Ω 2εγℓg∇ϕ ⋅ ∇v dV = ∫Ω −2εγℓg∆ϕ ⋅ v dV +
∫∂ΩS 2εγℓg∇ϕ ⋅ n dS durchgeführt.











(ϕ), in Ω, (4.21)
mit der Benetzungsrandbedingung
−2εγℓg∇ϕ ⋅ n + (γgs − γℓs)
∂h
∂ϕ
(ϕ) = 0, auf ∂ΩS (4.22)
darstellen.
Basierend auf der Arbeit von Xu und Wang [148], wird im Folgenden gezeigt, dass die Randbedin-








formuliert werden. In unmittelbarer Nähe des Tripelpunktes (TP) kann das ℓg-Interface, wie in Ab-
bildung 4.1 schematisch dargestellt, als lineare Funktion angenommen werden. Die Vektoren n und
q sind die Einheitsnormalenvektoren zum Substrat respektive zum ℓg-Interface. Die Koordinaten n
und q korrespondieren zu den jeweiligen Richtungen. Somit folgt für x = q/ sin θs , ϕ(x) = ϕ(q).
Die Multiplikation der beiden Seiten von Gleichung (4.22) mit ∂ϕ/x und die anschließende Inte-
gration über das ℓg-Interface entlang der Substrats liefert
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Abbildung4.1.: SchematischeDarstellungdes ℓg-Interfaces in unmittelbarerNäheder festenOberäche.
0 = ∫ ∞−∞(2εγℓg
∂ϕ
∂x
































= γℓg cos θs + ( fw(1) − fw(0))
= γℓg cos θs + γℓs − γgs.




dx = γℓg genutzt [146, S. 118].
Die Existenz sowie die Γ-Konvergenz der Lösung des Modells (4.21)–(4.22) gegen den Zustand
der die Energie (4.20) minimiert, wurde unter anderem von Modica [149] und Turco et al. [150]
bewiesen.
Wie oben gezeigt, postuliert die Randbedingung (4.22), dass lokal am TP stets der statische Kon-
taktwinkel angenommen wird. In dieser Arbeit wird, wie von Jacqmin [121, 133] vorgeschlagen,




= −2εγℓg∇ϕ ⋅ n + (γgs − γℓs)
∂h
∂ϕ
(ϕ), auf ∂ΩS (4.23)
verwendet und fortan BRB-1 genannt. Diese erlaubt der Flüssigkeit, während der Relaxation gegen
den Gleichgewichtszustand, Kontaktwinkel θd ≠ θs auf ∂ΩS anzunehmen. Ist das System im
Gleichgewicht, so gilt ∂ϕ/∂t = 0. In diesem Fall sind beide Benetzungsrandbedingungen (4.22)
und (4.23) äquivalent und es gilt θd = θs.
Der Parameter τw ist ein kinetischer Koezient, der als Reibungskoezient der Kontaktlinie
interpretiert werden kann (vgl. [147, S. 26]. Die systemspezische Größe τw kann mittels Molekular-
36
Phasenfeldmodell und Benetzungsrandbedingungen 4.2
Kinetik-¿eorie sowie experimentell ermittelt werden [147]. Da in dieser Arbeit nur Gleichgewichts-
zustände untersucht werden, wird τ = τw = 1 gesetzt. Somit evolviert das ℓg-Interface sowohl im
Gebietsinneren als auch auf dem festen Rand gleich schnell.
Diskretisierung
Das im letzten Abschnitt vorgestellte PF-Modell ist in das Pace3D-So warepaket implementiert.
Die Simulationsso ware ist in der Programmiersprache C geschrieben und mit MPI parallelisiert.
Pace3D wird in der Arbeitsgruppe von Prof. Dr. B. Nestler, am Karlsruhe Institut für Technologie
(KIT-CMS) sowie an der Hochschule Karlsruhe (HsKA-IMP), entwickelt. Die Evolutionsglei-
chungen werden auf einem xen, kartesischen Gitter diskretisiert. Es werden Finite-Dierenzen-
Verfahren eingesetzt um räumliche Ableitungen zu approximieren. Das explizite Euler-Verfahren
wird verwendet um zeitliche Ableitungen zu diskretisieren.
Seien Ω = [0, X] × [0,Y] × [0, Z] ⊂ R3, Nx ,Ny ,Nz ∈ N und h = X/(Nx − 2) = Y/(Ny − 2) =
Z/(Nz − 2) die Gitterweite des Rechengitters
Ωh ∶= {(xi , yi , zk) ∣ xi = (i + 1/2)h, y j = ( j + 1/2)h; zk = (k + 1/2)h},
mit 1 ≤ i ≤ Nx − 2, 1 ≤ j ≤ Ny − 2 und 1 ≤ k ≤ Nz − 2. Somit liegen die (xi , y j , zk)-Punkte in den
Zellmitten der (i , j, k)-Zellen. Der Rand ∂Ω ist durch die Indizes i ∈ {0,Nx − 1}, j ∈ {0,Ny − 1}
und k ∈ {0,Nz − 1} deniert. Des Weiteren wird der feste Rand ∂ΩS durch die Menge aller Zellen
(i , j, k) ∈ Ωh, die an einemSubstrat angrenzen deniert. In diesenZellenwerden die in dieserArbeit
vorgestellten Benetzungsrandbedingungen numerisch berechnet. Für die zeitliche Diskretisierung
wird das Intervall [0, T ] ⊂ R+ betrachtet und in Nt äquidistante Teilintervalle der Länge ∆t zerlegt.







Abbildung 4.2.: Schematische Darstellung eines zweidimensonalen Rechengitters Ωh . Der Rand ∂Ω ist
durch die grünen Zellen dargestellt. Die blauen Zellen repräsentieren ∂ΩS .
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Für alle Phasen α im System und zu jedem diskreten Zeitschritt tn werden die Phasenfeldwer-
te in den Zellmitten gespeichert. Für die Diskretisierung der Evolutionsgleichungen sowie der
Benetzungsrandbedingungen, werden folgende Notationen verwendet:
Diskrete Phasenfeldwerte werden als
ϕα((xi , y j , zk), tn) = ϕnα(i , j, k).
dargestellt. Räumliche Gradienten von ϕnα(i , j, k)werden mit Hilfe von linksseitigen, rechtsseitigen
oder zentralen Dierenzen berechnet. Diese sind, der Reihe nach, wie folgt deniert




ϕnα(i , j,k)−ϕnα(i−1, j,k)
h
ϕnα(i , j,k)−ϕnα(i , j−1,k)
h









ϕnα(i+1, j,k)−ϕnα(i , j,k)
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ϕnα(i , j+1,k)−ϕnα(i , j,k)
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ϕnα(i , j+1,k)−ϕnα(i , j−1,k)
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Die Divergenz eines Vektorfeldes Fn(i , j, k) = (Fnx (i , j, k), Fny (i , j, k), Fnz (i , j, k))T wird gemäß
∇− ⋅ Fn(i , j, k) =F
n
x (i , j, k) − Fnx (i − 1, j, k)
h
+




z (i , j, k) − Fnz (i , j, k + 1)
h
berechnet. Damit folgt für die Divergenz des Flussvektors ∇ϕnα(i , j, k)
∆ϕnα(i , j, k) = ∇− ⋅ ∇+ϕnα(i , j, k) =












Phasenfeldmodell und Benetzungsrandbedingungen 4.2
In Pace3D wird in jedem Simulationsschritt die Evolutionsgleichung (4.17), in den sogenannten
aktiven Zellen, nach der Rechenvorschri 
ϕn+1(i , j, k) = ϕn(i , j, k) + ∆t
τε
(2εγαβ∇− ⋅ ∇+ϕn(i , j, k) −
1
ε
w′(ϕn(i , j, k)) − f ′vp(ϕn(i , j, k)))
numerisch approximiert. Dabei ist eine Zelle (i , j, k) genau dann als aktiv deniert, wenn sie im
Inneren des Gebiets liegt und wenn ∇cϕn(i , j, k) ≠ 0 gilt. Durch diese Optimierung wird die
Evolutionsgleichung (4.17) nur in den Zellen, die das diuse ℓg-Interface beschreiben, numerisch
gelöst (siehe Abbildung 4.3). Dies führt zu einer erheblichen Ersparnis an Rechenzeit.
Die Diskretisierung von BRB-1 wird nun für den zweidimensionalen Fall vorgestellt. Hierfür wird
o.B.d.A angenommen, dass das planare Substrat den Einheitsnormalenvektor n = (0, 1)T und eine
Höhe Hs = jsh hat. Das Substrat, welches die feste Phase im Benetzungssystem repräsentiert, wird
in Pace3D als scharfe, inerte Phase behandelt. In den Gitterzellen, die das Substrat darstellen sind
keine Phasenfeldwerte gespeichert. Die Zellen, die am Substrat angrenzen, werden durch (i , js + 1)
indiziert. Mit diesen Annahmen und Denitionen, lässt sich BRB-1 (4.23) in diskreter Form als
τwε
ϕn+1(i , js + 1) − ϕn(i , js + 1)
∆t
= −2εγαβ∇cϕn(i , js + 1) ⋅ n − (γℓs − γgs)h′(ϕn(i , js + 1))
= −2εγαβ
ϕn(i , js + 2) − ϕn(i , js)
2∆y
− (γℓs − γgs)h′(ϕn(i , js + 1))
schreiben. Da in den (i , js)-Zellen keine Phasenfeldwerte vorliegen, werden Phasenfeldwerte aus
dem Gebietsinneren dorthin linear extrapoliert, um ∇c in den Zellen (i , js + 1) auswerten zu
können. Die Extrapolation wird mit
ϕn(i , js) = 3ϕn(i , js + 1) − 3ϕn(i , js + 2) + ϕn(i , js + 3) (4.24)
realisiert. Somit wird in jedem Zeitschritt auf dem Rand die Vorschri 




ϕn(i , js + 2) − ϕn(i , js)
2∆y
− (γℓs − γgs)h′(ϕn(i , js + 1))







Abbildung 4.3.: Ausschnitt einer Simulation eines Tropfens auf einer festen Oberäche. Die aktiven
Zellen, welche das ℓg-Interface repräsentieren, sind schwarz umrandet dargestellt.
39










Abbildung 4.4.: Schematische Darstellung der Isolinien, des Kontaktwinkels und der Normalenvektoren
q und n am Triplepunkt.
4.2.3. Gemoetrische Benetzungsrandbedingungen
Benetzungsrandbedingung nach Ding und Spelt
Die Benetzungsrandbedingung, die in diesem Abschnitt vorgestellt wird, unterscheidet sich wesent-
lich von BRB-1. Ding und Spelt [139] haben in ihremModell keinen Grenzächenenergiebeitrag
verwendet um das Benetzungsverhalten eines Tropfens auf einer festen Oberäche zu beschrei-
ben. Ihre Benetzungsrandbedingung, welche fortan BRB-2 genannt wird, beruht lediglich auf der
Betrachtung der Geometrie des ℓg-Interfaces. Mit der Annahme, dass die Isolinien des Phasenfeld-




gegeben. Am TP bildet q mit dem festen Substrat den Winkel (π/2 − θs) (siehe Abbildung 4.4).




− θs) = −
n ⋅ ∇ϕ
∣∇ϕ − (n ⋅ ∇ϕ)n∣
= − n ⋅ ∇ϕ
∣(t ⋅ ∇ϕ)t∣
(4.25)
bestimmen. Dabei ist t der Einheitsnormalenvektor tangential zum Substrat. Nach einer einfachen
Umformung von (4.25) ergibt sich die BRB-2
n ⋅ ∇ϕ = − tan(π
2
− θs)t ⋅ ∇ϕ, auf ∂ΩS .
Ding und Spelt verwenden ebenso die Zellen (i , js) als Geisterzellen (vgl. Abschnitt 4.2.2), um
∇cϕ in den Zellen (i , js + 1) auszuwerten. Darüber hinaus wird BRB-2 nur in der Region, in der
das diuse ℓg-Interface auf das Substrat tri, durchgeführt. Diese Region besteht nach [139] aus
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Abbildung 4.5.: Diskretisierungsschema für die Benetzungsrandbedingung BRB-2.
den Zellen (i , js + 1) in denen ϕ im Intervall [0.001, 0.999] liegt. Zum Zeitpunkt tn = n∆t wird die
BRB-2 nach der Rechenvorschri 
ϕn(i , js) = ϕn(i , js + 2) + tan(
π
2
− θs)(ϕn(i + 1, js + 1) − ϕn(i − 1, js + 1))
numerisch approximiert.
Benetzungsrandbedingung nach Lee und Kim
Die Benetzungsrandbedingung nach Lee und Kim [140] basiert, wie die vorherigen, auf einer
geometrischen Betrachtung des ℓg-Interfaces entlang des festen Substrats. Die Autoren benutzen
Geisterzellen in denen Phasenfeldwerte so berechnet werden, dass der statische Kontaktwinkel θs
auf ∂ΩS fest vorgeschrieben wird. Lee und Kim verwenden die Methode der Charakteristiken, um
die Phasenfeldwerte in den Geisterzellen zu interpolieren. Dabei wird ausgehend von der Zellmitte
einer Geisterzelle (i , js) die Isolinie (in [140] charakteristische Linie genannt) gezeichnet, die mit
dem Substrat genau den statischen Kontaktwinkel θs bildet. Diese Linie hat die Form y = x tan θs.
Für θ ∈ 90○, 45○, arctan(1/2(180/π)○) schneiden die charakteristischen Linien die darüber liegende
Zellschicht (i , js + 1) an Punkten, die auf dem Gitter Ωh liegen (siehe Abbildung 4.6(a)). In diesen
Fällen werden die Phasenfeldwerte wie folgt bestimmt.
Für θs = 90○ wird ϕn(i , js) = ϕn(i , js + 1) gesetzt. Wenn θ = 45○ ist, wird der Phasenfeldwert in
der Geisterzelle gemäß
ϕn(i , js) =
⎧⎪⎪⎨⎪⎪⎩
ϕn(i + 1, js + 1), für ϕn(i − 1, js + 1) > ϕn(i + 1, js + 1)
ϕn(i − 1, js + 1), sonst
berechnet, und für θ = arctan(1/2(180/π)○) wird er nach der Vorschri 
ϕn(i , js =)
⎧⎪⎪⎨⎪⎪⎩
ϕn(i + 2, js + 1), für ϕn(i − 1, js + 1) > ϕn(i + 1, js + 1)
ϕn(i − 2, js + 1), sonst
bestimmt.
Wie in Abbildung 4.6(b) für θs = 60○ dargestellt, schneiden die charakteristischen Linien die
(i , js + 1)-Zellschicht im Allgemeinen an Punkten, die zwischen zwei Gitterpunkten liegen. Da
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Abbildung 4.6.: Schemata zur Interpolation der Phasenfeldwerte in den Geisterzellen (i , js). (a) für
spezielle Kontaktwinkel θ = 90○ , 45○ und 26.56○ und (b) für allgemeine Winkel θ, hier am Beispiel von
θ = 60○ dargestellt.
in Abbildung 4.6(b) der Winkel zwischen 45○ und 90○ liegt, werden die Phasenfeldwerte aus den
Zellen (i + 1, js + 1) und (i , js + 1) verwendet um ϕn(i , js) als
ϕn(i , js) =
⎧⎪⎪⎨⎪⎪⎩
ϕn(1 − 1√3)ϕ
n(i , js + 1) + 1√3ϕ
n(i + 1, js + 1), für ϕn(i − 1, js + 1) > ϕn(i + 1, js + 1)
ϕn 1√3ϕ
n(i − 1, js + 1) + (1 − 1√3)ϕ
n(i , js + 1), sonst
zu interpolieren.
Die x-Koordinate des Schnittpunkts lässt sich mittels
x = h
tan θs
= p + ζ (4.26)
bestimmen, wobei p ∈ Z und 0 ≤ ζ < 1. Dadurch kann eine allgemeine Form für die Interpolation
der charakteristischen Linien als
ϕn(i , js) =
⎧⎪⎪⎨⎪⎪⎩
(1 − ζ)ϕn(i + p, js + 1) + ζϕn(i + p + 1, js + 1), für ϕn(i − 1, js + 1) > ϕn(i + 1, js + 1)
ζϕn(i + p − 1, js + 1) + (1 − ζ)ϕn(i + p, js + 1), sonst
gegeben werden.
4.3. Kontaktwinkelmessmethode
Die Gleichgewichtskontaktwinkel der simulierten Tropfen werden in dieser Arbeit mit zwei unter-
schiedlichen Messmethoden ermittelt. Unter Vernachlässigung der Gravitation, kann die Gleichge-
wichtsform eines Tropfens auf einer idealen Oberäche in 3D durch ein Kugelsegment und in 2D










Abbildung 4.7.: Kreissegment mit Flächeninhalt Ak , Bogenlänge bk , Kreissehne sk , Segmenthöhe hk ,
Radius rk und Mittelpunktwinkel αk .
Kreissegmentmethode
Bei der Kontaktwinkelmessung mit der Kreissegmentmethode (KS-Methode) wird wie folgt verfah-
ren:
• Die Kreissehne sk und die Segmenthöhe hk werden mit Hilfe eines Nachbearbeitungswerk-
zeugs7, das in Pace3D implementiert ist, gemessen. Dabei wird die ϕ = 0.5-Isolinie als
Referenzlinie gewählt.
• Der Radius rk wird mit rk = (4h2k + s
2
k)/8hk berechnet.
• Mit αk = arccos(1 − rk/hk) wird der Mittelpunktwinkel bestimmt.
• Abschließend wird der Gleichgewichtskontaktwinkel θ gemäß θ = αk/2 ausgewertet.
Bemerkung 4.3. Bei der Auswertung der 3D-Simulationen wird ein Schnitt durch die Mitte des
Tropfens orthogonal zum Substrat gelegt und die Gleichgewichtskontaktwinkel in dieser 2D-Ebene
mit der KSM wie oben beschrieben ausgewertet.
Normierte Gradientenmethode
Diese Messmethode basiert auf die bereits vorgestellte Eigenscha des ℓg-Interfaces
∇ϕ
∣∇ϕ∣
⋅ n = cos θ
auf dem festen Rand ∂ΩS . Sie wird im Folgenden NG-Methode genannt. Um die Kontaktwinkel der
simulierten Tropfen im Gleichgewichtszustand zu bestimmen, wird der normierte Gradient von ϕ
in Richtung des Einheitsnormalenvektors n berechnet. Der Gleichgewichtswinkel θ wird in jeder
aktiven Zelle (i , js + 1) entlang der Substratoberäche (siehe Abbildung 4.3) gemäß
θ = arccos(∇ϕ ⋅ n) (4.27)
7postprocessing tool
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Abbildung 4.8.: Schematische Darstellung des Simulationssetups eines zweidimensionalen Tropfens
auf einer festen Oberäche.
berechnet und anschließend arithmetisch gemittelt. Wahlweise kann mit dem ParameterWNG ∈N
die Anzahl der Zellen links und rechts der (ϕ = 0.5)-Isolinie angegeben werden, um die Rechenvor-
schri (4.27) nur in diesen Zellen durchzuführen. Sollten alle Isolinien parallel zueinander verlaufen,
liefert diese Messmethode unabhängig der Wahl vonWNG stets den gleichen Kontaktwinkel.
4.4. Ergebnisse und Diskussion
In diesem Abschnitt wird das volumenerhaltende PF-Modell, zusammen mit den Benetzungs-
randbedingungen BRB-1, BRB-2 und BRB-3 validiert. Dafür werden sowohl hydrophile als auch
hydrophobe Benetzungssysteme betrachtet.
4.4.1. Zweidimensionale Tropfen
Bei der Durchführung der Simulationsstudien wird die Symmetrie des Problems genutzt, so dass
nur halbe Tropfen in der (xy)-Ebene simuliert werden (siehe Abbildung 4.8). Am Rand des
Rechengitters wird eine Neumann-Randbedingung verwendet.
Zur Validierung des Modells werden für alle Benetzungsrandbedingungen, die Gleichgewichtszu-
stände von Tropfen, mit statischen Kontaktwinkeln zwischen 30○ und 150○, numerisch berechnet.
Die Simulationen werden auf einem Rechengitter Ωh = [0, 100] × [0, 80]mit den Simulationspara-
metern aus Tabelle 4.1 durchgeführt.
In Abbildung 4.9 sind die mit der NG-Methode ausgewerteten Kontaktwinkel für alle drei Be-
netzungsrandbedingungen zusammengetragen. Unabhängig von der Wahl vonWNG , zeigen die
Ergebnisse, die mit BRB-2 und BRB-3 simuliert wurden, eine sehr gute Übereinstimmung mit
dem statischen Kontaktwinkel θs, der durch die Youngsche Gleichung vorgeschrieben wird. Dies
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Tabelle 4.1.: Simulationsparameter für verschiedene Benetzungssysteme mit statischen Kontaktwinkeln
θs ∈ {30○ , 40○ , . . . , 150○}.
h ∆t ε γℓg (γgs − γℓs) p, ζ Volumen [h2]
1 0.15 4 1 cos θs siehe (4.26) 2500














(a) Gemessene Kontaktwinkel θ



















(b) Abweichung ∆θ = θ − θs
Abbildung 4.9.: (a) Gemessene Kontaktwinkel θ für die BRB-1, BRB-2 und BRB-3 mit der NG-Methode, (b)
Abweichungen vom statischen Kontaktwinkel θs .
wird wie folgt begründet: (i) Beide Benetzungsrandbedingungen sind so implementiert, dass
∇ϕ/∣ϕ∣ = cos θs auf ∂ΩS fest gesetzt wird. Das ist wiederum genau die Vorschri nach der die
Kontaktwinkel mit der NG-Methode gemessen werden. (ii) Des Weiteren zeigen die Simulationser-
gebnisse in Abbildung 4.10, dass die ϕ-Isolinien für BRB-2 und BRB-3, sowohl für hydrophile als
auch für hydrophobe Benetzungssysteme, alle nahezu parallel zueinander verlaufen. Daher hat die
Wahl vonWNG , wie im letzten Abschnitt erklärt, bei diesen beiden Benetzungsrandbedingungen
keinen Einuss auf die ermittelten Kontaktwinkel.
Dahingegen sind die Messergebnisse der Simulationen mit BRB-1 stark von der Wahl vonWNG
abhängig. Den Abbildungen 4.10(a) und 4.10(d) nach, verlaufen die ϕ-Isolinien, nahe dem Substrat,
weder für hydrophile noch für hydrophobe Benetzungssysteme parallel zueinander. Das hat zu Folge,
dass die NG-Methode für unterschiedliche Isolinien unterschiedliche Kontaktwinkel liefert. Um
gute Messergebnisse zu erzielen, ist es also entscheidend zu bestimmen über wie viele Isolinien der
Kontaktwinkel gemittelt wird. In Abbildung 4.11 sind die Abweichungen in Abhängigkeit vonW ∈
{1, . . . , 6}dargestellt. Sie zeigt, dass für hydrophile Systeme eineWahl vonW ∈ {4, 5} einemaximale
Abweichung von −2○ liefert. Für hydrophobe Systeme ist es vorteilha er die Kontaktwinkel mitW ∈
{1, 2} zumessen. Dies wird wie folgt begründet: (i) Bei hydrophilen Systemen sind die Isolinen zwar
nicht alle parallel zu einander, jedoch weisen sie Steigungen auf, die in etwa dem Kontaktwinkel θs
entsprechen (sieheAbbildung 4.10(a)). Daher liefert dieNG-Methode tendenziell bessere Ergebnisse
wenn der Kontaktwinkel über (fast) alle Isolinien gemittelt wird. (ii) Bei hydrophoben Systemen,
wie in Abbildung 4.10(d) gut zu erkennen ist, weichen die Kontaktwinkel sowohl an den inneren
als auch an den äußeren Isolinien stark von den Kontaktwinkeln an den mittleren Isolinien ab.
Deswegen ist es vorteilha er ein kleinesW ∈ {1, 2} zu wählen, so dass der Kontaktwinkel nur über
die nächsten Nachbarn zu der in der Mitte liegenden ϕ = 0.5-Isolinie gemittelt wird.
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(a) BRB-1 (b) BRB-2 (c) BRB-3
(d) BRB-1 (e) BRB-2 (f) BRB-3
Abbildung 4.10.: (a)-(c) Verlauf der Isolinien nahe des Substrats für ein hydrophiles Benetzungssystem
mit θ = 30○. (d)-(f ) Verlauf der Isolinien nahe des Substrats für ein hydrophobes Benetzungssystemmit
θ = 150○.
Bemerkung 4.4. Die durchgeführten Simulationen mit BRB-1 haben entlang des Substrats, je nach
Kontaktwinkel, eine Interfacebreite von 10 bis 12 Zellen. DaWNG die Anzahl der Zellen links und
rechts der ϕ = 0.5-Isolinie festlegt, wird der Kontaktwinkel fürW = 1 direkt an der ϕ = 0.5-Isolinie
gemessen. FürW = 5 werden, für die Berechnung des Kontaktwinkels, 5 Zellen links und 5 Zellen
rechts, der Position an der ϕ = 0.5 ist, berücksichtigt.























(a) Abweichungen für θs < 90○























(b) Abweichungen für θs > 90○
Abbildung 4.11.: Gemessene Kontaktwinkelabweichungen in Abhängigkeit vonWNG . (a) Für hydrophi-
le Benetzungssysteme liefert die Wahl von WNG ∈ {4, 5} (grün schattiert) die besten Ergebnisse. (a)
Für hydrophobe Benetzungssysteme liefert die Wahl von WNG ∈ {1, 2} (grün schattiert) die besten
Ergebnisse.
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(a) Gemessene Kontaktwinkel θ



















(b) Abweichung ∆θ = θ − θs
Abbildung 4.12.: (a) Gemessene Kontaktwinkel θ für die BRB-1, BRB-2 und BRB-3 mit der KS-Methode, (b)
Abweichungen vom statischen Kontaktwinkel θs .
Die mit der KS-Methode ausgewerteten Simulationsergebnisse sind in Abbildung 4.12 dargestellt.
Für Kontaktwinkel zwischen 60○ und 120○ weichen die Ergebnisse, die mit allen drei Benetzungs-
randbedinungen erzielt wurden, kaum von θs ab (siehe Abbildung 4.12(b)). Außerhalb dieses
Intervalls liefert BRB-1 mit dieser Messmethode die besten Ergebnisse. Wie schon mehrfach er-
wähnt, nimmt ein Tropfen im Gleichgewicht die energetisch günstigste Form an. Diese Form ist
im zweidimensionalen Fall, die eines Kreissegments. Schlussfolgernd deuten die Messungen mit
der KS-Methode darauf hin, dass die Evolutionsgleichung (3.8) zusammen mit der Benetzungs-
randbedingung BRB-1, die im Rahmen dieser Arbeit entwickelt wurde, die energetisch günstigsten
Gleichgewichtsmorphologien liefern (siehe Abbildung 4.13).
In der Arbeit von Huang et al. [141] wird ebenso die Kreissegmentmethode verwendet, um u.a.
statische Kontaktwinkel, die mit verschiedenen Benetzungsrandbedingungen simuliert wurden,
auszuwerten. Ein Vergleich der Abbildung 4.12(a) mit Abbildung 3 aus Referenz [141] zeigt eine
exzellente Übereinstimmung der Ergebnisse.
3D-Tropfen
Zur Validierung der Benetzungsrandbedingung BRB-1 für dreidimensionale Benetzungssysteme
wurden Gleichgewichtsformen sowohl hydrophiler als auch hydrophober Systeme, mit statischen
Kontaktwinkeln θs ∈ {30○, 60○, 90○, 120○, 150○}, simuliert. Wegen der Symmetrie des Problems
wurden nur Vierteltropfen auf einem äquidistanten Rechengitter Ωh = [0, 100] × [0, 100] × [0, 100]
mit den Simulationsparametern aus Tabelle 4.1 numerisch gerechnet.
In Abbildung 4.14 sind die Gleichgewichtsformen der numerisch berechneten dreidimensionalen
Tropfen dargestellt. Da nur Vierteltropfen simuliert wurden, sind die hier gezeigten Ergebnisse
durch Spiegelungen an den Symmetrieebenen entstanden.
Für jeden Tropfen wurde der Kontaktwinkel in der Ebene, die orthogonal zum Substrat den Tropfen
durch seine Mitte schneidet, mit der KS-Methode ausgewertet. Wie in Abbildung 4.15 dargestellt
liefern die dreidimensionalen Simulationen ebenso gute Ergebnisse wie die zweidimensionalen
47
Kapitel 4 Benetzungsverhalten einzelner Tropfen auf idealen Oberächen
Berechnungen. Die maximale Abweichung über alle gemessenen Kontaktwinkel beträgt weniger
als 1.2○. Die höchste Abweichung bei der Auswertung der dreidimensionalen Simulation wur-
de ebenso wie im zweidimensionalen Fall (siehe Abbildung 4.12) bei dem superhydrophoben
Benetzungssystem, welches einen statischen Kontaktwinkel von θs = 150○ aufweist, gemessen.
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Abbildung 4.13.: Simulierte Gleichgewichtsformen mit BRB-1 (grün), BRB-2 (schwarz), BRB-3 (blau) und
die analytische Lösung (rot gestrichelt), für Kontaktwinkel θs ∈ {30○ , 60○ , 120○ , 150○}.
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(a) θ = 29.2○
(b) θ = 59.7○ (c) θ = 89.4○
(d) θ = 119.7○ (e) θ = 151.1○
Abbildung 4.14.: Dreidimensionale Simulationsergebnisse von fünf verschiedenen Tropfen mit stati-
schen Kontaktwinkeln 30○, 60○,90○,120○,150○. Die gemessenen Kontaktwinkel θ sind unter den jeweili-
gen Tropfen angegeben.
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Abbildung 4.15.: Abweichung der gemessenen Kontaktwinkel von den statischen Kontaktwinkeln für




Benetzungsverhalten von nicht mischbaren
Tropfen auf idealen Oberächen
In diesem Kapitel werden Gleichgewichtsformen von nicht mischbaren Tropfen, die sich auf einem
idealen Substrat berühren, untersucht. Zu demMultiphasenfeldmodell, welches im letzten Kapitel
vorgestellt wurde, wird eine neue Benetzungsrandbedingung, die die Kontaktwinkel entlang der
festen Oberäche beschreibt, präsentiert. Zur Validierung werden zunächst Modellsysteme mit bis
zu vier nicht mischbaren Tropfen analysiert. Abschließend werden Simulationsergebnisse eines
realen Benetzungssystems, bestehend aus einemWasser- und einem Öltropfen, gezeigt und mit
experimentellen Untersuchungen verglichen. [151]
5.1. Gleichgewichtskontaktwinkel für
Multiphasen-Benetzungssysteme
Der Gleichgewichtskontaktwinkel, den ein Tropfen auf einer idealen Oberäche bildet, wird durch
die Youngsche Gleichung (2.5) eindeutig beschrieben. Welche Kontaktwinkel stellen sich jedoch
ein, wenn sich zwei oder mehr, nicht mischbare Tropfen auf einem idealen Substrat berühren?
Diese Frage wird im Folgenden beantwortet.
In Abbildung 5.1 sind zwei nicht mischbare, sich berührende Tropfen auf einem idealen Substrat,
unter Vernachlässigung der Gravitation illustriert. Die Indizierung der Phasen, die Ober- und
Grenzächenspannungen γab , a, b ∈ {1, 2, 3, s} sowie die Kontaktwinkel θ i j , i , j ∈ {1, 2, 3} können
aus Abbildung 5.1 entnommen werden. Das Krä egleichgewicht an den drei Kontaktpunkten
entlang des Substrats ist durch
γ1s = γ2s + γ12 cos θ12 (5.1)
γ1s = γ3s + γ13 cos θ13 (5.2)
γ2s = γ3s + γ23 cos θ23 (5.3)
gegeben. Die Subtraktion (5.1) – (5.2) und die anschließende Addition von (5.3) ergibt
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Abbildung 5.1.: Schematische Darstellung zwei sich berührender, nicht-mischbarer Tropfen auf einem
idealen Substrat.
γ23 cos θ23 = γ13 cos θ13 − γ12 cos θ12. (5.4)
Obige Gleichung macht deutlich, dass der Kontaktwinkel θ23, der sich auf dem Substrat zwischen
den beiden Tropfen bildet, abhängig von den Kontaktwinkeln θ12 und θ13 ist. Es liegen also zwei
unabhängige Kontaktwinkel, und eine Nebenbedingung um den Dritten zu bestimmen vor.
Wird ein weiterer Tropfen hinzugefügt, so entstehen insgesamt 6 Kontaktwinkel θ12, θ13, θ14θ23θ24
und θ34. Zu den Gleichungen (5.1)–(5.3) kommen drei weitere Gleichungen hinzu
γ1s = γ4s + γ14 cos θ14
γ2s = γ4s + γ24 cos θ24
γ3s = γ4s + γ33 cos θ34.
Diese ergeben, zusätzlich zu der Nebenbedingung (3.5), zwei weitere Nebenbedingungen
γ24 cos θ24 = γ14 cos θ14 − γ12 cos θ12
γ34 cos θ34 = γ14 cos θ14 − γ13 cos θ13.
Somit liegen drei unabhängige Kontaktwinkel θ12, θ13 und θ14 sowie drei Nebenbedingungen vor,
um die restlichen abhängigen Kontaktwinkel θ23, θ24 und θ34 zu bestimmen.
Durch vollständige Induktion kann gezeigt werden, dass in einem System bestehend aus n Tropfen
folgende Aussagen gelten:
(i) Es liegen insgesamt n(n + 1)/2 Kontaktwinkel vor.
(ii) n Kontaktwinkel sind unabhängig.
(iii) Die restlichen n(n − 1)/2 Kontaktwinkel sind abhängig.
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Tabelle 5.1.: Kontaktwinkelabhängigkeiten für Mehrtropfensysteme
Tropfenanzahl Kontaktwinkelanzahl Unabhängige Kontaktwinkel Abhängige Kontaktwinkel
1 1 1 0
2 3 2 1
3 6 3 3
4 10 4 6
Da sich nach dem Vier-Farben-Satz [152] nur bis zu vier Tropfen untereinander auf einem Sub-
strat berühren können, sind die Kontaktwinkelabhängigkeiten in Tabelle 5.1 für n ∈ {1, . . . , 4}
zusammengefasst.
Im letzten Kapitel wurde nur der einfache Fall n = 1, bei dem keine Kontaktwinkelabhängigkeiten
vorliegen, behandelt. Für eine physikalisch konsistente Modellierung von Mehrtropfensystemen,
wird im nächsten Abschnitt eine Benetzungsrandbedingung vorgestellt, welche die Kontaktwin-
kelabhängigkeiten berücksichtigt und im Gleichgewichtszustand die energetisch günstigste Form
liefert.
5.2. Multiphasenfeldmodell und Benetzungsrandbedingungen
5.2.1. Stand der Forschung
Obwohl in den letzten Jahren sehr viele PF-Modelle zur Simulation einzelner Tropfen auf festen
Oberächen publiziert wurden, ist die Anzahl der numerischen und theoretischen Arbeiten, die
der Untersuchung der Benetzungseigenscha en von Mehrtropfensystemen gewidmet sind, im Ver-
gleich dazu sehr gering. Im Allgemeinen ist das Verhalten von zusammengesetzten Tropfen, welche
aus zwei oder mehr, nicht mischbaren Flüssigkeiten bestehen, noch nicht genügend erforscht. Erst
durch neue Anwendungen in mikrouidischen Systemen sowie in biologischen und biochemischen
Prozessen, sind solche Benetzungssysteme vor wenigen Jahren in das Interessenfokus von Naturwis-
senscha lern und Ingenieuren gerückt. Mahadevan et al. [153] haben Gleichgewichtsformen von
zusammengesetzten Tropfen in Abhängigkeit ihrer Volumina und Kontaktwinkel auf einer festen
Oberäche analytisch untersucht. Die Autoren konnten damit zeigen, dass sogenannte compound
droplets, die aus zwei nicht mischbaren Flüssigkeiten bestehen, verschiedene stabile Formen anneh-
men können. Gao und Feng [151] haben Gleichgewichtsformen von compound droplets mittels
Phasenfeldsimulationen numerisch approximiert. Die Autoren fanden heraus, dass die Gleichge-
wichtsform eines compound droplets hauptsächlich vom Volumen des inneren Tropfens abhängt.
Auällig in dieser Arbeit ist, dass die Benetzungsrandbedingung nur einen statischen Kontaktwin-
kel vorschreibt, obwohl in der Regel jede üssige Phase einen eigenen Kontaktwinkel auf der festen
Oberäche bildet. Das gleiche Dezit weist auch das multikomponentige Cahn-Hilliard Modell
von Kim [123] auf, bei dem die BRB-2 und BRB-3 als Benetzungsrandbedingungen verwendet
werden, obwohl beide nur einen a priori bekannten Kontaktwinkel beschreiben. Ben Said et al. [154]
gelang es als erste ein Multiphasenfeldmodell mit einer geeigneten Randbedingung, die in einer
physikalisch konsistentenWeise das Benetzungsverhalten aller Phasen auf einer idealen Oberäche
modelliert, vorzustellen. Damit konnten Gleichgewichtsmorphologien von Mehrtropfensystemen
numerisch approximiert und analysiert werden. Ein halbes Jahr später haben Shi und Wang [155]
55
Kapitel 5 Benetzungsverhalten von nicht mischbaren Tropfen auf idealen Oberächen
mittels eines multikomponentigen Cahn-Hilliard-Navier-Stokes Modells sowohl das statische als
auch das dynamische Benetzungsverhalten zweier nicht mischbarer Flüssigkeiten auf einem idealen
Substrat studiert. Die dabei verwendetete Benetzungsrandbedingung ist bis auf modellspezische
Anpassungen analog zu der von Ben Said et al. [154] . Zhang et al. [156] haben ebenso ein ge-
koppeltes, dreikomponentiges Cahn-Hilliard-Navier-Stokes Modell präsentiert, um die Dynamik
eines compound droplet auf einer idealen Oberäche zu simulieren. Dafür haben die Autoren die
geometrische Benetzungsrandbedingung BRB-2 auf vierphasige (Flüssig-Flüssig-Fest-Gas) Benet-
zungssysteme erweitert. Bretin und Masnou [157] haben ein mehrphasiges, volumenerhaltendes
Allen-Cahn-Typ Modell verwendet, um die Benetzungseigenscha en von Mehrtropfensystemen
numerisch zu untersuchen. Die Energie des Systems wurde mittels Umfangsintergrale1 modelliert.
Die Interaktion der üssigen Phasen mit der festen Oberäche wurde, wie in der Arbeit [154],
implizit durch einen Energiebeitrag beschrieben.
5.2.2. Benetzungsrandbedingung für Mehrtropfensysteme
Basierend auf demMultiphasenfeldmodell vonNestler et al. [91], welches imAbschnitt 4.2.1 erläutert
wurde, wird die Energie eines Mehrtropfensystems durch das Funktional
F(ϕ) = ∫Ω εa(ϕ,∇ϕ) +
1
ε
w(ϕ) + fvp(ϕ)dV + ∫∂ΩS fw dS
beschrieben. Dabei sind die Integranden a(ϕ,∇ϕ),w(ϕ) und fvp(ϕ) wie in (4.2), (4.3) respek-
tive (4.6) deniert. Die ersten (N − 1) Einträge des Phasenfeldvektors ϕ = (ϕ1, . . . , ϕN) ∈ ΣN
repräsentieren jeweils einen Tropfen und der letzte Eintrag ϕN die Gasphase. Die Energie auf dem







modelliert. Dabei sind γαs für α ∈ {1, . . . ,N} die Grenzächenspannungen zwischen den verschie-
denen Phasen und der festen Oberäche. Der höhere Ordnungsterm∑mαβδϕαϕβϕδ verhindert
die Entstehung von unphysikalischen Phasen entlang eines Flüssig-Flüssig-Fest-Interfaces. Für
ein zweiphasiges System entfällt dieser Term weil ϕδ = 0 ist. Damit ist der Grenzächenenergie-
beitrag (5.5) konsistent zu (4.18). Durch diese Grenzächenenergieformulierung wird, anders als
in den Arbeiten [123, 151], kein statischer Kontaktwinkel vorgeschrieben. Wenn das System im
stationären Zustand ist, stellen sich alle Kontaktwinkel sowohl an den Flüssig-Flüssig-Fest-, als
auch an den Flüssig-Gas-Fest-Tripelpunkten, entsprechend der Krä egleichgewichte der Grenz-
und Oberächenspannungen, tangential zur Substratoberäche ein. Hierbei ist zu beachten, dass
die Modellparameter mαβδ in (5.5) und γαβδ in (4.3) die Kontaktwinkel stark beeinussen und
deswegen minutiös gewählt werden müssen. Eine ausführliche Studie zu der Wahl von γαβδ ist in
der Arbeit [144] zu nden. Auf die Wahl von mαβδ wird im Abschnitt 5.3 näher eingegangen.
1perimeter integrals
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Analog zum Vorgehen in Abschnitt 4.2.1 sind die Evolutionsgleichungen aller Phasenfelder ϕα ,
α ∈ I, im Gebietsinneren Ω durch
τε ∂ϕα
∂t








(ϕ) − λ −
∂ fvp
∂ϕα
(ϕ) + Λ, (5.6)
gegeben. Mit den Lagrange-Multiplikatoren λ und Λ aus den Gleichungen (4.5) und (4.9). Auf
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⋅ n + ∂ fw
∂ϕα
(ϕ)
damit alle Phasenfelder auf dem Substratrand auch auf dem Simplex ΣN sind.
Diskretisierung
Mit Hilfe der in Abschnitt 4.2.2 eingeführten Dierenzen wird im Folgenden die Diskretisierung
der Gleichungen (5.6) und (5.7) vorgestellt.












zu einem diskreten Zeitschritt tn = n∆t an den Zellkanten einer Rechenzelle (i , j, k) berechnet.
Mit der Notation Fα(ϕ,∇ϕ)((i , j, k), tn) = (Fnα,x , Fnα,y , Fnα,z)T folgt
(Fnα,x)
+ = −2 ∑
α,β∈I
β≠α
γαβϕnβ(i + 1/2, j, k)
⎛
⎝
ϕnα(i + 1/2, j, k)
ϕnβ(i + 1, j, k) − ϕ
n
β(i , j, k)
h
−ϕnβ(i + 1/2, j, k)





− = 2 ∑
α,β∈I
β≠α
γαβϕnβ(i − 1/2, j, k)
⎛
⎝
ϕnα(i − 1/2, j, k)
ϕnβ(i − 1, j, k) − ϕ
n
β(i , j, k)
h
−ϕnβ(i − 1/2, j, k)
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In die y- und z-Raumrichtung werden die Ableitungen analog bestimmt. Somit wird











































2γαβ(ϕnα(i , j, k)∇cϕnβ(i , j, k) − ϕ
n
β(i , j, k)∇
cϕnα(i , j, k)) ⋅ ∇cϕnβ(i , j, k).
Die Ableitungen von w(ϕ) und fvp(ϕ) werden in den Zellmitten gemäß
∂w(ϕ)
∂ϕα
((i , j, k), tn) = ∑
α,β∈I
β≠α




γαβδϕnβ(i , j, k)ϕ
n




((i , j, k), tn) = χαh′(ϕnα(i , j, k))
berechnet. Auf dem Rand ∂ΩS wird, wie in Abschnitt 4.2.2 o.B.d.A angenommen, dass der Einheits-
normalenvektor n = (0, 1, 0) ist. An den Zellen (i , js, k) lässt sich die Benetzungsrandbedingung
(5.7) durch



















mαβδϕnβ(i , js + 1, k)ϕ
n







in diskreter Form darstellen. Dabei ist
(qnαβ) j =ϕ
n
α(i , js + 1, k)
ϕnβ(i , js + 2, k) − ϕ
n
β(i , js, k)
2h
− ϕnβ(i , js + 1, k)




Validierung der Benetzungsrandbedingung 5.3
In den Geisterzellen (i , js, k) werden die Phasenfeldwerte mit der Vorschri (4.24) extrapoliert.
Der Lagrange-Multiplikator λn1 wird wie folgt berechnet
λn1 = − 2ε ∑
α,β∈I
β≠α









mαβδϕnβ(i , js + 1, k)ϕ
n
δ(i , js + 1, k).
5.3. Validierung der Benetzungsrandbedingung
Das Modell (5.6)-(5.7) wird zunächst mittels zweidimensionaler Simulationen von Gleichgewichts-
formen zweier, nichtmischbarer Tropfenmit gleichenVolumina auf einem idealen Substrat validiert.
Die Kontaktwinkel θαL und θβL, welche sich an den Tripelpunkten P1 und P2(siehe Abbildung 5.2)
einstellen sind, wie in Abschnitt 5.1 diskutiert, unabhängig, und können durch die Youngsche Glei-
chung bestimmt werden. Dahingegen ist der Kontaktwinkel θαβ der sich im Gleichgewichtszustand
am Tripelpunkt P3 etabliert von θαL und θβL abhängig. Es werden drei verschiedeneModellsysteme
untersucht, die dazugehörigen Simulationsparameter sind Tabelle 5.2 zu entnehmen.
Tabelle 5.2.: Dimensionslose Grenz- und Oberächenspannungen für drei verschiedene Benetzungssys-
teme.
Benetzungssysteme γαs γβs γLs γαL γβL γαβ
System 1 0.8 0.8 0.3 1 1 0.6
System 2 1 1 1 1 1 0.6
System 3 0.75 0.75 1 0.5 0.5 0.6
Mit den Gleichungen (5.1), (5.3) und (5.4) lassen sich θαL und θβL für System 1 aus Tabelle 5.2




















Abbildung 5.2.: Schematische Darstellung von zwei Tropfen α und β, die von Luft L, umgeben sind
und sich auf einem idealen Substrat s berühren. An den Tripelpunkten P1 , P2 und P3 stellen sich im
Gleichgewichtszustand die Kontaktwinkel θαL , θβL respektive θαβ ein.
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Tabelle 5.3.: Theoretische Kontaktwinkel nach (5.1)-(5.4) sowie gemessene Kontaktwinkel aus den Simu-
lationsergebnissen.
Benetzungssysteme Theoretische Kontaktwinkel Gemessene Kontaktwinkel





System 1 120○ 120○ 90○ 119.7○ 119.7○ 90○
System 2 90○ 90○ 90○ 90○ 90○ 90○




) = arccos(0.3 − 0.8
1
) = 120○.
In Gleichung (5.4) eingesetzt, liefert dies
γαβ cos θαβ = γβL cos θβL − γαL cos θαL = 0.
Das heißt θαβ = 90○. Für die anderen beiden Systeme lassen sich die theoretischen Kontaktwinkel
analog bestimmen.
Abbildung 5.3 zeigt die Gleichgewichtsformen der drei verschiedenen Benetzungssysteme. Die
Kontaktwinkel wurden mit der NG-Methode an den Tripelpunkten entlang des Substrat gemessen
und in Tabelle 5.3 zusammengefasst. Es ist deutlich zu erkennen, dass die durchgeführten Simula-
tionen eine sehr gute Übereinstimmung mit den theoretischen Lösungen zeigen. Die gemessenen
Abweichungen liegen unter 1○. Zur Vereinfachung wurde in allen drei Modellsystemen γαs = γβs
und γαL = γβL gesetzt, was dazu führt, dass θαL = θβL und θαβ = 90○ sind. In realen Anwendungen
sind die Grenz- und Oberächenspannungen der Flüssigkeiten jedoch in der Regel unterschiedlich,
wodurch sich innerhalb eines Benetzungssystems auch verschiedene Kontaktwinkel ergeben.
Zusätzlich wurden dreidimensionale Modellsysteme, bestehend aus drei und vier gleich großen,
nicht mischbaren Tropfen, mit der Annahme, dass alle Grenz- und Oberächenspannungen iden-
tisch sind, untersucht. Wie theoretisch erwartet, und in Abbildung 5.4 dargestellt, bilden die Pha-
sengrenzen der Tropfen im Gleichgewichtszustand auf dem Substrat drei Kontaktwinkel von jeweils




Abbildung 5.3.: Zweidimensionale Gleichgewichtsformen von drei verschiedenen Benetzungssystemen,




(a) Initialzustand (b) Gleichgewichtszustand
Abbildung 5.4.:Draufsicht eines dreidimensionalen Benetzungssystems bestehend aus drei identischen
Tropfen:(a) Anfangszustand drei nicht mischbarer Tropfen, umgeben von Luft und sich auf einem idealen
Substrat berührend. (b) Gleichgewichtszustand des Benetzungssystems [154]. Copyright (2014) American
Chemical Society.
üssigen Phasen schneiden, (siehe Abbildung 5.5) gemessen. Identische Ergebnisse wurden auch
bei numerischen Simulationen des Kornwachstums in isotropen, polykristallinen Systemen erzielt
[142]. Dieser Prozess ist ebenso wie das Benetzungsproblem durch Oberächenminimierung getrie-
ben. Die Instabilität des initialen Quintupelpunktes (Flüssig-Flüssig-Flüssig-Flüssig-Fest), welcher
sich in zwei Quadrupelpunkte teilt, ist in Abbildung 5.6 dargestellt. Garcke et al. [142] haben diese
Instabilität in polykristallinen Systemen, in denen alle Körner die gleiche Oberächenspannung
aufweisen, ebenso beobachtet. Die Aufspaltung des Quintupelpunktes in zwei Quadrupelpunkte
entspricht auch den theoretischen Untersuchungen von Cahn et al. [158]. Aufgrund der Gleichheit
aller Grenz- und Oberächenspannungen im System, stellen sich im Gleichgewichtszustand an
beiden Quadrupelpunkten, wie bereits im Drei-Tropfen-System beobachtet (siehe Abbildung 5.4),
Kontaktwinkel von 120○ ± 1○ ein.
Nach der Validierung des Modells (5.6)-(5.7) anhand von Modellsystemen wird im Folgenden das
Benetzungsverhalten eines Wasser-Öl-Systems numerisch untersucht und mit experimentellen
Ergebnissen2 verglichen.
5.4. Wasser-Öl System
Das Benetzungssystem, das in diesem Abschnitt betrachtet wird, besteht aus gereinigtemWasser,
Poly-α-Olen3 und einer silanisierten Glasplatte als feste Oberäche. Die Präparation des Substrats
ist in der Arbeit [154, S. 4] detailliert beschrieben. Zur Abkürzung wir das Benetzungssystem fortan
einfach Wasser-Öl-System genannt.
2Die experimentellen Untersuchungen wurden im Rahmen der Arbeit [154] von den Co-Autoren C.Grainer und
D. Braun durchgeführt.
3Klüber Lubricaton, München, Deutschland
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Abbildung 5.5.: Von außen nach innen die 0.3- und 0.6-Isolinien der drei verschiedenen Phasen auf
der Substratoberäche. Am Schnittpunkt der 0.3-Isolinien wurden drei Kontaktwinkel von 120○ ± 1○
gemessen [154]. Copyright (2014) American Chemical Society.
(a) Initialzustand (b) Gleichgewichtszustand
Abbildung 5.6.: Draufsicht einer dreidimensionalen Simulation:(a) Initialzustand von vier nicht mischba-
ren Tropfen auf einer idealen Oberäche, (b) im Gleichgewicht teilt sich der initiale Quintupelpunkt in
zwei Quadrupelpunkte [154]. Copyright (2014) American Chemical Society.
Die Wasser-Lu - und Öl-Lu -Oberächenspannungen sind γWL =72.2 × 10−3Nm−1 und γOL =
25 × 10−3Nm−1. Die Grenzächenspannung γWL zwischen Wasser und Öl wurde experimentell
ermittelt und beträgt 37 × 10−3Nm−1± 5 × 10−3Nm−1. Die für die Simulation notwendigen Para-
meter (γLS − γWS) und (γLS − γOS) wurden indirekt durch Kontaktwinkelmessungen bestimmt.
Hierbei ist γLS die Lu -Fest-Oberächenspannung und γWS sowie γOS die Wasser-Fest- respektive
Öl-Fest-Grenzächenspannung. Auf der festen Oberäche wurde bei einem 5 µLWassertropfen
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(a)Wasser/Luft (b) Öl/Luft (c)Wasser/Öl
Abbildung 5.7.: (a) Gleichgewichtsform eines Wassertropfens, welcher von Luft umgeben ist und einen
Kontaktwinkel θWL = 112.4○±1○ auf einer idealenOberäche bildet. (b) Gleichgewichtsform einesÖltrop-
fens, welcher von Luft umgeben ist und einen Kontaktwinkel θOL = 80.7○ ± 1○ bildet. (c) Gleichgewichts-
form eines Wassertropfens, welcher von Öl umgeben ist und einen Kontaktwinkel θWO = 147.2○ ± 1○
bildet [154]. Copyright (2014) American Chemical Society.
ein Kontaktwinkel θWL = 112○ ± 3○ und bei einem Öltropfen mit gleichem Volumen ein Kontakt-
winkel θOL = 81○ ± 3○ experimentell gemessen. Mit der Youngschen Gleichung (2.5) ergeben sich
(γLS − γWS) = −27.05Nm−1 und (γLS − γOS) = 3.91Nm−1.
Abbildungen 5.7(a) und 5.7(b) zeigen die simulierten Gleichgewichtsformen eines Wasser- respekti-
ve Öltropfens auf einem idealen Substrat. Hierbei wurden die Simulationen mit den experimentell
ermittelten Parameter durchgeführt. Das in Abbildung 5.7(c) dargestellte Simulationsergebnis zeigt
die Gleichgewichtsform eines Wassertropfens, der nicht von Lu , sondern von Öl umgeben ist und
einen gemessenen Kontaktwinkel θWO = 147.2○ ± 1○ aufweist.
5.4.1. Vergleich der Ergebnisse mit experimentellen Untersuchungen
Sowohl im Experiment als auch in der Simulation wurde das Benetzungsverhalten zwei sich
berührender Wasser- und Öltropfen auf einer festen Oberäche untersucht. Beide Tropfen haben
jeweils ein Volumen von 5 µL. Die Simulationsparameter sind Tabelle 5.4 zu entnehmen.
Tabelle 5.4.: Simulationsparameter zu den in Abbildung 5.8 dargestellten numerischen Ergebnissen.
θ○WL θ
○
OL h ∆t ε mαβδ γαβδ
112 80 1 0.125 4 3 12
Wie in Abbildung 5.8 zu sehen, wurde der Öltropfen bei den experimentellen Untersuchungen
magenta gefärbt, um einen besseren Kontrast zum Wassertropfen herzustellen. Da das System
oleophil ist, konnte sowohl im Experiment als auch in der Simulation beobachtet werden, wie
sich das Öl entlang des Substrats spreizt und den Wassertopfen umhüllt. Im Gleichgewicht wurde
experimentell ein Kontaktwinkel von 81○ ± 3○ an der Kontaktlinie zwischen Öl, Lu und fester
Oberäche gemessen. Dieser Wert stimmt auch mit dem in Abbildung 5.7(a) dargestellten Ergeb-
nis überein. Experimentell war es im Rahmen dieser Arbeit nicht möglich den Kontaktwinkel
entlang der Wasser-Öl-Fest-Kontaktlinie zu bestimmen. Auch der Radius, der von Wasser be-
netzten Fläche konnte nicht ermittelt werden. Daher stellt ein quantitativer Vergleich zwischen
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(a) (b)
(c)
Abbildung 5.8.: Qualitativer Vergleich der Gleichgewichtsprole. (a) Seitenansicht der experimentellen
Gleichgewichtsform, (b) Seitenansicht der Phasenfeldsimulation des zusammengesetzten Tropfens und
(c) Schnitt durch die Mitte des Tropfens [154]. Copyright (2014) American Chemical Society.
numerischen und experimentellen Ergebnissen weiterhin eine Herausforderung für zukün ige
Untersuchungen dar. Jedoch zeigt der qualitative Vergleich der Prole der zusammengesetzten
Tropfen in Abbildung 5.8(a) und 5.8(b) eine sehr gute Übereinstimmung zwischen experimentellen
und numerischen Gleichgewichtsformen.
(a) (b)
Abbildung 5.9.: Das Öl (Magenta) umhüllt, spreizt sich jedoch nicht entlang des Substrats unter dem
Wassertropfen. (a) In den Bereichen R1 und R2 sind die Reektionen des Öl- respektive Wassertopfens zu
sehen, (b) Kontaktäche des numerisch berechneten zusammengesetzten Tropfens auf dem Substrat
[154]. Copyright (2014) American Chemical Society.
Des Weiteren zeigt Abbildung 5.9, dass sich das Öl weder im Experiment noch in der Simulation
entlang der festen Oberäche unter demWassertropfen ausbreitet. Die mit R1 und R2 gekennzeich-
neten Bereiche in Abbildung 5.9(a) zeigen die Reektionen des magenta gefärbten Öl- respektive
64
Wasser-Öl System 5.4
Wassertropfens auf der Glasplatte. Daraus ist ersichtlich, dass das Öl denWassertropfen ringförmig
umhüllt. Die Unteransicht der Simulation in Abbildung 5.9(b) bestätigt dies ebenfalls. Die Ana-
lyse der Phasengrenzen entlang des Schnittes durch die Mitte des zusammengesetzten Tropfens,
liefert einen numerischen Winkel von 146○ ± 1○. Die Plausibilität dieses Ergebnisses beruht auf
der Tatsache, dass das Öl, wie in Abbildung 5.8(c) dargestellt, den Wassertropfen auf der festen
Oberäche vollständig umrahmt. Somit hängt der Kontaktwinkel analog zu dem Benetzungssystem
in Abbildung 5.7(c) lediglich von den Grenzächenspannungen γWS, γOS und γWO ab. Eingesetzt
in der Youngschen Gleichung (2.5) liefern diese einen statischen Kontaktwinkel von 147.6○. Somit




Benetzung auf zylindrischen Fasern
In diesemKapitel wird das Benetzungsverhalten sowohl einzelner als auch zusammengesetzter Trop-
fen, auf zylindrischen Fasern numerisch untersucht. Dafür wird zunächst das Energiefunktional
(4.7) um einen Energiebeitrag erweitert, um den Einuss der Gravitation auf das Benetzungsverhal-
ten von hinreichend großen Tropfen zu berücksichtigen. Das Modell wird durch einen Vergleich
mit den Ergebnissen aus der Arbeit von Chou et al. [159] validiert. Anschließend werden Gleichge-
wichtsformen von zwei unterschiedlichen, zusammengesetzten Tropfen auf einer Faser untersucht
und mit experimentellen Beobachtungen verglichen. Darüber hinaus wird im letzten Teil des Kapi-
tels das Ablöseverhalten von zusammengesetzten Tropfen unter Einuss der Gravitation numerisch
simuliert und ebenso mit experimentellen Ergebnissen verglichen.
6.1. Stand der Forschung
Tropfen auf Fasern sind im alltäglichen Leben und in der Natur z.B. auf Grashalmen und Spinnen-
netzen häug zu beobachten. Darüber hinaus spielt das Benetzungsverhalten von Flüssigkeiten
auf Fasern eine zentrale Rolle in diversen Anwendungen u.a in der Textilreinigung [160], bei der
Wassergewinnung aus Nebel [161–163], im Hinblick auf funktionelle Kleidung [164, 165] und in
faserbasierten mikrouidischen Systemen [166–169].
Das Benetzungsverhalten von Tropfen auf zylindrischen Fasern unterscheidet sich wesentlich von
jenem auf achen Oberächen. Bei vernachlässigter Gravitation kann ein Tropfen zwei unterschied-
liche Gleichgewichtsformen auf einer Faser annehmen: eine asymmetrische Clam-Shell- oder eine
rotationssymmetrische Barrel-Gestalt. Hierbei hängt die Gleichgewichtsform vom Faserradius,
Tropfenvolumen und dem Kontaktwinkel ab. Wie von Carroll [170] und Wu und Dzenis gezeigt,
kann die Barrel-Gestalt, basierend auf der Young-Laplace-Gleichung oder auf dem Energiemini-
mierungsprinzip analytisch hergeleitet werden. Dies wird in Anhang A ausführlich beschrieben.
Dahingegen kann die Clam-Shell-Gestalt nur numerisch approximiert werden [172, S. 81]. In den
letzten Jahren hat sich das freie So ware-Paket Surface-Evolver von Brakke [173] bei der Simulation
unterschiedlicher Benetzungsprozesse etabliert, insbesondere zur numerischen Simulation von
Gleichgewichtsmorphologien von Tropfen auf zylindrischen Fasern [159, 172, 174, 175].
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Für einen Tropfen ist es energetisch günstiger eine Barrel-Form anzunehmen, wenn sein Volumen
im Verhältnis zum Radius der Faser groß genug ist, oder wenn er einen kleinen Kontaktwinkel auf
der Faser aufweist. Umgekehrt nimmt ein Tropfen bei geringemVolumen oder großemKontaktwin-
kel im Gleichgewicht eine Clam-Shell-Gestalt an [159, 172]. Mit Hilfe des Elektrobenetzungsprinzip
haben die Autoren der Arbeiten [174, 176, 177] den Wechsel zwischen den beiden Gleichgewichtsge-
stalten untersucht. Durch gezielte Stromimpulse werden die Benetzungseigenscha en des Systems
so verändert, dass der Tropfen von der einen Gestalt zur anderen mutiert. Chou et al. [159] haben
das So ware Paket Surface Evolver verwendet, um Morphologiediagramme einzelner Tropfen in
Abhängigkeit ihrer Volumina, der Faserradien und Kontaktwinkel zu erzeugen. Die numerischen
Ergebnisse zeigen eine sehr gute Übereinstimmung mit den experimentellen Untersuchungen.
In den Arbeiten von Gilet et al. [166–169] wird das Potential von faserbasierten Mikrosystemen für
biochemische Anwendungen aufgezeigt. Durch die Kombination von optischen Messmethoden
und Fluid-Eigenscha en können sehr kleine Flüssigkeitsmengen, die an einer Faser hängen, im
Hinblick auf ihre chemische Komposition untersucht werden. Der Nachteil solcher sogenannter
faserbasierten optouidischen Biosensoren [168] liegt darin, dass die Tropfen zum einen frei auf der
Faser hängen und somit einer erhöhten Kontaminationsgefahr ausgesetzt sind, zum anderen ver-
dampfen kleine Flüssigkeitsmengen in solchen Systemen sehr schnell. Dem kann entgegengewirkt
werden, indem die Flüssigkeit durch einen schützenden Öltropfen umhüllt wird und somit ein
zusammengesetzter Tropfen auf der Faser entsteht. Wu et al. [175] haben das Benetzungsverhalten
zwei nicht mischbarer, sich berührender Tropfen auf zylindrischen Fasern mit unterschiedlichen
Radien, mit Hilfe der Simulationsso ware Surface-Evolver numerisch untersucht. In dieser Ar-
beit wurden lediglich Gleichgewichtsformen von Benetzungssystemen, in denen ein Tropfen den
anderen nur partiell und nicht vollständig umhüllt, betrachtet.
6.2. Gleichgewichtsformen einzelner Tropfen auf zylindrischen
Fasern
Zur Validierung des Phasenfeldmodells (4.21) und (4.23) hinsichtlich der Benetzung einzelner
Tropfen auf zylindrischen Fasern, wird in diesem Abschnitt eine Auswahl an Simulationssetups aus
der Arbeit von Chou et al. [159] nachsimuliert1 und mit deren Ergebnissen verglichen.
6.2.1. Gleichgewichtsformen bei vernachlässigter Gravitation
Die Morphologiediagramme von Tropfen auf Fasern, welche in der Arbeit [159] veröentlicht
wurden, zeigen die Abhängigkeit der Gleichgewichtsformen von den Tropfenvolumina, den Kon-
taktwinkeln, den Faserradien und der Gravitation. Unter Vernachlässigung der Gravitation ergeben
sich nach Chou et al. zwei Gleichgewichtskongurationen. Bei großen Volumina und kleine Kon-
taktwinkeln nehmen die Tropfen die Form eines Barrels an. Im umgekehrten Fall, ist es für den
Tropfen energetisch günstiger eine Clam-Shell-Gestalt anzunehmen. Des Weiteren kann dem
Morphologiediagramm (siehe Abbildung 6.1) entnommen werden, dass im hell- und dunkellila
schattierten Bereich beide Gestalten koexistieren können. Welche Gleichgewichtsform der Tropfen,
1Die Simulationen sowie die Visualisierung der Ergebnisse wurden von M. Multscher im Rahmen der Arbeit [178],
unter Betreuung von M. Ben Said, durchgeführt.
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Abbildung 6.1.:Morphologiediagramm aus der Arbeit von [159]: Es zeigt die Gleichgewichtsformen von
Tropfen auf zylindrischen Fasern, in Abhängigkeit des Tropfenvolumens V , des Kontaktwinkels θ und
des Faserradius a bei vernachlässigter Gravitation. Copyright (2011) American Chemical Society.
in diesem Bereich schlussendlich annimmt, hängt von seiner initialen Position ab. Auf der x-Achse
sind die Kontaktwinkel eingetragen und auf der y-Achse die dimensionslose Zahl V 1/3/a. Dabei
sind a der Faserradius und V das Tropfenvolumen.
Im Folgenden wird das Phasenfeldmodell (4.21) und (4.23) anhand der Simulationssetups, welche
mit gelben Punkten (von links nach rechts: Setup-1, Setup-2, Setup-3) in Abbildung 6.1 markiert
sind, validiert. Alle Simulationen werden auf einer Faser mit konstantem Radius a = 170 µm
durchgeführt.
Setup-1
Bei diesem Simulationssetup ist das Verhältnis V 1/3/a = 7.4, der Kontaktwinkel θ = 10○ und
das Tropfenvolumen V = 2 µL. Ausgehend von drei unterschiedlichen Anfangspositionen auf
der Faser (siehe Abbildung 6.2) nimmt der Tropfen im Gleichgewichtszustand die Barrel-Gestalt,
welche in Abbildung 6.3 aus zwei verschiedenen Perspektiven dargestellt ist, an. Selbst wenn sich
der Kontaktwinkel verändert, behält der Tropfen seine rotationssymmetrische Form. Für kleinere
Kontaktwinkel spreizt der Tropfen tendenziell mehr entlang der Faser, jedoch ohne diese vollständig
zu benetzen. Für größere Kontaktwinkel verringert sich die benetzte Fläche auf der Faser.
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Abbildung 6.2.: Frontansicht drei verschiedener Anfangszustände eines Tropfens mit Kontaktwinkel
θ = 10○, Volumen V = 2 µL auf einer Faser mit Radius a = 170 µm.
Abbildung 6.3.: Gleichgewichtszustand: Barrel-Gestalt für θ = 10○, V = 2 µL und a = 170 µm. Links:
Draufsicht, rechts: Frontansicht.
Setup-2
Hier wird ein Tropfen mit einem Volumen V = 1.4 µL, welcher einen Kontaktwinkel θ = 50○ auf der
Faser vorweist, betrachtet. Je nach Anfangsposition nimmt der Tropfen im Gleichgewichtszustand
entweder die Clam-Shell oder die Barrel-Form an. Obwohl beide Gestalten unterschiedliche freie
Oberächenenergien haben, ist der Gleichgewichtszustand stabil. Nach den Autoren der Referenz
[159, S. 3689] liegt dies daran, dass die freien Oberächenenergien beider Kongurationen sich in
lokalen Energieminima benden.
Abbildung 6.4 zeigt, dass wenn ein Tropfen anfangs die Faser relativ mittig umhüllt, dieser im
Gleichgewichtszustand die Form eines Barrels annimmt. Wird die initiale Position des Tropfens
auf der Faser nach oben (siehe Abbildung 6.5(a) und 6.5(b)) respektive nach unten (siehe Abbil-
dung 6.6(a) und 6.6(b)) verschoben, so bildet er im Gleichgewichtszustand, in beiden Szenarien,
oberhalb (siehe Abbildung 6.5(c) und 6.5(d) ) respektive unterhalb (siehe Abbildung 6.6(c) und
6.6(d)) der Faser eine Clam-Shell-Gestalt.
In dem Koexistenzbereich beider Gleichgewichtsmorphologien steigt die freie Oberächeener-
gie der Clam-Shell-Gestalt mit steigendem Tropfenvolumen und kann die eines barrelförmigen
Tropfens übersteigen [159, S. 3690]. Im helllila schattierten Bereich ist die freie Energie der Clam-
Shell-Gestalt geringer als die der Barrel-Gestalt und andersrum im dunkellila Bereich. Entlang der
gestrichelten Trennlinie zwischen beiden Bereichen sind die freien Oberächenenergien beider
Konguration gleich groß [159, S. 3690].
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(a) Initialzustand: Draufsicht (b) Initialzustand: Frontansicht
(c) Gleichgewichtszustand: Draufsicht (d) Gleichgewichtszustand: Frontansicht
Abbildung 6.4.: (a)-(b) Initialzustand eines Tropfens relativ mittig zur Faser platziert mit Kontaktwinkel
θ = 50○ und Volumen V = 2.5 µL auf einer Faser mit Radius a = 170 µm. (c)-(d) Gleichgewichtszustand
aus zwei verschiedenen Perspektiven.
Setup-3
Bei dem letzten Simulationssetup wird die Gleichgewichtsform eines Tropfens mit einem Volumen
V = 0.314 µL, welcher auf der Faser einen Kontaktwinkel θ = 60○ aufweist, simuliert. Hierbei zeigt
sich, wie in Abbildung 6.7 dargestellt, dass der Tropfen im Gleichgewicht eine Clam-Shell-Form
bildet. Wenn dieser anfangs oberhalb der Faser positioniert ist, bildet sich die Clam-Shell-Gestalt
ebenso oberhalb der Faser. Wird der Tropfen jedoch initial mittig oder unterhalb der Faser platziert,
so bildet sich darunter eine Clam-Shell-Form.
71
Kapitel 6 Benetzung auf zylindrischen Fasern
(a) Initialzustand: Draufsicht (b) Initialzustand: Frontansicht
(c) Gleichgewichtszustand: Draufsicht (d) Gleichgewichtszustand: Frontansicht
Abbildung 6.5.: (a)-(b) Initialzustand eines Tropfens mit Kontaktwinkel θ = 50○ und Volumen V =
2.5 µL auf einer Faser mit Radius a = 170 µm. (c)-(d) Gleichgewichtszustand aus zwei verschiedenen
Perspektiven.
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(a) Initialzustand: Draufsicht (b) Initialzustand: Frontansicht
(c) Gleichgewichtszustand: Draufsicht (d) Gleichgewichtszustand: Frontansicht
Abbildung 6.6.: (a)-(b) Initialzustand eines Tropfens mit Kontaktwinkel θ = 50○ und Volumen V =
2.5 µL auf einer Faser mit Radius a = 170 µm. (c)-(d) Gleichgewichtszustand aus zwei verschiedenen
Perspektiven.
Abbildung 6.7.: In der oberen Reihe sind drei verschiedene Initialzustände eines Tropfens mit Kontakt-
winkel θ = 60○ und Volumen V = 0.314 µL auf einer Faser mit Radius a = 170 µm zu sehen. In der unteren
Reihe sind die dazugehörigen, simulierten Gleichgewichtsformen dargestellt.
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6.2.2. Gleichgewichtsformen unter Berücksichtigung der Gravitation
Wird die Gravitation berücksichtigt, so erfährt das Benetzungssystem eine zusätzliche Energie, die
dies widerspiegelt. Im Hinblick auf die Untersuchungen der Gleichgewichtsformen und des Ablöse-
verhaltens von zusammengesetzten Tropfen auf Fasern, unter Berücksichtigung der Gravitation,





modelliert. Dabei ist ρα die Dichte der Phase α ∈ I, g der Gravitationsvektor, x = (x , y, z)T die
Position im Rechengebiet und h(ϕα) die Interpolation, welche in Gleichung (4.19) eingeführt
wurde.
Somit schreibt sich die freie Oberächenenergie des Systems für N-Phasen als
F(ϕ) = ∫Ω εa(ϕ,∇ϕ) +
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ε
w(ϕ) + fvp(ϕ) + fgrav(ϕ)dV + ∫∂ΩS fw dS .
Für alle Phasen α ∈ I ergeben sich dadurch folgende Evolutionsgleichungen
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berechnen lässt und Λ ist wie in Gleichung (4.9) deniert. Auf dem festen Rand ∂ΩS gilt weiterhin
die Benetzungsrandbedingung (5.5).
Unter Berücksichtigung der Gravitation hängen die Tropfen im Gleichgewichtszustand überwie-
gend in einer Clam-Shell-Form an der unteren Seite der Faser [159, S. 3691]. Im zweiten Morpholo-
giediagrammvonChou et al. [159] (siehe Abbildung 6.8) ist dies durch den grau schattierten Bereich
dargestellt. Des Weiteren können asymmetrische Barrel- und nach unten gerichtete Clam-Shell-
förmige Tropfen in dem rot schattierten Bereich koexistieren. Wohingegen Tropfen mit großen
Volumina sich von der Faser ablösen, was im Morphologiediagramm durch den grünen Bereich
angedeutet ist.
Zur Validierung des Modells (6.1)-(5.5) werden die Simulationsergebnisse der Setups, welche in
Abbildung 6.8 mit gelben Kreisen markiert sind, vorgestellt. Alle Simulationen werden an einer
Faser mir Radius a = 337.5 µm durchgeführt.
Ablösung eines Tropfens von der Faser
Ist das Tropfenvolumen hinreichend groß, so überwiegt die Gravitationskra die Kapillarkrä e
und der Tropfen löst sich von der Faser ab. Da die Kapillarkrä e mit steigendem Kontaktwinkel ab-
nehmen, begünstigen größere Kontaktwinkel die Ablösung eines Tropfens. Abbildung 6.9 zeigt das
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Abbildung 6.8.:Morphologiediagramm aus der Arbeit von [159]: Es zeigt die Gleichgewichtsformen die
ein Tropfen auf zylindrischen Fasern, in Abhängigkeit seines Volumen V , des Kontaktwinkels θ und des
Faserradius a, unter Berücksichtigung der Gravitation, annehmen kann. Im grau schattierten Bereich
nimmt der Tropfen eine Clam-Shell- Gestalt an, im rot schattierten Bereich können sowohl Clam-Shell-
als auch Barrel-Gestalten koexistieren und im grün schattierten Bereich lösen sich die Tropfen von der
Faser ab. Copyright (2011) American Chemical Society.
Ablösenverhalten eines Tropfens mit Volumen V = 38.5 µL und Kontaktwinkel θ = 10○. Auch wenn
der Tropfen anfangs oberhalb oder mittig zur Faser positioniert wird, löst er sich schlussendlich ab.
Abbildung 6.9.: Bildschirmaufnahmen der Simulationsergebnisse eines Tropfens zu drei verschiede-
nen Simulationszeitschritten, welche das Ablöseverhalten eines Tropfens mit Volumen V = 38.5 µL,
Kontaktwinkel θ = 10○ auf einer Faser mit Radius a = 337.5 µm zeigen.
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(a) Initialzustand: Draufsicht (b) Initialzustand: Frontansicht
(c) Gleichgewichtszustand: Draufsicht (d) Gleichgewichtszustand: Frontansicht
Abbildung 6.10.: (a)-(b) Initialzustand eines Tropfens mit Kontaktwinkel θ = 28.5○ und Volumen V =
4.28 µL auf einer Faser mit Radius a = 337.5 µm. (c)-(d) Gleichgewichtszustand aus zwei verschiedenen
Perspektiven.
Koexistenz asymmetrischer Barrel- und Clam-Shell-Formen
Die Koexistenz von asymmetrischen Barrel- und nach unten gerichteten Clam-Shell-Gestalten
wird am Beispiel eines Tropfens mit Volumen V = 4.28 µL, welcher einen Kontaktwinkel θ = 28.5○
auf der Faser aufweist, numerisch untersucht. Hierbei zeigt sich, dass die Gleichgewichtsform
maßgeblich von der initialen Position des Tropfens abhängt. Wird dieser anfangs oberhalb der
Faser platziert, so nimmt er im Gleichgewicht die Gestalt eines asymmetrischen Barrels an (siehe
Abbildung 6.10). Wohingegen eine nach unten gerichtete Clam-Shell-Form angenommen wird,
wenn der Tropfens anfangs unterhalb der Faser hängt (siehe Abbildung 6.11). Hier ist zu beobachten,
dass sich der Tropfen trotz Gravitation nach oben bewegt, dies macht deutlich, dass in dem Fall die
Kapillarkrä e die Gewichtskra dominieren.
Clam-Shell-Gestalt
Die Simulationsergebnisse eines Tropfens mit Volumen V = 9.2 µL und Kontaktwinkel θ = 50○
stimmen ebenso mit dem Ergebnis von Chou et al. [159] überein. Unabhängig von der initialen
Position des Tropfens auf der Faser (siehe Abbildung 6.12), nimmt dieser im Gleichgewichtszustand,
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(a) Initialzustand: Draufsicht (b) Initialzustand: Frontansicht
(c) Gleichgewichtszustand: Draufsicht (d) Gleichgewichtszustand: Frontansicht
Abbildung 6.11.: (a)-(b) Initialzustand eines Tropfens mit Kontaktwinkel θ = 28.5○ und Volumen V =
4.28 µL auf einer Faser mit Radius a = 337.5 µm. (c)-(d) Gleichgewichtszustand aus zwei verschiedenen
Perspektiven.
(a) Initialzustand (b) Zwischenzustand (c) Ablösung
Abbildung 6.12.: Drei verschiedene initiale Positionen eines Tropfens mit Volumen V = 9.2 µL, Kontakt-
winkel θ = 50○ auf einer Faser mit Radius a = 337.5 µm.
wie Abbildung 6.13 zeigt, eine nach unten gerichtete Clam-Shell-Gestalt an. Bei gleichem Kontakt-
winkel aber geringerem Volumen V = 1 µL ist die Gleichgewichtsform des Tropfens sehr wohl von
seiner initialen Position abhängig. Wird er anfangs auf der oberen Seite der Faser positioniert, so
formt er sich zu einer Clam-Shell-Gestalt, die im Gleichgewicht, wie in Abbildung 6.14 dargestellt,
oberhalb der Faser liegt. Dahingegen zeigen die Abbildungen 6.15 und 6.16, dass der Tropfen eine
nach unten gerichtete Clam-Shell-Form annimmt, wenn er initial unterhalb oder mittig zur Faser
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Abbildung 6.13.: Gleichgewichtszustand: Nach unten gerichtete Clam-Shell-Gestalt für ein Tropfen mit
Volumen V = 9.2 µL und Kontaktwinkel θ = 50○ auf einer Faser mit Radius a = 337.5 µm. Links: Draufsicht,
rechts: Frontansicht.
Abbildung 6.14.: Links: Initialzustand, rechts: Gleichgewichtszustand eines Tropfens mit einem Volumen
V = 1 µL und Kontaktwinkel θ = 50○ auf einer Faser mit Radius a = 337.5 µm.
Abbildung 6.15.: Zwei verschiedene Initialzustände eines Tropfens mit Kontaktwinkel θ = 50○ und
Volumen V = 1 µL auf einer Faser mit Radius a = 337.5 µm.
platziert wird.
Nachdem das Phasenfeldmodell hinsichtlich der Benetzung einzelner Tropfen auf Fasern, sowohl
mit berücksichtigter als auch mit vernachlässigter Gravitationsenergie validiert wurde, befasst sich
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(a) Gleichgewichtszustand: Draufsicht (b) Gleichgewichtszustand: Frontansicht
Abbildung 6.16.: Gleichgewichtszustand eines Tropfens mit Kontaktwinkel θ = 50○ und Volumen V =
1 µL auf einer Faser mit Radius a = 337.5 µm aus zwei verschiedenen Perspektiven.
der restliche Teil dieses Kapitel mit dem Benetzungsverhalten zusammengesetzter Tropfen auf
zylindrischen Fasern.
6.3. Gleichgewichtsformen zusammengesetzter Tropfen auf Fasern
DieMotivation hinter der Untersuchung des Benetzungsverhaltens zusammengesetzter Tropfen auf
Fasern rührt aus denArbeiten [166–168]. Die Autoren haben darin das große Potential faserbasierter
Mikrosysteme für biochemische Anwendungen aufgezeigt und sind ebenso auf die Nachteile solcher
Verfahren eingegangen [168]. Die Hauptnachteile liegen in der schnellen Verdampfung und der
Kontaminationsgefahr der untersuchten Flüssigkeiten, welche in der Regel sehr kleine Volumina
vorweisen. Um dem vorzubeugen, ist eine mögliche Lösung die zu untersuchenden Tropfen durch
einen schützenden Öltropfen zu umhüllen. Daher ist es für die Entwicklung von faserbasierten
Biosensoren von zentraler Bedeutung, die Benetzungseigenscha en solcher zusammengesetzter
Tropfen zu verstehen.
In diesemAbschnitt werden zwei verschiedene Benetzungssysteme BS-1 und BS-2 untersucht. Dabei
ist BS-1 ein zusammengesetzter Tropfen aus gereinigtemWasser (W) und Öl (O) und BS-2 setzt
sich aus tensidhaltigem Seifenwasser (T) (AEOS-2EO [179, S. 2]) und Öl zusammen. Das gereinigte
Wasser und das Seifenwasser haben die gleichen Dichten ρW = ρT = 1000 kgm−3. Bei dem Öl
handelt es sich um Silikonöl mit einer Dichte ρO =949 kgm−3. Die experimentell gemessenen2
Oberächenspannungen sind γWL = (71.1 ± 0.2) × 10−3 Nm−1 , γWS = (25.7 ± 0.1) × 10−3 Nm−1,
γOL = (18.9 ± 1.4) × 10−3Nm−1, γOL = (40.1 ± 1.9) × 10−3Nm−1, γWS = (4.6 ± 0.1) × 10−3Nm−1.
Wie in Abbildung 6.17(a) schematisch dargestellt, wirken amWasser-Öl-Lu -Tripelpunkt die Ober-
und Grenzächenspannungen zusammen. Ist die Bedingung
γWL > γOL + γWO (6.2)
2Alle Experimente in diesem Kapitel wurden von den Co-Autoren F. Weyer, N. Vandewalle und L. Dreesen in der
Arbeit[179] durchgeführt.
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Abbildung 6.17.: (a)Schematische Darstellung eines zusammengesetzten Wasser-Öl-Tropfens, welcher
von Luft umgeben ist. Am Tripelpunkt wirken die Grenz- und Oberächenspannungen zusammen. (b)
Schematische Darstellung eines Wassertropfens, welcher von Öl vollständig umhüllt ist.
erfüllt, so umhüllt derÖltropfen denWassertropfen vollständig. Durch Einsetzen der imExperiment
gemessenen Oberächenspannungen in Bedingung (6.2), lässt sich leicht berechnen, dass diese
sowohl für BS-1 als auch für BS-2 erfüllt ist.
Um die Gleichgewichtsformen beider Benetzungssysteme auf einer zylindrischen Faser zu unter-
suchen, müssen zunächst die Kontaktwinkel der einzelnen Flüssigkeiten auf der Faser bestimmt
werden. Experimentelle Kontaktwinkelmessungen liefern für Wasser, Öl und Seifenwasser die Kon-
taktwinkel θWL = (58.9 ± 10.3)○, θOL = (24 ± 7.7)○ und θTL = (20.7 ± 7.8)○. In den numerischen
Simulationen werden diese Kontaktwinkel auf 60○, 25○ respektive 20○ gesetzt.
Durch Einsetzen der ermittelten Kontaktwinkel sowie der Grenz- und Oberächenspannun-
gen in Gleichung (5.4), ergibt sich amWasser-Öl-Fest-Kontaktpunkt der Kontaktwinkel θWO =
(61 ± 16.4)○. Für den Seifenwassertropfen liefert Gleichung (5.4) cos θTO ≈ 1.5. Das bedeutet, dass
das Seifenwasser die feste Oberäche vollständig benetzt. In Abbildung 6.18 sind beide Benetzungs-
systeme auf einer festen Oberäche schematisch dargestellt. Da der Wassertropfen innerhalb des
Öltropfens einenKontaktwinkel θWO = (61±16.4)○ bildet, sind zwei distinkte (Wasser-Öl-Fest- und
Öl-Lu -Fest-) Kontaktlinien zu beobachten. Dahingegen spreizt das Seifenwasser innerhalb des Öl-
tropfens entlang der festen Oberäche. Vorausgesetzt, dass das Volumen des Seifenwassertropfens
hinreichend groß ist, können die Öl-Lu -Fest- und die Seifenwasser-Öl-Fest-Kontaktlinie fusionie-
ren und eine Quadrupellinie bilden. Die Entstehung einer solchen Linie wurde von Mahadevan
et al. [153] theoretisch bewiesen und ausführlich diskutiert. Die Phasenfeldsimulationen von [155]
haben diese ¿eorie unterstützt. Jedoch handelt es sich in beiden Arbeiten um zusammengesetzte
Tropfen auf einer planaren Oberäche.
Wie in Abbildung 6.19 zu sehen, wurde das Benetzungsverhalten von BS-1, bestehend aus einem
2.5 µL Öl- und einem 1 µL Wassertropfen auf einer Faser mit Radius a = 100 µm sowohl experi-
mentell als auch numerisch untersucht. In der oberen Reihe sind Momentaufnahmen aus dem
Experiment dargestellt. Die untere Reihe zeigt Bildschirmaufnahmen zu unterschiedlichen Simu-
lationszeitschritten. Außen links und rechts sind die Initial- respektive Gleichgewichtszustände
abgebildet. Obwohl sich die Anfangszustände der Simulation und des Experiments unterscheiden,
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Abbildung 6.18.: Schematische Darstellung der Benetzungssysteme BS-1 und BS-2 auf einer festen
Oberäche.
ist ab den mittleren Aufnahmen gut zu erkennen, dass die Simulation das Benetzungsverhalten des
Systems sehr gut approximiert. Aufgrund der besseren Benetzbarkeit des Öls, umhüllt dieser den
Wassertropfen zunehmend. Letzterer bildet im Gleichgewichtszustand eine Clam-Shell-Gestalt
während der Öltropfen, aufgrund der Gravitation, eine asymmetrische Barrel-Form annimmt.
Besonders am Simulationsergebnis ist deutlich zu sehen, dass sich im Gleichgewichtszustand zwei
distinkte Tripellinien bilden. Auf den Aufnahmen aus dem Experiment, agiert der Öltropfen, wegen
seinem Brechungsindex n = 1.4, als Linse, so dass die Tripellinien nicht erkennbar sind. Aus diesem
Grund wurde bei der Visualisierung der numerischen Ergebnisse (mit der Visualisierungsso ware
Blender) der Brechungsindex von Öl auf n = 1.1 manipuliert. Ein Vergleich der experimentellen
und numerischen Gleichgewichtsmorphologie ist in Abbildung 6.20 dargestellt. Hierbei wurde bei
der Visualisierung der Phasenfeldsimulation der Brechungsindex n = 1.4 für das umhüllende Öl
verwendet. Es ist deutlich zu erkennen, dass beide Ergebnisse nahezu deckungsgleich sind. Die
vertikalen und horizontalen gestrichelten Linien unterstreichen zusätzlich die große Ähnlichkeit
beider Gleichgewichtsformen. Die Simulationsparameter sind in Tabelle 6.1 zusammengefasst,
wobei die Kontaktwinkel anstelle der Grenz- und Oberächenspannungen angegeben sind.





WO h ∆t ε mαβδ γαβδ ρW ρO g
60 25 20 1 0.125 4 2 12 1 0.95 (0, 0,−1.38e − 5)
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Abbildung 6.19.: Vergleich zwischen experimentellen (obere Reihe) und numerischen Ergebnissen
(untere Reihe). Von links nach rechts sind Aufnahmen zu verschiedenen Zeitpunkten zu sehen. Der
Öltropfen umhüllt den Wassertropfen (blau) entlang der Faser zunehmend. Im Gleichgewichtszustand
(außen rechts) entsteht ein zusammengesetzter Tropfen, bestehend aus 1 µLWasser 2 µL Öl, auf der
Faser mit Radis a = 100 µm [179]. Copyright (2015) American Chemical Society.
Abbildung 6.20.: Vergleich zwischen der numerischen (links) und der experimentellen (rechts) Gleichge-
wichtsmorphologie eines zusammengesetzten Tropfens, welcher aus 1 µLWasser und 2 µL Öl besteht
und eine Faser mit Radis a = 100 µm benetzt.
Abbildung 6.21.: Photographien aus dem Experiment. Zu sehen ist ein 2.5 µL Öltropfen, der einen 1 µL
Seifenwassertropfen auf einer Faser mit Radius a = 100 µm umhüllt [179]. Copyright (2015) American
Chemical Society.
In den experimentellen Untersuchungen wird beobachtet (siehe (6.21)), dass bei BS-2, ähnlich wie
bei BS-1, der Öltropfen den Seifenwassertropfen progressiv umhüllt. Im Gleichgewichtszustand
nehmen beide eine Barrel-Form an, wobei die Seifenwasser-Öl-Fest und Öl-Lu -Fest Tripellinien
dazu tendieren sich zu vereinigen. Ob das wirklich der Fall ist lässt sich anhand der in Abbil-
dung 6.21 dargestellten Untersuchungen schwer beweisen. Daher wird dies im Folgendem, bei der
Untersuchung des Ablöseverhaltens von zusammengesetzten Tropfen unter Einuss der Gravitation,
detaillierter analysiert.
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6.4. Ablöseverhalten unter Einuss der Gravitation
Eine praxisrelevante Frage für Anwendungen in faserbasierten Mikrosystemen ist: Wie viel Flüssig-
keitsvolumen kann an der Faser hängen bevor es sich unter Einuss der Gravitation ablöst? Um
diese Frage zu beantworten, werden nun zusammengesetzte Tropfen mit hinreichend großen Volu-
mina hinsichtlich ihres Ablöseverhaltens untersucht. Dabei wird der Fokus auf die Rolle, welche
die Struktur der Kontaktlinie dabei spielt, gelegt.
Zunächst wurde, wie inAbbildung 6.22 dargestellt, die Ablösung zweier zusammengesetzter Tropfen
auf einer Faser mit Radius a = 100 µm numerisch und experimentell betrachtet. Die Simulationspa-
rameter sind aus den Tabellen 6.1 und 6.2 zu entnehmen.





WS h ∆t ε mαβδ γαβδ ρT ρO g
20 25 0 1 0.125 4 0.5 5 1 0.95 (0, 0,−1.38e − 5)
Beide Wasser- und Seifenwassertropfen haben die gleichen Volumina VW = VT 0.5 µL. Für das
Seifenwasser-Öl System wurde sowohl in der Simulation als auch im Experiment VO = 3.5 µL als
kritisches Volumen für Öl errechnet, ehe sich der zusammengesetzte Tropfen von der Faser ablöst.
Für das Wasser-Öl System haben die numerischen Berechnungen ein kritisches Volumen VO =
4.2 µL ergeben, welches 0.3 µL höher als das im Experiment berechnete Volumen ist. Trotz dieser
kleinenUnterschiede zeigt sowohl die Simulation als auch das Experiment, dass tendenziell mehr Öl
amWasser- als am Seifenwassertropfen ha en kann. Des Weiteren weisen beide zusammengesetzte
Tropfen deutlich unterschiedliche Formen auf. Die mit der Visualisierungsso ware Blender darge-
stellten numerischen Ergebnisse zeigen eine sehr gute Übereinstimmung mit den experimentellen
Resultaten, jedoch erlauben sie es nicht, eine Aussage über die Struktur der Kontaktlinien innerhalb
der Tropfen auf der festen Faser zu treen. Aus diesem Grund wurden die numerischen Ergebnisse
zusätzlich mit der Visualisierungsso ware Paraview-4-3-1 dargestellt (siehe Abbildung 6.23). Durch
diese Darstellung sind die Kontaktlinien auf der Faser besser zu erkennen. DerWassertropfen bildet
zusammen mit der Faser und dem umgebenden Öl eine Tripellinie, welche sich von jener, die der
Öltropfen mit der Faser und der umgebenden Lu formt, unterscheidet. Dahingegen bilden das
Seifenwasser, das Öl und die Faser mit der umgebenden Lu eine Quadrupellinie, welche erstmals
im Rahmen der Arbeit [179] numerisch und experimentell auf einer Faser beobachtet wurde. Ein
Heranzoomen an die Faser macht dies noch deutlicher (siehe Abbildung 6.24).
Diese Ergebnisse und Erkenntnisse suggerieren, dass der Öltropfen nicht nur an der Faser, sondern
viel mehr amWassertropfen hängt. Dadurch, dass die Kontaktlinien distinkt sind, können sich beide
Tropfen unabhängig voneinander bewegen. Dahingegen agiert der Seifenwasser-Öl-Tropfen, wegen
der Existenz der Quadrupellinie, als einheitliches Gebilde. Um diese Hypothesen zu untermauern,
wurden für verschiedene innere Volumina (von Wasser und Seifenwasser) das Ablöseverhalten
zusammengesetzter Tropfen auf Fasern mit unterschiedlichen Radien a = 100, 140 und 175 µm ex-
perimentell untersucht. Abbildung 6.25 zeigt die Ergebnisse hierzu. Es wird das maximale Volumen
VM = VW + VO bzw. VM = VT + VO für drei Fasern mit unterschiedlichen Radien, als Funktion des
inneren Volumens VW bzw. VW dargestellt3. Es zeigt, dass das Benetzungsverhalten des inneren
3In Abbildung 6.25 wird VT als Vs dargestellt, da in der Arbeit [179] das Seifenwasser (soapy water) mit s indiziert
wurde.
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(a) Simulation
(b) Experiment
Abbildung 6.22.: Zwei zusammengesetzte Tropfen kurz vor der Ablösung von einer Faser mit Radius
a = 100 µm. (a) Links: Wasser-Öl-Tropfen mit VW = 0.5 µL und VO = 4.2 µL, rechts: Seifenwasser-Öl-Tropfen
mit VT = 0.5 µL und VO = 3.5 µL. (b) Links: Wasser-Öl-Tropfen mit VW = 0.5 µL und VO = 3.9 µL, rechts:
Seifenwasser-Öl-Tropfen mit VT = 0.5 µL und VO = 3.5 µL.
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Abbildung 6.23.: Links: Wasser-Öl-Tropfen mit VW = 0.5 µL und VO = 4.2 µL, rechts: Seifenwasser-Öl-
Tropfen mit VT = 0.5 µL und VO = 3.5 µL [179]. Copyright (2015) American Chemical Society.
Abbildung 6.24.: Zoom entlang der Faser. Es zeigt die Quadrupellinie, welche sich beim Seifenwasser-Öl-
Tropfen formt und die beiden getrennten Tripellinien imWasser-Öl-Tropfen aus Abbildung 6.23.
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Abbildung 6.25.: Zu sehen ist das maximale Volumen VM = VW + VO , welches ein zusammengesetzter
Tropfen aufweisen kann bevor er sich von der Faser ablöst, als Funktion des Volumens des inneren
Tropfens. Je größer der innere Wassertropfen (blau) um so mehr Öl kann daran haften. Im Vergleich
beeinusst das Volumen des Seifenwassers das maximale Volumen nicht, es hängt lediglich vom Durch-
messer der Faser ab. Die blaue und die roten Kurven sind durch Gleichungen (6.3) und (6.4) gegeben
[179]. Copyright (2015) American Chemical Society.
Tropfens eine tragende Rolle beim Ablöseverhalten des gesamten Systems spielt. Mit steigendem
VW steigt VT unabhängig vom Faserradius. Während für steigende Seifenwasservolumina das
maximale globale Volumen VM fast konstant bleibt. Dieses unterschiedliche Verhalten ist auf die
unterschiedlichen Gestalten der Kontaktlinien der beiden Benetzungssysteme zurückzuführen.
Der innere Wassertropfen agiert als Ausbuchtung der Faser mit eigener Grenzächenspannung,
so dass der Öltropfen zusätzlich daran ha en kann. Somit ist der Radius der Faser nicht weiter
ein charakteristische, von der das Benetzungsverhalten des Öltropfens maßgeblich abhängt. Dies
erklärt warum größere Ölvolumina an der Faser ha en können. Im Vergleich dazu spielt das innere
Volumen des Seifenwassertropfens keine tragende Rolle, weil sich der zusammengesetzte Tropfen
aufgrund der Quadrupellinie so verhält, als bestünde er nur aus einer einzigen Flüssigkeit, die
einen leicht veränderten Kontaktwinkel im Vergleich zu Öl hat. Somit ist nur der Faserradius die
charakteristische Größe, die das das Ablösen des Tropfens beeinusst.
Der Öltropfen hängt amWassertropfen ähnlich wie an einer Kapillare. Das maximale Volumen,





wobei rc der Radius der Kapillare ist und c ≈ 0.7 ein Korrekturfaktor. Wird der Radius des Wasser-
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mit einem geeigneten Fittingparameter Ψ ≈ 0.8. Die Gleichung (6.3) ist in Abbildung 6.25 als blaue
Linie geplottet. In Gleichung (6.3) hängt das maximale globale Volumen nur vom Volumen des
Tropfens und nicht vom Faserradius ab. Daher stimmt diese theoretische Annäherung sehr gut mit
den experimentellen Beobachtungen überein. Für kleinere Wassertropfen verhält sich das System
sowohl im Experiment als auch in der Simulation ähnlich zum Seifenwasser-Öl-Tropfen. Dies liegt
darin begründet, dass für kleine VW der Öltropfen überwiegend an der Faser hängt, somit kann
der Einuss ihres Radius nicht mehr vernachlässigt werden.
Da sich der zusammengesetzte Seifenwasser-Öl-Tropfen, wie bereits diskutiert, ähnlich zu einem
einzelnen Tropfen verhält, ist nach Lorenceau et al., Lorenceau und Quéré, das maximale Volumen,





gegeben. Um den Dichteunterschied zwischen Wasser und Öl zu berücksichtigen, kann ρO durch




− ρT − ρO
ρO
VT (6.4)
folgt. Hierbei ist Ψ1 ein Korrekturfaktor. Aus der obigen Gleichung kann entnommen werden,
dass das maximale Volumen hauptsächlich vom Faserradius abhängt und der zweite Term auf der
rechten Seite der Gleichung nur eine untergeordnete Rolle spielt. Der Korrekturfaktor Ψ1 hängt
vom Faserradius ab. Dieser wurde für die Faserradien a = 100, 140 und 175 µm experimentell als
Ψ1 = 0.77, 0.71, 0.68 ermittelt.
Simulationsergebnisse zum Ablöseverhalten von zusammengesetzten Tropfen auf einer Faser
mit Radius a = 100 µm sind in Abbildung 6.26 dargesetellt. Das maximale globale Volumen ist
jeweils durch einen Kreis gekennzeichnet. Um diesen zu bestimmen, wurde das Ölvolumen in den
Simulationen progressiv erhöht, so dass der Kreis den Mittelwert, zwischen dem höchst simulierten
Volumen, das noch ha et und dem kleinst simulierten Volumen, das sich abgelöst hat, repräsentiert.
Die Simulationsergebnisse decken sich sowohl mit den theoretischen Modellen (6.3) und (6.4) als
auch mit den experimentellen Messungen in Abbildung 6.25.
In Abbildung 6.27 sind Bildschirmaufnahmen der Simulationsergebnisse von drei Wasser-Öl-
Tropfen an einer Faser mit Radius a = 100 µm kurz vor dem Ablösen (obere Reihe) und danach
(untere Reihe) dargestellt. Von links nach rechts sind die inneren Volumina VW = 0.5, 1.0 und 1.5
µL und die Volumina der Öltropfen VO = 4.5, 5.2 und 5.5 µL. Besonders das Ablöseverhalten des
Systems für VW = 0.5 µmmacht deutlich, dass aufgrund der distinkten Kontaktlinien beide Tropfen
sich unabhängig voneinander bewegen. Dahingegen bestätigen die Bildschirmaufnahmen, welche
in Abbildung 6.28 zu sehen sind, dass sich der zusammengesetzte Seifenwasser-Öl-Tropfen wie ein
einheitlicher Tropfen verhält. Von links nach rechts sind die inneren Volumina VT = 0.5, 1.0 und
1.5 µL und die Volumina der Öltropfen nahezu konstant gleich 3.6 µL. Selbst bei dem kleinsten
inneren Volumen löst sich der zusammengesetzte Tropfen einheitlich ab. Der Seifenwassertropfen
bleibt nicht, wie der gleich große Wassertropfen, an der Faser hängen.
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Abbildung 6.26.: Zu sehen ist das maximale Volumen VM = VW + VO , welches durch Phasenfeldsimula-
tionen berechnet wurde. Die blaue und die rote Kurve sind durch Gleichungen (6.3) und (6.4) gegeben
[179]. Copyright (2015) American Chemical Society.
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(a)
(b)
Abbildung 6.27.: Bildschirmaufnahmen der Simulationsergebnisse von drei verschiedenen Wasser-Öl-
Tropfen an einer Faser mit Radius a = 100 µm (a) Kurz vor dem Ablösen der Tropfen und (b) nachdem
sich die Tropfen abgelöst haben. Die inneren Volumina sind von links nach rechts 0.5, 1.0 und 1.5 µL
und die globalen Volumina sind 5, 6.2 und 7 µL.
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(a)
(b)
Abbildung6.28.: Bildschirmaufnahmen der Simulationsergebnisse von drei verschiedenen Seifenwasser-
Öl-Tropfen an einer Faser mit Radius a = 100 µm. (a) Kurz vor dem Ablösen der Tropfen und (b) nachdem
sich die Tropfen abgelöst haben. Die inneren Volumina sind von links nach rechts 0.5, 1.0 und 1.5 µL





In diesemKapitel wird die Verdunstung einzelner Tropfen auf zweidimensionalen chemisch struktu-
rierten Oberächen mittels Phasenfeldsimulationen untersucht. Zunächst wird das Modell, welches
bereits in einem anderen Kontext validiert und veröentlicht wurde, [183], vorgestellt. Anschließend
wird der Fokus auf den Vergleich der numerischen Ergebnisse mit den MD-Simulationen von
Zhang et al. [184] sowie den Lattice-Boltzmann-Simulationsergebnissen von Li et al. [185] gelegt.
7.1. Stand der Forschung
Die Verdunstung von Tropfen auf heterogenen Oberächen ist aufgrund der Vielfalt der Anwen-
dungsbereiche ein aktuelles ¿ema, das viele Naturwissenscha ler und Ingenieure beschä igt. Der
Prozess spielt eine Schlüsselrolle bei dem gezielten Nanostrukturieren von funktionalen Oberä-
chen [186], bei DNA stretching und mapping [187, 188], bei der Chip-Herstellung [189] sowie bei
Druckverfahren [190, 191]. Weitere Anwendungsbereiche sind in der Arbeit von Xia et al. [192]
zusammengefasst.
Darüber hinaus liefern die Review Artikel von Cazabat und Guéna [193] sowie Erbil [194] einen
umfassenden Überblick über experimentelle, theoretische sowie numerische Arbeiten, die sich mit
dem¿ema Verdunstung von Tropfen auf festen Oberächen befassen. Jedoch gibt es weiterhin
oene Fragestellungen, die für kontroverse Diskussionen sorgen und die Forschung somit weiter
vorantreiben, um das Phänomen auf unterschiedlichen Zeit- und Längenskalen zu durchleuchten
und besser zu verstehen. Dazu zählt u.a. das sogenannte Pinning der Kontaktlinie und die damit
verbundene Kontaktwinkelhysterese.
In den Arbeiten [195–198] wurde gezeigt, dass sich während der Verdunstung eines Tropfens auf
einer festen Oberäche zwei Modi identizieren: (i) Der konstante Kontaktwinkel-Modus1 (CCA)
bei dem der Tropfen, während der Phasentransformation, seine Form behält und so schrump ,
1Constant Contact Angle
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dass sein Basisradius immer kleiner wird. In diesemModus bewegt sich die Kontaktlinie entlang
der festen Oberäche und es wird in dem Zusammenhang vom Slip-Regime gesprochen. (ii) Im
zweiten Modus, (CCR) genannt, bewegt sich die Kontaktlinie nicht. Somit bleibt der Basisradius
während der Verdunstung konstant2. Der Volumenverlust geht in diesemModus mit der Abnahme
des Kontaktwinkels einher, hierbei wird vom Stick-Regime gesprochen.
Neben der MD-Methode [184, 199–201] und Lattice-Boltzmann-Modellen [127, 202–205], haben
sich in den letzten Jahren auch Phasenfeldmodelle bei der Simulation von Verdunstungsprozessen
etabliert. Badillo [206] hat ein quantitatives Cahn-Hilliard Modell, welches an die Navier-Stokes-
und die Wärmegleichung gekoppelt ist, vorgestellt, um Verdunstungsprozesse unter Berücksichti-
gung von thermokapillaren Eekten zu simulieren. In den Phasenfeldmodellen von Sáenz et al.
[207] sowie Borcia und Bestehorn [208] wurde u. a der Einuss der thermokapillaren Marangoni-
Konvektion auf den Verdunstungsvorgang, im Hinblick auf Wärme- und Massetransport, unter-
sucht. In der Arbeiten von Safari et al. [205] sowie Ledesma-Aguilar et al. [203] wird einMultiphasen
Lattice-Boltzmann-Phasenfeldmodell verwendet, um die Verdunstung von Tropfen auf festen Ober-
ächen zu untersuchen. In beiden Arbeiten ist die Verdunstung durch Konzentrationsgradienten
entlang der Flüssig-Gas Grenzäche getrieben.
7.2. Phasenfeldmodellierung der Flüssig-zu-Gas
Phasentransformation
Wie vonErbil [194] beschrieben, sind bei derVerdunstung eines Tropfens auf einer festenOberäche
viele komplexe physikalische Vorgänge involviert. Dazu zählen Konzentration- und Temperatur-
gradienten am Flüssig-Gas-Interface, die Bewegung der Kontaktlinie, die Morphologie sowie die
chemische Beschaenheit der festen Oberäche und u.a. auch die Marangoni-Konvektion. Werden
all diese Faktoren berücksichtigt, so erfordert die Simulation des Prozesses einen hohen Rechen-
undZeitaufwand. Besonders imHinblick auf diese beidenAspekten, wurden vereinfachendeAnnah-
men getroen, um die Phasenumwandlung, mit dem im Folgenden vorgestellten Phasenfeldmodell,
zu simulieren. Das Modell wurde anhand eines Vergleichs mit experimentellen Untersuchungen,
zum Einuss der Flüssig-Gas-Oberächenmorphologie auf die Lebensdauer eines Tropfen in einer
nicht gesättigten Umgebung, validiert und in der Arbeit [183] publiziert.
Es wird angenommen, dass die Verdunstung unter isothermen und isobaren Bedingungen stattn-
det, dass das umgebende Gas ein ideales Gas ist. Darüber hinaus wird die Konvektion vernachlässigt
und es wird davon ausgegangen, dass die Diusion unendlich schnell ist, so dass sich die verduns-
tete Flüssigkeitsmenge umgehend im Gebiet homogen verteilt und im Weiteren als ideales Gas
behandelt wird.
Unter diesenAnnahmen lässt sich die Energie des Systems durch Erweiterung des Energiefunktional
(4.20) als
F(ϕ) = ∫Ω εγαβ ∣∇ϕ∣2 +
1
ε
w(ϕ) + fvp(ϕ) + fevap(ϕ)dV + ∫∂ΩS fw(ϕ)dS
2Constant Contact Radius
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formulieren. Dabei ist
fevap(ϕ) = p(cs − cp)h(ϕ)
der Energiebeitrag, der die Phasenumwandlung modelliert. Mit p = 1 bar der konstante Umge-
bungsdruck, cs die Sättigungskonzentration und cp die partielle Konzentration. Die Sättigungskon-












ausdrücken. Hierbei ist ng die gesamte Molmenge im umgebenden Gas und ns die Molmenge an
Wasser im gesättigten Gas. T ist die Temperatur und R die universelle Gaskonstante.




approximiert. Da der Umgebungsdruck bekannt ist, kann nun cs mit (7.1) berechnet werden. In













berechnet. Dabei ist die partielle Molmenge von Wasser im Gas np als np ∶= ni + ne deniert, mit
ni die initiale Molmenge und ne die verdunstete Wasser Molmenge. Da in dieser Arbeit nur oene






Die initiale Molmenge von Wasser im umgebenden Gas hängt wiederum von der Lu feuchtigkeit




bestimmt. Da cs für eine vorgegebene konstante Temperatur T konstant ist, wird das Konzentrati-
onsgefälle (cs − cp) alleine durch die relative Feuchtigkeit rh gesteuert. Die Phasentransformation
ndet also genau dann statt, wenn (cs − cp) ≠ 0 gilt.














(ϕ), in Ω, (7.2)
mit der Benetzungsrandbedingung
−2εγℓg∇ϕ ⋅ n + (γgs − γℓs)
∂h
∂ϕ
(ϕ) = 0, auf ∂ΩS . (7.3)
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Im Kontext eines Verdunstungsprozesses in einem oenen System, ist das Volumen der üssigen
Phase nicht konstant, sondern stetig absteigend. In den bisherigen Kapiteln hat der Term ∂ fvp/∂ϕ,
wie im Abschnitt 4.2.1 erläutert, für die Volumenerhaltung der Phasen gesorgt. In diesem Kapitel
bekommt dieser Term eine andere Aufgabe zugesprochen, welche folgend erklärt wird.
Zu jedem Simulationszeitschritt tn ist das Volumen der üssigen Phase aus dem vorherigen Zeit-
schritt bekannt. Die Evolutionsgleichung (7.2) wird in jedemZeitschritt tn in drei Zwischenschritten
tn1, tn2 und tn3, mit tn1 − tn−1 = tn2 − tn−1 = tn3 − tn−1 = ∆t, wie folgt gelöst
• Im Zwischenzeitschritt tn1 wird







berechnet. Hiernach gilt für die Volumina V(ϕ∗) < V(ϕn−1).
• Im zweiten Zwischenzeitschritt tn2 wird der Volumenkorrektur Term fvp(ϕ) so bestimmt,
dass für






das Volumen V(ϕ∗∗) = V(ϕn−1) gilt.
• Im letzten Zwischenzeitschritt tn3 wird der Beitrag der die Phasenumwandlung antreibt
hinzuaddiert. Es wird






berechnet, ϕ∗∗∗ = ϕn gesetzt und das Volumen V(ϕn) bestimmt und temporär zwischen-
gespeichert. Die Volumendierenz (V(ϕn) − V(ϕn−1) < 0) entsteht somit nur durch die
tribende Kra ∂ fevap/∂ϕ, denn im zweiten Zwischenschritt kompensiert ∂ fvp/∂ϕ, die von
den ersten beiden Summanden verursachte Volumenabnahme (V(ϕ∗) − V(ϕn−1) < 0), in
dem V(ϕ∗) zurück auf das Volumen aus dem vorherigen Iterationsschritt tn−1 projeziert
wird.
Die Evolutionsgleichung (7.2) wird so lange iteriert bis ∆V = V(t0) − V(N∆t) = 0 ist.
Da eine chemisch gestrei e Oberäche verschiedene Bereichemit unterschiedlichen Kontaktwinkel
vorweist, werden diese Bereiche mit den dazugehörigen Grenz- und Oberächenspannungen in
einem Preprocessing-Schritt deniert und der Simulation als Eingabeparameter übergeben. Somit
wird die Benetzungsrandbedingung (7.3) in jedem Bereich mit den entsprechenden Parametern
durchgeführt.
Die Randbedingung wurde im Hinblick auf das Benetzungsverhalten von Tropfen auf chemisch
gestrei en Oberächen validiert und in dem Tagungsband [210] veröentlicht. Der Einuss des
Verhältnisses zwischen Streifenbreiten und Tropfenvolumen auf die Gleichgewichtsformen wurde
untersucht und mit den Ergebnissen von Brandon et al. [211] sowie Leopoldes et al. [212] und
Dupuis und Yeomans [213] verglichen.
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Abbildung 7.1.: Schematische Darstellung eines Tropfens auf einer chemisch strukturierten Oberäche.
Auf den A-Streifen ist θA = 60○ und auf den B-Streifen ist θB = 120○.
7.3. Vergleich der Ergebnisse mit Lattice-Boltzmann-Simulationen
In diesem Abschnitt wird ein Vergleich zwischen den mit dem Phasenfeldmodell (7.2) durchgeführ-
ten Simulationen und den Ergebnissen aus der Arbeit von Li et al. [185] gezogen. Hierbei werden
alle Benetzungsrandbedingungen, welche in Kapitel 4 eingeführt wurden, verwendet.
Li et al. [185] haben ein Multiphasen Lattice-Boltzmann-DI-Modell, welches an die Temperaturglei-
chung gekoppelt ist, verwendet, um die Verdunstung von Tropfen auf drei verschiedenen, chemisch
gestrei en Substraten zu untersuchen. In der Arbeit von Li et al. ist die Verdunstung nicht durch
Konzentrations-, sondern durch Temperaturgradienten getrieben. Ferner verwenden die Autoren
die im Abschnitt 4.2.3 vorgestellte Benetzungsrandbedingung BRB-2, um das Verhalten des Trop-
fens auf dem Substrat zu beschreiben. Wie in Abbildung 7.1 schematisch dargestellt, besteht ein
chemisch gestrei es Substrat aus gleich breiten hydrophilen A-Streifen und hydrophoben B-Streifen,
auf denen der Tropfen die statischen Kontaktwinkel θA = 60○ respektive θB = 120○ aufweist. Da das
diuse Interface, in der Arbeit von Li et al. 5 Lattice-Einheiten breit ist, wurden Substrate mit jeweils
einer Streifenbreite von 9, 11 und 17 Lattice-Einheiten gewählt und ein Tropfen mit einem initialen
Radius von 40 Lattice-Einheiten betrachtet. In allen Simulationen wurden Tropfen untersucht, die
mittig auf einem hydrophilen A-Streifen liegen.
Um einen Vergleich zwischen Lattice-Boltzmann- und Phasenfeldsimulationen heranzuziehen,
werden obige Simulationssetups für alle hier vorgestellten Phasenfeldergebnissen übernommen.
Zusätzlich zu der BRB-2, welche von Li et al. verwendet wurde, werden Phasenfeldsimulationen
mit BRB-1 und BRB-3 durchgeführt. Die Simulationen werden auf einem äquidistanten (150 ×
75) Rechengitter Ω1 mit Gitterweite h = 1 gerechnet. Das Benetzungsverhalten eines Tropfens
mit initialem Radius R = 40 Gitterzellen, wird während seiner Verdunstung auf drei chemisch
gestrei en Oberächen, numerisch untersucht. Diese weisen jeweils eine Streifenbreite von 9, 11
und 17 Gitterzellen auf. Im weiteren Verlauf dieses Abschnittes werden die drei Substrate mit
D9,D11 und D17 bezeichnet. Ferner ist das diuse Interface in allen Phasenfeldsimulationen auf
dem Rechengitter Ω1, 8 Gitterzellen breit.
Zunächst werden die Gleichgewichtsformen der Tropfen, wie in Abbildung 7.2 dargestellt, in einer
gesättigten Umgebung numerisch approximiert. Bei der später untersuchten Verdunstung dienen
die ermittelten Gleichgewichtsformen als Anfangszustände.
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(a) θ = 86.6○ (b) θ = 99.7○ (c) θ = 109.8○
Abbildung 7.2.: Bildschirmaufnahmen der simulierten Gleichgewichtsformen eines Wassertropfens auf
den chemisch strukturierten Oberächen (a) D9 , (b) D11 und (c) D17 .
fB fA
Abbildung 7.3.: Ausschnitt aus der Simulation der Gleichgewichtsform eines Tropfens auf dem D17
Substrat. Die lokalen Flächenanteile fLA und fLB , welche vom diusen ℓg-Interface benetzt werden, sind
in rot respektive blau markiert.
Der makroskopische Gleichgewichtskontaktwinkel θ, den ein Tropfen auf einer chemisch struktu-
rierten Oberäche bildet, wird in der Regel, mit Hilfe der Cassie-Baxter Gleichung (2.8), gemäß
cos θCB = fA cos θA + fB cos θB (7.4)
berechnet. Hierbei sind fA und fB (mit fA + fB = 1) die Flächenanteile der benetzten A- respektive
B-Streifen im Verhältnis zur gesamten benetzten Fläche. Abbildung 7.2 zeigt, dass die für D9 ∶ fA =
7/13, fB = 5/13 , für D11 ∶ fA = 5/9, fB = 4/9 und für D17 ∶ fA = 3/5, fB = 2/5. Mit der Cassie-Baxter
Gleichung ergeben sich damit, für D9,D11 und D17 die Kontaktwinkel 87.8○, 86.8○ respektive 84.2○.
Jedoch ist Abbildung 7.2 zu entnehmen, dass diese Approximation der Kontaktwinkel sich nicht mit
den zu beobachtenden Winkeln deckt. Die Gleichgewichtsformen zeigen steigende Kontaktwinkel
mit steigender Streifenbreite und nicht andersrum. Daher werden, wie von Zhang et al. [201]
vorgeschlagen, fLA und fLB lokal an der Tripellinie gemessen, wie am Beispiel von D17 in Abbil-
dung 7.3 dargestellt und die Kontaktwinkel mit der lokalen Cassie-Baxter Gleichung
cos θLCB = fLA cos θA + fLB cos θB
berechnet. Hier ist sind fLA und fLB die benetzten Anteile der A- und B-Streifen bezogen auf
die Breite des diusen lg-Interfaces. Zusätzlich werden die Kontaktwinkel mit der NG-Methode
ausgewertet. In Tabelle 7.1 sind die gemessenen lokalen Flächenanteile fLA und fLB sowie die
berechneten und gemessenen Kontaktwinkel θCB und θ zusammengefasst. Des Weiteren sind die
Kontaktwinkel θLi , welche in der Arbeit von Li et al. [185] gemessen wurden, in der letzten Spalte
eingetragen.
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Tabelle 7.1.: Vergleich der gemessenen Kontaktwinkel θ mit den theoretischen Winkeln θLCB nach (7.4)
sowie mit den in der Referenz [185] gemessenen Kontaktwinkel θLi .
Substrate fLA fLB θ○LCB θ
○ θ○Li
D9 0.575 0.425 85.7 86.6 87.7
D11 0.315 0.685 100.8 99.7 101.3
D17 0.115 0.845 110.2 109.8 111.8
Tabelle 7.2.: Simulationsparameter zur Verdunstung eines Tropfens auf die D9 , D11 und D17 Oberächen.
θ○A θ
○
B h ∆t ε rh%
60 120 1 0.2 3 50
Der Verdunstungsprozess wurde auf allen Substratenmit den Simulationsparametern aus Tabelle 7.2
simuliert.
In Abbildung 7.4 sind die Simulationsergebnisse zur Verdunstung eines Tropfens auf einem D11
Substrat dargestellt. Zu sehen sind der Kontaktwinkel θ und der normierte Tropfenradius R/Re in
Abhängigkeit der Simulationszeit t. Hierbei ist R der transiente Tropfenradius und Re der Gleich-
gewichtsradius entsprechend Abbildung 7.2(b). Des Weiteren werden Bildschirmaufnahmen der
Simulation, welche die Tropfenform zu verschiedenen Zeitpunkten darstellt, gezeigt. Um den Ver-
gleich mit den dazu korrespondierenden Ergebnissen von Li et al. [185] besser zu veranschaulichen,
werden diese in Abbildung 7.5 dargestellt.
Aufgrund der Symmetrie des Problems werden die Ergebnisse im Folgendem stets im Bezug auf
die linke Kontaktlinie diskutiert. Ferner wird (für i ∈ {1, 2, 3}) die Bezeichung „BRB-i Tropfen“ als
Abkürzung für „der Tropfen, der mit BRB-i simuliert wurde“, verwendet.
Da die Kontaktlinie anfangs an der Grenze zwischen einem B- und einem rechts angrenzenden
A-Streifen (B-A-Grenze) ha et/pinnt (siehe erste Bildschirmaufnahme von links), verdunstet der
Tropfen bis zum Zeitpunkt t ≈ 18.5 im CCR-Modus. In diesem Zeitintervall nimmt der Kontakt-
winkel stetig ab (siehe zweite Bildschirmaufnahme von links). Bis t ≈ 15 zeigen die BRB-1 und
BRB-3 Tropfen nahezu identische Kontaktwinkel (blaue und grüne Kurven). Kleine Abweichungen
sind zwischen t ≈ 15 und t ≈ 24.5 zu beobachten. Dahingegen steigt der Kontaktwinkel in der
Simulation mit BRB-3 deutlich langsamer ab (schwarze Kurve). Dies deutet darauf hin, dass die
Kontaktlinie in diesem Fall stärker an der B-A-Grenze pinnt. Der Radius verhält sich jedoch in
diesem Zeitintervall in allen drei Simulationen fast gleich. Den Kontaktwinkelmessungen nach,
löst sich der BRB-3 Tropfen am schnellsten von der B-A Grenze ab. Nachdem sich die Kontaktlinie
von der der B-A-Grenze abgelöst hat, verdunstet der Tropfen im CCA-Modus (siehe mittlere Bild-
schirmaufnahme). Hier ist deutlich zu erkennen, dass BRB-1 in diesem Stadium den Kontaktwinkel
θA am besten approximiert. Sobald die Kontaktlinie die A-B-Grenze erreicht, konnte in allen drei
Simulationen ein Sprung des Kontaktwinkels, sowie ein schneller Abfall des Radius verzeichnet
werden. Der Tropfen eilt schnell über die A-B-Grenzen ohne zu pinnen und passiert den hydro-
phoben B-Streifen in wenigen Zeitschritten. Jedoch ist deutlich zu erkennen, dass die Kontaktlinie
des BRB-3 Tropfens als erste den B-Steifen erreicht gefolgt vom der des BRB-2 und der des BRB-1
Tropfens. Abbildung 7.6 zeigt die diuse Kontaktlinie zum Zeitpunkt t ≈ 25.3. Während der BRB-1
Tropfen noch an der A-B Grenze ist, was die Schwankungen an den Messungen erklärt, benden
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Abbildung 7.4.: Verdunstung eines Tropfens auf der D11 chemisch gestreiftenOberäche. Von oben nach
unten: Bildschirmaufnahmen der Simulation während der Verdunstung des Tropfens. Zeitliche Evolution
des Kontaktwinkels θ. Zeitliche Evolution des normierten Radius. Die drei Kurven korrespondieren zu den,
mit den Benetzungsrandbedingungen BRB-1 (grün), BRB-2 (schwarz) und BRB-3 (blau), durchgeführten
Phasenfeldsimulationen.
Abbildung 7.5.: Simulationsergebnisse von Li et al. [185] zur Verdunstung eines Tropfens auf einem D11
Substrat. Copyright (2016) American Chemical Society.
sich der BRB2- und der BRB-3 Tropfen schon auf dem B-Streifen. Ferner kann Abbildung 7.4
entnommen werden, dass die Kontaktlinien der letzten beiden Tropfen während dem Passieren
des B-Streifens den Kontaktwinkel θB erreichen, während die BRB-1 Tropfen höchstens einen
Kontaktwinkel von 118.7 erreicht. Nachdem der Tropfen den B-Streifen überquert hat, pinnt er wie
am Anfang an der B-A-Grenze (siehe zweite Bildschirmaufnahme von rechts). Danach wiederholt
sich der Stick-Slip-Jump-Zyklus noch einmal, bis der Tropfen einen weiteren B-Streifen überquert
und schlussendlich an einer B-A-Grenze pinnt (siehe erste Bildschirmaufnahme von rechts). In
diesem fortgeschrittenen Stadium der Verdunstung reicht das Volumen des Tropfens nicht mehr
aus, um über den A-Streifen hinweg zu kommen. So verdunstet er vollständig auf dem mittleren
A-Streifen im CCR-Modus.
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(a) BRB-1 (b) BRB-2 (c) BRB-3
Abbildung 7.6.: Bildschirmaufnahmen von Auschnitten aus Phasenfelssimulationen zum Zeitpunkt
t = 25.3. (a) Isolinien des BRB-1 Tropfens, (b) Isolinien des BRB-2 Tropfens und (c) Isolinien des BRB-3
Tropfens.
Der Vergleich der in Abbildung 7.4 und Abbildung 7.5 dargestellten Ergebnisse zeigt, dass die
Phasenfeldsimulationen - mit allen drei Benetzungsrandbedingungen - den zweifachen Stick-Slip-
Jump-Zyklus, welcher auch von Li et al. [185] beobachtet wurde, sehr gut reproduzieren. Auällig
ist, dass bei dem ersten Sprung die Phasenfeldsimulationen den Winkel θB = 120○ besser annähern
als die Lattice-Boltzmann numerischen Berechnungen. Des Weiteren ist zu erkennen, dass in
den Phasenfeldsimulationen, während des CCA-Modus, mit allen drei Randbedingungen ein
Kontaktwinkel von (60 ± 1.5)○ angenommen wird. Dahingegen zeigen die Lattice-Boltzmann-
Ergebnisse einen Kontaktwinkel von ca. 67○. Das liegt daran, dass sich die temperaturabhängigen
Grenzächenspannungen durch die Erhitzung des Substrats ändern und somit der Kontaktwinkel
von θA = 60○ in konsistenter Weise abweicht. Ferner ist zu erkennen, dass die Zeitskalen nicht
übereinstimmen. In beiden Abbildungen ist die Zeit im Sinne von Simulationszeitschritten zu
verstehen, denn sowohl das Phasenfeld- als auch das Lattice-Boltzmann-Modell beschreiben die
Evolution des Prozesses in einer ktiven Zeit. Eine Skalierung der x-Achse ist daher überüssig.
In den Abbildungen 7.7(a) und 7.7(b) sind die Simulationsergebnisse zur Verdunstung des Tropfens
auf den Substraten D9 respektive D17 zu sehen. Die entsprechenden Lattice-Boltzmann-Resultate
sind Abbildung 7.8 zu entnehmen. Der Stick-Slip-Jump-Zyklus, welcher auf dem D11 Substrat
festgestellt wurde, ist auch auf den D9 und D17 Oberächen, sowohl in den Phasenfeld- als auch in
den Lattice-Boltzmann-Simulationen zu beobachten. Der einzige Unterschied ist die Anzahl der
Zyklen. Auf dem D17 Substrat verdunstet der Tropfen nach einem Stick-Slip-Jump-Zyklus vollstän-
dig, während sich auf dem D9 Substrat drei Zyklen wiederholen, bevor sich der Tropfen in Gas
umwandelt. Grund dafür ist die Anzahl der Streifen, welche der Tropfen imAnfangszustand benetzt:
Auf D17 benetzt der Tropfen 5 und auf D11 13 Streifen (siehe Abbildung 7.2). Des Weiteren zeigen
die Simulationen der beiden Methoden auf dem D9 Substrat, wie schon auf der D11 Oberäche
verzeichnet, einen Unterschied bezüglich der Kontaktwinkel während der Jump- Phase. Wenn die
Kontaktlinie über eine A-B Grenze wandert und einen hydrophoben B-Steifen überquert, wird bei
den Phasenfeldsimulationen bei jedem Jump ein Kontaktwinkel um die (120±2)○ gemessen. Dahin-
gegen zeigen die Lattice-Boltzmann-Simulationen andere Ergebnisse. Der Kontaktwinkel steigt von
Jump zu Jump mit abnehmendem Tropfenvolumen und erreicht erst im letzten Jump einen Winkel
leicht über 120○. Li et al.ťs Begründung dafür liegt darin, dass die Abnahme des Tropfenradius um
eine Streifenbreite den Kontaktwinkel nicht beeinusst, solange das Tropfenradius-Streifenbreite-
Verhältnis groß genug ist. Diese Begründung erscheint wenig plausibel, denn der Kontaktwinkel ist
eine Materialeigenscha , die weder von Volumen, Tropfenradius, noch von Streifenbreite abhängt.
Ferner zeigt sich allen Lattice-Boltzmann- Simulationen, dass sich während der Jump-Phase der
Kontaktwinkel sprungartig ändert, während in den Phasenfeldsimulationen ein glatterer Übergang
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Abbildung 7.7.: Zeitliche Evolutionen des Kontaktwinkels und des normierten Radius R/Re (a) während
der Verdunstung des Tropfens auf einem D9 Substrat und (b) während der Verdunstung des Tropfens
auf einem D17 Substrat.
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(a) (b)
Abbildung 7.8.: Simulationsergebnisse von Li et al. [185] zur Verdunstung eines Tropfens (a) auf dem D9
Substrat und (b) auf dem D17 Substrat. Copyright (2016) American Chemical Society.
zu beobachten ist.
Ferner konnte in allen Simulationen und in allen Stick-Slip-Jump-Zyklen (bis auf dem ersten D9
Substrat) beobachtet werden, dass BRB-1, im Vergleich zu BRB-2 und BRB-3, leicht verzögerte
Ergebnisse liefert. Das liegt daran, dass die letzten beiden Randbedingungen den Kontaktwinkel
fest vorschreiben und die BRB-1 den statischen Kontaktwinkel iterativ approximiert, was diese
leichte Verzögerung erklärt.
Trotz kleiner Unterschiede zeigen die Ergebnisse beider Simulationsmodelle, dass die Verdunstung
auf chemisch gestrei enOberächen nach einem Stick-Slip-Jump-Muster verläu , dessen Frequenz
von der initialen Anzahl der benetzten Streifen abhängt.
7.4. Vergleich der Ergebnisse mit MD-Simulationen
In diesem Abschnitt wird ein Vergleich zwischen MD- und Phasenfeldsimulationen, hinsichtlich
der Verdunstung von Tropfen auf chemisch gestrei en Oberächen, hergestellt. Nachdem im
letzten Abschnitt gezeigt wurde, dass alle drei Benetzungsrandbedingungen ähnliche Ergebnisse
liefern, wird in diesem Kapitel lediglich die BRB-1 verwendet um das Verhalten des Tropfens auf
dem Substrat zu beschreiben.
In den MD-Untersuchungen von Zhang et al. [184] wurde die Verdunstung eines Tropfens auf
drei chemisch unterschiedlich gestrei en Oberächen betrachtet. Diese Oberächen werden im
weiteren Verlauf mit D6, D10 und D20 bezeichnet, da die Breite der (A- und B-) Streifen 6σs , 10σs
respektive 20σs ist. Hierbei ist die Einheit σs = 0.440 85 nm. Die statischen Kontaktwinkel auf dem
A- respektive B-Streifen sind (115 ± 6.4)○ respektive (67 ± 4.2)○. Zunächst haben die Autoren
die Gleichgewichtsform eines Tropfens, welcher aus 10 800 Atomen besteht auf homogenen A-
und B-Oberächen simuliert und die Gleichgewichtskontaktwinkel θA = 115○ und θB = 66.7○
erhalten.
101
Kapitel 7 Tropfenverdunstung auf chemisch strukturierten Oberächen
Tabelle 7.3.: Simulationsparameter zur Verdunstung eines Tropfens auf D6 , D10 und D20 Substrate.
θ○A θ
○
B h ∆t ε rh% T
○C
115 67 1 0.2 2.7 50 20
Abbildung 7.9.: Simulationsergebnisse von Zhang et al. [184] zur Verdunstung eines Tropfens auf der
D20 Oberäche. Copyright (2015) American Chemical Society.
In der MD-Arbeit wird die Verdunstung durch das Entfernen eines Atoms alle 400 Zeitschritte
eingeleitet. Anders als im letzten Abschnitt wurde der Tropfen mittig auf einen hydrophoben
Streifen gesetzt.
Die Simulationssetups von Zhang et al. [184] auf den D6, D10 und D20 Oberächen wurden in
dieser Arbeit auf einem äquidistanten (100 × 45) Rechengitter mit den Simulationsparametern
aus Tabelle 7.3 numerisch berechnet. Bevor die Ergebnisse der Phasenfeld Simulationen vorgestellt
werden, werden die Ergebnisse von [184] hinsichtlich der initialen Position des Tropfens sowie das
Verhalten der linken Kontaktlinie diskutiert. Die Autoren geben an, dass der Tropfen am Anfang
der Simulation symmetrisch bezüglich eines hydrophoben Streifens gesetzt ist. Jedoch zeigen die
(ii) Bildschirmaufnahmen in Abbildung 7.9 (a), sowie die magenta (L1-Kurve) in Abbildung 7.9 (b),
dass sich die linke Kontaktlinie weg von der Tropfenmitte bewegt, um an der A-B-Grenze zu ha en.
Solch ein Verhalten der Kontaktlinie konnte nicht durch Phasenfeldsimulationen dargestellt werden,
wenn der Tropfen initial symmetrisch gesetzt wurde. Wird der Tropfen asymmetrisch gesetzt, so
folgen die Ergebnisse die in Abbildung 7.10 dargestellt sind Wegen der initialen Asymmetrie des
Tropfens sind die an der linken und an der rechten Kontaktlinie gemessenen Kontaktwinkel θ l
und θr in Abhängigkeit der Zeit dargestellt. Darüber hinaus zeigt Abbildung 7.10 die Evolution
des Tropfenradius als Funktion der Simulationszeit. Bis zum Zeitpunkt t = 6 ist ein Slip Regime
zu beobachten. Beide Kontaktlinien bewegen sich auf den hydrophilen B-Streiben in Richtung
Tropfenmitte. Die Verdunstung ndet im CCA-Modus statt. Da der Tropfen asymmetrisch auf
dem Substrat gesetzt wurde, pinnt die linke Kontaktlinie etwas länger an der A-B-Grenze. Dies ist
deutlich auf der ersten Bildschirmaufnahme von links sowie an der grünen Kurve zu sehen. Auch
wenn sich die linke Kontaktlinie nach kurzer Zeit ablöst und sich sowie die rechte in Richtung
Tropfenmitte bewegt, so hat letztere einen kleinen Vorsprung. Zum Zeitpunkt t = 6 erreicht sie als
erste denmittleren hydrophobenA-Streifen, was deutlich amSprung der blauenKurve erkennbar ist.
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Abbildung 7.10.: Verdunstung eines Tropfens auf der D20 chemisch gestreiften Oberäche. Zu sehen ist
die zeitliche Evolution des Kontaktwinkels θ und die des Tropfenradius RCL .
Die linke Kontaktlinie bleibt weiterhin auf dem hydrophilen Streifen und zeigt einen Kontaktwinkel
von 67○ auf. Wie auf der zweiten Bildschirmaufnahme von links zu erkennen, wandert die rechte
Kontaktlinie über den mittleren hydrophoben A-Streifen in Richtung des hydrophilen B-Streifens,
was zur Folge hat, dass die linke kontaktlinie sich zurück in Richtung ihrer initialen Position an
der B-A-Grenze bewegt (siehe zweite Bildschirmaufnahme von rechts). Somit liegt der Tropfen
auf dem hydrophilen B-Streifen und verdunstet vollständig (siehe erste Bildschirmaufnahme von
rechts).
Auch auf den D10 und D6 Oberächen wurden die Tropfen initial asymmetrische gesetzt. Der
D6 benetzt im Initialzustand zwei Streifen mehr hat als in den MD-Simulationen. Die Ergebnisse
der dazugehörigen Phasenfeldsimulationen sind in Abbildung 7.11 und Abbildung 7.12 dargestellt.
Aufgrund der asymmetrischen Anfangsbedingung springen die linke und die rechte Kontaktlinie,
während der Verdunstung des D6 Tropfens, alternierend über B-A-Grenzen. Verglichen mit den
MD-Ergebnissen in Abbildung 7.13 (b) ist wie erwartet, aufgrund der höheren Anzahl an benetzter
Streifen ein Stick-Slip-Jump-Zyklus mehr zu verzeichnen. Für den D10 Tropfen, welcher initial nahe
zu symmetrisch lag, konnte zwar ebenso ein Stick-Slip-Jump Zyklus wie in den MD-Simulationen
beobachten werden. Auällig ist, dass der Kontaktwinkel während des Sprungs, deutlich niedriger
ist als in anderen Simulationen. Grund dafür ist dass das Volumen des Tropfens sehr klein war als
der Sprung stattgefunden hat.
Durch diesen Vergleich wurde gezeigt, dass das in diesem Kapitel vorgestellte Phasenfeldmodell
mit der BRB-1 in der Lage ist MD-Ergebnisse zu reproduzieren, jedoch kann das Modell Eekte,
die durch Fluktuationen in den MD-Simulationen verursacht werden, nicht wiedergeben. Daher
musste asymmetrische Anfangsbedingungen gewählt werden, um einen qualitativen Vergleich
ziehen zu können.
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Abbildung 7.11.: Verdunstung eines Tropfens auf der D6 chemisch gestreiften Oberäche. Zu sehen ist























Abbildung 7.12.: Verdunstung eines Tropfens auf der D10 chemisch gestreiften Oberäche. Zu sehen ist
die zeitliche Evolution des Kontaktwinkels θ und die des Tropfenradius RCL .
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Abbildung 7.13.: Simulationsergebnisse von Zhang et al. [184] zur Verdunstung eines Tropfens auf dem





Die Bedeutung von Benetzungsprozessen zeigt sich in vielen täglichen sowie natürlichen Phänome-
nen. Ferner ist die Benetzung von Flüssigkeiten auf festen Oberächen für viele Anwendungsberei-
che, auf die folgend hingewiesenwird, von hoher Relevanz.Mit stetig zunehmendenAnforderungen
an Oberächen mit vordenierten Benetzungseigenscha en, sowie steigender Komplexität der
Anwendungen, ist es von zentraler Bedeutung, das Benetzungsverhalten von Flüssigkeiten auf
Oberächen zu verstehen.
In dieser Arbeit wurde erstmals zu einem bestehendenMulti-Phasenfeldmodell eine energiebasierte
Benetzungsrandbedingung, welche das Verhalten von nicht mischbaren Flüssigkeiten auf einer
festen Oberäche beschreibt, vorgestellt. Zunächst wurde das Benetzungsverhalten von ktiven
Modellsystemen, bestehend aus bis zu vier nicht mischbaren Tropfen auf idealen Oberächen
untersucht und mit den wenigen vorhandenen theoretischen Ergebnissen verglichen. Erst durch
bestätigende experimentelle Untersuchungen gelang es das Simulationsmodell zu validieren. Es
wurde gezeigt, dass die entwickelte Benetzungsrandbedingung in der Lage ist, die Kontaktwinkelab-
hängigkeiten, welche in Mehrtropfensystemen entstehen, in einer physikalisch konsistenten Weise
widerzuspiegeln. Damit wurde zum ersten Mal die dreidimensionale Gleichgewichtsform eines aus
Wasser und Öl zusammengesetzten Tropfens auf einer idealen Oberäche numerisch bestimmt
und qualitativ mit der dazu korrespondierenden, experimentellen Gleichgewichtsmorphologie
verglichen. Spätere Arbeiten anderer Autoren [155–157] stützen zusätzlich die in Kapitel 5 erzielten
Ergebnisse.
Darüber hinaus wurde die ursprünglich für mehrphasige Systeme entwickelte Benetzungsrandbe-
dingung auf zweiphasige Systeme reduziert und ihre physikalische Konsistenz durch einenVergleich
mit theoretischen Ergebnissen, sowie mit zwei anderen, in der Literatur etablierten, Benetzungs-
randbedingungen unter Beweis gestellt. Hierfür wurden Gleichgewichtsformen einzelner Tropfen
auf idealen Oberächen mit allen drei Randbedingungen simuliert. Die Auswertung der Ergebnisse
hat gezeigt, dass für Gleichgewichtskontaktwinkel zwischen 60○ und 120○, alle drei Randbedin-
gungen nahezu deckungsgleich mit der analytischen Lösung sind. Außerhalb dieses Intervalls
weichen die Ergebnisse, der in dieser Arbeit entwickelten Randbedingung, sowohl für zwei- als
auch dreidimensionale Tropfen maximal bis zu 3○ von der analytischen Lösung ab. Dahingegen
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weisen die mit den anderen beiden Randbedingungen durchgeführten Simulationen besonders
für große und kleine Kontaktwinkel signikant höhere Abweichungen auf. Ferner zeigt das Fitten
der zweidimensionalen Simulationsergebnisse an die analytische Lösung (Kreisbogen), dass die in
dieser Arbeit entwickelte Benetzungsrandbedingung sowohl für hydrophile als auch hydrophobe
Benetzungssysteme die besseren Ergebnisse liefert.
Hiermit wurde das große Anwendungspotential desModells imHinblick auf die Simulation komple-
xer Benetzungssysteme gezeigt. Jedoch wurde in der vorliegendenArbeit nur das statische Verhalten
von zusammengesetzten Tropfen untersucht. Der nächste vorstellbare Schritt wäre, das Modell
an die Navier-Stokes Gleichungen zu koppeln und dynamische Prozesse zu untersuchen. Brand-
aktuelle, praxisrelevante ¿emen, die sich damit numerisch untersuchen ließen, wären z.B.: die
Untersuchung des dynamischen Verhaltens von Tropfen auf üssigkeitsimprägnierten Oberächen
(liquid slippery surfaces) [214], die Entwicklung von üssigen Linsen [215] sowie die Manipulation
von Tropfen in mikrouidischen Systemen [216, 217].
Basierend auf den Ergebnissen der Kapitel 4 und 5 wurde in Kapitel 6 das Benetzungsverhalten
sowohl einzelner als auch zusammengesetzter Tropfen auf zylindrischen Fasern analysiert. In einem
ersten Schritt konnte gezeigt werden, dass die Phasenfeldsimulationen der Gleichgewichtsmorpho-
logien einzelner Tropfen auf dünnen Fasernmit den Ergebnissen von Chou et al. [159] hervorragend
übereinstimmen. Inspiriert durch experimentelle Untersuchungen des Verhaltens von zusammen-
gesetzten Tropfen auf Fasern, wurden im Rahmen einer Kooperation mit der Arbeitsgruppe von
Prof. Nicolas Vandewalle (Universität Lüttich, Belgien) Gleichgewichtsmorphologien sowie das
Ablöseverhalten von Wasser-Öl- und Seifenwasser-Öl-Tropfen auf dünnen Fasern untersucht. Die
Experimente ließen vermuten, dass die Kontaktlinien in beiden Systemen unterschiedliche Ei-
genscha en haben, welche insbesondere das Ablöseverhalten der zusammengesetzten Tropfen
entscheidend beeinussen. Jedoch war es experimentell nicht möglich, dies zu beweisen. Diese
Hypothese konnte erst mit Hilfe der Phasenfeldsimulationen bestätigt werden. Während das erste
Benetzungssystem zwei distinkte Kontaktlinien (Wasser-Öl-Faser) und (Lu -Öl-Faser) aufweist,
bildet sich im zweiten System eineQuadrupellinie an der sich Seifenwasser, Öl und Lu auf der Faser
treen. Die Existenz dieser Linie auf Fasern wurde zum ersten Mal im Rahmen dieser Arbeit beob-
achtet. Im Experiment wirkt der Öltropfen, der einen Wasser- oder Seifenwassertopfen auf einer
Faser umhüllt, wegen seinem Brechungsindex als Linse, so dass auf Fotograen die inneren Tropfen
viel größer wirken, als sie in Wirklichkeit sind. Dies hat zur Folge, dass bei solchen Aufnahmen
die Kontaktlinien auf der Faser nicht voneinander zu unterscheiden sind. Bei der Visualisierung
der Phasenfeldsimulationen wurde der Brechungsindex von Öl nicht berücksichtigt und damit
gezeigt, dass beide Systeme, wie experimentell vermutet, unterschiedliche Kontaktlinieneigenschaf-
ten besitzen. Ferner wurden die Simulationsergebnisse mit dem tatsächlichen Brechungsindex von
Öl dargestellt und gezeigt, dass sie nahezu deckungsgleich mit den experimentellen Fotograen
sind.
Durch diese entstandene Synergie zwischen realem und virtuellem Experiment wurde die Leis-
tungsfähigkeit des Modells ein weiteres Mal bestätigt. Für zukün ige Arbeiten empehlt es sich
das Modell weiter zu entwickeln, um z.B. das dynamische Verhalten von Tropfen auf gekreuzten
Fasern zu untersuchen. Dies hat enormes Anwendungspotential in faserbasierten Bio-Sensoren
[168] sowie Mikroreaktoren [169]. Darüber hinaus bietet das So warepaket Pace3D, in dem das in
dieser Arbeit entwickelte Modell implementiert ist, die ideale Infrastruktur, um ein nachhaltiges
¿ema mit bedeutender Relevanz für die Wassergewinnung in nebligen und ariden Regionen zu
untersuchen: Nukleation und Kondensation von Tropfen auf bioinspirierten Fasern[161–163].
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Die Verdunstung von Tropfen auf chemisch gestrei en Oberächen wurde in Kapitel 7 behan-
delt. Hierfür wurde das bisherige Modell durch einen konzentrationsabhängigen Energiebeitrag
erweitert, um die Phasenumwandlung zu beschreiben. Somit konnte die Verdunstung von Tropfen,
angetrieben durch vordenierte Konzentrationsgradienten, simuliert werden.
Zur Validierung des Modells wurden Simulationssetups aus der Arbeit von [185] nachgerechnet. Li
et al. haben auf dem Substratrand die Benetzungsrandbedingung BRB-2, welche in der vorliegenden
Arbeit im Abschnitt 4.2.3 eingeführt wurde, verwendet. Zusätzlich zu dieser Benetzungsrandbedin-
gung wurden die im Abschnitt 7.3 vorgestellten Ergebnisse mit zwei weiteren Benetzungsrandbe-
dingungen (BRB-1 und BRB-3) numerisch berechnet. Damit konnte gezeigt werden, dass alle drei
Randbedingungen den Verdunstungsvorgang nach dem gleichen Stick-Slip-Jump-Muster abbilden,
welcher auch in Abschnitt 4.2.3 beobachtet wurde.
Anschließend wurden die Systeme, die von Zhang et al. [184] mittels MD-Simulationen untersucht
wurden, mit dem Phasenfeldmodell durchleuchtet. Nachdem alle Benetzungsrandbedingungen
im vorherigen Vergleich selbiges Verhalten reektiert haben, wurde beim Vergleich mit den MD-
Ergebnissen lediglich die BRB-1 eingesetzt. Hiermit gelang es zu zeigen, dass die Phasenfeldergebnis-
se mit leicht veränderten Anfangsbedingungen eine ähnliche Evolution des Tropfens während des
Verdunstungsprozesses beschreiben, wie jene, die in MD-Berechnungen nachgewiesen wurde.
Die Besonderheit dieses Modells ist zum einen seine Simplizität und zum anderen seine Ezienz.
Trotz der vielen vereinfachenden Annahmen, liefert das Modell in kürzester Rechenzeit plausible
Ergebnisse.Während dieMD-Simulationen laut denAutoren der Referenz [184] parallel auf 16 CPUs
einige Tage und die Lattice-Bolzmann Berechnungen [185] einige Stunden benötigen, liefern die
Phasenfeldsimulationen, welche auf einem herkömmlichen Rechner mit einer CPU durchgeführt
wurden, vergleichbare Ergebnisse in wenigenMinuten. EinNachteil desModells ist, dass es lediglich
eine Evolution in einer ktiven Zeit und keineDynamik in physikalischer Zeit beschreibt. So können
keine quantitativen Aussagen über die Lebensdauer des Tropfens getroen werden. Jedoch, wie in
der Arbeit [183] gezeigt wurde, kann dies durch die Kalibrierung der Simulationszeit mit einem
experimentell ermittelbaren Relaxationsparameter τ behoben werden.
In zukün igen Arbeiten könnte das Modell so erweitert werden, dass die Diusion sowie die
Temperatur- und Konzentrationsgradienten entlang der Flüssig-Gas-Grenzäche berücksichtigt
werden können. Relevante Anwendungsbereiche hierfür sind z.B. Druckverfahren [190, 191] sowie
DNA stretching und mapping [187, 188].
Ferner bietet sich an, die hier vorgestellten Benetzungsrandbedingungen an die bereits in Pace3D
implementierte Cahn-Hilliard Gleichung anzupassen. So können Benetzungsprobleme in Zukun 
- je nach Fragestellung - entweder mit dem Cahn-Hilliard oder mit dem volumenerhaltenden









Basierend auf den Arbeiten [170, 171] werden im Folgenden, zwei analytische Herleitungen der
Gleichgewichtsform eines rotationssymmetrischen Tropfens auf einer zylindrischen Faser vorge-
stellt.
A.1. Herleitung nach dem Prinzip der Energieminimierung
Unter Vernachlässigung der Gewichtskra bildet die Gleichgewichtsform eines hinreichend kleinen
Tropfens auf einer zylindrischen, homogenen Faser eine Rotationsäche bzgl. der x−Achse (siehe
Abbildung A.1). Die freie Energie des Systems lässt sich somit als
J = 4π ∫ L/20 (γℓs − γvs)r0 + γy(x)
√
1 + (y′(x))2 dx (A.1)









Abbildung A.1.: Schematische Darstellung eines Tropfens auf einer zylindrischen Faser mir Radius r0 .
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Grenzächenspannungen Flüssig-Fest, Fest-Gas und Flüssig-Gas werden mit γℓs , γvs respektive γ
bezeichnet. An den Positionen x = 0 und x = L/2 gelten die Randbedingungen
y′(0) = 0, (A.2)
y(L/2) = r0. (A.3)
Um den Radius am Höchstpunkt y(0) des Tropfens und die benetzte Länge L auf der Faser zu
bestimmen, wird die Volumenerhaltung des Tropfens genutzt. Unter Berücksichtigung der Sym-
metrieeigenscha en, lässt sich das Volumen eines Tropfens um eine Faser mit Radius r0, wie folgt
formulieren
V0 = 2π ∫ L/20 ((y(x))2 − r20) dx . (A.4)
Wenn ein Tropfen mit Konstantem Volumen V0 im Gleichgewicht auf einer Faser mit Radius r0
liegt, nimmt das Funktional (A.1), unter den Bedingungen (A.2)–(A.4), einen Extremwert an. Dies
wird im Folgenden, mit Hilfe eines Lagrange- Multiplikators µ, als Variationsproblem formuliert.
Die frei Energie erhält nun die Form
Π = J − µV0
= 4π ∫ L/20 F(y(x), y′(x), µ)dx
mit
F(y(x), y′(x), µ) = (γℓs − γvs)r0 + γy(x)
√




An den beiden Enden des Tropfens, auf der x− und y−Achse, gelten die Randbedinungen (A.3).








) = 0, (A.6)
mit den Tansversalitätsbedingungen auf der x− und y−Achse
∂F
∂y′
∣x=0 = 0 (A.7)
F − ∂F
∂y′
y′∣x=L/2 = 0 (A.8)




Dies reektiert die Randbedingung (A.2) an der Stelle x = 0 wieder. Des Weiteren führt die
Substitution von (A.5) in (A.8) zu







Herleitung nach dem Prinzip der Energieminimierung A.1
Mit (A.3) und der Denition des Kontaktwinkels θ an der Stelle x = L/2
y′(L/2) = − tan θ ,
folgt aus (A.9) die Beziehung
cos θ = γvs − γℓs
γ
(A.10)
für den Kontaktwinkel des Tropfens auf der Faser. Gleichung (A.10) ist die Youngsche Gleichung,
welche den Kontaktwinkel eines Tropfens auf einer achen, glatten und homogenen Oberäche
beschreibt. Daraus wird also ersichtlich, dass der Kontaktwinkel eines Tropfens auf einer Faser eine
Materialkonstante ist und nicht vom Radius oder von der Geometrie der Faser abhängt.







1 + (y′(x))2 + µ
γ



















Wie bereits erwähnt, stellt ein Tropfen auf einer Faser, unter Vernachlässigung der Gravitationskra ,
eine Rotationsäche bzgl. der x-Achse dar. Da die Hauptkrümmungsradien der Tropfenoberächen



















) = µ, (A.13)
mit konstantem Lagrange-Multiplikator µ. Gleichung (A.13) entspricht die bekannte Laplace Glei-
chung mit
µ = ∆p = pℓ − pv . (A.14)
Dabei sind pℓ und pv die Drücke innerhalb respektive außerhalb des Tropfens.
Um die Form des Tropfens analytisch zu bestimmen, genügt es die Dierentialgleichung (A.11)




= Ay(x) + B
y(x)
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= y0 − r0 cos θ
y20 − r20
(A.15)
B = y0r0(y0 cos θ − r0)
y20 − r20
. (A.16)
Die Druckdierenz kann aus (A.14) und (A.15) als
∆p = pℓ − pv =
2γ(y0 − r0 cos θ)
y20 − r20
berechnet werden. Die Tropfenform folgt aus der Integration von (A.16)
x = ∫ y0y
Ay + By√
1 − (Ay + By )
2
dy. (A.17)
Die Substitution von (A.15) und (A.16) in (A.17) liefert
x = ∫ y0y
y2 + λr0y0√
(y20 − y2)(y2 − λ2r20)
dy (A.18)
mit λ = (y0 cos θ − r0)/(y0 − r0 cos θ). Durch die Transformation
y2 = y20(1 − k2 sin2 φ) (A.19)
mit k2 = 1 − λ2(r0/y0)2, lässt sich das Integral (A.18) wie folgt schreiben
x = λr0F(k, φ) + y0E(k, φ). (A.20)
Die Funktionen F(k, φ) und E(k, φ) sind elliptische Integrale erster respektive zweiter Art
F(k, φ) = ∫ ϕ0 (1 − k2 sin2 ϕ)−1/2 dϕ, E(k, φ) = ∫
ϕ
0
(1 − k2 sin2 ϕ)1/2 dϕ. (A.21)
Die vom Tropfen benetzte Länge L auf der Faser, kann durch (A.18) mit y = r0 erhalten werden, so
dass
L = 2(λr0F(k, φ0) + y0E(k, φ0)) (A.22)
gilt. Hier ist φ0 ein dimensionsloser Parameter, welcher durch (A.19) mit y = r0 festgelegt ist. Das
Volumen eines Tropfens auf einer Faser mit Radius r0 kann daher wie folgt dargestellt werden
V0 =2π ∫ y0r0
y2(y2 + λr0z0)
((y20 − y2)(y2 − λ2r20))





((2λ2r20 + 3λr0y0 + 2y20)E(k, φ0) − λ2r20F(k, φ0) + r20(r0/y0)
√
(y20 − x20)(1 − λ2))
− πr20L.
Bei gegebenem Volumen V0 eines Tropfens auf einer zylindrischen Faser mit Radius r0, kann
also der Kontaktwinkel θ bestimmt werden, sobald die benetzte Länge L und der höchste Punkt
(0, y(0)) aus experimentellen Messungen bekannt sind. Für die Berechnung von θ wird die Inverse
von (A.22) numerisch bestimmt [218]. Anschließend kann das Gleichgewichtsprol des Tropfens




Im Gleichgewicht ist die Druckdierenz ∆p, nach Laplace, entlang der Tropfenoberäche konstant.
Das heißt




) = const, (A.23)
wobei R1 und R2 die Hauptkrümmungsradien an einem Punkt auf der Oberäche sind und γ die
Oberächenspannung zwischen der üssigen und der Gasphase ist. Unter der Annahme, dass γ






mit konstantem K1 geschrieben werden. Wie in Abbildung A.1 dargestellt, ist r0 der Radius der
Faser, y0 der maximale Radius des Tropfens in der orthogonalen Ebene zu der Faser, L die benetzte













(y sin ϕ) = K1 (A.25)
umgeschrieben werden. Die Integration von (A.25) nach x liefert
y sin ϕ = 1
2
K1y2 + K2, (A.26)
wobei K2 eine Integrationskonstante ist. Aus den Randbedingungen
⎧⎪⎪⎨⎪⎪⎩
y = r0 für ϕ = π/2 − θ ,
y = y0 für ϕ = π/2
und (A.26) können die Konstanten K1 und K2 leicht als
K1 = 2




y0 cos θ − r0
y20 − r20
y0r0
bestimmt werden. Gleichung (A.26) erhält also die Form
y sin ϕ = ( y0 − r0 cos θ
y20 − r20








= − tan ϕ = sin ϕ√
1 − sin2 ϕ
. (A.28)
Aus (A.27) kann sin ϕ als Funktion von y bestimmt und in (A.28) substituiert werden. Dies liefert
nach einigen trivialen Rechenschritten
−dx
dy
= (y0 − r0 cos θ)y
2 + (y0 cos θ − r0)r0y0√
(y0 − r0 cos θ)2(y20 − y2)y2 − (y0 cos θ − r0)2(y20 − y2)r20
. (A.29)





(y20 − y2)(y2 − λ2r20)
. (A.30)
vereinfachen. Durch die Transformation
y = y20(1 − k2 sin2 φ),
wobei k2 = (y20 − λ2r20)/y20, lässt sich die Gleichgewichtsform eines Tropfens auf einer Faser, durch
die Integration von (A.30), gemäß
x = λr0F(k, φ) + y0E(k, φ)
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