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Abstract. This paper studies the Casimir effect due to fractional mass-
less Klein-Gordon field confined to parallel plates. A new kind of bound-
ary condition called fractional Neumann condition which involves van-
ishing fractional derivatives of the field is introduced. The fractional
Neumann condition allows the interpolation of Dirichlet and Neumann
conditions imposed on the two plates. There exists a transition value
in the difference between the orders of the fractional Neumann condi-
tions for which the Casimir force changes from attractive to repulsive.
Low and high temperature limits of Casimir energy and pressure are ob-
tained. For sufficiently high temperature, these quantities are dominated
by terms independent of the boundary conditions. Finally, validity of
the temperature inversion symmetry for various boundary conditions is
discussed.
PACS numbers: 11.10.Wx
1. Introduction
Applications of fractional calculus, in particular fractional differential
equations, in transport phenomena in complex and disordered media have
attracted considerable attention during the past two decades [1, 2, 3, 4, 5, 6].
However, the use of fractional calculus in quantum theory is still very lim-
ited. Recently, generalization of quantum mechanics based on fractional
Schrodinger equation has been considered by several authors [7, 8, 9, 10, 11].
In quantum field theory, fractional Klein-Gordon equation [12, 13, 14, 15, 16]
and fractional Dirac equation [17, 18] were introduced several years ago,
but further studies on these topics are scarce. It was only lately that the
Key words and phrases. Casimir energy, fractional Klein-Gordon field, fractional Neu-
mann conditions, temperature inversion symmetry.
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canonical and stochastic quantization of fractional Klein-Gordon field and
fractional Maxwell field have been carried out [19, 20, 21, 22].
In this paper, we shall consider another aspect of fractional Klein-Gordon
field, namely, the Casimir effect associated with such a field. This work
is partly motivated by the recent advances in cosmology, in particular the
solid evidences for accelerated expansion of the universe [23, 24, 25, 26],
which have rekindled considerable interest in Casimir effect [27, 28]. Casimir
energy in extra space-time dimensions [29] has been proposed as a possible
candidates of dark energy [30] that is responsible for the accelerated cosmic
expansion. However, in this paper, we shall not deal directly on the link
between Casimir energy and the dark energy. Instead, we shall study the link
between the possible repulsive nature of the Casimir force and the general
boundary conditions associated with fractional massless Klein-Gordon field.
In most consideration of Casimir energy between a pair of parallel plates,
the boundary conditions employed are either of Dirichlet type or Neumann
type for both of the plates. A less common pair of parallel plates has been
suggested by Boyer [31], with one of them perfectly conducting and the
other infinitely permeable. Boyer was able to show in the context of ran-
dom electrodynamics that for such a set-up the resulting Casimir force is
repulsive. It is possible to show that this unusual pair of plates necessi-
tates mixed boundary conditions, with the Dirichlet condition for the per-
fectly conducting plate, and Neumann condition for the infinitely permeable
plate. Recently, this result has been derived by several authors using the
zeta function method for scalar massless field at zero temperature [32] and
finite temperature [33].
Since this paper studies Casimir effect associated with fractional Klein-
Gordon field, it is not unnatural for one to consider the fractional generaliza-
tion of Neumann conditions involving fractional derivatives. We shall study
how repulsive Casimir force due to the fractional massless Klein-Gordon
field can arise under a new type of boundary conditions, the fractional de-
rivative boundary conditions (or fractional Neumann conditions). We show
that such conditions allow interpolation between the ordinary Dirichlet and
Neumann conditions.
This paper is organized as follows. In next section we first recall some
basic facts about fractional Klein-Gordon field at zero and finite tempera-
ture. In Section 3, we derive the partition function and free energy between
parallel plates associated with the fractional massless scalar field at posi-
tive temperature using the generalized thermal zeta function regularization
technique. We show that the Casimir force associated with the massless
fractional scalar field can change from attraction to repulsion as the order of
the fractional Neumann conditions imposed on the parallel plates is varied.
Finally we obtain the low and high temperature limits of various physi-
cal quantities such as free energy and pressure. The temperature inversion
symmetry [33, 34, 35, 36, 37, 38, 39] will also be discussed.
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2. Fractional Klein–Gordon Field
In this section, we recall briefly some basic theory of fractional derivative
fields. Let us consider the Euclidean scalar field φ(x, t), x ∈ RD, t ∈ R with
the following Lagrangian
L =
1
2
φ(x, t)Λ(−∆)φ(x, t),(2.1)
where ∆ = ∂2t +
∑D
j=1 ∂
2
j is the (D + 1)–dimensional Euclidean Laplacian
operator, and Λ(−∆) is a pseudo-differential operator [40]. In order to con-
sider Λ(−∆) of fractional order which contains the fractional powers (−∆)α
of Laplacian operator, we need to define the Riesz fractional derivative and
integral [41] in order to give these operators a precise meaning. For a test
function in Schwartz space (or a tempered distribution) g, the Fourier trans-
form of −(∆g)(x) satisfies −∆̂g(ξ) = |ξ|2gˆ(ξ). This can be generalized to
fractional power of Laplacian operator. For our purpose, it is sufficient to
consider only the real fractional powers. For α ∈ R \ {0}, and Schwartz
functions g we define
(−∆)−α/2g(x) =
(
|ξ|αfˆ(ξ)
)∨
(x) =
{
Iαg(x), α > 0,
D−αg(x), α < 0.
(2.2)
The operators Iα andDα defined in (2.2) for α > 0 are called respectively the
Riesz fractional integral operator and Riesz fractional differential operator.
We have DαIαg = g and IαIβg = Iα+βg , α > 0, β > 0 for ”sufficiently
good” functions g.
Λ(−∆) in (2.1) can be expanded in a power series∑j cj(−∆)j , and it can
be regarded as a differential operator of infinite order of derivatives. From
the Lagrangian field theory with higher order derivatives [20, 42] one gets∑
j
(−∆)j ∂L
∂(−∆)jφ =
∑
j
cj(−∆)jEφ = 0,
and by summing up the series gives the nonlocal field equation Λ(−∆)φ(x, t) =
0. Nonlocal field theory with Λ(−∆) = (−∆+m2)α, α > 0 as the fractional
Klein-Gordon operator has been considered by several authors [12, 13, 14,
15, 16, 19, 20, 21, 22]. Higher derivative field theories involving propagator
of the form (k2+m2)−n, n > 1 were first used by Pais and Uhlenbeck [43] to
obtain a regularized theory without ultraviolet behavior. Fields with such
propagators result in either theories with ghost states that require a Hilbert
space with indefinite metric, or nonlocal theories without ghost states.
Here we give some remarks on the motivations for introducing fractional
derivative fields. Field theories with nonlocal Lagrangian of the type (2.1)
with nolocality due to kinetic terms have attracted considerable interest.
For examples, nonlocal kinetic term plays an important role in the (2+1)-
dimensional bosonization [44, 45]; it also arises in effective field theories
when some degrees of freedom are integrated out in the underlying local
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field theory [46, 47]. One also expects fractional derivative quantum fields
to play an important role in quantum theories of mesoscopic systems and
soft condensed matter which exhibit fractal character. Such argument can
be extended to quantum field theories in fractal space-time [48, 49].
Canonical quantization of nonlocal scalar fractional Klein-Gordon field
has been considered by Amaral and Marino [19], and Barci, Oxman and
Rocca [20]. Free relativistic wave equations with fractional powers of D’Alembertian
operator were studied by several authors [13, 14, 15, 16]. Stochastic quan-
tization of fractional Klein-Gordon and fractional abelian gauge field has
been considered by Lim and Muniandy [21], and finite temperature frac-
tional Klein-Gordon field is considered in a recent work [22]. The two-point
Schwinger function of the Euclidean fractional Klein-Gordon field is given
by
〈φ(x, t)φ(y, s)〉 = 1
(2pi)4
∫
R4
eik.(x−y)+ik4(t−s)
(k2 +m2)α
d4k.(2.3)
For the Euclidean fractional Klein-Gordon field at finite temperature T =
1/β satisfying the periodic condition φ(x, y, z, 0) = φ(x, y, z, β) , the two-
point Schwinger function becomes
〈φ(x, t)φ(y, s)〉 = 1
(2pi)3β
∞∑
n=−∞
∫
R3
eikn(x−y)
(k2n +m
2)α
d3k,(2.4)
where kn = (k, ωn), ωn = 2npi/β and k
2
n = k
2+ω2n. The two point Schwinger
functions for the massless field are given by (2.3) and (2.4) by puttingm = 0.
In the next section, we shall carry out the computation of Casimir en-
ergy associated with the massless fractional Klein-Gordon field confined
between two parallel plates imposed with fractional Neumann boundary
conditions. The thermal zeta function technique will be employed in our
calculation. Zeta function method was introduced as regularization pro-
cedure in quantum field theory about two decades ago [50, 51, 52]. Basi-
cally the zeta function technique involves three steps. In the case for scalar
massless fractional Klein-Gordon field they are: (I) Determination of the
eigenvalues λ of (−∆)α with appropriate boundary conditions, hence the
spectral zeta function ζ(−∆)α(s) =
∑
λ λ
−s. (II) Analytic continuation of
the zeta function ζ(−∆)α(s) to a meromorphic function of the entire com-
plex plane. (III) Evaluation of det(−∆)α in terms of ζ(−∆)α(s), that is,
det(−∆)α = exp
(
−ζ ′(−∆)α(0)
)
. For simplicity, the computation will be car-
ried out for scalar massless fractional Klein-Gordon field. However, one can
mimic the electromagnetic field by the scalar massless field with the two
transverse polarization states of the former taken care of by multiplying the
end results by a factor of two plus some minor modifications on the possible
eigenmodes of the field. In this way, we can compare our results to some
other established results.
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3. Free Energy of Massless Fractional Klein–Gordon Field at
Finite Temperature
We first assume that the fractional Klein-Gordon field φ(x, t) is inside
a D–dimensional space Ω which is a rectangular box Ω = [0, L1] × . . . ×
[0, LD−1] × [0, d] such that d ≪ Li, 1 ≤ i ≤ D − 1. At the end, we
let Li, 1 ≤ i ≤ D − 1 approach infinity to obtain space between the two
hyperplanes xD = 0 and xD = d in R
D. We want to consider massless
fractional Klein-Gordon field confined in the region Ω and maintained in
thermal equilibrium at temperature T = 1/β. As usual [53], we impose
periodic boundary condition with period β on the imaginary time, i.e.
φ(x, t) = φ(x, t+ β), ∀t ∈ R.
The Helmholtz free energy of the system is then given by the equation
F = − 1
β
logZ,
where Z is the partition function defined by
Z =
∫
BC
D[φ] exp
(
−1
2
∫ β
0
∫
Ω
φ(x, t)∗(−∆)αφ(x, t)
)
dDxdt.(3.1)
Here BC denotes boundary conditions on the field φ. We impose periodic
boundary conditions in the directions of x1, . . . , xD−1. In the direction xD,
we can consider different boundary conditions, among them are the Dirichlet
boundary condition with
φ(x˜, 0, t) = φ(x˜, d, t) = 0, ∀ x˜ ∈ RD−1, t ∈ R,
which corresponds to perfectly conducting plates in the case of electromag-
netic field; the Neumann boundary condition with
∂
∂xD
φ(x˜, xD, t)
∣∣∣∣
xD=0
=
∂
∂xD
φ(x˜, xD, t)
∣∣∣∣
xD=d
= 0, ∀ x˜ ∈ RD−1, t ∈ R,
which corresponds to infinitely permeable plates in the case of electromag-
netic field; and the mixed boundary condition with
φ(x˜, 0, t) = 0,
∂
∂xD
φ(x˜, xD, t)
∣∣∣∣
xD=d
= 0, ∀ x˜ ∈ RD−1, t ∈ R,
which corresponds to Boyer’s setup (namely one plate is perfectly conduct-
ing while the other infinitely permeable) in the case of electromagnetic field.
Since we consider the Casimir effect associated with fractional massless
Klein-Gordon field, one can consider the most general boundary conditions,
namely the fractional boundary conditions
∂χ
∂xχD
φ(x˜, xD, t)
∣∣∣∣
xD=0
= 0,
∂µ
∂xµD
φ(x˜, xD, t)
∣∣∣∣
xD=d
= 0,(3.2)
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where χ, µ ∈ [0, 1]. Here we use the definition of fractional derivative in
terms of Fourier transform:
dηf
dxη
(x) =
1
2pi
∫ ∞
−∞
dk(ik)ηeikxfˆ(−k),
where
(±ik)α = |k|αe± iαpi2 sgn(k)
and fˆ(k) is the Fourier transform of f .
When χ = µ = 0, one gets the Dirichlet condition for both the plates. On
the other hand, when χ = µ = 1, the boundary conditions for both plates are
that of Neumann type. In the case with either χ = 0, µ = 1 or χ = 1, µ = 0,
we have the Boyer type boundary condition. For values of (χ, µ) other than
the above values, we have fractional Neumann boundary condition for both
plates. One can naively regard such boundary conditions as correspond to
plates which are not perfectly conducting or infinitely permeable.
Now we want to analyze the condition (3.2). If
ψk(z) = Ae
ikz +Be−ikz
are eigen-modes on the z = xD direction, the requirement (3.2) is equivalent
to
A(ik)χ+B(−ik)χ = 0,
A(ik)µeikd+B(−ik)µe−ikd = 0.
From these equations, we find that
B = −eipiχA,(3.3)
2iAkχ+µe−
ipi
2
(χ+µ) sin
(
kd− pi
2
(χ− µ)
)
= 0.(3.4)
From (3.4), we find that the value of k has to be
k =
pi
d
(
n+
χ− µ
2
)
, n ∈ Z.
Together with (3.3), the eigen-modes in z direction are given by
ψn(z) = Ae
ipi
d (n−
η
2 )z −Aeipiχe− ipid (n− η2 )z,
where η = µ− χ. We have the following specific cases:
χ = µ = 0, ψ0 = 0, ψn = −ψ−n;
χ = µ = 1, ψn = ψ−n;
χ = 0, µ = 1, ψn = −ψ1−n;
χ = 1, µ = 0, ψn = ψ−1−n;
For all other cases, ψn, n ∈ Z are linearly independent.
We let Sχ,µ = N if (χ, µ) = (0, 0) or (0, 1), Sχ,µ = N ∪ {0} if (χ, µ) = (1, 0)
or (1, 1) and Sχ,µ = Z for all other cases so that {ψn(z) : n ∈ Sχ,µ} is
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a complete set of linearly independent eigen-modes satisfying the condition
(3.2). Now it follows that the eigen-modes of the field φ(x, t) are
φk,n,m(x˜, z, t) = exp
(
2piik1x1
L1
)
. . . exp
(
2piikD−1xD−1
LD−1
)
ψn(z) exp
(
2piimt
β
)
,
with k = (k1, . . . , kD−1) ∈ ZD−1, m ∈ Z, n ∈ Sχ,µ.
As is well-known, up to a normalization constant, the path integral (3.1)
is equal to
Zα;χ,µ =
 ∏
k∈ZD−1
∏
m∈Z
∏
n∈Sχ,µ
′λk,n,m
−1/2 = [det(−∆)α]−1/2,(3.5)
where
λk,n,m =
D−1∑
j=1
(
2pikj
Lj
)2
+
(pi
d
(
n− η
2
))2
+
(
2pim
β
)2α .
The prime ′ in (3.5) indicates the omission of λk,n,m = 0 terms. We com-
pute (3.5) using zeta regularization [54, 55, 56]. Namely, we define the
spectral zeta function
ζα;χ,µ(s) =
∑
k∈ZD−1
∑
m∈Z
∑
n∈Sχ,µ
′λ−s
k,n,m.(3.6)
Then
logZα;χ,µ =
1
2
ζ ′α;χ,µ(0).
Obviously, ζα;χ,µ(s) = ζα;µ,χ(s). In terms of the spectral zeta function, the
Helmholtz free energy can be expressed as
Fα;χ,µ = − 1
2β
ζ ′α;χ,µ(0).(3.7)
We are interested in the limit Li → ∞ for all 1 ≤ i ≤ D − 1. In that case,
instead of the free energy, we consider the free energy density
fα;χ,µ =
Fα;χ,µ
A
, where A = L1 . . . LD−1.(3.8)
As usual, the pressure is related to the free energy by the thermodynamic
formula
Pα;χ,µ = −
(
∂Fα;χ,µ
∂V
)
T
= −
(
∂fα;χ,µ
∂d
)
T
.(3.9)
In order to compute the spectral zeta function ζα;χ,µ(s), recall that the
Epstein Zeta function is defined by (see e.g. [54])
ZE(s; a1, a2;g,h) =
∑
n∈Z2
′ e
2piin.h
(a1(n1 + g1)2 + a2(n2 + g2)2)s
.(3.10)
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Here as usual, the ′ over the summation means that the term n = 0 is
omitted when g = 0. The function ZE(s; a1, a2;g,h) satisfies the functional
equation (see e.g. [54], page 6)
pi−sΓ(s)ZE(s; a1, a2;g,h) =
e−2piig.h√
a1a2
pis−1Γ(1− s)ZE
(
1− s; 1
a1
,
1
a2
;h,−g
)
.
(3.11)
In the following, we carry out the computation of ζ ′α;χ,µ(0) for various
boundary conditions.
3.1. The case χ 6= µ and (χ, µ) 6= (0, 1), (1, 0).
This corresponds to the boundary condition
∂χ
∂xχD
φ(x˜, xD, t)
∣∣∣∣
xD=0
= 0,
∂µ
∂xµD
φ(x˜, xD, t)
∣∣∣∣
xD=d
= 0,
0 < χ < 1, 0 < µ < 1.
In this case, η 6= 0,±1. The zeta function ζα;χ,µ (3.6) is given explicitly by
ζα;χ,µ(s) =
∑
n∈Z
∑
m∈Z
∑
k∈ZD−1
D−1∑
j=1
(
2pikj
Lj
)2
+
(pi
d
(
n− η
2
))2
+
(
2pim
β
)2−αs .
To simplify notation, let
a1 =
(pi
d
)2
, a2 =
(
2pi
β
)2
, c =
η
2
.
As Li →∞ for all 1 ≤ i ≤ D − 1,
ζα;χ,µ(s) =
A
(2pi)D−1
∑
n∈Z
∑
m∈Z
∫
RD−1
dD−1k
1
[|k|2 + a1(n− c)2 + a2m2]αs
(3.12)
=
2pi(D−1)/2A
(2pi)D−1Γ
(
D−1
2
) ∑
(n,m)∈Z2
∫
R
kD−2dk
1
[k2 + a1(n− c)2 + a2m2]αs
=
2pi(D−1)/2A
(2pi)D−1Γ
(
D−1
2
) ∫ ∞
0
kD−2(k2 + 1)−αsdk×
∑
(n,m)∈Z2
1
(a1(n − c)2 + a2m2)αs−[(D−1)/2]
=
A
(4pi)(D−1)/2
Γ
(
αs − D−12
)
Γ(αs)
ZE
(
αs− (D − 1)
2
; a1, a2;g,h
)
,
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with g = (−c, 0),h = 0. From the functional equation (3.11), we find that
ζα;χ,µ(s) =
Api2αs−D
(4pi)(D−1)/2
√
a1a2
Γ
(
D+1
2 − αs
)
Γ(αs)
ZE
(
D + 1
2
− αs; 1
a1
,
1
a2
;h;−g
)(3.13)
=
Api2αs−D
(4pi)(D−1)/2
√
a1a2
Γ
(
D+1
2 − αs
)
Γ(αs)
∑
m∈Z
∑
n∈Z
′ e
2piinc
([n2/a1] + [m2/a2])[(D+1)/2]−αs
.
This gives
ζ ′α;χ,µ(0) =
αA Γ
(
D+1
2
)
2D−1pi(3D−1)/2
√
a1a2
∑
m∈Z
∑
n∈Z
′ e
2piinc
([n2/a1] + [m2/a2])(D+1)/2
=
αA Γ
(
D+1
2
)
2D−1pi(3D−1)/2
√
a1a2
(
2a
(D+1)/2
2 ζR(D + 1)
+ 2a
(D+1)/2
1
∞∑
n=1
cos(2pinc)
nD+1
+ 4
∞∑
m=1
∞∑
n=1
cos(2pinc)
([n2/a1] + [m2/a2])(D+1)/2
)
,
where ζR(s) is the Riemann zeta function. Define
ξ =
d
piβ
=
1
2pi
√
a2
a1
.
In terms of ξ, the free energy density (3.8) is equal to
fα;χ,µ =−
2αΓ
(
D+1
2
)
pi
D+1
2
dD
(
ξD+1ζR(D + 1) +
1
(2pi)D+1
∞∑
n=1
cos(pinη)
nD+1
(3.14)
+ 2ξD+1
∞∑
m=1
∞∑
n=1
cos(pinη)
(m2 + (2piξn)2)(D+1)/2
)
,
and the pressure (3.9) is given by
Pα;χ,µ =
2αΓ
(
D+1
2
)
pi
D+1
2
dD+1
(
ξD+1ζR(D + 1)− D
(2pi)D+1
∞∑
n=1
cos(pinη)
nD+1
(3.15)
+ 2ξD+1
∞∑
m=1
∞∑
n=1
cos(pinη)(m2 −D(2piξn)2)
(m2 + (2piξn)2)(D+3)/2
)
.
By using the formula 9.622 in [57],
B2n(x) =
(−1)n−12(2n)!
(2pi)2n
∞∑
k=1
cos(2pikx)
k2n
,
where B2n is the Bernoulli polynomial of order 2n. In particular, when D =
3, using B4(x) = x
4 − 2x3 + x2 − 1/(30) and ζR(4) = −pi4B4(0)/3 = pi4/90,
10 C.H. EAB1, S.C. LIM2, AND L.P. TEO3
we find that the free energy density and the pressure are given respectively
by
fα;χ,µ = − α
d3
(
pi6ξ4
45
− pi
2
24
B4
(η
2
)
+ 4pi2ξ4
∞∑
m=1
∞∑
n=1
cos(pinη)
(m2 + (2piξn)2)2
)
,
Pα;χ,µ =
α
d4
(
pi6ξ4
45
+
pi2
8
B4
(η
2
)
+ 4pi2ξ4
∞∑
m=1
∞∑
n=1
cos(pinη)(m2 − 3(2piξn)2)
(m2 + (2piξn)2)3
)
.
3.2. The case χ = µ = 0 [Dirichlet Boundary Condition].
In this case, the zeta function ζα;0,0 (3.6) is given by
ζα;0,0(s) =
∞∑
n=1
∑
m∈Z
∑
k∈ZD−1
D−1∑
j=1
(
2pikj
Lj
)2
+
(pin
d
)2
+
(
2pim
β
)2−αs .
(3.16)
Using the same method as in Section 3.1, we obtain
ζα;0,0(s) =
A
(4pi)(D−1)/2
Γ
(
αs − D−12
)
Γ(αs)
∞∑
n=1
∑
m∈Z
1
(a1n2 + a2m2)αs−[(D−1)/2]
(3.17)
=
AΓ
(
αs − D−12
)
2(4pi)(D−1)/2Γ(αs)
(
ZE
(
αs − D − 1
2
; a1, a2
)
− 2a[(D−1)/2]−αs2 ζR(2αs − (D − 1))
)
=
A
2(4pi)(D−1)/2Γ(αs)
(
pi2αs−DΓ
(
D+1
2 − αs
)
√
a1a2
ZE
(
D + 1
2
− αs; 1
a1
,
1
a2
;0,0
)
− 2a(D−1)/2−αs2 pi2αs−D+(1/2)Γ
(
D
2
− αs
)
ζR(D − 2αs)
)
.
Here we have used the functional equation
pi−
s
2Γ
(s
2
)
ζR(s) = pi
s−1
2 Γ
(
1− s
2
)
ζR(1− s)
for Riemann zeta function. The first term in (3.17) is half of the term (3.13)
with η = 0. Therefore, we find that the free energy density and the pressure
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are given respectively by
fα;0,0 =−
αΓ
(
D+1
2
)
pi
D+1
2
dD
(
ξD+1ζR(D + 1) +
ζR(D + 1)
(2pi)D+1
− Γ
(
D
2
)
2
√
piΓ
(
D+1
2
)ξDζR(D)
(3.18)
+ 2ξD+1
∞∑
m=1
∞∑
n=1
1
(m2 + (2piξn)2)(D+1)/2
)
,
Pα;0,0 =
αΓ
(
D+1
2
)
pi
D+1
2
dD+1
(
ξD+1ζR(D + 1)− DζR(D + 1)
(2pi)D+1
+ 2ξD+1
∞∑
m=1
∞∑
n=1
cos(pinη)(m2 −D(2piξn)2)
(m2 + (2piξn)2)(D+3)/2
)
.
In particular, when D = 3,
fα;0,0 = − α
2d3
(
pi6ξ4
45
+
pi2
720
+ 4pi2ξ4
∞∑
m=1
∞∑
n=1
1
(m2 + (2piξn)2)2
− pi
2ξ3
2
ζR(3)
)
,
and
Pα;0,0 =
α
2d4
(
pi6ξ4
45
− pi
2
240
+ 4pi2ξ4
∞∑
m=1
∞∑
n=1
m2 − 3(2piξn)2
(m2 + (2piξn)2)3
)
.
3.3. The case χ = µ 6= 0, 1.
This corresponds to the boundary condition
∂χ
∂xχD
φ(x˜, xD, t)
∣∣∣∣
xD=0
=
∂χ
∂xχD
φ(x˜, xD, t)
∣∣∣∣
xD=d
= 0, 0 < χ < 1.
In this case, η = 0 and the associated zeta function (3.6) becomes
ζα;χ,χ(s) =
∑
(k,n,m)∈ZD+1\{0}
D−1∑
j=1
(
2pikj
Lj
)2
+
(pin
d
)2
+
(
2pim
β
)2−αs ,
(3.19)
which can be written as the sum of two terms
ζα;χ,χ(s) =
∑
k∈ZD−1
∑
(n,m)∈Z2\{(0,0)}
D−1∑
j=1
(
2pikj
Lj
)2
+
(pin
d
)2
+
(
2pim
β
)2−αs
+
∑
k∈ZD−1\{0}
D−1∑
j=1
(
2pikj
Lj
)2−αs = ζ1α;χ,χ(s) + ζ2α;χ,χ(s).
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The first term ζ1α;χ,χ(s) can be computed as in Section 3.1 and the result is
the same as (3.13) with η = 0. For the second term ζ2α;χ,χ(s), we want to
verify in the following that it does not contribute to the free energy density.
We have
ζ2α;χ,χ(s) =2
∑
(k1,...,kD−2)∈ZD−2
∞∑
kD−1=1
D−1∑
j=1
(
2pikj
Lj
)2−αs
+
∑
(k1,...,kD−2)∈ZD−2\{0}
D−2∑
j=1
(
2pikj
Lj
)2−αs = Y1(s) + Y2(s).
In the limit Li →∞ for all 1 ≤ i ≤ D − 1,
Y1(s) =2
∑
(k1,...,kD−2)∈ZD−2
∞∑
kD−1=1
D−1∑
j=1
(
2pikj
Lj
)2−αs
=
2L1 . . . LD−2
(2pi)D−2
∞∑
kD−1=1
∫
RD−2
dD−2k
(
|k|2 +
(
2pikD−1
LD−1
)2)−αs
=
4pi(D−2)/2L1 . . . LD−2
(2pi)D−2Γ
(
D−2
2
) ∞∑
kD−1=1
∫ ∞
0
kD−3
(
k2 +
(
2pikD−1
LD−1
)2)−αs
dk
=
2pi(D−2)/2L1 . . . LD−2
(2pi)D−2
Γ
(
αs− D−22
)
Γ(αs)
∞∑
kD−1=1
(
2pikD−1
LD−1
)D−2−2αs
=
2pi(D−2)/2L1 . . . LD−2
(2pi)D−2
(
2pi
LD−1
)D−2−2αs Γ (αs− D−22 )
Γ(αs)
ζR(2αs − (D − 2))
=
pi2αs−
3(D−2)+1
2 L1 . . . LD−2
2D−3Γ(αs)
(
2pi
LD−1
)D−2−2αs
Γ
(
D − 1
2
− αs
)
ζR(D − 1− 2αs).
Therefore,
Y ′1(0) =
pi−
3(D−2)+1
2 L1 . . . LD−2
2D−3Γ(αs)
(
2pi
LD−1
)D−2
Γ
(
D − 1
2
)
ζR(D − 1)
and the limit limLi→∞
(
Y ′1(0)/(L1 . . . LD−1)
)
vanishes. Similarly, the limit
limLi→∞
(
Y ′2(0)/(L1 . . . LD−1)
)
= 0. Consequently, the contribution to the
free energy density only comes from ζ1α;χ,χ
′(0) and we find that the free
energy density and the pressure in this case are given respectively by (3.14)
and (3.15) by putting η = 0. In particular, when D = 3,
fα;χ,χ =− α
d3
(
pi6ξ4
45
+
pi2
720
+ 4pi2ξ4
∞∑
m=1
∞∑
n=1
1
(m2 + (2piξn)2)2
)
,(3.20)
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Pα;χ,χ =
α
d4
(
pi6ξ4
45
− pi
2
240
+ 4pi2ξ4
∞∑
m=1
∞∑
n=1
m2 − 3(2piξn)2
(m2 + (2piξn)2)3
)
.
3.4. The case χ = µ = 1 [Neumann Boundary Condition].
In this case, the corresponding zeta function (3.6) is given by
ζα;1,1 =
∞∑
n=0
∑
m∈Z
∑
k∈ZD−1
′
D−1∑
j=1
(
2pikj
Lj
)2
+
(pin
d
)2
+
(
2pim
β
)2−αs .
It is easy to see that the sum of ζα;1,1 with ζα;0,0 (3.16) gives ζα;χ,χ, χ 6= 0, 1
(3.19). Therefore
ζ ′α;1,1(0) = ζ
′
α;χ,χ(0) − ζ ′α;0,0(0).
We obtain from (3.18) in Section 3.2 and (3.14) in Section 3.1 (with η = 0)
that in this case, the free energy density is given by
fα;1,1 =−
αΓ
(
D+1
2
)
pi
D+1
2
dD
(
ξD+1ζR(D + 1) +
ζR(D + 1)
(2pi)D+1
+
Γ
(
D
2
)
2
√
piΓ
(
D+1
2
)ξDζR(D)
+ 2ξD+1
∞∑
m=1
∞∑
n=1
1
(m2 + (2piξn)2)(D+1)/2
)
,
and the pressure Pα;1,1 = Pα;0,0. In particular, when D = 3,
fα;1,1 = − α
2d3
(
pi6ξ4
45
+
pi2
720
+ 4pi2ξ4
∞∑
m=1
∞∑
n=1
1
(m2 + (2piξn)2)2
+
pi2ξ3
2
ζR(3)
)
.
3.5. The case (χ, µ) = (1, 0) or (0, 1) [Boyer Boundary Condition].
In this case, the corresponding zeta function (3.6) becomes
ζα;0,1(s) =
∞∑
n=1
∑
m∈Z
∑
k∈ZD−1
D−1∑
j=1
(
2pikj
Lj
)2
+
(
pi
d
(
n− 1
2
))2
+
(
2pim
β
)2−αs .
Observe that
ζα;0,1(s) =
1
2
∑
n∈Z
∑
m∈Z
∑
k∈ZD−1
D−1∑
j=1
(
2pikj
Lj
)2
+
(
pi
d
(
n− 1
2
))2
+
(
2pim
β
)2−αs .
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Therefore, we can obtain the free energy density for this case by multiplying
(3.14) in Section 3.1 by 1/2 and setting η = 1. This gives us
fα;0,1 =−
αΓ
(
D+1
2
)
pi
D+1
2
dD
(
ξD+1ζR(D + 1)− 1− 2
−D
(2pi)D+1
ζR(D + 1)
+ 2ξD+1
∞∑
m=1
∞∑
n=1
(−1)n
(m2 + (2piξn)2)(D+1)/2
)
,
and
Pα;0,1 =
αΓ
(
D+1
2
)
pi
D+1
2
dD+1
(
ξD+1ζR(D + 1)− D(1− 2
−D)
(2pi)D+1
ζR(D + 1)
+ 2ξD+1
∞∑
m=1
∞∑
n=1
(−1)n(m2 −D(2piξn)2)
(m2 + (2piξn)2)(D+3)/2
)
.
When D = 3,
fα;0,1 = − α
2d3
(
pi6ξ4
45
− 7
8
pi2
720
+ 4pi2ξ4
∞∑
m=1
∞∑
n=1
(−1)n
(m2 + (2piξn)2)2
)
,(3.21)
Pα;0,1 =
α
2d4
(
pi6ξ4
45
+
7
8
pi2
240d4
+ 4pi2ξ4
∞∑
m=1
∞∑
n=1
(−1)n(m2 − 3(2piξn)2)
(m2 + (2piξn)2)3
)
.
The results obtained for various boundary conditions can now be summa-
rized in the following compact form:
fα;χ,µ =−
σχ,µαΓ
(
D+1
2
)
pi
D+1
2
dD
(
ξD+1ζR(D + 1) +
1
(2pi)D+1
∞∑
n=1
cos(pinη)
nD+1
(3.22)
+ 2ξD+1
∞∑
m=1
∞∑
n=1
cos(pinη)
(m2 + (2piξn)2)(D+1)/2
+ ωχ,µ
Γ
(
D
2
)
2
√
piΓ
(
D+1
2
)ξDζR(D)),
Pα;χ,µ =
σχ,µαΓ
(
D+1
2
)
pi
D+1
2
dD+1
(
ξD+1ζR(D + 1)− D
(2pi)D+1
∞∑
n=1
cos(pinη)
nD+1
+ 2ξD+1
∞∑
m=1
∞∑
n=1
cos(pinη)(m2 −D(2piξn)2)
(m2 + (2piξn)2)(D+3)/2
)
.
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where
σχ,µ =
{
1, if (χ, µ) = (0, 0), (0, 1), (1, 0), (1, 1);
2, else.
ωχ,µ =

1, if (χ, µ) = (1, 1);
−1, if (χ, µ) = (0, 0);
0, else.
Tracking back the derivation of formula (3.22), we can also write the free
energy density as (see (3.13))
fα;χ,µ = −
σχ,µαdΓ
(
D+1
2
)
2D+2pi
3(D+1)
2
ZE
(
D + 1
2
;
1
a1
,
1
a2
; 0,−g
)
− σχ,µωχ,µ
αpi
D
2 Γ
(
D
2
)
2dD
ξDζR(D),
(3.23)
with g = (−η/2, 0).
3.6. Casimir Energy of Electromagnetic field confined between par-
allel walls.
As is well known (see e.g. [53]), the Casimir energy of electromagnetic
field in four dimensional space–time confined between two infinite parallel
plates can be computed using almost the same setup as the massless scalar
field with D = 3 and α = 1. More specifically, since there are two transverse
polarization for electromagnetic fields, its free energy will be twice that of
the massless scalar field. In the case when the two parallel plates are both
perfectly conduction, except for the factor of two, it is almost equivalent to
the Dirichlet boundary condition. However, as pointed out in [58, 53, 59],
an additional 1/2 of the n = 0 modes must be added. This amounts to the
omission of the second term in (3.17). Therefore, the Casimir energy density
for the fractional electromagnetic field is given by
fCas = − α
d3
(
pi6ξ4
45
+
pi2
720
+ 4pi2ξ4
∞∑
m=1
∞∑
n=1
1
(m2 + (2piξn)2)2
)
,(3.24)
in perfect agreement with the result obtained in [60] when α = 1. In Boyer’s
setup, where one plate is perfectly conduction and the other is infinitely
permeable, the result for electromagnetic field should be twice the result for
massless scalar field under Boyer’s boundary condition. In fact, when D = 3
and α = 1, twice of the formula (3.21) agree with the result obtained in [33].
By these comparisons with electromagnetic field, one can provide a heuris-
tic interpretation regarding the fractional Neumann boundary conditions
(3.2) imposed on the parallel plates as their deviation from the perfect con-
ductivity and infinite permeability.
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4. Low and High Temperature Expansion and Limit of the Free
Energy Density
In this section, we consider the low and high temperature limits of the
free energy density. For this purpose, a generalization of the Chowla–Selberg
formula for Epstein zeta function (see e.g. [61, 62]) is particularly useful.
We have
ZE(s; c1, c2; 0;h) − 2
∞∑
n=1
cos(2pinh1)
(c1n2)s
=
2
Γ(s)
∞∑
m=1
cos(2pimh2)
∫ ∞
0
ts−1
∞∑
n=−∞
e−t(c1n
2+c2m2)+2piinh1dt
=
2
√
pi√
c1 Γ(s)
∞∑
m=1
cos(2pimh2)
∫ ∞
0
ts−(3/2)
∞∑
n=−∞
e
−t(c2m2)−
pi2
tc1
(n−h1)2dt.
Here we have used the Poisson summation formula. If h1 = 0, then we have
to separate the n = 0 term and obtain
ZE(s; c1, c2; 0;h) = 2c
−s
1 ζR(2s) +
2
√
pi Γ
(
s− 12
)
c
s−(1/2)
2
√
c1 Γ(s)
∞∑
m=1
cos(2pimh2)
m2s−1
(4.1)
+
8
√
pi√
c1 Γ(s)
∞∑
n=1
∞∑
m=1
cos(2pimh2)
(
pin√
c1c2m
)s−(1/2)
Ks−(1/2)
(
2pi
√
c2
c1
mn
)
.
If 0 < h1 < 1, then
ZE(s; c1, c2; 0;h) = 2c
−s
1
∞∑
n=1
cos(2pinh1)
n2s
(4.2)
+
4
√
pi√
c1 Γ(s)
∞∑
n=−∞
∞∑
m=1
cos(2pimh2)
(
pi|n − h1|√
c1c2m
)s−(1/2)
Ks−(1/2)
(
2pi
√
c2
c1
m|n− h1|
)
.
4.1. Low Temperature Expansion.
By taking c1 = 1/a1, c2 = 1/a2,h = (η/2, 0) in (4.1) and (4.2) , we have
the low temperature (T ≪ 1 or ξ ≪ 1) expansion of the free energy density
(3.23), i.e. when η = 0,
fα;χ,µ =−
σχ,µαdΓ
(
D+1
2
)
2D+2pi
3(D+1)
2
(
2piD+1
dD+1
ζR(D + 1) + (1 + ωχ,µ)
2D+1pi2D+(3/2)Γ
(
D
2
)
dD+1Γ
(
D+1
2
) ξDζR(D)
+
2(D/2)+3pi2D+(3/2)ξD/2
dD+1Γ
(
D+1
2
) ∞∑
m=1
∞∑
n=1
( n
m
)D/2
KD/2
(
nm
ξ
))
,
CASIMIR EFFECT OF MASSLESS FRACTIONAL KLEIN-GORDON FIELD 17
and when η 6= 0,
fα;χ,µ =−
σχ,µαdΓ
(
D+1
2
)
2D+2pi
3(D+1)
2
(
2
(pi
d
)D+1 ∞∑
m=1
cos(pinη)
nD+1
+
2(D/2)+2pi2D+(3/2)ξD/2
dD+1Γ
(
D+1
2
) ∞∑
m=1
∞∑
n=−∞
(
1
m
∣∣∣n− η
2
∣∣∣)D/2KD/2(∣∣∣n− η2 ∣∣∣ mξ
))
.
From [63], pg 223 , we have the following asymptotic expansion for KD/2(z):
Kν(z) ∼
√
pi
2z
e−z
(
1 +
∞∑
k=1
(ν, k)
(2z)k
)
,(4.3)
where
(ν, k) =
1
22kk!
k∏
i=1
(
4ν2 − (2i− 1)2).
When ν is equal to half of an odd integer, the sum in (4.3) is finite and the
right hand side of (4.3) is the exact formula for Kν(z). From the asymptotic
expansion (4.3), we see that when ξ → 0,
∞∑
m=1
∞∑
n=1
( n
m
)D/2
KD/2
(
nm
ξ
)
is exponentially decay and the leading term is obtained by setting m = n =
1, which results in
∞∑
m=1
∞∑
n=1
( n
m
)D/2
KD/2
(
nm
ξ
)
∼
√
piξ
2
(
1 +
∞∑
k=1
(D/2, k)
2k
ξk
)
e−
1
ξ +O
(
e−
2
ξ
)
.
Similarly, when 0 < η < 1, the m = 1, n = 0 term gives
∞∑
m=1
∞∑
n=−∞
(
1
m
∣∣∣n− η
2
∣∣∣)D/2KD/2(∣∣∣n− η2 ∣∣∣ mξ
))
∼
(η
2
)(D−1)/2√piξ
2
(
1 +
∞∑
k=1
(D/2, k)
ηk
ξk
)
e−
η
2ξ +O
(
e−
min{η,1−(η/2)}
ξ
)
.
When η = 1, the m = 1, n = ±1 terms give
∞∑
m=1
∞∑
n=−∞
(
1
m
∣∣∣n− η
2
∣∣∣)D/2KD/2(∣∣∣n− η2 ∣∣∣ mξ
))
∼ 1
2(D−2)/2
√
piξ
(
1 +
∞∑
k=1
(D/2, k)ξk
)
e−
1
2ξ +O
(
e−
1
ξ
)
.
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These imply that for low temperature T ≪ 1, when η = 0,
fα;χ,µ =− σχ,µα
dD
(
Γ
(
D+1
2
)
2D+1pi(D+1)/2
ζR(D + 1) + (1 + ωχ,µ)
piD/2Γ
(
D
2
)
2
ξDζR(D)
(4.4)
+
(piξ)(D+1)/2
2(D−1)/2
(
1 +
∞∑
k=1
(D/2, k)
2k
ξk
)
e
− 1
ξ
)
+O
(
e
− 2
ξ
)
,
when 0 < η < 1,
fα;χ,µ =− σχ,µα
dD
(
Γ
(
D+1
2
)
2D+1pi(D+1)/2
∞∑
m=1
cos(pinη)
nD+1
(4.5)
+
(piξ)(D+1)/2η(D−1)/2
2D
(
1 +
∞∑
k=1
(D/2, k)
ηk
ξk
)
e
− η
2ξ
)
+O
(
e
−min{η,1−(η/2)}
ξ
)
,
and finally when η = 1,
fα;χ,µ =− σχ,µα
dD
(
− Γ
(
D+1
2
)
2D+1pi(D+1)/2
(1− 2−D)ζR(D + 1)(4.6)
+
(piξ)(D+1)/2
2D−1
(
1 +
∞∑
k=1
(D/2, k)ξk
)
e−
1
2ξ
)
+O
(
e−
1
ξ
)
.
From these, we also find that the zero temperature energy density is
f0α;χ,µ =−
σχ,µα
dD
Γ
(
D+1
2
)
2D+1pi(D+1)/2
∞∑
m=1
cos(pinη)
nD+1
.
This term depends on η. For D = 2, 3, 4, 5, the relation between the nor-
malized zero temperature energy density dDf0α;0,η and η is shown in Figure
1. When η = 0, its value
f0α;χ,µ =−
σχ,µα
dD
Γ
(
D+1
2
)
2D+1pi(D+1)/2
ζR(D + 1)
is negative, and when η = 1, its value
f0α;χ,µ =−
σχ,µα
dD
Γ
(
D+1
2
)
2D+1pi(D+1)/2
∞∑
n=1
(−1)n
nD+1
=(1− 2−D)σχ,µα
dD
Γ
(
D+1
2
)
2D+1pi(D+1)/2
ζR(D + 1)
is positive. We are going to show in the Appendix that the function
Bn(x) =
∞∑
k=1
cos(2pikx)
kn
, 0 ≤ x ≤ 1, n ≥ 2(4.7)
CASIMIR EFFECT OF MASSLESS FRACTIONAL KLEIN-GORDON FIELD 19
0 0.2 0.4 0.6 0.8 1
−0.05
−0.04
−0.03
−0.02
−0.01
0
0.01
0.02
0.03
0.04
eta
N
or
m
al
iz
ed
 E
ne
rg
y 
De
ns
ity
D=2
D=3
D=4
D=5
Figure 1. The normalized zero temperature free energy
density dDf0α;0,η for D = 2, 3, 4, 5 and α = 1. The horizontal
axis is the η axis.
is increasing in the interval [0, 1/2]. Consequently, when η changes from 0
to 1, the zero temperature energy density increases, and it changes from
negative to positive, so that the nature of the force in the system changes
accordingly from attractive to repulsive. For a specific D, there is a transi-
tion value ηD so that the force is attractive when η ∈ [0, ηD) and the force
is repulsive when η ∈ (ηD, 1]. We tabulate some values of ηD in Table 6.1.
Table 6.1
D ηD D ηD
2 0.4226 3 0.4617
4 0.4807 5 0.4902
6 0.4951 7 0.4975
From this table, we see that ηD is an increasing function of D. We have
verified numerically that this is true for all D ≤ 45. On the other hand, we
can in fact show mathematically that ηD < 0.5 for all D (see Appendix). In
Figure 2, we show the graph of ηD as a function of D.
From (4.4), (4.5) and (4.6), we also find that when χ 6= µ or (χ, µ) = (0, 0),
the thermal correction to the zero temperature energy decays exponentially,
whereas if χ = µ 6= 0, there is a term proportional to TD.
When ξ ≪ 1, the dependence of the normalized free energy density on ξ
and η = µ− χ for D = 3 is shown in Figure 3 and Figure 4.
4.2. High Temperature Expansion.
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Figure 3. The normalized free energy density dDfα;0,η for
D = 3 and α = 1. The x and y axes are the ξ (xi) and η
(eta) axes.
Take c1 = 1/a2, c2 = 1/a1,h = (0, η/2) in (4.1), we have the high tem-
perature (T ≫ 1 or ξ ≫ 1) expansion of the free energy density (3.23),
.i.e.
fα;χ,µ =−
σχ,µαdΓ
(
D+1
2
)
2D+2pi
3(D+1)
2
(
2
(
2pi2ξ
d
)D+1
ζR(D + 1) +
4piD+(5/2)Γ
(
D
2
)
dD+1Γ
(
D+1
2
) ξ ∞∑
n=1
cos(pinη)
nD
+
2(D/2)+4pi2D+(5/2)
dD+1Γ
(
D+1
2
) ξ(D+2)/2 ∞∑
n=1
∞∑
m=1
cos(pinη)
(m
n
)D/2
KD/2
(
4pi2mnξ
))
.
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Figure 4. The normalized free energy density dDfα;0,η for
D = 3 and α = 1 when ξ = 0, 0.05, 0.1, 0.15, 0.2 respectively.
Using the asymptotic expansion of the modified Bessel function (4.3), we
find that if T ≫ 1 (or equivalently ξ ≫ 1),
fα;χ,µ ∼− σχ,µα
dD
(
pi(D+1)/2Γ
(
D + 1
2
)
ζR(D + 1)ξ
D+1 +
Γ
(
D
2
)
2Dpi(D/2)−1
ξ
∞∑
n=1
cos(pinη)
nD
(4.8)
+
pi(D+1)/2
2(D−1)/2
cos(piη)ξ(D+1)/2
(
1 +
∞∑
k=1
(D/2, k)
(8pi2ξ)k
)
e−4pi
2ξ
)
+O
(
e−8pi
2ξ
)
.
The leading term
f∞,1α;χ,µ = −
σχ,µα
dD
pi(D+1)/2Γ
(
D + 1
2
)
ζR(D + 1)ξ
D+1
is proportional to TD+1, and is independent of η. When D = 3, it gives
f∞,1α;χ,µ = −σχ,µα
pi2d
90
T 4,
which is called the Stefan-Boltzmann term. The next leading term of the
energy density at high temperature is proportional to T , with proportional-
ity constant depends on η. The rest of the terms decay exponentially. From
this, we can conclude that when the temperature is large enough, the effect
of different boundary conditions is not significant and the system exhibits a
universal behavior regardless of the boundary conditions. When ξ ≫ 1, the
dependence of the normalized free energy density on ξ and η = µ − χ for
D = 3 is shown in Figure 5.
As we explain in Section 3.6, if we take σχ,µ = 2, ωχ,µ = 0, α = 1, η = 0
and D = 3 in the energy density fα;χ,µ (3.23), we obtain the Casimir energy
for electromagnetic fields confined between perfectly conducting parallel in-
finite plates (3.24). Therefore, we obtain from (4.4) and (4.8) the low and
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Figure 5. The normalized free energy density dDfα;0,η for
D = 3 and α = 1. The x and y axes are the η (eta) and ξ
(xi) axes.
high temperature limit of the Casimir energy (3.24):
fCas ∼− 1
d3
(
pi2
720
+
pi2
2
ζR(3)ξ
3 + pi2
(
ξ2 + ξ3
)
e−
1
ξ
)
+O
(
e−
2
ξ
)
, ξ ≪ 1,
fCas ∼− 1
d3
(
pi6
45
ξ4 +
ξ
8
ζR(3) +
(
pi2ξ2 +
ξ
4
)
e−4pi
2ξ
)
+O
(
e−8pi
2ξ
)
, ξ ≫ 1,
agree with the result of [60]. On the other hand, if we take σχ,µ = 2,
ωχ,µ = 0, α = 1, η = 1 and D = 3, we obtain the Casimir energy for
electromagnetic fields confined between one perfectly conducting and one
infinitely permeable parallel infinite plates. Therefore, from (4.6) and (4.8),
we find that the low and high temperature limits of the Casimir energy
density of this system are
− 1
d3
(
− 7pi
2
5760
+ pi2
(
ξ2
2
+ ξ3
)
e−
1
2ξ
)
+O
(
e−
1
ξ
)
, ξ ≪ 1,
− 1
d3
(
pi6
45
ξ4 − 3
32
ζR(3)ξ −
(
pi2ξ2 +
ξ
4
)
e−4pi
2ξ
)
+O
(
e−8pi
2ξ
)
, ξ ≫ 1.
These agree with the results in [33].
5. Temperature Inversion Symmetry
Since the observation of the symmetry between low and high tempera-
ture exhibited by the Casimir energy between perfectly conduction parallel
plates (3.24) pointed out by Brown and Maclay in [60], there have been a
number of papers devoted to the discussion of the temperature inversion
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symmetry of different systems [33, 34, 35, 36, 37, 38, 39]. Here we want
to point out the mathematical origin of this symmetry, and show that in
some particular cases, the free energy density (3.22) exhibits temperature
inversion symmetry.
Observe that when h = 0 = g, the Epstein zeta function (3.10) is com-
pletely symmetric with respect to a1 and a2. In particular, if we define
Hs(w) =
∑
(n1,n2)∈Z2
′ 1(
n21 + (n2w)
2
)s = ZE(s; 1, w2;0,0),
then
ZE(s; a1, a2;0,0) = a
−s
1 Hs
(√
a2
a1
)
= a−s2 Hs
(√
a1
a2
)
.
The symmetry of the Epstein zeta function expressed usingHs is the relation
Hs(w) = w
−2sHs
(
1
w
)
.(5.1)
In our case,
√
a2/a1 = 2piξ = 2dT and formulas in the form (5.1) precisely
gives a relation between low and high temperature.
Using the formula (3.23) for free energy density, when χ = µ, we have
g = 0 and therefore
dDfα;χ,χ =−
σχ,µαΓ
(
D+1
2
)
2D+2pi
3(D+1)
2
dD+1a
D+1
2
2 HD+1
2
(√
a2
a1
)
− σχ,µωχ,µ
αpi
D
2 Γ
(
D
2
)
2
ξDζR(D).
The second term is zero except when χ = µ = 0 or 1. The first term,
denoted by F0, is a function of ξ and is equal to
F0(ξ) =−
σχ,µαΓ
(
D+1
2
)
pi
D+1
2
2
ξD+1HD+1
2
(2piξ) .
From (5.1), it satisfies the inversion symmetry
F0(ξ) = (2piξ)D+1F0
(
1
4pi2ξ
)
.
For D = 3, α = 1, this is precisely the symmetry observed in [60, 36] for
electromagnetic field confined between parallel perfectly conducting plates.
Therefore, when χ = µ 6= 0, 1, the normalized free energy density of a
massless fractional Klein-Gordon field confined between two parallel hyper-
planes dDfα;χ,µ has a complete temperature inversion symmetry. When
χ = µ = 0, 1, the symmetry is broken by a term proportional to ξDζR(D).
When η = ±1 or equivalently, (χ, µ) = (0, 1) or (1, 0), from (3.23) we
have
dDfα;0,1 =−
αΓ
(
D+1
2
)
2D+2pi
3(D+1)
2
(
√
a1a2d)
D+1
∑
m∈Z
∑
n∈Z
′ (−1)n
(a1m2 + a2n2)(D+1)/2
.
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We can rewrite the double sum as
∑
m∈Z
∑
n∈Z
′ (−1)n
(a1m2 + a2n2)(D+1)/2
=2
∑
m∈Z
∑
n∈Z
′ 1
(a1m2 + a2(2n)2)(D+1)/2
−
∑
m∈Z
∑
n∈Z
′ 1
(a1m2 + a2n2)(D+1)/2
.
Therefore, the normalized free energy density dDfα;0,1 can be written as a
sum of two functions in ξ, 1F1(ξ) and 2F1(ξ) where
1F1(ξ) =− αΓ
(
D + 1
2
)
pi
D+1
2 ξD+1HD+1
2
(4piξ) ,
2F1(ξ) =α
2
Γ
(
D + 1
2
)
pi
D+1
2 ξD+1HD+1
2
(2piξ) .
Using (5.1), we find that each of these functions satisfies an inversion sym-
metry
1F1(ξ) = (4piξ)D+1 1F1
(
1
16pi2ξ
)
, 2F1(ξ) = (2piξ)D+1 2F1
(
1
4pi2ξ
)
.
When D = 3, α = 1, this is what observed in [33] for electromagnetic field
confined between parallel plates under Boyer’s setup.
For generic η, there was no temperature inversion symmetry since the
components in g are not symmetric. However, for some particular rational
values of η, we can use the same trick as in the case η = 1 and write the
normalized energy density as a sum of a few functions such that each of
them has temperature inversion symmetry. For example, when η = 2/3,
using the fact that when f(x) is an even function,
∑
n∈Z
epiinηf(n) =f(0) + 2
( ∑
n≥1,n≡0 mod 3
f(n) +
∑
n≥1,n≡1 mod 3
cos
(
2pi
3
)
f(n)
+
∑
n≥1,n≡2 mod 3
cos
(
4pi
3
)
f(n)
)
=f(0) + 3
∑
n≥1,n≡0 mod 3
f(n)−
∞∑
n=1
f(n)
=
3
2
∑
n∈Z
f(3n)− 1
2
∑
n∈Z
f(n),
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we can write dDfα;χ,χ±(2/3) as a sum of two functions 1F2(ξ), 2F2(ξ) given
by
1F2(ξ) =− 3
2
αΓ
(
D + 1
2
)
pi
D+1
2 ξD+1HD+1
2
(6piξ) ,
2F2(ξ) =α
2
Γ
(
D + 1
2
)
pi
D+1
2 ξD+1HD+1
2
(2piξ) .
Each of these functions satisfies temperature inversion symmetry
1F2(ξ) = (6piξ)D+1 1F2
(
1
36pi2ξ
)
, 2F2(ξ) = (2piξ)D+1 2F2
(
1
4pi2ξ
)
.
6. Conclusion
We have introduced a new type of boundary condition called fractional
Neumann condition which involves vanishing fractional derivative of the field
in the study of Casimir effect of fractional massless Klein-Gordon field con-
fined between a pair of parallel plates. By imposing this fractional Neumann
conditions on the plates allows the interpolation between the usual Dirichlet
and Neumann conditions. Our results indicate that there exists a transition
value for the difference between the orders of the fractional Neumann condi-
tions in the two plates for which the Casimir force changes from attractive
to repulsive (or vice versa). It is interesting to note that for sufficiently
high temperature, the Hemholtz free energy density is dominated by a term
independent of boundary conditions. Conditions for temperature inversion
symmetry to hold are also discussed.
We would also like to point out that despite a few decades of work on tem-
perature dependence of Casimir effect, there still exist debates on this topic.
The main issue of the recent controversy lies in the thermodynamic con-
sistency of the computed Casimir force between real metals and the Drude
dispersion relation (see references [64, 65, 66, 67, 68] for both sides of the
controversy). It has to do with the controversy of inclusion/exclusion of
the TE (transverse electric) zero mode. Some authors [69, 70, 71] claimed
that the Drude relation does not provide a consistent explanation of re-
cent experimental results, in particular it is in conflict with the Nernst
theorem. They proposed to replace the Drude relation by the plasma re-
lation. On the other hand, Hoye, Brevik, Aarseth, Ellingsen and Milton
[65, 67, 72, 73, 74, 75, 76, 77, 78] have argued in favor of the exclusion of the
TE zero mode. They have derived analytical results using Euler-Maclaurin
formula, which in the limit T → 0 are consistent with the Nernst theorem
[79]. They have also carried out numerical calculation of the free energy
and obtained results which agree with analytic results to a high degree of
accuracy. These authors also proposed an experimental setup to test such
results [78]. We plan to discuss in detail the Casimir energy of fractional
electromagnetic field and the issue of inclusion/exclusion of the TE zero
mode in a future work.
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Finally, we would like to suggest some other possible directions for further
work. The extension of our discussion to a p–dimensional cavity embedded
in D–dimensional space, with p ≤ D is currently under consideration. How-
ever for the generalization of the above results to non-flat space is likely to
encounter highly non-trivial mathematical problems since one needs to deal
with fractional operators in curved space. Another interesting generalization
involves fractional Klein-Gordon field with fractional Neumann boundary
conditions of variable fractional order, which allows variable Casimir energy
or force at different point in space. Such a problem again requires results
from derivatives and integrations of fractional variable order, a subject which
is still at its infancy.
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Appendix A. The Function Bn(x)
In this appendix, we are going to show that the function (4.7)
Bn(x) =
∞∑
k=1
cos(2pikx)
kn
is increasing and has exactly one zero in the interval [0, 1/2]. We are also
going to show that this unique zero is less than 1/4.
First, we show that Bn(x) is increasing and has exactly one zero in the
interval [0, 1/2]. As a matter of fact, for n even, the function Bn(x) is well
known. From 9.622 of [57], we have
B2n(x) = (−1)n−1 (2pi)
2n
2(2n)!
B2n(x), 0 ≤ x ≤ 1,(A.1)
where Bk(x) is the k-th Bernoulli polynomial defined by
tetx
et − 1 =
∞∑
k=0
Bk(x)
k!
tk.
The explicit formula for Bk(x) for 1 ≤ k ≤ 5 is given in Table A.1.
Table A.1
k Bk(x)
1 x− 12
2 x2 − x+ 16
3 x3 − 32x2 + 12x
4 x4 − 2x3 + x2 − 130
5 x5 − 52x4 + 53x3 − 16x
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It is well known that for all k ≥ 1, B′k+1(x) = (k + 1)Bk(x). From 9.622
of [57] again, we have
B2n−1(x) =
(−1)n2(2n − 1)!
(2pi)2n−1
∞∑
k=1
sin(2kpix)
k2n−1
,
{
k = 1, 0 < x < 1
k ≥ 2, 0 ≤ x ≤ 1 .
(A.2)
From this it is easy to verify that B2n(x) is increasing and has exactly one
zero in the interval [0, 1/2] (see e.g. [80]). For convenience, we repeat the
argument here. As is easily verify from (A.1),
B2n(0) =2(−1)n−1 (2n)!
(2pi)2n
ζR(2n),
B2n(1/2) =2(1 − 21−2n)(−1)n (2n)!
(2pi)2n
ζR(2n),
which shows that B2n(0) and B2n(1/2) has opposite sign and is nonzero.
It also implies that B2n(x) must has at least one zero in [0, 1/2]. On the
other hand, we find from (A.2) that B2k+1(0) = B2k+1(1/2) = 0 for all
k ≥ 1. Now if for some j ≥ 1, B2j(x) has two zeros in [0, 1/2], then its
derivative 2jB2j−1(x) has a zero in (0, 1/2). Since B2j−1(0) = B2j−1(1/2) =
0, this in turn implies that its derivative (2j − 1)B2j−2(x) has two zeros in
[0, 1/2]. Continuing this argument, we find that B1(x) must have a zero in
(0, 1/2). This gives a contradiction since B1(x) = x − (1/2) does not have
any zero in (0, 1/2). This shows that B2n(x) has exactly one zero in the
interval [0, 1/2] and B2n−1(x) does not have any zero in the open interval
(0, 1/2). The latter implies that B2n−1(x) must be either always nonnegative
or always nonpositive in the interval (0, 1/2). Therefore, B2n(x) is monotone
in [0, 1/2]. This completes our argument for B2n(x).
To verify the statement for B2n−1(x), n ≥ 1, we define the functions
Dn(x) =
∞∑
k=1
sin(2kpix)
kn
,
{
n = 1, 0 < x < 1
n ≥ 2, 0 ≤ x ≤ 1
and let
C2n−1(x) =
(−1)n−1
(2pi)2n−1
B2n−1(x), C2n(x) =
(−1)n−1
(2pi)2n
D2n(x)
for all n ≥ 1. Then it is easy to verify that C ′n+1(x) = Cn(x). Moreover, for
all n ≥ 1,
C2n+1(0) =
(−1)n
(2pi)2n+1
ζR(2n + 1),
C2n+1(1/2) =− (1− 2−2n) (−1)
n
(2pi)2n+1
ζR(2n + 1),
28 C.H. EAB1, S.C. LIM2, AND L.P. TEO3
C2n(0) = C2n(1/2) = 0. On the other hand, for 0 < x < 1,
B1(x) + iD1(x) =
∞∑
k=1
e2piikx
k
= − log (1− e2piix) = − log(2 sin(pix))− ipi(x− 1
2
)
.
Therefore,
C1(x) =
1
2pi
B1(x) = − 1
2pi
log(2 sin(pix))
and it is easy to verify that C1(x) is decreasing on (0, 1/2), positive on
(0, 1/6), negative on (1/6, 1/2] and zero at x = 1/6. Since C ′2(x) = C1(x),
we find that C2 is strictly increasing on [0, 1/6] and strictly decreasing on
[1/6, 1/2]. Since C2(0) = C2(1/2) = 0, C2(x) > 0 for all x ∈ (0, 1/2). The
same argument used for B2n then shows that C2n+1(x) is monotone and
has exactly one zero in the interval [0, 1/2], thus verifying the statement for
B2n−1(x).
Now since Bn(0) = ζR(n) > 0, Bn(1/2) = −(1−21−n)ζR(n) < 0, to show
that the unique zero of Bn(x) is less than 1/4, it is enough to show that
Bn(1/4) < 0. A straightforward computation gives
Bn
(
1
4
)
= − 1
2n
+
1
4n
− 1
6n
+
1
8n
+ . . . =
1
2n
Bn
(
1
2
)
< 0,
verifying our claim.
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