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1. Introduction and the main results
Essential in many bifurcation problems is the study of the limit cycles occurring in quadratic polynomials perturbations
of the planar quadratic system
x˙ = Hy(x, y)
M(x, y)
+ ε f (x, y), y˙ = −Hx(x, y)
M(x, y)
+ εg(x, y), (1)
where H(x, y) is a ﬁrst integral of system (1)ε=0 with the integrating factor M(x, y), f (x, y) and g(x, y) are quadratic
polynomials in x, y, and ε is a small parameter. Suppose that system (1)ε=0 has at least one center surrounded by the
compact connected component of real algebraic curve H(x, y) = h. The general problem of estimating the number of limit
cycles under a quadratic polynomial perturbations is usually reduced to counting the number of zeros of the displacement
function
d(h, ε) = εM1(h) + ε2M2(h) + O
(
ε3
)
, (2)
where d(h, ε) is deﬁned on a section to the ﬂow, which is parameterized by the Hamiltonian value h. The zeros of the
ﬁrst non-vanish Melnikov function Mk(h) in (2) determine the limit cycles in (1) emerging from periodic orbits of the
system (1)ε=0. For this reason the ﬁrst non-vanish integral Mk(h) is called sometimes the generating function. As well known
(see [9]), one can always choose a particular quadratic perturbations so that the corresponding Mk(h) would have the
possible maximum of zeros within the whole class of quadratic perturbations.
For some results concerned with the cyclicity of the period annulus for quadratic system under quadratic perturbations,
we refer to [1,3,6,9–13,18,21,22] and references therein. Recently the author of [2] has proved that there are 6 classes of
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reversible Lotka–Volterra centers whose phase portraits contain only elliptic curves (also see the cases (rlv1)–(rlv6) of [3]).
The center whose (generic complexiﬁed) periodic orbits are elliptic curves is called centers of genus one. We note that even
a quadratic system can have a center of arbitrarily big genus.
Here we are going to consider a class of reversible Lotka–Volterra system. By [9], it is known that any quadratic polyno-
mials reversible Lotka–Volterra system can be written in the complex form
z˙ = −iz + z2 + b|z¯|2, z = x+ iy,
or in the real form
x˙ = y + (b + 1)x2 − (b + 1)y2, y˙ = −x+ 2(1− b)xy, (3)
where b is a real parameter. Our efforts will be ﬁnd the exact upper bound for the number of limit cycles produced by the
period annulus of this system under quadratic perturbations. This upper bound is called the cyclicity of the period annulus.
The case b = 0 was studied by [12] and [9]. The author of [6] proved that the cyclicity of system (3) under quadratic
perturbations is two for b = 3 (i.e. the case (rlv3) of [3]). The paper [13] studies the cyclicity of system (3) for b = 12 ,
which is equivalent to the case (rlv2) of [3], it shows that two is the maximum number of limit cycles of system (3) under
quadratic perturbations.
In this paper we study the case b = 35 , i.e. the case (rlv4) of [3]. By using the change of the coordinates
1− 2(1− b)y → x, 2(1− b)x → y,
then system (3) can be reduced to the normal form
x˙ = xy, y˙ = −1+ 3x− 2x2 + 2y2, (4)
which has a ﬁrst integral of the form
H(x, y) = x−4
[
1
2
y2 −
(
x− 1
2
)2]
= h (5)
with the integrating factor M(x, y) = x−5. There is an unbounded period annulus surrounding the center point A(1,0)
(corresponding to h1 = − 14 ) and it stay in between the two straight lines y = ±
√
2(x − 12 ), which are the unstable and
stable manifolds of the saddle at B( 12 ,0), corresponding to h2 = 0. Note that the invariant line x = 0 of system (4) has an
intersection point with two straight line y = ±√2(x− 12 ) respectively, which are the unstable node C(0,
√
2
2 ) and the stable
node D(0,−
√
2
2 ). It is obvious that the period annulus of system (4) lies in the right half-plane, see Fig. 1.
The main purpose in this paper is to show the cyclicity of the period annulus of (4) under quadratic perturbations. Since
system (4) is reversible, it is known, by [9], that system (4) belongs to the degenerate cases. In this case, the Melnikov
function M1(h) in (2) can never yield the maximum number of zeros possessed by d(h, ε) for the whole class of perturba-
tions. Therefore, we have necessarily to consider in more detail the class of perturbations with M1(h) ≡ 0 and then to try
to evaluate the next term M2(h) in the expansion of d(h, ε). If M2(h) ≡ 0, then the perturbation is conservative (there are
no limit cycles at all). Therefore M2(h) is the generating function of limit cycles (see [9]).
Theorem 3 of the paper [9] directly give the generating function of system (4).
Lemma 1. The exact upper bound for the number of limit cycles produced by the period annulus of system (4) under quadratic pertur-
bations is equal to the maximal number of zeros in h ∈ (− 14 ,0), counting multiplicities, of the Melnikov integral
I(h) = M2(h) =
∫
Γh
x−5
(
μ1 y + μ2 yx−1 + μ3(x− 1)y−1
)
dx, (6)
where μ1 , μ2 , μ3 are arbitrary constants and Γh is the compact component of H = h, deﬁned by (5).
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Theorem 2. The maximal number of zeros in h ∈ (− 14 ,0), counting multiplicities, of the integral I(h) in (6) is equal to two.
To prove Theorem 2, in Section 2, we ﬁrst derive the Picard–Fuchs equation satisﬁed by I i(h)(i = −1,0), deﬁned by (7),
and then the asymptotic expansions of Ii(h) near the endpoints of h = − 14 and h = 0 are given. By qualitative analysis of
the Riccati equation satisﬁed by ω(h) = I−1(h)/I0(h), we obtain the monotonicity of ω(h) for h ∈ (− 14 ,0) in Section 3. The
main result of this paper is proved in Section 4 by using the monotonicity of ω(h) and estimating the number of zeros of
G(h) = hI(h)/I0(h) = (αh + 12γ ) + (βh − 10γ )ω(h).
Lemma 1 and Theorem 2 immediately imply the following result.
Theorem 3. The cyclicity of the period annulus of system (4) under quadratic perturbations is two.
We note, as the referee’s suggestion, that, if Theorem 3 combined with [4], then the cyclicity of the period annulus of
system (4) under arbitrary multiparametre quadratic perturbations is also equal to two. Moreover, if we use the change of
the coordinates x → 1/x, y → y/x2, then the ﬁrst integral of system (4) is be transformed to H(x, y) = y2/2− (x− x2/2)2,
which implies that the second Melnikov function M2(h) can be expressed as standard elliptic integral of the form I(h) =∫
H=h[g(x, y)dx− f (x, y)dy].
Based on some results in Section 2, as a byproduct we are easy to prove the monotonicity of the period function for
system (4).
Theorem 4. The period function of periodic orbits around the center A(1,0) of system (4) is monotone increasing.
2. The asymptotic behavior of I(h) near its endpoints
Let
Ii(h) =
∫
Γh
xi−5 y dx, i = . . . ,−1,0,1, . . . , (7)
where Γh is the compact component of H = h, deﬁned by (5) and the orientation of the integral is clockwise. It follows
from (5) that
∂ y
∂h
= x
4
y
, (8)
which implies that
I ′i(h) =
∫
Γh
xi−1
y
dx, i = . . . ,−1,0,1, . . . . (9)
By using Lemma 1, the generating function I(h) of system (4) can be written as
I(h) = μ1 I0 + μ2 I−1 + μ3 J (h), J (h) = I ′−3 − I ′−4. (10)
In order to estimate the number of zeros of I(h), we are going to derive the Picard–Fuchs equation of I i(h), i = −1,0,2,
and describe the behavior of I(h) near h = 0 and h = − 14 .
Lemma 5. The following properties hold:
(i) I−1(− 14 ) = I0(− 14 ) = 0, I−1(0) = 85
√
2, I0(0) = 43
√
2.
(ii) For h ∈ [− 14 ,0], I1(h) = I0(h).
(iii) For h ∈ (− 14 ,0), I i(h) > 0 and I ′i(h) > 0, i = −1,0,2.
Proof. (i) Since the oval Γh tends to the center A(1,0) as h tends to − 14 , we get I−1(− 14 ) = I0(− 14 ) = 0. By (5) and direct
computation, we obtain the values of I−1(0) and I0(0).
(ii) Denote by (xi(h),0) (i = 1,2) the intersection points of Γh and the x-axis and x1(h) < x2(h), which means
H(xi(h),0) = −x−4(xi − 1 )2 = h. Therefore,i 2
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√
2
x2∫
x1
x−5(x− 1)
√
x4h +
(
x− 1
2
)2
dx
= 2√2
x2∫
x1
x−5(x− 1)
(
x− 1
2
)√
h
x−4(x− 12 )2
+ 1dx
= −√2
x2∫
x1
√
h
x−4(x− 12 )2
+ 1d
(
x−4
(
x− 1
2
)2)
= −√2
[√
h − x−4
(
x− 1
2
)2√
x−4
(
x− 1
2
)2
+ h ln
(√
x−4(x− 12 )2
h
+ x−4
(
x− 1
2
)2)]∣∣∣∣
x2
x1
= 0,
which shows I1(h) = I0(h).
(iii) Since Γh has the clockwise orientation and Γh lies in the right half-plane, it follows from the Green formula that
Ii(h) =
∫ ∫
intΓh
xi−5 dxdy > 0.
It follows from (5) and (9) that
I ′i(h) = 2
x2∫
x1
xi−1√
2x4h + 2(x− 12 )2
dx > 0. 
The following proposition give the Picard–Fuchs equation for system (4).
Proposition 6. For h ∈ (− 14 ,0), I−1 , I0 and I2 , associated with system (4), satisfy the following Picard–Fuchs equation:
h(4h + 1) d
dh
⎛
⎝ I−1I0
I2
⎞
⎠=
⎛
⎝ 5(2h + 1)/2 −3(h + 1) 05/4 3(2h − 1)/2 0
5/4 −9/4 (4h + 1)/2
⎞
⎠
⎛
⎝ I−1I0
I2
⎞
⎠ . (11)
Proof. By using (5), (7) and (9), we have
Ii(h) =
∫
Γh
xi−5 y2
y
dx =
∫
Γh
xi−5
y
(
2hx4 + 2x2 − 2x+ 1
2
)
dx,
which implies
2Ii(h) = 4hI ′i(h) + 4I ′i−2(h) − 4I ′i−3(h) + I ′i−4(h). (12)
On the other hand, by using the formula of integration by parts we have
Ii(h) =
∫
Γh
xi−5
y
dx = 1
4− i
∫
Γh
xi−4 dy = 1
4− i
∫
Γh
xi−4
y
(
4hx3 + 2x− 1)dx,
which implies
(4− i)Ii(h) = 4hI ′i(h) + 2I ′i−2(h) − I ′i−3(h) (i = 4). (13)
Eliminating I ′i−3 from (12) and (13) we obtain
(14− 4i)Ii(h) = 12hI ′i(h) + 4I ′i−2(h) − I ′i−4(h). (14)
Taking i = −1,0,2 in (13) we get
5I−1 = 4hI ′ + 2I ′ − I ′ , 4I0 = 4hI ′ + 2I ′ − I ′ , 2I2 = −I ′ + 2I ′ + 4hI ′ . (15)−1 −3 −4 0 −2 −3 −1 0 2
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7I0 = 6hI ′0 + 2I ′−2 −
1
2
I ′−4, 5I1 = 2I ′−1 + 6hI ′1 −
1
2
I ′−3, 3I2 = 2I ′0 + 6hI ′2 −
1
2
I ′−2. (16)
Solving I ′−2 and I ′−3 from the last two equalities of (16) and substituting I ′−2 into the ﬁrst equality of (16), it follows from
Lemma 5(ii) that
I ′−2 = 12hI ′2 + 4I ′0 − 6I2, I ′−3 = 12hI ′0 + 4I ′−1 − 10I0, I ′−4 = 48hI ′2 + (12h + 16)I ′0 − 24I2 − 14I0. (17)
Substituting I ′−2, I ′−3 and I ′−4 in (17) into (15) we have
5I−1 + 6I0 − 24I2 = (4h + 8)I ′−1 + (12h − 16)I ′0 − 48hI ′2,
−3I0 + 6I2 = −2I ′−1 + (4− 4h)I ′0 + 12hI ′2, 2I2 = −I ′−1 + 2I ′0 + 4hI2. (18)
Solving I ′−1, I ′0 and I ′2 from above equations we obtain the result (11). 
By using the Picard–Fuchs equation of Proposition 6, we obtain the following asymptotic expansion of I−1(h) and I0(h)
near h = 0 and h = − 14 .
Proposition 7. (Behavior near h = 0 and h = − 14 .)
(i) Near h = 0, we have
I−1(h) = 8
5
√
2
(
1− 5
4
h ln(−h) + 15
4
h − 5
32
h2 ln(−h) + · · ·
)
+ C
(
2h + 1
4
h2 + · · ·
)
,
I0(h) = 8
5
√
2
(
5
6
− 5
8
h ln(−h) + 25
8
h − 15
64
h2 ln(−h) + · · ·
)
+ C
(
h − 3
8
h2 + · · ·
)
, (19)
where C is real constant and h → 0− .
(ii) Near h = − 14 , we have
I−1(h) = I ′0
(
−1
4
)[(
h + 1
4
)
+ 7
8
(
h + 1
4
)2
+ 75
64
(
h + 1
4
)3
+ · · ·
]
,
I0(h) = I ′0
(
−1
4
)[(
h + 1
4
)
+ 3
8
(
h + 1
4
)2
+ 35
64
(
h + 1
4
)3
+ · · ·
]
. (20)
Proof. (i) It follows from Proposition 6 that
h(4h + 1) d
dh
(
I−1
I0
)
=
(
5(2h + 1)/2 −3(h + 1)
5/4 3(2h − 1)/2
)(
I−1
I0
)
. (21)
Consider the analytic continuation of Ii(h) from h ∈ (− 14 ,0) to the complex domain. By using the analytic theory of ordi-
nary differential equations (see [7]), it is easy to see that h = 0 is a simple singularity of system (21). By taking proper
transformation and direct computation we obtain a fundamental matrix solution of system (21) as h → 0−:⎛
⎜⎝ 1−
5
4
h ln(−h) + 15
4
h − 5
32
h2 ln(−h) + o(1) 2h + 1
4
h2 + o(1)
5
6
− 5
8
h ln(−h) + 25
8
h − 15
64
h2 ln(−h) + o(1) h − 3
8
h2 + o(1)
⎞
⎟⎠ ,
where o(1) is analytic function of h, and limh→0− o(1) = 0. This implies
I−1(h) = C1
(
1− 5
4
h ln(−h) + 15
4
h − 5
32
h2 ln(−h) + · · ·
)
+ C
(
2h + 1
4
h2 + · · ·
)
,
I0(h) = C1
(
5
6
− 5
8
h ln(−h) + 25
8
h − 15
64
h2 ln(−h) + · · ·
)
+ C
(
h − 3
8
h2 + +· · ·
)
,
where C1 and C are real constants. From Lemma 5(i) we have C1 = 85
√
2, which implies that the result (i) holds.
(ii) Using the same argument as above and noting I−1(− 14 ) = I0(− 14 ) = 0, we can get the result (ii). 
822 Y. Shao, Y. Zhao / J. Math. Anal. Appl. 377 (2011) 817–8273. Behavior the ratio ω(h) = I−1(h)/I0(h)
To prove Theorem 2, in this section we will give some properties of the ratio ω(h) = I−1/I0.
Proposition 8. For h ∈ (− 14 ,0), the ratio ω(h) = I−1(h)/I0(h) satisﬁes the following Riccati equation
h(4h + 1)ω′(h) = −5
4
ω2(h) + (2h + 4)ω(h) − 3(h + 1). (22)
Proof. Eq. (22) follows from the ﬁrst two equations of system (11) and I0(h) > 0 of Lemma 5 for h ∈ (− 14 ,0). 
Consider the system
h˙ = h(4h + 1),
ω˙ = −5
4
ω2 + (2h + 4)ω − 3(h + 1). (23)
The zero isocline ω±(h) of system (23) is determined by the algebraic curve
−5
4
ω2 + (2h + 4)ω − 3(h + 1) = 0, (24)
where
ω+(h) = 4
5
(h + 2) + 2
5
√
4h2 + h + 1, ω−(h) = 4
5
(h + 2) − 2
5
√
4h2 + h + 1. (25)
It is obvious that 4h2 + h + 1 > 0 for h ∈R.
Lemma 9. At endpoints h = 0 and h = − 14 , we have:
(i)
ω+
(
−1
4
)
= 9
5
, ω+(0) = 2, ω−
(
−1
4
)
= 1, ω−(0) = 6
5
. (26)
(ii)
dω+(h)
dh
∣∣∣∣
h=− 14
= 3
5
,
dω+(h)
dh
∣∣∣∣
h=0
= 1, (27)
dω−(h)
dh
∣∣∣∣
h=− 14
= 1, dω
−(h)
dh
∣∣∣∣
h=0
= 3
5
. (28)
Proof. Using (25) and direct computation. 
Lemma 10. For h ∈ (− 14 ,0), we have
dω+(h)
dh
> 0,
dω−(h)
dh
> 0.
Proof. We suppose that dω±(h)/dh = 0 at h = h∗ , h∗ ∈ (− 14 ,0). By differentiating (24) with respect to h, we get
2ω±
(
h∗
)− 3 = 0. (29)
Substituting ω±(h∗) = 32 into (24), we get 316 = 0, which yields a contradiction. Hence dω±(h)/dh = 0. Combining it with
Lemma 9, the conclusion follows. 
Proposition 11. For h ∈ [− 14 ,0], we have:
(i) ω(− 14 ) = 1, ω(0) = 65 ; ω′(− 14 ) = 12 , ω′(0) = +∞.
(ii) ω′(h) > 0, 1 < ω(h) < 6 , h ∈ (− 1 ,0).5 4
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Proof. (i) It is easy to know that ω(h) is a trajectory of (23) in the phase plane. The system (23) has four critical points: an
unstable node at A(0, 65 ), a stable node at D(− 14 , 95 ) and two saddle points at B(0,2) and C(− 14 ,1).
It follows from the expansion of (19) that
ω(h) = I−1(h)
I0(h)
= 6
5
− 3
5
h ln(−h) + o(1) (30)
as h → 0− , which implies limh→0− ω(h) = 65 and limh→0− ω′(h) = +∞. Similarly, from the expansion of (20) near h = − 14 ,
we have
ω(h) = I−1(h)
I0(h)
= 1+ 1
2
(
h + 1
4
)
+ 1
4
(
h + 1
4
)2
+ o
(
h + 1
4
)
, (31)
which yield ω(− 14 ) = 1 and ω′(− 14 ) = 12 . Therefore, the graph of ω(h) = I−1(h)/I0(h) is the trajectory of system (23) starting
from the unstable node A(0, 65 ) to the saddle C(− 14 ,1). Thus we get (i).
(ii) In the phase plane of system (23), the region {(h,ω)| − 14 < h < 0} is divided into three parts by the zero isoclines
ω±(h), the invariant lines h = − 14 and h = 0. Note that dω+(h)/dh > 0, dω−(h)/dh > 0 for h ∈ (− 14 ,0), and ω′(− 14 ) <
lim
h→− 14
+ dω−(h)/dh. It follows from (i) that the trajectory ω(h) must stay in the region {(h,ω)| − 14 < h < 0, ω(h) <
ω−(h)}. This implies
ω′(h) = −5(ω(h) − ω
+(h))(ω(h) − ω−(h))
4h(4h + 1) > 0
for h ∈ (− 14 ,0). Hence we have 1 < ω(h) < 6/5 for h ∈ (− 14 ,0), see Fig. 2. 
4. The proof of Theorem 2
Now we estimate the maximal number of zeroes of the I(h), deﬁned in (10). Recall that J (h) = I ′−3 − I ′−4. By using (10),
(11) and (17) we obtain
h J (h) = −10I−1(h) + 4(h + 3)I0(h) (32)
and
hI(h) = (βh − 10γ )I−1(h) + (αh + 12γ )I0(h), (33)
where
μ1 + 4μ3 = α, μ2 = β, μ3 = γ .
We know that the author of [5] have studied the number of zeros for I(h) = P (h)I1(h) + Q (h)I2(h), where P (h) and
Q (h) are polynomial with respect to h, and their coeﬃcients have independent parameters. If we apply to the results of [5]
directly, then the maximal number zeros of I(h) in (33) is equal to three. However, the coeﬃcients of I−1(h) and I0(h) in
(33) contain three rather than four independent parameters. We will prove the maximal number of zeros for I(h) in (33) is
equal to two.
Let
G(h) = hI(h) = g1(h) + g2(h)ω(h), (34)
I0(h)
824 Y. Shao, Y. Zhao / J. Math. Anal. Appl. 377 (2011) 817–827Fig. 3. The hypothetical position of CS and Cω .
where
g1(h) = αh + 12γ , g2(h) = βh − 10γ .
Since (34) shows that the zero of G(h) equals the zero of I(h) for h ∈ (− 14 ,0), we will estimate the number of zeros of G(h)
instead of I(h).
Proposition 12. If γ = 0 and I(h) ≡ 0, then I(h) has at most one zero for h ∈ (− 14 ,0).
Proof. If γ = 0, then G(h) becomes G(h) = h(α+βω(h)). Since Proposition 11(ii) shows that ω(h) is monotone, we conclude
that either I(h) ≡ 0 or I(h) has at most one zero in h ∈ (− 14 ,0). 
Proposition 12 asserts that I(h) has at most one zero for γ = 0. Hence, in the rest of this section, we only consider the
case γ = 0. Without loss generality, suppose γ = 1 unless the opposite is claimed. Thus g1(h) and g2(h) in (34) become
g1(h) = αh + 12, g2(h) = βh − 10. (35)
Proposition 13. If β −40, then, for h ∈ (− 14 ,0), we have:
(i) I(h) has no zero for 5α + 6β  0.
(ii) I(h) has at most two zeros for 5α + 6β > 0, taking the multiplicities into account.
Proof. Since β −40, h∗ = 10
β
/∈ (− 14 ,0), which implies g2(h) = 0 for h ∈ (− 14 ,0). We can rewrite (34) as
G(h) = hI(h)
I0(h)
= g2(h)r(h), (36)
where
r(h) = ω(h) − S(h), S(h) = − g1(h)
g2(h)
= −αh + 12
βh − 10 . (37)
Since S ′(h) = 2(5α + 6β)/(βh − 10)2, we have S ′(h) < 0 for 5α + 6β < 0 and S ′(h) > 0 for 5α + 6β > 0.
(i) It follows from Proposition 11(ii) and S ′(h) < 0 that r(h) is monotonically increasing function for h ∈ (− 14 ,0). Noting
that r(0) = ω(0) − S(0) = 0, we have r(h) < 0, which implies that I(h) has no zero for h ∈ (− 14 ,0).
(ii) It follows from (36) and (37) that the number of zeroes of I(h) is equal to the number of intersection points of the
curve Cω : ω = ω(h) and the curve CS : ω = S(h) in (h,ω)-plane for h ∈ (− 14 ,0). Noting that CS consists of two branches
hyperbola. Since β  −40 and S(0) = ω(0) = 65 , hence Cω could intersect at most one branch of CS for h ∈ (− 14 ,0). If CS
and Cω intersect at more than two points, counting multiplicities, then we would ﬁnd at least three points on CS , at these
points the tangent direction of CS coincides with the direction of the vector ﬁeld (23), see Fig. 3. However this contradicts
the fact that the inner product
(−S ′(h),1) · (h˙, ω˙)|ω=S(h) = hg(h)
(βh − 10)2 , (38)
which has at most two zeros for h ∈ (− 14 ,0), where
g(h) = ah2 + bh − 60,
with a = −β(2α + 3β) and b = − 54α2 − 20α − 12β − 4αβ − 3β2. This ﬁnishes the proof of Proposition 13. 
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(i) h∗ = 10
β
is unique zero of I(h) for 5α + 6β = 0.
(ii) I(h) has at most one zero for 5α + 6β < 0.
(iii) I(h) has at most two zeros for 5α + 6β > 0, taking the multiplicities into account.
Proof. (i) Since β < −40, the function g2(h) has one zero at h∗ = 10β ∈ (− 14 ,0). Then we have G(h) = g2(h)(ω(h)− 65 ) when
5α + 6β = 0. It follows from 1 < ω(h) < 65 that (i) holds.
(ii) Since g1(h∗) = 2(5α + 6β)/β , it follows from (34) and (35) that h∗ = 10β is not zero of I(h) when 5α + 6β = 0. By
(36) and (37), we know that S ′(h) < 0 for 5α + 6β < 0 in interval (− 14 , 10β ) and ( 10β ,0). It follows from Proposition 11(ii)
that r(h) is monotone increasing function for h ∈ (− 14 , 10β )∪ ( 10β ,0). Noting that r(0) = ω(0)− S(0) = 0, we have r(h) < 0 in
h ∈ ( 10
β
,0), i.e. I(h) has no zero in ( 10
β
,0). Since r′(h) > 0 in (− 14 , 10β ), I(h) has at most one zero in h ∈ (− 14 , 10β ). Hence (ii)
follows.
(iii) Using the same argument as (ii), we know that S(h) is monotone increasing function in intervals (− 14 , 10β ) and
( 10
β
,0) for 5α + 6β > 0. Since β < −40 and 5α + 6β > 0, we have α > 48, which implies S(− 14 ) = 48−αβ+40 > 0 and
limh→h∗− S(h) = limh→h∗− − αh+12β(h−h∗) = +∞. Hence 48−αβ+40 < S(h) < +∞ in interval (− 14 , 10β ). It follows from Proposition 11(ii)
and (37) that −∞ < r(h) < 5α+6β
β+40 < 0 for h ∈ (− 14 , 10β ), i.e. I(h) has no zero in interval (− 14 , 10β ). Using the same method
as Proposition 13(ii), it is easy to know that I(h) has at most two zeros for h ∈ ( 10
β
,0), taking the multiplicities into ac-
count. 
Proof of Theorem 2. Theorem 2 follows from Propositions 12, 13 and 14. 
5. The proof of Theorem 4
Many authors have studied the monotonicity of period function for quadratic system. Especially, several authors [8,16,17]
have shown that all Lotka–Volterra systems of the forms x˙ = x(a − by), y˙ = y(cx− d) have monotone period functions. For
more result on monotonicity of period function, see [14,15,19,20], etc., and references therein.
Next we will apply Propositions 6 and 7 to prove monotonicity of period function for system (4).
It follows from the ﬁrst equation of system (4) and (9) that
T (h) =
∫
Γh
dt =
∫
Γh
dx
xy
= I ′0(h). (39)
Corollary 15. For h ∈ (− 14 ,0), the Abelian integrals I−1(h) and I0(h) satisfy the following equation:
h(4h + 1) d
dh
(
I ′−1
I ′0
)
=
(
(1+ 2h)/2 −(3h + 1)
1/4 −(2h + 1)/2
)(
I ′−1
I ′0
)
. (40)
Proof. By differentiating both side of the ﬁrst two equalities in (11) with respect to h, we get the result easily. 
Since I ′0(h) = 0, we deﬁne
ρ(h) = I
′−1(h)
I ′0(h)
. (41)
Corollary 16. For h ∈ (− 14 ,0), the following properties hold:
(i) The number of critical point of period function T (h) is equal to the number of zeroes of φ(h), deﬁned by
φ(h) = ρ(h) − 2(2h + 1). (42)
(ii) φ(h) satisﬁes the following Riccati equation:
h(4h + 1)φ′(h) = −1
4
φ2(h) − 3h(4h + 1). (43)
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h(4h + 1)I ′′0 =
1
4
I ′0
[
ρ(h) − 2(2h + 1)]. (44)
Since I ′′0(h) = T ′(h) and I ′0(h) = 0, hence, for h ∈ (− 14 ,0), the property (i) holds.
(ii) Since
ρ ′(h) = I
′′−1 I ′0 − I ′−1 I ′′0
I ′20
,
it follows from (40) that ρ(h) satisﬁes
h(4h + 1)ρ ′(h) = −1
4
ρ2(h) + (2h + 1)ρ(h) − (3h + 1). (45)
Substituting (42) into (45), we obtain (43). 
Lemma 17. At endpoints h = − 14 and h = 0, φ(h) satisﬁes:
(i) φ(− 14 ) = 0, φ′(− 14 ) = −3.
(ii) φ(0) = limh→0− φ(h) = 0.
Proof. (i) It follows from (20) that near h = − 14 :
I ′−1(h) = I ′0
(
−1
4
)[
1+ 7
4
(
h + 1
4
)
+ 225
64
(
h + 1
4
)2
+ · · ·
]
,
I ′0(h) = I ′0
(
−1
4
)[
1+ 3
4
(
h + 1
4
)
+ 105
64
(
h + 1
4
)2
+ · · ·
]
. (46)
Hence
ρ(h) = 1+
(
h + 1
4
)
+ 9
16
(
h + 1
4
)2
+ o
((
h + 1
4
))
, (47)
which implies that ρ(− 14 ) = 1 and ρ ′(− 14 ) = 1. Substituting them into (42) respectively, we get φ(− 14 ) = 0 and φ′(− 14 ) =−3.
(ii) It follows from (19) that near h = 0:
I ′−1(h) =
8
5
√
2
(
−5
4
ln(−h) + 5
2
− 5
16
h ln(−h) + · · ·
)
+ C
(
2+ 1
2
h + · · ·
)
,
I ′0(h) =
8
5
√
2
(
−5
8
ln(−h) + 5
2
− 15
32
h ln(−h) + · · ·
)
+ C
(
1− 3
4
h + · · ·
)
, (48)
hence
ρ(h) = 2+ o(1) (49)
as h → 0− , which implies limh→0− ρ(h) = 2. Substituting it into (42), we get limh→0− φ(h) = 0. 
Proof of Theorem 4. It follows from (42) and (44) that h(4h + 1)I ′′0(h) = I ′0(h)φ(h), or h(4h + 1)T ′(h) = T (h)φ(h). Suppose
that h∗ is the zero of φ(h), h∗ ∈ (− 14 ,0). Noting that φ(− 14 ) = 0, we assume that − 14 and h∗ are two consecutive zeroes
of φ(h), i.e. φ(h∗) = 0, φ(h) = 0 for − 14 < h < h∗ , then we have φ′(− 14 )φ′(h∗)  0. On the other hand, by (43) we get
φ′(h∗) = −3 < 0. Thus φ′(− 14 )φ′(h∗) > 0, which yields contradiction. This shows that φ(h) has no zero for h ∈ (− 14 ,0).
By Lemma 17 and (44), we get φ(h) < 0 and I ′′0(h) > 0 for h ∈ (− 14 ,0). Therefore, T (h) is monotone increasing function for
h ∈ (− 14 ,0). 
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