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ARSTRACT 
In this paper we consider the so-called generalized total step and generalized 
relaxation methods for solving the linear system of equations x = Ax + b, with a 
$2 x n matrix A. Let R be a nonsingular diagonal matrix and let I denote the identity 
matrix. Then these methods consist in solving the transformed system x = (GA + 
I - Q)x -I- Ob with the usual total step or single step methods. In [l] convergence 
and comparison theorems have been proved for nonnegative matrices A 2 0 in the 
special cases Q = (I ~ D)-I, where D denotes the diagonal of A, and Sz = cr)r with 
0 < w < minlGiGn{(l - a&‘}. These theorems are generalized to all X2 in the 
range 0 < Q < (I ~ 0)-l. In the case of a complex matrix A, estimates for the 
spectral radii of the generalized methods are obtained which extend those given in 
[Z] and [3] for Q = WI with 0 < w < 2/[1 + p(lAl)]. 
1. EINLEITUNG 
Wir betrachten das lineare Gleichungssystem x = TX + c, mit einer 
komplexen Matrix T = (tij)C,,nj, n > 2. Das Iterationsverfahren 
%(j+l) = TX(j) + ,-, j = 0, 1, 2,. . . , (1) 
konvergiert genau dann fiir jeden Ausgangsvektor x(O) aus Cn, wenn fiir 
den Spektralradius p(T) von T gilt p(T) < 1. 1st p(T) < 1, so gibt es genau 
ein x aus C” mit x = Tx + c, fur jeden Ausgangsvektor x(O) aus C” gilt 
limj,, xci) = x, und die asymptotische Konvergenzgeschwindigkeit von 
(1) ist - In p(T), ([6], p. 67). 1st A = (Q)(~,~) eine komplexe Matrix und 
9 = diag(q,. . . , co,) eine nichtsingulare Diagonalmatrix, so sind die 
Liisungen des Gleichungssystems x = Ax + b genau die Losungen des 
Systems x = (QA + I - Q)x + Qb. Fiir T = QA + I -Q und c = 
Bb erhalt man das verallgemeinerte Gesamtschrittverfahren, fiir T = 
E[A, Q] = (I - QL)-l[I - Sz + Q(D + R)] und c = (I - QL)-Qb das 
verallgemeinerte Relaxationsverfahzren zur Losung des Systems x = Ax + b. 
Dabei sei I = (&)(,,,) die Einheitsmatrix und A = L + D + R die 
tibliche Zerlegung von A in eine untere Dreiecksmatrix L, eine Diagonal- 
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matrix D und eine obere Dreiecksmatrix R. Weiter setzen wir noch 
E[A] 5 (I - L)-l(D + R) = E[A, I], so daB such gilt E[A,Q] = 
E[QA + I - Sz]. Fur -0 = I erhalt man die gewijhnlichen Gesamtschritt- 
bzw. Einzelschrittverfahren. 
Im allgemeinen Fall ist die Bestimmung einer optimalen Relaxations- 
matrix L?,,, d. 1~. einer nichtsingularen Diagonalmatrix Q,, so daR fur 
Q = 0, die Spektralradien @A + I - fin) bzw. p(E[A, J2]) minimal 
werden, ein offenes Problem. Fiir konsistent geordnete Matrizen ist im 
Fall des gewijhnlichen Relaxationsverfahrens, d. h. fur 52 = 01 mit 
positivem cu, eine theoretische Bestimmung des optimalen Relaxations- 
faktors q, miiglich ([ 61, [7]) ; jedoch kann die Wahl einer allgemeineren 
Diagonalmatrix L? gtinstiger sein ([7], Chapt. 8). In der vorliegenden 
Arbeit wird in Sec. 2 fur nichtnegative Matrizen A 2 0 mit p(A) < 1 in 
dem durch die Forderung J&l + 1 - s2 > 0 bestimmten Bereich 0 < 
Q < (I - D)-l das Verhalten von p(QA + I - Q) und p(E[A, L?]) unter- 
sucht. In Verallgemeinerung von Resultaten von Alefeld 1.11 wird dabei 
gezeigt, dal3 in diesem Bereich die Wahl von Sz = Q, z (I - D)pl optimal 
ist ; im allgemeinen ist jedoch J2, keineswegs die absolut beste Relaxations- 
matrix, wie einfache Beispiele zeigen. In Abschnitt 3 werden die Resultate 
wie tiblich auf komplexe Matrizen A mit p(lA I) < 1 tibertragen; dabei 
ergeben sich Verallgemeinerungen der entsprechenden Aussagen aus [ 11, 
[2] und [3]. Soweit nicht anders festgelegt wird, verwenden wir die in (61 
benutzten Bezeichnungen. 
2. DIE VERALLGEMEINERTEN VERFAHREN BE1 NICHTNEGATIVEN MATRIZEN 
In diesem Abschnitt sei stets A > 0 eine nichtnegative Matrix. Grund- 
lage unserer uberlegungen ist der folgende 
SATZ 1. (a) Es gilt genau eine der folgenden Aussagen: 
(1) 0 = p(ECAl) = p(A): 
(2) 0 -=c p(E[Al) <p(A) < 1; 
(3) 1 = pWA1) = p(A): 
(4) 1 < p(A) < p(E[Al). 
(b) Ist p(D) < p(A), so gilt in. (2) und (4) das <-Zeichen. 
(c) 1st p(A) < 1, so gilt genau dam p(A) = p(E[A]), wenn p(A) = 
p(D) ist. 
Beweis. Fiir D = 0 ist dies der Satz von Stein und Rosenberg ([6], 
Theorem 3.3), der bereits in ([2], Satz 1) teilweise auf den Fall D > 0 
verallgemeinert wurde. Der Ktirze halber geben wir hier nur eine Skizze 
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des Beweises, der den Inhalt von ([6], Chapt. 2) voraussetzt. Mit ,u E 
p(E[A]) weist man zunachst ,u = p(@ + D + R) und die Aquivalenz 
p = Ozp(A) = 0 nach. Nun zeigt man (a) und (b) fur den Fall, daR A 
irreduzibel und damit such p(D) < p(A) ist; dann gilt (a) such fur 
reduzible Matrizen. 1st A reduzibel und p(D) CC p(A), so 15iBt sich der 
Beweis von (b) mittels einer voll ausreduzierten Darstellung von ,uL + 
D + R auf den irreduziblen Fall zurtickfiihren. Aus (a) und (b) folgt (c) 
wegen p(D) < p(E[A]); dagegen kann 1 < p(A) < p(E[A]) such bei 
p(A) = p(D) gelten. H 
Eine Reihe von mit p(A) < 1 aquivalenten Eigenschaften findet sich 
in [4] und [5]. Aus (IS], Theorem 2.8, Exercise 2.3.2 und Theorem 2.1) 
ergeben sich die folgenden Hilfssatze. 
HILFSSATZ 1. 1st B = (biJc_, eine komplexe Matrix und v > 0 ein 
positiver Vektor, so gilt 
Ist A irredwibel, so gibt es einen Vektor w > 0 unit Aw = p(A)w und damit 
HILFSSATZ 2. ES ist p(A) > max,GiGn ai,. 
HILFSSATZ 3. Ist B = (bij)c,,n, eirte komplexe Matrix, so gilt 
p(B) <@I) und dE[BI) G@[IBIl). 
SATZ 2. (a) Sei p(A) 
(I - D)-l. Dann ist 
< 1 und Q eine Diagonalmatrix wit 0 < Q < 
I - Q) < 1 - (1 - p(A)) . min oi < 1; 
l<i<n 
ist A irreduzibel, so gilt sogar 
,d-RAl) < ,4QA + I - Q) 
(b) Sei p(A) < 1 und seien ~‘2’ und Q Diagonahatrizen mit 0 < 
0’ < Q < (I - D)-l. Dam ist 
266 KARL HANS MULLER 
Y - p(QA -t I - 32) < p(Q’A + I - .n’) -_ Y’ 
und 
s = @[A, Ql) < ,o(E[A, Q’]) z s’; 
ist A irreduzibel, so gilt sogar Y < 7’ unzd s < s’ jiir Q # Q’. 
Beweis. Wir kijnnen uns auf den Fall beschranken, da13 A irreduzibel 
ist. Aus Hilfssatz 2 folgen die Ungleichungen 0 < a,, < 1, 1 < i < PZ, und 
fur SL = diag(q,. . , o,)mitO<~<((I-D)-lgiltQA+I-~>O. 
1st v > 0 ein positiver Vektor, so ist 
wahlen wir nach Hilfssatz 1 den Vektor ‘LI so, da9 /(All, = p(A) gilt, dann 
erhalten wir 
p(QA + I - Q) < 1 - (1 - p(A)) * min wi < 1. 
l<i<n 
Zusammen mit Satz 1 folgt (a). 
Seien nun 9’ und Q Diagonalmatrizen mit 0 < 0 < J2 < (I - D)-r. 
Aus der Ungleichung li?A + I - Sz 3 0 folgt, da9 die beiden Zerlegungen 
I-A=~-l-(A+Q-l-I) und I-A=&-L-(A-L+ 
9-l - I) regular sind. Wegen p(A) < 1 ist (I - A)-l > 0 nach ([B], 
Theorem 3.9), und es ist S2A + I - f2 = (iF1)-l(A + Q-l - I) und 
E[A, fi?] = (ii-l - L)-l(A - L + 9-l - I). Durch Vergleich mit den 
entsprechenden, mit 9’ gebildeten Zerlegungen erhalten wir (b) mit Hilfe 
von ([6], Theorem 3.15). n 
BEMERKUNG 1. Durch Satz 2 werden die in ([l], Satze 3 und 4) be- 
wiesenen Aussagen 
/@[A> Qol) < ,+[A> 4) <#[A, ~'4) -c 1 
fur 0 < CL)’ < LO < min rGzGfi{( 1 - a&l} und Sz, = (I - 0)-l sowie die 
entsprechenden Verschgrfungen ftir irreduzibles A auf alle Diagonal- 
matrizen J2 im Bereich 0 < D < (I - 0)-l tibertragen. Aus (a) erhalten wir 
weiter, wenn wir uns auf den Fall 9 = WI beschrgnken, die Abschatzung 
p(E(A, WI]) < cup(A) + 1 - co < 1, 0 < co < k,(A) = min{(l - a&l), 
lii<+t 
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gegentiber such fiir Matrizen R p(lBl) < gtiltigen 
Ungleichung 
coZl) < + /I (I)) < 0 < < k,(B) 
2 
1 + fp4) ’ 
(vgl. Bemerkung 2). Fur jede der Ungleichungen k,(A) < k,(A) und 
k,(A) < k,(A) lassen sich leicht nichtnegative Matrizen A angeben. Aus 
(b) folgt noch, daI3 im Bereich 0 < Q < (I - D)-l die Spektralradien von 
SZA + Z - Sz und E(A, a] fur Q = (I - D)-l minimal werden; fur diese 
Wahl von 52 ist die Diagonale QD + Z - l2 von LL4 -t Z - Q gleich Null. 
3. VERALLGEMEINERUNGAUF KOMPLEXE MATRIZEN 
In diesem Abschnitt sei A = (LQ)(,,,) eine komplexe Matrix. Mit 
Hilfssatz 3 erhalt man ahnlich wie im Beweis von Satz 2 (a) den folgenden 
SATZ 3. Sei p(JA /) < 1 u7zd 
o<a<- 
2 
1 + p&q Z. 
Dann gelten die Abschitzungen 
(4 p(QA +Z--9) <p(/QA +Z-Ql) 
<max{wp((A() + /1 -%I> c 1, 
l<i<?$ 
(b) p(E[A,Sj)~p(lSA+I--l); 
(c) ist A irreduzibel, so gilt sogar 
p(EIA, Ql) -c p(lQA + 1 -.Ql). 
BEMERKUNG 2. Satz 3 wurde in ([3], Satz 3) fur Q = OZ mit 0 < 
Q) < 2/(1 + P(l I)) A bewiesen ; in diesem Fall erhslt man die in Bemerkung 
1 erwahnte Ungleichung. Unter der schwacheren Voraussetzung p(A) < 1 
gilt offenbar fur das verallgemeinerte Gesamtschrittverfahren die gtinsti- 
gere Abschatzung 
p(wA + (1 - w)Z) < cop(A) + 11 - cc)1 < 1, 0 < co < ’ 
1 +p(A)’ 
SATZ 4. Sei p(lAI) < 1; weiter sei 0 = (I - D)-1 oder D reel1 und 
0 < q < max{l, (1 - a&l}, 1 < i ,( n. Dann gelten die Ungleichungen 
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#[A, Ql) < p(lQA + 1 - QI) < P(IQAI + I- Ifi/) 
f 1 - 1.1 - p(lA()] - min Ioil < 1. 
1<i<n 
Beweis. Fur die angegebenen Werte von J2 gelten die Ungleichungen 
(a( < (I- /q-r und IQA + I - O/ < [QRA / + I - (Qn(, so dal3 sich die 
Behauptung aus Satz 2 ergibt. n 
BEMERKUNG 3. Ein Teil der Aussagen von Satz 4, namlich 
p(E[A, a,]) < 1 fur Sz,, = (I - D)-‘, 
und fur D > 0 such 
p(E[A, ~011) < 1 fur 0 < w ,( min ((1 - n&l}, 
1 &isz% 
wurde schon in ([ 11, Satze 6 und 7) bewiesen. 
Im Fall D = 0 gilt nach einem Lemma von Kahan ([6], Theorem 3.5) 
die Ungleichung p(E[A, cd]) 3 Iw - 1). Die entsprechende Aussage ftir 
das verallgemeinerte Relaxationsverfahren lautet 
p(E[A, J-4) 3 (f& lcoiaii + 1 - OJ~/)““, 
z 1 
wobei Gleichheit genau dann besteht, wenn alle Eigenwerte 1 von E[A ,521 
den Betrag li( = p(E[A, Sz]) haben. 
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