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第1章 序論
本章では本研究における背景と目的を述べ，それを達成する上での 3つの課題
について触れる．また，それらの課題の解決方法について本論文における解決方
法を対応づけて述べる．
1.1 背景と目的
コミュニティQAサイトの主な運営目標は，投稿された質問に最短時間で最も
適切な回答を提供することである．しかし，ユーザー数の増加と毎日投稿される
多様で膨大な数の新しい質問と回答により，コミュニティQAサイトは，日に日
にサービス（質問，回答，ユーザーの最適な出会い）の提供が難しくなる．質問，
回答，ユーザーの出会いを支援する，サポートシステムがなければ，結果として
質問者は，満足な回答を許容可能な時間内に得ることはできず，コミュニティQA
サイトは，主な運営目標を達成することが困難となる．
上記の問題に対して，満足のいく答えを提供する可能性が，最も高い潜在的
な回答者に質問を表示，または回答を促す手法として，コミュニティQAの研究
分野においては「質問ルーティング」という考え方が研究されてきた [22]．質問
ルーティングの実現には，以下の 3つのステップが必要である．
1. ユーザーの分類，ユーザーの能力・知識・関心等の属性情報の認識
2. 質問の分類，タグ等の補足情報の付与
3. 上記の情報を利用し，質問とユーザーのマッチング
3つ目のステップを実行し，質問ルーティングを実現するには，ステップ 1もし
くはステップ 2（またはその両方）のステップの中で適切な情報の認識，抽出，
付与を行う必要がある．しかし近年，スマートデバイスの普及によるサービス提
供方法の変化により，コミュニティQAサイトによってはステップ 1が利用しづ
らい状況になっている．その理由は，スマートデバイスに保持した IDのみで多
くのサービスの利用が可能になったからである．これは，コミュニティQAサイ
1
1.2. 不適切な質問の抽出
トの利用時に emailやパスワードの登録不要で，サービスの利用が開始できるこ
とを意味する．
こうして登録の敷居が下がったことにより，コミュニティQAサイトにおいて，
入退会を繰り返すことで今までよりも容易にユーザー履歴を消すことが可能に
なった．従って，ユーザー履歴が十分に蓄積された状態でユーザーの分類，ユー
ザーの能力・知識・関心等の属性情報の認識，抽出，付与，活用を行うことより
も，質問テキストのみでユーザー属性を認識，抽出，付与，活用を行う必要が
ある．
本論文ではそうした背景の中で，重要性と課題解決の可能性を踏まえて以下の
3つの課題に対して解決手法を提案することで，質問テキストのみでより良い質
問ルーティングを実現することを目的とする．
1. 「不適切な質問」の抽出
2. 「回答率が低いと推察される質問」の抽出
3. 「ユーザー属性」の抽出
本論文においては，これらの課題を解決するべく，対象とするコミュニティQA
サイトとして月間数百万の投稿が存在する大規模コミュニティQAサイト「ママ
リ [1]」を想定し，研究に取り組んだ．本論文における「商用データ」はママリ
のデータを指す．以下，本論文において取り組む課題と解決方法を対応づけて述
べる．
1.2 不適切な質問の抽出
質問ルーティングの目標の 1つとして，回答の質の向上は当然重要であるが，
まず回答されないことにはコミュニティQAサイトとして成り立たないため，回
答率の向上が非常に重要である．
活発なコミュニティQAサイトにおいては，本来のコミュニティQAサイトの
利用用途にそぐわない投稿を行うユーザーが現れる（「荒らし」と呼ぶ）．過去
の投稿が閲覧可能なコミュニティQAサイトにとって，ガイドラインに違反した
コンテンツの投稿は「不適切な質問」であり，コミュニティQAサイトの目的を
阻害してしまう．なぜなら，ユーザーは少しでもコミュニティが荒れた雰囲気を
感じると投稿を控えるようになるからである．つまり，質問ルーティングにおい
てコミュニティを荒らす投稿は誰にも送ってはいけない質問である．
2
1.3. 回答率が低いと推察される質問の抽出
「不適切な質問」を削除するためには，人による目視が必要である．しかしな
がら，人による目視での投稿の検閲はコストが高いという課題がある．そこで人
による目視での確認の手法を残しつつ，可能な限り機械学習を用いて「適切な質
問（通常の質問）」か「不適切な質問」かを分類することにより，人的コストを
抑える形でこの問題を解決できると考えた．
大規模商用データを用いて，質問の不適切さを評価した後に，その評価値を元
に，3個のクラス（不適切な投稿，人による判断が必要な投稿，適切な投稿）に
分類する方法を提案し，人による介入を 1/10以下に低減した上で，precisionを
大きく低下させることなく，不適切な質問をほぼ 100%除去する手法を提案する．
この手法を用いることで課題 1の解決を目指す．
1.3 回答率が低いと推察される質問の抽出
コミュニティQAサイトには，ユーザーがコミュニティに対して質問を投稿し
た後，十分な時間が経過しても回答が与えられず，未回答のままになってしまう
質問が存在している．しかし，ユーザーは回答を求めてコミュニティに対して質
問を行うため，回答が与えられないことには，ユーザーの望みを叶えることは困
難である．
そこで，未回答の質問を調査したところ，その中には疑問等に対する答えを求
めるのではなく，むしろ質問の具体的な答えそのものよりも，自分の思いへの共
感を求める質問が存在していることが明らかとなった．自分の思いへの共感を求
める質問に対して，商用データにおいて統計を取ると，共感を求める質問に対し
て回答する人は，そうでない質問に対して回答する人より有意に少ないという
課題があることがわかった．さらに，共感を求める質問は全体の約 2割を占める
ことがわかった．従って，共感を求める質問に対しても適切な回答を与えること
ができれば，ユーザーのコミュニティQAサイトに対する満足度が向上すると考
えた．
共感を求める質問に対して，回答率の高いユーザー層に回答してもらえるよう，
質問をそうしたユーザー層に振り分けることによって，共感を求める質問であっ
ても，回答される可能性が高まるものと考えた．そこで本論文においては，機械
学習を用いて「共感を求める質問」か「共感以外を求める質問」かを分類する手
法を提案する．この手法を用いることで課題 2の解決を目指す．
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1.4 ユーザー属性の抽出
多くのオンラインサイトにはユーザー属性の登録機能があり，コミュニティQA
サイトでも自分のユーザー属性を入力できるサイトが多い．ユーザーとしては，
ユーザー属性から質問に対しての必要な情報を想起させやすくすることや，回答
者としてのスタンスを明示することに利用ができるため，能動的にユーザー属性
の入力を行うユーザーも一定数存在している．サービス提供側としてはユーザー
が入力をしたユーザー属性を用いることにより，ユーザー自身が求める情報の
マッチングが可能になるため，より良い質問ルーティングを実現することも可能
である．
しかし，ユーザー自身がユーザー属性を入力する場合，入力に手間がかかり，
ユーザーに負担がかかってしまう．また，スマートデバイスに保持した IDのみ
で多くのサービスの利用が可能になったために，入退会が容易になった．この影
響により，今までよりも，登録したユーザー属性を削除することが容易になった
ため，ユーザー属性を行動履歴から得られないという課題が発生している．
そこで，より良い質問ルーティングを実現するために，ユーザー属性の入力を
必要とせずに，ユーザーが投稿した質問から機械学習を用いて，ユーザー属性を
予測する手法を提案する．この手法を用いることで，課題 3の解決を目指す．
1.5 論文の構成
本論文の構成は以下のとおりである．第 2章では，本研究の関連研究として，
コミュニティQAサイトにおける質問分類や，分析の概要と本研究で用いる機械
学習の手法について述べる．第 3章では，適切な質問か不適切な質問かを分類す
るための，投稿検閲システムの構築および不適切な投稿の検閲フローについて具
体的に述べる．第 4章では，回答率の低いと推測される質問の抽出を行うために，
共感を求める質問とそれ以外の質問の定義を述べ，その上で機械学習を用いて，
共感を求める質問と共感以外を求める質問かを分類する手法について述べる．第
5章では，ユーザーが投稿した質問から，機械学習を用いてユーザー属性を予測
する方法について述べる．最後に第 6章では，本論文のまとめと，今後の課題お
よび展望について述べる．
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第2章 関連研究
本章では，コミュニティQAサイトにおける基本事項について述べた後に，コ
ミュニティQAサイトでこれまで取り組まれてきた関連研究について述べ，それ
らの手法，評価指標についても言及する．
2.1 コミュニティQAサイトの概要
「QAサイト」と呼ばれるサイトの中には様々なWebサイトが含まれる．例え
ば，医療や法律などのドメインについて特定の知識を持ったエキスパートがユー
ザーからの質問に回答するサイトや，人間ではなく機械が自動的に回答するサイ
トなどである．本論文で扱うコミュニティQAサイトは，ユーザー同士による質
問と回答を特徴とするコミュニティQAサイトを指す．コミュニティQAサイト
におけるユーザーの役割毎のアクションフローチャートを図 2.1に示す．
図 2.1の質問者は，質問を作成し，コミュニティに対して投稿するユーザーで
ある．投稿の際にはカテゴリやタグといった補助情報をつけて投稿するのが一般
的である．その質問に対して回答を行うユーザーが回答者である．コミュニティ
内の不特定多数のユーザーは自由に質問を閲覧することができ，また 1つの質問
に対して複数のユーザーが，回答することができる．それらの回答に対して質問
者が満足した場合，質問に対する回答を終了させることができる（「閉じる」と
呼ぶ）．これは，自分が投稿した質問に対して，これ以上の質問の回答を受け付
けることを，止めることである．また，コミュニティQAサイトによっては，この
際に最も有用であると判断した回答を選択し，感謝していることを示すマークを
付ける．こうしてやり取りされた質問や回答はQA Databaseに蓄積される．そ
うして蓄積されたQA Databaseに存在している過去の質問や回答に対して検索
を行い，自分に必要な情報を探すユーザーも存在しており，図 2.1内では閲覧者
として表現している．このようなコミュニティQAサイトは現在のインターネッ
トにおける重要なリソースになっており，従来の情報検索システムでは得ること
の難しい主観的文脈を含んだ質問と回答，そして会話のような体験を得ることが
できる．
このようなコミュニティQAサイトの主な運営目標は，投稿された質問に最短
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図 2.1: コミュニティQAサイトにおけるユーザーの役割毎のアクションフロー
チャート
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時間で最も適切な回答を提供することである．しかし，ユーザー数の増加と毎
日投稿される多様で膨大な数の新しい質問とそれに対応した回答により，コミュ
ニティQAサイトは，日に日に質問，回答，ユーザーの最適な出会いを提供する
のが難しくなる．質問，回答，ユーザーの最適な出会いを支援するシステムのサ
ポートがなければ，結果として，質問者は許容可能な時間内に満足のいく回答
を得ることは困難である．従って，コミュニティQAサイトの主な運営目標を達
成することが困難となる. この問題を解消するため，質問と回答のプロセスをサ
ポートすることを目的として，多くのアプローチが提案され，これまで質問，回
答，ユーザーに関するケーススタディやデータ分析が数多く行われてきた [21]．
2.2 質問ルーティング
コミュニティQAサイトの主な運営目標は，投稿された質問に最短時間で最も
適切な回答を提供することであるが，回答がなされない質問が存在するという問
題や，質問者が満足する回答が得られないという問題が存在している．このよう
な問題の発生は，ユーザーと質問数の増加に比例して多くなる．
Zhouら [23]はメジャーなコミュニティQAサイトの1つであるYahoo Answers[3]
においてYahoo Answersの 26個の第 1階層の各カテゴリから，ランダムに 140
件の質問をサンプリングし，合計 3,640件の質問について，質問が解決したかど
うかのステータスを時系列で確認した．その結果，これらの 3,640件の質問は，1
日後，434件（11.95％）のみが解決され，2日後，726件（19.95％）が解決され
たことがわかった．この調査結果は，投稿された質問の多くが，短期間で解決さ
れることは，困難であることを示している．同様の問題はその他の研究 [24, 25]
でも確認されており，様々なコミュニティQAサイトにおいて大きな課題の 1つ
となっている．
質問ルーティングは，満足のいく答えを提供する可能性が，最も高い潜在的な
回答者に質問を表示，または回答を促すことによって，この問題の解決を図る手
法である．質問ルーティングの実現には，以下の 3つのステップが必要である．
1. ユーザーの分類，ユーザーの能力・知識・関心等の属性情報の認識
2. 質問の分類，タグ等の補足情報の付与
3. 上記の情報を利用した，質問とユーザーのマッチング
3つのステップを実行し，適切なマッチングを実現するにはステップ 1，ステッ
プ 2で適切な情報を認識，抽出，付与を行う必要がある．本論文では質問の分類
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と情報抽出を主に取り扱うため，2.3節で「質問の分類，タグ等の補足情報の付
与」についての関連研究を述べる．また，2.4節では「良質な回答」についての
関連研究を述べる．最後に，2.5節で「ユーザーのプロファイル分類や解約予測」
についての関連研究を述べる．
2.3 質問の分類，タグ等の補足情報の付与
2.3.1 手作業による質問分類の先行研究
質問の分類に関する研究では，アンケートを用いて収集した質問を分析し，手
作業で様々な質問タイプに分類する方法が提案されている．
三浦ら [28]は知識共有コミュニティにおける参加動機を分析する過程で，投稿
される質問には「正解あり」と「正解なし」の二つのタイプが存在していること
を指摘した．「正解あり」タイプの場合は，質問者が決まった答えや正解を求め
る，つまり信頼性が高い知識や正しい情報を求める質問タイプである．「正解な
し」タイプの場合は，決まった答えを求めるのではなく，質問者の悩みに対して
他の人に経験や意見を求める相談のような質問タイプである．
栗山ら [8]はYahoo!知恵袋 [2]において，500件の質問を対象にして，手作業で
質問のタイプを次の 3つに分けた．1つ目はサーチエンジンや図書館のレファレ
ンス・サービスを利用して解答を探すことが可能な，「情報検索型」質問で，事実，
真偽，定義・記述，方法・手段，原因・理由，効果・結果を尋ねる質問である．
2つ目は客観的な正解はなく，特定の個人あるいは集団に対してアンケート調査
を行うことで回答を得るような「社会調査型」の質問で，助言，意見，施行，推
薦，経験を尋ねる質問である．3つ目は情報検索やアンケート調査によって客観
的あるいは主観的な回答を得ることが目的ではなく，質問者が自分の主張に対す
る反響・反応を求めた質問であり，こうした記述表現を持つ「非質問型」で，主
張もしくは記述としては，何が書かれているのか分析者には理解できなかったも
のである．栗山らはユーザーの質問投稿時において，質問のトピックによるカテ
ゴリ選択の支援だけでなく，これらの質問のタイプを提示することは利用者の支
援になるという考えを示した．
渡邊ら [26]は質問者が回答に期待する内容と属性に着目し，質問者が回答に期
待する内容として事実，根拠，経験，提案，意見という 5種類の質問タイプに分
類している．質問に対する唯一の正解が存在するような内容の質問では，正解と
なる事実を含む回答を要求する場合と，事実に加え，その根拠をも要求する場合
とがあり，前者の質問タイプを「事実」とし，後者を「根拠」とした．一方，唯
一の正解が存在しないような内容の質問では，回答者の主観に基づく回答が要求
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される．この場合，回答者自身の経験に基づく回答や，回答者による提案を含む
回答などが要求されると考えられる．前者の質問タイプ を「経験」，後者を「提
案」とし，これらに分類されない場合の質問タイプを「意見」として定義した．
2.3.2 自然言語処理と機械学習を用いた質問分類の先行研究
前項のような手作業による質問の分類の関連研究は，質問の自動分類のための
手法を示唆する．コミュニティQAサイトにおいて，質問や回答のテキストデー
タを対象として，特徴を抽出した上で，自然言語処理と機械学習を用いて，質問
の分類を行っている研究には，様々な研究が存在している [9, 10, 29, 30, 31, 32,
33, 34, 35, 36, 27, 37]．
例えば，Quら [9]は，質問と回答のテキストデータを用いて，Yahoo Answers
における質問を SVM[19]，Naive Bayes，Maximum Entropyを用いてカテゴリ分
類を行っている．Aikawaら [10]は，Yahoo!知恵袋の質問において，質問テキス
トから抽出した特徴量のみで，subjectiveな回答を求める質問か objectiveな回答
を求める質問かの分類を，SVMとNaive Bayes を用いて行った．
Zhouら [11]は，質問や回答のテキストデータから抽出された特徴量に加えて，
like（ユーザーが有益と感じたときに回答に対してされるアクション），vote（ユー
ザーが最も良いとされる回答に対して投票を行なうアクション），source（回答
の参照元），poll and survey（投票機能を用いた質問），answer number（回答
数）といった要素から，自動的に subjectiveな回答を求める質問かどうかの分類
を行った．
質問自体が適切か，不適切かどうかを分類する研究に関しては，小林らの研究
が挙げられる．小林ら [36]は，Yahoo!知恵袋のデータセットを用いて，人手で
行っている不適切な投稿の削除の自動化を試みた，正例あるいは負例の片方の
みに確かなコーパスが存在し，残りが不確かなコーパスであるという条件下で，
SVMを用いて質問が適切か，不適切かどうかを分類することに取り組んだ．
渡邊ら [27]は，前述の質問者が回答に期待する内容と属性に着目し，質問者が
回答に期待する内容として事実，根拠，経験，提案，意見という，5種類の質問
タイプに分類するため，機械学習を用いた手法についても取り組んでいる．渡邊
らは質問が投稿された時点で質問を分類することを目指すため，質問文から得ら
れる特徴量だけを機械学習の素性として分類を行った．
朱ら [37]は，質問タイプを分類することによって質問タイプによるベストアン
サー，または良質な回答を推定する手法を提案している．
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2.3.3 質問文からの補足情報取得に関する先行研究
コミュニティQAサイトにおける質問の話題は様々である．従って，ユーザー
へ多くの異なる話題に関する質問を，カテゴリ化せずに蓄積・表示するべきでは
ない．そこで一般的に質問は「タグ」や「カテゴリ」といった質問の補足となる
情報を質問者が選択して付与するか，システムが自動的に付与する．これらは，
回答率の低い質問を判別して，判別された質問をユーザーへ表示することに使わ
れたり，同様の関心を持つユーザーを見つけるために使用される．また，回答す
る際や解決された質問のアーカイブを検索するとき，閲覧者にとって必要な質問
へのナビゲーションをより簡単に提供する．
最も一般的な補足情報は，階層化したカテゴリである．Yahoo AnswersやYa-
hoo!知恵袋でもこの方法は採用されている．カテゴリ情報の付与については，通
常，カテゴリ階層中の最下層のカテゴリの情報を質問に付与する．しかし多くの
質問は，より多くの情報と関連する可能性がある [38]．タグに階層を持たせたコ
ミュニティQAサイトがある一方，Stack Overflow [5]のようにタグは階層関係
のない単純な構造のみを持つサイトも存在している．多様なユーザーの増加によ
り，コミュニティQAおいて前述のタグや最下層のカテゴリ数はサービスの成長
とともに多くなっていき，その結果，経験の少ない質問者にとっては適切なタグ
やカテゴリの選択は難しくなる．
このような問題は，既存または新しく投稿された質問に自動的にタグやカテゴ
リを割り当てる方法で解決が可能である．しかし，質問投稿直後に利用可能な情
報（質問のテキスト中に含まれている情報）は，通常，情報量が非常に限られて
いるため，あらかじめ定義されたカテゴリへの分類やタグの付与は難しい．例え
ば，Yahoo Answersには 1,000以上のカテゴリが存在しており，最適なカテゴリ
を選ぶのは困難である．
質問テキストという限られた情報を用い，モデルを作るアプローチとして，これ
までBoW（bag-of-words）モデル [38]，translation-based languageモデル [40]さ
らに，Wikipediaから得られた意味論的知識を用いた translation-based language
モデル [39]，カテゴリベースの言語モデル [41]が存在している．その他 nグラ
ム，品詞（POS）タグ付け，構文木 [42]などを用いたアプローチがある．また，
adaptive probabilistic hypergraph [43]により質問の内容からだけでなく，質問
者とそのフォロワーの質疑応答の履歴からモデルを構築するというアプローチも
存在している．
学習器としては k-Nearest Neighbors，Maximum Entropy Classifier，SVM等
が用いられている．Nieら [43]は意味論的に類似した質問を判別するための prob-
abilistic hypergraph学習を提案し，その後，得られたタグ候補をさらにフィルタ
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リングするヒューリスティックなアプローチを提案した．
2.4 良質な回答に関する研究
質問に対する回答や，回答に対して，質問者が回答の中で最も良い回答として
選ぶ「ベストアンサー」についても幅広く研究が行われてきた．
石川ら [44]はYahoo!知恵袋を対象に，人間の判定者がベストアンサーに相応
しい回答を選出し，その結果と「ベストアンサー」情報とを併せて，良質な回答
の特徴分析を行った．また，その結果に基づき，良質な回答の自動予測システム
を機械学習によって構築した．
Kimら [7]はYahoo Answersにおいて，465件の質問とその質問者からベスト
アンサーが与えられた回答について手作業で分類を行い，ベストアンサーの選
択理由について考察を行っている．Kimらはそれらの質問を information（特定
の事実の探索や現象の理解），suggestion（助言，推薦，実行可能な解決法の探
索），opinion（他人の意見・感じ方の調査，議論の開始），others（先の 3つの
タイプに入らないもの）に分類した結果，それらの割合はそれぞれ information
が 35%，suggestionが 23%，opinionが 39%であった．また，ベストアンサーの
選択理由の分布は質問のタイプによって違いがあることを示し，opinionタイプ
の質問に対しては，回答者の態度や感情面での支援など社会的・感情的な理由で
ある socio-emotional の要素がベストアンサーの選択理由として大きな要素であ
るとしている．
2.5 ユーザーのプロファイル分類や解約予測に関する
研究
Palら [60]はコミュニティQAサイトのTurboTax Live Community [67]におい
て，ユーザーがコミュニティに参加後に，良い回答を与えるアクティブなユーザー
に発展するかどうかを予測する研究に取り組んだ．同様に，Movshovitz-Attias[62]
らは，ユーザーの初期活動の違いによるコミュニティへの長期的な貢献について
の分析を行った．
Pal，Harperら [61]は専門知識を持つユーザーを特定するために，彼らが回答
する質問を選択する際にバイアスがあることに着目した．専門知識を持つユー
ザーは回答が与えられていない，もしくは質が低い少数の回答のみが与えられて
いる質問を選択し，回答をすることでコミュニティへ貢献するという特徴を利用
した．
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2.5. ユーザーのプロファイル分類や解約予測に関する研究
Songら [63]はQuora[4]のデータを用いて，コミュニティにとって大事なユー
ザーを判別することに取り組んだ．具体的には，コミュニティの中の秩序を維持
し，いくつかの分野において他のユーザーに知識を構築するように促すような
ユーザーである．Furtadoら [64]も同様に，質問数などの過去の行動履歴から，
ユーザーの分類に取り組んだ．
Drorら [65]ならびに Pudipeddiら [66]はユーザーの解約予測を行った．これ
らの研究ではユーザーの行動履歴を利用して，ユーザーの分類や解約予測を行っ
ている．しかし，前述の通りスマートデバイスの普及によりユーザーの行動履歴
を用いずに，即時的にユーザーの属性を抽出する方法が必要とされている．
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第3章 コミュニティQAサイトにお
ける質問テキストのみを用い
た不適切な投稿の検閲
本章では，適切な質問か不適切な質問かを分類するための，コンテンツ検閲シ
ステムの構築および不適切なコンテンツの検閲フローについて具体的に述べる.
3.1 はじめに
コミュニティQAサイトのような活発に質問と回答が行われる環境下において
は，「荒らし」と呼ばれるユーザーが現れる，「荒らし」とは本来のコミュニティ
QAサイトの利用用途にそぐわない投稿を行うユーザーである．「荒らし」からの
投稿には様々なものがある．例えば，不適切な商売への勧誘，サイトの炎上につ
ながるような様々な表現，根拠のない誹謗中傷，いじめ等があるが，様々なタイ
プのものが現れるため，予め論理的に規定するのは困難である．
コミュニティQAサイトが小規模な時期においては，ユーザーの違反報告や，サ
イト運営側での目視による監視によって対処することは可能であるが，利用者の
増大とともに，目視での運営は多大なコストがかかってしまう．そうした，ガイ
ドラインに違反したコンテンツの投稿が，ユーザーの目に触れることはコミュニ
ティにとってクリティカルな問題となる．なぜなら，ユーザーは少しでもコミュ
ニティが荒れた雰囲気を感じると投稿を控えるようになるからである．以下はコ
ミュニティQAサイトにユーザーから送られてきた違反報告の文章の一例である．
「正直，せっかく投稿したのにそれを攻撃されるなら，もう投稿したく無いしア
プリに足も運びたく無くなります．たまたま否定的な意見の人が集まると，いじ
めのような状態になっていて，怖いです．」
上記のように感じるユーザーを減らすため不適切な投稿に対応することはコミュ
ニティ運営上，非常に重要な意味を持つことがわかる．
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3.1. はじめに
先行研究では，このような問題に対して様々な手法で問題解決に取り組んでき
た．例えばKayesら [45]はYahoo Answersのデータを用いて悪意のあるユーザー
について分析し，学習器と 29種類の特徴量を用いて悪意のあるユーザーと悪意
のないユーザーに分類し，83%という高い精度を出している．しかし，Kayesら
が用いていた回答やフォロー，フォロワーといったユーザー同士の関係をはじめ
とした 29種類の特徴量を収集し，利用できる形にすることには実応用において
は可能であったにしても，高いコストがかかる．さらに，このような特徴量を利
用することができない場合も存在している．
近年スマートデバイスの爆発的な普及により，インターネットへのアクセスが
簡単になったことから，コミュニティQAサイトも気軽に利用できるようになっ
た．スマートデバイスには特定の IDを保持することが可能である．そして，そ
の IDのみでユーザーの認証が可能になったため，コミュニティQAサイトの中
には emailやパスワードが不要でニックネームのみでサービスの利用が開始でき
るサイトも多い．登録の敷居が下がったことにより，入退会を繰り返し，今まで
のユーザー履歴を消すことが容易になったため，「荒らし」も活動しやすい環境に
なった．このような状況下では，1人のユーザーに対して，質問投稿時に十分な
過去のデータが存在しないために，回答やユーザー間の関係性（フォロワー）等
の特徴量は利用することができず，悪意のあるユーザーとして判別するまでの十
分なデータを集めることは困難である．
こうした場合の対策としては，質問テキストのみで，その質問が不適切な質問
であるかどうかを判別し，コミュニティを荒らす投稿を防ぐことが考えられる．
コミュニティQAサイトにおいて，不適切な投稿かどうか質問をテキストのみ
を用いて分類する研究に関しては，小林ら [36] の研究が挙げられる．小林らは
Yahoo!知恵袋において，人手で行っている不適切な投稿の削除を，機械学習の
SVMを用いて自動的に行うことを試みた．コミュニティQAサイト以外ではス
パムメールフィルター [47] やコンテンツベースで検出 [46]する取り組みも行わ
れている．しかしいずれも，提案手法の精度評価に主張が置かれており，不適切
な投稿をほぼ 100%除去する手法は提案されていない．また，実システムに関す
る研究としては，馬場らの研究 [48]がある．しかし，SVMを用いた検出システ
ムの精度（AUC）評価であり，実運用における有効性評価はされていない．
実システムにおいては，先行研究にはない網羅的に不適切な投稿を削除する
方法が求められるが，機械学習の手法のみで不適切な投稿を 100%除去すること
は，実際上極めて困難である．また，人による目視ですべての投稿を検閲すれば
100%の除去が達成できるが，コミュニティQAサイトの規模に比例して，高いコ
ストがかかる．そこで，人による目視での確認の手法を残しつつ，可能な限り機
械学習を用いて，不適切な投稿を判別することにより，人的コストを抑える形で
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3.2. 大規模コミュニティQAサイトにおける課題
この問題を解決できると考えた．
そこで，本章では日本最大級の女性向けコミュニティQAサイトであるママリ
のデータを対象として，投稿の不適切さを評価した後に，その評価値（または不
適切だという評価の信頼性）を元に，3個のクラス（不適切な投稿，人による判
断が必要な投稿，適切な投稿）に分類する手法を提案し，人による介入を 1/10
以下に低減した上で不適切な投稿をほぼ 100%除去することを目指す．
本章の貢献は以下のとおりである．
1. コミュニティQAサイトにおいて，スマートデバイスの普及とコストの問
題により，ニーズの増している，質問テキストのみで不適切な投稿を機械
学習により分類することを提案する．特に評価実験を通じて，最も分類結
果の良い学習器とシステム辞書の組み合わせを検証する
2. その評価値を元に，3個のクラス（不適切な投稿，人による判断が必要な
投稿，適切な投稿）に分類する手法を提案する
3. さらに，実社会で運営されているシステムへの導入も行い，提案手法の有
効性について実システムでの検証を行う
本章の構成を以下に示す．3.2節では，課題について述べる．3.3節では，提案
手法の詳細について述べる．3.4節では，評価実験の内容と結果を述べ，結果を踏
まえた考察を述べる．最後に 3.5節で本章のまとめと今後の課題について述べる．
3.2 大規模コミュニティQAサイトにおける課題
未経験の人材が，投稿を監視し，不適切性を判断できる人材になるまでには一
定の経験を要する．そのような人材を随時採用することもできないため，監視が
できるスキルを育成する必要がある．特に大規模コミュニティQAサイトであれ
ば，その人的リソースの教育・獲得に高いコストがかかる．
本研究で用いるデータ元の商用コミュニティQAサイトは厚生労働省発表の人
口動態統計 [6]から算出すると 2016年に出産予定日を迎えた人の 5人に 1人以上
がユーザー登録をしている，大規模コミュニティQAサイトである．コミュニティ
QAサイトにおいては，利用ユーザー数の増加とともにコミュニティを荒らすよ
うな，ガイドラインに違反した不適切なコンテンツの投稿が多く見られるように
なる．
そのようなユーザーの回答やフォロー，フォロワーといったユーザー同士の関
係をはじめとした特徴量を収集し，違反ユーザーを判別するシステムを作るため
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にはデータ基盤の整備といったコストがかかる．また，前節でも触れたとおり，
スマートデバイスの普及によるサービス提供方法の変化により，違反ユーザーと
して分類するための特徴量を収集できない場合もある．従って，投稿される質
問テキストのみで，その投稿が不適切な投稿であるかどうかを判別し，コミュニ
ティを荒らす投稿を防ぐ必要性がある．
投稿数の少ないサービス初期の段階では，単語の部分一致に基づくフィルター
を用いて，特定の単語を含む投稿を抽出する方法で対応が可能である．これは最
も簡単な対応手法の 1つであり，precisionが高くはないため，事後に人間が介在
して，不適切な投稿と判断された投稿が本当に不適切か否かを判断する検閲が，
最終段階で必要である．また，recallも高いわけではなく，不適切だと分類され
なかった投稿にも十分注意を払い，不適切な投稿と分類されなかったが実際不適
切である投稿を発見し，それを不適切とするための特徴的単語を発見する必要が
ある．
しかし，サービスがさらに成長すると，不適切な投稿の検閲のための監視対象
投稿数は，1日あたり数千件に上り，上記のフィルターと人手による方法では，1
日分の監視すべき量の投稿の検閲を，1日内に処理することができなくなる．以
上のような背景から目視での投稿監視は難しく，コミュニティQAサイトにおけ
るこのような状況下においては，この問題を解決する必要がある．
本研究では，人間が行うべき監視の主要部分を機械学習を用いたフィルターで
代替することを試みる，そのため，機械学習アルゴリズムの改善と適切な利用が
必要である．特に大量の不適切な投稿に対応しうる手法を提案し，実社会で運営
されているシステムに導入した上で，提案手法の有効性について実システム上で
の検証を行う．
3.3 質問テキストのみを用いた，不適切な投稿の検閲
手法
本節では前節で述べた課題を解決するために，機械学習を用いて，適切な投稿
か，不適切な投稿かを分類する手法を提案する．また，提案手法において，判別
結果の最も良い学習器と，テキストを単語に分割する際に利用するシステム辞書
の中で，最も良い結果が得られた辞書や辞書の拡張手法について述べる．さらに，
機械学習を用いて学習器を構築した後に，学習器からの評価値を元に，閾値につ
いてのチューニングを行うことについても述べる．最後に学習後の学習器で予測
した評価値を用いて，投稿を 3個のクラス（不適切な投稿，人による判断が必要
な投稿，適切な投稿）に分類した上で，適切な recallを確保しつつ，不適切な投
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稿をほぼ 100%検知する手法を提案する．
3.3.1 機械学習を用いた分類
本研究では，以下の手法で学習器を構築し，投稿の検閲の自動化を試みる．
1. 形態素解析プログラム（MeCab[12]等）を用いて質問文から単語を切り出す
2. 1の単語から特徴量として用いる単語として，品詞が名詞，動詞，形容詞，
記号とされている単語を抽出
3. 質問文毎に単語をカウントして特徴ベクトルを作成
4. 学習器を構築
未知の投稿を分類する場合，同様に 1から 3の処理を行い，学習後の学習器を用
いて，分類する．
なお，精度向上への取り組みとして学習器の比較・検討を行う．対象とする学
習器はNaive Bayes，Decision Tree，SVM，Random Forest[20]である．
次に，システム辞書の選定を行う．形態素解析プログラム（MeCab）で質問
文から単語を切り出す際にシステム辞書は利用される．比較対象となるシステ
ム辞書は ipadic，jumandic，unidicとmecab-ipadic-NEologd[13]である．mecab-
ipadic-NEologdとは，多数のWeb上の言語資源から得た新語をシステム辞書に
追加することにより拡張したMeCab用のシステム辞書である．
さらに，辞書自体の拡充を行う．コミュニティQAサイトの特徴の 1つとして，
コミュニティの中に独特な単語が生まれる．例えば，Yahoo!知恵袋の中では知恵
袋用語集と呼ばれる用語集が存在している．具体的な例として，「削除隊」を挙げ
る．「削除隊」は投稿を削除する知恵袋スタッフのことである．このような用語
はシステム辞書の中にないことも多い．従って辞書の拡充が精度向上に寄与する
と考えた．コミュニティQAサイト毎の特有の単語を追加・調整することにより，
精度の向上に取り組む．その辞書拡充のステップを図 3.1に示す．
辞書の拡充自体は非常に愚直な作業となる．ユーザーから違反報告があがった
投稿に対して，目視で何がその違反の原因だったのかを判断し，分類に適した単
語があれば辞書に追加していく．
最後に，学習後の学習器の評価値を元に閾値についてチューニングを行う．学
習器を学習する際，適切な投稿と不適切な投稿の割合が 1対 1のデータセットを
用いるが，実際には不適切な投稿の割合は，適切な投稿の割合に比べてごく少数
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図 3.1: 辞書拡充のステップ
である．そこで，実験結果を確認しながら，実際のクラス割合に等しいクラス割
合で構成された検証データを用意する．検証データを用いて不適切な投稿全てを
検知しつつ，適切な投稿が不適切な投稿として分類される件数を大幅に削減する
ような閾値を探し，チューニングを行う．
3.3.2 提案手法
前項の手法のみで，高い精度が出たとしても，小林ら [36]の取り組みのように
100%の精度には達せず，実運用の中ですべてを機械による判別により，自動化し
てもクリティカルなミスが出ることは十分に考えられる．それにも関わらず，先
行研究にはない，網羅的に不適切な投稿を削除する方法が求められる．しかし，
自動的に 100%不適切な投稿を除去することは困難である．
そこで適切な投稿，不適切な投稿に加えて，人による判断が必要とされるクラ
スを追加し，投稿を 3個のクラスに分類した上で，人による判断が必要と分類さ
れた場合，人によって判断し，不適切な投稿をほぼ 100%検知する手法を提案す
る．機械学習と目視を組み合わせた提案手法を図 3.2に示す．
まず，ユーザーからの投稿を予め学習した学習器を用いて判別する．このとき，
学習器が出力する評価値（probability）が上限閾値以上である場合は，不適切な
投稿として扱い，逆に下限閾値以下であった場合には適切な投稿として扱う．下
限閾値を設定する理由は，false negativeな判別をしてしまった投稿を発見する
ためである．false negativeな判別とはすなわち，本来は不適切な投稿であるが，
そうでないと判別したということである．繰り返しになるが，そのような投稿は
コミュニティにとってクリティカルな影響を及ぼす投稿となる．以上より，ここ
の誤判別を 0に近づけるためにこのような二つの閾値を設定する．
学習器による評価値が二つの閾値の間に含まれた場合，その投稿を，目視での
投稿内容の確認が必要な投稿として，リストに登録する．そして，そのリストに
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登録された投稿内容を人間が確認し，適切な投稿か，不適切な投稿かを判断する．
機械学習を最大限利用するが，あえてすべては自動化しないことで，結果とし
てコミュニティQAサイトにとって大事な検閲の精度を高め，運用可能な形を目
指す．
図 3.2: 機械学習と目視での投稿内容確認を組み合わせた提案手法
19
3.4. 実験
3.4 実験
3.4.1 データセット
商用コミュニティQAサイトにおいて，過去実運用中に，目視により「不適切
な投稿である」と判断した投稿 1,000件と「適切な投稿」1,000件を用意し，合
計 2,000件の投稿に対して二値分類を行うことにした．
3.4.2 実験手法
3.3節で述べた機械学習を用いた分類手法を用いて分類を行い，分類の精度を
比較する．実装には scikit-learn[17]を利用した．以下の項目について比較・考察
を行う．なお，以後の実験での評価は，すべて 5-fold cross validationで行った．
• 学習器毎の精度の比較
• MeCabを用いて質問文から単語を切り出す際に利用される，システム辞書
についての精度の比較
• 機械学習を用いて学習器を構築した後に，学習器が出力する評価値を元に
した閾値のチューニング
• 提案手法を実システムで運用した際の検証
3.4.3 評価指標
評価指標の定義のために投稿のクラス分類の予測結果（Prediction Outcome）
と実際のクラス（Actual Value）との混同行列を図 3.3に示す．Actual Valueが
p′の場合が真に不適切な投稿であり，Actual Valueが n′の場合が真に不適切な
投稿でない．Prediction Outcomeが pの場合が不適切な投稿だと予測された値
であり，Prediction Outcomeが nの場合が不適切な投稿でないと予測された値で
ある．また，P′が p′の合計であり，N′が n′の合計である．同様に，Pが pの合
計であり，Nが nの合計である．
このとき，True Positive（TP），False Negative（FN），False Positive（FP），
True Negative（TN）を用いて，評価指標を以下に定義する．
20
3.4. 実験
Actual
Value
Prediction Outcome
p n total
p′ True
Positive
False
Negative
P′
n′ False
Positive
True
Negative
N′
total P N
図 3.3: 投稿のクラス分類の予測結果（Prediction Outcome）と実際のクラス
（Actual Value）との混同行列
Accuracy =
TP + TN
TP + FP + TN + FN
(3.1)
Precision =
TP
TP + FP
(3.2)
Recall =
TP
TP + FN
(3.3)
F1 =
2Recall・Precision
Recall + Precision
(3.4)
3.4.4 目標とすべき指標数値の定義
評価指標として，precision，recall，F1，accuracy[18]を式 (3.1)から式 (3.4)に
定義する．目標とすべき指標数値として，不適切な投稿を見逃さないことが最重
要であるので，不適切な投稿の recallを 1に近づけることを第 1目標とする．
またその条件下で，適切な投稿を不必要に不適切な投稿として分類しないよう
precisionを実用上十分なまで上げることが第 2目標である．これら二つの目標を
達成することで，コミュニティQAサイトとして実運用が可能になり，安心して
使い続けてもらえるコミュニティを作ることに繋がる．
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3.4.5 実験結果
(1) 学習器の選定
それぞれの学習器で 3.4.1のデータを分類した結果を表 3.1に示す．システム
辞書はMeCab標準のシステム辞書である ipadicを用いた．最も良い結果の得ら
れた学習器は Random Forestであった．以後の実験については Random Forest
を学習器として使用する．しかし，それでも precision，recallともに 0.7程度で
あり，網羅的に不適切な投稿を検閲できる精度に達するには，学習器の選定だけ
では難しいことが分かった．
(2) システム辞書の選定
次にシステム辞書自体の精査を行った．mecab-ipadic-NEologdを含めた各辞
書で最も良い辞書を選定するために，(1)の学習器の比較で最も結果の良かった
Random Forestを用いて辞書の比較を行った．ipadic，jumandic，unidic，ipadic
にmecab-ipadic-NEologd加えてそれぞれで実際に判別を行った結果を表 3.2に
示す．
表 3.2より imecab-ipadic-NEologdが最も良い結果となったことがわかる．ス
マートデバイスベースのサービスであるママリには絵文字や顔文字，Web上で
表 3.1: 学習器毎の各指標の比較
分類手法 Precision Recall F1 Accuracy
Naive Bayes 0.65 0.63 0.62 0.66
Decision Tree 0.66 0.66 0.66 0.66
SVM 0.69 0.57 0.50 0.58
Random Forest 0.71 0.70 0.69 0.70
表 3.2: システム辞書毎の各指標の比較
システム辞書 Precision Recall F1 Accuracy
ipadic 0.71 0.70 0.69 0.70
jumandic 0.72 0.71 0.71 0.71
unidic 0.71 0.70 0.70 0.70
mecab-ipadic-NEologd 0.73 0.72 0.72 0.72
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よく使用されるスラングやより一般的な会話の中で使われる単語等が利用される
ため，結果に改善が見られたと考えられる．
具体例として，
「携帯一つで簡単で安心安全です！良かったメールレディご紹介しますよ！（笑
顔絵文字顔文字）」
という投稿について，mecab-ipadic-NEologdを利用してMeCabを実行した結果
と ipadicで実行した結果をそれぞれ図 3.4，図 3.5に示す．
メールレディとは男性とメールでやりとりをする在宅ワークのことである．こ
の二つの図を見ると「メールレディ」という単語が ipadicでは「メール」という
単語と「レディ」という単語に分割され，mecab-ipadic-NEologdでは「メールレ
ディ」という 1単語に分割されていることがわかる．
ママリにおいては「メールレディ」に関する投稿は不適切な投稿である割合
が高いため，mecab-ipadic-NEologdの方が正しい分割をしていると考えられる．
従って，mecab-ipadic-NEologdの方が文章の内容をより理解するための情報を
得ることができる．以上より，mecab-ipadic-NEologdをシステム辞書として採用
図 3.4: ipadicを利用してMeCabによる形態素解析を実行した結果
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図 3.5: mecab-ipadic-NEologdを利用してMeCabによる形態素解析を実行した
結果
することにした．以後の実験についてはmecab-ipadic-NEologdをシステム辞書
として使用する．
(3) 辞書の拡充
コミュニティQAサイト毎の特有の単語を追加・調整することにより，精度の
向上に取り組んだ．ユーザーからの違反報告に向き合い，合計約 2,000単語につ
いて検討，精査を行い，辞書の拡張を続けた．3.4.1のデータセットに対して拡
張した辞書を利用し，学習器にはRandom Forestを用いて判別を行ったところ，
各指標は表 3.3に示す値となった．
辞書の拡張の具体例として，「ビジネスパートナー」という単語を辞書登録する
表 3.3: 辞書拡充前後の各指標の比較
辞書拡充の前後 Precision Recall F1 Accuracy
辞書拡充前 0.73 0.72 0.72 0.72
辞書拡充後 0.81 0.80 0.80 0.80
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かの判断について説明する．ママリにおける 「ビジネスパートナー」という単
語を用いた投稿はユーザーをネットワークビジネスへ勧誘する投稿であることが
多い．例えば以下のような投稿である．
「はじめまして，私は今妊娠中ですが家からの仕事で旦那より稼いでます．一緒
に仕事をするビジネスパートナーを募集中です．もし興味があれば連絡先を交換
しませんか？」
この文章を形態素解析すると，「ビジネス」と「パートナー」という二つの名詞
に分かれる．このような単語の場合，「ビジネスパートナー」を 1語として認識
させるために，単語として辞書登録を行う．以上のような辞書登録を経た結果，
precision，recallともに 0.8以上となった．約 2万件近くの違反報告を精査するこ
とは愚直な取り組みではあるが，コミュニティQAサイトの不適切な投稿の分類
においても，精度向上に寄与することがわかった．
(4) 機械学習で用いた評価値を元にした閾値チューニング
(3)までは，学習器の学習のために，適切な投稿と適切でない投稿の割合が 1
対 1のデータを用いるが，実際には不適切な投稿の割合は適切な投稿に比べてご
く少数である．直近で行われた投稿約 100万件の実データから 1,000件をランダ
ムサンプリングし，内容を確認したところ不適切な投稿は 12件であった．この
1,000件に対して，学習済みの学習器により判別を行ったところ表 3.4に示す結
果となった．
不適切な投稿の recallが 1.0であることから，学習器による判別によって不適
切な投稿が全て検知できていることがわかる．一方で，本来は不適切でない投稿
として判別されるべき一部のデータが不適切な投稿として判別されているため，
不適切な投稿における precisionの値が低い．
そこで，検証データを用いて不適切な投稿全てを検知しつつ，適切な投稿が不
適切な投稿として判別される件数を大幅に削減するような閾値を調査し，チュー
ニングを行う．
scikit-learnの RandomForestClassifierを用いて probabilityを出力させ，その
判別の閾値を調整することにした．probabilityを確認すると，不適切でない投
稿であるが，不適切な投稿として判別された投稿の多くは probabilityが 0.5から
0.74という評価値であることがわかった．そこで，デフォルトの設定における閾
値は 0.5であるが，0.74という閾値に変えた結果，表 3.5に示す結果となった．こ
れにより，学習器による評価値を元に閾値についてチューニングを行うことで，
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表 3.4: サンプリングしたデータに対する判別結果
Precision Recall F1 全体件数
適切な投稿 1.00 0.82 0.90 988
不適切な投稿 0.06 1.00 0.12 12
表 3.5: サンプリングしたデータに対する，閾値調整後の判別結果
Precision Recall F1 全体件数
適切な投稿 1.00 0.99 0.99 988
不適切な投稿 0.55 1.00 0.71 12
すべての不適切な投稿を検知しつつ，適切な投稿が不適切な投稿として判別され
る件数を大幅に削減できることがわかった．
3.4.6 提案手法の有効性についての実システムでの検証
3.3.1の手法と 3.3.2の手法を実システムとして運営されている商用コミュニ
ティQAサイトに導入し，検証を行った．
(1) クリティカルな分類ミスの存在
3.3.1の手法で実際にコミュニティQAサイトに提案手法を導入した場合，分類
ミスは少ないが，運用上極めて不適切な投稿でもあるにも関わらず，適切と分類
してしまう場合が生じた．例えば，以下の投稿は一見普通の投稿に見えるが，実
は投稿文中のリンク先は，ユーザーを不適切なコンテンツへと誘導させている．
「みなさん子育てで参考にしている本や人，ブログなどありますか？？おすすめなど
あれば教えてほしいです(^-^)/私はこの方のブログを参考にさせてもらってます！
優しい気持ちになれるので，めちゃめちゃお勧めです！(^^) http://xxx.xxx.xxx
（不適切なコンテンツの閲覧へ誘導させるリンク）」
このような，リンクによる不適切なサイトへの誘導を検出するには，記述を見る
だけでは不十分であり，リンク先のコンテンツをダウンロードし，その内容を解
析し，その適否を判断する必要がある．一般にこうしたサイトは巧みに書かれて
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いるため，その違反性の判別は簡単ではない．1つの簡便な方法は，ブラックリ
ストによる方法である．こうしたブラックリストは極めて有用ではあるが，最新
のブラックリストを作成，更新し続けることはコスト的に困難である．別の方法
は，人間に頼るものであり，目視での内容確認を組み合わせた 3.3.2の手法が挙
げられる．
(2) 投稿を不適切，人による判断，適切の 3つへ分類
3.3.1の手法のみでは，実際にコミュニティQAサイトでは運用上極めて不適切
な投稿でもあるにも関わらず，適切と分類してしまう場合が生じた．そこで，投
稿を 3個のクラス（不適切な投稿，人による判断が必要な投稿，適切な投稿）に
分類し，その結果，不適切な投稿をほぼ 100%検知する手法（図 3.2）を導入した．
機械学習によるフィルタリングによって，怪しくはあるが不適切とは断定でき
ない投稿を，不適切，適切とは別のクラスとして分類し，その後，そのクラスに
分類された投稿を人間が最終判別するシステムを作成した．実運用では 3.4.5(4)
と同様に scikit-learnの RandomForestClassifierを用いて，投稿毎に不適切な投
稿であるprobabilityを出力させた．それが一定の閾値を越える場合に人に判断を
促すようなアラートを出すという手法を行うために，scikit-learnにおけるRan-
domForestClassifierが出力する，不適切な投稿である確率の推定値に対する上限
閾値を 3.4.5(4)に沿い 0.74に設定し，人に判断を促すアラートを出す下限閾値は
0.6として設定した．
このシステム導入後，人手による判別が必要と判断される投稿は，1日あたり
200件程度であった．この件数は全投稿の 1％以下である．これにより，1日数
回，リストに登録された投稿をチェックする程度で検閲が完了している．3.3.2の
手法により，機械学習を最大限利用するが，あえてすべては自動化しないことで，
結果としてコミュニティQAサイトにとってクリティカルな問題となる，不適切
な投稿に対する検閲の精度を高め，実サービスでも運用可能なことがわかった．
3.5 まとめと今後の課題
コミュニティQAサイトのような，活発に質問と回答が行われる環境下におい
ては，適切でない投稿の検知が課題となる．しかし，先行研究で行われてきた
ユーザーの行動履歴を使用した方法は大きなコストがかかる．また，スマートデ
バイスの普及によりそもそも不適切な投稿を行うユーザーの行動履歴が取りづら
くなったという課題も存在している．
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それらの課題に対し，限られたリソースの中で機械学習を用いて人間が行うべ
き監視の主要部分を代替するためには，機械学習を用いた上での工夫が必要であ
る．そこで本章では，課題解決のための手法を提案し，大規模なコミュニティQA
サイトにおける，不適切な投稿に対応した手法を，実社会で運営されているシス
テムへの導入を行うことで，提案手法の有効性を確認した．
具体的には，コミュニティQAサイトによる不適切な投稿の分類に用いる学
習器として Naive Bayes，Decision Tree，SVM，Random Forestを比較，さら
に形態素解析を使用する際に使われるシステム辞書について ipadic，jumandic，
unidicと多数のWeb上の言語資源から得た新語を追加することにより拡張した
MeCab用のシステム辞書である mecab-ipadic-NEologdを利用した．学習器は
Random Forest，システム辞書としてはmecab-ipadic-NEologdの精度が高いこ
とがわかった．
多くの研究では数%の精度差について最新の学習アルゴリズムを用いて競い合
うことが多い．しかしながら現実に適用する際には，非常に愚直で時間はかかる
ものの，「ビジネスパートナー」といったコミュニティQAにおけるシステム辞書
の中にないが不適切な投稿の分類のために重要と思われる単語を追加し，辞書を
整備することが確実で効果的であることがわかった．
また，学習器が出力した評価値を元に閾値についてチューニングを行うことで，
不適切な投稿の recallを 1に近づけつつ，不適切でない投稿を不必要に不適切な
投稿として分類しないよう precision を実用上十分な値まで上げることが可能な
ことを確認することができた．
最後に，機械学習での一定の成果に基づき，機械学習によるフィルタリングに
よって，不適切な投稿とは判断できない投稿を，人による判断が必要な投稿と分
類し，その後，そのクラスに分類された投稿を人間が最終判別するシステムを作
成し，実システムとして利用者の多い大規模コミュニティQAサイトでその手法
の効果を示した．結果として，先行研究にはない，「網羅的に不適切な投稿を削除
する方法」を提案することができた．
現在も継続的かつ定期的に辞書のアップデートを行いながら今の閾値が適切か
どうかの確認を行っている．今後は画像付きの投稿に対しても機械学習を用いた
システムによる画像判別により，不適切な投稿を検知する仕組みを導入していき
たいと考えている．
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第4章 コミュニティQAサイトにお
ける共感を求める質問の認識
本章では，回答率の低いと推測される質問の抽出を行うために，共感を求める
質問とそれ以外の質問の定義を述べ，その上で機械学習を用いて，共感を求める
質問と共感以外を求める質問かを分類する手法について述べる.
4.1 はじめに
大規模コミュニティQAサイトでは，様々な社会的・心理的・経済的な問題を
抱えているユーザーや，健康上の問題を抱えているユーザーが存在している．コ
ミュニティQAサイトに投稿を行うユーザーの中には，相談するあてのない，そ
うした質問を投稿することがある．そのような質問に対しては，答えが得られれ
ば十分というものではなく，その応答を通して，やりとりをしている同士がつな
がっているという感覚が重要である．その感覚から，孤独ではないという心理的
支援を得られることが，投稿を行うユーザーにとって必要である．そのためには，
コミュニティQAサイトに質問が投稿されてから短時間で回答が得られ，その回
答は心のこもった内容であることが望ましい．
一方，回答が得られないと，逆に負の心理的影響を受け，単にコミュニティQA
サイトから離れるという，コミュニティQAサイトの運営者にとって望ましくな
い結果となる．このような結果は，コミュニティQAサイトを作成し，運営する
側にとっては容認できない．このような状況になってしまう 1つの原因として，
前述の相談するあてのない質問のような，直接的な回答を求めない質問投稿が挙
げられる．回答が必要にも関わらず，回答が難しいため，このような質問に対し
ては回答が与えられにくいという特徴がある．例えば以下のような質問である．
「子育てに疲れてイライラを人にぶつけてしまいます．．手をあげたりはしな
いけど，ついイライラして怒鳴ってしまう．旦那の転勤で引っ越してきてから，
イライラがひどくなってしまって…こんな自分に嫌気がさします．正直辛い．」
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表 4.1: 共感を求める質問と共感以外を求める質問それぞれ 300件に対する未回
答の数
質問の種別 回答あり (1件以上)　 未回答
共感を求める質問 162 138
共感以外を求める質問 　 299 1
質問の具体的な答えそのものよりも，自分の思いへの共感を求めるこのような
質問は，商用データ内においては，全質問の約 2割を占めている．しかし，この
ような質問は回答者からすると回答しにくい質問である．
共感を求める質問と共感以外を求める質問とを商用コミュニティQAサイトの
中から手作業でそれぞれを 300件取り出し，未回答質問数と回答者数を調べた．
その結果を表 4.1，表 4.2に示す．共感を求める質問と共感以外を求める質問とを
手作業で振り分ける方法については，4.3で言及する．なおコミュニティQAサ
イトの性質を踏まえて，本論文での「質問」とは，本論文で注目している，共感
を求める質問と共感以外を求める質問の両者を意味するものとする．
表 4.1から，共感を求める質問では 300件中 138件が未回答のままであるが，
共感以外を求める質問では未回答のままのものは 1件しかない．共感を求める質
問は，共感以外を求める質問に比べて，回答を得られないままの状態であること
が多いことがわかる．
それぞれ 300件の質問に対して，共感を求める質問と共感以外を求める質問の
回答者数は表 4.2より，共感を求める質問には 309人，共感以外を求める質問に
対しては 847人である．質問数よりも回答者数が多いのは，1つの質問に対して
複数人の回答者がいる場合があるからである．2つの値を比較すると，約 2.7倍
の違いがあり，共感を求める質問には共感以外を求める質問に比べて，回答者数
が少ない．
ママリが提供されているアプリマーケットの 1つであるApp Store[54]におけ
るママリのレビューにおいて，5段階評価でもっとも高い評価である 5のついた
レビューからランダムに 100件のレビューを選択したところ，そのうち 58件が
「回答がもらえることが嬉しい」という主旨であった．
以上から，回答が得られることは，質問を投稿したユーザーの満足度が向上す
るための重要な要素の 1つであることがわかる．そこで本章では，共感を求める
質問に対しての回答率を上げることを目的とする．
表 4.2の回答者属性の割合より，共感を求める質問と共感以外を求める質問と
で，回答者属性の割合が違うことがわかる．共感以外を求める質問では 67%の回
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表 4.2: 共感を求める質問と共感以外を求める質問それぞれ 300件に対する回答
者数 (人)と回答者属性の割合 (%)
ユーザー属性 共感を求める質問 共感以外を求める質問
出産経験者 255人 (83%) 565人 (67%)
出産未経験者 54人 (17%) 282人 (33%)
合計 309人 (100%) 847人 (100%)
答者が出産を経験したユーザーだったが，共感を求める質問では 83%の回答者が
出産を経験したユーザーであった．このことから，出産を経験したユーザーに対
して，共感を求める質問に対する回答を促すことで，共感を求める質問に対して
の回答を得る可能性を上げることができるのではと考えた．
図 4.1のように，スマートフォンにおける，ママリを含むコミュニティサービ
スのユーザーインターフェースの 1つとして，ユーザーが投稿した質問が一覧で
表示される形式が存在している．指を上から下へフリックすることにより画面が
遷移し，新たな質問の閲覧が可能である．ユーザーは質問の中で興味のある質問
をクリックし，回答を行う．この質問一覧画面において，ユーザー属性に応じて
表示する質問の種類をコントロールすることによって回答率の改善が可能である
と考えた．
そこで，質問文から抽出した特徴と機械学習を用いて，共感を求める質問と共
感以外を求める質問を分類した後，高い回答率を持つユーザー（この場合，出産
経験者）に共感を求める質問を提示することによって，質問の回答率が高まるも
のと考えた．そのために，共感を求める質問と共感以外を求める質問を適切に分
類することを目指す．
本章の構成を以下に示す．4.2節では，共感の定義について述べる．4.3節では，
共感を求める質問と共感以外を求める質問の定義について述べる．4.4節では，提
案手法について述べる．4.5節では，評価実験の内容と結果を述べ，結果を踏ま
えた考察を述べる．最後に 4.6節で本章のまとめと今後の課題について述べる．
4.2 共感の定義
4.3にて共感を求める質問と共感以外を求める質問それぞれについて定義を行
うために，本節では「共感」の定義を確認する．
「共感」という言葉の定義として広辞苑 [55]では “他人の体験する感情や心的
状態，あるいは人の主張などを，自分も全く同じように感じたり理解したりする
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図 4.1: ママリの画面図
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こと．同感”という定義をしている．これまで，「共感」については様々な研究が
行われ，研究者たちはそれぞれの解釈を元に定義を行ってきた．
Ko¨hler[56]は “相手と感情を共有することよりも，それらを理解することが重
要”としている．Dymond[57]は “他者の考え，感情，行為の中に自分自身を想像
的に置き換え，その人の世界を構成すること”としている．Stotland[58]は “他者
が感情を体験しているか，体験しようとしていることを，理解したために起こる，
観察者の感情的な反応”としている．Wispe´[59]は “個人的な見解，または，基準
に基づいて判断するのを控えた上で，相手を理解しようとする試み”としている．
それぞれの研究者の定義から共通項を鑑みると，「相手の感情を理解すること」が
「共感」であると考えられる．この「共感」の定義を前提として， 4.3にて共感
を求める質問と共感以外を求める質問それぞれについて定義を行っていく．
4.3 質問分類タスクの定義
4.3.1 分類の定義
本研究では，下記の 2つに質問を分類した．
共感を求める質問
本研究では，「共感を求める質問」を以下のいずれかの要素を持つ質問と定義
した．
• 質問文に対して，「わかります」という理解を示す文章のみで回答を与え
ることができる
• 疑問を解くような具体的な回答や提案を与える必要がない
質問者は自分の質問を肯定もしくは理解されることを求めて質問すると考えら
れる．
共感以外を求める質問
本研究で述べる「共感以外を求める質問」とは以下の要素を持つ．
• 質問文に対して，「わかります」という理解を示す文章のみでは回答とし
て不十分である
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• 疑問を解くような具体的な回答や提案を与える必要がある
質問者は回答者の多様な意見もしくは，正しい事実を求めて質問すると考えら
れる．
4.3.2 各分類の具体的な例
「子育てに疲れてイライラを人にぶつけてしまいます．．手をあげたりはしな
いけど，ついイライラして怒鳴ってしまう．旦那の転勤で引っ越してきてから，
イライラがひどくなってしまって…こんな自分に嫌気がさします．正直辛い．」
という質問は共感を求める質問の 1例である．「辛いですよね，わかります」とい
う回答をもらったこのようなユーザーにインタビューを行なうと，「世の中に同
じ立場の人が居り，同じ悩みを共有することで不安が和らぎ，安心感を覚えた」
というような回答が得られた．一方，
「つわりがひどいのですが，楽になる方法はありませんか？」
という質問は共感以外を求める質問の 1例であり，つわりを楽にする具体的な方
法を求めている．
4.3.3 質問分類タスクにおける議論
投稿の中には判断が非常に難しい投稿も存在する．例えば以下のような投稿で
ある
「ほんと旦那が家事しなくてムカつく！！！料理毎日してるのでゴミ捨て一つしな
いってどーゆうことなん！？皆さんそう思いません？」
この文章は「皆さんそう思いません？」という部分を回答者に対しての問いかけ
ととり，多様な意見を求める質問として分類することも考えうるが，一般的にこ
のような質問を問いかけるユーザーは不満を投げかけ，それに対する理解を求め
ている．よって，本研究においては共感を求める質問として分類した．
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4.4 分類手法
4.4.1 特徴語句による分類
共感を求める質問かどうかを特定のキーフレーズ，特徴語句を用いて分類を行
なう．この特徴語句による分類方法をベースラインと呼ぶ．表 4.3に本手法で用
いる特徴語句のリストを示す．この特徴語句のリストは栗山ら [8]の研究で「情
報検索型」の質問と「社会調査型」の質問に特徴的な表現（名詞・形容詞・形容動
詞・文末表現）のパターンを抜き出したものである．このリスト中の文字列（103
個）が質問文に含まれない場合，共感を求める質問と分類する．
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表 4.3: 特徴語句リスト
何時 どこ
誰 だれ
名前 場所
金額 料金
いくら 可能ですか
できない 出来ない
出来ますか できますか
出来ませんか できませんか
本当ですか ホントですか
何から 違い
理由 原因
なぜ 何故
方法 手立て
やり方 対策
方策 し方
法 どうやって
どれくらい どのような
どうすればいい どうやったら
どちらがいい べきですか
べきじゃないですか た方が良い
た方が悪い ほかない
しかない 大丈夫
した方がいい ていいですか
たほうがいい どう思いますか
一番の 良い
いい 悪い
だめ ダメ
良くない よい
おいしい 美味しい
美味しく うまい
まずい おいしく
うれしい おもしろい
楽しい おすすめ
お勧め お薦め
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表 4.3: 特徴語句リスト (続き)
オススメ 有名な
話題の 評判の
人気 魅力
好き 嫌い
気に入り 評価
どうですか どうでした
ことありますか ってありますか
していましたか していますか
てましたか しますか
しませんか した方がいたら
した方は ている方
た人 てる人
経験 一般論
みなさん 皆さん
あなたは 思う
思える 思われる
だから なんで
よね．
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4.4.2 機械学習を用いた分類
共感を求める質問を機械学習を用いて判別する．自然言語処理における分類で
はいくつかの手法が存在するが，3章と同様に，下記に示す方法を基本とし，共
感を求める質問を判別する．
1. 形態素解析プログラム（MeCab等）を用いて質問文から単語を切り出す
2. 1の単語から特徴量として用いる品詞として，名詞，動詞，形容詞，記号
を抽出
3. 質問文毎に単語をカウントして特徴ベクトルを作成
4. 学習器を構築
未知の質問を分類する場合，同様に 1から 3の処理を行い，学習後の学習器を
用いて，分類する．また，MeCabを用いて質問文から単語を切り出す際に利用
される，システム辞書についても検証する．
システム辞書にはMeCab標準のシステム辞書である ipadicとmecab-ipadic-
NEologdを利用する．3章で述べたようにmecab-ipadic-NEologdは，多数のWeb
上の言語資源から得た新語を追加することにより拡張したMeCab用のシステム
辞書である．
学習器はLogistic Regression，SVM，Gaussian Naive Bayes，k-Nearest Neigh-
bors，Random Forest，AdaBoost，Decision Treeの 7つを用いて，結果を比較
する．SVMについては rbf，linearの 2種類のカーネルを用いる．以後，この分
類手法をMとし，学習器とシステム辞書を含めて示す際にはM-学習器 (システ
ム辞書)として表すこととする．例えば学習器には SVM，カーネルは rbf，シス
テム辞書は ipadicを用いた場合，M-SVM(rbf)(ipadic)と表記する．
4.4.3 word2vec用いた質問文拡張
ユーザーはスマートフォンで質問の投稿を行うため，質問文が短文であること
が多い．そのため，投稿文中の単語だけでは，文の特徴を表現するには不十分で
あると考えた．
そこで，前節の方法において特徴語として選択した単語に対してword2vec[14]
を用いて，word2vecにおける類似度が最も高い 10単語を特徴語として追加する
ことにより，質問文拡張を行うことで文の特徴を表現する情報量を増やすこと
にした．word2vecのモデル作成のために，ママリに投稿された約 100万件の質
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問（以下，mamariコーパスと呼ぶ）とwikipediaで提供されているダンプデータ
[15]をコーパス（以下，wikipediaコーパスと呼ぶ）としてそれぞれ利用し，比較
することにした．具体的に前節の方法に 2つ工程を加えた．以下に流れを示す．
1. コーパスからword2vecのモデルを作成
2. 形態素解析プログラム（MeCab等）を用いて質問文から単語を切り出す
3. 2の単語から特徴量として用いる品詞として，名詞，動詞，形容詞，記号
を抽出
4. 選択された単語を元にword2vecで単語を拡充
5. 質問文毎に単語をカウントして特徴ベクトルを作成
6. 学習器を構築
以後，word2vec用いた質問文拡張をW(利用コーパス名)として表すことと
する．
4.5 実験
4.5.1 データセット
4.3で述べた基準に則り，2人の判別者により手作業で共感を求める質問を分
類し，ラベル付けを行った．
(1) ラベル付けの方法
ランダムに抽出した 1,600件の質問に対して以下の 4段階で表 4.4左のラベル
付けを行った．
Definitely Yes（DY）は判別者が自信を持って共感を求める質問であると判断
した際に用いられる．Probably Yes（PY）はDYよりも自信がないが共感を求
める質問であろうと判断した際に用いられる．逆に自信を持って共感を求める質
問でないと判断した場合にはDefinitely No（DN）とラベル付けし，DNよりも
自信がない場合にはProbably No（PN）を用いる．判別者 2人の組み合わせに応
じたラベル付けが表 4.4右である．表中のYは共感を求める質問として分類し，
Nは共感以外を求める質問と分類する．Dとなっている部分に関してはラベル付
けの段階で分類不可能と判断し，データセットから除いた．
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表 4.4: 4段階の評価によるラベル付け
DY: Definitely Yes
PY: Probably Yes
PN: Probably No
DN: Definitely No
　 DY PY PN DN
DY Y Y Y D
PY Y Y D N
PN Y D N N
DN D N N N
(2) ラベル付けの結果
Yと判別された質問数は 311，Nと判別された質問数は 1,206であった．ラベ
ル付けの段階で分類不可能と判断し，データセットから除いた質問は 83であっ
た．そのうちPY/PNの組み合わせは 79件，DY/DNの組み合わせは 4件だった．
判別者 2人の判別が合わなかった理由として，文意によっては共感を求めている
とも，意見を求めているともとれる質問があったことが挙げられる．
ラベル付けに際して，判別者 2名によるラベル付けの結果の一致度をみるため
にkappa係数 [16]を用いた．その結果 0.88と高い一致が見られることがわかった．
以上より，1,517件の質問を実験に用いる．1,017件を教師データ，500件をテ
ストデータとする．1,517件のうち，311件（約 2割）が共感を求める質問であ
る．311件のうち 211件は教師データ，100件はテストデータに利用する．
4.5.2 実験手法
4.4で述べた 3つの分類手法（ベースライン，学習器，word2vecによる単語拡
充）を用いて分類を行い，分類の精度を比較する．実装には scikit-learnを利用
した．以下の項目について比較を行う．
• 教師データのクラス毎の割合を調節することで，精度に差が出るか検証
• MeCabを用いて質問文から単語を切り出す際に利用される，システム辞書
についての精度の比較
• 各学習器毎の精度の比較
• word2vecコーパスの精度の比較
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4.5.3 目標とすべき指標数値の定義
共感を求める質問を正しく判別していることを定量的に計るため，precision，
recall，F1を利用（3.4.3を参照）する．共感を求める質問は全質問の約 2割を占
めているが，表 4.1に示す通り，未回答で終わってしまう質問の数が多い．しか
し，質問者を満足させるコミュニティを実現するためには，これらの質問にも回
答が与えられるべきである．そこで，可能な限り，共感を求める質問を回答する
傾向が，相対的により高い出産経験者（表 4.2）に重点的に表示させることが共
感を求める質問の回答率を上げることに繋がる．
しかし，出産を経験したユーザーの数は限られている．仮に出産を経験した
ユーザーにすべての質問を割り振った場合，回答候補者 1人当たりの質問数が多
くなるため，回答する頻度や質が低下する恐れがある．しかしそれを実測する方
法はないため，本研究では 1人あたりが回答することのできる質問の許容量を現
在の回答数とする．ママリにおいては，ユーザーの半数が出産を経験したユー
ザーである．共感を求める質問が全質問の 2割であることから，共感を求める質
問の recallを限りなく 1に近づけた上で，precisionを 0.4に近づけることで，回
答候補者 1人当たりの質問数を今と同じ水準に保ったまま，出産を経験したユー
ザーへ，共感を求める質問を割り振ることができる．これらの値を本実験におけ
る目標とすべき値とする．
4.5.4 実験結果
すべての組み合わせについて実験を行ったが，組み合わせの数が，学習器（7
種類）× MeCabのシステム辞書（2種類）× 分類手法（3種類）× 教師となる
データのクラス毎の割合（4種類）より 168種類あるため，実験結果の要約とし
て目標値へ最も近づいた組み合わせをベースラインとともに表 4.5に示す．ベー
スラインの結果はBと示す．B以外の結果について，上段の評価値との差分を
括弧内に示す．
表 4.5より，ベースラインでは recallは 0.4，precisionは 0.13となった．一方
で教師データのクラス毎の割合が 1:1，辞書がmecab-ipadic-NEologd，学習器と
して SVM(rbf)を利用し，word2vec(mamariコーパス)で質問文を拡張した場合
に，recallは 0.96， precisionは 0.39となった．十分にベースラインを上回り，か
つ目標の指標数値に非常に近い値となった．このとき，SVMで学習およびテス
トを行う際の特徴語の特徴ベクトルの次元数は 9,799次元であった．次節以降で
教師となるデータのクラス毎の割合，辞書，学習器，word2vecに利用したコー
パスについて考察していく．
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表 4.5: 教師データ中のクラス毎のサンプル数比を 1:1にした際の，テストデー
タにおける共感を求める質問の分類結果 (B: ベースライン，M-学習器 (システム
辞書): 4.4.2の手法，W(コーパス): word2vec用いた質問文拡張)
分類手法 Precision Recall F1
B 0.13 0.40 0.20
M-SVM(rbf)(ipadic) 0.30 (+0.17) 0.93 (+0.53) 0.46 (+0.26)
M-SVM(rbf)(ipadic)
+ W(mamari) 0.38 (+0.08) 0.94 (+0.01) 0.54 (+0.08)
M-SVM(rbf)
(mecab-ipadic-NEologd)
+ W(mamari) 0.39 (+0.01) 0.96 (+0.02) 0.55 (+0.01)
(1) 教師データ中の各クラスのサンプル数比
教師データ 1,017件のうち，約 2割が共感を求める質問である．これはママリ
内の実際の割合と同じであるが，教師データ中の各クラスのサンプル数比を適切
に設定することにより，精度の向上が可能であると考えた．そこで教師データ中
の共感以外を求める質問サンプル数を 200件ずつ変化させた．すべての学習器に
ついて，4.4.2で述べた手法を用いて実験を行った結果を図 4.2に示す．
なお，MeCabのシステム辞書については，2種類のシステム辞書による結果の
平均値とした．縦軸は，共感を求める質問の recallである．横軸は，教師データ
の共感以外を求める質問の件数である．図 4.2より，どの学習器においても，第
一目標（recallを 1.0に近づける）を実現できているのは，その割が 1:1の場合で
あることがわかる．
教師データ中の共感以外を求める質問のサンプル数が 400件以上のときに，
SVM(rbf)のみ recallが 0となっているが，これはすべての投稿を，共感以外を求
める質問として分類してしまったためである．しかし，教師データ中の共感以外
を求める質問のサンプル数を 200件にすると，最も高い recallが得られた．4.4.3
で述べたword2vecを用いた手法でも同様の結果が得られた．また，どの辞書を
用いても同様の結果が見られた．
以上の結果より，表 4.5より得られた結果に加えて，以降の実験では教師デー
タ中の各クラスのサンプル数比を 1:1として実験を行う．
(2) MeCabのシステム辞書についての考察
図4.3に2種類のシステム辞書（ipadic，mecab-ipadic-NEologd）の結果を示す．
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図 4.2: 教師データ中の共感以外を求める質問サンプル数を変化させたときの，テ
ストデータにおける recall
ここでは，最も結果の良いM-SVM(rbf) + W(mamari)を用いた場合の結果
を示す．word2vecの利用の有無に関わらず，7つの学習器と同様の傾向が見られ
た．precision，recall，F1共に，mecab-ipadic-NEologdの方が良い結果が得られ
た．これは，3.4.5でも述べたように，スマートデバイスでQ&Aが行われること
が関係している．
スマートデバイスにおける商用コミュニティサイトでは，絵文字や顔文字，Web
上でよく使用されるスラングや，より一般的な会話の中で使われる単語等が利用
される．従って，共感を求める質問の分類という課題についても，ipadicと比べ
てそれらの単語が登録されているmecab-ipadic-NEologdの方が良い結果になっ
たと考えられる．
(3) 各学習器についての考察
共感を求める質問の recallを限りなく 1に近づけた上で，precisionを 0.4に近づ
けるという今回の目標に沿い，行った分類実験結果の中で，recallが0.95以上となっ
た組み合わせは，表 4.5のM-SVM(rbf)(mecab-ipadic-NEologd) + W(mamari)
という組み合わせのみであった．
図 4.4に分類手法毎の recallを，図 4.5に分類手法毎の precisionを，図 4.6に分
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図 4.3: MeCabのシステム辞書における評価値の比較
類手法毎のF1を示す．図 4.4から，学習器としては，SVM(rbf)が目標値に近い
recallで分類を行うことができ，今回の目標に適した学習器であることがわかっ
た．また，k-Nearest Neighborsも SVM(rbf)に次いで 0.9を超える高い recall値
を持つことがわかる．
ここで今後，本研究手法を実際のプロダクトへ適用した場合を想定する．共
感を求める質問に対して出産を経験したユーザーに回答してもらえるよう，質問
を振り分けた結果，出産を経験したユーザー 1人あたりの回答することのでき
る質問の許容量が，現在よりも小さくなる可能性がある．その場合には，図 4.5
より，他の学習器よりも precisionが大きい，Logistic Regression，SVM(linear)，
Random Forestが学習器として有用であることがわかる．
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図 4.4: 各分類手法における recall (LR: Logistic Regression，GNB: Gaussian
Naive Bayes，KN: k-Nearest Neighbors，RF: Random Forest，AB: AdaBoost，
DT: Decision Tree)
図 4.5: 各分類手法における precision (LR: Logistic Regression，GNB: Gaussian
Naive Bayes，KN: k-Nearest Neighbors，RF: Random Forest，AB: AdaBoost，
DT: Decision Tree)
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図 4.6: 各分類手法における F1 (LR: Logistic Regression，GNB: Gaussian
Naive Bayes，KN: k-Nearest Neighbors，RF: Random Forest，AB:AdaBoost，
DT:Decision Tree)
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(4) word2vecでの質問文拡張と拡張に利用されたコーパスについての考察
図 4.4，図 4.5，図 4.6から分類手法について，各学習器毎の結果を比較した場
合，24個中 17つでmamariコーパスを用いた質問文拡張を行った手法が，他の
手法よりも良い結果となっている．
逆に，wikipediaコーパスを用いて質問文拡張を行った手法では，拡張を行っ
ていない手法と比較して，24個中 17個が同じかそれ以下の値となっており，性
能が低下している．この理由として，コーパスの影響が考えられる．
word2vecを用いて，「つわり」に類似度の高い 10個の単語（拡張単語）を，例
として表 4.6に示す．wikipediaコーパスには，ユーザーが普段コミュニティQA
サイトの中で用いることが少ない「糖尿病性ケトアシドーシ」といった病名が含
まれている．これはwikipediaに存在する医学的な記述などから得られたと考え
られる．
他方，mamariコーパスを用いた場合では，つわりの表記揺れ単語や，それに
伴う症状が列挙されており，質問文拡張として適切な単語が並んでいると言える．
これらより，次のことが言える．（1）wikipediaコーパスを用いた場合には，不適
切な単語を用いた質問文拡張となり，質問文拡張を行っていない 4.4.2の手法よ
りも性能が低くなった．（2）mamariコーパスを用いた場合には，適切な単語が
用いられ，他の手法よりも性能が高くなった．
表 4.6: 「つわり」の拡張単語
rank wikipedia mamari
1 　 便秘 　 悪阻 　
2 　 高血圧 　 ツワリ 　
3 　 脂肪肝 　 づわりが
4 　 更年期障害 　 胸焼け 　
5 　 糖尿病性ケトアシドーシ 胃痛 　
6 　 膀胱炎 　 吐き気 　
7 　 けいれん 胸やけ 　
8 　 アトピー性皮膚炎 　 づわりも
9 　 心因性 　 づわり 　
10 骨粗鬆症 　 乗り物酔い
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4.6 おわりに
本章ではコミュニティQAサイトにおいて，回答が有意に少ないとされる共感
を求める質問の回答率を上げることを目的として，質問文から抽出した特徴から
機械学習を用いて，共感を求める質問と共感以外を求める質問の分類を行った．
7種類の学習器，形態素解析プログラム（MeCab）を用いて質問文から単語を
切り出す際に利用されるシステム辞書，word2vecによる質問文拡張，さらにこ
れらの手法の組み合わせについても考察を行い，最も精度の良い分類手法を調
べた．
その結果，特徴語句による分類と比べて大幅に良い分類結果を得ることができ
た．今後は実際にプロダクトに組み込み，ユーザーへの影響を見ながら，回答率
を上昇させることでユーザーの満足度を向上させることに取り組んでいきたいと
考えている．
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第5章 コミュニティQAサイトにお
ける質問テキストのみを用い
たユーザー属性の抽出
本章では，ユーザーが投稿した質問から，機械学習を用いてユーザー属性を予
測する方法について述べる.
5.1 はじめに
多くのオンラインサイトにはユーザー属性の登録機能があり，コミュニティ
QAサイトでも自分のユーザー属性を入力できるサイトが多い．質問者としては，
ユーザー属性は質問に対する良い補助情報となり，回答者に適切な回答を促すこ
とにつながる．また回答者としては，ユーザー属性は回答への付加情報として，
自身の属性を明示することができる．このような効用を意識して，能動的にユー
ザー属性の入力を行うユーザーも一定数存在している．
サービス提供側としては，ユーザーが入力をしたユーザー属性を用いることに
より，上記のように，質問者となる場合，回答者となる場合のいずれにおいても，
ユーザー自身が求める情報のマッチングが可能になるため，より良い質問ルー
ティングを実現することが可能である．
しかし，ユーザーがこのようなユーザー属性を入力するには，入力の面倒さ
が障壁となっている．さらに，スマートデバイスの普及により，入退会が容易に
なった．そのため，登録したユーザー属性を今までよりも容易に削除することが
可能になった．
そこで，より良い質問ルーティングを実現するために，ユーザー自身がユー
ザー属性を入力せずとも，ユーザーが投稿した質問から機械学習を用いてユー
ザーの属性を予測する手法の考案に取り組む必要がある．本研究においては，コ
ミュニティQAサイトにおける質問テキストのみを用いた，ユーザー属性の抽出
の達成を目指す．
本章の構成を以下に示す．5.2節では，ユーザー属性の活用と取得に関する課
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題について述べる．5.3節では，ユーザー属性の取得のための，質問文の特徴に
ついて分析した結果と考察について述べる．5.4節では，提案手法について述べ
る．5.5節では，評価実験の内容と結果を述べ，結果を踏まえた考察を述べる．最
後に 5.6節で本章のまとめと今後の課題について述べる．
5.2 ユーザー属性の活用と取得に関する課題
5.2.1 ユーザー属性の活用
第 3章や第 4章では，より良い質問ルーティングを実現するために，質問を分
類する手法を提案した．一方，本章では質問文からのユーザーの属性の抽出に取
り組む．なぜなら，質問ルーティングの実現においては，質問の分類とユーザー
属性の抽出という 2つの課題に取り組む必要があるからである．
加えて，ユーザー属性を用いることで，ユーザーの満足度を向上させる施策や，
パーソナライズされた広告の適切な配信も可能になる．特に結婚や出産と言った，
人の生涯で発生する重要な出来事（ライフイベント）を起点として，様々な商品・
サービスを必要とすることが知られている．
広告配信の例として，例えば出産したことがわかれば生命保険や学資保険に関
する広告を配信するということが考えられる．また，出産からある程度時間が経
過したユーザーには幼児教育に関するコンテンツを提供することで，ユーザーの
潜在ニーズに応え，より長くサービスを利用してもらうことに繋げることがで
きる．
妊娠して経過した月数や週数によって行われるコンテンツのレコメンデーショ
ンの具体的な画面を図 5.1に示す．このようにユーザー属性には多くの活用先が
ある．
5.2.2 ユーザー属性の取得に関する，コミュニティQAサイトの
課題
ユーザーが入力をした属性を用いることにより，ユーザー自身が求める情報コ
ンテンツを受け取ることが可能になるが，ユーザーが自身の属性を入力するに
は，プライバシーの乱用に関する懸念といった精神的なハードル，入力の面倒さ
といった障壁がある．スマートデバイスを用いることにより，容易に入退会がで
き，登録したユーザー属性を今までよりも容易に消すことが可能になったため，
ユーザー属性を活用しにくいという課題がある．
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図 5.1: 妊娠週数に合わせたコンテンツやレコメンデーションの例
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一方，ユーザー属性を登録しないユーザーでも，質問文中には前提条件を説明
するために，ユーザー属性を記載する場合が多いことがわかった．そこで，より
良い質問ルーティングを実現するために，ユーザー自身がユーザー属性を入力せ
ずとも，ユーザーが投稿した質問から機械学習を用いてユーザーの属性を予測
する手法を考案し，コミュニティQAサイトにおける質問テキストのみを用いた
ユーザー属性の抽出の実現を目指す．
なお，5.5.3では，具体的な質問の分類結果について考察しているが，プライ
バシー配慮のために個人を特定できないよう，本章で紹介する質問本文について
は一部文章の修正を行っている．
5.3 質問文の特徴分析
5.3.1 目的
本節では，コミュニティQAサイトにおける質問文において，どのような質問
文であれば投稿者の正しいユーザー属性を把握することができるか，分析を行
う．その上で，課題があればそれらを明らかにし，どのようなアルゴリズム・前
処理等が有効かを検討する．
5.3.2 対象とするデータ
本研究においては，出産予定日をユーザー属性として，抽出することを目的と
する．対象とするユーザーは，自分の子どもの生年月日をユーザー属性として，
入力したユーザーとする．そして，それらのユーザーが出産以前に投稿した質問
を対象データとして扱う．ユーザーの子どもの生年月日から，妊娠経過週を割り
出すことにより，各質問の投稿時の妊娠経過週がわかる．これを教師ラベルとす
る．対象ユーザー数は 1,081人，対象ユーザーが妊娠したときから出産までにし
た，対象の質問数は 21,886件である．
5.3.3 問題設定
(1) 目標とする指標の定義
本研究ではユーザーの妊娠経過週とともに，時系列で，どの程度正確なユー
ザーの妊娠経過週の予測ができるのかを指標とする．ここで言う妊娠経過週と
は，ユーザーの子どもの出産日から 280日を引いた日を起算日とした，経過週数
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である．この妊娠経過週を「出産日を起算日とした妊娠経過週」とする．従って，
「出産日を起算日とした妊娠経過週」が正しく予測できれば，実際の出産日も算
出することが可能である．「出産日を起算日とした妊娠経過週」毎に予測を行う
のは，早い段階で「出産日を起算日とした妊娠経過週」を予測できた方が，その
分長い期間，ユーザーニーズにマッチしたコンテンツや広告等を提供できるため
である．
また，実際の出産日を起算日とした値ではなく，最終月経の初日から数えて
280日目を出産予定日と言う．この出産予定日から，280日を引いた日，すなわ
ち，最終月経の初日を起算日とした，妊娠経過週を「予定日を起算日とした妊娠
経過週」とする．
(2) 正期産を考慮した，ユーザーの出産日を起算日とした妊娠経過週予測
予定日を起算日とした妊娠経過週が 37週 0日から 41週 6日の間にお産がある
ことを「正期産 [52]」と言う．多くの人は正期産を迎える．この期間に生まれた
新生児は，体の各機能も十分に成熟しているので，母体の外での生活にもスムー
ズに適応することができる．
正期産を考慮し，予測結果の妊娠経過週の 3週間前から，予測結果週の妊娠経
過週の 1週間と 6日後の期間を，出産日を起算日とした妊娠経過週の予測結果と
して，正しい予測結果であるとする．
具体的な例として，例えば質問投稿者の出産日を起算日とした妊娠経過週が
39周目でユーザーが質問の投稿を行ったとする．この場合，正期産を考慮し，36
周目から 40周と 6日の間の週数であると，出産日を起算日とした妊娠経過週が，
この質問から予測されれば，出産日を起算日とした妊娠経過週の予測結果として
は正しい予測結果であるとする．
(3) 対象ユーザー率と正解率の定義
5.3.2で述べた，対象とするデータ内の全ユーザー数に対して，出産日を起算
日とした妊娠経過週の予測を行ったユーザー数を「対象ユーザー数」とし，デー
タ内の全ユーザーに対する割合を「対象ユーザー率」と定義する．対象ユーザー
率が 100%とならない具体的な事例については 5.3.5で述べる．また，対象ユー
ザー数に対して，5.3.3(2)で述べた，正期産を考慮したユーザーの，出産日を起
算日とした妊娠経過週が，正しく行われたユーザー数の割合を「正解率」と定義
する．
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5.3.4 特徴の分析方法
まずは質問文を目視で確認し，特徴の分析を行う．その中で，ユーザーの出産
日予測に有効と考えられる方法について仮説を立て，実際にその方法で予測が可
能かどうかを確認する．
5.3.5 分析結果
質問を分析すると，具体的に自身の妊娠週を記し，それに応じた内容を回答者
に尋ねている質問が存在することがわかった．例えば以下のような質問である．
「私は現在 4wの初妊婦です．最近妊娠がわかったのですが，つわりがとてもひ
どいです．皆さんはどうやってつわりを乗り越えましたか？」
質問文内の「4w」とは，妊娠を話題としたテキストコミュニケーションの中で，
予定日を起算日とした妊娠経過週が 4週であることを示すために，ユーザーが使
う表現である．よってこの例の場合は，このユーザーは妊娠 4週であると判断を
することが可能である．このように自身の妊娠週が質問文に含まれている場合
は，正しくユーザーの出産日を起算日とした妊娠経過週を予測できる可能性が高
いと考えた．
以上より<数値 > [w|週]という組み合わせが質問文内にある場合に正規表現
を用いてその数値を週数として抜き出し，抽出した週数を出産日を起算日とした
妊娠経過週とした．
妊娠してから出産に至るまで，ユーザーは週数に応じた質問をコミュニティの
中で尋ねる．そして，多くの場合，出産までの間にユーザーは複数回質問を行う．
ユーザー 1人に対しての出産日を起算日とした妊娠経過週の予測は，予測する時
点までに投稿されていた質問を用いることが可能である．
本節では，予測時点で対象となっている質問の中で，最も新しい質問を用いて
予測することにした．結果を図 5.2に示す．なお，各プロット上部の数値は出産
日を起算日とした妊娠経過週を表す．
図 5.2より，40週目時点で対象ユーザー率は 95%以上となった．100%となって
いないのは，ユーザーの中には，<数値 > [w|週]という文字列が質問文内に含
まれた投稿を一度もせずに，出産を迎えるユーザーも存在しているからである．
図 5.2を見ると正解率は 80%前後であった．これは自身の予定日を起算日とした
妊娠経過週以外の週を記述するために，<数値 > [w|週]という文字列を使用し
ているためだと考えられる．具体的な質問文を下記に示す．
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5.3. 質問文の特徴分析
図 5.2: <数値 > [w|週]という特徴語句を持つ質問から出産日を起算日とした妊
娠経過週を抜き出し予測した正解率と対象ユーザー率（プロット上部の数値は出
産日を起算日とした妊娠経過週）
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5.4. 実システムへの導入のための判別手法の提案
「今月 4週目の土曜日に家族でディズニーランドに行く予定です！皆さんはもう
ハロウィンイベントに行かれましたか？」
といった文である．そこで，正解率を上げるために，4w2dと言った形で < 数
値 > [w|週]< 数値 > [d|日]という表現を持つ質問に絞って週数を抜き出すこと
を試みた．「4w2d」とは，妊娠を話題としたテキストコミュニケーションの中で
妊娠経過期間が 4週 2日であることを示すためにユーザーが使う表現である．
図 5.3に抜き出した結果をまとめた．ここでは，各週数目における< 数値 >
[w|週]を●とし，<数値 > [w|週]<数値 > [d|日]を■としてプロットしている．
それぞれの組み合わせから週数を抜き出し，予測した正解率と対象ユーザー率を
示した．各週数目における●から■へ矢印を引き，それぞれの週数における改善
を示した．
正解率が上昇したことから，日単位までの情報を入れることで自身の状態につ
いて詳細に述べている質問文から週数を抽出する方が，より正確に抽出できるこ
とがわかる．一方で週数の抽出条件を厳しくしたために，40週時点での対象ユー
ザー率は 7割程度となった．ここで対象ユーザー率よりも正解率を優先して考え
ることに関しては 5.4.1で解説を行う．
5.4 実システムへの導入のための判別手法の提案
5.4.1 目標とすべき指標数値の定義
5.3.5の手法により，正解率としては 90%を超える結果となった．しかし，それ
でも誤判別は約 1割存在している．ママリの会員登録数は約 100万人以上である．
従って，この正解率でシステムを構築し，導入すると約 10万人以上のユーザー
には望まないコンテンツが表示され，ユーザーの不利益になる可能性がある．そ
こで，この正解率を可能な限り 100%に近づけることを，目標とすべき指標数値
とする．
5.4.2 提案手法の概要
5.4.1で定めた目標とすべき指標に近づくために，機械学習を用いる．5.3.3で
述べた手法を行った後，出産日を起算日とした妊娠経過週を，質問文から特徴語
句を用いて抽出する前に，機械学習を用いてフィルタリングを行うことにした．
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5.4. 実システムへの導入のための判別手法の提案
図 5.3: <数値 > [w|週]と<数値 > [w|週]<数値 > [d|日]それぞれの特徴語句
を持つ質問から出産 日を起算日とした妊娠経過週を抜き出し予測した正解率と
対象ユーザー率（プロット上の数値は出産日を起算日とした妊娠経過週）
57
5.4. 実システムへの導入のための判別手法の提案
特徴語句を含んだ質問に対して，週数の推定として対象の質問が利用できるか
どうかを機械学習によって分類する．提案手法のフローチャートを図 5.4に示す．
図 5.4: 提案手法のフローチャート
5.4.3 機械学習を用いた分類
5.3章で述べた特徴語句による質問文からの出生日予測を行うべきかどうかを
質問毎に機械学習を用いて分類する．自然言語処理における分類手法にはいくつ
かの手法が存在するが，下記に示す方法を用いて，質問からの出生日予測を行う
べきか判別する.
1. 形態素解析プログラム（MeCab等）を用いて質問文から単語を切り出す
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5.5. 実験
2. 1の単語から特徴量として用いる品詞として，名詞，動詞，形容詞，記号
と定め，この品詞の単語を抽出
3. 各単語を数値ベクトルへ変換する（これを単語ベクトルと呼ぶ）
4. 質問文毎に単語ベクトルの平均値を算出する
5. 4を特徴量として学習器を構築
未知の質問を分類する場合，同様に 1から 4の処理を行い，学習後の学習器を
用いて，分類する．用いる単語の品詞としては，内容語である名詞，動詞，形容
詞および，商用データ内では感情を表すものとしてよく使用されている記号を用
いた．後者の例としては，「至急です！」中の「！」や「夜泣きで本当に悩んでい
ます。。。」の「。」が挙げられる．
また，MeCabを用いて質問文から単語を切り出す際に利用されるシステム辞
書にはmecab-ipadic-NEologdを利用する.
各単語を単語ベクトルへ変換する方法として，word2vec，Latent Semantic In-
dexing（LSI）[50]，Latent Dirichlet Allocation（LDA）[51]の中で，最も適した
ものを用いることとした．なお，LSI，LDAを使用する際には，単語文書行列に
は，単語の tf-idf[53]値を用いた．
学習器には，linear，rbfカーネルを用いた SVMとRandom Forestの中で最も
精度の高い学習器を用いる．
手順 3で利用する word2vec，LSI，LDAそれぞれのモデル作成には，ママリ
に投稿された約 100万件の質問をコーパスとし，学習データとして利用した（以
下，ママリコーパスと呼ぶ）．word2vecのモデル作成において，特徴ベクトルの
次元数は 100，文脈学習時の前後の対象単語の幅は 5とし，ママリコーパスに出
現する頻度が 5回未満の単語は使用しなかった．
また，LSIのモデル作成におけるトピック数は 200，LDAのモデル作成におけ
るトピック数は 100である．実装には gensim[49]を利用した．学習器と単語ベク
トルの生成方法の組み合わせについて実験を行い，性能を比較し検証する．
5.5 実験
5.5.1 データセット
5.3.2で述べたデータを用いる．商用データ内において，自分の子どもの生年月
日を入力したユーザーの投稿データであるため，それぞれの質問には実際の出産
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5.5. 実験
日を起算日とした妊娠経過週のラベルが付されている．データセットから 5.3.5
の分析の結果発見した，<数値 > [w|週]<数値 > [d|日]という表現を持つ質問
が，本実験で利用するデータとなる．
<数値 > [w|週]<数値 > [d|日]という表現を持つ質問の数は 5,198件である．
その内 5.3.3 (2)で述べた正期産を考慮した出産日を起算日とした妊娠経過週予
測で，正しく週数を抜き出した質問の数は 4,686件，誤って抜き出してしまった
質問の数は 512件である．質問文から抽出した名詞，動詞，形容詞，記号の数は
それぞれ名詞 590,065語，動詞 297,273語，形容詞 43,979語，記号 244,440語で
ある. これらの質問に対して機械学習を用いて，出産日を起算日とした妊娠経過
週の予測に利用するかどうかの分類を行う．
5.5.2 実験手法
5.4章で述べた提案手法に従い，5.5.1のデータセットに対して，機械学習を用
いる．出産日を起算日とした妊娠経過週の予測に利用するかどうかの分類を行う．
実装には scikit-learnを利用し，学習器それぞれのパラメータについては，学習器
と単語ベクトルの生成方法の組み合わせ毎に学習データを用いてグリッドサーチ
を行い，最適な値を求めた．なお，以後の実験での評価は，すべて 10-fold cross
validationで行った.
また，scikit-learnの SVC，RandomForestClassifierを用いて probabilityを出
力し，probabilityがある値（以下，閾値）以上であれば出産日を起算日とした妊
娠経過週の予測に利用し，そうでなければ利用しない．この閾値を調節すること
により，出産日を起算日とした妊娠経過週予測の正解率を向上させることにした.
probabilityを利用した理由は，同一人物が特定の出産日を起算日とした妊娠経過
週において，予測の対象となる質問が，複数件見つかる場合があるからである．
その場合は，特定の出産日を起算日とした妊娠経過週で，最も probabilityが高
い質問を採用することで，正解率を上げることができると考えた．
なお，10-fold cross validationで，probabilityの閾値を学習データから動的に
出力するために，学習データの中で 10-fold cross validationを再度行い，正解率
が 100%になった閾値の平均値を採用することにした．probabilityの閾値の導出
方法を図 5.5に示す．
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5.5. 実験
図 5.5: probabilityの閾値の導出方法
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5.5. 実験
5.5.3 実験結果
図 5.6に出産日を起算日とした妊娠経過週が 40週時点の，各手法による正解
率と対象ユーザー率を示す．図 5.6中で，RandomForestはRF，word2vecはW
という略称を用いた．
グリッドサーチによるパラメータ探索の結果，用いる学習器のパラメータを
示す．
• SVM(rbf)-LDA: C = 1000，gamma = 0.001
• SVM(rbf)-LSI: C = 10，gamma = 0.001
• SVM(rbf)-W: C = 1000，gamma = 0.0001
• SVM(linear)-LDA: C = 1
• SVM(linear)-LSI: C = 1
• SVM(linear)-W: C = 10
• RF-LDA: min samples leaf = 200，n estimators = 2000
• RF-LSI: min samples leaf = 200，n estimators = 1000
• RF-W: min samples leaf = 1000，n estimators = 3000
図 5.6で最も正解率の高かった，RF-W（Random Forestと word2vecの組合
せ）を提案手法として採用し，<数値 > [w|週]<数値 > [d|日]の特徴語句を持
つ質問から，出産日を起算日とした妊娠経過週を抜き出し予測した正解率と，対
象ユーザー率の比較を図 5.7に示す．
矢印の始点となっている■の点は，5.3.5の手法による結果であり，< 数値 >
[w|週]< 数値 > [d|日]という表現を持つ質問に絞って，週数を抜き出した結果
を示す．▲が提案手法の結果となっており，提案手法による精度の向上を矢印で
示す．
提案手法は 40週時点では正解率 95%を超える結果となった．また，妊娠 40週
時点での対象ユーザー率は約 20%となった．これは 5.4.1で述べた通り，望まな
いコンテンツのレコメンデーションはユーザーにとって不利益となるため，対象
ユーザー率よりも正解率を優先し，モデル作成の中で正解率が 100%になった閾
値を採用した結果である．
提案手法により正しく妊娠週数を抽出できている質問を見ると，正期産でな
かった兆候を質問文から判別できていたことがわかった．具体的には以下のよう
な質問である．
「33w2dです．前回の検診では大きな問題はなかったですが，先生からコメント
いただいた点で気になったのは子宮頸管の長さが正常の中でも短い方と言われま
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5.5. 実験
図 5.6: 学習器と単語ベクトルの生成方法の組み合わせによる，出産日を起算日
とした妊娠経過週が 40週時点の正解率と対象ユーザー率の比較（RF: Random-
Forest，W: word2vec）
した．同じように言われた方はいらっしゃいますか？少し歩くだけでお腹が張っ
てしまうので，今は安静にしています．次の検診は明日です．今少し張りが強く
て，病院に電話しようか迷っています。皆さんはどんな症状で病院に電話しまし
たか？もしできれば，同じような経験をされた方からコメントもらえると嬉しい
です．」
このような質問を投稿したユーザーはこの投稿後の 2週間後（35週目）で出産を
迎えたので，早産の兆候を含む質問を的確に抽出できた例だと考えられる．
一方で提案手法でも誤判別をしてしまった質問を見ると，正期産でなく早産で
あったり，妊娠満 42週以降の出産であったりするユーザーの質問であり，その
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5.5. 実験
図 5.7: 提案手法と< 数値 > [w|週]< 数値 > [d|日]の特徴語句を持つ質問から
出産日を起算日とした妊娠経過週を抜き出し予測した正解率と対象ユーザー率の
比較
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5.6. 終わりに
兆候は人が見ても質問文から判別しづらい質問であることがわかった．具体的に
は以下のような質問である．
「24w5dです！最近食欲がやばいです！とくに今週…!!! 元々スレンダーではない
体系なのですが，頑張って，かなりいろいろ大変だったのですが，なんとか体重
の増加は 1.4程度におさまっています＼ (^o^)／でも出産までまだ数ヶ月あるの
が恐怖でなりません (T_T;)皆さんどうやって体重コントロールされましたか？」
このような投稿を行ったユーザーの中には 44週目で出産を迎えているユーザー
が存在している．正期産でないが，文章からその兆候が見られない．このような
質問文の存在が，妊娠経過週によって 100%を達成できなかった理由であると考
えられる．
5.6 終わりに
本章ではコミュニティQAサイトにおいて，より良い質問ルーティングを実現
するために，ユーザー自身がユーザー属性を入力せずとも，ユーザーが投稿した
質問から，機械学習を用いてユーザー属性を予測する手法を考案した．その結果，
コミュニティQAサイトにおける，質問テキストのみを用いた，ユーザー属性の
抽出を実現した．
具体的には，質問文の特徴分析では，ユーザー属性の予測に役立つ要素表現を
見つけ，検証を行った．さらに正解率を高めるために，機械学習を用いた事前の
分類フィルタをユーザー属性の抽出処理フローに組み込んだ．その結果，95%を
超える正解率でユーザー属性の予測を行うことができた．今後は実際にプロダク
トに組み込み，ユーザーへの影響を見ながら，ユーザーの満足度を向上させるこ
とや，収益化に取り組んでいきたいと考えている．
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第6章 結論
本章では，本論文のまとめと今後の課題について述べる．
6.1 まとめ
近年のインターネットやスマートデバイスの普及により，コミュニティQAサ
イトは人々の生活の中で身近に利用されている．一方で，スマートデバイスの普
及によるサービス提供方法の変化により，スマートデバイスに保持した IDのみ
で多くのサービスの利用が可能になったため，コミュニティQAサイトを利用す
るユーザーは，入退会を繰り返すことで今までよりも簡易にユーザー履歴を消す
ことが可能になった．
コミュニティQAサイトの主な運営目標は，投稿された質問に最短時間で最も
適切な回答を提供することである．この目的を達成するために，多くの既存研究
では，ユーザー履歴を利用した質問ルーティングの手法の提案がされている．
しかし前述の通り，簡易にユーザー履歴を消すことが可能な近年のコミュニ
ティQAサイトにおいても，実用可能な質問ルーティングの手法の提案が求めら
れている．本論文では，質問テキストのみを用いた問ルーティングに関する取り
組みを行うことで，より良い質問ルーティングを行う手法の提案を行った．
具体的には，重要性と課題解決の可能性を踏まえて以下の 3つの課題に対して，
機械学習を用いた手法を提案し，課題の解決に結びつけた．
1. 「不適切な質問」の抽出
2. 「回答率が低いと推察される質問」の抽出
3. 「ユーザー属性」の抽出
第一の課題に対しては，ユーザーが投稿した質問文を機械学習によって不適切
な投稿かどうかを判別するために，最も最適な学習器，システム辞書の組み合わ
せを発見した．また，実際のシステムに導入し利用できる形にするため，目視を
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組み合わせた不適切な投稿の検閲システムを構築・提案し，業務フローに組み込
み，実社会で成果を出すことができた．
第二の課題に対しては，コミュニティQAサイトに投稿される質問に関し，共
感を求める質問とそれ以外を求める質問を定義し，有意に回答数が少ない，共感
を求める質問を機械学習を用いて分類する手法について提案を行い，目標として
目指す値に近い値を出すことができた．
第三の課題に対しては，質問文を分析した結果に基づき，特徴語による情報抽
出を行うかどうかを機械学習によって判別する手法を提案し，十分な値の正解率
を出すための手法を提案した．
本研究では，上記 3つの課題に対して解決手法を提案することで，質問テキス
トのみで，より良い質問ルーティングを実現することができた. 機械学習を用い
て，コミュニティQAサイトにおける品質向上に対して一定の有効性を示したと
言える．
6.2 今後の課題
本研究で取り組んだ課題について，トピック毎に今後の課題を述べる．
「不適切な質問」をどう抽出するかという課題に対しての今後の課題は以下の通
りである．
1. さらに精度の向上を行う．具体的には，現状は目視のみから 1/10の監視対
象数になったが，1/20を目指す
2. 画像つき投稿に対しては，テキスト＋画像の情報を用いて学習器による判
別を行う
3. 質問の回答に対しても同様のフィルターを導入して効果を確認する
「回答率が低いと推察される質問」をどう抽出するかという課題に対しての今
後の課題は以下の通りである．
1. 今回の研究結果を実社会で提供中のサービスへ組み込み，ユーザーの反応
を得る
2. 共感を求める質問に対して，満足度の高い回答を与える方法を開発する
ユーザー属性の抽出をどう行うかという課題に対しての今後の課題は以下の通
りである．
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1. 今回の研究結果を実社会で提供中のサービスへ組み込み，ユーザーの反応
を得る
2. ユーザー属性を回答から抽出する
上記に加えて，コミュニティQAサイトにおける課題はこれらに限らず多岐に
わたるため，新たな課題への取り組みも含めて提案手法の応用・改善を行ってい
きたい．
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