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IMPLEMENTASI METODE EKSTRAKSI FITUR BIGRAM UNTUK 





Tingginya volume dokumen teks dipicu oleh aktivitas dari berbagai sumber berita 
dan aktivitas akademis dari kegiatan riset. Kecenderungan seseorang untuk 
mengakses informasi khususnya berita melalui dunia maya menjadi semakin tinggi. 
Salah satu cara untuk mengatasi permasalahan tersebut adalah dengan 
menggunakan algoritma Naïve Bayes. Kemudian juga digunakan metode ekstraksi 
bigram pada berita-berita di penelitian ini. Metode Naïve Bayes kemampuannya 
mengklasifikasi dokumen dengan kesederhanaan dan kecepatan komputasinya 
dalam mengolah data dalam jumlah besar, selain itu metode Naïve Bayes juga dapat 
megolah data tersebut dengan tingkat akurasi yang tinggi. Penelitian ini 
mengimplementasikan metode Naïve Bayes dengan bahasa pemrograman Python, 
dan melakukan klasifikasi berita berdasarkan input user. Berdasarkan hasil uji coba 
dengan perbandingan train set dan test set sebesar 70:30, 50:50, dan 30:70 
menghasilkan akurasi sebesar 0,87; 0,89; dan 0,86 dimana jumlah dari data training 
yang digunakan tidak begitu berpengaruh terhadap nilai akurasi dari testing yang 
dilakukan. 
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IMPLEMENTATION OF BIGRAM FEATURES EXTRACTION 





The high volume of text documents was triggered by activities from various news 
sources and academic activities from research. The tendency of someone to access 
information, especially news through cyberspace is also becoming increasingly 
high. One way to overcome this problem is to use the Naïve Bayes algorithm. Then 
the Bigram extraction method is also used in the news in this studt. The Naïve Bayes 
method can classify documents with simplicity and computational speed in 
processing large amounts of data, in addition to the Naïve Bayes method it can also 
process these data with a high degree of accuracy. This research implements the 
Naïve Bayes method with the Python programming language, and classifies news 
based on user input. Based on the results of the test with a comparison of train sets 
and test sets of 70:30, 50:50, and 30:70 produces an accuracy of 0.87; 0.89; and 
0.86 where the amount of training data used does not significantly affect the 
accuracy of the testing carried out. 
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