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Preface 
In a time not too long ago and in a land not too far away, there lived a simple 
people who sought evolvement by application of their sacred myths and symbols. They 
held that Art and Science were servants of nature and that the medium though which 
the energies of these two servants flowed and mixed was a third servant known to folks 
of other lands as games. This manuscript is, in part, a record of selected conversations 
between two of its inhabitants which took place in the unfolding of one such game. 
The story begins one fine morning when Pekanini goes in search of her mentor, 
Kimo. She is full of excitement with the desire to tell Kimo of the announcement of 
this year's Challenge of the Third Servant and to begin their assault on it. 
As Pekanini stepped onto the beach which had been left smooth by the receded tide, 
she began her spiral dance. This dance, an art form unique, by all accounts, to this 
Land, is performed with strong and decisive movements over a carpet of sand. The 
movements must deliver bird-like flight while simultaneously sketching a pattern of 
artistic expression by dragging a combination of toes over the surface of the sand. 
Half way up the beach, Pekanini broke off the dance to survey her etchings glis-
tening in the moist sand. Only partially pleased with her efforts, she turned and out 
of the corner of her eye, she saw sitting cross legged in the sand the familiar figure of 
Kimo, who had been watching her dance from its beginning. 
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Abstract 
1 
Spiral Architecture for Machine Vision 
Phillip Sheridan 
2 
This thesis presents a new and powerful approach to the development of a general 
purpose machine vision system. The approach is inspired from anatomical consid-
erations of the primate's vision system. The geometrical arrangement of cones on a 
primate's retina can be described in terms of a hexagonal grid. The importance of the 
hexagonal grid is that it possesses special computational features that are pertinent 
to the vision process. The fundamental thrust of this thesis emanates from the obser-
vation that this hexagonal grid can be described in terms of the mathematical object 
known as a Euclidean ring. The Euclidean ring is employed to generate an algebra of 
linear transformations which are appropriate for the processing of multidimensional 
vision data. A parallel autonomous segmentation algorithm for multidimensional vi-
sion data is described. The algebra and segmentation algorithm are implemented 
on a network of transputers. The implementation is discussed in the context of the 
outline of a general purpose machine vision system's design. 
