The main objective of this paper consists in discussing the concept of weak solutions of a certain type of backward stochastic differential equations. Using weak convergence in the Meyer-Zheng topology, we shall give a general existence result. The terminal condition À depends in functional form on a driving càdlàg process , and the coefficient depends on time Ø and in functional form on and the solution process . The functional
Introduction and Basic Definitions
The notion of a weak solution of a (forward) stochastic differential equation (SDE) has been well-understood for a long time and plays a basic role in the development of the theory in the last decades. After the pioneering work of K. Itô [13] , [14] who investigated SDEs in the case of Lipschitz continuous coefficients, A.V. Skorohod [26] , [27] was the first who constructed solutions of SDEs for only continuous coefficients. It turned out that these solutions, in general, lost the property to be adapted to the filtration generated by the driving Brownian motion. Henceforth they were called "weak" solutions to distinguish them from "strong" solutions which are adapted to the Brownian filtration. Much progress was achieved in the first half of the 70th, above all by Japanese and Soviet probabilists, in clarifying the relation between weak existence, strong existence, uniqueness in law and pathwise uniqueness. We only mention the celebrated Yamada-Watanabe Theorem (cf. T. Yamada and S. Watanabe [29] ), Tanaka's example (cf., e.g., A.K. Zvonkin [30] ) and Tsirelson's example (cf. B. Tsirelson [28] ). A milestone was put by N.V. Krylov [17] , [18] who proved the existence of weak solutions of SDEs for only measurable and bounded coefficients in the case of diffusion coefficients satisfying a strict ellipticity condition. This result could even be improved by A. Rozkosz and L. Słomiński [24] , [25] weakening significantly the nondegeracy condition and allowing linear growth of the coefficients.
In the one-dimensional case one can say even more. For vanishing drift coefficient and time-independent diffusion coefficient depending only on the present state, H.-J. Engelbert and W. Schmidt [9] , [10] , [11] gave necessary and sufficient conditions for the existence of weak solutions as well as for uniqueness in law. For equations with nonvanishing drift coefficient (depending only on the present state), there were found simple sufficient conditions characterizing the "regular" case. Extensions to "singular" SDEs were investigated by A. Cherny and H.-J. Engelbert in [6] .
The theory of backward stochastic differential equations (BSDEs) has been developed only recently, beginning with the 90th. In a general form, BSDEs were introduced by E. Pardoux and S. Peng [21] , who proved existence and uniqueness of the solution (adapted to the Brownian filtration) under conditions including basically the Lipschitz continuity of the driver . Their aim was to describe a solution of a second order quasilinear partial differential equation in probabilistic terms.
Linear BSDEs related to the stochastic version of Pontryagin's maximum principle had been studied long time before the pioneering work on general nonlinear BSDEs by Pardoux and Peng [21] : In 1973, J.M. Bismut [4] was the first who introduced such a linear BSDE; other works on the maximum principle in stochastic control were written by Yu. Kabanov [16] in 1978 and V. Arkin and M. Saksonov [2] in 1979. In 1978, J.M. Bismut [5] introduced a BSDE with nonlinearity (Riccati equation) for which he proved existence and uniqueness of the solution.
In the last decade, the theory of BSDEs has found further important applications and has become a powerful tool in many fields, above all financial mathematics, optimal control and stochastic games, partial differential equations and homogenization. The collected texts [8] edited by N. El Karoui and L. Mazliak give a useful introduction into the theory of BSDEs and their applications.
From the beginning, many authors attempted to improve the existence and uniqueness result of E. Pardoux and S. Peng [21] by weakening the Lipschitz continuity of . One recent paper is that of Bahlali et al. [3] where existence and uniqueness is proven for coefficients satisfying a certain local monotonicity condition. In the one-dimensional case, J.-P. Lepeltier and J. San Martin [19] were able to prove existence of the solution for only continuous (with linear growth). Another far reaching result was obtained by S. Hamadène, J.-P. Lepeltier and S. Peng [12] . They could prove the existence of a solution if the driving process is a (strong) solution of a (forward) SDE with Lipschitz coefficients and if the driver ´× × × × µ (where´ µ denotes the solution process) depends on in a Markovian way. They only assume that is continuous in´Ý Þµ and satisfies a certain growth condition. Additionally, the transition probabilities of the Markov process must satisfy a certain domination condition. As an example, we can choose Ï , a Brownian motion, or, more generally, a solution of a forward SDE with diffusion matrix which is bounded and strictly nondegenerated. However, as far as we know, all solutions of BSDEs which were constructed previously are adapted to the filtration generated by the driving process . A solution of this type should be called strong solution.
F. Antonelli and J. Ma [1] introduce a certain type of weak solutions of forward-backward SDEs. But it should be noted that all solutions constructed in this paper, although not adapted to a certain Brownian filtration, always are adapted with respect to the filtration generated by the driving process . In our understanding, these are not weak, but strong solutions.
It may wonder that in the theory of BSDEs a notion what should be called weak solution and its investigation is not well-developed. This may be caused by the special feature of BSDEs resulting in conceptional difficulties. On the other side, and this was our main motivation for working in this topic, one could expect that, similar to forward equations, an appropriate extension of the notion of a solution would be an enrichment in many aspects, above all in handling existence and uniqueness of solutions.
The main purpose of the present paper is to make an attempt in this direction. For our better understanding of the essential features, we concentrate on BSDEs rather than to include forward-backward SDEs or other generalizations. However, the driving process (usually a Brownian motion) is a general càdlàg process and the terminal condition À and the driver are of functional type. To explain the situation in more detail, let us introduce some definitions and notations.
Let Ì ¼ be a real number (the terminal time 
holds.
The triplet´À
µ is called the data set of BSDE(1.1), it determines the terminal value À´ µ. The functional is called the driver and the driving process. 
is -adapted.
holds. . More precisely, this condition is equivalent to the following condition:
Remark 1.4 (i) If´ª
This amounts to saying that the filtration consists, additionally to , only of randomizations (i.e., independent experiments).
(vi) An important case is that of Ï , a Brownian motion. Let now be a filtration such that´Ï µ is still a Brownian motion. The representation property of´Ï µ yields that and always satisfy condition (A.iv) of the above definition. Hence, in this case, looking for a weak solution´ª È µ of BSDE´À µ amounts to looking for a complete probability space´ª È µ endowed with a Brownian motion´Ï µ and with -adapted, càdlàg processes such that (1.2) holds.
We are now going to discuss the BSDEs (1.1) and (1.2) . To this end, we transform them in another but equivalent form. For this we state the following lemma which will also be used in the sequel. 
where Å is an Ê Ñ -valued càdlàg martingale vanishing in Ø ¼, with the representation 
where Å is an -martingale. Ý Denoting the Lebesgue measure on ¼ Ì ℄ by , for any ª È -integrable, measurable process its optional projection is defined as ªÈ Ç℄ (the "conditional expectation"of with respect to the -finite measure ª È ) where Ç is the -algebra of -optional subsets of ¼ Ì ℄ ¢ ª.
Proof. The necessity of the relation (1.6) easily follows from Lemma 1.5, computing Ø Ì . For the converse, we notice that
implies the desired result.
Replacing by , Proposition 1.6 also admits a characterization of strong solutions of BSDE´À µ. Equation (1.6) is closer to the traditional form of a BSDE. Suppose, for example, that Ô ¾ and Ï , where Ï ´Ï ½ Ï µ is an Ê -valued martingale satisfying the predictable representation property (cf. J. Jacod [15] ). Then we get
As a special case, Ï can be chosen as a Brownian motion. Then, in the case of equation (1.7), it is commonly used that the driver also depends on the unknown process 
Observe that, for (1.9), an equivalent formulation is
(1.10)
for some -martingale Å ¾ Ê Ñ with (A.iii ¼ ).
For simplicity of the presentation, we will concentrate on BSDE´À µ rather than to investigate BSDE´À ¼ µ. The more general equation doesn't provide any serious difficulties and the results are analogous.
The paper is organized as follows. In Section 2, we collect, as a recall, some results on the existence and uniqueness of strong solutions of BSDE´À µ. In Section 5, we discuss pathwise uniqueness and uniqueness in law of weak solutions. Similar to the Yamada-Watanabe Theorem [29] , we conclude that pathwise uniqueness implies uniqueness in law and that pathwise uniqueness and existence of a weak solution ensure the existence of a (pathwise unique) strong solution. As for forward SDE, this conclusion provides an efficient tool for dividing the often hard problem of the existence of a strong solution into two simpler tasks: To prove existence of a weak solution and to prove pathwise uniqueness.
In Section 6 we give an application of this idea. As a result, we state the existence of a strong solution of BSDE´À µ if, additionally to the assumptions of the existence theorem of Section 4, the driver satisfies a certain generalized Lipschitz type condition.
Strong Solutions of BSDE: A Recall
Suppose that we are given an Ê -valued càdlàg process on a complete probability spacé ª È µ, a terminal time Ì ¼, a terminal functional À, and a driver . We always assume that À and satisfy the conditions (H.1) and (H.2). Furthermore, we shall assume the following hypotheses:
Here and in the following, denotes a constant which may change from line to line. Proof. We define a sequence 
Proposition 2.2 Suppose that the conditions (H.1) -(H.2) and 2.1 (i) -(iv
Consequently,
In the following proposition, this result will be generalized admitting drivers which may depend, additionally, on the unknown process .
Proposition 2.4 Suppose that the driving process

Ï is a -dimensional Brownian motion, À satisfies the conditions (H.1) and 2.1 (i), and the driver satisfies the following conditions:
where denotes the Lebesgue measure on ¼ Ì ℄, and such that 2) To verify the contraction property, let´
and for all Ø ¾ ¼ Ì ℄ we can estimate
Using the property of the kernel and Doob's inequality, we now obtain
Next we give a corresponding estimate for . Using (2.4) for Ø Ö and again assuming that
Together with (2.5) this implies 
(iv) More generally, let Ñ be an arbitrary probability measure on ¼ Ì ℄ and define Ñ × as the image measure on Ê by the ×-translation:
The expression on the right-hand side of (B.ii) (a) then transforms into 
Tsirelson Type Examples
In his famous example, in 1975 B. Tsirelson [28] gave a (forward) SDE for which, although a weak solution can be constructed, there doesn't exist any strong solution (also see D. Revuz and M. Yor [23] , IX.3.6). In this section, we adapt the Tsirelson equation to our framework in order to get a BSDE which admits a weak solution which is not strong. Moreover, there is even an infinite number of weak (but not strong) solutions with different law. But, it may be surprising that, contrary to the Tsirelson SDE, there can also be found a strong solution.
Following the idea of the construction of Tsirelson's example, we restrict ourselves to onedimensional equations ( Ñ ½) and choose a strictly decreasing sequence of real numbers
and ´¼ Üµ ¼, where Ö denotes the fractional part of the real Ö. Obviously, Ö is always a number from ¼ ½µ. It is well-known from the theory of forward SDE that the equation ii) For every´Û Ýµ ¾ ´Êµ ¢ ´Êµ, ´ Û Ýµ is right-continuous on ¼ ½℄.
iii) is measurable on the product space´ ¼ ½℄¢ ´Êµ¢ ´Êµ ´ ¼ ½℄µª ´Êµª ´Êµµ.
Property iii) already follows from i) -ii) by standard arguments. This is more than we need for the BSDE. In particular, for every Ý ¾ ´Êµ, the process ´ Ï Ýµ is Ï -adapted and right-continuous and, hence Ï -optional.
We now introduce the filtration 
Here¨¼ Ø denotes the distribution function of the Gaussian law with mean zero and variance Ø, and Í is defined in Lemma 3.1. Obviously, the increments of Ï coincide with those of Ï outside´Ø Ø ½ µ. Furthermore, we have To the Brownian motion Ï , we now associate the process defined by
Obviously, the process satisfies the equation It is remarkable that for weak solutions of SDE (3.2) in the generalized sense the uniqueness in law is lost, as the following proposition shows. We now use this family of weak solutions in the generalized sense in order to construct a family of weak solutions of BSDE´¼ µ. For this we assume Ø ½ ¾ ½ and follow the same scheme as developed above for . We introduce the process Ï , and put (ii) For ¾´¼ ½µ, it is not difficult to understand that 
Noting that Î´ µ ×ÙÔ Î ´ µ, the result follows. Given any natural Ô ½, we introduce the following metric on ´Ê µ is a Borel set in Ã; cf. [7] (IV.40-46) and [20] for details.
In the sequel, our main tool is weak convergence in the Meyer-Zheng topology of sequences of laws corresponding to solutions of BSDE´À µ. To prepare the main theorem, we start with the following two lemmata. We are now going to prove Theorem 4.4.
Proof. Let´ ª È µ ´ ´Ê µ ´Ê µ µ and be the identity map. Here ´Ê µ denotes the completion of ´Ê µ with respect to . As always, is the smallest of all filtrations ´ Ø µ Ø¾ ¼ Ì ℄ such that the process is -adapted and satisfies the usual conditions. For every Ò ½, we consider the driver
and we introduce BSDE´À Ò µ which is "time advanced by Ò ½ ": 
For this we notice that is a (strong) solution of BSDE´À Ò µ on´ª É Ò µ and, hence
Note that the law of with respect to É Ò and É is always ). Since ´ µ is É-integrable, this allows to find a constant ´ µ such that ×ÙÔ 
The monotone convergence theorem now allows to take the limit as ·½, and then, using
Fatou's lemma, we get
To get the desired result it now suffices to let tend to ·½. 
6) In this step, we verify a property similar to (4.11), replacing É by É Ò , uniformly in Ò. To this end, for Ø × Ì , we estimate
This yields
because of (4.9) and the above estimate. Consequently, 
By the monotone class theorem, this equality extends to every bounded measurable on ´Ê ·Ñ µ where again ´Ø µ is introduced as in Step 1). But ´Ø µ runs over all bounded and ¼ Ø ´ × × × Ø µ-measurable functions and we can conclude
or, equivalently,
Then, in particular, we obtain
Since the É-uniform integrable process is right-continuous and is bounded, in Ä ½´É µ we 
Pathwise Uniqueness and Uniqueness in Law of Weak Solutions
In this section, we introduce the notions of pathwise uniqueness and uniqueness in law of weak solutions of BSDE´À µ. In analogy to the celebrated theorem of Yamada-Watanabe [29] we then prove two results: 1. Pathwise uniqueness implies uniqueness in law. 2. If there is a weak solution and if pathwise uniqueness holds then there exists a (pathwise unique) strong solution.
In Section 6, we will give an application, showing existence of a strong solution under quite general assumptions.
We recall BSDE´À µ from Definition 1.3. Obviously, the notion of the joint uniqueness in law is more restrictive than that of uniqueness in law.
Proposition 5.2 Pathwise uniqueness implies joint uniqueness in law (and, hence, uniqueness in law).
Proof. 1) The proof follows the same scheme as that of the Yamada-Watanabe theorem. Therefore, we shall give only the basic steps, leaving the details to the reader.
We can always assume that À is -integrable, since otherwise there is no weak solution of BSDE´À µ and, hence, joint uniqueness in law is fulfilled automatically. 
2)
As random elements on´ª
Éµ in ´Ê µ and ´Ê Ñ µ, respectively, and , ½ ¾, are càdlàg processes, and it can easily be checked that
Furthermore, the conditional law of given Ü with respect to É is Õ ´Ü µ, ½ ¾. 
An Application to Strong Existence
In this section, we apply the results of Sections 4 and 5 in order to give sufficient conditions for the existence of a pathwise unique strong solution of BSDE´À
µ. An important ingredient is the pathwise uniqueness of weak solutions of BSDE´À µ, which will be proven in a first step, exploiting a certain generalized Lipschitz type condition of the driver .
In the following, we always assume that is a probability measure on´ ´Ê µ ´Ê µµ, (iv) We notice that the conditions on already imply ´¼·µ Ð Ñ Ù ¼ ´Ùµ ¼. Hence, we see that Proposition 6.1 includes Lipschitz and monotonicity conditions commonly used, cf., for example, K. Bahlali et al. [3] . 
