Introduction
In infinite-dimensional analysis, the concept of Gaussian analysis is used to establish a Gaussian measure on a linear space of infinite dimension. While there does not exist a Lebesgue measure (i.e. a translation-invariant and locally finite measure which is nontrivial) in infinite dimensions, Gaussian measures can still be defined in this setting. Since Gaussian systems often occur in stochastic analysis, this theory becomes useful in solving stochastic partial differential equations. Furthermore, the area of White Noise Analysis may be used to approach Feynman path integrals in quantum physics.
For a complete nuclear space N which is densely and continuously embedded in a separable real Hilbert space H, (·, ·) H , a Gaussian measure can be constructed on N ′ , the topological dual space of N . By identifying H with its topological dual space H ′ , we obtain a so-called Gel'fand triple N ⊂ H = H ′ ⊂ N ′ . The Bochner-Minlos theorem states that if we equip N ′ with its cylindrical σ-algebra, for a characterisic function C : N → C there exists a unique measure µ on N ′ such that for all η ∈ N one has
where ·, · denotes the canonical dual pairing between N and N ′ . The characteristic function C is usually chosen to be η → exp − 1 2 (η, η) H in order to obtain a standard Gaussian measure. However, our goal is to insert a covariance operator A in this measure.
Motivated by applications (see Section 3.2) we will build our Gaussian space around the sequence space ℓ 2 (H). For this purpose we will characterize ℓ 2 (H) and show that an operator A ∈ L(ℓ 2 (R)) naturally can be extended to an element of L(ℓ 2 (H)). Such operators will be used as a special type of correlation operators which allow a more explicit representation of certain conditional expectations.
In the second chapter the correlated Gaussian measure will be constructed. We will define s(N ), a dense nuclear subspace of ℓ 2 (H), and establish the measure µ A on its topological dual space s ′ (N ) by means of the Bochner-Minlos theorem, using the characterisic function
where the corvariance operator A is a self-adjoint and positive definite operator in L(ℓ 2 (H)). We will rederive the orthogonal decomposition into wick polynomials in L 2 (µ A ), called chaos decomposition, and see that it slightly differs from the usual decomposition, as the kernels are going to be elements from ℓ 2 A (H), the completion of ℓ 2 (H) with respect to the inner product generated by A.
Finally, in the third chapter, a representation for the conditional expectation of arbitrary random variables in L 2 (µ A ) will be given, where we condition on a σ-algebra generated by monomials. Later on we will exploit the structure of the sequence space to obtain a representation of conditional expectations of monomials conditioned on countably many monomials and give an application of the results.
Throughout the whole thesis, the Gaussian spaces will only be considered over the field R, even if Gaussian analysis usually deals with the complexification of these spaces. However, the results in here may be generalized to cover the complex case. Furthermore, to simplify the proofs, we will consider the Hilbert space H to satisfy dim H = ∞, even though the proofs for finite-dimensional H work similar.
Square Summable Sequences
Throughout all chapters, H, (·, ·) H will be a real separable Hilbert space with dim H = ∞. By (e k ) k∈N we will denote the unit vectors in ℓ 2 (R), i.e. e k = (δ k,l ) l∈N ∈ ℓ 2 (R) for k ∈ N.
Characterization
Definition 1.1. The Hilbert space of square summable sequences in H we denote by
together with its inner product
The norm on ℓ 2 (H) we denote by · ℓ 2 (H) := (·, ·) ℓ 2 (H) as usual. for all x ∈ ℓ 2 (R), h ∈ H and f ∈ ℓ 2 (H).
Proof. The bilinearity of both mappings is clear. For x ∈ ℓ 2 (R) and h ∈ H we have
so · • · is well-defined and both (i) and (ii) are proven. For f ∈ ℓ 2 (H) by the triangle inequality for · H and the Cauchy-Bunyakovsky-Schwarz inequality we obtain for all n, m ∈ N. This yields that n k=1 x k f k n∈N is a Cauchy-Sequence in H, so [·, ·] is well-defined. By setting m = 1 in (1.1) and taking the limit n → ∞ we obtain the estimation 1. Square Summable Sequences [f, x] H ≤ f ℓ 2 (H) x ℓ 2 (R) which proves (iv) and shows [·, x] L(ℓ 2 (H),H) ≤ x ℓ 2 (R) . For the proof of (iii) it is left to show [·, x] L(ℓ 2 (H),H) = x ℓ 2 (R) . We compute
This also shows that the inequality in (iv) is sharp. If f = (f 1 , f 2 , 0, 0, . . . ) ∈ ℓ 2 (H) for some orthonormal f 1 , f 2 ∈ H, then f 2 ℓ 2 (H) = 2 and for all x ∈ ℓ 2 (R) with x = 0 we have
so the inequality in (iv) even may be strict.
Proposition 1.3. Let f ∈ ℓ 2 (H), h, g ∈ H and x, y ∈ ℓ 2 (R). We have the following identities:
Proof. This is done by the following straightforward computations:
Remark 1.4. For the sake of notational simplicity, we will often omit the indexes of the norms, i.e. we will write · for · ℓ 2 (R) , · H , · ℓ 2 (H) et cetera, since there is no risk of confusion. Analogously we will deal with inner products. Proposition 1.5. Let (h i ) i∈N be an orthonormal basis of H. Then {h i • e k : i, k ∈ N} is an orthonormal basis of ℓ 2 (H).
by Proposition 1.3. Now let f ∈ ℓ 2 (H) and ε > 0 be arbitrary. Choose N ∈ N such that
Remark 1.6. While it is clear that for f ∈ ℓ 2 (H) it holds f = ∞ k=1 f k • e k , it may not be too obvious that such an identity also exists for an arbitrary orthonormal basis (b k ) k∈N of ℓ 2 (R), i.e. that there exists a sequence (f
The rest of this section will deal with the proof that this identity is valid for f
In the following, b = (b k ) k∈N will always be an arbitrary orthonormal basis of ℓ 2 (R), if not stated otherwise.
then there exist m ∈ N and α i ∈ R, g i ∈ H and k i ∈ {1, . . . , N } for i = 1, . . . , m such that
Corollary 1.9. The space ℓ 2 (H)
which yields that for all k = 1, . . . , N the sequence f (n) k n∈N is a Cauchy sequence in H
is the limit of (f (n) ) n∈N , since
Proof. Let h 1 , . . . , h N ∈ H be arbitrary. By Proposition 1.3 we have
Square Summable Sequences
Lemma 1.11. The subspace
Proof. Since the subspace of finite sequences is dense in ℓ 2 (H), it suffices to approximate h • e s for some given h ∈ H and s ∈ N. We may assume h = 0.
Remark 1.12 (Theorem of best approximation). Let H be a pre-Hilbert space and G be a complete subspace of H. For a fixed h ∈ H there exists a unique g ∈ G such that
Theorem 1.13. For f ∈ ℓ 2 (H) we have the identity
Proof. By Lemma 1.10 for all f ∈ ℓ 2 (H) and N ∈ N it holds
is closed by Corollary 1.9, the theorem of best approximation yields
To a given ε > 0, we choose N 0 ∈ N and g ∈ ℓ 2 (H)
Using this theorem, we can easily generalize Proposition 1.5:
Corollary 1.14. If (h i ) i∈N is an orthonormal basis of H, then {h i • b k : i, k ∈ N} is an orthonormal basis of ℓ 2 (H).
Operators with Matrix Representation
Then by abuse of notation we define
and A becomes a bounded linear operator on ℓ
. This definition does not depend on the particular choice of the orthonormal basis b = (b k ) k∈N .
Proof. We first show that A is a bounded linear operator on the dense subspace ℓ 2 (H) ∞ b and uniquely extend it to an element of L(ℓ 2 (H)). To this end, let (h i ) i∈N be an orthonormal
Since (h i ) i∈N is an orthonormal basis of H we have
and thus in particular
Using these equations we obtain
so our definition in (1.2) makes sense. In order to show equality for the operator norms, we note that for h ∈ H and x ∈ ℓ 2 (H) by Proposition 1.3 and continuity of h • · it holds
(1.5)
Square Summable Sequences
Hence to a given ε > 0 we choose
This gives A L(ℓ 2 (H)) = A L(ℓ 2 (R)) . Finally, for an arbitrary orthonormal basis (β k ) k∈N of ℓ 2 (R) and f ∈ ℓ 2 (H), by continuity of A and Equation (1.5) we have
Remark 1.16. If lim n→∞ x n = x and lim n→∞ y n = y in H, then lim n→∞ (x n , y n ) = (x, y).
Proof. By the triangle inequality for the modulus and the Cauchy-Bunyakovsky-Schwarz inequality for (·, ·) we have
where the right hand side converges to zero since (x n ) n∈N is bounded.
) is self-adjoint, then by the remark above we have
Now assume A ∈ L(ℓ 2 (R)) to be positive definite and let (h i ) i∈N be an orthonormal basis of H. We abbreviate
hence we can define
and obtain (x i , Ax i ) ℓ 2 (R) ≥ 0 by assumption. Together with Fatou's Lemma we compute
is self-adjoint and positive definite, then
defines an inner product on ℓ 2 (H) with corresponding norm · A := (·, ·) A for which we have · A ≤ A 1 2 · . Corollary 1.19. For f ∈ ℓ 2 (H), g, h ∈ H, x, y ∈ ℓ 2 (R) and a self-adjoint and positive definite operator A ∈ L(ℓ 2 (R)) we have the following identities:
Proof. These are direct implications of Proposition 1.3 together with Equation (1.5):
The Correlated Gaussian Measure

Construction
Countably Hilbert spaces and in particular nuclear spaces have widely been studied in various literature. We briefly state the following definition for a Gel'fand triple, also known as rigged Hilbert space, see e.g. [GV64] , which serves our intention to construct a Gaussian measure by means of the Bochner-Minlos theorem. Within the definition we collect some common facts.
Definition 2.1. Let N be a topological vector space and N ′ its topological dual space. We call N ⊂ H ⊂ N ′ a Gel'fand triple if the following holds: The topology on N is defined by a family of inner products ((·, ·) p ) p∈N0 with corresponding norms ( · p ) p∈N0 , which we assume to be compatible in the sense that if p, q ∈ N 0 and a sequence (ξ n ) n∈N in N converges to zero with respect to · p and is a Cauchy sequence with respect to · q , then lim n→∞ ξ n q = 0. It is easy to show that the topology is induced by the translation invariant metric
Furthermore assume that N is complete with respect to this metric. Without loss of generality we may assume (·, ·) p ≤ (·, ·) p+1 for p ∈ N 0 , since otherwise we may replace the family of inner products with the family given by (·, ·)
(·, ·) k , which does not alter the topology on N but is monotonously increasing. For p ∈ N 0 let N p be the Hilbert space obtained by taking the abstract completion of N with respect to · p . Assume N 0 = H, which implies N ⊂ H densely and continuously. Since the family of norms is increasing, by identifying H with its topological dual space H ′ , we obtain the chain of spaces
where N −p is the topological dual space of N p for p ∈ N 0 . The completeness of N is actually equivalent to N = p∈N0 N p . It can be shown N ′ = p∈N0 N −p and we consider the finest topology on N ′ such that all inclusions N −p ֒→ N ′ are continuous. The final important assumption is that for each p ∈ N 0 the inclusion N p+1,p : N p+1 ֒→ N p is a Hilbert-Schmidt operator, i.e. for some orthonormal basis (η k ) k∈N in N p+1 we have
whose value does not depend on the particular choice of the orthonormal basis (η k ) k∈N .
Definition 2.2. For p ∈ Z and some Hilbert space H, (·, ·) H we denote
which becomes a Hilbert space itself in an obvious way.
The following theorem yields a Gef'fand triple with central Hilbert space ℓ 2 (H), if a Gel'fand triple with H as central Hilbert space is already given. Theorem 2.3. Assume we have a Gel'fand triple N ⊂ H ⊂ N ′ and let the spaces N p , p ∈ N 0 be as in Definition 2.1. Then we obtain a Gel'fand triple
The topology on s(N ) we define to be given by the family of norms on ℓ
Proof. Let · p,p denote the norm on ℓ 2 p (N p ) for p ∈ N 0 . Clearly these norms are compatible in the sense of Definition 2.1 and monotonously increasing. Furthermore ℓ 2 0 (N 0 ) = ℓ 2 (H) and for p ∈ N 0 the abstract completion of s(N ) with respect to · p,p yields exactly ℓ 2 p (N p ), since s(N ) contains the set of finite sequences in N which are dense in the complete space ℓ
is complete, and it clearly induces the topology on s(N ). It remains to show that for each
is a Hilbert-Schmidt operator. To this end let p ∈ N 0 and (η k ) k∈N be an orthonormal basis of N p+1 . Then clearly the set
is an orthonormal basis of ℓ 2 p+1 (N p+1 ). We compute
where N p+1,p : N p+1 ֒→ N p is the inclusion and · p denotes the norm on N p . This completes the proof.
Example 2.4. Consider the Schwartz space of functions of rapid decrease, defined by
and equipped with the topology given by the family of seminorms ( · n,m ) n,m∈N . It is well-known that this is a completely metrizable dense nuclear subspace of the Hilbert space L 2 (R, dx) and thus yields a Gel'fand triple
, which is the standard triple used in White Noise Analysis, see [HKPS93, RS80] . The above theorem can be applied to obtain a Gel'fand triple
Notation. We denote the canonical dual pairing between s(N ) and s ′ (N ) by
Since we identify ℓ 2 (H) with its dual, for ϕ ∈ s(N ) and ω ∈ ℓ 2 (H) ⊂ s ′ (N ) we have
Definition 2.5. We equip s ′ (N ) with the σ-algebra generated by the mappings
which is also called the cylindrical σ-algebra.
The Bochner-Minlos theorem is the standard tool used to obtain a Gaussian measure on spaces like s ′ (N ), see [Oba94] .
Theorem 2.6 (Bochner-Minlos theorem). Let C : s(N ) → C be a characteristic function, in other words we have C(0) = 1 and C is continuous and positive semidefinite, i.e. n i,j=1
Then there exists a unique measure µ on s ′ (N ) which fulfills
Clearly the measure obtained is a probability measure, since
Theorem 2.7. Let (·, ·) ′ be any inner product on ℓ 2 (H) which is continuous. Then
is a characteristic function in the sense of the Bochner-Minlos theorem.
Proof. The equality C(0) = 1 is clear. Furthermore C is continuous since the embedding
Let n ∈ N and ϕ i ∈ N for i = 1, . . . , n. Due to the fact n i,j=1
..,n and thus also (exp((ϕ i , ϕ j ) ′ )) i,j=1,...,n is positive semidefinite by Lemma A.2 and Corollary A.4, see page 39. Now let α ∈ C n be arbitrary. We compute n i,j=1
Definition 2.8. Let A ∈ L(ℓ 2 (H)) be self-adjoint and positive definite and denote the inner product it generates on ℓ 2 (H) by
with corresponding norm
which exists due to the above theorem, we call the Gaussian measure with covariance operator A. We denote
and by abuse of notation we will denote the norm on L 2 (µ A ) again by · A . While Gaussian analysis is usually performed on the complexification of this space, we will stick to the real setting as it suffices for our purposes. However, the results may be transferred to the complex case. To save some space in our equations, we will simply write s ′ instead of s ′ (N ) when integrating, so s ′ (N ) f dµ A becomes s ′ f dµ A for integrable or non-negative measureable f . For the rest of this thesis, A ∈ L(ℓ 2 (H)) will assumed to be self-adjoint and positive definite.
Properties
is a measure on Ω ′ , called the image measure of m under T , and for any measureable f : Ω ′ → R which is either integrable or non-negative we have
in the sense that either both sides are infinite or both sides are finite and take the same value. Clearly if T = T ′ almost surely for some for measureable
Definition 2.10. By µ n we denote the standard Gaussian measure on the measureable space (R n , B(R n )), i.e. the measure defined by
It is uniquely characterized by its Fourier transform
Lemma 2.11. Let n ∈ N and ϕ 1 , . . . , ϕ n ∈ s(N ) be orthonormal with respect to (·, ·) A . Then the image measure of µ A under
is the standard Gaussian measure µ n on R n .
Proof. By Formula (2.1) from Remark 2.9 for p ∈ R n we have
hence µ n and T (µ A ) have the same Fourier transforms, thus µ n = T (µ A ).
Properties
Corollary 2.12. Let n ∈ N and ϕ 1 , . . . , ϕ n ∈ s(N ) be orthonormal with respect to (·, ·) A .
If for each i = 1, . . . , n we have that the measureable function G i : R → R is non-negative or integrable with respect to the Gaussian measure µ 1 , then
Proof. Since µ n is the product measure of n one-dimensional measures µ 1 , Fubini's Theorem and the lemma above yield
The following yields an isometry from
Proof. For ϕ = 0 the statement is clear. Otherwise by Lemma 2.11 we have
where we used the well-known fact R x 2 dµ 1 (x) = 1.
Definition 2.14. We denote the abstract completion of ℓ 2 (H) with respect to (·, ·) A by ℓ 2 A (H) and also denote its norm and inner product by · A and (·, ·) A , respectively. Corollary 2.15.
, whose limit is independent of the choice of the approximating sequence
can be defined and for f ∈ s(N ) this definition coincides with the equivalence class of the pointwisely defined function ω → f, ω . Furthermore it holds f, · A = f A .
Proof. By Lemma 2.13 we have that ( ϕ k , · ) k∈N is a Cauchy sequence in L 2 (µ A ) and hence converges. If (ψ k ) k∈N is another sequence in s(N ) approximating f , then for all k ∈ N we have
so lim k→∞ ϕ k , · − ψ k , · A = 0 and the sequences ( ϕ k , · ) k∈N and ( ψ k , · ) k∈N take the same limit, which we denote by f, · . By continuity of the norm it holds
The Correlated Gaussian Measure
Corollary 2.17.
Proof. By the well-known polarization identity we have
Notation. Let (Ω, F , ν) be a measure space and (f n ) n∈N be a sequence of real-valued measureable functions on Ω such that the measureable set N := Ω \ {ω : lim n→∞ f n (ω) exists} has measure zero. Then we define the function lim n→∞ f n : Ω → R by
which is measureable. Remark 2.18. Let (Ω, F , ν) be a measure space and let
We fix some pointwisely defined representative of f, · and also denote it by f, · . By dropping to a subsequence we may assume that we have
, we apply Lebesgue's theorem of dominated convergence to obtain
We now may generalize Lemma 2.11 and Corollary 2.12 in the following ways:
Corollary 2.21. Let n ∈ N and f 1 , . . . , f n be an orthonormal system in ℓ 2 A (H). Then the image measure of µ A under T := f 1 , · , . . . , f n , · is the standard Gaussian measure µ n on R n .
Proof. The proof works exactly along the same lines as the proof of Lemma 2.11, where Remark 2.9 is used to care about the fact that T is only defined up to almost sure equality and Proposition 2.20 is used to express the Fourier transform in terms of the measure's characterisic function as in the proof of Lemma 2.11.
Corollary 2.22. Let n ∈ N and f 1 , . . . , f n be an orthonormal system in ℓ 2 A (H). If for each i = 1, . . . , n we have that the measureable function G i : R → R is non-negative or integrable with respect to the Gaussian measure µ 1 on R, then
The Chaos Decomposition
Notation. For two vector spaces X and Y over the same field K, their algebraic tensor product, which again is a vector space over K, is denoted by X ⊗ Y . Up to an isomorphism in the category of linear K-spaces it is uniquely characterized by the following universal property: There exists a bilinear map B : X × Y → X ⊗ Y such that for any vector space V over K and any bilinear map B ′ : X ×Y → V there exists a unique linear map L :
It can be shown that such a space always exists. For x ∈ X, y ∈ Y we will simply write x ⊗ y instead of B(x, y). The algebraic tensor product is associative in the sense that if Z is another vector space over K, then the spaces (X ⊗ Y ) ⊗ Z and X ⊗ (Y ⊗ Z) are isomorphic in the category of linear K-spaces and we will denote both of the spaces by X ⊗ Y ⊗ Z.
Lemma 2.23. For two spaces X and Y over the same field K we have
Proof. Let S := span{x ⊗ y : x ∈ X, y ∈ Y }. By Zorn's lemma there exists a subspace
This is a contradiction to the universal property of the algebraic tensor product in view of V = X ⊗ Y and
Remark 2.24. Let v ∈ X ⊗ Y . We have proven that there exist m ∈ N and
Definition 2.25. Let X be a real or complex vector space and n ∈ N. We define the symmetrization of x (n) = x 1 ⊗ · · · ⊗ x n ∈ X ⊗ · · · ⊗ X to be
Here S n stands for the group of permutations on {1, . . . , n}. One can show that this induces a linear operator on X ⊗ · · · ⊗ X. For general x (n) ∈ X ⊗ · · · ⊗ X, the symmetrization of
we call x (n) symmetric and denote the subspace of symmetric elements by
Notation. Let X be a vector space over K ∈ {R, C}, x ∈ X and n ∈ N. We denote the n th tensor power of x by x ⊗n := x ⊗ · · · ⊗ x ∈ X ⊗ · · · ⊗ X and set
. . , L n : X → X are linear operators, we uniquely define the linear operator
For a linear operator L : X → X we introduce the notations
Corollary 2.26. For a real or complex vector space X and n ∈ N it holds
Proof. Let x (n) ∈ X ⊗ · · · ⊗X. There exist m ∈ N and x k 1 , . . . , x k n ∈ X for k = 1, . . . , m such that
The following can be found in [Oba94] :
Lemma 2.27 (Polarization formula). Let X and Y be real or complex vector spaces, n ∈ N and F : X n → Y be multilinear and symmetric. Then for x 1 , . . . , x n ∈ X it holds
where A(x) := F (x, . . . , x) for x ∈ X.
Corollary 2.28. For a real or complex space X and n ∈ N we have
Proof. Clearly X ⊗ · · · ⊗X contains all elements of the form x ⊗n , where x ∈ X. For the other inclusion define F : X n → X ⊗ · · · ⊗ X by F (x 1 , . . . , x n ) := x 1 ⊗ · · · ⊗x n for x 1 , . . . , x n ∈ X. Applying the polarization formula yields x 1 ⊗ · · · ⊗x n ∈ span{x ⊗n : x ∈ X}. Thus X ⊗ · · · ⊗X = span x 1 ⊗ · · · ⊗x n : x 1 , . . . , x n ∈ X = span x ⊗n : x ∈ X . 
⊗n is defined to be the closure of ℓ
Remark 2.31. It is noted that we defined s(N ) ⊗n simply as an algebraic tensor product, while ℓ 2
A (H)
⊗n is the abstract completion of the algebraic tensor product with respect to some inner product. This may seem confusing, but for our purposes this yields the simplest notation. ⊗n+1 . We may assume F = 0 and f = 0 since otherwise
A . We may enforce Φ = 0 since F = 0. Choose ϕ ∈ s(N ) with
To prove the density of s(N ) ⊗n ⊂ ℓ 2 A (H) ⊗n , we observe that for f ∈ ℓ 2 A (H) and a sequence (ϕ k ) k∈N in s(N ) with lim k→∞ ϕ k = f it holds
⊗n by definition, the statement is proven.
Definition 2.34. The set of monomials M n of order n ∈ N 0 on s ′ (N ) we define by
Since for ω ∈ s ′ (N ), n ∈ N 0 and ϕ (n) ∈ s(N ) ⊗n it holds ϕ (n) , ω ⊗n = ϕ (n) , ω ⊗n , the polarization formula yields
Furthermore, we define the set P n of polynomials of degree n ∈ N 0 on s ′ (N ) and the set of polynomials P on s ′ (N ) by Definition 2.36. We define τ A : s(N ) ⊗2 → R as the unique linear extension of the operator fulfilling τ A (ϕ ⊗ ψ) := ϕ, Aψ = (ϕ, ψ) A for ϕ, ψ ∈ s(N ), which exists due to the universal property of the tensor product.
Definition 2.37. For ω ∈ s ′ (N ) and n ∈ N 0 we inductively define : ω ⊗n : ∈ s(N ) ⊗n * , the algebraic dual space of s(N ) ⊗n , by : ω ⊗0 : := id R , : ω ⊗1 : := ω, and : ω ⊗n : := ω ⊗ : ω ⊗n−1 : − (n − 1)τ A ⊗ : ω ⊗n−2 : for n ≥ 2.
It is clear from the definition that for ϕ (n) ∈ s(N ) ⊗n we have
Lemma 2.38. For ω ∈ s ′ (N ) and n ∈ N 0 one has
and
Proof. This proof uses a straightforward but unattractive induction, which will be given in Section A.3 of the appendix on page 41.
Corollary 2.39. For ω ∈ s ′ (N ), ϕ ∈ s(N ), ϕ = 0 and n ∈ N 0 we have
where H n is the n th Hermite polynomial, see section A.2 in the appendix on page 40.
Proof. This is a direct implication of the previous lemma using Equation (A.8).
Definition 2.40. The set of wick ordered polynomials on s ′ (N ) we define by
Lemma 2.38 yields W = P, hence the wick ordered polynomials are dense in L 2 (µ A ).
Lemma 2.41. Let ϕ, ψ ∈ s(N ) and n, m ∈ N 0 . Then we have
Proof. Without loss of generality we may assume ϕ A = ψ A = 1. By dim span{ϕ, ψ} ≤ 2 there exists η ∈ s(N ) with η A = 1 and (η, ψ) A = 0 such that ϕ ∈ span{η, ψ}. Then for α := (ϕ, ψ) A and β := (ϕ, η) A we have ϕ = αψ + βη with α 2 + β 2 = ϕ A = 1. Now for ω ∈ s ′ (N ), if necessary using the convention 0 0 := 1, Corollary 2.39 above and Equation (A.9) from page 40 yield
By using η A = 1, Corollary 2.12 and Equations (A.3) and (A.4), for fixed k ∈ {0, . . . , n} we have
Corollary 2.42. Let n, m ∈ N 0 and ϕ
Proof. By the polarization formula there exist r 1 , r 2 ∈ N, ϕ 1 , . . . , ϕ r1 , ψ 1 , . . . ψ r2 ∈ s(N ) and α 1 , . . . α r1 , β 1 , . . . , β r2 ∈ R such that
Then the previous lemma yields
A (H) ⊗n . Due to Corollary 2.33 there exists a sequence (ϕ
. By the above Corollary we have 
This directly implies the following:
Proof. Let (F k ) k∈N be a sequence of wick ordered polynomials with
where we set ϕ
for any choices of k, l ∈ N, hence the sequence ϕ
is a Cauchy sequence with some
for j ∈ N. For ε > 0 there exists l ∈ N with F − F l 2 A < ε/2. By having in mind that ϕ (n) l = 0 for n > m l , we see that for all i, j ≥ m l it holds
where we used the estimation (a + b) 2 ≤ 2a 2 + 2b 2 for a, b ∈ R. Hence (F j ) j∈N is a Cauchy sequence in L 2 (µ A ) and thus we can definẽ
It remains to show F =F . To this end let p ∈ P be arbitrary with representation
for some m ∈ N 0 and ψ (n) ∈ s(N ) ⊗n for n = 0, . . . , m.
and hence F −F ∈ P ⊥ = {0}, i.e. F =F . It clearly follows
A .
Conditional Expectations
Representation
Definition 3.1. Let (Ω, F , P ) be a probability space and G be a sub-σ-algebra of F . Let X : Ω → R be a non-negative or integrable random variable. A random variable
We denote the set of all conditional expectations of X given G by
Remark 3.2. Let (Ω, F , P ) be a probability space, G be a sub-σ-algebra of F and p ≥ 1. One can show that the conditional expectation defines a contractive operator from
In particular, the conditional expectation is independent of representatives. Via the isometry
Remark 3.3. Let (Ω, F , P ) be a probability space and G be a sub-σ-algebra of
is the orthogonal projection. In particular, since the orthogonal projection is continuous, for a Cauchy sequence
The well-known factorisation lemma will be very useful in our proofs later on:
Lemma 3.4 (Factorisation lemma). Let (Ω, F ) be a measureable space and
Proof. If X is an elementary function, there exists n ∈ N and
If X is non-negative, there exist elementary functions (X n ) n∈N with sup n∈N X n (ω) = X(ω) for all ω ∈ Ω. For each n ∈ N there exists a measureable g n with X n = g n (Y ) as above. Then the pointwisely defined function g := sup n∈N g n again is a G-measureable function and we have X = sup X n = sup g n (Y ) = g(Y ). For some arbitrary measureable X we use the decomposition X = X + − X − , where X + := max{X, 0} ≥ 0 and X − := max{−X, 0} ≥ 0, to obtain two measureable functions g + and g − with
Remark 3.5. Let (Ω, F , P ) be a probability space and Z 1 and Z 2 be two random variables with Z 1 = Z 2 almost surely. In general, a random variable X which is σ(Z 1 )-measureable is not necessarily measureable with respect to σ(Z 2 ), but since X = g(Z 1 ) for some measureable g by the factorisation lemma, it holds that X almost surely equals the σ(Z 2 )-measureable The following, sometimes called Lévy's zero-one law, is an implication of Doob's wellknown martingale convergence theorem, see e.g. [Bog07, Øks03] .
Theorem 3.6 (Lévy's zero-one law). Let (Ω, F , P ) be a probability space, (F n ) n∈N a filtration,
Since we focus on the space of L 2 -functions, we need the following proposition:
Proposition 3.7. Let (Ω, F , P ) be a probability space, (F n ) n∈N a filtration and assume
(Ω) by Remark 2.19, together with Lévy's zero-one law we get
Remark 3.8. We note that in the above proposition the assumption for (E[X|F n ]) n∈N to be a Cauchy sequence in L 2 is actually redundant, since
, and one can show that a martingale which is bounded in L p for some p ∈ (1, ∞) already converges in L p , see e.g. [Bog07] .
A (H) ⊗n and let {ψ 1 , . . . , ψ m } be an orthonormal system in ℓ 2 A (H). Then for G := σ ψ k , · , k = 1, . . . , m we have
where P ψ : ℓ 2 A (H) → span{ψ} := span{ψ 1 , . . . , ψ m } is the orthogonal projection, i.e.
Proof. For n = 0 we have f (n) , : · ⊗n : = P ⊗n ψ f (n) , : · ⊗n : ∈ R, hence the statement is clear in that case and we may assume n = 0. We will first prove the assertion for f (n) = ϕ ⊗n for some ϕ ∈ s(N ) only and afterwards derive that the property transfers to arbitrary f (n) ∈ ℓ 2 A (H) ⊗n by density arguments. So let ϕ ∈ s(N ). First note that P ⊗n ψ ϕ ⊗n , : · ⊗n : = (P ψ ϕ) ⊗n , : · ⊗n : is G-measureable by Corollary 2.39 and we have
Otherwise ϕ ∈ span{ψ}, so ϕ − P ψ ϕ = 0. For G ∈ G there exists a measureable function g with 1 G = g( ψ 1 , · , . . . , ψ m , · ) by Lemma 3.4. To shorten the notation we write g(ψ) = g( ψ 1 , · , . . . , ψ m , · ). We distinguish two cases: If P ψ ϕ = 0, then by Corollary 2.39 we have
which together with Corollary 2.22, Equation (A.4) from page 40 and n = 0 yields
In the other case, P ψ ϕ = 0, we recall the assumption ϕ − P ψ ϕ = 0 to observe
A we have β ∈ (0, 1), thus α := 1 − β 2 ∈ (0, 1) and it holds α 2 + β 2 = 1. Corollary 2.39 and Equation (A.9) yield
For k ∈ {0, . . . , n} by Corollary 2.22 and Equation (A.4) we have
where we used α ϕ A = ϕ − P ψ ϕ A . Finally we obtain
We have established E ϕ ⊗n , :
by linearity of the conditional expectation we have
A (H) ⊗n and both P ⊗n ψ and the conditional expectation are continuous, we also have (3.1) for
. For {ψ 1 , . . . , ψ m }, G and P ψ as in the previous theorem we have
Proof. The conditional expectation operator is linear and continuous, hence
Lemma 3.11. Let (h i ) i∈N and (h ′ j ) j∈N be two orthonormal bases in H and assume the sets {x 1 , . . . , x n } and {y 1 , . . . , y m } span the same subspace in ℓ 2 (R) for some n, m ∈ N. Then for the σ-algebras
e. in the sense of Remark 3.2.
Proof. By symmetry it suffices to show
For i ∈ N and k ∈ {1, . . . , n} we have
Hence
and thus an element in the latter itself.
Definition 3.12. Let n ∈ N and x 1 , . . . ,
for some orthonormal basis (h i ) i∈N of H. This notation makes sense since E[F |G] does not depend on the particular choice of (h i ) i∈N , as proven in the lemma above.
Corollary 3.13. Let F ∈ L 2 (µ A ) and let {x 1 , . . . , x n } and {y 1 , . . . , y m } span the same subspace in ℓ 2 (R) for some n, m ∈ N. Then
From this point we consider A ∈ L(ℓ 2 (H)) to be induced by some self-adjoint and positive definite operator A ∈ L(ℓ 2 (R)).
Remark 3.14. Let (f n ) n∈N be a family of measureable functions on some measureable space and let F m := σ(f i : i = 1, . . . , m) and
Theorem 3.15. Let f ∈ ℓ 2 (H), n ∈ N and x 1 , . . . , x n ∈ ℓ 2 (R) be orthonormal with respect to (·, ·) A . Then we have
where P : ℓ 2 (R) → span{x 1 , . . . , x n } is the orthogonal projection with respect to (·, ·) A . In
A (H), as we shall see in Example 3.16. Proof. Let (h i ) i∈N be some orthonormal basis of H and note that then (h i • x k ) i∈N,k=1,...,n is an orthonormal system in ℓ 2 A (H) by Corollary 1.19. We use Proposition 3.7 together with the remark above, Theorem 3.9 and Proposition 1.3 to obtain
which proves the first equality. For the orthogonal projection P : 
where we view P as an operator also defined on ℓ 2 (H) as in Theorem 1.15. Hence
Application 3.18. In [FS09] , the authors were engaged with the partial differential equation for radiative transfer, that is
with t > 0, x ∈ (a, b) and µ ∈ [−1, 1]. The following approach was used: Set
where P l are the Legendre Polynomials, which form a complete orthogonal system in the Hilbert space
. Using the recursion relation for the Legendre Polynomials it was proven that (3.5) is equivalent to the infinite tridiagonal system of first-order partial differential equations
where
, and
In order to start numerical computations, only the first N equations in (3.6) can be considered. The problem is to decide how to replace the dependence on I N +1 in the equation for I N . A simple approach would be to truncate the system by setting I l = 0 for l > N , which is called the P N closure. The approach focussed in [FS09] was the method of optimal prediction: Assume one is aware of some correlation between the moments I l , l = 0, 1, 2, . . . via a correlation matrix A. Instead of simply neglecting I N +1 , the information of I 0 , . . . , I N could be used to compute the mean solution for I N +1 , given I 0 , . . . , I N . The formula derived and used in [FS09] was
where C = {0, . . . , N }, F = {N + 1, N + 2, . . . } and the correlation matrix A and the sequence I are split into corresponding blocks
We are going to justify this notation with our results derived about conditional expectations, of course provided all necessary assumptions are fulfilled. Let N ⊂ H ⊂ N ′ be a Gel'fand triple, which gives rise to a Gel'fand triple s(N ) ⊂ ℓ 2 (H) ⊂ s ′ (N ) by Theorem 2.3. Let a self-adjoint and positive definite operator A ∈ L(ℓ 2 (R)) be given and consider the Gaussian measure µ A on s ′ (N ) as in Definition 2.8. In consistency with the rest of this thesis, we stick to the agreement 0 ∈ N, so C = {1, . . . , N } and F = {N + 1, N + 2, . . . }. We identify A with the infinite matrix (e k , Ae l ) k,l∈N and note that applying A to a sequence x ∈ ℓ 2 (R) simply becomes usual infinite-dimensional matrix multiplication. Note that A CC is positive definite and thus bijective on R C with inverse A −1
CC . Consider the matrix
which defines a linear operator P : span{e 1 , e 2 , . . . } → span{e 1 , . . . , e N } by infinite matrix multiplication. It can easily be verified that P has a continuous linear extension on ℓ 2 (R) with operator norm
. Similarly for
. Note that the operators P and P T are adjoint to each other with respect to (·, ·) ℓ 2 (R) . The obvious identity AP = P T A yields that for all x, y ∈ ℓ 2 (R) we have (x, P y) A = (x, AP y) = (x, P T Ay) = (P x, Ay) = (P x, y) A .
(3.8)
For x ∈ ℓ 2 (R) this equation, together with the fact P 2 = P , yields
hence P can be extended to a bounded linear operator P : ℓ 2 A (R) → span{e 1 , . . . , e N }, where ℓ 2 A (R) denotes the completion of ℓ 2 (R) with respect to (·, ·) A . Then Equation (3.8) extends to hold for x, y ∈ ℓ 2 A (H). One easily sees that P is surjective, hence for x ∈ ℓ 2 A (R) and y ∈ span{e 1 , . . . , e N } it holds y = P y and thus (x − P x, y) A = (x − P x, P y) A = (P x − P 2 x, y) A = (P x − P x, y) A = 0, so P is the orthogonal projection from ℓ 2 A (R) onto span{e 1 , . . . , e N }. Let e 1 , . . . , e N be an orthonormal basis of span{e 1 , . . . , e N } with respect to (·, ·) A . For f ∈ ℓ 2 (H) by Corollary 3.13 and Theorem 3.15 we have E[ f, · |e 1 , . . . , e N ] = E[ f, · | e 1 , . . . , e N ] = P f, · .
We are going to justify Equation (3.7) in the sense that P ϕ, ω = ϕ, P
T ω for ϕ ∈ s(N ), ω ∈ s ′ (N ).
To this end, we prove the following three steps:
(i) P ϕ ∈ s(N ) for ϕ ∈ s(N ), so P ϕ, · is pointwisely defined.
(ii) P T ω ∈ s ′ (N ) for ω ∈ s ′ (N ), so the expression ϕ, P T ω makes sense for ϕ ∈ s(N ).
(iii) P ϕ, ω = ϕ, P T ω for ϕ ∈ s(N ) and ω ∈ s ′ (N ).
For (i) we show that for all p ∈ N 0 it holds P ϕ ∈ ℓ 2 p (N p ) for ϕ ∈ ℓ 2 p (N p ), and that the map P : ℓ ϕ it holds
A ki ϕ i for k = 1, . . . , N and ψ k = 0 for k > N.
Let · p and (·, ·) p denote the norm and inner product on N p , respectively, and let (η l ) l∈N be an orthonormal basis of N p . Then for k ∈ {1, . . . , N } and all n, m ∈ N we have Similarly, for (ii) we show that for all p ∈ N 0 it holds P T ω ∈ ℓ 
We now check that ω ′′ is a sequence in ℓ (e k , Ae i )(e k , Ae j )(ω (f k , g l ) H (e k , P e l ) ℓ 2 (R)
Since in the chain s(N ) ⊂ ℓ 2 (H) ⊂ s ′ (N ) we identified ℓ 2 (H) with its topological dual space, the dual pairing of ϕ ∈ s(N ) and ω ∈ ℓ 2 (H) ⊂ s ′ (N ) is realized as ϕ, ω = (ϕ, ω) ℓ 2 (H) , so P ϕ, ω = (ϕ, P T ω) ℓ 2 (H) = ϕ, P T ω .
For general ω ∈ s ′ (N ), there exists p ∈ N 0 such that ω ∈ ℓ 2 −p (N −p ). Let (ω n ) n∈N be a sequence in ℓ 2 (H) approximating ω with respect to · ℓ 2 −p (N−p) . Then P ϕ, ω = lim n→∞ P ϕ, ω n = lim n→∞ ϕ, P T ω n = ϕ, P T ω .
Now that (i), (ii) and (iii) are proven and thus we have E[ ϕ, · |e 1 , . . . , e N ](ω) = ϕ, P T ω for ϕ ∈ s(N ), ω ∈ s ′ (N ),
we have established (3.7) in the weak sense
