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Abstract
Over the past decade, various matrix completion algorithms have been devel-
oped. Thresholded singular value decomposition (SVD) is a popular technique in
implementing many of them. A sizable number of studies have shown its theoreti-
cal and empirical excellence, but choosing the right threshold level still remains as
a key empirical difficulty. This paper proposes a novel matrix completion algorithm
which iterates thresholded SVD with theoretically-justified and data-dependent val-
ues of thresholding parameters. The estimate of the proposed algorithm enjoys the
minimax error rate and shows outstanding empirical performances. The thresholding
scheme that we use can be viewed as a solution to a non-convex optimization problem,
understanding of whose theoretical convergence guarantee is known to be limited. We
investigate this problem by introducing a simpler algorithm, generalized-softImpute,
analyzing its convergence behavior, and connecting it to the proposed algorithm.
Keywords: softImpute, generalized-softImpute, non-convex optimization, thresholded sin-
gular value decomposition
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1 Introduction
Matrix completion appears in a variety of areas where it recovers a low-rank or approx-
imately low-rank matrix from a small fraction of observed entries such as collaborative
filtering (Rennie and Srebro (2005)), computer vision (Weinberger and Saul (2006)), po-
sitioning (Montanari and Oh (2010)), and recommender systems (Bennett and Lanning
(2007)). Early work in this field was done by Achlioptas and McSherry (2001), Azar
et al. (2001), Fazel (2002), Srebro et al. (2004), and Rennie and Srebro (2005). Later,
Cande`s and Recht (2009) introduced the technique of matrix completion by minimizing
the nuclear norm under convex constraints. This opened up a significant overlap with com-
pressed sensing (Cande`s et al. (2006), Donoho (2006)) and led to accelerated research in
matrix completion. They and others (Cande`s and Recht (2009), Cande`s and Tao (2010),
Keshavan et al. (2010), Gross (2011), Recht (2011)) showed that the technique can exactly
recover a low-rank matrix in the noiseless case. Many of the following works showed the
approximate recovery of the low-rank matrix with the presence of noise (Cande`s and Plan
(2010), Negahban and Wainwright (2011), Koltchinskii et al. (2011), Rohde and Tsybakov
(2011)). Several other papers studied matrix completion in various settings (e.g. Daven-
port et al. (2014), Negahban and Wainwright (2012)) and proposed different estimation
procedures of matrix completion (Srebro et al. (2004), Keshavan et al. (2009), Koltchin-
skii (2011), Cai and Zhou (2013), Chatterjee (2014)) than the ones by Cande`s and Recht
(2009). In addition to the theoretical advances, a large number of algorithms have emerged
(e.g. Rennie and Srebro (2005), Cai et al. (2010), Keshavan et al. (2009), Mazumder et al.
(2010), Hastie et al. (2014)). An overview is well summarized in Mazumder et al. (2010)
and Hastie et al. (2014).
Many of matrix completion algorithms employ thresholded singular value decomposition
(SVD) which soft- or hard- thresholds the singular values. The statistical literature has
responded by investigating its theoretical optimality and strong empirical performances.
However, a key empirical difficulty of employing thresholded SVD for matrix completion is
to find the right way and level of threshold. Depending on the choice of the thresholding
scheme, the rank of the estimated low-rank matrix and predicted values for unobserved
entries can widely change. Despite its importance, we lack understanding on how to choose
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the threshold level and what bias or error we eliminate by thresholding.
We propose a novel iterative matrix completion algorithm, Adaptive-Impute, which
recovers the underlying low-rank matrix from a few noisy entries via differentially and
adaptively thresholded SVD. Specifically, the proposed Adaptive-Impute algorithm differ-
entially thresholds the singular values and adaptively updates the threshold levels on every
iteration. As was the case with adaptive Lasso (Zou (2006)) and adaptive thresholding
for sparse covariance matrix estimation (Cai and Liu (2011)), the proposed threshold-
ing scheme gives Adaptive-Impute stronger empirical performances than the thresholding
scheme that uses a single thresholding parameter for all singular values throughout the
iterations (e.g. softImpute (Mazumder et al. (2010))). Although Adaptive-Impute employs
multiple thresholding parameters changing over iterations, we suggest specified values for
the thresholding parameters that are theoretically-justified and data-dependent. Hence,
Adaptive-Impute is free of the tuning problems associated with the choice of threshold lev-
els. Its single tuning parameter is the rank of the resulting estimator. We suggest a way
to choose the rank based on singular value gaps (for details, see Section 5.2). This novel
threshold scheme of Adaptive-Impute makes it estimation via non-convex optimization, un-
derstanding of whose theoretical guarantees is known to be limited. However, to solve this
problem and help understand the convergence behavior of Adaptive-Impute, we introduce
a simpler algorithm than Adaptive-Impute, generalized-softImpute, and derive a sufficient
condition under which it converges. Then, we prove that Adaptive-Impute behaves almost
the same as generalized-softImpute. Numerical experiments and a real data analysis in Sec-
tion 5 suggest superior performances of Adaptive-Impute over the existing softImpute-type
algorithms.
The rest of this paper is organized as follows. Section 2 describes the model setup.
Section 3 introduces the proposed algorithm Adaptive-Impute. Section 4 introduces a
generalized-softImpute, a simpler algorithm than Adaptive-Impute. Section 5 presents nu-
merical experiment results. Section 6 concludes the paper with discussion. All proofs are
collected in Section 7.
3
2 The model setup
Suppose that we have an n× d matrix of rank r,
M0 = UΛV
T , (1)
where by SVD, U = (U1, . . . , Ur) ∈ Rn×r, V = (V1, . . . , Vr) ∈ Rd×r, Λ = diag(λ1, . . . , λr)
∈ Rr×r, and λ1 ≥ . . . ≥ λr ≥ 0. The entries of M0 are corrupted by noise  ∈ Rn×d whose
entries are i.i.d. sub-Gaussian random variables with mean zero and variance σ2. Hence,
we can only observe MF = M0 + . However, oftentimes in real world applications, not all
entries of MF are observable. So, define y ∈ Rn×d such that yij = 1 if the (i, j)-th entry
of MF is observed and yij = 0 if it is not observed. The entries of y are assumed to be
i.i.d. Bernoulli(p) and independent of the entries of . Then, the partially-observed noisy
low-rank matrix M ∈ Rn×d is written as
Mij = yijMF ij =
M0ij + ij if observed (yij = 1)0 otherwise (yij = 0).
Throughout the paper, we assume that r  d ≤ n and the entries of M0 are bounded by a
positive constant L in absolute value. In this paper, we develop an iterative algorithm to
recover M0 from M and investigate its theoretical properties and empirical performances.
3 Adaptive-Impute algorithm
3.1 Initialization
We first introduce some notation. Let a set Ω contain indices of the observed entries,
yij = 1⇔ (i, j) ∈ Ω. Then, for any matrix A ∈ Rn×d, denote by PΩ(A) the projection of A
onto Ω and by P⊥Ω (A) the projection of A onto the complement of Ω;
[PΩ(A)]ij =
Aij if (i, j) ∈ Ω0 if (i, j) /∈ Ω and [P⊥Ω (A)]ij =
 0 if (i, j) ∈ ΩAij if (i, j) /∈ Ω.
That is, PΩ(A) + P⊥Ω (A) = A. We let ui(A) denote the i-th left singular vector of A,
vi(A) the i-th right singular vector of A, and λi(A) the i-th singular value of A such that
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λ1(A) ≥ . . . ≥ λd(A). The squared Frobenius norm is defined by ‖A‖2F = tr
(
ATA
)
,
the trace of ATA, and the nuclear norm by ‖A‖∗ =
∑d
i=1 λi(A), the sum of the singular
values of A. For a symmetric matrix A ∈ Rn×n, diag(A) represents a matrix with diagonal
elements of A on the diagonal and zeros elsewhere.
Many of the iterative matrix completion algorithms (e.g. Cai et al. (2010), Mazumder
et al. (2010), Keshavan et al. (2009), Chatterjee (2014)) in the current literature initialize
with M , where the unobserved entries begin at zero. This initialization works well with
algorithms that are based on convex optimization or that are robust to the initial. However,
for algorithms that are based on non-convex optimization or that are sensitive to the
initial, filling the unobserved entries with zeros may not be a good choice. Cho et al.
(2016) proposed a one-step consistent estimator, Mˆ , that attains the minimax error rate
(Koltchinskii et al. (2011)), r/pd, and requires only two eigendecompositions. Adaptive-
Impute employs the entries of this one-step consistent estimator instead of zeros as initial
values of the unobserved entries. Algorithm 1 describes how to compute the initial Mˆ of
Adaptive-Impute. The following theorem shows that Mˆ achieves the minimax error rate.
Algorithm 1 Initialization (Cho et al. (2016))
Require: M , y, and r
pˆ← 1
nd
∑n
i=1
∑d
j=1 yij
Σpˆ ←MTM − (1− pˆ)diag(MTM)
Σtpˆ ←MMT − (1− pˆ)diag(MMT )
Vˆi ← vi(Σpˆ), ∀i ∈ {1, . . . , r}
Uˆi ← ui(Σtpˆ), ∀i ∈ {1, . . . , r}
α˜← 1
d−r
∑d
i=r+1 λi(Σpˆ)
τˆi ← λi(Σpˆ)− 1pˆ
√
λi(Σpˆ)− α˜, ∀i ∈ {1, . . . , r}
λˆi ← λi(Σpˆ)− τˆi, ∀i ∈ {1, . . . , r}
sˆ = (sˆ1, . . . , sˆr)← arg mins∈{−1,1}r
∥∥∥PΩ (∑ri=1 siλˆiUˆiVˆ Ti −M)∥∥∥2
F
Mˆ ←∑ri=1 sˆiλˆiUˆiVˆ Ti
return Mˆ
Assumption 1.
(1) pd/ log n→∞ and n, d→∞ with d ≤ n ≤ edβ , where β < 1 free of n, d, and p;
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(2) λi = bi
√
nd for all i = 1, . . . , r, where {bi}i=1,...,r are positive bounded values;
(3) bi > bi+1 for all i = 1, . . . , r, where br+1 = 0;
(4) limn,d→∞ P
(
mins∈{−1,1}r
∥∥PΩ(∑ri=1 siλˆiUˆiVˆ Ti −M)∥∥2F
<
∥∥PΩ(∑ri=1 s0iλˆiUˆiVˆ Ti −M)∥∥2F) = 0,
where s = (s1, . . . , sr) and s0i = sign(〈Vˆi, Vi〉) sign(〈Uˆi, Ui〉) for i = 1, . . . , r.
Remark 1. Under the setting where the rank r is fixed as in this paper, Assumption 1(2)
implies that the underlying low-rank matrix M0 is dense. More specifically, note that the
squared Frobenius norm indicates both the sum of all squared entries of a matrix and the
sum of its singular values squared. Also, note that ‖M0‖2F =
∑r
i=1 λ
2
i (M0) = cnd for some
constant c > 0 by Assumption 1(2). Thus, the sum of all squared entries of M0 has an order
nd. This means that a non-vanishing proportion of entries of M0 contains non-vanishing
signals with dimensionality (see Fan et al. (2013)). For more discussion, see Remark 2 in
Cho et al. (2016).
Remark 2. The singular vectors, {Uˆi}ri=1 and {Vˆi}ri=1, that compose Mˆ are consistent
estimators of U and V up to signs (for details, see Cho et al. (2016)). Hence, when
combining them with {λˆi}ri=1 to reconstruct Mˆ , a sign problem happens. Assumption 1(4)
assures that as n and d increase, the probability of choosing different signs than the true
signs, {s0i}ri=1, goes to zero. Given the asymptotic consistency of {Uˆi}ri=1, {Vˆi}ri=1, and
{λˆi}ri=1, this is not an unreasonable assumption to make.
Proposition 3.1. (Theorem 4.4 in Cho et al. (2016)) Under Assumption 1 and the model
setup in Section 2, Mˆ is a consistent estimator of M0. In particular,
1
nd
‖Mˆ −M0‖2F = op
(
hn
pd
)
,
where hn diverges very slowly with the dimensionality, for example, log(log d).
Remark 3. Since hn in Proposition 3.1 can be any quantity that diverges slowly with the
dimensionality, the convergence rate of Mˆ can be thought of as 1/pd. Under the setting
where the rank of M0 is fixed as in this paper, it is matched to the minimax error rate,
r/pd, found in Koltchinskii et al. (2011).
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Using Mˆ to initialize Adaptive-Impute has two major advantages. First, since Mˆ is
already a consistent estimator of M0 achieving the minimax error rate, it allows a series
of the iterates of Adaptive-Impute coming after Mˆ to be also consistent estimators of M0
achieving the minimax error rate (see Theorem 3.1). Second, because Adaptive-Impute is
based on a non-convex optimization problem (see Section 4), its convergence may depend
on initial values. Mˆ provides Adaptive-Impute a suitable initializer.
3.2 Adaptive thresholds
To motivate the novel thresholding scheme of Adaptive-Impute, we first consider the case
where a fully-observed noisy low-rank matrix is available. Specifically, suppose that the
probability of observing each entry, p, is 1 and thus MF = M0 +  is observed. Under the
model setup in Section 2 we can easily show that
E(MTFMF ) = MT0 M0 + nσ2Id and E(MFMTF ) = M0MT0 + dσ2In, (2)
where Id and In are identity matrices of size d and n, respectively. This shows that the
eigenvectors of E(MTFMF ) and E(MFMTF ) are the same as the right and left singular vectors
of M0. Also, the top r eigenvalues of E(MTFMF ) consist of the squared singular values of
M0 and a noise, nσ
2, the latter of which is the same as the average of the bottom d − r
eigenvalues of E(MTFMF ). In light of this, we want the estimator of M0 based on MF to
keep the first r singular vectors of MF as they are, but adjust the bias occuring in the
singular values of MF . Thus, the resulting estimator is
MˆF =
r∑
i=1
√
λ2i (MF )−α ui(MF )vi(MF )T , where α =
1
d− r
d∑
i=r+1
λ2i (MF ). (3)
A simple extension of Proposition 3.1 shows that MˆF achieves the best possible minimax
error rate of convergence, 1/d, since p = 1.
Now consider the cases where a partially-observed noisy low-rank matrix M is available.
For each iteration t ≥ 1, we fill out the unobserved entries of M with the corresponding
entries of the previous iterate Zt, treat the completed matrix M˜t = PΩ(M) + P⊥Ω (Zt) as if
it is a fully-observed matrix MF , and find the next iterate Zt+1 in the same way that we
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found MˆF from MF in (3);
Zt+1 =
r∑
i=1
√
λ2i (M˜t)− α˜t ui(M˜t)vi(M˜t)T , where α˜t =
1
d− r
d∑
i=r+1
λ2i (M˜t). (4)
Note that the difference in (4) from (3) is in the usage of M˜t instead of MF . Hence, the
performance of Adaptive-Impute may depend on how close PΩ(Zt) is to PΩ(M0). Algorithm
2 summarizes these computing steps of Adaptive-Impute continued from Algorithm 1.
Algorithm 2 Adaptive-Impute
Require: M , y, r, and ε > 0
Z1 ← Mˆ # from Algorithm 1
repeat for t = 1, 2, . . .
M˜t ← PΩ(M) + P⊥Ω (Zt)
V
(t)
i ← vi(M˜t), ∀i ∈ {1, . . . , r}
U
(t)
i ← ui(M˜t), ∀i ∈ {1, . . . , r}
α˜t ← 1d−r
∑d
i=r+1 λ
2
i (M˜t)
τt,i ← λi(M˜t)−
√
λ2i (M˜t)− α˜t, ∀i ∈ {1, . . . , r} # Adaptive thresholds
λ
(t)
i ← λi(M˜t)− τt,i
(
=
√
λ2i (M˜t)− α˜t
)
, ∀i ∈ {1, . . . , r}
Zt+1 ←
∑r
i=1 λ
(t)
i U
(t)
i V
(t)T
i
t← t+ 1
until ‖Zt+1 − Zt‖2F / ‖Zt‖2F ≤ ε
return Zt+1
The following theorem illustrates that the iterates of Adaptive-Impute retain the sta-
tistical performance of the initializer Mˆ .
Assumption 2. For all i = 1, . . . , r, sign(〈ui(M˜t), Ui〉) = sign(〈vi(M˜t), Vi〉).
Theorem 3.1. Under Assumptions 1-2 and the model setup in Section 2, we have for any
fixed value of t,
1
nd
‖Zt −M0‖2F = op
(
hn
pd
)
, as n, d→∞ with any hn →∞
where hn diverges very slowly with the dimensionality, for example, log(log d).
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Remark 4. Similarly as in Remark 3, since hn is a quantity diverging very slowly, the
convergence rate of Zt can be thought of as 1/pd which is matched to the minimax error
rate, r/pd (Koltchinskii et al. (2011)).
3.3 Non-convexity of Adaptive-Impute
We can view Adaptive-Impute as an estimation method via non-convex optimization.
For t ≥ 1, define
τt,i =
 λi(M˜t)−
√
λ2i (M˜t)− α˜t, i ≤ r
λr+1(M˜t), i > r
, (5)
where α˜t =
1
d−r
∑d
i=r+1 λ
2
i (M˜t) and M˜t = PΩ (M) + P⊥Ω (Zt). Then, in each iteration
Adaptive-Impute provides a solution to the problem
min
Z∈Rn×d
1
2nd
‖M˜t − Z‖2F +
d∑
i=1
τt,i√
nd
λi(Z)√
nd
. (6)
Note that the threshold parameters, τt,i, have dependence on both the i-th singular value
and the t-th iteration. The following theorem provides an explicit solution to (6).
Theorem 3.2. Let X be an n× d matrix and let n ≥ d. The optimization problem
min
Z
1
2nd
‖X − Z‖2F +
d∑
i=1
τi√
nd
λi(Z)√
nd
(7)
has a solution which is given by
Zˆ = Φ(∆− τ )+ΨT , (8)
where Φ∆ΨT is the SVD of X, τ = diag(τ1, . . . , τd) ∈ Rd×d, (∆ − τ )+ = diag
(
(λ1(X) −
τ1)+, . . . , (λd(X)− τd)+
) ∈ Rd×d, and c+ = max(c, 0) for any c ∈ R.
Remark 5. To see how Theorem 3.2 provides a solution to (6), let X = M˜t and τi = τt,i
as specified in (5). Then, (6) and (7) become the same and Zˆ in (8) gives the explicit form
of the (t+ 1)-th iterate, Zt+1, in Algorithm 2.
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If all of the thresholding parameters in (6) are equal such that τ = τt,1 = . . . = τt,d
for all 1 ≤ i ≤ d and t ≥ 1, the optimization problem (6) becomes equivalent to that
of softImpute (Mazumder et al. (2010)) and Theorem 3.2 provides an iterative solution
to it. While softImpute requires finding the right value of a thresholding parameter τ by
using a cross validation (CV) technique which is time-consuming and often does not have a
straightforward validation criteria, Adaptive-Impute suggests specific values of the thresh-
olding levels as in (5). The novel thresholding scheme of Adaptive-Impute together with the
rank constraint results in superior empirical performances over the existing softImpute-type
algorithms (see Section 5).
The thresholding scheme of Adaptive-Impute can be viewed as a solution to a non-convex
optimization problem since at every iteration it differentially and adaptively thresholds the
singular values. As Hastie and others alluded to a similar issue for matrix completion
methods via non-convex optimization in Hastie et al. (2014), it is hard to provide a direct
convergence guarantee of Adaptive-Impute. So, in the following section we introduce a
generalized-softImpute algorithm, simpler than Adaptive-Impute and yet still non-convex,
and investigate its asymptotic convergence. It hints at the convergent behavior of Adaptive-
Impute in the asymptotic sense.
4 Generalized softImpute
Generalized-softImpute is an algorithm which iteratively solves the problem,
min
Z∈Rn×d
Qτ (Z|Zgt ) :=
1
2nd
∥∥PΩ (M) + P⊥Ω (Zgt )− Z∥∥2F + d∑
i=1
τi√
nd
λi(Z)√
nd
, (9)
to ultimately solve the optimization problem,
min
Z∈Rn×d
fτ (Z) :=
1
2nd
‖PΩ(M)− PΩ(Z)‖2F +
d∑
i=1
τi√
nd
λi(Z)√
nd
. (10)
Note that generalized-softImpute differentially penalizes the singular values, but the thresh-
olding parameters do not change over iterations. The iterative solutions of generalized-
softImpute are denoted by Zgt+1 := arg minZ∈Rn×d Qτ (Z|Zgt ) for t ≥ 1 and Theorem 3.2
provides a closed form of Zgt+1. If τi = τ for all 1 ≤ i ≤ d, generalized-softImpute will
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be equivalent to softImpute and both (9) and (10) become convex problems. However, by
differentially penalizing the singular values, generalized-softImpute ends up solving a non-
convex optimization problem. Theorem 4.1 below shows that despite the non-convexity
of generalized-softImpute, the iterates of generalized-softImpute, {Zgt }t≥1, converge to a
solution of problem (10) under certain conditions.
Assumption 3. Let M˜ gt = PΩ(M) + P⊥Ω (Zgt ) and Dgt := M˜ gt − Zgt+1. Then,
1
nd
∥∥Dgt −Dgt+1∥∥2F + 2nd〈Dgt −Dgt+1, Zgt+1 − Zgt+2〉 ≥ 0 for all t ≥ 1.
Theorem 4.1. Let Z∞ be a limit point of the sequence Z
g
t . Under Assumption 3, if the
minimizer Zs of (10) satisfies
Zs ∈
{
Z ∈ Rn×d :
d∑
i=1
τiλi(Z) ≥
d∑
i=1
τiλi(Z∞) + 〈(Z − Z∞), D∞〉
}
, (11)
we have fτ (Z∞) = fτ (Zs) and limt→∞ fτ (Z
g
t ) = f(Z
s).
Remark 6. If τi = τ for all i as in case of softImpute, Assumption 3 and (11) are always
satisfied because 1
τ
Dgt belongs to the sub-gradient of
∥∥Zgt+1∥∥∗ .
Remark 7. If Zs is unique, then generalized-softImpute finds the global minimum point of
(10) by Theorem 4.1.
Generalized-softImpute resembles Adaptive-Impute in a sense that both of them employ
different thresholding parameters on λi(Z)’s. However, Adaptive-Impute updates these
tuning parameters every iteration while generalized-softImpute does not. The following
lemmas show that despite this difference, the convergent behavior of Adaptive-Impute is
asymptotically close to that of generalized-softImpute.
Lemma 4.1. Under Assumptions 1-2 and the model setup in Section 2, we have∣∣∣∣ τt,i√nd − τt+1,i√nd
∣∣∣∣ = op
(√
hn
pd
)
for i = 1, . . . , d,
where τt,i is defined in (5).
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Lemma 4.2. Let Dt := M˜t−Zt+1, where M˜t and Zt are as defined in Algorithm 2. Then,
under Assumptions 1-2 and the model setup in Section 2, we have
1
nd
‖Dt −Dt+1‖2F +
2
nd
〈Dt −Dt+1, Zt+1 − Zt+2〉+ op
(
hn
pd
)
≥ 0.
Lemma 4.1 shows that for large n and d, thresholding parameters of Adaptive-Impute
are stable between iterations so that Adaptive-Impute behaves similarly to generalized-
softImpute. Lemma 4.2 shows how Assumption 3 is adapted in Adaptive-Impute. It implies
a possibility of Adaptive-Impute satisfying Assumption 3 asymptotically. Although this
still does not provide a guarantee of convergence of Adaptive-Impute, numerical results
below support this possibility.
5 Numerical results
In this section, we conducted simulations and a real-data analysis to compare Adaptive-
Impute for estimating M0 with the four different versions of softImpute:
1. Adaptive-Impute: the proposed algorithm, as summarized in Algorithm 2;
2. softImpute: the original softImpute algorithm (Mazumder et al. (2010));
3. softImpute-Rank : softImpute with rank restriction (Hastie et al. (2014));
4. softImpute-ALS : Maximum-Margin Matrix Factorization (Hastie et al. (2014));
5. softImpute-ALS-Rank : rank-restricted Maximum-Margin Matrix Factorization in Al-
gorithm 3.1 (Hastie et al. (2014)).
SoftImpute algorithms were implemented with the R package, softImpute (Hastie and
Mazumder (2015)). The R code for Adaptive-Impute is available at https://github.com/
chojuhee/hello-world/blob/master/adaptiveImpute_Rfunction. In this R code, we
made two adjustments from Algorithms 1 and 2 for technical reasons. First, in almost
all real world applications that needed matrix completion, the entries of M0 are bounded
below and above by constants L1 and L2 such that
L1 ≤M0ij ≤ L2
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and smaller or larger values than the constants do not make sense. So, after each iteration of
Adaptive-Impute, t ≥ 1, we replace the values of Zt that are smaller than L1 with L1 and the
values of Zt that are greater than L2 with L2. Second, the cardinality of the set, {−1, 1}r,
that we search over to find sˆ in Algorithm 1 increases exponentially. Hence, finding sˆ
easily becomes a computational bottleneck of Adaptive-Impute or is even impossible for
large r. We suggest two possible solutions to this problem. One solution is to find sˆ by
computing sˆi = sign(〈Vˆi,vi(M)〉) sign(〈Uˆi,ui(M)〉) for i = 1, . . . , r. Note that if we use
Vi and Ui instead of vi(M) and ui(M), this gives us the true sign s0 under Assumption
1. The other solution is to use a linear regression. Let a vector of the observed entries of
M be the dependent variable and let a vector of the corresponding entries of λˆiUˆiVˆ
T
i be
the i-th column of the design matrix for i = 1, . . . , r. Then, we set sˆ to be the coefficients
of the regression line whose intercept is forced to be 0. The difference in the results of
these two methods are negligible. In the following experiment, we only reported the results
of the former solution for simplicity, while the R code provided in https://github.com/
chojuhee/hello-world/blob/master/adaptiveImpute_Rfunction are written for both
solutions.
5.1 Simulation study
To create M0 = AB
T ∈ Rn×d, we sampled A ∈ Rn×r and B ∈ Rd×r to contain i.i.d.
uniform[−5, 5] random variables and a noise matrix  ∈ Rn×d to contain i.i.d. N (0, σ2).
Then, each entry of M0 +  was observed independently with probability p. Across simula-
tions, n = 1700, d = 1000, r ∈ {5, 10, 20, 50}, σ varies from 0.1 to 50, and p varies from 0.1
to 0.9. For each simulation setting, the data was sampled 100 times and the errors were
averaged.
To evaluate performance of the algorithms, we measured three different types of errors;
test, training, and total errors; the test error, Test(Mˆ) = ‖P⊥Ω (Mˆ −M0)‖2F/‖P⊥Ω (M0)‖2F ,
represents the distance between the estimate Mˆ and the parameter M0 measured on the
unobserved entries, the training error, Training(Mˆ) = ‖PΩ(Mˆ − M0)‖2F/‖PΩ(M0)‖2F ,
the distance measured on the observed entries, and the total error, Total(Mˆ) = ‖Mˆ −
M0‖2F/‖M0‖2F , the distance measured on all entries. For ease of comparison, Figure 1
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and 3 plot the relative efficiencies with respect to softImpute-Rank. For example, the
relative test efficiency of Adaptive-Impute with respect to softImpute-Rank is defined as
Test(Mˆrank)/Test(Mˆadapt), where Mˆadapt is an estimate of Adaptive-Impute and Mˆrank is
an estimate of softImpute-Rank. The relative total and training efficiencies with respect to
softImpute-Rank are defined similarly.
We used the best tuning parameter for the algorithms in comparison. Specifically, for
algorithms with rank restriction (including Adaptive-Impute), we provided the true rank
(i.e. 5, 10, 20, or 50). For softImpute-type algorithms, an oracle tuning parameter was
chosen to minimize the total error.
Figure 1 shows the change of the relative efficiencies as the probability of observing
each entry, p, increases with σ = 1. Three columns of plots in Figure 1 correspond to
three different types of errors and four rows of plots to four different values of the rank. In
all cases, Adaptive-Impute outperforms the competitors and works especially better when
p is small. Among softImpute-type algorithms, the algorithms with rank constraint (i.e.
softImpute-Rank and softImpute-ALS-Rank) perform better than the ones without (i.e.
softImpute and softImpute-ALS). Figure 2 shows the change of the absolute errors that are
used to compute relative efficiencies in Figure 1 as the probability of observing each entry,
p, increases.
Figure 3 shows the change of the log relative efficiencies as the standard deviation (SD)
of each entry of , σ, increases with p = 0.1. When the noise level is under 15, Adaptive-
Impute outperforms the competitors, but when the noise level is over 15, softImpute-type
algorithms start to outperform Adaptive-Impute. Hence, softImpute-type algorithms are
more robust to large noises than Adaptive-Impute. It may be because when there exist
large noises dominating the signals, the conditions for convergence presented in Section 4
are not satisfied. In real life applications, however, it is not common to observe such large
noises that dominate the signals. Figure 4 shows the change of the absolute errors that are
used to compute relative efficiencies in Figure 3.
Figure 5 shows convergence of the iterates of Adaptive-Impute to the underlying low-
rank matrix over iterations; that is, the change of log Total(Zt), Training(Zt), and Test(Zt)
errors as t increases. Across all plots, n = 1700, d = 1000, p = 0.1, and the errors were
14
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Figure 1: The relative efficiency plotted against the probability of observing each entry, p,
when σ = 1. Training errors are measured over the observed entries, test errors over the
unobserved entries, and total errors over all entries.
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Figure 2: Change of the absolute errors when the probability of observing each entry, p
increases and σ = 1.
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Figure 3: The log relative efficiency plotted against the SD of each entry of  when p = 0.1.
Training errors are measured over the observed entries, test errors over the unobserved
entries, and total errors over all entries.
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Figure 4: Change of the absolute errors when the SD of each entry of  increases and
p = 0.1.
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averaged over 100 replicates. In all cases, we observe that Adaptive-Impute converges
well. Particularly, the smaller value of noise and/or rank is, the faster Adaptive-Impute
converges.
5.2 A real data example
We applied Adaptive-Impute and the competing methods to a real data, MovieLens 100k
(GroupLens (2015)). We used 5 training and 5 test data sets from 5-fold CV which are
publicly available in GroupLens (2015). For the rank used in Adaptive-Impute and soft-
Impute-type algorithms with rank constraint, we chose 3 based on a scree plot (Figure 6).
Lemma 2 in Cho et al. (2016) provides justification of using the scree plot and the singular
value gap to choose the rank. For the thresholding parameters for softImpute-type algo-
rithms, we chose the optimal values which result in the smallest test errors. The test errors
were measured by normalized mean absolute error (NMAE) (Herlocker et al. (2004)),
1
(Mmax −Mmin)|Ωtest|
∑
(i,j)∈Ωtest
|Mˆij −Mij|,
where the set Ωtest contains indices of the entries in test data, |Ωtest| is the cardinality of
Ωtest, Mmax = max{{Mi,j} \ 0} is the largest entry of M , and Mmin = min{{Mi,j} \ 0} is
the smallest entry of M .
Figure 7 summarizes the resulting NMAEs. Five points in the x-axis correspond to the
5-fold CV test data, the y-axis represents the values of NMAE, and the five different lines on
the plane correspond to the 5 different algorithms in comparison. We observe that Adaptive-
Impute outperforms all of the other algorithms. Specifically, the test errors of Adaptive-
Impute reduce those of softImpute-type algorithms by 6%-16%. Among softImpute-type
algorithms, the ones with rank constraint (i.e. softImpute-Rank and softImpute-ALS-Rank)
performs better than the ones without (i.e. softImputeand softImpute-ALS). This is the
same result to the simulation results.
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Figure 5: Convergence of the iterates of Adaptive-Impute to the underlying low-rank matrix.
In all plots, n = 1700, d = 1000, p = 0.1, and all points were averaged over 100 replicates.
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6 Discussion
Choosing the right thresholding parameter for matrix completion algorithms using thresh-
olded SVD often poses empirical challenges. This paper proposed a novel thresholded SVD
algorithm for matrix completion, Adaptive-Impute, which employs a theoretically-justified
and data-dependent set of thresholding parameters. We established its theoretical guaran-
tees on statistical performance and showed its strong performances in both simulated and
real data. It provides understanding on the effects of thresholding and the right threshold
level. Yet, there is a newly open problem. Although we proposed a reasonable remedy
in the paper, the choice of the rank of the underlying low-rank matrix is of another great
practical interest. To estimate the rank and completely automate the entire procedure of
Adaptive-Impute would be a potential direction for future research.
7 Proofs
Denote by C and C1 generic constants whose values are free of n and p and may change
from appearance to appearance. Also, denote by ‖v‖2 the `2-norm for any vector v ∈ Rd
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Figure 7: The NMAEs of Adaptive-Impute and its competitors measured in 5-fold CV test
data from MovieLens 100k (GroupLens (2015)).
and by ‖A‖2 the spectral norm, the largest singular value of A, for any matrix A ∈ Rn×d.
7.1 Proof of Theorem 3.1
Proof of Theorem 3.1. We have
M˜t = PΩ(M) + P⊥Ω (Zt)
= y · (M0 + ) + (1n1Td − y) · Zt
= M0 + y · + (1n1Td − y) · ηt,
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where 1n and 1d are vectors of length n and d, respectively, filled with ones and ηt = Zt−M0,
and, A ·B = (AijBij)1≤i≤n,1≤j≤d for any A and B ∈ Rn×d. Assume that
1√
nd
‖ηt‖F = op
(√
hn
p d
)
. (12)
Then, simple algebraic manipulations show for large n
1√
nd
‖ηt+1‖F =
1√
nd
‖Zt+1 −M0‖F
=
1√
nd
∥∥∥∥∥
r∑
i=1
√
λ2i (M˜t)− α˜t ui(M˜t)vi(M˜t)T −
r∑
i=1
λiUiV
T
i
∥∥∥∥∥
F
≤ C√
nd
r∑
i=1
{∣∣∣∣√λ2i (M˜t)− α˜t − λi∣∣∣∣ ∥∥UiV Ti ∥∥F
+λi
∥∥∥(ui(M˜t)− UiOi)V Ti ∥∥∥
F
+ λi
∥∥∥∥Ui (vi(M˜t)− ViQi)T∥∥∥∥
F
}
≤ C
r∑
i=1
{
1√
nd
∣∣∣∣√λ2i (M˜t)− α˜t − λi∣∣∣∣
+
λi√
nd
∥∥∥ui(M˜t)− UiOi∥∥∥
F
+
λi√
nd
∥∥∥vi(M˜t)− ViQi∥∥∥
F
}
, (13)
where Oi and Qi are in {−1, 1} and minimize
∥∥∥ui(M˜t)− UiOi∥∥∥
F
and
∥∥∥vi(M˜t)− ViQi∥∥∥
F
,
respectively.
To find the order of (13), first consider the term
∥∥∥vi(M˜t)− ViOi∥∥∥
F
. By Davis-Kahan
Theorem (Theorem 3.1 in Li (1998b)) and Proposition 2.2 in Vu and Lei (2013),
∥∥∥vi(M˜t)− ViOi∥∥∥
F
≤
1
nd
∥∥∥(M˜Tt M˜t − [MT0 M0 + npσ2I])Vi∥∥∥
F∣∣∣ 1nd (λ2i + npσ2 − λ2i+1(M˜t))∣∣∣ . (14)
Consider the numerator of (14). We have
1
nd
∥∥∥(M˜Tt M˜t − [MT0 M0 + npσI])Vi∥∥∥
F
≤ 1
nd
{∥∥∥(y · )T (y · )Vi − npσ2Vi∥∥∥
F
+
∥∥∥[(1n1Td − y) · ηt]T [(1n1Td − y) · ηt]Vi∥∥∥
F
+
∥∥MT0 (y · )Vi∥∥F + ∥∥∥(y · )T M0Vi∥∥∥F
+
∥∥MT0 [(1n1Td − y) · ηt]Vi∥∥F + ∥∥∥[(1n1Td − y) · ηt]T M0Vi∥∥∥F
+
∥∥∥[(1n1Td − y) · ηt]T (y · )Vi∥∥∥
F
+
∥∥∥(y · )T [(1n1Td − y) · ηt]Vi∥∥∥
F
}
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=
1
nd
{
Op
(
p
√
nd
)
+ op
(
nhn
p
)
+Op
(√
pdn2
)
+Op
(√
pd2n
)
+op
(√
hndn2
p
)
+ op
(√
hndn2
p
)
+ op
(√
hnn2
)
+ op
(√
hndn2
)}
= op
(√
hn
pd
)
, (15)
where the first equality holds due to (1), Assumption 1(2), (12), and (16) and (17) below.
We have
E
∥∥∥(y · )T (y · )Vi − npσ2Vi∥∥∥2
F
= E

d∑
h=1
[
n∑
k=1
d∑
j=1
(
ykhykjkhkjVij − pσ2Vih1(j=h)
)]2
=
d∑
h=1
n∑
k=1
d∑
j=1
E
(
ykhykjkhkjVij − pσ2Vih1(j=h)
)2
=
n∑
k=1
d∑
j 6=h
V 2ij E
(
y2khy
2
kj
2
kh
2
kj
)
+
n∑
k=1
d∑
j=h
V 2ij E
(
y2kj
2
kj − pσ2
)2
= O
(
p2nd
)
, (16)
where Vij is the j-th element of Vi. Similarly, we have
E‖(y · )Vi‖2F = O (pn) ,E‖UTi (y · )‖2F = O (pd) , and E‖y · ‖2F = O (pnd) . (17)
Consider the denominator of (14). By Weyl’s theorem (Theorem 4.3 in Li (1998a)), we
have
max
1≤i≤d
1
nd
|λ2i + npσ2 − λ2i (M˜t)|
≤ 1
nd
∥∥∥M˜Tt M˜t − [MT0 M0 + npσ2I]∥∥∥
2
≤ 1
nd
{∥∥∥(y · )T (y · )− npσ2I∥∥∥
2
+
∥∥∥[(1n1Td − y) · ηt]T [(1n1Td − y) · ηt]∥∥∥
2
+2
∥∥MT0 (y · )∥∥2 + 2 ∥∥MT0 [(1− y) · ηt]∥∥2 + 2 ∥∥∥(y · )T [(1n1Td − y) · ηt]∥∥∥2
}
=
1
nd
{
Op
(
p
√
nd2
)
+ op
(
nhn
p
)
+Op
(√
p dn2
)
+ op
(√
dn2hn
p
)
+ op
(√
dn2hn
)}
= op(1), (18)
where the last two lines holds similarly to (15).
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Thus, by (18) and (15),
‖vi(M˜t)− ViOi‖F = op
(√
hn
pd
)
. (19)
Secondly, similar to the proof of (19), we can show ‖ui(M˜t)−UiOi‖F = op
(√
hn/pd
)
.
Lastly, consider the term 1√
nd
∣∣∣∣√λ2i (M˜t)− α˜t − λi∣∣∣∣. By Taylor’s expansion, there is λ2∗
between λ2i (M˜t)− α˜t and λ2i such that
1√
nd
∣∣∣∣√λ2i (M˜t)− α˜t − λi∣∣∣∣
=
1√
nd
∣∣∣∣ 12λ∗
(
λ2i (M˜t)− α˜t − λ2i
)∣∣∣∣
≤ 1
2λ∗
√
nd
∣∣∣λ2i (M˜t)− (λ2i + npσ2)∣∣∣+ 1
2λ∗
√
nd
∣∣α˜t − npσ2∣∣ . (20)
We need to find the convergence rates of 1
nd
∣∣∣λ2i (M˜t)− (λ2i + npσ2)∣∣∣ and 1nd |α˜t − npσ2|.
Let Vc = (Vr+1, . . . , Vd) ∈ Rd×(d−r) be a matrix such that V Tc Vc = Id−r and V TVc = 0r×(d−r)
and let V˜t =
(
v1(M˜t), . . . ,vd(M˜t)
)
∈ Rd×r and V˜tc =
(
vr+1(M˜t), . . . ,vd(M˜t)
)
∈ Rd×(d−r)
so that V˜ Tt V˜tc = 0r×(d−r). Also, let O = diag(O1, . . . ,Or) and Oc = diag(Or+1, . . . ,Od),
where
Oi := arg min
o∈{−1,1}
∥∥∥Vi o− vi(M˜t)∥∥∥2
2
for i = 1, . . . , d.
Then, we have
1
nd
∣∣∣λ2i (M˜t)− (λ2i + npσ2)∣∣∣
=
1
nd
∣∣∣∣vi(M˜t)TM˜Tt M˜tvi(M˜t)− V Ti (M0TM0 + npσ2I)Vi∣∣∣∣
≤ 1
nd
∣∣∣∣V Ti [M˜Tt M˜t − (M0TM0 + npσ2I)]Vi∣∣∣∣+ 1nd
∣∣∣∣vi(M˜t)TM˜Tt M˜tvi(M˜t)− V Ti M˜Tt M˜tVi∣∣∣∣
≤ op
(√
hn
pd
)
+
1
nd
∣∣∣∣vi(M˜t)TM˜Tt M˜tvi(M˜t)− V Ti M˜Tt M˜tVi∣∣∣∣
= op
(√
hn
pd
)
, (21)
where the second inequality can be derived by the similar way to the proof of (15), and
the last equality is due to (22) below. Simple algebraic manipulations show
1
nd
∣∣∣∣vi(M˜t)TM˜Tt M˜tvi(M˜t)− V Ti M˜Tt M˜tVi∣∣∣∣
25
=
1
nd
∣∣∣∣ [ViOi − vi(M˜t)]T M˜Tt M˜t [ViOi − vi(M˜t)]+ 2λ2i (M˜t) [ViOi − vi(M˜t)]T vi(M˜t)∣∣∣∣
≤ 2λ
2
1(M˜t)
nd
∥∥∥ViOi − vi(M˜t)∥∥∥2
2
= op
(
hn
pd
)
, (22)
where the last equality is due to (18) and (19). Also,
1
nd
∣∣α˜t − npσ2∣∣
=
1
nd
∣∣∣∣ 1d− r
d∑
j=r+1
vj(M˜t)
TM˜Tt M˜tvj(M˜t)− npσ2
∣∣∣∣
≤ 1
nd
∣∣∣∣ 1d− r
d∑
j=r+1
V Tj
[
M˜Tt M˜t −
(
MT0 M0 + npσ
2I
)]
Vj
∣∣∣∣
+
1
nd
∣∣∣∣ 1d− r
d∑
j=r+1
[
vj(M˜t)
TM˜Tt M˜tvj(M˜t)− V Tj M˜Tt M˜tVj
] ∣∣∣∣
= op
(√
hn
pd
)
+
1
nd
∣∣∣∣ 1d− r
d∑
j=r+1
[
vj(M˜t)
TM˜Tt M˜tvj(M˜t)− V Tj M˜Tt M˜tVj
] ∣∣∣∣
= op
(√
hn
pd
)
, (23)
where the second equality can be derived by the similar way to the proof of (15), and the
last equality is due to (24) below. Similar to the proof of (22), we have
1
nd(d− r)
d∑
j=r+1
∣∣∣∣vj(M˜t)TM˜Tt M˜tvj(M˜t)− V Tj M˜Tt M˜tVj∣∣∣∣
≤ 1
nd(d− r)
d∑
j=r+1
2λ21(M˜t)
∥∥∥VjOj − vj(M˜t)∥∥∥2
2
≤ 2λ
2
1(M˜t)
nd(d− r)
∥∥∥VcOc − V˜tc∥∥∥2
F
≤ 4λ
2
1(M˜t)
nd(d− r)
∥∥∥VcV Tc − V˜tcV˜ Ttc ∥∥∥2
F
=
4λ21(M˜t)
nd(d− r)
∥∥∥V V T − V˜tV˜ Tt ∥∥∥2
F
≤ 4λ
2
1(M˜t)
nd(d− r)
∥∥∥VO − V˜t∥∥∥2
F
=
4λ21(M˜t)
nd(d− r)
r∑
i=1
∥∥∥ViOi − vi(M˜t)∥∥∥2
2
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= op
(
hn
pd2
)
, (24)
where the fourth and sixth lines are due to Proposition 2.2 in Vu and Lei (2013), and the
last line holds from (19).
The three results above (20), (21), and (23) give 1√
nd
∣∣∣∣√λ2i (M˜t)− α˜t − λi∣∣∣∣ = op (√hnpd).
Therefore, combining the results above, we have that 1√
nd
‖ηt+1‖F in (13) is op
(√
hn
pd
)
.
Since 1√
nd
‖η1‖F = op
(√
hn
pd
)
by Proposition 3.1, we have 1√
nd
‖ηt‖F = op
(√
hn
pd
)
for any
fixed t by mathematical induction.
7.2 Proof of Theorem 3.2
Proof of Theorem 3.2. We have
min
Z
1
2nd
‖X − Z‖2F +
d∑
i=1
τi√
nd
λi(Z)√
nd
= min
Z
1
2nd
{
‖X‖2F − 2
d∑
i=1
λ˜i · u˜Ti Xv˜i +
d∑
i=1
λ˜2i
}
+
1
nd
d∑
i=1
τiλ˜i, (25)
where λ˜i = λi(Z), u˜i = ui(Z), and v˜i = vi(Z). Minimizing (25) is equivalent to minimizing
−2
d∑
i=1
λ˜i · u˜Ti Xv˜i +
d∑
i=1
λ˜2i +
d∑
i=1
2τiλ˜i,
with respect to λ˜i, u˜i, and v˜i, i = 1, . . . , d, under the conditions that (u˜1, . . . , u˜d)
T (u˜1, . . . , u˜d) =
Id, (v˜1, . . . , v˜d)
T (v˜1, . . . , v˜d) = Id, and λ˜1 ≥ λ˜2 ≥ . . . ≥ λ˜d ≥ 0. Thus, we have
min
λ˜i≥0,u˜i,v˜i, i=1,...,d
−2
d∑
i=1
λ˜i · u˜Ti Xv˜i +
d∑
i=1
λ˜2i +
d∑
i=1
2τiλ˜i
= min
λ˜i≥0, i=1,...,d
−2
d∑
i=1
λ˜i · λi(X) +
d∑
i=1
λ˜2i +
d∑
i=1
2τiλ˜i
= min
λ˜i≥0, i=1,...,d
d∑
i=1
{
λ˜2i − 2λ˜i [λi(X)− τi]
}
, (26)
where the first equality is due to the facts that λ˜1 ≥ . . . ≥ λ˜d ≥ 0, and for every i, the
problem
max
‖ui‖22≤1,‖vi‖22≤1
uTi Xvi such that ui ⊥ {u˜∗1, . . . , u˜∗i−1}, vi ⊥ {v˜∗1, . . . , v˜∗i−1}
27
is solved by u˜∗i , v˜
∗
i , the left and right singular vectors of X corresponding to the i-th largest
singular value of X. Note that u˜i = u˜
∗
i . Since (26) is a quadratic function of λ˜i, the solution
to the problem (26) is then λ˜i = (λi(X)− τi)+.
7.3 Proof of Theorem 4.1
To ease the notation, we drop the superscript ‘g’ in Zgt , M˜
g
t , and D
g
t in this section.
Lemma 7.1. Let Zt+1 := arg minZ∈Rn×d Qτ (Z|Zt) in (9). Then, under Assumption 3, we
have
‖Zt+1 − Zt‖2F → 0 as t→∞.
Proof of Lemma 7.1. By the construction of Dt,
(M˜t−1 − M˜t)− (Zt − Zt+1)− (Dt−1 −Dt) = 0.
Thus, we have
〈M˜t−1 − M˜t, Zt − Zt+1〉 − 〈Zt − Zt+1, Zt − Zt+1〉 − 〈Dt−1 −Dt, Zt − Zt+1〉 = 0 (27)
and
〈M˜t−1 − M˜t, M˜t−1 − M˜t〉 − 〈Zt − Zt+1, M˜t−1 − M˜t〉 − 〈Dt−1 −Dt, M˜t−1 − M˜t〉 = 0. (28)
Add (28) and (27), and
0 = ‖M˜t−1 − M˜t‖2F − ‖Zt − Zt+1‖2F − 〈Dt−1 −Dt, Zt + M˜t−1 − (Zt+1 + M˜t)〉
= ‖M˜t−1 − M˜t‖2F − ‖Zt − Zt+1‖2F − ‖Dt−1 −Dt‖2F − 2〈Dt−1 −Dt, Zt − Zt+1〉. (29)
Under Assumption 3, (29) gives
‖Zt − Zt+1‖2F ≤
∥∥∥M˜t−1 − M˜t∥∥∥2
F
,
and thus
‖Zt+1 − Zt‖2F ≤
∥∥∥M˜t−1 − M˜t∥∥∥2
F
≤ ∥∥P⊥Ω (Zt−1 − Zt)∥∥2F
≤ ‖Zt − Zt−1‖2F (30)
28
for all t ≥ 1. This proves that the sequence {‖Zt+1 − Zt‖2F} converges (since it is decreasing
and bounded below).
The convergence of {‖Zt+1 − Zt‖2F} gives
‖Zt+1 − Zt‖2F − ‖Zt − Zt−1‖2F → 0 as t→∞.
Then, by (30),
0 ≥ ∥∥P⊥Ω (Zt − Zt−1)∥∥2F − ‖Zt − Zt−1‖2F
≥ ‖Zt+1 − Zt‖2F − ‖Zt − Zt−1‖2F
→ 0 as t→∞,
which implies∥∥P⊥Ω (Zt − Zt−1)∥∥2F − ‖Zt − Zt−1‖2F → 0⇒ ‖PΩ (Zt − Zt−1)‖2F → 0. (31)
Furthermore, similarly to the proof of Lemma 2 in Mazumder et al. (2010), we can show
fτ (Zt) ≥ Qτ (Zt+1|Zt) ≥ Qτ (Zt+1|Zt+1) = fτ (Zt+1) ≥ 0 (32)
for every fixed τ1, . . . , τd > 0 and t ≥ 1. Thus, we have
Qτ (Zt+1|Zt)−Qτ (Zt+1|Zt+1)→ 0 as t→∞,
which implies ∥∥P⊥Ω (Zt − Zt+1)∥∥2F → 0 as t→∞.
The above along with (31) gives
‖Zt+1 − Zt‖2F → 0 as t→∞.
Proof of Theorem 4.1. By the construction of Dt, we have
0 =
(
M˜t − Zt+1
)
−Dt for all t ≥ 1.
Since Z∞ is a limit point of the sequence Zt, there exists a subsequence {nt} ⊂ {1, 2, . . .}
such that Znt → Z∞ as t→∞. By Lemma 7.1, this subsequence Znt satisfies
Znt − Znt+1 → 0
29
which implies
P⊥Ω (Znt)− Znt+1 → P⊥Ω (Z∞)− Z∞ = −PΩ(Z∞).
Hence,
Dnt =
(PΩ(M) + P⊥Ω (Znt))− Znt+1 → PΩ(M)− PΩ(Z∞) = D∞. (33)
Due to (11) and (33), we have
fτ (Z
s) ≥ fτ (Z∞)− 1
nd
〈Zs − Z∞,PΩ(M)− PΩ(Z∞)−D∞〉
= fτ (Z∞).
Since fτ (Z
s) ≤ fτ (Z∞) by definition of Zs, we have fτ (Zs) = fτ (Z∞). Lastly, by (32), we
have limt→∞ fτ (Zt) = f(Zs).
7.4 Proofs of Lemmas 4.1-4.2
Proof of Lemma 4.1. For i = 1, . . . , r, we have∣∣∣∣ τt,i√nd − τt+1,i√nd
∣∣∣∣
=
1√
nd
∣∣∣∣λi(M˜t)−√λ2i (M˜t)− α˜t − λi(M˜t+1) +√λ2i (M˜t+1)− α˜t+1∣∣∣∣
≤ 1√
nd
∣∣∣∣λi(M˜t)− (√λ2i − npσ2)∣∣∣∣+ 1√nd
∣∣∣∣√λ2i (M˜t)− α˜t − λ2i ∣∣∣∣
+
1√
nd
∣∣∣∣λi(M˜t+1)− (√λ2i − npσ2)∣∣∣∣+ 1√nd
∣∣∣∣√λ2i (M˜t+1)− α˜t+1 − λ2i ∣∣∣∣
= (I) + (II) + (III) + (IV ).
Then, by (21) and (23), we have
(I) =
1√
nd
∣∣∣∣λi(M˜t)− (√λ2i − npσ2)∣∣∣∣
=
1
2λ∗
√
nd
∣∣∣λ2i (M˜t)− (λ2i − npσ2)∣∣∣
≤ 1
2λ∗
√
nd
∣∣∣λ2i (M˜t)− α˜t − λ2i ∣∣∣+ 1
2λ∗
√
nd
∣∣α˜t − npσ2∣∣
= op
(√
hn
pd
)
,
where the second equality holds for some λ∗ between λi(M˜t) and
√
λ2i − npσ2 by Taylor’s
expansion. We can similarly show that (III) = op
(√
hn/pd
)
. Both of (II) and (IV ) are
also op
(√
hn/pd
)
by (20) and (21).
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Proof of Lemma 4.2. From Theorem 3.1 and the construction of Dt in Assumption 3, we
have ∣∣∣∣ 1nd〈Dt −Dt+1, Zt+1 − Zt+2〉
∣∣∣∣
≤ 1
nd
‖Dt −Dt+1‖F ‖Zt+1 − Zt+2‖F
≤ 1
nd
∥∥∥M˜t − Zt+1 − (M˜t+1 − Zt+2)∥∥∥
F
‖Zt+1 − Zt+2‖F
≤ 1
nd
{∥∥∥M˜t − M˜t+1∥∥∥
F
+ ‖Zt+1 − Zt+2‖F
}
‖Zt+1 − Zt+2‖F
=
1
nd
{∥∥P⊥Ω (Zt − Zt+1)∥∥F + ‖Zt+1 − Zt+2‖F } ‖Zt+1 − Zt+2‖F
≤ 1
nd
{
‖Zt − Zt+1‖F + ‖Zt+1 − Zt+2‖F
}
‖Zt+1 − Zt+2‖F
≤ 1
nd
{
‖Zt −M0‖F + 2 ‖Zt+1 −M0‖F + ‖Zt+2 −M0‖F
}
×
{
‖Zt+1 −M0‖F + ‖Zt+2 −M0‖F
}
= op
(
hn
pd
)
.
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