Abstract-
I. INTRODUCTION
The modeling and control of dynamical systems subject to bounded perturbations is one of the most relevant problems in control theory, this is because it is unrealistic to expect actual dynamical systems to be free of noise, or that mathematical models represent perfectly, without uncertainties, real systems. For this reason the research done in the robust control area has been extensive.
The minimization of the effects due to external perturbations and uncertainties, on the performances of dynamical systems is a well-known area where several results have been obtained, and a considerable amount of different approaches have been developed, such as sliding-mode control [27] , which in general only works for matched perturbations; H ∞ Control [16] , which usually asks for a vanishing condition on the perturbations; and neural networks [8] , which has some implementability issues. Among these a remarkable one is the Attractive Ellipsoid Method (AEM).
The main advantages of the AEM reside in the fact that it is applicable to systems with unmatched and non-vanishing perturbations, also the control gain is usually obtained by the solution of a linear minimization problem, this is a minimization problem with a linear objective function and linear constraints, this suggests an advantage on the computational aspect of the controller design and its implementability.
The history of this approach can be track down to the late 60's and early 70's, when the characterization of uncertain dynamics by ellipsoidal sets was first introduced in [25] and [2] . Then, the use of ellipsoids as estimations of sets guaranteed to contain a significant variable was further developed in [10] , [4] , [18] . The concept of the asymptotically attractive (invariant) ellipsoid as used in this paper was formalized in [26] , [19] for linear systems and later extended to nonlinear systems in [23] , [13] and [24] .
The AEM is based on [6] the Lyapunov analysis, so it is natural to use the Implicit Lyapunov Function (ILF) method, originally presented in [9] , and later revisited in [1] , [20] , to extend this approach and obtain additional features such as finite-time convergence to the ellipsoidal region. This is a very desirable property considering that many applications require control algorithms fast enough to guarantee the convergence of system dynamics to a desirable value or set of values in finite-time. The finite-time stabilization [14] is crucial when the transient dynamics are required to end as fast as possible or in a specific time interval, as in robotics and aeronautics. Some examples of this can be found in [3] , [7] and [15] .
The ILF, as presented in [20] , [21] , [22] , is used to construct a robust control strategy by using a Lyapunov function defined implicitly in an algebraic equation. The stability analysis then does not require the explicit solution of this equation, instead the stability conditions can be revised directly using the implicit function theorem (see [5] ).
To simplify this analysis an homogeneous function is proposed. This is because homogeneity is a very useful property in the study of finite-time stability (see [28] , [12] , [17] ). Specifically, if an asymptotically stable system is homogeneous of negative degree, then it is finite-time stable.
The AEM with the ILF derives in a minimization problem of the size (trace) of the ellipsoid characterizing matrix subject to a set of constraints obtained from the finite-time stability conditions, which can be expressed as a set of Linear Matrix Inequalities (LMI's). The implementable control strategy is obtained from the solution of this optimization problem, and the application of a numerical procedure.
II. PROBLEM STATEMENT Considering the systeṁ
where x ∈ R n is the state vector, u ∈ R is the control input, y ∈ R n is the measurable output, ξ ∈ R n is an unknown but bounded perturbation,
with Q = Q T > 0, no additional restriction is imposed on ξ , however it is not considered to be random,
The objective of this paper is to design a robust feedback control strategy for the system (1) that ensures finite-time convergence of the system solutions to an ellipsoidal region despite having noisy measurements.
The ILF approach is used to develop an extended version of the AEM which includes finite-time convergence to the ellipsoid. The main tool for these two approaches is the Lyapunov function method, which in this case is implicitly defined as a solution of an algebraic equation. The analysis of the ellipsoidal set attractivity does not require the solution of this equation, because it is possible to use the implicit function theorem to check all the required conditions directly from the implicit formulation.
III. PRELIMINARIES

A. Finite-Time Attractive Ellipsoid
Considering the system of the forṁ
where
• f : R n → R n is a nonlinear continuous vector field.
Assume that the following ellipsoid
is an invariant set of (3). Additionally we consider the notation, for any
for distance from a point θ to a set E x . Definition 1: [11] The set E x , is an asymptotically attractive set for the system (3) if
The asymptotic attractivity of E x guarantees convergence of the system solutions, with any initial condition x 0 , to the ellipsoid. However, it is always desirable to have some estimation for the time of convergence to the set. Addressing this, the definition of finite-time attractive ellipsoid is presented.
Definition 2: The set E x is a finite-time attractive ellipsoid of system (3) if it is an asymptotically attractive ellipsoid, and there exists a function T (called the settling time function): R n \E x → R + such that for any
in terms of the matrixP this means
Note that the Definitions 1 and 2 do not ask for stability of the set, only consider the attractivity property.
B. Implicit Lyapunov Method for Attractive Ellipsoid
For the very specific case when ξ (t) = 0, ∀t, we have:
Theorem 1 ([21]): If there exists a continuous function
satisfying the conditions C1) G is continuously differentiable outside the origin for all positive V ∈ R + and for all x ∈ R n \{0}; C2) for any x ∈ R n \{0} there exists V ∈ R + such that
C4) the inequality
< 0 holds for all V ∈ R + and for all x ∈ R n \ {0}; C5)
f (x, 0) < 0 holds for all (V, x) ∈ Φ; then the origin of (3) is globally uniformly asymptotically stable.
Theorem 2 ([21]):
If there exists a continuous function G : R + × R n → R that satisfies the conditions C1)-C4) of Theorem 1 and the condition C5bis) there exist c > 0 and 0 < µ < 1 such that Now considering the more general case when ξ (t) ≤ l 0 ∀ t in (3), it is unrealistic to expect that the system trajectories converge to the origin. Still, it is possible for the system trajectories to converge to a certain set depending on l 0 , the bound of the perturbations. In order to define this set in terms of the conditions given by the ILF we present the next Corollary.
Corollary 1: Let the conditions C1)-C4) from Theorem 1 hold. If the inequality
f (x, ξ ) < 0 holds for all (V, x) ∈ Φ and all ξ ≤ l 0 such that V (x) > 1, then the set
is a globally asymptotically stable set of (3). These conditions repeat in an implicit form the requirements for the Lyapunov-like (storage) function of the AEM, this is a positive function which is not necessarily monotonically non-increasing in all R n , but only outside of a bounded set. Conditions C1, C2, C4 and the implicit function theorem [5] , denote that the equation G(V, x) = 0 defines a unique function V : R n \{0} → R + for all x ∈ R n \{0}. The function V is continuously differentiable outside the origin and
for G(V, x) = 0, ∀x = 0. The implicit function theorem and conditions C3, C4 and Corollary 1 prove thatV ≤ 0, while V > 1.
The next corollary specifies the finite-time attractive set.
Corollary 2:
If there exists a continuous function G : R + × R n that satisfies the conditions C1-C4, the one in Corollary 1, and additionally it fulfills that there exists c > 0 and µ ∈ (0, 1) such that One of the main features of the control design using the AEM is the possibility to minimize in certain sense the ellipsoid size, insuring that the system solutions converge to a minimal set in R n regardless of perturbations or uncertainties [24] . The usual characterization of the size of the ellipsoid in the AEM is conveniently described by the trace of the matrix P. The "natural" restrictions of the system and its parameters are written in the form of LMI's. Hence, the control parameters that ensure convergence to this minimal set are obtained through the solution of a linear minimization problem which objective function is tr(P), and the corresponding constraints are a set of LMI's. The same approach is used in the next sections to obtain a characterization of the minimal finitetime version of the Attractive Ellipsoid.
IV. CONTROL DESIGN
A. Finite-time attractive set
Let us consider the following ILF [20] 
Denoting
and defining V y := V (y).
Note that when µ = 0 equation (5) coincides with the storage function in the AEM.
Theorem 3: Let µ ∈ (0, 1), and some tunning parameters δ and β such that δ > 1, β ∈ R + , the matrix
where X = X T ∈ R n×n , Y ∈ R 1×n andD m ∈ R n×n is a diagonal matrix which its i−th entry m i is given by
for i ∈ {1, . . . , n}, and
with r 1 := 1/λ max (X), r 2 := 1/λ min (X), and r 3 := λ min (Q). If the LMI system
is feasible for some X and Y ; the control input
where k := Y X −1 , V y ∈ R + is such that G(V y , y) = 0, with G defined as in (5) . Then the ellipsoid (4), withP = D r (γ)XD r (γ) is a finitetime attractive ellipsoid for the closed-loop system (1) with the settling time function estimation given by T (x 0 ) ≤
B. Minimization of the Attractive Ellipsoid
Let us consider the minimization of the ellipsoidal set described in Theorem 3. In order to do so we minimize the trace of the matrix X subject to the constraints defined in the LMI's system, as usual. Note that the minimization of X is equivalent to the minimization of the ellipsoidal set characterized by D r (γ −1 )PD r (γ −1 ). Then, the minimization problem statement is the following
C. On the boundedness of the control
If it is necessary to restrict the magnitude of the control signal inside the ellipsoid, it is sufficient to include an additional constraint
to the optimization problem (8) . This, in terms of the matrices X and Y and using the Schur's complement can be represented in LMI form as
this inequality implies that for any trajectory inside the ellipsoid (V y ≤ 1) we will have
V. NUMERICAL RESULTS Considering a chain of integrators as in (1) [20] , which is based on the bisection numerical method, to find the zeros of (5). The simulations have been done using the explicit Euler method with a sampling period with 0.001 seconds. The obtained approximation for the settling time was T (x 0 ) ≤ 18.5037 seconds. Figure 1 and figure 2 show the states convergence to the ellipsoidal set in the x 1 vs. x 2 and x 3 vs x 4 projections respectively. Figure 3 presents the evolution of the states in time, while figure 4 shows the control output in the same way. 
VI. CONCLUSIONS
A theoretical extension of the well known Attractive Ellipsoid Method was developed in this paper using the Implicit Lyapunov Function approach. Finite-time convergence despite noisy measurements to an ellipsoidal set is proved. This is achieved using a control input obtained from an ILF and the solution of a linear, respect to the matrix variables, minimization problem. The implementable numerical algorithm, based on the above extension is validated through a numerical example.
