I. INTRODUCTION
Public spending on health care remains one of the few uncontroversial roles of government. Even when the state is under internal and external pressure to reduce spending and address account imbalances, expenditures on health services, particularly non-hospital based care, generally find wide-ranging support. What is less clear is whether governments expend money in an appropriate fashion to raise access to, and the use of, health care services. In poor countries, there is an obvious imperative to allocate scarce fiscal resources based on a clear understanding of how investments in the heath sector are going to affect demand; and likewise, to understand how changes in the pricing of public services, and investments in quality improvements, are going to affect consumer decisions about whether and where to seek health care. Likewise, differentiating how poor versus non-poor consumers make decisions about treatment, relative to both pricing and quality, is critical to assessing the equity implications of alternative policies. This paper examines the pattern of health care demand in rural Tanzania. We use data from the 1993 Human Resources Development Survey (HRDS) to model the health care choices that individuals in Tanzania make when sick or injured. We then consider what these behavioral characteristics imply for public policy. First, we are interested in how changes in the pricing of services will affect their use.
1 A number of papers examine the determinants of medical care choices in Africa. However, the range of provider choices modeled in these papers is generally more limited 2 than our study, where we include a broader range of choices than the previous literature: we distinguish between hospital and clinic based care, in both the public and private sector.
Second, in keeping with most recent papers on health care demand, we employ a nested multinominal logit model. However, unlike prior research that uses only a single level nest, we use a two-level nest in our estimates. This innovation permits us to estimate cross-price elasticities that vary for treatment options and the choice of selftreatment. Thus, we get a more accurate picture of the extent to which increased user fees for public health services, for example, increases demand for the no care option (which is presumably a undesirable outcome, on public goods grounds) versus encouraging people to seek care from private providers.
A third important contribution of this paper is that it examines the impact of the quality of medical care on health demand. The call for improving quality is a favorite of advocates and policy makers, and pervades much of the thinking and actions of international organizations. While the effect of quality on health care outcomes is documented, 3 the difficulty of examining the impact of quality on the choice of provider has limited research in this area, despite its importance. 4 Thus, the exploration of quality effects on demand is a particularly important empirical question.
Beyond price and quality effects, we also examine how a series of other characteristics of the household, and individuals, affect their health care choices. The role of education, age, duration of illness, and so forth, provide important insights into the potential opportunities and limitations of public policy to affect patterns of demand.
Even though the HRDS is a national survey, we limit our analysis to rural areas of Tanzania. The discrete choice model assumes that people have a limited number of health care options available to them. This is entirely plausible for rural areas, where distance between facilities is great, so that one is likely to choose the nearest one, and it is also possible to compute a time price for travel. For urban areas, however, it is both difficult to derive a time price, and difficult to define the feasible options among the large number of public and private health care facilities that may well be within a short distance of an individual's home.
The remainder of the paper is organized as follows. In the next section we discuss the methods used and the empirical strategy employed. This is followed by a brief discussion of the data, before presenting the empirical results. We conclude with a summary of the findings, and their implications for policy.
II. ECONOMETRIC MODEL
The demand that we model is the selection of a health care provider, given that a person is sick. This is a discrete choice, so our estimates are actually for the probability that one elects a given option. The specification that we use in this paper is a nested multinomial logit model with five options: no care (or self-care), care at a public hospital, care at a private hospital, care at a public clinic, and care at a private clinic.
Our model follows Gertler, Locay, and Sanderson (1987) . 5 For each option there is a function that describes the utility that a person derives from choosing it:
3 See, for example, Lavy and Quigley (1993) ; Thomas, Lavy and Strauss (1992) ; World Bank (1990) . 4 The only other study of health demand from Africa that we are aware of that includes quality variables is by Mwabu, Ainsworth and Nyamete (1993) for Kenya.
where (y-p j ) is net income after paying for health care option j; X is a set of individual or household variables that do not vary with the discrete choice; and Z j is a set of choicespecific variables. The function Q(X,Z j ) indicates the quality of option j, and is a function of that choice's own characteristics, as well as individual and household characteristics of the demander. Thus, we assume that utility depends on the quality of health care received, and on consumption of all other goods (net income).
In our model, the quality function Q(X,Z j ) is linear in the X and Z variables. The X variables include age, education, marital status, duration of illness, and household demographics. In all cases, we allow these coefficients to vary across options.
The Z j variables are more problematic. These are option-specific variables, which in our case are variables measuring the quality of each service option. Unfortunately, the survey asks these questions only about the nearest public clinic. There are no data on the quality of the other options. Thus, we have a left-out variable problem, which may be particularly important for the estimate of the price parameter, since one would expect price and quality to be positively correlated. While we will discuss this problem further in the results section, we attempt to assess its magnitude by determining how much the price parameters differ with the exclusion of the public quality variables.
The functional form for prices and income is quadratic in the logs of net income:
where we keep the β's equal across options. This constrains the marginal utility of income to be the same across options. While there is some debate about whether this is necessary to be consistent with utility maximization (McFadden, 1981; Dow, 1999) , having radically different marginal utilities across options, which unconstrained estimates often produce, seems implausible.
As with all discrete choice models, the logit identifies only the difference in utilities, V j -V 0 , where V 0 is a reference or base utility, in our case, self-care. In particular, we normalize the quality of self-care to zero. In addition, the function f(y-p j ) will be very similar across options as costs are small relative to income. Because this complicates the optimization, we approximate the function:
Both ln(y) and its square are constant across options, so that after taking the difference V j -V 0 , only β 1 (-p j /y) -β 2 {2ln(y) (p j /y)} remains. Note that this still identifies the two coefficients of interest.
Nesting the logit choices allows us to estimate at least some of the covariances between the e j 's, which in turn allows cross-price elasticities to vary between options. Figure 1 presents the nesting that we estimate. The probability that a person chooses option k is given by 4) where i indexes the individual options (private hospital, etc.); j indexes the lower level nests (hospital care, or non-hospital care); and k indexes the upper level nest (no care or care). V i is the indirect utility associated with option i; σ j is the inclusive value coefficient for the lower level nests; τ k is the inclusive value coefficient for the upper level nests (the limbs); and j(l) and k(l) indicate the lower and upper level nests to which option l belongs. Note that if all τ k are constrained to one, this reduces the one-level nested logit probability, and if the σ j are also one, to a multinomial logit.
McFadden (1978) shows that if the model estimates satisfy the usual axioms of utility maximization, substitution will be more likely between members of a group than across groups. For example, if the price of private clinic services increases, demand will shift more than proportionately to public clinics, which are in the same nest. Given that we are interested in five different health care options, using a two-level nest is important. It permits us to estimate cross-price elasticities that vary for all choices. Thus, we avoid the red bus/blue bus problem not only for the no care vs. some health care option, but also for hospital vs. clinic-based care.
III. DATA
In this study we use the Tanzania Human Resource Development Survey, conducted by the World Bank in collaboration with the University of Dar es Salaam and the Government of Tanzania's Planning Department. The survey took place between August 1993 and January 1994, and covered 5184 households. In our work, however, we only use the rural sample, comprising around 2200 households and slightly more than 14,000 individuals. Of those, around 15 percent report having been sick or injured in the past four weeks, and we limit our estimates to this sample. Thus, all results are conditional on having been sick or injured.
The HRD survey is similar to other multi-topic surveys recently conducted in Africa, following the broad outlines of the Living Standards Measurement Surveys (Grosh and Glewwe, 1995) . In addition to health care, the survey collects information on household expenditures, education, and demographics. An important limitation of the survey is the lack of an accompanying community survey. 6 As a result, the limited information that we have about the providers is derived from the household questionnaire. In particular, respondents evaluate the quality of the nearest public clinic in regard to the availability of drugs needed when seeking treatment; the availability of qualified doctors and nurses; and the quality of the facility's environment, in terms of having a toilet, water, and a covered waiting room. These responses are ordinal-very poor, poor, adequate, good, and very good -but there are few responses at the extremes, so we reduced the categories to three: poor, adequate, and good. Since a given household's responses to these questions may be correlated with the unobserved errors, e j , of its utility for option j, we use cluster level variables that correspond to the share of households within a given cluster responding poor, adequate and good. In a few cases, there were less than four quality observations in a cluster, so we used district-level means.
In terms of the cost of each option, we ran into serious difficulties because the direct costs (user fees and charges for medicines and supplies) were missing in many cases, and in cases where they are recorded, they are so varied that it is impossible to derive a meaningful measure of average costs per visit at a sufficiently disaggregated level. Therefore, we exclude these data from our cost variable, including only the indirect or opportunity costs that result from lost work associated with travel to the health facility. Table 1 presents three models for estimated health care demand functions. The first is a base model, with the quality variables, which are collected in reference to the public clinics and dispensaries, entered only in the public clinic and dispensary option. The second includes the doctor/nurse quality variable in all options, for reasons that we discuss below. The third includes no quality variables, allowing an assessment of the left-out variables bias.
IV. RESULTS
Recall that the model first nests options by no care/care, then by hospital/nonhospital care, then by public/private facility. At each level, the inclusive value parameter on the base option, no care, is normalized to one. In all models, the values of the inclusive value parameters, σ j and τ k , are between zero and one, which indicates that the nested model is consistent with utility maximization. Lower values of these parameters (closer to zero) indicate a higher degree of correlation between the unobserved component of indirect utility for the options in the nest, which we interpret as a higher degree of substitutability between these options relative to the others. For example, public and private non-hospital service show a very high degree of substitutablity.
We can use these price parameters to calculate the price responsiveness of individuals to their health care choices. Table 2 summarizes the price elasticities for each health care option with respect to each option's price, calculated for the entire sample on the basis of the second model reported in Table 1 . 7 (As we will discuss below, the price elasticities were nearly identical for all three models shown.) Perhaps the most important finding is that the own price elasticities (on the diagonal) are quite variable, being far greater than unity for private clinics, private hospitals, and public hospitals. While our estimates appear to be high for hospital visits, one has to keep in mind that our model has five options rather than the usual three or two. This by itself will lead to more elastic demand for a given option, even if the overall demand for health care is inelastic. In addition, we are not able to distinguish between inpatient and outpatient visits. For example, in Ghana, Lavy and Quigley (1993) find that the price elasticity for inpatient visits is -1.82, while only -0.25 for outpatients.
We have also estimated cross price elasticities, evaluated at mean prices, which all have the expected positive signs ( Table 2 ). The substitution effects are particularly high between public clinics and private clinics. Specifically, we find an uncompensated elasticity of demand for private services with respect to the price of public clinics and dispensaries to be a surprisingly high, 0.64. This indicates that as prices of public services rise, there will be a substantial substitution into private services. In the other direction, the price elasticity of public clinics with respect to the price of the private alternative is 0.58, implying a high, albeit somewhat smaller, degree of price sensitivity. There are also relatively high cross price effects between public and private hospitals. In contrast, we find that the substitution between non-hospital and hospital care is far smaller. Specifically, the elasticity of demand for private and public hospital care with respect to the price of care in public clinics is 0.08.
Even though the own-price elasticities are high in these estimates, the high crossprice parameters in many cases means that a price increase for any one service mostly causes substitution into other health care services rather than a lack of care. 8 The total elasticity of demand for health care with respect to the price of a public hospital has the largest absolute value, but it is still only -0.053. The total elasticity of demand for private non-hospitals is the lowest, -0.035. Thus, as long as only one price increases, most of the substitution will be to other health care services rather than no care. Only if all prices rise simultaneously would the demand for health care fall measurably, albeit still in rather modest way, as represented by an elasticity of total demand with respect to the price of all services of -0.17. Table 3 gives the observed probability of choosing each option, as well as the partial elasticities of demand that show the absolute level of change in the probability of choosing a specific health care option for a percent change in the price. These parameters are more easily interpreted than the elasticities presented above. For example, we find that a doubling of the price of public clinics or public hospitals will result in a decline in the probability of their use of 0.10; or that the decline in the probability of visiting a private care provider outside of a hospital is 0.19 when the price of that category of care doubles (despite that the own-price elasticity of demand is 1.69). In terms of cross price effects, while the elasticity of private clinics with respect to the price of public clinics is 0.63, the change in probability in the use of private clinics with respect to a doubling of price of public clinics is only 0.07. But perhaps the most important finding that emerges from these cross-price effects is that most of the decline in use of public clinics, as a result of a price increase, is absorbed by private clinics, and there is a relatively small increase in the probability of choosing the no care option. A similar pattern holds for private clinics, where a doubling of price is accompanied by a large increase in the use of public clinics, and only a small increase in the probability of self-care. As a result, for example, doubling the price of public clinics will only result in a small decline in probability of receiving care of -0.021. The comparable parameter for public hospital is around the same magnitude, -0.029. It is also noteworthy that the overall change in probability of seeking out any care, as a result of a doubling of price of all care options, is only 0.093.
Finally, we examine how the impact of price changes on care varies by income groups. Table 4 shows the own-price elasticities reported by expenditure quartile. In all cases, we find that the poor are far more responsive to prices than the non-poor. This finding, too, is consistent with the large variation in price elasticities across expenditure groups reported in other research. It also implies that policies such as user fees and subsidies will have a much greater impact on service utilization of lower income households. But again, the more interesting story emerges in Table 5 , which reports the change in the probability of receiving any care as a result of a doubling of the price of the options, disaggregated by expenditure quartile. Even though people at the lower end of the income distribution are more price responsive, the actual changes in the probability of care are small for everyone, except for the case when all prices rise. For example, the effect of doubling the price of public clinics and dispensaries on the probability of use of any type of care is 0.040 for the poorest quartile and 0.001 for the highest. Even when all prices double, use of any care declines by .172 in the poorest quartile, while it remains less than 0.01 for the richest.
Turning our attention to the effect of quality on health care demand, in the first model, where we enter the quality variables only in the public clinic option to which they pertain, we find that there is greater demand for public clinics and dispensaries in those clusters with higher quality ratings for drug availability and the health clinic environment. In both those cases, the parameter estimate is greater for the high quality dummy than the average rating, indicating that the level of quality also matters. For the quality variable on doctor, however, we get the unexpected finding of a negative and significant parameter estimate on the high quality dummy variable. One possible explanation for this anomaly is that, while drugs and environment are specific to the public clinic, the doctor or nurse who works at the public clinic may well attend at the nearest hospital, and may moonlight at a private practice. Thus, the same clusters with high quality staff at the public clinic may have high quality staff at hospitals and private clinics as well.
To explore this possibility, the second column of Table 1 shows the results of a model that includes the doctor/nurse quality variables in the indirect utility function for each health care option. The doctor/nurse quality variables now have positive coefficients in the public clinic option, although they are only significant in the case of high quality, and only with a relatively small parameter estimate. In the case of the other options, particularly private clinics, we get larger positive and highly significant parameter estimates for both the adequate and good quality dummies, with the latter being three times the magnitude of the former. One interpretation of this is that higher quality medical staff in a community increases the demand for care, but mostly in hospitals and private clinics, where they see most of their patients and are most accessible.
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The demand estimates permit us to calculate the change in probability of utilization of health care options for discrete changes in the quality of public clinics and dispensaries. The results in Table 6 indicate that raising the quality of doctor care from low to high, for example, reduces the no care option by 0.2541 for the entire sample. The large increase in demand as a result of this policy change is mostly found in private clinics. Improving the quality of drugs availability at public clinics, from low to high, increases the probability of choosing care at a public clinic by .110, mostly as a result of a decline in demand in private clinics. Overall, the increase in the probability of demanding any health care is only 0.02. We get a similar story when it comes to improvements in the quality of the health environment. Most of the large, quality induced, increase in probability of demand for public clinics (0.27), comes at the expense of a decline in the demand for private clinics. Overall, there is only a 0.073 increase in the probability of seeking treatment as a result of the increase in the quality of the environment from low to high. We should also note that unlike the responsiveness to prices, that quality improvements have the same order of change in demand across expenditure quartiles.
The weak link in this analysis is that we do not have any objective measure of what the population views as "poor," "adequate," or "good" quality. While the findings on quality are of interest, their value in terms of providing policy guidance is limited since we cannot determine the costs of quality improvements that are required to induce the increase in treatment received. The other parameters in the model generally conform to our expectations. The education dummy variables, which are indexed on choice of provider, generally show the same pattern of increasing demand as education increases across all options. Interestingly, the rate of increase in demand with more education is greatest for public hospitals, and next for private hospitals, while the rate of increase in demand as education rises is lowest in the case of public non-hospital services. For the dummy variables that show how age affects the probability of seeking treatment, we find that relative to the left out category of children under the age of 5, all age groups are less likely to seek care from all types of providers. Adults are more likely to seek care at both public and private hospitals than children under 5, while just the opposite is the case for children 5 to 14 and young adults 15 to 21. The age group least likely to seek care across all treatment categories is 15 to 21 year olds.
The negative sign on the gender dummy variables indicates that for all treatment options, men are less likely to seek out available treatments. This tendency seems somewhat more pronounced for public clinics and dispensaries.
10 While we would have expected persons from larger households to be less likely to seek care, because of competition for resources in the household, this finding is limited to non-hospital care. And finally, we note that the longer the duration of reported illness, the greater the probability of demanding all treatment options except public clinics and dispensaries. This may reflect that treatment from public clinics is sought for relatively minor cases of illness, or in the earlier stages of disease.
Finally, we present one more set of models in column three that excludes the quality variables. Our interest is to determine to what extent the exclusion of quality factors might bias the price parameters. We find that there is hardly any change in the price coefficient, or other parameters, with the inclusion of the quality variables. This finding suggests that the potential bias from lack of information on the quality of other health care options may not be important for our estimates.
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IV. SUMMARY AND CONCLUSIONS
Our research has estimated a nested multinomial logit model of health care demand for Tanzania, adding to the limited number of research papers in this area by, in combination, employing a two tier nesting scheme, modeling a greater number of health options that is usually the case -public clinics, public hospital private clinics and private hospitals -as well as by including quality variables in the models.
Two important policy conclusions emerge from this exercise. First, we have shown that quality is an important determinant of health demand. This applies to the quality and availability of doctors/nurses, drugs, and the clinic environment. The demand for health care will increase if people have the option to see a better doctor/nurse, get access to pharmaceuticals, and attend a health center, clinic and dispensary that is cleaner, has a toilet and water, and a roof. However, in the case of improvements in the quality of doctors/nurses in public clinics and dispensaries, it appears that the increase in treatment will be primarily in private clinics, even though the variable we include in the models is the quality of public clinic doctors/nurses. We can offer a reasonable explanation for this finding that is consistent with anecdotal evidence: doctors and nurses working in public clinics often have private practices. Unfortunately, we do not have any information that would help us understand the process by which patients and staff time are allocated between public and private services.
The main weakness of our quality data is that the variables are subjective and qualitative. Simply asking households to provide an ordinal assessment the quality of health care services along various general dimensions, as is done in HRDS, prevents us from estimating the costs of providing better quality. Thus, we know that people value adequate doctors better than poor ones, and good doctors better than adequate, and we could estimate the willingness to pay for these changes, but the survey data do not allow us to estimate the corresponding cost of the providing changes. Thus, we are unable to make calculations similar to those in Litvack and Bodart (1993) or Gertler and van der Gaag (1990) with these data. It would be far more useful to collect data on specific, costable, attributes of health delivery options
The second important message from this paper is that consumers in Tanzania are highly responsive to the price of health care, and that this responsiveness is greater for individuals at the lower end of the income distribution. Own price elasticities are high, although, less so for public clinics and dispensaries than other options. When prices of services are increased, there will be a precipitous decline in use of those services. This comes as no surprise, both in light of previous research on health demand, and the evidence from countries, such as Ghana (Waddington and Enyimayew, 1990) , Kenya (Mwabu, 1989) , Swaziland (Yoder, 1989) and Zambia (Kahenya and Lake, 1994) , which have reported declines in the use of public clinics subsequent to the imposition of user fees. However, where our research sheds new light is on the high degree of substitution between public and private care. Consequently, price increases or user fees will result in a small percentage of people opting for self-treatment. This is true even if the private sector responds to the shift in demand by raising its own prices. Likewise, there is evidence that government should have as its major goal improving the quality of care, regardless of whether it is in the private or public sector. The fact that private and public health care are close substitutes directs our attention away from the public provision of services per se, toward the more general goal of expanding the size and improving the quality of the health care system in its entirety. 
