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Abstract  
Engineering thin, organic materials with tailored properties requires not only the 
understanding of the conformation of thin organic films and their conformational 
response to changes in the environment, but also the accurate characterization of 
mechanical properties of the materials as a thin layer on surfaces. These issues have not 
yet been sufficiently addressed due to the paucity of appropriate tools and data 
interpretation approaches to reveal the nanometer scale conformation and mechanics of 
surface-grafted, thin, organic films. In this dissertation, I report on the characterization 
of conformational and mechanical properties of thin organic films, and the development 
of techniques that allow more detailed and reliable measurement of these material 
properties. First, I co-developed a novel approach to evaluate neutron reflectivity data 
and to simulate the conformational structure for thin stimulus-responsive polymer 
brushes. In this approach, we used a molecular-based lattice mean-field theory, 
augmented with experimentally obtained parameters to describe the polymer chains. 
The approach and fitting results required fewer fitting parameters, and captured the 
thermal response of the sample self-consistently.  
Second, I demonstrated the capability of force-modulation microscopy in 
imaging surface-grafted, organic thin films in aqueous environments, with high spatial 
resolution and sensitivity to conformational details that affect the contact mechanics. To 
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this end, I developed a parameter-selection approach for performing force-modulation 
microscopy experiments. This approach allowed both highly sensitive mapping of subtle 
differences in the molecular packing of thiol molecules on the substrate surface, and 
generation of high-contrast contact-stiffness images of end-grafted protein patterns on a 
surface. Finally, I examined the impact of probe profiles on the determination of reduced 
Young’s modulus of organic materials on surfaces. I found that the details of the probe 
apex profiles, using probe-reconstruction techniques, provide only marginal 
improvements in calculating the reduced Young’s modulus of thin films, compared with 
analytical models of equivalent probe radii. My results showed that a hybrid worn-cone 
model is appropriate for large indentations on soft materials, and benefits from the 
characterization of the probe apex profile. Additionally, we rendered error maps of 
several common scenarios, referenced to indentation and probe radius values, in the 
determination of the reduced Young’s modulus.  
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1. Overview  
1.1 Introduction 
Substrate-grafted, organic thin layers, such as, self-assembled monolayers, and 
polymer brushes with controllable and reversible polymer chain conformation and 
surface energy, have been offering exciting possibilities for fabrication of adaptive or 
responsive surfaces and interfaces. Engineering thin, organic materials with tailored 
properties requires both the understanding of how the molecular structure and 
conformation affect the mechanical properties, and the accurate interpretation of 
experimental data to extract the mechanical properties of the materials. These issues 
have not been sufficiently addressed due to the paucity of appropriate tools and data 
interpretation approaches to reveal the nanometer scale properties of organic thin films 
on surfaces.  
The research presented in this dissertation aims to improve the current 
characterization approaches towards a more detailed understanding of molecular 
conformation and conformational mechanics of substrate-grafted, organic molecules, 
and to provide a means by which nanoscale physical properties, such as the surface 
contact stiffness of substrate-grafted thin polymer layers, can be interpreted and 
correlated with surface features at the nanometer scale.  
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1.2 Objectives 
The research is divided into two overarching objectives. 
In Objective 1, by using neutron reflection (NR) techniques, I investigated the 
conformational details of stimuli-responsive polymers brushes, and the changes in 
structure in response to external stimuli, such as a change in temperature or solution 
conditions.  
In Objective 2, by using atomic force microscopy (AFM) based techniques, I 
examined the contact mechanical properties, i.e. Young’s modulus, of substrate tethered 
thin polymer layers and self-assembled monolayers.   
We seek to: 1) describe the segment density distribution of surface-grafted, 
stimulus-responsive polymer brushes in the direction normal to the substrate, in 
aqueous media; 2) measure the conformational response of substrate-grafted, thin, 
organic films to changes in the environment, such as temperature and solution 
parameters; and 3) determine and map the contact mechanics of substrate-grafted, thin, 
organic films in aqueous media. 
Objective 1: Investigate Conformational Response of Substrate-Grafted Stimulus-
Responsive Polymer Thin Films Using NR 
Stimulus-responsive polymers (SRPs) are a group of polymeric materials that 
exhibit a reversible conformational response to external stimuli such as, solvent 
composition,[1-3] solvent temperature,[4-6] pH,[7-9] soluble ion concentration,[10, 11] 
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light,[12-14] or mechanical stress.[15] SRPs brushes with triggerable phase transition 
behavior, poly(N-isopropylacrylamide) (pNIPAAM) for instance, can be exploited in 
sensing and actuation devices on the nano- and micro-scale, with potential applications 
in protein affinity separations,[16, 17] sensing,[18] and in micro-fluidics.[19]  
Objective 1 focused on gaining a more detailed understanding of the 
conformational and hydration behavior of pNIPAAM co-polymer brushes on the 
molecular level, specifically, conformational changes perpendicular to the substrate, 
using NR. In this objective, we used pNIPAAM random copolymer brushes synthesized 
by atom-transfer radical polymerization (ATRP) to provide a model polymer brush 
surface with controlled and uniform chain length, surface density, and surface structure. 
The phase-transition behavior and the ensuing conformational properties of the 
pNIPAAM copolymer brushes were investigated by using neutron reflection (NR), in 
conjunction with new theoretical models. To this end, we identified two specific aims for 
this objective.   
In Specific Aim 1, we investigated the segment density distribution of substrate-
grafted, sub-micrometer, pNIPAAM-co-polymer brushes, in the direction normal to the 
substrate. First, by using the ATRP approach, we synthesized uniform surfaces of 
pNIPAAM-co-polymer brushes with controlled chain length on silicon. Second by using 
dry mode ellipsometry, we characterized the layered structure of the polymer brush 
surface and the silicon substrate. Third, by using UV spectroscopy, we examined the 
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phase transition behavior of pNIPAAM-copolymers in aqueous solution.  Last, by using 
NR, in aqueous solutions with different solvent SLD contrasts, we studied volume 
fraction profile of a layered structure on silicon substrate, including the volume fraction 
profile of a self-assembled ATRP initiator, and segment density distribution of 
pNIPAAM-copolymer brushes.  
In Specific Aim 2, we determined the conformational response of the substrate-
grafted, thin, pNIPAAM-copolymer brushes to changes in solvent temperature, in the 
direction normal to the substrate in aqueous media. Specifically, 1) we collected NR data 
of pNIPAAM-copolymer brushes at four temperatures, two above the lower critical 
solution temperature (LCST) of the polymer brush, and two below; 2) by using a self-
consistent model, we determined the segment density distribution of pNIPAAM-
copolymer brushes at different temperatures and solvent contrasts; 3) by fitting the NR 
data, we described the changes in the segment density distribution of pNIPAAM-
copolymer in swollen states (below LCST) and collapsed states (above LCST) ; 4) we 
compared the fitting results with traditional modeling results of pNIPAAM brushes and 
explain the difference.      
To facilitate the researches in Specific Aim 1 and 2, we designed and constructed 
pNIPAAM-copolymer brushes, characterized the conformation of polymer brushes and 
their conformational response to temperature using NR, and improved the data 
interpretation approach of NR data. The NR data was analyzed using a polymer density 
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profile augmented with physical parameters, extracted from the polymer phase diagram 
in aqueous environments. The results from this research provided insight into polymer 
brush conformation on the nanometer level, and may inform rational brush design and 
guide brush synthesis. The research was published on Soft Matter, 2008, 4, 500-509, and 
is reproduced in Chapter 3.[20]  
 Objective 2: Examine Mechanical Properties of Thin Organic Films on Surfaces 
using AFM Technologies 
Substrate-grafted thin organic layers such as, self-assembled monolayers, and 
SRPs layers with controllable and reversible polymer chain conformation and surface 
energy, offer exciting possibilities for fabrication of adaptive or responsive surfaces and 
interfaces. To capitalize on the ability of surface modification using organic thin layers, it 
is necessary to understand how the spatial arrangements of molecules in the layer affects 
the mechanical properties of the surface at the nanometer level, especially for substrate-
grafted, thin organic layers, which are spatially restrained by the tethering from the 
substrate. Although studies on macro-scale mechanical properties of the organic 
materials are available, mechanical characterization of nanometer thick, organic film on 
surfaces is still challenging, due to the paucity of consistent and reliable characterization 
and data interpretation approaches. In this objective, we examined and improved AFM 
based technologies for the investigation the mechanical properties of a series of 
substrate-grafted thin organic films.  
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In Specific Aim 1, we investigated the mechanical properties of organic self-
assembled monolayers on surfaces using Force Modulation Microscopy (FMM). In 
particular, we developed a parameter-selection approach that allows for reliable FMM 
image data interpretation, and that determines the minimum contact force necessary, at 
a certain excitation frequency, to establish a linear response in the contact regime. On 
self-assembled thiol monolayers, FMM experiments were highly sensitive to the 
differences in the surface elastic properties arising from subtle differences in the 
molecular packing of the thiol molecules on the substrate surface. In another example, 
FMM generated high contrast images of proteins end-grafted to gold substrates, and the 
images reflected the expected contact stiffness differences.  The results of Specific Aim 1 
were published in Beilstein Journal of Nanotechnology 2012, 3, 464-474, and are 
reproduced in Chapter 4.[21] 
In Specific Aim 2, the research ventured into the evaluation of the impact of 
probe profiles on calculating Young’s moduli of soft materials on surfaces. Specifically, 
we simulated the force-indentation curves from analytical and experimentally-obtained, 
nanoscale AFM probe apex profiles, with the aid of the Sneddon model.  We found , for 
small indentation ranges, that the detailed characterization of probe apex profiles using 
probe-reconstruction techniques provided only marginal improvement in calculating 
surface Young’s modulus compared with an analytical sphere or paraboloid model with 
appropriately selected probe radius values. For large indentation on soft surfaces, 
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however, e.g. indentations larger than the probe radius, a hybrid worn-cone model is 
appropriate for the calculation of reduced Young’s modulus at contact. Additionally, we 
rendered maps of estimated errors arising from the sphere-paraboloid model 
substitution in the Hertz model and from the probe wear during AFM scanning. The 
discussion of Specific Aim 2 is presented in Chapter 5.  
1.3 Organization 
Chapter 1 starts with the significance of structural characterization of thin soft 
materials and outlines the two objectives of the research. Chapter 2 reviews the 
fabrication and properties of substrate-grafted thin layers in the dissertation and 
summarize the basics of NR for structural characterization and FMM for mechanical 
characterization. Chapter 3 presents a study on structural characterization of substrate-
grafted pNIPAAM co-polymer brushes under different solvent conditions by NR. 
Chapter 4 describes mechanical mapping of nanoscale substrate-tethered thin films in 
aqueous solution by FMM. Chapter 5 discusses error estimation and model selection in 
in determining the surface Young’s modulus using force-indentation curves in AFM 
technologies. Chapter 6 concludes the dissertation.  This dissertation contains assembled 
materials from journal articles and book chapters published during my graduate study 
at Duke University.   
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2. Background 
2.1 Stimulus-Responsive Polymer Brushes 
Polymer brushes are polymer coatings on surfaces in which polymer chains are 
strongly tethered by one end to a substrate at sufficiently high grafting density.[22] 
Steric repulsion between the polymer chains, arising from the high grafting density, 
leads to chain stretching along the normal direction from the substrate to alleviate 
overlap.[23, 24] In good solvents, the strongly stretched polymers adopt a uniform and 
densely packed chain conformation, which is very different from the random-walk 
coiled conformations of flexible polymer chains in bulk.[25] The strong interaction 
between the neighboring segments and the concerted response along the grafted chains 
make the brushes sensitive to the changes in the external environment.[26] Hence, 
polymer brushes which have capacity to incorporate desirable chemical, surface-
energetic, mechanical, and electrical functionalities have been used to tailor surface 
properties of materials on the nano- and micro-scale. 
2.1.1 Fabrication Approaches 
There are generally two ways to fabricate polymer brushes on surface, either a 
“grafting to” or a “grafting from” approach.[22, 27, 28] In the “grafting to” approach, 
end-functionalized polymer chains react with the substrate under appropriate 
conditions, which immobilizes the polymer brushes on the substrate.[29, 30] The 
substrate is often chemically modified with coupling agents for covalent bonding 
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polymer chains at their end groups.[31] While straightforward, the “grafting to” 
approach typically suffers from low grafting density and self-constraining growth 
kinetics, because the previously tethered chains prevent incoming polymer chains from 
interacting with the reactive sites around the occupied ones and thus slow down the 
diffusion of mobile chains from the solution to the substrate.[22, 24, 28]  The steric-
hindrance effects become greater with the growing thickness of the tethered layer and 
with polymer chains of higher molecular weights. Therefore the overall amount of 
polymer chains grafted on the substrate is limited.[22, 32, 33]   
On the other hand, the “grafting from” approach enables synthesis of high 
molecular weight polymer brushes at high grafting density,[25, 27, 34] as polymer brush 
growth is initiated from polymerization precursors or initiators assembled on the 
substrate.[35, 36] Through manipulation of the assembly process and surface chemistries 
of the initiators, the control over initiator density is available such that the grafting 
density of grown polymer brushes can be varied.[37-39] Controlled radical 
polymerization chemistries such as ATRP have been extensively used to prepare 
polymer brushes with defined molecular weight and polydispersity, and open up 
opportunities for the synthesis of complex block copolymers due to the living nature of 
the ATRP initiating reactions.[25, 27, 34, 40] 
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2.1.2 Triggered Response of Stimulus-Responsive Polymers 
Stimulus-responsive polymers (SRPs) exhibit reversible conformational response 
to external stimuli such as, solvent composition, solvent temperature, pH, or soluble ion 
concentration.[41] Substrate-grafted thin SPRs layers have been conveniently 
synthesized with various structures and surface architectures.[25, 42-44] Most research 
on these materials exploits their triggerable phase transition behavior to provide high 
degree of flexibility for programming surface properties. For example, SRPs have been 
utilized in sensing and actuation devices on the micro- and nano-scale, with potential 
applications for protein affinity separations,[16, 17] sensing,[18] and in micro-
fluidics.[19]  
The conformational response of SRPs originates from the shift in the osmotic 
pressure equilibrium of the polymeric matrix with the surrounding environment.[45] 
The balance is usually disrupted by three contributions: 1) free energy (entropy terms) of 
mixing between polymer chains and solvent, which tends to stretch the grafted SRP 
chains, 2) the elastic terms associated with stretching of the polymer chains which 
constraints the chain stretching, and 3) the difference in the mobile ion concentrations 
inside and outside of the polymer matrix.[24, 46] Stimuli that changes one or more of the 
pressure terms will shift the osmotic equilibrium and trigger conformational phase 
transition in SRPs. 
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 Substrate-Grafted Poly(N-isopropylacrylamide) Brushes 
Substrate-grafted poly(N-isopropylacrylamide) (pNIPAAM) brushes are a 
widely studied substrate-tethered SRPs that undergo a reversible, conformational 
transition in aqueous solutions, in response to a change in temperature.[47]  The 
conformational phase transition behavior of pNIPAAM originates from the shift in the 
equilibrium of hydrogen bonding and hydrophobic effects in aqueous solutions.[48] The 
LCST of pNIPAAM in solution is around 32°C in pure water. At temperatures below the 
LCST, hydrogen bonds are formed between solvent molecules and the pNIPAAM 
chains, and lead to a dominating enthalpy term which favors the solvation of polymer 
chains in solution. Thus, pNIPAAM brushes are in a hydrated and extended 
conformational state.[49] At temperatures higher above the LCST, specific re-
orientations of water molecules and hydrophobic interactions between the polymer 
chains lead to unfavorable entropic terms in the free energy of the polymer solvation in 
water. Intramolecular hydrogen bonding between C=O and N-H groups in the 
pNIPAAM chains results in a compact and collapsed conformation of pNIPAAM chains, 
which makes it difficult for the hydrophilic C=O and N-H groups to interact with water 
molecules and results in hydrophobicity at temperatures above the LCST. Therefore, 
pNIPAAM brushes experience a transition from a hydrophilically extended to a 
hydrophobically collapsed conformational state.[43, 49] 
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In addition to temperature, changes in solvent conditions, such as the addition of 
co-solvents, may also alter the water molecule arrangement around the pNIPAAM 
chains and change hydrophobic interactions between the chains, which consequently 
shifts the LCST.[49, 50] For instance, the change of solvent from pure water to 50% 
methanol by volume decreases the LCST of aqueous pNIPAAM solutions from room 
temperature to below 0 °C. At room temperature (around 25 °C), by the addition of 50% 
methanol by volume, pNIPAAM brushes undergo a phase transition from a hydrophilic 
swollen state to a hydrophobic collapsed state.[42, 50]   
 Substrate-Grafted Poly(acrylic acid) Brush  
SRPs with pH- and ionic-strength- sensitivity, such as poly(acrylic acid) (pAAc), 
are usually polyelectrolyte materials that expand and collapse responding to changes in 
the solvent pH or ionic strength.[51, 52] The response is caused by the migration of 
water in and out of the polymer layer to alleviate ionization-induced osmotic pressure 
shifts arising from solvent condition differences. The repeating units of polyelectrolytes 
contain weak acidic or basic groups that can be neutralized with mobile counter-ions. 
For example, in pAAc hydrogels, at low pH values the carboxylate anions are 
hydrogenated in acid forms. Upon increase of the pH to above the pKa of pAAc, the 
carboxyls groups release protons, and the charges are then compensated by diffusion of 
mobile cations into the pAAc matrix from the surrounding media, which leads to a high 
concentration of cations in the structure.[52] The elevated cation concentration creates an 
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osmotic pressure that drives the transfer of water molecules into the pAAc hydrogel to 
relief the osmotic pressure difference between the inside and outside the polymer 
matrix. As a result, pAAc hydrogels swell to accommodate the increasing amount of 
water content in the polymer matrix. The swelling is eventually compensated by the 
contractive force generated by the crosslinked structure between polymer chains in the 
pAAc hydrogel, and the process is usually reversible when pH changes drops to below 
the pKa of pAAc.[51, 53, 54]  
 
2.2 Neutron Reflection  
2.2.1 NR for Structural and Conformational Characterization  
Neutron reflection is a material characterization technique that utilizes the 
reflection of neutrons at interfaces to explore the structure and conformation of 
molecules.[55] Similar to visible light and X-rays, neutrons reflect at interfaces when 
there is a difference in the refractive index (i.e. scattering length densities) across an 
interface. The intensity of the reflected neutrons is influenced by the profile of refractive 
index normal to the interface, and the reflected neutron intensity thus contains 
information about the distribution of the layer refractive index. This information can 
then be used to determine the profile of scattering length densities at the interface. 
Because the refractive index profile is related the chemical composition of the layers and 
the scattering length density of the atoms, data obtained using NR provides important 
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structural information about the composition of the surface, specifically in the direction 
perpendicular to the interface.[55] As neutrons strongly interact with light atoms such as 
hydrogen, carbon, oxygen, nitrogen and their isotopes, by which the soft materials are 
formed, NR has been particularly useful in exploring interfacial soft matter structures 
such as polymer chains at surfaces.[20, 56, 57] 
Compared with traditional surface characterization techniques such as X-ray 
reflectometry and ellipsometry, NR has several advantages. First, NR offers sub-
nanometer resolution due to the small wavelengths of neutrons used, e.g. at the 
Ångström level, thus NR is useful for studying the molecular details of interfaces of 
layered structures. Second, NR employs specular reflection of slow neutrons, which 
have a smaller wavelength than analytical X-rays. This allows the application of 
traditional formalisms developed for X-ray reflectivity, and yields resolution down to 
fractions of a nanometer. Neutrons interact only weakly with materials, and NR thus 
provides a non-destructive method to characterize multilayer structures.   
Moreover, NR is highly sensitive to isotope substitution in the materials, and 
thus opens new opportunities to use self-consistent models for studying interfaces. 
While chemically similar, isotopes often give distinct contrast in scattering length 
density for neutrons, due to the large difference in how isotopes interact with the 
incoming neutrons.[58] One pair of widely used isotopes is Hydrogen (SLD of -0.3742 × 
10-12 cm) and Deuterium (SLD of 0.6671 × 10-12 cm).  Because of the large amount of 
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hydrogen atoms present in organic materials and aqueous solvents, the substitution of 
hydrogen with Deuterium produces a significant difference in SLD profiles, which has 
been widely used in providing SLD contrasts in otherwise chemically identical 
materials. Isotopic labeling enables the validation and further refinement of self-
consistent structural models of the surface, simply by switching the solvents or surface 
layers to their isotopic substitution versions. This possibility makes neutron reflectivity a 
particularly powerful and selective technique for studying the molecular level structures 
of interface sciences.[55, 58]  
2.2.2 NR Principles 
As discussed, the molecular structure at an interface can be determined by using 
NR. The specular reflection of neutrons at interfaces contains important information of 
the neutron refractive index profile normal to the interface, which relates to the structure 
of the interface and the surrounding bulk media. As the angular intensity of the reflected 
and refracted neutrons follows the electromagnetic laws, most classic optics principles 
can be used to interpret NR data with only minor modification.  The basis of the 
specular neutron reflection method is that the variation in specular reflection with 
momentum transfer q is related to the composition or density profile in the direction 
normal to the interface. This variation of the reflectivity with q depends upon the 
neutron refractive index profile, i.e. the scattering length density profile. The SLD 
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depends on the nuclear composition of a material, which often can be related to the 
neutron refractive index of nuclei in the material and relative concentration of each type 
of nuclei, by a simple rule of mixtures approach. [55, 58-60] 
First a neutron scattering length density ρ is defined as 
 
j
j
b
V
          [2.1] 
where jb  is the coherent neutron scattering length of nucleus j that appears in 
total volume V. The SLD   can be directly calculated from the nuclear composition if 
the density of a material is known. When a layer is mixed from more than one 
component with different SDLs, the layer can be treated as a layer of media with an 
effective SLD value of volume average of each component and any solvent presented in 
the layer. For example, when a layer is composed of a polymer P and solvent S, the SLD 
of the layer can be calculated as, 
P P S S      ,        [2.2] 
where 
P
 and 
S
  are the volume fraction of the polymer and the solvent 
respectively, and 
P
 and 
S
  are the SLDs of the polymer and the solvent. 
 The neutron refractive index n of a material is related to the SLD by 
2
1
2
n



  ,         [2.3] 
where   is the neutron wavelength.  
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The reflection of neutrons is described by Fresnel coefficient r  defined in the 
following two equations, 
1 2 1 1 2 2
1 2 1 1 2 2
sin sin
sin sin
q q n n
r
q q n n
 
 
 
 
 
      [2.4] 
where 
1
  and 
2
  are grazing angles and 
1
q  and 
2
q  are the momentum transfer 
vectors, given by 
4 sin 

 iiq .         [2.5] 
The reflectivity from a single interface is given by the square modulus of the 
Fresnel reflection coefficient, 
2
R r .         [2.6] 
Using the Fresnel relations, it is possible to calculate the exact reflectivity from 
any planar interface between two media of uniform scattering length density.[58] By 
matching a calculated reflectivity profile to the experimentally-measured reflectivity, the 
thickness and SLD of the interface can be determined. At real interfaces where scattering 
length density profile is often non-uniform, it is convenient to divide the interfacial 
region into several distinct layers that are parallel to the interface for the purposes of 
modeling.[61]  In this case, multilayer optical methods can be used to model the angular 
intensity of neutrons. Detailed information on the topic can be found in review articles 
by Penfold and Thomas.[55, 59] 
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2.3 Mechanical Characterization by Atomic Force Microscopy 
 Mechanical properties, such as the Young’s modulus, of thin soft material layers 
perpendicular to the surface plane, are of interest to many aspects in materials research. 
Recent developments in scanning probe microscopy have enabled better determination 
of surface mechanical properties in thin films.[62-66] For example, nano-indentation has 
been used to investigate the mechanical properties of micron-scale biological specimens, 
by examining the relation between indentation force and indentation depth. The slope of 
the force versus indentation depth can be correlated with the mechanical properties of 
the materials.[62, 66, 67] Although the method has been widely applied in soft materials 
research, for example, for the determination of cartilage mechanical properties, it cannot 
be directly applied on nanoscale materials such as self-assembled monolayers (SAMs) or 
surface-tethered biomolecule, as they are prone to destructive forces.  
Force modulation microscopy (FMM), one variation of AFM techniques, 
provides a simple yet powerful tool for mechanical mapping, and has shown distinct 
advantage over other contact mechanical approaches for characterizing thin film 
mechanical properties.[62, 68, 69] During contact mode imaging, FMM superimposes an 
actuation with small amplitude, often on the order of sub-Å, while applying a constant 
force on the AFM cantilever to maintain constant contact with the sample. The deflection 
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response of the AFM cantilever is then compared with the driving signal to extract the 
phase and amplitude of the AFM probe at the driving frequency. The amplitude and 
phase are mapped simultaneously with topographic height information.  
 
 
Figure 2.1 shows a schematic representation of the FMM setup. Usually the FMM 
is built upon a commercial AFM system with addition of a piezo transducer and, if 
desired, in a liquid cell. Like in contact mode imaging, the feedback controller of the 
AFM keeps the tip-sample force constant during the surface scan. A piezoelectric 
transducer in the cantilever holder is often used to excite the cantilever with small 
amplitude, and in contrast to tapping mode AFM, at an off-resonance frequency. A lock-
in amplifier is used to monitor the amplitude and phase of the resulting cantilever 
vibration at the actuation frequency.  
 
Figure 2.1: Schematic representation of the FMM setup. The AFM probe is 
kept at constant static contact force when scanning the sample in solution. The 
signal generator, lock-in amplifier, and AFM controller manipulate and monitor the 
interaction between the probe and the sample, and generate images.  
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3. Novel Evaluation Method of Neutron Reflectivity Data 
Applied to Stimulus-Responsive Polymer Brushes  
The results described below were obtained in research collaboration with Dr. 
Tommy Nylander (Physical Chemistry 1, Center for Chemistry and Chemical 
Engineering, Lund University, Lund, Sweden), Dr. Richard A. Campell (now at Institut 
Laue–Langevin, France), Dr. Adrian R. Rennie (Dept. of Physics & Astronomy, Uppsala 
University, Uppsala, Sweden), and Dr. Per Linse (Physical Chemistry 1, Center for 
Chemistry and Chemical Engineering, Lund University, Lund, Sweden).   This work was 
reproduced from Soft Matter, 2008, 4, 500-509 with permission from The Royal Society of 
Chemistry.  
3.1 Introduction 
Polymer brushes with triggerable phase transition behavior, such as poly(N-
isopropylacrylamide) (pNIPAAM) brushes, can be exploited in sensing and actuation 
devices on the nano-scale with potential applications for protein affinity separations,[16, 
17] sensing,[18] and in micro-fluidics.[19] A number of methods have been used to 
characterize the phase transition behavior and conformation of pNIPAAM on surfaces, 
including surface plasmon resonance (SPR),[70] atomic force microscopy (AFM),[34, 42, 
71-75] neutron reflectivity (NR),[56, 57, 76] quartz crystal microbalance with dissipation 
monitoring (QCM-D),[47, 77, 78] and ellipsometry.[79] The consensus of these 
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measurements is that end-grafted pNIPAAM undergoes a large conformational collapse 
in response to an increase in temperature. Although this unusual temperature 
dependence of pNIPAAM brushes can be interpreted in the context of a reverse 
solubility behavior, a detailed understanding of the changes in conformation and 
hydration of pNIPAAM-containing homopolymer and copolymer brushes on the sub-
molecular level is still largely missing. Furthermore the existence of conformational 
hysteresis and intermediate conformational states, found for single pNIPAAM 
homopolymer chains,[80, 81] remains unexplored for pNIPAAM brushes. This 
information is, however, essential for the synthesis and the design of stimulus-
responsive brushes for sensing and actuation applications. For example, the persistence 
of irreversibly folded polymer brush structures on patterned surfaces (impeding the 
regeneration of original brush conformation) may significantly affect their usefulness. 
Thus, insight into polymer brush conformation on the sub-molecular level allows for 
rational brush design and guide brush synthesis. 
NR offers a powerful tool to determine segment density profiles in grafted 
polymer layers at the sub-molecular level.[32] Although NR has been applied recently to 
study the conformational behavior of pNIPAAM homopolymer brushes as a function of 
molecular weight and solvent conditions,[56, 57, 76] the effects of molecular architecture 
(copolymerization) have not yet been studied. 
  
22 
In this chapter, we determine the structure of poly-(N-isopropylacrylamide-co-
acrylic acid) (poly-(NIPAAM-co-AA)) random copolymer brushes using NR at different 
temperatures in different solvent contrasts. The interpretation of the NR data was 
performed by using two different approaches: i) a simple model that uses a single 
homogenous layer,[59, 82] and ii) a novel approach utilizing polymer brush theory. In 
the conventional approach, a polymer brush is represented by one uniform layer (or 
sometimes several layers) of constant polymer density, and to improve the 
representation of the experimental data, the edges of the layer(s) are often smoothed 
using a Gaussian function, the width of which is referred to as a roughness parameter. 
In the new approach, polymer brush segment density profiles obtained from polymer 
theory are used to represent the experimental data. Specifically, we have used a 
molecular-based lattice mean-field theory augmented with an extension that enables a 
physical description of the reverse solubility displayed by pNIPAAM to model segment 
density profiles. Necessary model parameters describing the copolymer–water 
interaction were determined independently from solubility data. Our global 
representation of the NR brush data is advantageous in two folds:  i) it required only 
three fitting parameters, which was considerably fewer than the six required by the 
conventional layer approach, and ii) it captured self-consistently the thermal response of 
the brush. Furthermore, the good description of the experimental data provided by our 
approach lends credibility to the polymer theory we apply. 
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Over a number of years, there have been various studies of the molecular density 
profiles in brushes and other bound polymer layers using NR. Beside the homogeneous 
layer model, Gaussian, exponential, and parabolic functions based on scaling theories 
have been used to analyze the reflectivity profiles.[61, 83-85] 
Thermo-responsive polymer brushes are ideal samples for the proof-of-principle 
demonstration of our novel approach of modeling NR data. The fact that they can be 
stimulated into different hydration states while maintaining a fixed mass of polymer on 
the surface provides a self-consistent test of the method. Our approach of incorporating 
a realistic polymer brush description directly into the representation of NR data is 
general in the sense that i) any suitable polymer brush theory can be employed, and, ii) 
it can be applied to grafted polyelectrolytes and block copolymers, and to surfaces with 
adsorbed polymers. 
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3.2 Experimental 
3.2.1 Materials 
Sodium acrylate (NaAA, 99%) monomer, N-isopropylacrylamide (NIPAAM, 
97%) monomer, and methanol (MeOH, 99.9%) were obtained from Sigma-Aldrich 
(Milwaukee, WI). NIPAAM was purified by recrystallization from toluene/ hexane 
before use. Other chemicals were used without further purification. Milli-Q grade water 
(Millipore purification unit, 18 MΩ·cm) was used in all experiments. To adjust the pH, 
small amounts of 0.1 M HCl or 0.1 M NaOH were added. The synthesis of the atom 
transfer radical polymerization (ATRP) initiator, [11-(2-bromo-2-methyl) propionyloxy] 
undecyl trichlorosilane, has been described elsewhere.[40]  
The silica substrates were oxide layers on the 111 faces of single crystals of silicon 
(50 mm × 50 mm × 10 mm). These were first rinsed in Milli-Q grade water and then 
cleaned in a solution consisting of water, sulfuric acid (98%), and hydrogen peroxide 
solution (27.5% in water) mixed in a volume ratio of 5:4:1 respectively at 80 C for 40 
minutes. The substrates were removed from the cleaning solution and allowed to cool 
for a few minutes before being quenched by immersion in Milli-Q grade water. Finally, 
the substrates were plasma cleaned in a stream of oxygen and exposed to ultraviolet 
light for 30 minutes. 
  
25 
3.2.2 Sample Preparation 
Prior to use, all solutions and scintillation vials were thoroughly flushed with 
dry nitrogen gas to remove oxygen. A polymerization solution was prepared in a 
nitrogen atmosphere by injecting 100 ml of 0.1 M degassed phosphate buffered saline 
(PBS) solution at pH 8.0 into a nitrogen flushed-scintillation vial containing a 15.39 g 
(136 mmol) NIPAAM monomer and 1.17 g (12.4 mmol) sodium acrylate which resulted 
in 14 wt% monomer solution with a fixed molar monomer feed ratio of NIPAAM to 
NaAA of 11:1. The polymerization solution was then transferred into nitrogen-flushed 
scintillation vials containing the initiator-functionalized substrates. The poly-(NIPAAM-
co-AA) copolymer brushes were polymerized for 2 h without stirring at 293-298 K under 
nitrogen. The polymerization temperature was kept below the lower critical solution 
temperature of 305 K of pNIPAAM. Substrates were then removed from the 
polymerization solution and immediately rinsed with copious amounts of Milli-Q grade 
water and MeOH to remove all traces of the polymerization solution, and they were 
subsequently dried under a stream of nitrogen. Physically absorbed copolymer was 
removed from the silicon dioxide substrate by rigorous rinsing with water and MeOH. 
In this study, we only consider systems at pH 4.0, where the sodium acrylate is 
uncharged. 
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3.2.3 Cloud-Point Measurements 
 
The phase behavior of aqueous poly-(NIPAAM-co-AA) solutions was 
characterized by monitoring the optical density at 350 nm as a function of temperature 
using a UV-visible spectrophotometer equipped with a multi-cell thermoelectric 
temperature controller (Cary 300Bio; Varian Instruments). The phase transition 
temperatures of poly-(NIPAAM-co-AA) at different solution concentrations were 
determined in buffer at pH 4.0 (0.2 M potassium hydrogen phthalate buffer). The 
 
Figure 3.1: Normalized UV absorbance (A) versus the temperature (T) for the 
random poly-(NIPAAM-co-AA) at pH 4.0 at indicated polymer concentrations (g /100 
ml solution). 
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reversibility of the phase transition behavior was examined by first heating a poly-
(NIPAAM-co-AA) solution, from 303 to 318 K at a rate of 0.5 K/min, and then cooling 
the solution to 303 K at the same rate. Figure 3.1 shows the normalized absorbance as a 
function of temperature for different polymer concentrations. It can be seen that the 
transition temperature decreases with increasing concentration from 311 K at 0.1 g/100 
ml solution to 306 K at 5.0 g/100 ml. 
3.2.4 Neutron Reflectivity Experiments 
Generally, NR data is collected by simple measurements of the specular 
reflection of a neutron beam from a planar substrate. The reflected intensity depends on 
the average neutron refractive index profile normal to the interface. This refractive index 
profile can then be related to the composition profile by using known scattering length 
of atomic nuclei.[58, 86] The experimentally measured reflectivity, , is typically plotted 
as a function of the momentum transfer, , that is defined as  with 
denoting the wavelength of the neutron and  the grazing angle of incidence. This 
expression shows that the reflectivity  can be obtained by either measuring at 
different wavelengths  or angles . The neutron refractive index, , for a material is 
given by with , where  is the nuclear scattering length of 
nucleus  that appears in the total volume . The significantly different scattering length 
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of the two hydrogen isotopes  and  (D, deuterium) can be exploited to provide 
different contrast in otherwise chemically identical materials. 
The NR measurements reported here were conducted at two different neutron 
sources: i) the NG7 neutron reflectometer at the National Institute of Standards and 
Technology (NIST) Center for Neutron Research (NCNR) in Gaithersburg, Maryland, 
USA,[60] and ii) the D17 neutron reflectometer the Institut Laue-Langevin (ILL) in 
Grenoble, France.[87] The incident wavelength of the NCNR instrument was 4.75 Å and 
the data at different momentum transfer was collected by changing the incident beam 
angle and the detector angle in a sequential scan. Neutron wavelengths from 2 to 19 Å 
were used in the experiments at ILL using a time-of-flight mode with two different 
incident angles to provide a range of momentum transfer from 0.006 to 0.2 Å–1. At 
NCNR the wavelength resolution  is about 2%, but slit widths that define the 
angular resolution and data binning were chosen to provide an overall resolution of 
about 5%. At ILL the beam is pulsed with a chopper system and the opening was chosen 
to provide a resolution in  of about 2%. The reflectivity data obtained at ILL were 
binned to reduce the statistical uncertainty, which increased the resolution  to about 
3%.  
Reflectivity data from the polymer brush layers was collected over a range of 
temperatures from 298 to 330 K (NCNR) and from 293 to 333 K (ILL) at pH 4.0 in 
different solvent contrasts: deuterated water (D2O), hydrogenated water (H2O), and a 
  
29 
mixture of 37.9 % (by volume) D2O in H2O, designed to be matched in scattering length 
density to silicon (contrast matched to silicon; cmSi). Independent measurements on the 
same sample in different scattering contrasts allow determination of the composition 
and thickness of the grafted layers. Two distinct but similarly prepared surfaces with 
grafted polymer were used in the measurements at NCNR and ILL, respectively. The 
samples measured at NCNR had a more heterogeneous grafting density; the work 
formed part of a broader study on block copolymers. The samples measured at ILL had 
lower polydispersity, and the grafted polymer formed sharper layers with clearer 
fringes in the reflectivity profiles when in a collapsed state above the LCST.  
3.3 Model 
Theoretically predicted brush segment density profiles were used in the analysis 
of the NR data. The model calculations involve two sequential parts: i) a determination 
of model parameters describing the interactions in an aqueous polymer solution 
obtained by fitting predicted binodal curves to the experimentally determined phase 
behavior, and ii) a prediction of polymer brush density profiles to be used in the 
evaluation of the NR data. An important issue for the analysis of the NR results is that 
the same underlying model should be used in the evaluation of the data at all 
experimental conditions. Hence, the model employed here should be able to describe 
thermo-responsive polymer systems at various temperatures. 
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Although NR measurements were performed on stimulus-responsive random 
copolymer brushes, we have, for simplicity, modeled these brushes as a homopolymer 
with solution properties that reflect those of the two monomers.[88] Although it is 
straightforward to handle random and block copolymers as well as mixtures of 
polymers with the present approach, a larger set of parameters describing the 
interaction would be required, which would require a significantly more extensive set of 
solubility measurements. 
3.3.1 Polymer Solution Model 
The classical Flory-Huggins theory for homogeneous polymer solutions,[89] 
extended with a polymer model containing internal degrees of freedom by 
Karlström,[90] was used to describe the polymer solutions. This extension was originally 
developed to model aqueous solution of poly(ethylene oxide) (PEO), using a physical 
model. In common with pNIPAAM, aqueous solutions of PEO display a reverse 
solubility, leading to a phase separation at increasing temperature. While we use the 
same formalism, the parameters entering the polymer model are obtained here from fits 
to experimental data rather than determined using quantum mechanical arguments.  
The Flory-Huggins theory is a lattice theory, in which space is divided into cells, 
each containing one polymer segment or solvent. The division into cells facilitates the 
enumerations of the chain configurations and hence the evaluation of the entropy of the 
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system. Only nearest-neighbor interactions are considered, and they are described by a 
so-called -parameter. A positive  implies that the interaction between components x 
and  is more repulsive than the average of the -  and -  interactions, a component 
being a polymer or solvent. A mean-field approximation is applied, neglecting all 
density fluctuations in a phase, and the polymer is assumed to be fully flexible.  
The basis of Karlström’s polymer model for describing polymer solutions with 
reverse solubility behavior is that a polymer segment can appear in one of two different 
states. Generally, a segment of type 
1
A   (species 
1
A ) in state 
1
S  is characterized by its 
internal energy  and degeneration , and its interactions with species 
2
A  in 
state 
2
S   by . The more hydrophilic state has a low energy and a low statistical 
weight, whereas the more hydrophobic state has a higher energy and a higher statistical 
weight. At low temperature the former state dominates, and thus a more favorable 
polymer–water interaction is obtained, whereas at elevated temperatures, the latter state 
becomes progressively more important, resulting in a more unfavorable polymer–water 
interaction. On the basis of the mixing free energy of polymer solutions, determination 
can be made whether a given polymer solution is thermodynamically stable or if it 
separates into two coexisting phases.[91] 
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Figure 3.2 shows i) the experimental cloud-point curve obtained from the 
inflection points of the UV-vis absorption measurements shown in Figure 3.1, and ii) a 
fitted binodal curve plotted as a function of the logarithm of the polymer volume 
fraction, . In addition to the degree of polymerization, which was set to 
 (for large  the phase diagram is insensitive to the precise value of 
), five other non-trivial parameters are involved to describe the polymer solution 
 
Figure 3.2: Experimental cloud-point curve for the random copolymer taken 
from the inflection points of the absorbance data in Figure 3.1 (open symbols) and 
calculated bimodal curve obtained from a lattice mean-field theory (filled symbols), 
plotted on a semi-logarithmic scale. The solvent and the polymer have been assumed 
to have the same density; other model parameters are listed in Table 3.1 and 
1000
polymer
r  . 
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behavior. Excellent agreement between the experimental data and fitted curve is 
achieved with the values listed in Table 3.1. Moreover, an LCST of  is 
predicted. 
 
 
 
Table 3.1  Internal state parameters ( internal energy U   and degeneration 
number g ) and Flory-Huggins interaction parameters (  ) of the theoretical model 
(energy in 1kJmol ) 
Species State   
Water - 0 1 
Polymer 
polar 0 1 
nonpolar 7 16 
 
kT   
 Polymer (polar) Polymer (nonpolar) 
Water 0.89 7.1 
Polymer (polar)  1.35 
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3.3.2 Polymer Brush Model 
The lattice mean-field theory, developed by Scheutjens and Fleer for 
heterogeneous polymer systems[92, 93] and extended with Karlström’s polymer model 
by Linse and Björling,[88, 94] was used to model polymer brushes. This polymer theory 
is very general and able to describe, e.g., self-association of polymers into various 
morphologies, polymer adsorption, and polymer-mediated forces between surfaces.[93] 
The Scheutjens-Fleer theory can be viewed as an extension of the Flory-Huggins 
theory. In the current application, the solution near the surface is divided into layers 
parallel to the planar surface. The thickness of the layers corresponds to the size of a 
polymer segment. Within each layer, the random-mixing approximation is applied, and 
hence all lattice sites in a layer are equivalent. However, density gradients are allowed to 
develop perpendicular to the surface. The equilibrium distribution of the polymer is 
obtained, again, by minimization of the free energy of the system.[88] The theoretical 
description is quite involved, but efficient numerical approaches provide solutions 
typically within seconds on a simple computer. [95] 
 In the current application, polymers are grafted on to a smooth surface with the 
grafting density  (number of chains per lattice length squared). In addition to the 
parameters determined above and given in Table 3.1, we need to assign values of i) 
interaction parameters for the surface  ii) the degree of polymerization , 
and iii) the polymer grafting density . Unfortunately, none of these are available from 
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direct measurements. Here, we have employed values of  corresponding to a 
hydrophobic surface, , and , of which  has been fitted to 
experimental NR data. A second fitting parameter is the factor , converting the lattice 
length unit to real length. This conversion factor should be approximately one Kuhn 
segment, i.e., the length of a few monomers. It turned out that the predicted NR curves 
were insensitive to the precise value of  provided that the brush height remained 
the same by adjusting . Thus, the fitting of the polymer brush using the lattice polymer 
theory involved two fitting parameters, namely,  and . If the grafting density could be 
determined by an independent method, the number of fitting parameters representing 
the brush would be reduced to one.  
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Figure 3.3 displays predicted volume fraction profiles at T = 293 and 328 K. At 
the higher temperature, a collapse of the brush is observed, consistent with the phase 
behavior displayed in Figure 3.3. The two volume fraction profiles shown in Figure 3.3 
are used below to provide the real space contrast to fit the experimental NR data. 
 
 
Figure 3.3: Calculated polymer volume fraction ,polymer i

 versus the distance i   
(in lattice units) from a hydrophobic surface for a polymer length , and 
a grafting density  at indicated temperatures. 
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3.4 Neutron Reflectivity Calculations 
All reflectivity profiles were calculated from the structural models of the 
interface employing the standard optical matrix method, which has been described in detail 
elsewhere.[96] Two different approaches were employed to represent the polymer brush: i) the 
conventional one using a homogenous layer model and ii) a novel one utilizing the 
polymer lattice mean-field theory described above. In the second approach, each lattice 
layer of the lattice theory was treated as one optical layer with a uniform density. 
Generally, the scattering length density of a layer was evaluated according to 
(1 )
i i i solvent
         [3.1] 
where  is the volume fraction of component  in the layer, the scattering 
length density of component , and  the scattering length density of the solvent. 
The scattering length densities used for pure components are compiled in Table 3.2. 
Since we only present fits using ILL data, a single -resolution of 3% has been applied in 
all calculations of reflectivity profiles. 
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The fitting parameters of the structural models were determined by varying the 
values of these parameters and visually comparing predicted and experimental 
reflectivity data. The uncertainties reported are based on predicted reflectivity curves 
displaying unacceptable fits. 
 
  
Table 3.2 Scattering Length Densities (
i
 ) of pure components 
Component i  (
2610 Å   ) 
Si 2.076 
SiO2 3.41 
H2O -0.56 
D2O 6.35 
Initiator 0.74 
Polymer 0.57 
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3.5 Results 
3.5.1 Bare Surface and Surface with Initiator 
3.5.1.1 Experimental Neutron Reflectivity Data 
Figure 3.4 shows the experimental reflectivity data obtained at ILL for the bare 
Si/SiO2 surface (top) and the Si/SiO2/initiator surface (bottom) in D2O, H2O, and cmSi. 
Due to the reduced SLD difference between the silicon substrate and the solvent, a total 
reflection at low q occurred for D2O as solvent, and the weakest reflection appeared in 
the cmSi solution. 
 
  
 
Figure 3.4: Experimental reflectivity profiles obtained at ILL (symbols) and 
fitted reflectivity profiles using a scattering length density layer model (curves) for 
the bare Si/SiO2 surface (top) and Si/SiO2/initiator surface (bottom) in D2O (left), H2O 
(middle), and cmSi (right). 
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3.5.1.2 Uniform Layer Model 
 
To fit the reflectivity from the bare substrate, a scattering length density model 
with a single uniform layer and sharp interfaces was used to represent the silicon oxide 
layer, sandwiched between semi-infinite silicon and solvent. In this case, the 
experimental NR data was fitted using a single variable, representing the thickness of 
the native silicon oxide layer. Excellent fits were obtained for D2O and H2O, but for cmSi 
Table 3.3 Volume fraction ( ), thickness ( ), and roughness ( ) values of 
the uniform layer model for polymer-free systems 
Si/SiO2/solvent system 
Layer   (Å)  (Å) 
Si 1 Semi-infinite 0 
SiO2 1 9 ± 2  0 
Si/SiO2/initiator/solvent system 
Layer   (Å)  (Å) 
Si 1 Semi-infinite 0 
SiO2 1 9  0 
initiator 0.75 ± 0.05  30 ± 3  0 
The scattering length density of a layer was evaluated according Equation 3.1. The 
thicknesses are fitted values.  
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deviations appeared at low and high q (see the three top panels of Figure 3.4). A possible 
reason for these deviations is the small signal intensity typical for measurements in 
cmSi, which leads to large uncertainties when the background scattering is subtracted. 
The fitted thickness of the oxide layer was 9 Å (Table 3.3), which is in agreement with 
other recent experiments.[97] Adding a roughness at the SiO2/solvent interface did not 
significantly affect the fit. 
For the surface with attached initiator, the silicon oxide and initiator layers were 
each modeled with one layer with sharp interfaces. The thickness of the silicon oxide 
layer was taken to be 9 Å, whereas i) the initiator volume fraction of the initiator layer 
and ii) the thickness of the initiator layer were fitted. Again, excellent fits were obtained 
for D2O and H2O, but for cmSi a significant deviation at low  appeared (see the three 
bottom panels of Figure 3.4). We obtained an initiator volume fraction of 75% and a 
thickness of the initiator layer of 30 Å (Table 3.3). As before, a fit with a rough 
initiator/solvent interface did not significantly improve the fit.  
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3.5.2 Surface with Initiator and Polymer Brush 
3.5.2.1 Experimental Neutron Reflectivity Data 
 
 
Figure 3.5 shows the experimental NR data of two independently prepared 
brushes, measured at the two different facilities (crosses and open circles), both at high 
and low temperatures, and both in D2O and in cmSi. There is a surprisingly good 
superposition of NR data from the two sets of measurements on samples prepared in a 
 
Figure 3.5: Experimental reflectivity profiles obtained at NCNR (plus signs) 
and ILL (circles) at high temperature (top; 330 K at NCNR and 328 K at ILL) and low 
temperature (bottom; 300 K at NCNR and 293 K at ILL) in D2O (left) and cmSi 
(right). 
  
43 
similar way, which validates the experimental procedures used in the reflectivity 
experiments. We chose to acquire the reflectivity data at ILL with higher  -resolution, 
although there are larger uncertainties from poorer counting statistics. An important 
feature in the data obtained at ILL are the fringes that appear at low  in cmSi at high 
temperature. Most likely this is due to a more homogeneous grafting density in the 
brush sample used in the ILL experiments, so the interface between the polymer and 
solvent was sharper. The higher  -resolution and the fringes make the ILL data more 
useful than the NCNR data for our fitting procedure.  
We will now focus on the representation of the experimental NR data obtained at 
ILL by using i) the uniform layer model and ii) the lattice mean-field model. In both 
approaches, the previously obtained thickness of the silicon oxide and the initiator layer 
were used; however, for both polymer models, substantial improvements of the 
representations were obtained by increasing the initiator volume fraction of the initiator 
layer from 75% (polymer-free system) to 85% (polymer brush present). This apparent 
exclusion of solvent could be rationalized by a smaller solvation of the initiator layer 
when it is coated with a polymer layer compared to when it is in direct contact with the 
solvent.  
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3.5.2.2 Uniform Layer Model 
 
We fitted the experimental NR data obtained at ILL by using the uniform layer 
model of the Si/SiO2/initiator/solvent system described above, augmented with one 
additional uniform layer to represent the polymer brush. Since the polymer brush 
undergoes large conformational changes between the two temperatures investigated, fits 
 
Figure 3.6: Experimental reflectivity profiles obtained at ILL (circles) and 
fitted reflectivity profiles using a polymer layer model (dashed curves) and a lattice 
mean-field theory (solid curves) for polymers grafted on a Si/ SiO2/ initiator surface 
at 328 K (top) and 293 K (bottom) in D2O (left) and cmSi (right). Reflectivity profiles 
using a polymer layer model with zero roughness are also shown (dotted curves). 
The top right panel contains an insert displaying 4 ( )q R q  versus q  for small q . 
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at the two temperatures were made separately; however, the total mass of the polymer 
in the polymer layer was kept constant. To account for the gradual decrease of the 
polymer volume fraction at the outer edge of the brush, non-zero values of the 
roughness parameter were allowed. Hence, five independent parameters were used to 
describe the polymer brush: six parameters (polymer volume fraction in the polymer 
layer, thickness of the polymer layer, and the roughness of the polymer/solvent 
interface, all at the two temperatures) and one polymer volume constraint. 
Figure 3.6 shows that this approach enabled satisfactory agreement between the 
experimental (circles) and model (dashed curves) reflectivity. First, the thickness of the 
polymer layer at the higher temperature was determined accurately by using the 
positions of the fringes occurring at low  in cmSi; see also the insert in Figure 3.6. 
Second, the roughness at the higher temperature was fitted using the amplitude of 
reflectivity in D2O at intermediate -values. Thereafter, the polymer volume fraction was 
fitted to provide optimal representation of the reflectivity data in the two solvents. At 
the lower temperature, first the roughness was adjusted to suppress the fringes in the 
fitted reflectivity data. At that roughness, the amplitude of the reflectivity in D2O 
became insensitive to the roughness, so only a lower limit of the roughness could be 
assessed. The thickness of the polymer layer and the polymer volume fraction of the 
polymer layer, with their product constrained, were then adjusted to provide optimal 
representation of the experimental data. Table 3.4 provides the parameter values used to 
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model the reflectivity curves. At the higher temperature, the polymer volume fraction 
increased from 55% to 75% and the thickness of the polymer layer decreased from 2200 
to 1600 Å, which is consistent with the notion of a collapse of the polymer brush. 
 
The model reflectivity curves obtained by using the layer model with zero 
roughness are also shown in Figure 3.6 (dotted curves). It is clear that the non-zero 
roughness has a decisive influence on the amplitude of the reflectivity in D2O, whereas 
the effect in cmSi is mainly to modulate the amplitude of the fringes. Thus, a layer 
model without Gaussian roughness or some other gradient in density does not provide a 
satisfactory fit. 
Table 3.3 Volume fraction ( ), thickness ( ), and roughness ( ) values of the 
uniform layer model for polymer-containing systems a 
Layer   (Å)  (Å) 
Si 1 semi-infinite 0 
SiO2 1 9 0 
initiator 0.85 ± 0.05 b 30 0 
polymer (328 K) 
polymer (293 K) 
0.75 ± 0.05 b,c 
0.55 ± 0.05 b,c 
1600 ± 50 b,c 
2200 ± 50 b,c 
50 ± 5 b 
250 b, d 
(a) The scattering length density of a layer was evaluated according Equation 
3.1.  (b) Fitted. (c) The volume of the polymer given by the product of the polymer 
volume fraction and the thickness of the polymer layer was constrained to the same 
value at the two temperatures. (d). Only a lower limit could be determined; see text. 
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3.5.2.3 Lattice Mean-Field Model 
The experimental NR data was also analyzed using a combination of the layer 
model and polymer segment density profiles. The refractive index and thickness of the 
silicon oxide and initiator layers, as discussed above, where used; however, the volume 
fraction profiles such as those shown in Figure 3.6 were used to represent the 
distribution of polymer segments in the brush. Finally, the lattice size length  and the 
surface grafting density  were used as fitting parameters. We recall that the former 
converts the lattice length to real units and the latter one is unknown and determined by 
the experiment and data fitting.  
 
Table 3.4 Other parameters of the lattice mean-field model
Parameter Value 
Surface interaction 
 
Number of segments  
Grafting density a  
Length of lattice site a  Å 
Initiator volume fraction a  
(a) Fitted 
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Figure 3.7 (solid curves) shows the NR profiles predicted by the lattice mean-
field polymer model. The value of the lattice size length d was first and uniquely 
determined by using the position of the fringes appearing in cmSi at the higher 
temperature (see also the insert of Figure 3.6). Thereafter the grafting density  was 
adjusted to provide the best overall representation for the four conditions. It is striking 
that the overall representation of the experimental NR data achieved by our lattice 
mean-field approach is even better than the fit obtained by the conventional uniform 
 
Figure 3.7: Predicted reflectivity profiles 4 ( )q R q versus q  for small q  
obtained in cmSi at 293 K (solid curve), 303 K (long-dashed curve), 313 K (short-
dashed curve), and 328 K (dotted curve) using the lattice mean-field theory. The 
reflectivity ( )R q  at 293 K and 328 K are the same as in Figure 3.6. 
  
49 
layer model. In particular, a significant improvement is found in D2O at T = 293 K. The 
values obtained for  and , given in Table 3.4, are very reasonable. A lattice size length 
of d = 14.7 Å compares well with the length of a few monomers and the grafting density 
 = 0.08 together with d = 14.7 Å implies a spacing of about 50 Å between neighboring 
grafted polymers. Assuming that density of amorphous NIPAAM is 1 , the surface 
excess becomes 13  for the lattice model and 12  for the single layer model.  
The close agreement between the experimental NR data and those predicted by 
the lattice mean-field theory augmented with a polymer model containing internal 
degrees of freedom verifies the usefulness of this theory to describe thermo-responsive 
polymer brushes. This verification is important because most other theories that describe 
thermo-responsive polymer systems are based on –parameters with an explicit and 
fitted temperature (and sometimes volume fraction) dependence.[98] Furthermore, our 
approach involves only two independent polymer brush parameters compared to the 
five required for the conventional uniform layer model. We note that in addition to these 
parameters characterizing the polymer brush, we also treated the initiator volume 
fraction of the initiator layer as a fitting parameter.  
The predictive capacity of the lattice mean-field theory is demonstrated in Figure 
3.7, which shows the increase of the fringes at low q-values in cmSi at increasing 
temperature. At 293 K and 303 K, the two lowest temperatures, the amplitude of the 
fringes is small and the number of fringes is few. As the temperature is increased from 
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303 K to 313 K, there is a strong increase of the amplitude and the number of fringes. 
This increase continues at still higher temperature but the changes become less 
accentuated. Hence, this analysis suggests that the collapse of the thermo-sensitive 
polymer brush at increasing temperature could be examined in detail in cmSi solution. 
 
3.5.2.4 Comparison of the Uniform Layer and Lattice Mean-Field Models and 
Appearance of Fringes 
 
 
Figure 3.8: Calculated scattering length density ( )z versus distance z  
using the polymer layer model (dashed curves) and the lattice mean-field theory 
(solid curves) for polymers grafted on a Si/ SiO2/ initiator surface at 328 K (top) 
and 293 K (bottom) in D2O (left) and the cmSi solvent (right). 
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The calculated reflectivity profiles are functions of the scattering length density 
profiles of the model systems. Figure 3.8 displays the scattering length density profiles 
behind the calculated reflectivity profiles given in Figure 3.6. At the higher temperature 
the uniform layer and the lattice mean-field models produces nearly identical scattering 
length density profiles. The reason behind the ability of the uniform layer model to 
describe the experimental system in this case is the nearly constant polymer density 
throughout the collapsed polymer brush and that a Gaussian roughness model can 
account for the diffuse polymer/solvent interface. On the other hand, at the lower 
temperature the uniform layer model predicts systematically a higher reflectivity in the 
range 0.02 Å-1 < q < 0.07 Å-1, which we attribute to the very steep change of scattering 
length density at the edge of the polymer brush. An attempt to remedy the description 
for z < 2200 Å by increasing the roughness parameter and increasing the polymer 
volume fraction in the polymer layer does not improve the overall scattering length 
density profile, most likely due to a brush tail that becomes too long. Obviously, a 
uniform layer with a Gaussian roughness cannot describe the parabolic-like volume 
fraction profile with a short-range exponential tail as that shown in Figure 3.3. 
Figure 3.6 showed that fringes appeared at the higher temperature in cmSi but 
not in D2O. The reason for this difference can be found in Figure 3.8. In cmSi the 
scattering length density of the two infinite media are the same, and hence the NR 
measurements explore the brush profile only. Since the brush profile has two sharp 
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edges, fringes appear. On the other hand, in D2O the scattering length densities of the 
brush and the substrate are similar. Here, NR probes essentially a single interface (the 
polymer–solvent interface); hence, no fringes appear. 
 
3.6 Conclusion 
Neutron reflectivity measurements at two different neutron sources have been 
performed on thermo-sensitive polymer brushes prepared with the same protocol. The 
neutron reflectivity data from the two experiments showed good agreement at two 
solvent contrasts and at two different temperatures.  
A single uniform layer extended with roughness could represent the 
experimental reflectivity of the polymer brush, albeit different thicknesses and scattering 
lengths were needed for the different temperatures. Without roughness no reasonable 
representation could be obtained.  
We have demonstrated a novel approach to evaluate experimentally obtained 
neutron reflectivity data for stimulus-responsive polymer brushes. In this approach, a 
physical model of the polymer brush is invoked to handle the temperature-dependent 
polymer–solvent interaction. These model calculations involve two sequential parts. 
First, model parameters describing the interaction in an aqueous polymer solution are 
determined by fitting predicted binodal curves to experimental phase behavior. Second, 
the polymer brush density profiles to be used in the evaluation of the neutron 
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reflectivity data are predicted. A central issue is that the same underlying model is used 
to evaluate the experimental data under the various experimental conditions involving 
different solvent contrasts and temperatures. Compared to the conventional layer 
approach, the new approach involves fewer fitting parameters. It is straightforward to 
extend the present approach to charge-containing polymers, including weak acids and 
bases and to block copolymers as well as surfaces with an adsorbed polymer layer. 
Finally, our approach suggests that one can model quantitatively, using relevant 
physical parameters, the outcome of NR experiments on polymer brushes. This 
information can be employed in the design of NR experiments to optimize the amount 
of information gained. For example, suitable range and resolution of q and brush heights 
and contrasts could be determined. Here, we have demonstrated how the polymer 
model can be used to predict the expected reflectivity changes across the transition from 
an extended to collapsed polymer brush. 
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4. Mapping Mechanical Properties of Organic Thin Films 
by Force Modulation Microscopy in Aqueous Media 
The results described in this chapter were obtained in research collaboration with 
Dr. Zerha Parlak (Department of Mechanical Engineering and Materials Science, Duke 
University, Durham, NC), Dr. Carleen M. Bowers (Department of Chemistry and 
Chemical Biology, Harvard University, Cambridge, MA), and Dr. Terrence Oas 
(Department of Biochemistry, Duke University, Durham, NC). The content of this 
chapter was based on a published open-access manuscript in Beilstein Journal of 
Nanotechnology 2012, 3, 464-474. 
4.1 Introduction 
Mapping the mechanical properties—such as elastic modulus, friction, and 
adhesion—of surfaces and thin films in aqueous (or liquid) environments with 
nanoscale lateral resolution is important for a broad range of applications in materials 
science and in the life sciences. [63, 99-117] The atomic force microscope (AFM),[118] due 
to its force sensitivity and ability to image surface topography with high lateral 
resolution, is ideally suited to map these properties. Intermittent AFM imaging modes, 
such as tapping mode,[119-121] and pulsed-force mode,[109, 122-125] have been 
developed for soft, often biological, samples in liquid environments. Although these 
imaging modes reduce the lateral forces, they often do not allow direct interpretation of 
the data in terms of the surface mechanical properties, due to cantilever damping in 
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solution and the complex forces the probe experiences when jumping in and out of 
contact with the surface.  
Alternatively, dynamic variations of contact mode AFM, such as acoustic AFM, 
add a small actuation to the tip-surface contact at acoustic frequencies and are thus 
useful for mapping differences in the surface mechanical properties of the sample.[126] 
In some versions of acoustic AFM, such as ultrasonic AFM (UAFM),[127] acoustic force 
atomic microscopy (AFAM),[128] and contact resonance AFM (CR-AFM),[129-132] 
contact resonance frequencies are deliberately chosen to enhance imaging sensitivity. 
However, acoustic AFM imaging in solution is challenging since the liquid phase 
complicates cantilever dynamics through fluid damping. To our knowledge, only a few 
studies report the use of acoustic AFM on molecularly-thin films or soft materials in 
liquid.[130, 133] 
Here we show that force modulation microscopy (FMM) is a powerful acoustic 
AFM method for mapping surface mechanical properties in fluids. In a typical FMM set-
up, the tip-sample contact is actuated at an off-resonance frequency, and the amplitude 
and phase response of the cantilever vibration are then detected at the drive frequency 
by using a lock-in amplifier, and mapped concurrently with topography.[68] The narrow 
detection bandwidth used in FMM entails less noise, while off-resonance actuation 
reduces fluid related cantilever dynamics. Consequently, FMM can map even slight 
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differences in the sample surface stiffness (i.e., the contact stiffness). While these 
advantages were shown in some FMM studies performed on monolayers, the 
understanding of amplitude and phase contrasts and the frequency limitations of FMM 
in liquid, remain incomplete, which often leads to conflicting data interpretation.[134, 
135] Presently, these unresolved issues diminish the usefulness of FMM as a mechanical 
mapping tool in materials science, especially for molecular thin films and biological 
samples.  
In this chapter, we describe the use of FMM for mapping subtle differences in the 
elastic properties of organic thin films in aqueous environments. To this end we 
developed a parameter selection method for FMM that helps: i) in the selection of 
appropriate actuation frequencies and contact forces, and ii) in the clear interpretation of 
the amplitude image contrasts.[69, 134, 135] We demonstrate the capability of FMM to 
image mechanical properties in aqueous media on surface-tethered proteins and self-
assembled EG3-thiol (triethylene glycol mono-11-mercaptoundecyl ether) monolayers. 
Our studies show that subtle differences in the packing order of the self-assembled EG3-
thiols are manifest in differences of the surface elastic properties which can be mapped 
by FMM in solution. The results presented in this chapter also provide a stepping stone 
for the development of a quantitative viscoelastic modeling approach in liquids, in 
analogy to that developed by Yuya et al. for contact resonance AFM in air.[129, 130]   
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4.2 Experimental 
4.2.1 FMM Set-up 
 
A commercial AFM system (Asylum MFP-3D) was modified to implement FMM 
[68, 136] in liquid as shown in Figure 4.1. Like in contact mode imaging, the feedback 
controller of the AFM keeps the tip-sample force constant during the surface scan. In 
 
 
Figure 4.1: Schematic representation of the FMM setup. The AFM probe is 
kept at constant static contact force when scanning the sample in solution (or in air). 
The signal generator actuates the cantilever probe with a single frequency signal, 
and the cantilever response is monitored by a lock-in amplifier. 
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addition, however, a piezoelectric transducer in the cantilever holder was used to excite 
the cantilever with a small amplitude, at an off-resonance frequency. A lock-in amplifier 
(AMETEK Model 7280) was used to monitor the amplitude and phase of the resulting 
cantilever vibration at the actuation frequency.  
All samples were imaged at a rate of 1 line/second and at a resolution of 256 
pixels per line. The actuation frequency of the cantilever was kept higher than 8 kHz to 
avoid interference with the AFM imaging feedback control. A cantilever in contact has 
contact resonance modes [137] and the cantilever vibration amplitude is amplified at the 
contact resonance frequency, which increases with increasing surface stiffness. Contact 
resonances modes in air have been used to quantify the stiffness of surfaces.[128] 
However, the quality factor of these modes decreases significantly in solution and makes 
it difficult to interpret cantilever vibrations around contact resonance modes. A proper 
probe for FMM imaging in liquid should have a high resonance frequency to simplify 
data analysis and at the same time it should be soft to prevent destructive forces on 
compliant samples. Therefore we used ScanAsyst-Fluid cantilevers (Bruker Probes) that 
have 0.7 N/m nominal spring constant and 50 kHz free resonance frequency in solution. 
The deflection sensitivity of each cantilever was determined from a force displacement 
curve taken before an FMM experiment. The spring constant of each cantilever was 
calculated from the power spectral density of the thermal noise fluctuations.  
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Since FMM is a modified contact-mode AFM method, frictional forces may affect 
the measurements. Friction leads to lateral twisting of the cantilever which may be 
coupled with the actuation normal to the contact. To decrease the effect of friction on 
amplitude and phase images of FMM, the slow scan direction is selected perpendicular 
to the cantilever axis. Meanwhile, the use of triangular cantilevers minimizes the 
torsional twisting of the cantilever. 
4.2.2 Gold Deposition  
Silicon wafers (Virginia semiconductor, Part 325S119656) were washed in 
acetone, ethanol and DI water, and completely dried before use. A 45 nm gold layer with 
a 5 nm chromium adhesion layer was deposited on the silicon surface using an E-beam 
thermal evaporator (Kurt Lesker PVD 75), and subsequently cleaned by ozone plasma 
ashing (Emitech K-1050X). 
4.2.3 Protein Monolayer 
Five tandem B-domains of staphylococcal protein A were expressed and purified 
from E. coli. The C-terminus of the terminal protein was modified with cysteine to 
enable protein binding to the gold surface. Protein patterns were prepared by dry 
stamping the tandem B domains on the gold substrate surface, by using a polyurethane 
(pUA) stamp (15 µm hexagon).  The pUA stamp was UV cross-linked on a silicon master 
with hexagonal pattern features, and, before each use, cleaned by UV-ozone exposure. 
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For dry stamping, 100 L of a 500 M protein solution was inked on the pUA surface 
and incubated for 10 minutes, followed by drying in a stream of nitrogen. The stamp 
was then brought into contact with a cleaned gold surface for 30 s. The patterned surface 
was subsequently sonicated and rinsed in DI water followed by nitrogen drying. 
4.2.4 Patterned EG3-Thiol Monolayers 
 
A 3 µm thick layer of negative tone resist (NFR-016D2) was spin-coated onto a 
freshly deposited and cleaned gold surface at 3000 rpm (Figure 4.2). A photolithography 
mask was then used to create 8 µm  8 µm square patterns during UV exposure. Next, 
the exposed photoresist was removed (Figure 4.2a), and the wafer was then cut into 1x1 
 
Figure 4.2: Schematic representation of the photolithography process for 
EG3-thiol pattern deposition. a) A micro-patterned gold surface, covered with a 
negative tone resist, is patterned by exposure to UV light through a photomask. b) 
Self-assembly of EG3-thiols at low concentration generates low grafting density 
patterns. c) Residual negative resist is stripped off by solvent washing. d) Newly 
exposed gold surface is covered by high grafting density EG3-thiol by backfilling. e) 
Overnight exposure to EG3-thiol solution equilibrates the patterned thiol SAM to a 
uniform surface.     
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 squares which were rinsed in 0.5% SDS solution and DI water, and dried under N2. 
The substrate chips were then exposed for 60 s to a solution of 10 µM EG3-thiol 
(Triethylene glycol mono-11-mercaptoundecyl ether, 
2 2 3 11 22
(HO(CH CH O) C H SH))  in 
2% ethanol solution in H2O (Figure 4.2b), followed by rinsing with copious amounts of 
DI water and drying in a stream of nitrogen. This treatment produced EG3-thiol patterns 
with low grafting density. Next, the remaining negative photoresist was stripped by 
acetone sonication for 1 minute and ethanol wash (Figure 4.2c). The whole surface was 
then exposed to a 0.5 mM ethanolic EG3-thiol solution for different length of incubation 
time to generate different thiol packing densities on the substrate surface (Figure 4.2d). 
Thiol adsorption on the bare gold surfaces occurs at high solution concentrations, the 
thiol grafting density is high, and the molecules are in an upright conformation. With 
prolonged exposure to high thiol solution concentrations, the grafting density and 
packing of the molecules equilibrates by backfilling and exchange reactions, and 
becomes eventually indistinguishable from the background. By varying the reaction 
time and thiol concentration in the solution phase, thiol patterns with two different 
packing orientations were generated on the gold substrate surface.  
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4.3 FMM Working Principles  
In FMM, the cantilever tip contacts the substrate surface with a constant static force 
while a small force modulation is superimposed.[68] As a first approximation, this 
contact can be modeled by Hertzian contact theory. Though based on the assumption of 
a non-adhesive and elastic contact between a rigid spherical tip and the substrate 
surface, the model readily and adequately explains contact mechanics when the static 
contact force is much greater than the adhesion force.[62, 138, 139] Furthermore, the 
Hertzian contact model has been successfully extended to characterize the stiffness of 
thin, layered materials.[100, 140] If necessary, tip-sample adhesion can easily be 
included in the contact analysis by selecting an appropriate contact mechanics model 
such as the Johnson-Kendall-Roberts (JKR) or the Derjaguin-Muller-Toporov (DMT) 
model. [138, 141] 
In Hertzian contact models, the applied contact force, F, has the following relation 
with the indentation (D), 
 ,        [4.1] 
where  is the tip radius and  is the reduced Young’s modulus of the contact.  is a 
function of the Young’s moduli of the surface ( ) and the tip ( ), and the Poisson ratio 
of the surface ( ) and the tip ( ), 
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 .      [4.2] 
In FMM, the contact of the tip and the surface is modulated while a higher 
contact force is applied. One can apply Taylor series expansion to Equation 4.1 to 
determine indentation modulation, , for the added force modulation ( ): 
.    [4.3] 
The contact force equilibrates with the force on the cantilever which can be 
expressed by using the cantilever deflection and the stiffness ( ), 
,       [4.4] 
where  is the amplitude of the actuation and  is the radial frequency of the actuation. 
Since the sample surface is indented by the applied modulation, the cantilever deflects 
as much as , the difference of the modulation and the indentation, 
.            [4.5] 
When the force modulation is much smaller than the contact force, the first term 
of the Equation 4.3 is higher than other terms and the contact can be modeled by a linear 
spring. The stiffness of this spring is called contact stiffness, , 
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.       [4.6]  
However, the second and higher terms become more imminent when low 
contact forces are applied. The quadratic term constant in Equation 4.3 is, 
.       [4.7] 
    
4.3.1 Linear Regime in FMM 
Although contact deformation and force have a nonlinear relationship in the 
Hertzian contact model, this model can be linearized for a small force modulation at 
high contact forces, and the stiffness of the contact can be determined.[137, 142] 
Linearization is valid as long as the cantilever is in constant contact with the sample and 
the amplitude of the force modulation is much smaller than the contact force. 
For a lossless contact and for modulation frequencies significantly below the 
contact resonance frequency, the cantilever and the contact can be modeled as two 
springs in series. In addition, when the force modulation is much smaller than the 
contact force, the first term of Equation 4.3 is enough to capture the force modulation, 
and the force equilibrium can be written as  
       [4.8] 
  
65 
The deflection of the cantilever,  measured by FMM is,  
 ,       [4.9] 
where  is the actuation amplitude of the contact, ω is the angular frequency of the 
actuation,  is the spring constant of the AFM cantilever, and  is the contact stiffness,  
.        [4.10] 
The contact stiffness is a function of reduced Young’s moduli, , tip radius, , 
and the applied force, .  
Equation 4.9 explains how the amplitude of the AFM cantilever deflection is 
related to ,  and . Since  and  do not change while scanning the surface,  
depends only on . The cantilever vibration amplitude is thus smaller on soft regions 
(low ), and it is higher on stiff regions (high ). Although this simple analysis provides 
a convenient explanation of the contrast mechanism in FMM amplitude images, 
Equation 4.9 cannot be used to quantify FMM experiments,[143] because the modulation 
frequency is typically not sufficiently low to ignore cantilever dynamics. 
4.3.2 Non-linear Regime in FMM 
The current understanding of FMM is largely based on the amplitude and phase 
response of the cantilever at large static loading forces and very small modulation 
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amplitudes. Imaging of compliant samples, however, requires overall low contact forces 
in combination with a high modulation amplitude for sensitive mapping. This 
combination precludes linearization of the contact models. For this case of soft contact, 
the sinusoidal force modulation at a single frequency yields a non-linear (distorted 
sinusoidal) cantilever deflection response, which reflects the contact nonlinearity and 
gives rise to higher harmonics. 
To understand the force modulation with small nonlinearity, we assume that the 
second term in Equation 4.3 is high enough. In this case, the force equilibrium is: 
.      [4.11] 
When the quadratic equation in Equation 4.11 is solved, δ can be deduced: 
.     [4.12] 
Since a negative  is not physically meaningful, the positive root is selected and 
inside of the square root is expanded with second order Taylor series:                       
 .  [4.13] 
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The cantilever deflection shown in Equation 4.5 can be obtained by using this 
nonlinear indentation: 
.     [4.14] 
The cantilever deflection with a second harmonic can be rewritten as, 
.   [4.15] 
The frequency-independent, the zeroth order term in Equation 4.15 reflects a DC 
deflection. The feedback loop, however, cannot differentiate this zeroth order 
component from the surface topographically induced deflection response of the 
cantilever, thus precluding clear signal deconvolution.[126] Both the first and second 
harmonics, however, do not interfere with the feedback loop and can be detected by 
lock-in techniques. At low forces, the second harmonic factor ( ) increases dramatically, 
and thus promotes the contribution from the second harmonic amplitude.  
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The ratio of the second to first harmonic amplitudes is plotted in Figure 4.3 as a 
function of contact force for two reduced moduli. This ratio was calculated using 
realistic experimental parameters, i.e., = 1 N/m, R = 30 nm, and  = 2 nm, while 0.1 GPa 
and 1 GPa were assigned to . FMM measurements are less nonlinear at i) high contact 
forces and ii) for stiff materials, as shown by the lower amplitude ratio in these cases in 
Figure 4.3. This implies that changes in the surface elasticity can lead to nonlinear effects 
in FMM, making a quantitative interpretation of the amplitude and phase signals 
complicated, especially at low applied forces.  
 
Figure 4.3: Amplitude ratio of the second order harmonic to the first order 
harmonic plotted for different applied forces. The surface modulus is set at 0.1 GPa 
(solid) and 1GPa (dotted), respectively. 
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4.4 Results and Discussion 
4.4.1 Parameter Selection and Contrast Interpretation for Hard-
Contact FMM in Aqueous Environments 
The interpretation of FMM amplitude and phase images obtained on soft 
substrates is further complicated by viscous damping effects,[144] particularly when 
imaging in an aqueous environment. To better interpret image contrast in that case, one 
needs to understand the dependence of amplitude and phase on surface stiffness, and 
one needs a method to select the proper contact force and actuation frequency. Here we 
use contact force as a variable to change contact stiffness (Equation 4.10) and monitor the 
response of the amplitude and phase behavior of the cantilever.  
In our parameter-selection process we acquire force-distance curves while the 
cantilever is modulated at the desired frequency. We monitor i) the amplitude and ii) 
phase of the first harmonic, and iii) the amplitude of the second harmonic of the 
cantilever oscillations, along with iv) the cantilever deflection when the cantilever 
interacts with the surface (Figure 4.4). The deflection of the cantilever determines the 
interaction force from which the contact stiffness can be calculated (Equation 4.10). The 
amplitude of the first harmonic is used to analyze the elasticity of the substrate surface 
in FMM and it is thus essential to relate the first harmonic with the contact stiffness 
experimentally. Meanwhile, the amplitude of the second harmonic, a measure of the 
nonlinearity in the contact, should be minimized for reliable FMM measurements.  
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Figure 4.4: Schematic representation of a) Force, b) first-harmonic 
amplitude, c) first-harmonic phase, and d) second harmonic amplitude, plotted 
as a function of Z-piezo displacement. As the probe approaches the gold sample 
surface, the cantilever encounters four regimes: (A) free oscillation, (B) partial 
contact, (C) soft contact, and (D) hard contact. To highlight the difference in 
cantilever bending and the level of indentation in the four regimes the schematic 
is not drawn to scale. 
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A set of representative curves for cantilever deflection, first-harmonic amplitude 
and phase, and second-harmonic amplitude, at 20 kHz actuation frequency in water on a 
gold surface are shown in Figure 4.4. For these experiments, we used a cantilever with a 
spring constant of 0.9 N/m and a resonance frequency of 47.8 kHz in solution. 
The different regions of the deflection (Figure 4.4a) and amplitude curves (Figure 
4.4b and 4.4d) indicate both the position of the probe and the type of the contact. In 
regime A, the cantilever is freely oscillating with a zero mean deflection; however, the 
amplitude decreases slightly with decreasing tip-sample distance. Because the 
amplitude of the second harmonic (Figure 4.4d) is still small,[121, 145] this behavior can 
likely be attributed to hydrodynamic lubrication forces that increase with increasing tip 
proximity to the surface.[144] In regime B the amplitude of the 1st harmonic decreases, 
while that of the 2nd harmonic increases, reflecting the increasing non-linearity of the 
initial tip-surface interaction and the change in cantilever dynamics, when the cantilever 
approaches the surface. In regime C, the amplitude of the 1st harmonic of the cantilever 
vibration increases, while that of the 2nd harmonic decreases. This behavior is consistent 
with the analytical expressions for the soft contact (Figure 4.3).[68, 126] When hard 
contact is reached in regime D, the contact force and the amplitude of the first harmonic 
are high, whereas the amplitude of the second harmonic is close to zero again. We note 
that both regimes, A and D, have high amplitudes for the first harmonic. This is quite 
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different from the behavior in tapping mode AFM, where the amplitude in regime A is 
typically much larger than that in regime D.[146]  In tapping mode AFM, the cantilever 
is intentionally actuated at its resonance frequency to achieve a large cantilever 
amplitude. In FMM, however, the actuation frequency is typically much below the free 
resonance frequency and the actuation amplitude is selected to yield a small cantilever 
amplitude in contact. Furthermore, as shown in Figure 4.4, AFM tip-surface interactions 
should be kept in regime D to obtain a linear contact response. This demand needs to be 
balanced by the need for low applied forces that are required to image compliant 
samples nondestructively. Consequently, the boundary between regimes C and D 
determines the minimum applicable contact force at which a sufficiently linear vibration 
response is obtained. To demarcate the onset of regime D we have chosen the ratio of the 
first to the second harmonic amplitudes to be less than 0.1% (0.001). The first harmonic 
vibration amplitude increases with increasing contact force in regimes C and D, 
indicating that higher contact stiffness values (see Equation 4.10) cause higher 
amplitudes. On the other hand, increasing the contact stiffness decreases the phase 
response (Figure 4.4c). As a consequence, soft regions on the sample appear bright in the 
phase images. Importantly, however, the higher phase observed on softer areas reflects 
the convolution of cantilever dynamics and time-dependent contact stiffness, and is thus 
not a result of the substrate viscoelasticity alone. The force, amplitude, and phase 
measurements shown in Figure 4.4 were carried out on thin gold surfaces whose 
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apparent stiffness can be represented by a simple spring. Even in this simple case, a 
quantitative description of the cantilever dynamics in aqueous solution is complicated 
and not yet available. However, the measurements shown in Figure 4.4 can help to 
understand how the cantilever responds to changes in surface stiffness (for a given set of 
FMM imaging parameters).  
To account quantitatively for viscoelastic mechanical properties of soft polymeric 
and bio-molecular thin films, requires inclusion of a viscoelastic model, such as the 
Voigt model, for explain the tip-sample interaction. Such an approach has recently been 
shown for contact-resonance imaging in air.[129] However, as before, the cantilever 
dynamics, which depends not only on fluid loading but also on the details of the applied 
force (see above),  needs to be captured adequately first before a deconvolution of the 
contact stiffness will be possible.  
Another issue concerns the selection of the actuation frequency in FMM. Force 
distance curves recorded at different actuation frequencies show that when actuation is 
above the free resonance frequency of the cantilever, higher forces are required to 
establish hard contact (regime D in Figure 4.4).  This is due to the fact that the contact of 
the tip with the surface changes the cantilever dynamics and increase the resonance 
frequency. Consequently, the cantilever modulation increases and contact nonlinearity 
occurs. In this case, a simple correlation between contact stiffness and first harmonic 
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amplitude can lead to conflicting results.[147] To avoid this situation, one should select 
an actuation frequency far below the free resonance frequency of the cantilever. 
4.4.2 FMM on Patterned Protein Monolayers  
Characterizing the dynamic mechanical properties of biomolecular monolayers 
provides insight into the dynamics of biomolecules on surfaces and aids in the design of 
functional biomolecular micro- and nano- structures.  Here, acoustic AFM methods are 
promising tools since they enable sensitive mapping of the contact mechanical 
properties of samples by introducing high frequency modulation while imaging the 
topography.[64] Although these methods have been used in air, imaging of many 
polymers and biomolecules should take place in an aqueous environment or under 
physiological conditions. Here we show that FMM is able to provide high contrast 
amplitude and phase maps of micro-patterned bio-molecular thin films in an aqueous 
environment.  
The biological material of interest in our FMM experiments is the IgG binding 
domain of staphylococcal protein A. Protein A is a surface protein found on the cell wall 
of staphylococcus aureus bacteria (SpA-N) and contains 5 domains for IgG binding 
(SpA-N). One of the domains is named B domain and its structure and folding behavior 
have been well studied.[148] Specifically, we use FMM to image and map differences in 
the elastic properties of micro-patterned, end-tethered proteins (constructs of five 
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repeating SpA B-domains) on gold. The topography, amplitude, and phase images were 
obtained in PBS buffer at 35 kHz actuation frequency with 9 Å vibration amplitude and 
8 nN contact force (Figure 4.5), which leaves the cantilever and surface in hard contact 
(region D in Figure 4.4).   
 
The dark regions in the amplitude image indicate that the contact stiffness (and 
thus largely the protein sample) is considerably softer than the gold substrate. The FMM 
height image (Figure 4.5a) shows that the protein layer is approximately 5 nm thick. The 
corresponding amplitude image at an excitation frequency of 35 kHz (Figure 4.5b) 
 
Figure 4.5: FMM images of SpA-N B-domain protein patterns on a gold 
surface, with corresponding cross-section analysis along the red line in the AFM 
images. a) The height image shows a protein height of about 5 nm, and clear edges 
of the patterned proteins. b) The amplitude and c) phase images of the same area 
clearly show the elastic difference between protein and the gold background.  
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shows that protein regions have about 17% less amplitude than the gold substrate (as 
shown in the cross-section). This suggests, as anticipated, that the protein patterns are 
significantly softer than the gold substrate. Force-distance curves on gold and protein 
regions showed that the adhesion force between the AFM probe and the protein features 
is negligibly small. The adhesion force on gold is around 0.3 nN, which is only about 3% 
of the static force applied, while the adhesion force on the protein surface is within the 
noise level of the measurement. This justifies the use of a Hertz contact mechanics 
model, as done here.  
Our approach does currently not fully capture the viscoelasticity of the protein or 
the response of the cantilever to a viscoelastic contact in aqueous solution. Future work 
to quantify these properties requires additional analytical models that capture the 
interaction of the cantilever beam with the liquid environment. Furthermore we note 
that the converted stiffness values are slightly higher on thinner portions of the protein 
pattern, e.g., in the bottom right corner of the image. This suggests that measured 
stiffness values are also highly dependent on the layer thickness.  
4.4.3 FMM on Patterned EG3-Thiol Monolayers 
The properties and applications of alkanethiol self-assembled monolayers 
(SAMs) on gold surfaces have been the subject of interface science research for many 
years. The self-assembly of alkanethiol molecules on gold surfaces is a two-step process. 
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The initial physisorption step on gold substrates is typically slow and concentration-
dependent.[149] Once in contact, the molecules adsorb on the gold substrate in a loosely 
packed configuration, with the thiol end binding to gold and the carbon chain aligning 
approximately parallel to the surface.[150, 151] The persistence of this stage depends on 
the thiol concentration, and thus the initial packing density and order of the thiol 
molecules on the surface. At low concentrations, this lying-down phase can persist for 
hours. At high concentrations, however, thiols can reorient into an upright conformation 
and pack tightly on the surface within seconds. The adsorption process has been studied 
with several surface sensitive techniques, including surface plasmon resonance 
(SPR),[152] quartz crystal microbalance (QCM),[153-155] and ellipsometry.[156] These 
methods, however, do not resolve differences in the grafting density and packing of the 
molecules with high spatial resolution (micrometer and less).  Here we show that FMM 
in solution is able to distinguish subtle difference in the packing of self-assembled thiol 
monolayers on surfaces, by mapping the amplitude of the first harmonic of the 
cantilever vibration amplitude. 
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Figure 4.6: Schematic representation and FMM images of a series of EG3-thiol 
patterns on gold in solution. Height, lateral force, amplitude, and phase images were 
captured simultaneously.  a) Low grafting density EG3-thiol areas patterned on a 
gold substrate. The height difference between EG3-thiol and gold is about 1 nm. The 
lateral force image shows the chemical force difference between the areas. The 
contrast in the amplitude image demonstrates that the EG3-thiol areas are 
significantly softer than the gold background. b) Low EG3-thiol grafting density 
areas (squares) and high grafting density background. Height and lateral force 
images cannot resolve differences in the morphology and chemical force, while 
amplitude images differentiate between high and low grafting density regions (i.e., 
the original patterns are visible in the amplitude image). c) Patterned surfaces 
imaged after overnight exposure to a thiol solution. Height, chemical force, and 
stiffness images are uniform. d) Negative control: gold surface after 
photolithography and resist stripping shows no surface residues. 
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Figure 4.6 shows a series of FMM images of patterned EG3-thiols obtained at 20 
kHz. The patterns were prepared by photolithography. Briefly, the sample was prepared 
by immersing the developed photoresist pattern in a 10 µM thiol solution for 60 s, 
followed by stripping with ethanol and washing with Milli-Q grade water. The sample 
is backfilled with thiol molecules at high concentration for different lengths of time. An 
EG3-thiol SAM is about 2.4 nm tall when EG3-thiols are in a close-packed 
  configuration, while the height is only about 0.4 nm when the thiol 
chains lay flat on the surface.[157] Lateral force, amplitude, and phase images were 
presented using the same scale respectively within each column. 
The first row (Figure 4.6a) shows four FMM images obtained simultaneously on 
an EG3-thiol-patterned sample. From left to right, the images are height, lateral force, 
and amplitude and phase of the first harmonic of the cantilever vibration, respectively.  
The height of the EG3-thiol patterns is  nm which suggests that the thiol 
molecules are not close-packed, and have some disorder in their arrangement on the 
surface. The contrast in the lateral force image shows a friction difference between the 
gold surface and the EG3-thiol patterns that can be attributed to the surface-energy 
difference between the ethylene glycol end groups and the gold.[158] The low amplitude 
and high phase of the first-harmonic signal on the thiol patterns indicate that the regions 
covered by EG3-thiol molecules are softer than the gold substrate.  
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The first harmonic amplitude curves obtained from force-distance 
measurements, reflect the apparent stiffness of the EG3-thiol layer.[159] The apparent 
Young’s modulus of the thiols on the surface is around 30 GPa, consistent with moduli 
of short alkanethiol chains obtained using STM and nano-indentation.[160, 161] The 
approach to deconvolute the Young’s moduli to further reflect the layered system of 
thiol SAM on a gold substrate has been shown in the literature,[162] but is beyond the 
scope of this discussion.    
The second row (Figure 4.6b) shows images obtained on a sample first patterned 
by exposure in 10 µM EG3-thiol for 1 min, followed by stripping off the photoresist, and 
backfilling in 0.5 mM EG3-thiol for 1 hr. Both, height and friction images do not show 
any pattern related contrast, which suggests that the molecules have similar height and 
the same surface chemical properties. Importantly, however, the original patterns 
become clearly visible in the amplitude image, and somewhat less clearly, in the phase 
image. The contrast in the amplitude image shows that the patterned areas are “softer” 
than the likely more ordered regions that are backfilled at high thiol concentrations. This 
result suggests that FMM detects the subtle elastic differences between the patterned 
and backfilled regions. 
We ascribe the FMM contrast in the amplitude and phase images to differences 
in the packing order of the EG3-thiols on the substrate surface. The thiol SAMs 
assembled in the second step by backfilling with thiol solutions at high concentrations, 
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form a standing-up phase on bare gold almost immediately.[150] [163] At the same time, 
in areas that were previously self-assembled with thiols, the reorientation of thiols is 
slower than that in the backfilled areas, which would entail an overall less ordered 
conformation. Our results not only illustrate the effect of grafting density and molecular 
packing on apparent layer stiffness but also demonstrate the high sensitivity of FMM in 
solution for imaging self-assembled monolayers.  
The third row (Figure 4.6c) shows images obtained on a sample first patterned by 
exposure in 10 µM EG3-thiol for 1 min, followed by stripping of residue resist and 
overnight exposure to 0.5 mM EG3-thiol. As shown in previous studies, the packing of 
thiols on a surface equilibrates to a well-ordered layer with overnight thiol 
exposure.[164, 165] Our data are in agreement with this notion, as we did not observe 
any surface morphological or mechanical difference in the AFM images. The elimination 
of the differences could be caused by the long time equilibration that leaves the surface 
with a uniformly ordered layer of thiol molecules.  The last row (Figure 4.6d) shows 
FMM images obtained on a control sample (bare gold, after photoresist stripping), 
processed in parallel, but without thiol deposition. The height, lateral force, and 
amplitude and phase images do not show any difference in morphology or the substrate 
mechanical properties, suggesting that the photoresist developing and stripping steps 
did not change the surface properties.  
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4.5 Conclusion 
We showed that force-modulation microscopy (FMM) can be used to image 
organic thin films in aqueous environments with high spatial resolution and sensitivity 
to conformational details that affect the contact mechanics.  FMM generated high 
contrast amplitude and phase images of proteins end-grafted to gold substrates, and 
reflects the expected (Equation 4.9) contact stiffness differences on the sample. 
Furthermore, FMM experiments on self-assembled thiol monolayers were highly 
sensitive to differences in the surface elastic properties arising from subtle differences in 
the molecular packing of the EG3-thiols on the substrate surface.  
Although previous FMM studies observed the contrast in amplitude and phase 
images,[68, 106, 134, 136] the interpretation of the results was inconsistent because the 
relation between the contrast mechanism and the cantilever dynamics were not 
sufficiently considered,[134, 143] particularly in aqueous environments. We thus 
developed a parameter-selection procedure that allows for reliable image data 
interpretation, and accounts for the effect of contact force and actuation frequency on the 
cantilever dynamics in FMM. More specifically, this procedure determines the minimum 
contact force necessary, at a certain excitation frequency, to establish a linear response in 
the contact regime.  
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5.  Impact of AFM Probe Profiles on the Determination of 
Surface Mechanical Properties 
5.1 Introduction 
Atomic force microscopy (AFM) has not only revolutionized surface imaging 
with nanometer resolution, but also enabled the characterization of material properties 
on the nanoscale.[107, 118] In particular, the ability to apply small forces opened 
opportunities to assess nanomechanical properties of many types of materials, including 
biological surfaces and coatings,[166-168] thin polymeric materials,[130, 169, 170] and 
nanocomposites.[171] More recently, quantitative nanomechanical measurements have 
focused on understanding the contact forces between the probe and the surface, and the 
interpretation of these interactions in terms of the surface mechanical properties.[21, 68, 
129, 172-174] 
Due to its high spatial resolution normal to the surface, AFM conveniently allows 
the collection of force-indentation (FI) curves, which reflect the mechanical contact at the 
probe-sample interface and hence contain insights into surface mechanical 
properties.[175, 176] The normal force applied is related to the AFM probe indentation 
on the surface, and is typically plotted as an FI curve. Indentation is defined as the total 
relative movement of the probe apex on the indented surface, from the original position 
at zero force, once the contact has been established.[177] The deflection of the AFM 
cantilever, when appropriately calibrated, reflects the total force acting between the 
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probe and the surface.[178] Additionally, the combination of force ranges and probe 
types can be strategically selected to investigate certain materials properties.  
Quantitative characterization of surface mechanical properties demands an 
accurate knowledge of the dimensions and profile of the probe apex where contact 
occurred. Contact mechanical models, such as the Sneddon model, provide an approach 
to describe the relationship between the probe profile and force/indentation for a rigid, 
axis-symmetric probe, punching on a flat, elastic surface,[179] and permit interpretation 
of FI curves to extract surface mechanical properties, by fitting forces and indentations 
using known or assumed probe profiles. However, the exact shape and dimensions of 
nanoscale AFM probes are not easily accessible, due to the paucity of high-resolution, in 
situ characterization methods.[180-182] In addition, the probe shape and dimensions are 
prone to change during measurements as the apex of the AFM probe fractures and 
wears mechanically and through electrochemical reactions, which further obscures the 
actual probe shape involved in the nanoscale mechanical contact.[172, 183-189] 
To simplify the problem, it is generally assumed that the probe apex has a known 
profile, and that the probe shape and dimensions do not change throughout the force 
measurements.[190] These assumptions prove useful when the indentation is much 
smaller than the dimension of the probe, i.e. the indentation is less than 10% of the probe 
radius. However, particularly in the indentation of low modulus films, errors may be 
introduced in the determination of surface mechanical properties using these 
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assumptions. An analysis of the impact of probe profile related error, in the 
determination of surface mechanical properties, has not yet been adequately addressed 
and is the subject of this chapter. 
Here we aim to get a more detailed understanding of the probe profile related 
errors in FI-based, small indentation depth, mechanical characterization of soft 
polymeric films (around and below GPa) using AFM. We discuss the impact of probe 
profiles on the determination of surface Young’s modulus, including issues in the model 
and parameter selection for FI simulation, and errors introduced by uncertainties in the 
probe radius. To this end, we use analytically and experimentally obtained probe apex 
profiles to examine the relation of normal forces and indentations, including, the actual 
tip probe before and after AFM scans. Several issues, including, but not limited to, the 
resolution of probe profiles and the profile selection will be discussed in this chapter. 
Additionally, we analyze probe-profile related errors in the determination of the surface 
Young’s modulus, arising from the model selection and probe wear.  
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5.2 Experimental 
5.2.1 Sneddon Contact Model 
 
 
Figure 5.1: Schematic representation of the Sneddon model showing a) a 
rigid, axis-symmetric probe indenting a flat surface, and b) the profile of the 
indenting probe.  
  
87 
The Sneddon model describes and solves the mechanical contact problem of an 
elastic half-space indented by a rigid and axis-symmetric object.[179]  Specifically, the 
model utilizes both the apex profile of the indenting probe and the mechanical 
properties of the surface, to simulate both the applied force on the probe and the 
indentation.  
Figure 5.1 shows schematics of the Sneddon model and its variables. The probe 
has an axis-symmetric shape of revolution, whereas the axis of the probe is 
perpendicular to the sample surface. When a normal force, F , is applied, the rigid AFM 
probe indents an elastic half-space sample surface, such that the total indentation, D , 
occurs on the surface. The apex of the probe is in contact with the surface with a contact 
radius, 
0
a , and a contact height, 
0
( )H a . Figure 5.1b shows dimensional parameters for 
simulating forces and indentation. For each contact radius 
0
a and respective contact 
height
0
( )H a , the probe profile is described using the probe section radius, r , and a 
height function, ( )f x , where 
0
/x r a . Probe section radius r ranges between 0 and
0
a , 
and x  between 0 and 1. The total indentation, D , is then given in the Sneddon model 
as, 
 ,        [5.1] 
and the total normal force, F , is written as, 
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 ,       [5.2] 
where G is the shear modulus and  is the Poisson ratio of the contact.[179]  
The force can be rewritten as,
 
 ,      [5.3] 
where E  is the Young’s modulus of the contact and  2 (1 )E G   , assuming an 
isotropic elastic material. 
The force can be further separated into two terms: a coefficient representing the 
mechanical properties of the surface, , and a function that is impacted by the 
probe profile in contact with the surface, . We introduce the 
normalized force, 
N
F  , defined as  
       [5.4] 
which normalizes the force by the surface mechanical properties, and has a unit of 2m .  
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Originally, the Sneddon model was developed for arbitrary axis-symmetric 
probe profiles, and has been extended for non-axis-symmetric probe profiles by 
applying a correction factor.[175]  
In AFM experiments, the Sneddon model is effective in simulating the 
mechanical interaction between an AFM probe and a flat sample surface, to study 
surface mechanical properties. Analytical solutions have been developed for common 
analytical probe profiles such as cylinder, sphere, paraboloid, and variation of cone 
shaped probes, summarized in Table 5.1. [179]   
Table 5.1: Analytical solutions of common probe profiles 
Probe 
Profile 
Indentation 
( D  ) 
Force 
( F ) 
Normalized Force 
 
Generic     
Paraboloid 
D   
Cone 
D   
Sphere    
 
* R, equivalent radius of a paraboloid model.  , semi-vertical angle.   
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Note that  is a function of the Young’s moduli of the material ( ) and the AFM 
probe ( ), and the Poisson ratio of the surface ( ) and the tip ( ), 
.      [5.5] 
In our discussion of a stiff AFM probe apex (
t
E ~ 30 GPa) indenting a soft 
material (
m
E is between MPa and GPa), we took  as the material Young’s 
modulus, because the contribution from the tip is small and neglected, which can be 
included if desired.   
5.2.2 AFM Probe Characterization 
AFM measurements were performed in ambient environment without further 
humidity or temperature control. Several types of AFM probes have been used for 
characterization including OTESPA (specified tip radius 7~10 nm) , RTESPA (specified 
tip radius 8~12 nm), and TAP150A (specified tip radius 8~12 nm), purchased from 
Bruker AFM Probes, Camarillo, CA.  The AFM probe characterization procedures were 
performed on a Digital Instrument AFM (NanoScope V, Bruker Corporation, Camarillo, 
CA). All probes were scanned at for 512 lines at 1024 point/line in a 1 × 2 µm area against 
a titanium roughness sample RS-12M (Bruker AFM Probes, Camarillo, CA). The surface 
topography of the RS-12M sample was then analyzed to construct 3D images of AFM 
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probe apex. Effective probe radii (i.e. radius of probe apex) were extracted at a series of 
height-to-apex values to construct probe profiles.  
5.2.3 Force-Distance Curve Measurement 
Samples were cleaned in a stream of nitrogen prior to AFM measurement. FI 
curves were obtained with an Asylum AFM (MFP-3D classic AFM, Asylum Research, 
Santa Barbara, CA) at a rate of 2 Hz. The cantilever normal spring constant was 
estimated from the power spectral density of the thermal noise fluctuations in air.[178] 
The normal photodiode sensitivity was determined in air from the constant compliance 
regime on approach on a hard substrate (SAPPHIRE-12M, Bruker AFM Probes, 
Camarillo, CA).  
5.2.4 Sample Preparation 
 Polymer samples were purchased and used as received without further cleaning. 
The PDMS sample (PDMS-SOFT-2-12M, Bruker Probes, CA with nominal elastic 
modulus of 3.5 MPa) was mounted on an AFM sample disk. The PS/LDPE sample (PS-
LDPE-12M, Bruker Probes, CA) contains both polystyrene (PS) and low density 
polyethylene copolymer regions. The sample was manufactured by blending and spin-
casting PS and polyolefin elastomer (ethylene-octene copolymer) onto a silicon 
substrate, creating PS regions with modulus of about 2.0 GPa and copolymer regions 
with modulus of about 0.1 GPa.  
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5.3 Results and Discussion 
5.3.1 Probe Profile Resolution 
In the Sneddon model, the probe profile is described by analytical functions, 
which allows for straight forward calculation of  the normal force and indentation.[179] 
However, the actual AFM probe profiles at the nanoscale cannot be easily obtained from 
experimental techniques, due to the irregularities at the probe apex and the resolution 
limitations of probe apex characterization methods.[178, 182, 183, 186, 188] Blind 
reconstruction and microscopic methods have been used to determine discrete probe 
profiles by sets of probe radius and height to the apex.[191, 192] These profiles describe 
probe shapes, and facilitate numerical integration in the Sneddon model.  
Profile resolution is critical to accurately and efficiently capture the probe shape 
and to simulate the normal force and indentation. The probe radii are determined at a 
series of height points. When the steps between individual points are too high, the probe 
profile may miss probe asperity. On the other hand, when the steps are too small, the 
marginal improvement of the simulation diminishes. However, to our knowledge, 
detailed discussion on resolution selection at nanoscale is still missing.  
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Figure 5.2: Profiles of an analytical parabolic model (R = 50 nm) at a 
series of resolutions in a) radius range 0 – 20 nm and b) radius range 0 – 50 nm. 
Resolutions ( H  ) include 0.1nm (blue), 0.5 nm (yellow), 1.0 nm cyan), 1.5 nm 
(red), 2.0 nm (green), and 2.5 nm (black). Figure 5.2a is a zoom-in of the dashed 
box in Figure 5.2b. 
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Figure 5.3: Normalized Force of an analytical parabolic model (R = 50 nm) 
at a series of resolutions in a) indentation range 0 – 10 nm and b) indentation 
range 0 – 30 nm. Resolutions include 0.1nm (blue), 0.5 nm (yellow), 1.0 nm (cyan), 
1.5 nm (red), 2.0 nm (green), and 2.5 nm (black). The analytical solution of the 
normalized FI curve is the black line. Figure 5.3a is the zoom-in of the dashed box 
in Figure 5.3b. 
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To understand the impact of resolution selection and to guide the experimental 
process, we compared AFM probe profiles and their corresponding FI curves at a series 
of resolutions. To this end, we select an analytical paraboloid model, for the purpose of 
demonstration. Specifically, a paraboloid with equivalent radius of 50 nm is digitized at 
resolutions between 0.1 nm and 2.5 nm for probe apex height between 0 and 20 nm. 
Spline probe profiles were shown in Figure 5.2a and the force-indentation curves were 
plotted in Figure 5.2b respectively for comparison.   
Figure 5.2 shows a paraboloid profile at different height resolutions: 0.1 nm, 0.5 
nm, 1.0 nm, 1.5 nm, 2.0 nm, and 2.5 nm. The equivalent radius of the paraboloid is 50 
nm. Individual points of each resolution were sequentially connected to form a spline 
profile. The profile of 0.1 nm resolution was taken as the analytical model, for the 
comparison with profiles of other resolutions. We plotted the profiles in two contact 
radius ranges a) 0 – 20 nm and b) 0 – 50 nm, to demonstrate the impact of the resolution 
on the accuracy of spline models, compared with the analytical profile. We noticed the 
largest discrepancy between the spline profiles and the pseudo-analytical model 
occurred when the points are closer to the apex of the probe (zero height). As shown in 
Figure 5.2a, the 2.5 nm profile has the largest difference, from the analytical profile, 
when the data points are close to the zero height. The difference becomes less significant 
when the profile is further from the apex. Figure 5.2b compared the profiles in a wider 
radius range, and profiles tended to converge towards the analytical profile. We 
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conclude that the resolution selection impacts the probe profiles mostly at small probe 
radius ranges, and less significantly at large probe radius ranges.   
In Figure 5.3, normal FI curves were simulated with the Sneddon model using on 
the spline profiles shown in Figure 5.2. In Figure 5.3a, the 0 – 10 nm indentation 
exemplified scenarios of contact model AFM with small indentations compared with the 
dimension of the probe, where the Hertz model is commonly applied. A good match 
was found between the 0.1 nm and 0.5 nm FIs, suggesting that improving resolutions to 
less than 0.5 nm would marginally reduce discrepancy. Meanwhile, when indentation 
was small (< 3 nm), significant differences in the FI curves occurred for resolutions 
larger than 0.5 nm, compared with the 0.1 nm FI curve. We thus concluded, a sampling 
resolution less than 0.1 nm would be necessary during probe profile characterization, to 
retain the fidelity of both probe profiles and the calculated force-indentation curves at 
low indentation ranges.  
Figure 5.3b shows normalized FI curves in indentation range between 0-30 nm, 
representing common ranges of indentation experiments using nanoscale AFM probes. 
We observed that the discrepancy in FI curves is greatly reduced for all resolution points 
when indentation is larger than 5 nm, and the discrepancy was insignificant compared 
with the pseudo-analytical FI curve (  = 0.1 nm). This suggests that the simulated FI 
curves are insensitive to step size at large indentations, due to the convergence of probe 
profiles towards the analytical probe profile shown in Figure 5.2. Therefore, based on 
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the above observations in both small and large indentation ranges, we speculate that  
= 0.1 nm for < 5 nm and that  = 0.5 nm for  > 5 nm is sufficient for the resolution 
requirements of probe reconstruction. However, due to thermal noise and displacement 
resolution of AFM stage piezos, the recommendation of 0.1 nm resolution may be 
difficult to realize. 
5.3.2 Probe Profile Dimensions  
In quantitative AFM techniques for mechanical characterization, the shape of the 
probe apex has been widely described by analytical models, such as sphere, paraboloid 
of revolution, cone and their hybrids, all of which assume the probe apex is axis-
symmetric and normal to the surface. These analytical models provided convenient 
approaches to simulate the probe-surface contact by reducing the number of 
dimensional parameters of the AFM probes. More importantly, several models 
established power-law relationships between the force and the indentation, and 
consequently simplified the fitting process for FI curves. However, limitations exist for 
these models. For example, the Hertz model simulates the probe as a rigid sphere 
interacting with a flat substrate surface, and requires that the indentation on the surface 
is significantly smaller than the radius of the probe, such as smaller than 10% of the tip 
radius.  In another example, the cone model describes the probe as a sharp cone tends to 
overestimate surface modulus.[67] 
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It is thus critical to select an appropriate profile to describe the probe apex for the 
indentation range of interest.  To extract surface mechanical properties, experimental FIs 
are fit using power-law equations derived from the simplified probe profile. The 
selection of the models is largely based on manufacturer specifications or estimation of 
the power-law relation of the experimental FI curves. For example, the probe shape, and 
the corresponding apex radii of the probe are commonly taken from the manufacturers’ 
average specifications.  For large indentation, the shape of the probe is usually taken as a 
cone structure, neglecting the shape of the probe apex altogether. 
The accurate determination of surface Young’s modulus depends on the 
appropriate selection of model parameters. For instance, in the Hertz model, the apex of 
the probe apex is simplified as a paraboloid profile, such that the normal force is 
proportional to the  power of the indentation, as well as the square root of the apex 
radius. Without detailed knowledge of the probe apex dimension, errors in estimating 
the apex radius are propagated and directly affect the calculated Young’s modulus.  
Furthermore, the manufacturer’s specification of probe radius can be quite inaccurate, 
which leads to wrong Young’s modulus. To get a better understanding of real probe 
profiles, we scanned and reconstructed several probes. 
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Figure 5.4 shows reconstructed profiles of several AFM probes. The 
manufacturer’s specified probe radii are in the range of 7 - 12 nm.  We observed 
increased probe radii and larger variations of profiles which cannot be described solely 
by analytical functions using manufacturer specifications, because variations are 
introduced during the photolithographic manufacturing process as well as the during 
scanning of the sample surface due to wear. In the following sections, we discuss 
common probe models, their parameters, and simulated FI curves, to get insight in how 
the selection of the probe impacts the simulation of FI curves.  
 
Figure 5.4: Five probe profiles obtained from the probe reconstruction 
method, showing large variations. Manufacturer specified probe radii range 
between 7 and 12 nm. 
  
100 
 
 
Figure 5.5: a) Probe profiles and b) simulated FI curves of several 
representative analytical models including a cone model, a worn-cone model, a 
sphere model, and a paraboloid model.   
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To understand the difference of common analytical models and their FIs, we 
constructed several probe profiles using models with the same set of parameters, and 
simulated FIs of these profiles respectively. Figure 5.5 shows a) profiles and b) simulated 
FI curves of common models including, a cone model, a worn-cone model, a sphere 
model, and a paraboloid model. These models have equivalent radii of 30 nm, or semi-
vertical angle . The profiles were constructed from analytical models with 
resolution of  = 0.1 nm, and the FI curves were simulated using the constructed 
profiles.   
The classic Hertz model describes the mechanical contact between a rigid sphere 
and an elastic half space, and approximates the sphere as a paraboloid of the same 
equivalent radius when the indentation is much smaller than the radius. The 
approximation simplifies the force-indentation curve to a power-law function. However, 
the difference between the sphere and paraboloid profiles and their FI curves has not 
been sufficiently discussed, as well as the error margin introduced by this simplification.  
Shown in Figure 5.5a, the difference between a sphere and a paraboloid of the 
same equivalent radius was minimal at small contact radii, such as when height to probe 
apex is less than 10% of the probe radius. Along with increasing contact area, the 
discrepancy between the two profiles becomes larger. The same trend holds in the 
simulated FIs shown in Figure 5.5b, and is consistent with the assumptions in the Hertz 
model, i.e., when the indentation is less than 10% of the probe radius, the paraboloid 
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model provides a close approximation to the sphere model. However, it is not 
uncommon that the Hertz model being applied in scenarios when the contact radius is 
comparable to or larger than the radius of the probe. In these scenarios, the error margin 
in FIs between the sphere and the paraboloid models need to be considered, to 
accurately extraction of surface mechanical properties. We discuss in the following 
section on error margin caused by substituting the sphere model with a paraboloid 
model of the same equivalent radius.    
The worn-cone model is developed to address the intrinsic limitation of the 
sphere model that contact radii cannot exceed the radius of the probe. When the contact 
radius is larger than the probe radius, the contact is beyond the dimension of the sphere 
model, and therefore the sphere model is insufficient to describe the probe profile in 
contact with the surface. The worn-cone model is modified from a sharp cone by 
replacing the sharp apex of the cone with an inner, tangential sphere. The radius of the 
sphere reflects the level of wear on the tip, and the remaining cone represents the probe. 
The apex of the worn-cone model overlaps with the sphere model of the same radius, 
but offers an extension to the contact radius range beyond the probe radius, as shown in 
Figures 5.5a and 5.5b. As such, it is necessary to determine the appropriate indentation 
range for a worn-cone model to substitute a sphere model. We will discuss the worn-
cone model in the next sections.  
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5.3.3 Relative Error from Model Substitution in the Hertz Model 
Most AFM based mechanical characterizations are built off the Hertz contact 
theory, which assumes that the spherical AFM probe is in contact with an elastic surface 
of infinite half-space.   It has been recommended that the Hertz model be used when the 
elastic indentation of the surface is less than 10% of the equivalent radius of the indenter, 
to best describe the relationship between the total deformation of the surface and the 
total force between the probe and the surface.   However, the indentation/radius 
requirement cannot be easily satisfied in laboratories concerned with indentation of soft 
materials, using nanoscale AFM probes. In these situations, it is unsafe to assume that 
the indentation is much smaller than the radius of AFM probe. Consequently, the 
approximation of the sphere model to a paraboloid model requires assessment, to 
understand the error margin of such substitution. We have shown in previous 
discussions that the difference between a sphere model and a paraboloid model of the 
same equivalent radius increases with the contact radius. The difference is related to 
both the probe radius and the indentation. In this section, we further discuss the error 
between the two models for several difference scenarios:  1) small indentation with 
probes of less than 20 nm probes, representing contact model AFM indentation ranges; 
2) indentation comparable to the probe radius, representing force-indentation curves 
ranges using small probes; and 3) probes with µm radius, relating to force-indentation 
experiments with colloidal probes.   
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We simulated force-indentation curves for the probes of a range of radius and 
indentation, based on paraboloid models and sphere models.  Using the same set of 
indentation and radius values, the difference between the normalized forces are 
calculated and converted into percentage difference of the paraboloid model, using 
equations discussed in the experiment sections. The error margin was then plotted as a 
function of equivalent radius and indentation, shown in Figure 5.6 and Figure 5.7.  
The error margin is defined as the relative difference between the normalized 
forces to generate the amount of indentation using the paraboloid model and the sphere 
model.  
        [5.6] 
A positive error implies that for the normal force is higher for the paraboloid 
model than the sphere model. Because the stiffness of the contact can be extracted by 
, for a positive error the estimated modulus is lower when a paraboloid 
model is used than a sphere model. On the other hand, a negative error means the 
estimated modulus is higher due to the paraboloid-sphere substitution.  
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Figure 5.6 shows an error map where the relative difference in normalized forces 
between a sphere model and a paraboloid model, of the same sets the same set of radius 
and indentation for radius range 20—50 nm and indentation range 0—30 nm, 
representing the scenarios when a nanoscale AFM probe indents on a compliant sample 
 
Figure 5.6: A representative error map shows relative difference in 
normalized forces between sphere and paraboloid models, plotted as a function of 
indentation (x axis) and probe radius (y axis), for radius range 20 – 50 nm and 
indentation range 0 – 30 nm. White lines show error margin values between 0.02 
and 0.12 (2% and 12%), as marked respectively. A positive value implies that the 
paraboloid model gives higher normalized force compared with the sphere model 
of the same equivalent radius. 
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with medium stiffness. We observed 0 – 15% error margins on the map. The error 
margin increases with an increasing indentation and decreasing probe radius, and the 
largest error margin occurs at the lower end of the radius 20 nm. There is about 15% of 
error for 20 nm of radius and 30 nm of indentation. For a probe with 50 nm radius, only 
about 6% error exists between the sphere and the paraboloid model.  When the 
indentation is less than 10% of the radius, the difference is less than 1%, indicating a 
close approximation of the two models. It also suggests the substitution of sphere model 
with a paraboloid model does not introduce significant error into the estimation of 
surface mechanical properties. Moreover, the graph also shows that more than 5% of 
error may have been introduced in the substitution of surface modulus estimation, when 
indentation is as large as 50% of the probe radius. 
Additionally, when the radius remains, a high indentation gives more positive 
error than a low indentation. This is caused by the greater discrepancy in both the 
profiles and normalized forces between the two models shown in Figure 5.5. On the 
other hand, for the same indentation, the error decreases when the probe radius 
increases, indicating that the indentation to radius ratio is a more consistent value to 
relate with the error margin.   
In another example, colloidal probes have been used due to the ease in 
measuring the shape of the probe for macro-scale probes-usually a silica or glass sphere 
of radius between 1 and 10 μm attached to an AFM cantilever, with the advantage easy 
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characterization of the tip geometry. The large probe radius increases the contact area, 
and enhances resolution in indentation and FI curves. The Hertz model commonly 
applied for characterizing FIs in colloidal probes microscopy, when adhesion is not 
significant in between the probe and the surface. 
 
 
Figure 5.7: A representative error map shows relative difference in 
normalized forces between a spherical colloidal probe and a paraboloid model, 
plotted as a function of indentation (x axis) and probe radius (y axis) , for radius 
range in 1 – 10 µm and indentation range in 0 – 500 nm. White lines show error 
margin values between 0.005 and 0.04 (0.5% and 4%), as marked respectively. A 
positive value implies that the paraboloid model gives higher normalized force 
compared with the sphere model of an equivalent radius. 
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Figure 5.7 plots the error of normalized forces between a sphere model and a 
paraboloid model, using common colloidal probe parameters such as a radius within 1 – 
10 μm, and indentation in  a range of 0 – 500 nm. In the whole map, indentation is less 
than 5% of the probe radius and error is less than 1%. This indicates that substitution 
does not introduce significant error compared with nanoscale AFM probe, and is 
consistent with the error map in Figure 5.6 for nanoscale AFM probes. However, the 
accurate characterization of colloidal probe could be complicated due to adhesion force 
and other surface forces involved in the interaction between surface and the colloidal 
probe.  
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5.3.4 Worn-Cone Model and Dimensions 
 
 
Figure 5.8: a) Schematic representation of the construction of a worn-cone 
model, using a cone (semi-vertical angle ) and a sphere (radius R). b) Over-
lapped worn-cone profiles with a semi-vertical angle   and a series of 
radius between 0 and 100 nm. Radii include 0 nm (blue), 10 nm (yellow), 20 nm 
(chrome), 30 nm (cyan), 40 nm (red), 50 nm (green), 100 nm (black).  
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Table 5.2: Simulated indentation boundary of partial sphere and cone in worn-
cone models (semi-vertical angle ) 
Radius (nm) 5.0 10.0 20.0 30.0 40.0 50.0 100.0 
Indentation (nm) 5.3 14.6 30.8 47.3 63.9 80.6 165.0 
 
 
  
 
 
 
 
 
 
Figure 5.9: Normalized FI curves of worn-cone models with a semi-vertical 
angle  and a series of radius between 0 and 100 nm. Radii include 0 nm 
(blue), 10 nm (yellow), 20 nm (chrome), 30 nm (cyan), 40 nm (red), 50 nm (green), 
100 nm (black).  
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During AFM scans, an  AFM probe moves on the surface move both laterally to 
collect images and vertically to provide depth related analysis of the surface properties. 
The apex of the AFM probe is subject to wear that may significantly change the shape 
and size of the probe, and it is common to observe large variations from manufacturer’s 
specifications.[193] Though it has been argued that less than 10 nN of normal force 
during the engagement could reduce probe tip fracture, an increase in radius after the 
initial contact with the sample surface is likely unavoidable, possibly caused by fracture 
of the probe during the initial contact with the surface.[188, 189] Therefore the 
manufacturer specified probe radius should not be used indiscriminately.  
Knowledge of the probe shape is, however, critical for the correct analysis of 
surface mechanical properties, regardless of the probe model selected. As shown in 
Figure 5.8a, a worn-cone model is constructed by replacing the apex of a cone using a 
partial sphere tangential to the inside of the cone. Then the wear of the tip can be 
simplified as the increase of sphere radii at the apex of the same cone model.  To date, 
however, the impact of tip wear in the worn-cone model has not received sufficient 
attention. Such study is helpful in 1) determining the indentation range where the more 
complicated worn-cone model is necessary, and 2) understanding the impact of probe 
wear to simulated FI curves.  
Figure 5.8b shows simulated curves of normalized force as a function of 
indentation, of a series of worn-cone models with the different radii ranging between 0 
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and 100 nm. The probe profiles have been aligned at the apex of each curve, containing 
both the sphere part and the cone part of the curve. There is dramatic difference between 
the curves in both the probe profiles and the corresponding simulated force curves. We 
also show a model transition boundary to illustrate transition from a partial sphere to a 
cone in the worn cone models. The boundary between the sphere and the cone shape 
has been included in Figure 5.8b, and it is clear that the radius of the tip apex changes 
the height of the probe. Without knowing the probe radius or the range of the radius, the 
application of Hertz theory and substitution of a sphere by a paraboloid may be 
challenging in worn cone models, as it can introduce significant error in the calculated 
mechanical properties.  
The correct interpretation of FI curves benefits from the results of two separate 
analyses: 1) the identification of appropriate indentation ranges for applying the Hertz 
model, and 2) the analysis of error margin arising from radius variations due to probe 
wear during the scanning process. In Figure 5.9a, when the curves are below the 
boundary line, the effect from the conical section of the profile does not play a role in 
interacting with the surface mechanically, therefore the force-indentation curve can be 
treated as spheres and employ the Hertz contact model. In Table 5.2, the indentation 
limits of the sphere part in Figure 5.9a, below which only the Hertz contact model is 
necessary, are calculated and listed for a cone with semi-vertical angle . The 
top row shows the radii of different level of wear, and the second row list the converted 
  
113 
indentation limit for each radius. In Figure 5.8b, for each force-indentation curve, if the 
indentation is smaller than the corresponding indentation limit, the curve can be safely 
using the Hertz model. A more complicated model is necessary to accurately simulate 
the force-indentation curve, if indentation is larger than the limits provided in the table. 
In addition, the indentation limit increases with the sphere radius, i.e., the levels of tip 
wear.  In the representative case we are showing in Figure 5.9 and Table 5.2, the 
indentation limitation is 5 nm for tip radii larger than 5 nm, and 30 nm for tip radii 
larger than 20 nm, which will guide further analysis on radius uncertainties.  
Furthermore, from Figure 5.9, it is clear that changes in the apex radius significantly 
change the simulated FI curves, although the profiles were developed from the same 
cone model, with various level of wear. The results were consistent with simulations 
using an analytical approach.[194] Therefore, the selection of the apex radius in the cone 
model requires caution and the models are not interchangeable.   
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5.3.5 Experimental Force-Indentation Curves 
 
 
Figure 5.10: a) Representative FI curve collected on PS. The curve was fitted 
using a sphere model (R = 20 nm, blue), a paraboloid model (R = 20 nm, red), and a 
reconstructed probe profile (black).  b) Representative FI curve collected on a LDPE 
sample. The curve was fitted using a sphere model (R = 30 nm blue), a paraboloid 
model(R = 30 nm, red), and a reconstructed probe profile (black).   
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To assess the practical implications of our analyses, we applied the previously 
discussed models to several different materials. Specifically, force-indentation curves 
were obtained on three samples with different magnitude of Young’s modulus: 
Polystyrene at around 2.0 GPa, low density poly ethylene copolymer (LDPE) at around 
0.1 GPa, and polydimethylsiloxane (PDMS) at 2~4 MPa. We assume the Poisson's ratio ν 
= 0.4 for polymeric samples.[195] 
Representative fitting results using the reconstructed and analytical models are 
presented in Figure 5.10. As previously discussed, in the indentation range of 0—30 nm, 
the construction of worn models is not necessary for probe radii larger than 20 nm. 
Therefore, sphere and paraboloid models were used in the fitting. Figure 5.11a shows 
the results of fitting on the PS sample. We found that the best fit results were provided 
by an equivalent radius of 20 nm for both the paraboloid and sphere models. 
Meanwhile, there is no significant difference between the analytical models and the 
reconstructed model.  The calculated Young’s modulus were around 1.0 GPa, i.e., very 
close to the range of the manufacturer specification. The difference between the 
simulated FI curves was within the noise level of the recorded FI curve.  Figure 5.10b 
shows the fitting results on a LDPE sample. Similar to Figure 5.10a, the best fitting 
results gave radii of 30 nm in both the sphere and the paraboloid models. The stiffness of 
the LDPE sample calculated is 0.1 GPa, which also is within the provided stiffness value 
by the manufacturer.    
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Fitting results using cone and worn-cone models on a PDMS sample are shown 
in Figure 5.11. In the worn-cone model, because the top angle of the cone is not impacted 
by wear of the apex, the value was selected using manufacture specifications. A cone 
model with no apex wear and worn-cone models with 10-50 nm apex radii are generated 
for the fitting. The best fit was found with 20 nm radius and 2.85 MPa Young’s modulus. 
These values are consistent with the SEM image of the probe and the modulus values 
fall within the expected range of PDMS modulus (2.0~ 4.0 MPa). We note that, for large 
 
Figure 5.11: Representative FI curve collected on a PDMS sample. The curve 
was fitted using a worn-cone model (R = 20 nm, black), and a cone model with two 
Young’s modulus values (3.5 MPa, blue, and 4.0 MPa, red).  
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indentations, such as larger than 200 nm on a PDMS sample, it is not appropriate to 
apply a simple sphere or paraboloid model to describe the interaction, due to the 
limitations of the models. 
 
5.3.6 Relative Error from Probe Wear 
The AFM scanning changes the probe apex radius, due to wear, fracture, and 
electrochemical processes, and therefore the increase in probe radius needs to be 
considered when calculating the surface modulus. The radius variation, together with 
the error margin from model substitution discussed above, provides a closer estimation 
of the errors evolved in modulus calculation.  It has been discussed in other literatures 
that probe wearing leads to an increase of around 20% probe apex radii in the first 
several contact-model scans (10 mm in sliding distance) at about 10 nN normal 
force.[172, 189, 196] we choose a 20% increment in the probe radius for the purpose of 
demonstration.     
We simulated FI curves for the probes of a range of radius and indentation. 
Using the same indentation depth, the sphere has a 20% larger radius value to reflect the 
uncertainty in wear-related radius increases. The difference between the normalized 
forces are calculated and converted into a relative difference of the paraboloid model, 
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using equations discussed above. The error margin was then plotted as a function of 
equivalent radius and indentation, shown in Figures 5.12.  
 
The error margin is defined as the relative difference between the normalized 
forces to generate the amount of indentation using the paraboloid model and the sphere 
model.  
 
Figure 5.12: A representative error map shows relative difference in 
normalized forces between worn-cone and paraboloid models, combined with a 20% 
increase in the radius for the worn-cone model. A positive value implies that the 
paraboloid model gives higher normalized force compared with the worn-cone 
model. The maps provide error mapping for radius in 20 – 50 nm and indentation 
range of 0 – 30 nm. 
 
 
  
119 
     [5.7] 
A positive error implies 1) that the normalized force is higher for the paraboloid 
model than for the sphere model, and conversely 2) the estimated modulus is lower 
when a paraboloid model is used instead of a sphere model. A negative error reflects a 
lower normalized force and a higher estimated modulus. 
Figure 5.12 shows an error map where the relative difference due to model 
substitution combined with wear-relative radius increase, for a radius range from 20 to 
50 nm and an indentation range from  0—30 nm, representing the scenarios encountered 
when the nanoscale AFM probe indents on a compliant sample with medium stiffness. 
We observed relative error margins between -10% and 5% overall. The error margin 
increased with an increasing indentation and decreasing probe radius. The largest error 
margin occurs at the lower end of the radius 20 nm. There was a relative error of about 
5% for 20 nm of radius at 30 nm of indentation. For a 50 nm indentation, the error 
decrease from 5% to -10% as the radius increases.  Overall, the graphs show that the 
error from substitution of sphere to paraboloid leads to a positive error in the 
normalized forces, and the wear-related radius increases in the sphere cause a negative 
error in the normalized force. Therefore, the estimation of surface modulus should 
include considerations on both the substitution effect and the error from the changes in 
radius for a quantitative assessment.  
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5.4 Conclusions 
Experimentally and analytically obtained AFM probe apex profiles have been 
used to examine the impact of probe profile and the ensuing indentations of a rigid 
probe on surfaces. Specifically, we investigated the selection of analytical probe profiles 
and probe dimensions, and studied the error introduced by uncertainties in the probe 
apex radius, in the determination of surface Young’s moduli. When reconstructing a 
probe apex profile experimentally or analytically, we recommend a height resolution 0.5 
nm for apex heights of more than 5 nm.  
It is common to approximate the probe apex by substituting a sphere model with 
a paraboloid model, with an equivalent probe radius, for small indentations. Our results 
revealed, however, that the substitution underestimates the reduced Young’s modulus 
of the surface. We also provide error mapping of normalized forces, referenced to the 
probe radius and indentation, for several common scenarios, including, but not limited 
to, contact-model scan, force-indentation curves, and experiments using colloidal 
probes. When the indentation depth is less than 10% of the probe radius, we showed 
that the relative error in normalized force is less than 1%. However, when the 
indentation is larger than 10% of the probe radius, the relative error becomes more 
important and may need to be included in the calculation of surface mechanical 
properties. Furthermore, our simulation results showed that experimentally obtained 
probe profiles only provide marginal improvement in calculating surface Young’s 
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moduli for small indentations. However, we show that the description of large 
indentations on soft surfaces, requires a hybrid worn-cone model, instead of a cone 
model. 
Finally, we discussed and modeled the wear-related probe radius increase and 
analyzed its impact on normalized forces. Large, wear-related variations in the probe 
profile and apex radius were found through probe reconstruction. When including both 
wear and model substitution, we observed that the relative error in the normalized 
forces was negative at low indentation values, gradually becoming positive with 
increasing indentation. This suggests that a mere adoption of the manufacturer 
specifications of probe apex dimensions is insufficient for the calculation of the surface 
Young’s modulus, and  that quantitative mechanical characterization using AFM 
requires accurate understanding of the probe apex profile and its wear rate. 
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6. Summary and Perspectives 
In this dissertation, some new developments towards a more detailed 
understanding of conformational and mechanical properties of thin, organic films on 
surfaces are presented.  
6.1 Summary 
First, we developed a novel approach to evaluate neutron reflectivity data and to 
simulate the conformational structure for thin stimulus-responsive polymer brushes, 
end-grafted to a flat surface. Here, we used a molecular-based lattice mean-field theory, 
augmented with an extension that enables a physical description of the reverse solubility 
displaced by the polymer to model segment density profiles, where model parameters 
were obtained experimentally. Specifically, we determined the structure of a thermally-
responsive random copolymer brush using NR at different temperatures and in different 
solvent contrasts. The approach and fitting results required fewer fitting parameters, 
and captured self-consistently with the thermal response of the sample.  
Second, we demonstrated the capability of force-modulation microscopy in 
imaging surface-grafted, organic thin films in aqueous environments, with high spatial 
resolution and sensitivity to conformational details that affect the contact mechanics. In 
particular, we developed a parameter-selection approach that allows for reliable FMM 
image data interpretation, which entails the determination of the minimum contact force 
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necessary, at a certain excitation frequency, to establish a linear response in the contact 
regime. On self-assembled thiol monolayers, FMM experiments were highly sensitive to 
the differences in the surface elastic properties arising from subtle differences in the 
molecular packing of the EG3-thiols on the substrate surface. In another example, FMM 
generated high contrast images of proteins end-grafted to gold substrates, and reflected 
the expected contact stiffness differences.   
Third, we examined impact of AFM probe apex profile on the determination of 
Young’s moduli of soft materials on surfaces, based on force-indentation curves 
collected using AFM probes with nanoscale probe radius values. We simulated the 
force-indentation curves using analytically- and experimentally-obtained probe apex 
profiles, with the aid of the Sneddon model. To this end, we found that the detailed 
characterization of probe apex profiles, using probe-reconstruction techniques, provided 
only marginal improvement in calculating surface reduced Young’s modulus, for small 
indentation ranges, compared with an analytical sphere or paraboloid model with 
appropriately selected probe radius values. For large indentation, e.g. larger than the 
probe radius, on soft surfaces, a hybrid worn-cone model is appropriate for the 
calculation of surface Young’s modulus. Additionally, we rendered maps of estimated 
errors arising from the sphere-paraboloid model substitution at small indentations and 
from the probe wear during AFM scanning. 
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6.2 Perspectives 
6.2.1 Conformation of Diblock Stimulus-Responsive Polymer Brushes 
Diblock SRPs brushes, i.e. blocks with orthogonal stimuli-responsiveness, offer 
additional flexibilities in tuning surface properties. However, the characterization of 
conformational details of thin materials is still challenging, because of the resolution of 
the current techniques and inadequate knowledge about the interfaces between blocks.   
We have shown that the new NR data evaluation method provides a physically-
realistic approach to revealing the details of conformation and conformational response 
of single block SRP brushes. This method opens opportunities in a more detailed 
investigation of conformation double block polymer brushes. With NR, the 
conformation of polymers beneath the surface maybe characterized with high 
resolution. The deuteration of hydrogen atoms enables more focused investigation of the 
arrangement of the carbon chain, by using contrast-matched solutions mixtures of H2O 
and D2O. However, a successful characterization of diblock copolymers requires high 
level of control over the surface roughness, thickness, and grafting density of both 
blocks. 
6.2.2 Conformational Mechanics of Surface-Grafted, Thin, Organic 
Layers in Solution  
 Substrate-grafted SRP thin films exhibit alterations in volume and surface 
physico-chemical properties in response to the presence of external stimuli, such as 
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changes in temperature, pH, ionic strength, or solvent composition. The volumetric 
response of surface-grafted SRP films results from equilibrium between the favorable 
solvation process of polymer chains in solvent and the resistant forces that restrain chain 
stretching within the polymer matrix.[197]  
The changes in solvent conditions trigger the response of the SRP films. For 
example, polymer chains adjust their spatial conformations to accommodate the changes 
in the interactions between polymer chain segments and the solvent, to eventually reach 
a new minimal-free-energy state. The question of how the solvent conditions affect the 
mechanical properties of the polymer films need to be addressed in more details.  
Our recent progress in mechanical mapping using FMM focused on low-force, 
high sensitivity mapping of contact stiffness. The ability to perform FMM at low forces 
in aqueous media assists further studies on how the solvent conditions such as ionic 
strength affect the mechanical properties of substrate-grafted SRP materials. Meanwhile, 
a more complex modeling of the contact should include the deconvolution of the 
viscoelasticity of the layers, effects from the polymer-substrate interface, and liquid 
damping effects. 
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