Let Y be a Calabi-Yau complete intersection in a weighted projective space. We show that the space of quadratic invariants of the hypergeometric group associated with the twisted I-function is one-dimensional, and spanned by the Gram matrix of a split-generator of the derived category of coherent sheaves on Y with respect to the Euler form.
Introduction
Let q = (q 0 , . . where x = x−⌊x⌋ is the fractional part of x. This is an element of the ring α C[P α ] α /(P µα α ) α , which is isomorphic to the orbifold cohomology of P as a vector space. See Section 2 for the definition of ρ α ∈ Q and µ α ∈ N. The twisted I-function I P,Y contains the information of twisted Gromov-Witten invariant of the bundle O P (d 1 ) ⊕ · · · ⊕ O P (d r ) → P through the twisted J-function [CCIT09] .
The components of the twisted I-function span the space of solutions of the hypergeometric differential equation k . The local system L red defined by H red is irreducible, and its rank Q red is smaller than the rank Q of the local system L defined by H. The irreducible system L red supports a pure and polarized variation of Hodge structures, whose Hodge numbers are computed by Corti and Golyshev [CG11, Theorem 1.3] .
The mirror of Y is identified by Batyrev and Borisov [BB96] as the family of toric complete intersections whose affine part is given by the variable t is the parameter of the family, and S 1 ⊔· · ·⊔S r = {0, 1, . . . , N} is a partition of {0, 1, . . . , N} into r disjoint subsets such that d k = i∈S k q i . The period integral
for a middle-dimensional cycle γ ∈ H n (X t ) satisfies the irreducible hypergeometric differential equation H red I = 0. Define the hypergeometric group H q,d as the subgroup of GL(Q, Z) generated by
are the characteristic polynomials of the monodromy of (1.3) at infinity and zero respectively. If the system is irreducible, then a result of Levelt [Lev61] states that the monodromy group is conjugate to the hypergeometric group H q,d . Although the system L is reducible and one can not apply the result of Levelt directly, we can show the following:
Theorem 1.1. For any sequences q = (q 0 , . . . , q N ) and d = (d 1 , . . . , d r ) of positive integers satisfying
the monodromy group of (1.3) is conjugate to the hypergeometric group H q,d
An element h ∈ H q,d acts naturally on the space of Q × Q-matrices by
where h T is the transpose of h. The following is a corollary of Theorem 1.1:
The space of Q×Q-matrices invariant under the action of the monodromy group H q,d of (1.3) is one-dimensional and spanned by the Gram matrix
of the split-generator
with respect to the Euler form. This theorem is closely related to the works of Horja [Hor, Theorem 4 .9] and Golyshev [Gol01, §3.5], which goes back to Kontsevich [Kon98] . The main difference from their works is that we work with the reducible system L which contains solutions not coming from period integrals on the mirror manifold. Although the geometric meaning of these extra solutions is unclear, Theorem 1.1 shows that the monodromy of the reducible system is controlled by the derived category of coherent sheaves on Y just as in the case of the irreducible system.
The organization of this paper is as follows: The proof of Theorem 1.1 is given in Section 2. The essential step is to show the existence of a cyclic vector for the monodromy around the origin, which satisfies additional condition with respect to the monodromy at infinity. The uniqueness of the invariant of the hypergeometric group is shown in Section 3, and the invariance of the Gram matrix of the split-generator with respect to the Euler form is shown in Section 4. In Section 5, we discuss the relationship between the Gram matrix in Theorem 1.2 and the Stokes matrix for the quantum cohomology of the weighted projective space.
Monodromy of hypergeometric equation
We prove Theorem 1.1 in this section. Let h 0 , h 1 and h ∞ be the global monodromy matrix of the hypergeometric differential equation (1.3) around the origin, one and infinity with respect to some basis of solutions satisfying h 0 · h 1 · h ∞ = 1. Recall that a vector v ∈ C Q is said to be cyclic with respect to h ∈ GL(Q, C) if the set {h i · v}
The following lemma is used by Levelt [Lev61] to compute the monodromy of hypergeometric functions (see also Beukers and Heckman [BH89, Theorem 3.5]).
Lemma 2.1. Assume that there exists a vector satisfying
which is cyclic with respect to h 0 . Then the monodromy group of (1.3) is isomorphic to
Proof. The condition (2.1) shows that the action of h 0 and h
∞ with respect to the basis {h
The last line is determined by the characteristic equations
Remark 2.2. Even if there is no vector satisfying (2.1) which is cyclic with respect to h 0 , one can consider the subspace generated from any vector satisfying (2.1) by the action of h 0 , and the resulting matrix presentation the monodromy action with respect to {h
will be given by (1.7) and (1.6). Since {h
is not a basis but only a generator in such a case, this matrix presentation is not unique.
Hence the proof of Theorem 1.1 is reduced to the following: Proposition 2.3. There exists a vector v in the space of solutions of (1.3) which is cyclic with respect to h 0 and satisfies (2.1).
The rest of this section is devoted to the proof of Proposition 2.3. The hypergeometric differential equation (1.3) has regular singularities at t = 0, ∞ and λ where λ = Then the local exponents are given by
. . , N, a = 0, . . . , q ν − 1 at z = 0, and 0, 1, 2, . . . , Q − 2, n − 1 2 at z = 1.
be the characteristic exponents of (1.3) at z = 0 so that
Let further
be the multiplicity of the exponent ρ α and put
We remark that µ p = N + 1. For the quantity defined by
the following relation holds
Let us introduce the matrices
where J i,± are i × i matrices defined by
A series solution to (1.3) at the origin can be obtained by the Frobenius method:
Lemma 2.4. A basis of solutions to (1.3) can be obtained as the coefficient of P i α for α = 1, . . . , p and i = 0, . . . , µ α − 1 in the Γ-series in (1.2). Solutions to the irreducible equation
Proof. Let
be the Γ-series in (1.2) considered as a formal power series in P α and log t. A direct calculation shows
where the right hand side is proportional to P µα α , so that the coefficients of P i for i = 0, 1, . . . , µ α − 1 give solutions to the hypergeometric equation (1.3).
Alternatively, one can also argue as follows: For the set of poles Π α = {w ∈ C :
with s = (−1) Q t gives us a solution that is the P µα−1 α part of (1.2). This can be seen from the following calculation
To get a solution with P µα−2 α part of (1.2) we choose
for some a ∈ [0, q ν 1 − 1] and calculate 1 2πi Πα (−1)
In this way we increase the number of Γ-factors in the denominator. The factor Γ(q ν w) multiplied by a function sin (πqν w) π (−1) qν w with period 2πi gives
. Thus we obtain a µ α tuple of Mellin-Barnes integral solutions to (1.3) that are linear combinations of (1.2). To get (1.2) solutions from the Mellin-Barnes integral solutions we need only to solve a system of linear equations determined by a µ α × µ α upper triangle matrix with non-zero diagonal entries.
As for the statement on the solutions to the irreducible operator H red we shall consider the Mellin-Barnes integrals
whose poles w ∈ Π α are atmost of order µ α − ν α . On calculating its residues, we obtain a subspace of solutions to (
This immediately gives the following:
Corollary 2.5. There is a basis
of solutions to (1.3) such that the monodromy around s = 0 is given by
Proof. Assume that X σ i (z) is holomorphic at z = 1. Since X σ i (z) is a solution to (1.3), its only possible singular points on C are z = 0 and 1, so that z −ρ i X σ i (z) is in fact an entire function. Since (1.3) has a regular singularity at infinity, X σ i (z) has at most polynomial growth at infinity. This implies that z −ρ i X σ i (z) is a polynomial, which cannot be the case since the series (1.2) defining X σ i (z) around the origin is infinite.
Proof. We prove the following stronger result; Y i has a series expansion
. . , Q − 1, and Y Q (z) has the series expansion
when n is even, and
when n is odd. Since Q − 2 is the largest exponent, one can find a series solution
Then one can remove a common factor in (1.3) from the left to obtain a differential equation, whose set of local exponents at z = 1 is given by 0, 1, . . . , Q − 3, n − 1 2 . Now Q − 3 is the largest exponent, and one can find a series solution (z) , . . . , Y Q (z)) around z = 1 so that the connection matrix
is given by
where c σ i = 0 for any i = 1, . . . , p.
When n is odd, the monodromy of Y Q around s = 1 is given by
The second term is holomorphic at z = 1 and can be expressed as a linear combination of Y 1 (z), . . . , Y Q−1 (z). Hence the monodromy around z = 1 is given by
where
When n is even,
so that the monodromy around z = 1 is given by
Note that the monodromy of Y (z) around z = 0 is given by
By a straightforward calculation, we have the following:
Proposition 2.9. The monodromy matrices h 0 , h 1 and h ∞ around z = 0, 1 and ∞ with respect to the basis Y (z) of solutions of (1.3) are given by
Lemma 2.10. Let v = (v 1 , . . . , v Q ) T be a column vector and define a Q × Q matrix by
Then one has
Proof. Let T (α, j) ∈ SL Q (C) be the block diagonal matrix defined by
is a lower-triangular matrix whose i-th diagonal component for σ α−1 < i ≤ σ α is given by
T is a cyclic vector with respect to h 0 if and only if the condition 
Then the components of the matrix This concludes the proof of Theorem 1.1.
Invariants of the hypergeometric group
We prove the following in this section: 
Proof. Let X be a Q × Q matrix invariant under the hypergeometric group H q,d , so that
. Let e 1 = (1, 0, . . . , 0) T be the first coordinate vector. Since {(h
spans C Q , X ij is determined by the H q,d -invariance once we know X i1 for i = 1, . . . , Q. Put
and consider (3.1) for h = h 1 . Since
the first column of (3.1) reduces to
for 2 ≤ i ≤ Q. If n = N − r is even, then (3.3) implies
so that the space of H q,d -invariants is at most one-dimensional. If N + r is odd, then (3.3) gives
the j-th column of (3.1) gives
for 2 ≤ i ≤ Q. Since (h 1 ) j1 = 0, one obtains
for 2 ≤ i ≤ Q, so that the space of H-invariants is at most one-dimensional also in this case.
Coherent sheaves on Calabi-Yau complete intersections in weighted projective spaces
We prove the H q,d -invariance of the Gram matrix in Theorem 1.2 in this section. The proof is closely related to the discussion of Golyshev [Gol01, §1] , although the use of the right dual collection (F i ) Q i=1 seems to be new. Let Y be a smooth complete intersection of degree (d 1 , . . . , d r ) in the weighted projective space P = P(q 0 , . . . , q N ). We use the Koszul resolution
be the full strong exceptional collection on D b coh P given as
and (F 1 , . . . , F Q ) be its right dual exceptional collection characterized by the condition Ext k (E Q−i+1 , F j ) = C i = j, and k = 0, 0 otherwise.
The Euler form on the Grothendieck group K(P) defined by (1.1) is neither symmetric nor anti-symmetric, whereas that on K(Y ) is either symmetric or anti-symmetric depending on the dimension of Y . The bases
of K(P) are dual to each other in the sense that χ(E Q−i+1 , F j ) = δ ij .
We will write the restrictions of E i and F i to Y as E i and F i respectively. Unlike
are not bases of K(Y ), and their images in the numerical Grothendieck group are linearly dependent. Put
and let (a ij ) Q i,j=1 be the transformation matrix between two bases
We prove the following in this section:
Proposition 4.1. X is an invariant of the hypergeometric group H q,d .
We divide the proof into three steps.
Then X is invariant under the action of h = (h ij )
Proof. Since an autoequivalence Φ induces an isometry of K(Y ), one has
are not linearly independent, the choice of h in Lemma 4.2 is not unique. 
is given by h 0 ;
Proof. Since tensor product with O(−1) commutes with restriction, it suffices to show
are dual bases, this is equivalent to
Recall from (1.7) that (h
which is obvious. Equation (4.1) for i = Q gives
which is O P (−1) times the relation
coming from the exact sequence
where V is a graded vector space such that P = Proj(Sym * V * ).
Lemma 4.5. The action of the autoequivalence of D b coh Y given by the dual spherical twist T
Proof. Recall that for a spherical object E and an object F , the dual spherical twist T ∨ E F of F along E is defined as the mapping cone
of the dual evaluation map. Since the induced action on the Grothendieck group is given by the reflection
it suffices to show that
r (B Q−i+1 − A Q−i+1 ) i = 1 and j = 1. Equation (4.2) for j = 1 is obvious, and that for i = j = 1 follows from
and X 11 = 0 n is odd, 2 n is even.
To prove (4.2) for i = 1 and j = 1, one can use
where we have used (1.8) in the last equality.
Mirror manifolds and Stokes matrices
In this section, we discuss the relation between the Gram matrix in Theorem 1.2 in the case when Y is a hypersurface and the Stokes matrix for the quantum cohomology of the weighted projective space. By [CLCT09, Corollary 1.8], the quantum differential equation for the small J-function of P is given by
where t 1 is the flat coordinate associated with the positive generator of H 2 (P; Z) ⊂ H * orb (P; C) and z is the quantization parameter. It follows that the stationary-phase integrals
span the identity component of the space of flat sections of the first structure connection, where f is the function
is a basis of flat sections of the local system whose fiber is the relative homology group
The function f has Q critical points 
On the other hand, Picard-Lefschetz formula (see e.g. [Pha85, Ebe87, AGZV88]) gives
times the intersection number of vanishing cycles γ i and γ j . This shows that
Simultaneous multiplication x i → αx i by a constant α ∈ C × induces an isomorphism from f −1 (s) at e t 1 = a to f −1 (αs) at e t 1 = α Q a, so that the period integral I i (s; t 1 ) depends only on the ratio of s Q and e t 1 ;
Here, the factor Q Q is chosen so that the critical values s = f (p i ) go to t = λ. For any fixed value of t 1 , the function I i (s; t 1 ) is holomorphic at s = 0 and has singularities at s = ∞ and the critical values s = f (p i ). On the other hand, the function I i (t) satisfies the irreducible hypergeometric differential equation H red I i (t) = 0 and has singularites at t = 0, λ and ∞. The singularities of I i (t) at t = 0 and λ come from those of I i (s; t 1 ), whereas the singularity at t = ∞ comes from the Q-fold Kummer covering t ∼ 1/s Q . The irreducible local system L red on P 1 \ {0, 1, ∞} associated with H red I = 0 is described by Golyshev [Gol01] as follows: Let ι : Y → P be the anticanonical hypersurface and K be the subgroup of the Grothendieck group K(P) generated by 
Since K(P) is generated by {O P (i)} i∈Z with relations Q i=1 under this isomorphism. Since the intersection form on vanishing cycles is monodromy-invariant, the Gram matrix (γ i , γ j ) ij is an invariant of H q,d so that it must be proportional to (χ(F i , F j )) i,j by Theorem 1.2. The multiplicative constant can be fixed from the fact that the monodromy of L red at λ is the pseudo-reflection by γ 1 and the monodromy of K at λ is the pseudo-reflection by [F 1 ]. If n is even, then the multiplicative constant can also be fixed by noting that (γ 1 , γ 1 ) = 2 = χ(F 1 , F 1 ). It follows that the Stokes matrix is given by S ij = (γ i , γ j ) = χ(F i , F j ) = χ(F i , F j ) + (−1) n χ(F j , F i ) = χ(F i , F j ) for i < j, so that we have the following:
Theorem 5.1. The Stokes matrix (S ij ) Q i,j=1 for the quantum cohomology of the weighted projective space is given by the Gram matrix of the full exceptional collection (F i ) Q i=1 with respect to the Euler form;
S ij = χ(F i , F j ).
(5.2)
