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Resumen. Es sabido que el comportamiento sedentario posee consecuencias negativas para 
la salud y, por lo tanto, alentar a los individuos a evitar este tipo de comportamiento puede 
redundar en la reducción de diferentes indicadores de riesgo. En este trabajo, se evaluaron 
diferentes arquitecturas de aprendizaje profundo para predecir el comportamiento sedentario 
futuro de un individuo a partir de los registros capturados de diferentes sensores disponibles en 
los dispositivos móviles actuales. Se analizaron usuarios con diferentes niveles de gasto 
energético, y se obtuvieron resultados alentadores que demuestran la eficiencia de las 
arquitecturas propuestas. 
1. Introducción 
La definición de comportamiento sedentario ha ido evolucionando a lo largo de los 
años, al mismo tiempo que lo hizo la forma de medirlo. La Red de Investigación del 
Comportamiento Sedentario1 define el comportamiento sedentario como cualquier 
comportamiento caracterizado por un gasto de energía menor o igual a 1.5 MET 
(Matabolic Equivalent of Tasks, Equivalente Metabólico de Tareas) mientras se está 
sentado o reclinado [1]. MET mide la intensidad de una actividad en múltiplos del 
gasto energético en reposo. Ejemplos de actividades sedentarias son mirar televisión 
(1.0 MET), comer sentado (1.5 MET), jugar videojuegos (1.0 MET) y conducir (1.3 
MET).  
La investigación realizada en el área demuestra asociaciones sólidas y consistentes 
entre el tiempo sedentario y la diabetes, las enfermedades cardiovasculares y la 
mortalidad por todas las causas [2] [3]. Sin embargo, las asociaciones informadas 
fueron en gran medida independientes de la actividad física. Por lo tanto, es 
importante tener en cuenta que el comportamiento sedentario no representa lo 
contrario de la actividad física y que es posible que un individuo tenga niveles altos 
de actividad física moderada a vigorosa (MVPA, por sus siglas en inglés) y 
comportamiento sedentario. En general, se ha demostrado que el tiempo sedentario 
está asociado de forma perjudicial con la salud y con marcadores de riesgo metabólico 
en diversos grupos de población. Además, se ha destacado la importancia de no solo 
estimular la MVPA sino también de reducir el tiempo de sedentarismo, ya que la 
conducta sedentaria es un factor de riesgo para la mortalidad independiente de la 
MVPA [3,4]  
Se han investigado también las asociaciones entre los descansos breves en el 
tiempo sedentario con los resultados metabólicos [5] y con la optimización de las 
                                                          
1 https://www.sedentarybehaviour.org/ 
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operaciones cognitivas [5,6][7][8]. Benatti y Ried-Larsen [9] afirmaron que existe 
evidencia suficiente para demostrar los efectos positivos de romper el tiempo 
prolongado de estar sentado en los resultados metabólicos.  
Los métodos utilizados para medir el comportamiento sedentario se pueden 
clasificar en subjetivos (cuestionarios y diarios de autoevaluación) y objetivos 
(sensores disponibles en dispositivos ubicuos). Los métodos subjetivos están siendo 
superados por las nuevas tecnologías que pueden proporcionar, para todos los grupos 
de la población, información de segundo a segundo sobre la postura, el movimiento (o 
la falta de movimiento) y los patrones dentro y entre días [10]. 
Si bien los dispositivos móviles pueden considerarse como una de las causas del 
comportamiento sedentario[10,11], también ofrecen nuevas oportunidades para 
prevenirlo. Hoy en día, los dispositivos móviles portátiles, como teléfonos 
inteligentes, relojes inteligentes y rastreadores de ejercicios están equipados con una 
amplia variedad de sensores que se pueden usar para la actividad humana y el análisis 
de comportamiento. El uso de métodos objetivos para evaluar el comportamiento 
sedentario está creciendo en popularidad a medida que los costos de los dispositivos 
móviles portátiles disminuyen y son más fáciles de usar. En 2018, el 91% de las 
personas entre 18 y 49 años en los EE. UU poseían un teléfono inteligente2. En este 
contexto, estos dispositivos pueden verse como una oportunidad para desarrollar 
métodos objetivos complejos para medir el comportamiento sedentario.  
Se han implementado muchas aplicaciones para teléfonos inteligentes con el 
objetivo de alertar al usuario cuando se reconoce un comportamiento sedentario 
[11][12][13]. Predecir conductas sedentarias futuras puede ayudar a habilitar 
intervenciones preventivas, como recordatorios y sugerencias para diferentes 
actividades basadas en la Teoría de la conducta planificada (TPB)[13,14]. TPB 
postula que es más probable que un sujeto participe en las intervenciones 
recomendadas para reducir las conductas sedentarias si tales actividades están 
incluidas en sus planes. Siguiendo esta idea, nuestra hipótesis es que si pudiéramos 
predecir en el momento t que un sujeto será sedentario en el tiempo t + 1, podríamos 
recomendar actividades para cambiar su rutina sedentaria a largo plazo. Este tipo de 
intervenciones puede dar lugar a mejores oportunidades para cambiar el 
comportamiento de los sujetos a resultados más saludables.  
En este artículo, se presenta un enfoque novedoso para predecir el comportamiento 
sedentario futuro de un sujeto en términos de su nivel de MET a partir de diferentes 
algoritmos de Deep Learning, basado en la observación de valores obtenidos de 
múltiples sensores de dispositivos portátiles y móviles.  
El artículo está organizado de la siguiente manera. En la Sección 2, se presentan 
los trabajos relacionados. En la sección 3, se describen las arquitecturas propuestas en 
este trabajo para predecir el comportamiento sedentario futuro. En la sección 4, se 
detalla el procedimiento experimental llevado a cabo, describiendo el dataset 
utilizado, las características extraídas del mismo y los resultados obtenidos para los 
casos de estudio seleccionados. Finalmente, en la Sección 5, se exponen las 
conclusiones a las que se arribaron. 
                                                          
2http://www.pewresearch.org/fact-tank/2018/09/28/internet-social-media-use-and-
device-ownershipin-u-s-have-plateaued-after-years-of-growth/ 
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2. Trabajos relacionados  
Los trabajos que buscan resolver el problema de predecir el comportamiento 
sedentario  a futuro, son escasos y hacen suposiciones diversas a la hora de tratar de 
resolverlo.  
Q. He and E. Agu son los únicos dos autores que han propuesto, analizado y 
comparado modelos para la predicción de comportamiento sedentario futuro. A 
diferencia del enfoque propuesto en el presente trabajo,  Q. He and E. Agu determinan 
el nivel de sedentarismo como el porcentaje de registros de actividad estacionarios 
que se tomaron de los datos de actividad física de cada usuario en cada hora, con 
respecto a los demás tipos de registros de actividad (corriendo, caminando, etc.).  
Primero, propusieron un algoritmo de dominio de frecuencia para detectar  
patrones sedentarios recurrentes a partir de los datos de los usuarios. Este trabajo 
buscó ajustar funciones periódicas (seno, coseno) al porcentaje de registros de 
actividad estacionaria de cada hora y de cada usuario, tratando así de identificar los 
patrones subyacentes en su actividad física [15]. 
En un segundo estudio, los mismos autores exploraron la idea de si el contexto de 
un usuario puede ser usado para predecir su comportamiento sedentario futuro. 
Usando regresión logística, fueron capaces de clasificar las variables de contexto de 
cada usuario para predecir si iba a ser ¨muy sedentario¨ en la próxima hora, con una 
precisión de 73.1% y un recall de 87.7% [11]. Paralelamente, propusieron un enfoque 
para descubrir automáticamente los patrones de actividad sedentaria de los usuario 
usando modelos auto-regresivos [16]. 
Finalmente, se enfocaron en detectar los ritmos predominantes de comportamiento 
sedentario modelando los ritmos cíclicos y ritmos lineales expuestos por la filosofía 
de Lefebvre [17]. 
Es importante remarcar que en ninguno de los trabajos anteriormente expuestos se 
toma en cuenta el MET de cada actividad, que es el estándar en el área de la salud 
para decidir si una actividad es sedentaria o no. Consideramos que es muy importante 
tener en cuenta el concepto de MET al momento de diseñar modelos para la 
predicción de comportamiento sedentario, ya que este problema es de carácter 
interdisciplinario, por lo que para que dichos modelos tengan su mayor performance, 
es necesario tener en cuenta, además, los avances de las ciencias médicas. 
Adicionalmente, es importante resaltar que hasta el momento no se han utilizado 
modelos que usen algoritmos de Deep Learning para tratar el problema de la 
predicción del comportamiento sedentario.  
3. Predicción del comportamiento sedentario futuro 
El problema que nos proponemos resolver es el de predecir el gasto de energía que 
tendrá una persona en el futuro en base a datos recolectados de sensores de 
Smartphone. El gasto energético es medido en MET, que es la medida estándar en la 
comunidad científica que estudia la salud en relación con la actividad física. En el 
ámbito de la salud, se ha llegado a un acuerdo entre los investigadores en determinar 
cómo actividad sedentaria a toda aquella actividad cuyo MET asociado sea menor o 
igual a 1,5.  
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En el contexto de este trabajo, se define la predicción del comportamiento 
sedentario futuro (FSBP) como la tarea de decidir si la actividad física de un usuario 
superará o no, en promedio, 1,5 MET en un futuro próximo.  
En el marco del aprendizaje de máquina, al ser el MET un valor continuo, el 
problema a resolver es una tarea de regresión. Dentro de los algoritmos de aprendizaje 
profundo, las Redes Neuronales Recurrentes (RNN), las Redes Neuronales 
Convolucionales (CNN) y las Redes Temporales Convolucionales (TCN) son 
especialmente aptas para el problema a tratar porque los datos registrados de la 
actividad del usuario están organizados en series de tiempo en las que la 
secuencialidad es importante. 
En este trabajo, se buscará predecir el valor de MET para un usuario únicamente en 
la hora siguiente. Es decir, dados los datos de las horas 𝑡 − 𝑛, … , 𝑡 − 2, 𝑡 − 1, 𝑡 se 
utilizarán Redes Neuronales para hallar el gasto energético en el tiempo 𝑡 + 1. 
Nuestro objetivo principal es evaluar la factibilidad de utilizar redes neuronales 
capaces de aprender, a partir de una secuencia de datos de la actividad de un usuario, 
patrones de comportamiento que sean útiles para el problema de FSBP. Además, nos 
interesa evaluar la performance TCN en el contexto del problema a abordar, ya que, 
para tareas de modelado de secuencias, han demostrado superar a las RNN que han 
sido comúnmente utilizadas como punto de referencia en una gran variedad de 
dominios [22]. 
Las TCN son un tipo de CNN [18] que aplican la convolución de una dimensión, 
son causales (es decir, solo consideran información del pasado), utilizan conexiones 
residuales y dilataciones para aumentar el campo receptivo. Las TCN demostraron 
superar ampliamente a las clásicas RNN basadas en GRU o LSTM en los problemas 
típicos como el problema de sumar o de copiar [22]. Además, las TCN han 
demostrado tener más memoria que redes recurrentes de la misma capacidad. Por otro 
lado y no menos importante, las TCN y las CNN en general, poseen la característica 
de ser altamente paralelizables, en contraste con las RNN, por los que el proceso de la 
búsqueda óptima del valor de los hiper-parámetros se realiza de una forma más 
rápida.  
Uno de los hiper-parámetros que varía en las distintas arquitecturas propuestas es 
la cantidad de time-lags utilizados. Los time-lags son la cantidad de información que 
se le da a la arquitectura sobre el pasado. Es decir, si se quiere predecir el gasto de 
energía de un usuario en un tiempo t, y la cantidad de time-lags es 3, el input de la red 
neuronal estará formado por las características (features) de los tiempos t − 1, t −
2 y t − 3.  
En general, los hiper-parámetros a tunear son: tipo de capas utilizadas, cantidad de 
capas, cantidad de unidades por capa, técnica de regularización a utilizar, time-lags a 
utilizar, algoritmo de optimización y la función de pérdida. Además las CNN poseen 
ciertos parámetros que no poseen las demás arquitecturas, como la cantidad de filtros 
por capa o el tamaño del kernel. Más aún, las TCN poseen hiper-parámetros que no 
poseen las CNN: como la cantidad de bloques residuales o la lista de dilataciones. 
Estos últimos hiper-parámetros se tunean de una forma menos aleatoria que los 
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demás, ya que lo que se intenta calcular en este caso es que el campo receptivo sea 
igual o mayor a la cantidad de time-lags. 
En resumen, se evaluarán 4 arquitecturas de redes neuronales: la arquitectura 1 es 
una RNN, la arquitectura 2 es una CNN, la arquitectura 3 es una TCN y la 
arquitectura 4 es una NN. La arquitectura 4 utiliza únicamente información de la hora 
anterior para predecir el valor del MET de la hora siguiente y fue agregada para 
evaluar la utilidad de utilizar un enfoque de modelado de secuencias para FSBP. 
A continuación, la Tabla 1 muestra una descripción de las arquitecturas propuestas. 
En todos los casos se utiliza MSE como función de pérdida, ADAM como algoritmo 
de optimización, 128 la cantidad de épocas y 64 el tamaño de lote.  
Tabla 1 Descripción de las arquitecturas propuestas 
 Arq. 1 Arq. 2 Arq. 3 Arq. 4 
Tipo de capas LSTM x 2 
- FC x 1 
No aplica Conv1D x 1 - Flatten x 















No aplica 1 No aplica No aplica 
Lista de 
dilataciones 
No aplica 1-2-4 No aplica No aplica 
Tamaño del 
kernel 
No aplica 2 2 No aplica 
Número de 
filtros 
No aplica 6 32 No aplica 
FC = Fully Connected 
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4. Evaluación experimental 
En esta Sección, primero se presenta el dataset utilizado para evaluar las diferentes 
arquitecturas propuestas para la tarea de FSBP. Luego, se describe el pre-
procesamiento realizado y las características extraídas del dataset. A continuación, se 
exponen los usuarios del dataset seleccionados como casos de estudio. Finalmente, se 
muestran y se discuten los resultados obtenidos. Para la implementación de las 
arquitecturas se utilizó la librería Keras de Python 3. Los scripts implementados para 
el procesamiento del dataset y el entrenamiento de los modelos se hacen disponibles 
públicamente3.  
4.1. Descripción del dataset 
Para validar la eficiencia de las arquitecturas propuestas fue utilizado el dataset 
StudentLife4 [19]. Este dataset contiene datos de los sensores de los smartphone de 48 
estudiantes a lo largo de 10 semanas en la primavera de 2013.  
El dataset se recogió de 30 estudiantes de pregrado y 18 graduados. De todo el 
grupo de estudiantes, 38 eran varones y 10 mujeres. Del grupo de estudiantes de 
pregrado, dos eran de primer año, 14 de segundo año, 6 de tercer año y ocho de cuarto 
año. También hubo 13 estudiantes de maestría de primer año y 1 de segundo año, y 3 
estudiantes de doctorado. Los participantes fueron racialmente diversos, con 23 
caucásicos, 23 asiáticos y 2 afroamericanos. Los datos disponibles incluyen: datos de 
actividad física, datos de conversación, datos de ubicación, entre otros. 
Diferentes tipos de datos fueron registrados con diferentes frecuencias, 
dependiendo del tipo de sensor y la carga de trabajo global del smartphone. Por 
ejemplo, la actividad física se registró cada 2–3 segundos en 1 de cada 4 minutos, el 
uso de aplicaciones fue se registró cada 20 minutos, y los registros de ubicación cada 
10 minutos. 
4.2. Pre-procesamiento y selección de características 
Cada registro del dataset StudentLife posee un timestamp asociado.  Decidimos 
discretizar las series de tiempo en intervalos de una hora ya que esta es la 
granularidad utilizada en la mayor parte del trabajo relacionado para la predicción de 
sedentarismo. Por lo tanto, todas las características que se generaron corresponden a 
una combinación de usuario / hora en particular y son algún cómputo que resume 
algún aspecto de los datos de algún usuario / hora particular. Por ejemplo, un 
intervalo específico puede corresponder al usuario 10 y la hora 2013-04-24 19: 00–
20: 00. Los intervalos para los cuales no se tenía información sobre la actividad física 
del usuario fueron eliminados. Además, se eliminó la información de un usuario en 
particular que presentaba inconsistencias en sus registros de actividad física. En total, 
se obtuvieron 60,819 intervalos para los 48 usuarios. 
                                                          
3 https://github.com/sailaperc/sedentarism-prediction 
4 Link al dataset: http://studentlife.cs.dartmouth.edu/ 
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Los registros de actividad de cada usuario están clasificados en el dataset como 
estacionario, caminando o corriendo. A partir de estos registros se calculó el valor del 
gasto energético para cada intervalo. Tal como fue explicado anteriormente, el gasto 
energético es comúnmente medido de términos de Metabolic Equivalent of Tasks 
(MET). A cada tipo de actividad se le asignó un valor estático de MET de acuerdo al 
Compendio de Actividades Físicas5. Finalmente, se calculó el promedio de MET para 
cada intervalo.  
A continuación, definimos las 20 características generadas a partir del dataset 
StudentLife. Cabe destacar que algunas de estas características fueron seleccionadas 
en base a investigaciones previas [11][20], mientras que otras fueron definidas 
específicamente en este trabajo. 
 
Características obtenidas a partir del GPS: 
● locationVariance: utilizado para medir la variabilidad en la ubicación GPS de 
un participante en cada intervalo, computado como se describe en [21].  
Características basadas en el tiempo: 
● hourSine: transformación de seno de la hora; 
● hourCosine: transformación de coseno de la hora; 
● dayOfWeek: día de la semana;  
● pastMinutes: el número de minutos transcurridos desde el comienzo del día; 
remainingMinutes: el número de minutos que quedan para terminar el día; 
Características de actividad física: 
● Stationary level: el porcentaje de instancias de actividad física clasificadas 
como  estacionario/a’ en cada intervalo; 
● Walking level: el porcentaje de instancias de actividad física clasificadas 
como ‘caminando’ en cada intervalo; 
● Running level: el porcentaje de instancias de actividad física clasificadas 
como  de ‘corriendo’ en cada intervalo; 
● activityMajor: el tipo de actividad física con más instancias en cada 
intervalo;  
Características de audio 
● SilenceLevel:  el porcentaje de instancias de audio clasificadas como 
‘silencio’ en cada intervalo;  
● voiceLevel: el porcentaje de instancias  de audio clasificadas como ‘voz’ en 
cada intervalo; 
● noiseLevel: el porcentaje de instancias de audio clasificadas como ‘ruido’ en 
cada intervalo;  
● numberOfConversations: el número de conversaciones que ese estudiante 
tuvo en cada  intervalo; 
Otras características 
● isCharging: si el Smartphone se estaba cargando;  
● isLocked: si el Smartphone estaba bloqueado;  
● isInDark: si el Smartphone estaba en la oscuridad;  
● hasCalendarEvent: si tenía un evento programado en el calendario;  
                                                          
5  https://sites.google.com/site/compendiumofphysicalactivities/ 
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● wifiChanges: el número de cambio de conexiones wifi en cada intervalo; 
● sLevel: el valor de MET para la hora actual. 
 
Finalmente, dado que las características dayOfWeek y activityMajor son 
categóricas, se realizó dummy-encoding sobre ellas. Con esta transformación, se 
obtuvieron 7 dummy features representando las categorías para dayOfWeek y 3 para 
activityMajor. Como resultado de esta última transformación, se finalizó el proceso 
con 28 características que serán luego usadas por los modelos predictivos para 
predecir el comportamiento sedentario de los usuarios. 
El siguiente paso del pre-procesamiento consistió en generar los time-lags. La 
cantidad de time-lags depende de cada arquitectura propuesta, siendo en algunos 
casos cero. Para ello, a una instancia del dataset que corresponde a un tiempo t se le 
agregan las características de tiempos anteriores, dependiendo de la cantidad de time-
lags que utilice la arquitectura. Este proceso aumenta la cantidad de características 
tantas veces como time-lags utilice la arquitectura, aumentando así el tamaño del 
dataset.  
El último paso del pre-procesamiento consistió en normalizar los datos. Para este 
paso se utilizaron normalizadores provistos por la librería Scikit-learn. Para evitar la 
fuga de datos (data leakage), al momento de preparar los datos de entrenamiento de 
cada modelo se realizó primero una normalización de los datos de entrenamiento y, 
con la distribución aprendida por el normalizador, se normalizaron los datos de testeo. 
El data leakage debe ser tenido en cuenta para evaluar la capacidad de generalización 
de los predictores. 
4.3. Selección de casos de estudio 
Si bien el dataset StudentLife cuenta con gran cantidad de usuarios, para los 
objetivos de nuestro estudio se analizó el comportamiento de tres de ellos. La razón 
de esto, es que cada usuario posee su propia rutina y características personales, que no 
tienen porque parecerse a la de los demás usuarios. Por otro lado, algunos usuarios 
poseen menos datos que otros.  
 Los usuarios fueron seleccionados de forma tal de representar patrones de gasto 
energético diferentes. Los usuarios seleccionados fueron: usuario 50 (bajo MET), 
usuario 31 (MET medio), y usuario 4 (MET alto). Los usuarios seleccionados poseen, 
además, un diferente grado rutinario en su actividad diaria. Lo anterior puede 
corroborarse con el cálculo de la correlación entre los gastos energéticos de las 
mismas horas de los diferentes días de la semana y su desviación estándar. En Fig. 1 y 
Fig. 2 se muestran el MET promedio y la desviación estándar, respectivamente, a lo 
largo de los días de la semana y las horas del día de los 3 usuarios seleccionados.  
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Fig. 1 MET promedio de los tres casos de estudio a lo largo de los días de la semana 
 
 
Fig. 2 Desviación estándar del MET de los tres casos de estudio a lo largo de los días 
de la semana 
4.4. Resultados 
La Tabla 2 muestra los valores de MAE conseguidos para cada arquitectura 
propuesta. En todos los casos, se utilizaron ⅔ de los datos (aproximadamente las 
primeras 6 semanas) para el entrenamiento de los modelos y ⅓ (aproximadamente las 
últimas dos semanas) para testeo.  
Tabla 2 Valores de MAE conseguidos para cada arquitectura propuesta 




2 0.102 0.097 0.086 0.109 
4 0.094 0.097 0.113 0.108 




2 0.306 0.325 0.282 0.285 
4 0.313 0.343 0.296 0.318 
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El usuario que presentó mayor desafío para los predictores resultó ser el número 
50, ya que fue el que contaba con más casos de comportamiento sedentario. Por lo 
tanto, resultó difícil que las arquitecturas propuestas aprendieran, a partir de las 
características del pasado, cuándo iba a tener un comportamiento no sedentario en el 
futuro. El modelo correspondiente a las arquitectura 3, con 2 lags, fue la que mejor 
desempeño presentó, con un MAE de 0.086. La Fig. 3 muestra las predicciones de 
prueba para esta arquitec
Fig. 3 Predicciones con datos de prueba del usuario 50 con la arquitectura 3 y 2 
lags 
 
En el caso del usuario 31, se puede
Teniendo en cuenta que en el pre
características de tiempo, es entendible que los regresores se desempeñen mejor en 
estos casos.  La arquitectura 3, con 2 lags, fue la que mejor performance tuvo en este 
caso, con un MAE de prueba de 0.282. La Fig. 4 muestra las predicciones de prueba 
para esta arquitectura. 
0.359 0.331 0.334 0.339
0.528 0.537 0.479 0.529
0.608 0.511 0.496 0.550
0.682 0.530 0.546 0.573
tura.  
 observar un comportamiento más rutinario. 
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Fig. 4 Predicciones con datos de prueba del usuario 31 con la arquitectura 3
 
Por último, los modelos sobre el usuario 4 fueron los que mejor desempeño 
tuvieron, a pesar de tener un mayor MAE que los modelos sobre los otros usuarios. 
Esto se debe a que este usuario posee muchos más casos de comportamiento no 
sedentario, por lo que para que el regresor se desempeñe bien debe aprender los 
patrones de comportamiento del usuario a partir de las 
caso del usuario 50, el pr
METs para obtener un bajo MAE. La arquitectura que mejor se desempeñó en este 
caso fue, nuevamente, la número 3, con 2 lags, con un MAE de 0.479. La Fig. 5 
muestra las predicciones de entrenami
Fig. 5 Predicciones con datos de prueba del usuario 31 con la arquitectura 4
 
El hecho de que, para todos los modelos, las CNN tuvieron una mejor performance 
que las RNN, confirma nuestra hipótesis de que las CNN so
problemas de predicción que deban aprender de una secuencia de datos. 
5. Conclusiones 
En este trabajo nos propusimos comparar diferentes tipos de redes neuronales para 
evaluar su performance en el problema de la predicción del comportami
sedentario futuro. Este trabajo es el primero en evaluar el rendimiento de redes 
neuronales que intenten sacar provecho al carácter secuencial del problema tratado. 
Se presentaron usuarios con diferentes niveles de gasto energético, lo que hace muy 
difícil diseñar una arquitectura que tenga una buena performance para todos ellos.
características provistas. En el 
edictor podría solo aprender a predecir un valor cercano a 1.3 
ento y testeo para esta arquitectura.  
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A pesar de haber utilizado un alto grado de regularización, las arquitecturas más 
complejas son propensas a producir overfitting debido a la poca cantidad de casos de 
entrenamiento de cada usuario. Este problema podría llegar a ser resuelto aumentando 
la granularidad en el pre-procesamiento tomando, por ejemplo, intervalos de tiempo 
de 30 minutos o 15 minutos, resultando así en más casos de entrenamiento.  
Otra de las decisiones a enfrentar fue la cantidad de time-lags a tomar. Es lógico 
pensar que cuanta más información del pasado se le dé a la arquitectura, más 
información tendrá para hacer mejores predicciones. Esto no es cierto por dos 
razones. La primera de ellas es que el MET que tendrá un usuario en el tiempo t+1 
puede no estar relacionado con las características disponibles en el tiempo t-n. Al 
tener pocos casos de entrenamiento, esto puede generar ruido en el modelo. La 
segunda razón es que, como en muchos casos no se poseen datos sobre todas las horas 
que duró el experimento, cuantos más time-lags se tengan, mayor es la probabilidad 
de que un caso de entrenamiento sea descartado. Por ejemplo, si la cantidad de time-
lags es 𝑚 y se tienen los datos del usuario 𝑥 desde el tiempo 𝑡 al 𝑡 − (𝑚 + 1),  pero 
no del tiempo 𝑡 − 𝑚, el caso de entrenamiento será descartado.  
 Un punto importante a destacar es que, como los participantes del 
experimento mantuvieron, por lo general, un comportamiento sedentario, los 
regresores que intentaban predecir siempre valores cercanos a 1.3 MET fueron 
descartados, ya que conseguían un MAE bajo pero no resultan útiles como 
predictores. 
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