Introduction
The use of mobile communications has increased rapidly over the past decade, and similar growth is expected to continue [1] . In the near future it is expected that mobile users will wish to access broadband services with the same high quality as those provided by the terrestrial fixed network. Possible services include voice telephony, video conferencing and Internet access, and are commonly referred to as Personal Communications Services (PCS). Although current secondgeneration cellular communication networks provide voice telephony and simple paging services, they are limited by low bit rate communications and incompatible global standards, and are not suitable to provide multimedia, Internet and other broadband services. This has hastened the research and development of third-generation broadband global mobile networks, commonly referred to as Universal Mobile Telecommunications Services (UMTS) or International Mobile Telecommunications-2000 (IMT-2000).
The aims of third-generation systems include the integration of mobile and fixed telecommunications services, including voice, video and data, into a single network, which is capable of supporting terminal and personal mobility at the global level. The fixed and mobile network components must be integrated as closely as possible in order to provide seamless interworking. Delivery of telecommunications services over the fixed terrestrial network using the Internet Protocol (IP) is gaining popularity, and it is generally accepted that the Asynchronous Transfer Mode (ATM) will provide the transport mechanism for these networks. Hence, much work is being performed to better integrate IP and ATM in order to provide the performance benefits of ATM to the user applications that run over the IP protocol.
Satellites are seen as an integral part of the third-generation systems due to their ability to provide global coverage and immunity from terrestrial disasters. In particular, Low Earth Orbit (LEO) satellite constellations (networks) have been proposed as an alternative to terrestrial wired networks to provide communication services to mobile users. LEO satellites have a number of advantages over traditional geosynchronous satellite systems, the most important of which are relatively low propagation delays and power requirements, resulting from the low orbit altitude [2] . This enables the use of small, lightweight and low cost mobile terminals. LEO satellites also have a number of advantages over terrestrial mobile networks, the most important of which is the ability to provide coverage to land, sea, and air based users [3] .
Recent advances in satellite technologies have seen the emergence of active systems having the capability to perform onboard switching and signal processing, and being interconnected by Intersatellite Links (ISL). This has made possible the development of satellite networks such as the Iridium [4] and proposed Teledesic systems [5] . The Iridium constellation is the first LEO satellite network incorporating onboard processing and intersatellite links to begin commercial service. Iridium provides a low bandwidth service, capable of supporting voice telephony and simple message forwarding (paging) services. Teledesic is currently in the design phase and is anticipated to begin commercial service in 2003. Current designs indicate that Teledesic will use optical (laser) intersatellite links and fast onboard packet switching similar to ATM. Teledesic intends to provide a high bandwidth, high quality service similar to that provided by the terrestrial fixed network.
ATM is well established in the high-speed network backbone environment due to its ability to switch data at very high speeds. ATM integrates all communications traffic into a single universal system by supporting different traffic classes with different quality of service constraints. However, ATM was designed to operate over a fixed network, and has no native support for mobility. Thus, the major focus of mobile ATM from the networking perspective is to add mobility extensions to ATM without affecting existing non-mobile ATM infrastructure.
A major research area in mobile ATM is the specification of suitable extensions to support connection handover [6] . Handover is defined as the real time rerouting of connections from one physical path to another. It occurs as a result of a user terminal moving out of the coverage area of one access point and into the coverage of another. In this scenario, active connections must be handed over from the old access point to the new access point in order for communications to continue. In a mobile satellite environment, handover occurs as a result of user terminal mobility and satellite orbital migration. Terminal mobility requires support similar to that provided in today's cellular mobile networks. If switching is used onboard a mobile platform (e.g. mobile satellite, aircraft), there is an additional requirement to support switch mobility.
Over the past few years, there has been much research in extending ATM to operate over terrestrial cellular networks. This work will culminate in a wireless ATM standard, produced by the ATM Forum, anticipated for release in the year 2000. There has also been research in extending ATM to operate over geostationary satellite systems. This research shares some commonality with the terrestrial cellular research, since its mobility architecture is the same. That is, terminal mobility is supported by fixed switching stations. However, research into extending ATM to operate over mobile satellite networks is not yet well publicised in the literature. Although some commonality between mobile satellite ATM and terrestrial ATM exists, the mobile satellite ATM mobility architecture inherently includes support for mobile switches. There are also significant differences related to handover and handover occurrence which must be specifically addressed to produce suitable mobile satellite extensions to ATM networks.
This research aims to develop mobile satellite extensions to ATM networks. In particular, it will focus on developing, simulating and analysing a handover procedure optimised to operate over LEO satellite networks. This will be done by studying ATM and current mobile ATM specifications, proposing and modeling extensions to ATM to support mobile satellites, and performing analysis to ensure optimal performance. The proposed thesis title is "Mobile Satellite Extensions to ATM Networks".
An outline of this research proposal is as follows. Section 2 presents ATM connection handover in the context of LEO satellite networks. Section 3 examines wireless ATM, and presents the standardisation work related to wireless and satellite ATM, and describes the relationship between the two. Section 4 presents the network performance objectives for terrestrial fixed and wireless ATM networks, and describes the relationship between terrestrial and satellite network performance. Section 5 examines the problems relating to ATM over LEO satellite networks, and looks at previous solutions published in the literature. Section 6 describes the research problem and the expected contribution of this research. Section 7 describes the research methodology. Section 8 presents a research timetable, outlining important milestones and publications. Section 9 presents a trial thesis table of contents. Section 10 contains the list of references.
ATM Connection Handover
Handover occurs as a result of a user terminal moving out of the coverage area of one access point and into the coverage area of another. In a connection oriented system, such as that provided by ATM, a connection must be established between the end users before communication can begin. As a user terminal moves out of the coverage area of one access point and into the coverage area of another, a new connection using the new access point must be established between the end users so that communication can continue. This process is referred to as connection handover, and is defined as the real time rerouting of connections from one physical path to another.
Handover can be divided into two levels: 1) radio level handover and 2) ATM level handover. The radio level handover refers to changing the radio frequency (radio resources) to that of the new access point. The ATM level handover refers to establishing a new ATM connection between the end users, which is routed through the new access point. It is preferable to reuse as much of the existing connection path as possible, since this reduces the time and processing overhead required to re-establish the connection. However, ATM has no native support for rerouting. Hence, rerouting protocols must be added to ATM to allow efficient connection handover.
Handover in LEO satellite networks

Need for handover in a LEO satellite constellation
A LEO satellite orbits the earth with much higher velocity than either a Geostationary Earth Orbit (GEO) or a Medium Earth Orbit (MEO) satellite. A single LEO satellite will be visible from a point on the earth for 5 to 12 minutes [7] . This visibility time is significantly shorter than for MEO satellites, which are typically visible for several hours, and GEO satellites, which appear constant from a point on the earth. In addition, a LEO satellite network will include a number of satellites to provide global coverage. Modern LEO satellites are capable of providing cellular like coverage through the use of many narrow spot beams. These factors cause the handover rate of LEO satellites to be much higher than MEO or GEO satellites.
Rate of handover in a LEO satellite constellation
The intersatellite handover rate in a LEO network is on the order of 5 to 12 minutes depending on satellite altitude. This is considerably higher than for MEO satellites, having a handover rate on the order of every few hours, and GEO satellites where handover is very infrequent. The intra-satellite handover rate is typically much higher than intersatellite handover rates due to multiple narrow spot beams.
Consider a single satellite in the Iridium constellation having 48 spot beams per satellite. Each spot beam is capable of supporting 80 simultaneous users. A single Iridium satellite is visible from a fixed position on the earth for nine minutes [8] , during which time 3840 intersatellite handovers must occur. This represents seven intersatellite handovers per second. Considering also that each user may have multiple active connections, it is easy to see that the intersatellite handover procedure must be efficient in terms of signalling bandwidth, processing, and latency.
Extending this example to intra-satellite handovers, assume for simplicity that the spot beams are arranged in a 7 by 7 grid. Intra-satellite handovers will occur every 77 seconds, during which 3840 intra-satellite handovers must occur. This represents 50 intra-satellite handovers per second.
Cause of handover in a LEO satellite constellation
Consider a single LEO satellite from the Iridium constellation, having an orbit altitude of 780km. The satellite has an orbital period of 100.13 minutes, and a velocity relative to the earth of 26,804km/h [8] . In comparison, the velocity of a fast moving mobile user situated in an aircraft is typically less than 1000km/h. The velocity of a terminal onboard an automobile or pedestrian is typically less than 100km/h. Taking into account the rotational velocity of the earth of approximately 1670km/h, the maximum velocity of a user terminal can be considered to be approximately 2700km/h. This is an order of magnitude less than the satellite and represents less than 10% of the velocity of the satellite. Thus, handover in a LEO satellite network is almost entirely caused by satellite orbital migration. Hence, it may be possible to optimise handover for a LEO satellite network by ignoring user terminal movement.
Handover latency
In order for the handover process to be transparent to the user (i.e. users perceive no identifiable drop in QoS), the handover must complete within the spot overlap time. Consider a LEO network with spot diameter of 500km, and overlap zone between adjacent spots of 10% (50km). Assuming a velocity of 24000km/h with respect to the earth, then the spot overlap time is 8 seconds [9] . After this time, the user terminal will no longer be able to communicate via its original spot beam and active connections that have not been handed over may be forced to drop. Thus, handover latency should not exceed the spot overlap time.
Classification of handover in a LEO satellite network
Handover in a satellite network can be classified into two categories: intra-satellite handover, and intersatellite handover. Intersatellite handover can be further classified as either intra-orbit handover, or inter-orbit handover. Intra-satellite handover occurs as a result of the user terminal moving to another spot beam from the same satellite. Intersatellite handover occurs as a result of the user terminal moving to another spot beam from another satellite.
Intra-satellite handover
An intra-satellite handover refers to a handover between two spot beams from the same satellite ( Figure 1 ). As a user terminal moves to another spot beam from the same satellite, the terminal requests to be handed over to the arriving spot beam by signalling a handover request message. The switch onboard the satellite determines that the origin of the arriving spot beam is itself, and attempts to perform a radio level handover. The ATM entities do not need to know about the handover, and are not affected by the handover. This type of handover can be performed very quickly, with minimal interruption to the ATM cell flow.
Intersatellite handover
An intersatellite handover refers to a handover between two spot beams from different satellites. As a user terminal moves to another spot beam from another satellite, the terminal requests to be handed over to the arriving spot beam by signalling a handover request message. The onboard switch determines that the origin of the arriving spot beam is the arriving satellite, and attempts to perform an ATM level handover. In this case, ATM entities need to know about the handover, since the connection must be rerouted to the arriving switch in order for the user terminal to continue communication. This requires ATM handover signalling to be specified.
Intra-orbit and inter-orbit handover
An intra-orbit handover refers to a handover between two satellites from the same orbital plane (Figure 2 ). An inter-orbit handover refers to a handover between two satellites from adjacent orbital planes (Figure 3 ). The distinction between orbital handovers is a result of the circular-like coverage area provided by each satellite. To provide constant global coverage using circular spot beams while minimising the number of orbits, satellites in adjacent orbits must be out of phase. This means that a ground point may be covered by one satellite during one portion of time, and by another satellite in an adjacent orbital plane during the following portion of time.
This means that a ground point may be covered by two satellites in adjacent orbital planes during different portions of orbit. Thus, if a mobile terminal is located near the middle of two adjacent orbits, an inter-orbit handover will be performed, and if the mobile terminal is located near one orbital plane, an intra-orbit handover will be performed.
Elements of handover
Handover evaluation
Handover evaluation refers to the entity that makes the radio measurements and candidate cell measurements, which are used to determine the need for handover. The entity may be the mobile terminal (i.e. mobile evaluated handover) or the network (i.e. network evaluated handover).
Current terrestrial mobile networks and proposed wireless ATM mobile networks use a mobile evaluated handover. In this case, the mobile terminal monitors the signal strength of the current and candidate access points. In a terrestrial environment, a mobile evaluated handover is used since the mobile terminal is the only entity that can measure the signal conditions from surrounding access points.
Satellite Mobile Terminal
Orbit Plane Link to old access point Link to new access point The concept of mobile evaluated handover may extend well to satellite ATM networks. However, in a LEO satellite network, a ground point is typically covered by a single satellite. If the mobile terminal experiences shadowing, the measurements taken may cause a spurious handover attempt to occur. This tends to reduce the effectiveness of mobile evaluated handover. Alternatively, network evaluated handover may be suitable for a LEO satellite network. In this case, the network can evaluate the need for handover based on the timing/synchronisation information sent to the mobile terminal. This may reduce the complexity and cost of the mobile terminals, while improving handover anticipation.
Handover initiation
Handover initiation refers to the entity that processes the algorithm based on the parameters measured and makes the decision to initiate handover. The entity may be the mobile terminal (i.e. mobile initiated handover) or the network (i.e. network initiated handover).
Current terrestrial mobile networks and proposed wireless ATM mobile networks use a mobile initiated handover. In this case, the mobile terminal processes the signal strength measurements and initiates a handover when the signal strength falls below a threshold. In a terrestrial environment, a mobile initiated handover is used since it is simple to process the measurements onboard the mobile terminal, which reduces the amount of information that must be transmitted across the wireless interface.
The concept of mobile evaluated and initiated handover works well because the evaluation measurements do not need to be transmitted across the wireless interface, thus saving bandwidth, and processing is relatively simple, which results in an acceptable increase in terminal complexity. A network evaluated and initiated handover also benefits from these advantages, but additional bandwidth is saved by not transmitting the handover request message, and optionally the handover acknowledge message, over the wireless interface. Thus, the mobile terminal may or may not know that the handover procedure is being executed until the handover is complete and the mobile terminal is given the signal to switch radio frequencies. Due to the large number of handover events in a LEO satellite network, a network evaluated and initiated handover may result in a more efficient use of bandwidth, increase handover anticipation accuracy, and reduce mobile terminal complexity.
Handover procedure
The handover procedure can be classified as a forward handover or a backward handover. In a forward handover procedure, forward handover signalling is transmitted to the new access point. The handover execution is controlled by entities associated with the new access point. In a backward handover process, backward handover signalling is transmitted to the current access point. The handover execution is controlled by entities associated with the current access point. A differentiation between forward and backward handover signalling is needed due to the different manner in which the handover is executed.
Most terrestrial wireless ATM handover proposals use a backward handover under normal conditions, and use a forward handover to recover from a sudden loss of signal. In this scenario under normal conditions, the mobile terminal initiates a handover request when a handover is imminent. The network completes the handover while the mobile terminal continues to transmit and receive information. Under abnormal conditions, the terminal suddenly and unexpectantly looses communication with the current access point. It scans the surrounding access points, selects a new access point based on selection criteria (e.g. largest signal strength), and requests a handover.
Communication is disrupted while the network attempts to complete the handover and reestablish communications. In this scenario, a backward handover is used because it can provide an increased QoS during handover. The increase in QoS comes from the fact that in the backward handover case, the mobile terminal may continue to send and receive information while the connection is being handed over. In the forward handover case, communication is disrupted while the handover executes, resulting in a loss of ATM cells and hence a loss in QoS.
Lossless and lossy handover
Applications such as file transfer benefit from a lossless handover procedure. Lossless handover refers to a handover procedure that does not result in ATM cell loss. To ensure a lossless handover, cells are buffered at the old access point during handover. Cells arriving at the new access point to be transmitted to the mobile terminal are buffered until the cells at the old access point have been forwarded to the new access point and transmitted to the terminal, ensuring in-sequence delivery of cells. The buffering of cells results in the need for large switch buffers, and incurs additional signalling overhead required to establish and tear down the connection needed to forward cells from the old access point to the new access point. Also, buffering introduces significant increases in cell transfer delay and cell delay variation 1 .
For some applications, such as voice telephony and video conferencing, providing a consistent cell transfer delay and minimising cell delay variance are more important than providing a lossless handover. For example, a voice call can tolerate a short disruption, and a video call can extrapolate from the current information to compensate for a short loss of data [10] . For applications such as these, it is preferable to have a lossy handover. A lossy handover refers to a handover procedure that allows ATM cell loss. In a lossy handover procedure, cells remaining at the old access point after handover are discarded, and cells arriving at the new access point are transmitted immediately to the mobile terminal. Cell loss has a negative impact on QoS, which may violate the QoS guarantee made by the network during call establishment. Hence, there is a need to minimise cell loss in a lossy handover procedure.
Wireless ATM
The work in extending ATM to operate over wireless mobile networks can be divided into two areas: 1) Mobile ATM, and 2) radio access. Work in the radio access area addresses the physical layer, medium access control, data link control and radio resource control. Work in the mobile ATM area addresses suitable extensions to existing specifications to support location management, handover, routing, addressing, and traffic management. This research is in the area of mobile ATM, and focuses on ATM connection handover in LEO satellite networks.
Work on Wireless ATM standards
There are several organisations working on developing standards for Wireless ATM, and more specifically Satellite ATM. These organisations include the ATM Forum, Telecommunications Industry Association (TIA), and International Telecommunication Union (ITU). A brief overview of these organisations and their standardisation work follows.
ATM Forum
The ATM Forum [11] is a non-profit organisation formed to rapidly develop specifications and promote the use of ATM. It was formed in 1991 and has subsequently grown to consist of over 600 member companies, including large communication companies such as Motorola, NEC, Nokia, and Trillium. The ATM Forum consists of a worldwide technical committee, three marketing committees and a user committee.
The ATM Forum technical committee consists of several working groups, each researching a different area of ATM technology. The Wireless ATM (WATM) working group, formed in April 1996, is currently working on a Wireless ATM Requirements Specification and a Wireless ATM Capability Set 1 Specification. It is still early on in the development cycle of these specifications, and much work is yet to be completed. As of December 1998, the ATM Forum predicts that the drafts will be completed by December 1999.
In July 1998, it was decided to accelerate activities within the subgroup of the Wireless ATM working group looking at infrastructure mobility and satellite access networking using ATM and/or ATM-like switching capabilities. This led to the development of a baseline requirements and specifications document in October 1998 [12] . In continuing work, the sub group is cooperating with the Telecommunications Industry Association (TIA) and the International Telecommunication Union -Radiocommunications sector (ITU-R).
Telecommunications Industry Association (TIA)
The TIA consists of over 900 member companies that manufacture or supply virtually all of the products used in the world's global communications networks [13] . The TIA is a major contributor of voluntary industry standards that promote trade and commerce in telecommunications products.
In April 1998 the TR-34.1 Wireless ATM working group of the TIA produced the TIA systems bulletin-91 (TSB-91) Satellite ATM Networks: Architectures and Guidelines [7] . This document describes architectures to support ATM over satellites based on bent-pipe and onboard switching architectures. The working group plans to use this document as a basis for developing the specifications for satellite ATM networks.
International Telecommunication Union (ITU)
The International Telecommunication Union (ITU) [14] is an international organization within which governments and the private sector coordinate global telecom networks and services. The ITU was established in May 1865, as the International Telegraph Union, with the responsibility of developing a set of rules to standardise telecommunications equipment, provide common operating instructions, and set guidelines for international tariffs and charging. The ITU performs the same fundamental role today.
The radiocommunications sector of the ITU (ITU-R) is responsible for addressing issues related to the radio requirements of radio communication devices. Working party 4B of the ITURadiocommunications sector is currently working on developing a recommendation for the performance of ATM over satellite titled Performance for B-ISDN ATM via Satellite. This recommendation is expected to provide ATM performance objectives for a geostationary satellite system, and define the relationship between ITU-T recommendations G.826 and I.356 performance parameters [15] . The ITU-R expects the recommendation to be approved by April 1999.
Mobility architecture
The TIA and ATM Forum have developed wireless ATM architectures that support switch and terminal mobility. Terminal mobility enables a mobile terminal to roam between fixed switching stations, similar to today's cellular mobile networks. Switch mobility enables the ATM switch to be implemented onboard mobile platforms. Platforms include aircraft, watercraft, automobiles and mobile satellites.
The Wireless ATM working group of the ATM Forum is developing a draft Wireless ATM Requirements Specification [16] . This document includes architectures developed to support terminal mobility, switch mobility, interworking with PCS and ad-hoc networks, and specifies radio level and ATM level requirements. As part of a phased approach, the working group plans to define each architecture as a capability set. The Wireless ATM Capability Set 1 Specification [17] , currently under development, addresses the requirements of terminal mobility. The Wireless ATM Capability Set 3 Specification will address the requirements of switch mobility. A draft document titled Requirements Proposal for Mobile Switching [18] has been prepared to assist switch mobility standards development within the Wireless ATM working group. During February 1999, the working group will vote on whether to adopt this document as the initial basis for the Wireless ATM Capability Set 3 Specification.
The TR-34.1 Wireless ATM working group of the TIA has developed a document titled Satellite ATM Networks: Architectures and Guidelines [7] . This document presents three architectures for the delivery of ATM over bent-pipe satellites and three architectures for the delivery of ATM over satellites incorporating onboard switching. Since the architectures developed by the TIA are solely based on satellites and satellite networks, they are more detailed than those developed within the ATM Forum. The TIA intends to develop the technical specifications for these architectures, but to date, I have not seen any indication of any related documentation.
The architecture developed by the TIA titled Full Mesh ATM supports terminal and switch mobility, and is therefore able to describe next generation LEO satellite networks such as Teledesic. I have chosen this architecture as the reference architecture for my research. An overview of the architecture is presented in Section 3.2.1.
Network reference architecture
The full mesh ATM architecture developed by the TIA is shown in Figure 4 . 
Satellite ATM handover signalling
To date, there have been attempts to address the intersatellite link assignment [19] and rerouting [20] [21] problems (see Section 5.6), but there has not been a complete handover specification for ATM handover in a LEO satellite network published in the literature. However, much work has been published on handover specifications for ATM handover in terrestrial mobile networks [22] [23] [24] [25] [26] . The most promising of which is the wireless ATM handover specification developed by the ATM Forum, which is anticipated to become the standard for wireless ATM. Hence, it is desirable to use this specification as a basis for developing a handover specification for ATM handover in a LEO satellite network.
The draft Wireless ATM Capability Set 1 Specification [17] developed by the ATM Forum presents handover signalling to support mobile end users in a terrestrial mobile network. Signalling exists to support forward and backward handover signalling in an intra-EMAS-E and inter-EMAS-E handover. The ATM Forum uses the term EMAS 2 to define a mobility supporting ATM switch, and distinguishes between the Entry switches (EMAS-E) which hosts wireless access points (AP) or radio ports (RP), and the Network switches (EMAS-N) which are connected to other EMAS-N's or EMAS-E's. In an attempt to map this architecture to our reference architecture, we can consider both EMAS-E's and EMAS-N's as the satellite mobility supporting ATM switch shown in Figure 4 , and consider the coverage area provided by radio ports attached to the EMAS-E to be the spot beams produced by the transponders onboard the satellite. Using this mapping, the inter-EMAS-E handover can be likened to the intersatellite handover, and the intra-EMAS-E handover can be likened to the intra-satellite handover.
The intra-satellite handover can be performed quickly and easily using radio beam switching, which requires no ATM signalling (see Section 2.2.1). However, the intersatellite handover is more complex and performance critical, and as such needs to be optimised in terms of efficiency and complexity to be able to maintain QoS during handover. The handover specification for intersatellite handover signalling will initially be based on the inter-EMAS-E handover signalling developed by the ATM Forum. Hence, a brief overview of the handover signalling for inter-EMAS-E handover is provided in Section 3.3.1.
Backward handover signalling for inter-EMAS-E handover
The ATM backward handover signalling to support inter-EMAS-E handover developed by the ATM Forum is shown in Figure 5 . A short description of the handover procedure is given below.
1. The mobile terminal initiates handover by sending a BW_HO_REQUEST message to the EMAS-E. The message may contain a list of calls that must be handed over for handover to be successful, and a list of target radio ports.
2. On receiving the handover request, the EMAS-E determines which EMAS-E serves the target radio port and sends a HO_REQUEST_QUERY message to the target EMAS-E. This message may contain the calls to be handed over and the QoS parameters associated with them.
3. The target EMAS-E checks the radio resources available on the target radio port, and replies by sending a HO_REQUEST_RESPONSE message to the old EMAS-E. The message may contain the chosen target radio port if multiple ports are available, and the calls that can be supported on the new radio port.
4. On receiving the handover response, the old EMAS-E selects a radio port from the responses of the new EMAS-E's. The old EMAS-E simultaneously sends a BW_HO_RESPONSE to the mobile terminal indicating the chosen radio port, and sends a HO_COMMAND to the chosen EMAS-E. The handover command message may contain the calls to be handed over and the QoS parameters associated with them.
5. On receiving the handover command message, the new EMAS-E reserves/allocates radio resources for each call. The radio resources are now available when needed.
6. The new EMAS-E determines the crossover switch (COS 3 ) and sends setup messages to the COS to reroute the mobile terminals calls.
7. After rerouting the calls, the COS sends a HO_COMPLETE message to the old EMAS-E.
8. On receiving the handover complete message for each of the mobile terminals calls, the old EMAS-E sends a HO_RELEASE message to the mobile terminal. The old EMAS-E then sends a RELEASE message for each call to the COS to teardown the call (between the COS and the old EMAS-E).
9. On receiving the release message, the COS switches the call to the new EMAS-E. Simultaneously, it sends a RELEASE_COMPLETE message to the old EMAS-E.
10. On receiving the HO_RELEASE message from the old EMAS-E, the mobile terminal disconnects from the old EMAS-E and connects to and uses the resources reserved for it at the new EMAS-E.
11. The mobile terminal sends a CONN_ACTIVE message to the new EMAS-E to indicate that it is ready to send and receive data.
12. On receiving the connection active message, the new EMAS-E responds with a CONN_ACTIVE message A more detailed explanation, including procedures for unsuccessful handover, can be found in Wireless ATM Capability Set 1 Specification -draft v1.10 [17] . 
Forward handover signalling for inter-EMAS-E handover
The ATM forward handover signalling to support inter-EMAS-E handover developed by the ATM Forum is shown in Figure 6 . A short description of the handover procedure is given below.
1. The mobile terminal looses communications with the old EMAS-E. It disassociates itself from the old EMAS-E and associates itself with the new EMAS-E.
2. The mobile terminal initiates a handover by sending a FW_HO_REQUEST message to the new EMAS-E. The message includes the radio port identifier to which it was previously attached, a list of call references of currently active calls and their QoS requirements.
3. On receiving the forward handover request message, the new EMAS-E determines the old EMAS-E and sends HO_NOTIFY message to it to inform it of the handover. Simultaneously, the new EMAS-E reserves radio resources for the calls it can support on the new radio port, to which the mobile terminal is attached.
4. The new EMAS-E sends a FW_HO_RESPONSE message to the mobile terminal indicating the calls that can be handed over.
5. The new EMAS-E sends SETUP messages to the crossover switch (COS) to initiate rerouting of connections.
6. On receiving the setup messages, the COS establishes connections to the new EMAS-E by sending CONNECT messages to the new EMAS-E. 7. On receiving the connect messages, the new EMAS-E sends CONN_ACTIVE (connection active) messages to the mobile terminal indicating the connection is now active.
The COS sends HO_COMPLETE messages to the old EMAS-E, indicating each call that has been handed over to the new EMAS-E.
9. On receiving the handover complete messages, the old EMAS-E releases the connection between it and the COS by sending RELEASE messages to the COS.
10. On receiving the release messages, the COS responds with a RELEASE_COMPLETE message.
A more detailed explanation, including procedures for unsuccessful handover, can be found in Wireless ATM Capability Set 1 Specification -draft v1.10 [17].
Performance
Next generation LEO satellite networks will have to compete with and/or complement terrestrial fixed and terrestrial mobile networks. Thus, satellite networks should have performance equal or close to that of terrestrial fixed and wireless networks. This places strict and high performance requirements on the satellite network.
The ATM layer performance is of particular interest because it is directly influenced by handover performance. The ITU has developed provisional performance recommendations for the ATM layer [27] and physical layer [28] in ATM networks. The ITU performance objectives for the ATM layer are presented in Section 4.2. The ATM Forum has specified target performance requirements that future wireless ATM networks should support. These performance objectives are presented in Section 4.3.
The ATM performance parameters affecting QoS are cell error ratio (CER), cell loss ratio (CLR), cell misinsertion rate (CMR), severely errored cell block ratio (SECBR), cell transfer delay (CTD) and cell delay variation (CDV). Of these parameters, ATM call handover impacts on the CLR, CMR, CTD, CDV, and SECBR. The ATM cell transfer performance parameters are described using cell outcome definitions, which are described in Section 4.1.1.
Performance parameters
ATM cell transfer outcomes
The cell transfer outcomes are used in the ATM performance specification. The outcome of a transmitted cell is either successfully transferred, errored, tagged, or lost. The outcome of a received cell for which no cell was transmitted is called misinserted. The cell transfer outcomes are explained below.
A successful cell outcome occurs when a transmitted cell is received within a specified time delay, with a valid header field and errorless payload.
A tagged cell outcome occurs when a transmitted cell is received within a specified time delay, with a valid header field, errorless payload, and the Cell Loss Priority (CLP) field has been changed from zero (high priority) to one (low priority).
An errored cell outcome occurs when a transmitted cell is received within a specified time delay, with one or more bit errors in the payload or an invalid header field that cannot be corrected by the Header Error Control (HEC) function.
A lost cell outcome occurs when a transmitted cell is not received within a specified time delay.
A misinserted cell outcome occurs when a cell is received for which no cell was transmitted.
A severely errored cell block outcome occurs when more than a specified number of errored cell, lost cell or misinserted cell outcomes are observed in a consecutive sequence (block) of cells.
ATM performance parameters
The ATM performance parameters effected by handover are cell transfer delay (CTD), cell loss ratio (CLR), cell misinsertion rate (CMR), severely errored cell block ratio (SECBR), and cell delay variation (CDV). These parameters are briefly described in the sections below.
Cell transfer delay (CTD)
The cell transfer delay is defined as the time taken for a cell to propagate between two measurement points in the network. Of particular interest is the end-to-end CTD.
Cell loss ratio (CLR)
The cell loss ratio is the ratio of total lost cell outcomes to total transmitted cells. There are three categories of cell loss: high priority cell loss, aggregate (combined high and low priority) cell loss, and low priority cell loss. The cell loss ratio for high priority cells (CLR 0 ) is defined as the ratio of high priority lost cell outcomes plus the number of tagged cell outcomes, to the number of high priority cell transmissions. The aggregate cell loss ratio (CLR 0+1 ) is defined as the ratio of lost cell outcomes to the total number of cell transmissions. The cell loss for low priority cells (CLR 1 ) is defined as the ratio of lost cell outcomes to the number of low priority cell transmissions. The use of the three categories allows the cell loss due to non-conforming traffic and over-policing to be distinguished from other cell loss.
Cell misinsertion rate (CMR)
The cell misinsertion rate is defined as the total number of misinserted cell outcomes observed per unit time.
Severely errored cell block ratio (SECBR)
The severely errored cell block ratio is defined as the ratio of severely errored cell block outcomes to the total specified number of cell block transmissions. Any cell loss, cell misinsertion or cell error outcomes occurring within a SECB outcome are not taken into account when calculating the CLR, CMR or CER parameters. Thus, the SECBR parameter provides a means to quantify bursts of cell transmission failures, preventing them from influencing the observed values of CLR, CMR or CER.
Cell delay variation (CDV)
There are two categories of cell delay variation. The 1-point cell delay variation is based on the observation of a sequence of consecutive cells at a single point of measurement. This parameter describes the variability in the pattern of cell arrivals or departures at a point of measurement with respect to the peak cell rate. It includes the variability introduced at the cell source, and the cumulative effects of variability introduced during the transmission from the source to the measurement point. The 2-point cell delay variation is based on the observations of corresponding cells between two measurement points. This parameter describes the variability in the pattern of cell arrival at the destination measurement point with respect to the source measurement point. It includes only the delay variation introduced by the selected network portion and provides a direct measure of the performance of the portion.
How handover affects performance parameters
The ATM call handover process has the potential to influence the CTD, CLR, CMR, SECBR and CDV performance parameters. This is due to the switch in physical path that a call experiences during handover. A brief description of how handover affects these parameters is given in the sections below.
Cell transfer delay (CTD)
During call handover, cell transfer delay is affected, either positively or negatively, by the change in propagation delay and traffic loading of the new physical path. Also, if cells are buffered and/or forwarded during handover, the CTD will be adversely affected for the duration of the handover.
Cell loss ratio (CLR)
During a call handover, cells may be lost for a number of reasons. Cell loss depends on the type of handover performed (i.e. forward or backward) and the handover procedure. Common causes of cell loss are described below.
The mobile terminal may move out of the coverage area of an access point, or experience a sudden loss of signal due to relatively low signal strength near the handover point, before the handover process is complete. Any cells transmitted to the old access point can no longer be transmitted to the terminal. If these cells are not multicast or forwarded to the new access point, the terminal will not receive these cells, resulting in cell loss.
Delay sensitive cells that are forwarded from the old access point to the new access point may arrive too late to be useful at the mobile terminal, resulting in cell loss.
During handover, cells generated and transmitted by the mobile terminal are buffered until handover is complete. Hence, delay sensitive cells may expire while in the buffer during handover or as the mobile terminal tries to clear the backlog of buffered cells after connection reestablishment. Cells may also be discarded due to buffer overflow. Discarded cells and expired cells result in cell loss.
In a multicast handover process, a shorter cell propagation delay from the crossover switch to the new access point may cause unsynchronised cell transmission. Cells may propagate more quickly from the COS to the new access point than from the COS to the old access point. Hence, the same cell may be transmitted over the new access point before it is transmitted over the old access point. If the mobile terminal moves from the old access point to the new access point under these conditions, it will not receive a block of cells, resulting in cell loss.
Due to the nature of cell loss during handover, it is expected that the three categories of cell loss (CLR 0 , CLR 0+1 , and CLR 1 ) will be affected in a similar manner.
Cell misinsertion rate (CMR)
During call handover, a cell misinsertion may occur due to the change in propagation delay of the physical paths. Common causes of cell misinsertion are described below.
A shorter cell propagation delay to the new access point may cause cells transmitted by the mobile terminal to arrive at the crossover switch before the last cell is received from the old access point. If a cell synchronisation mechanism is not implemented at or before the crossover switch, cell misinsertion will occur.
If cell forwarding is used, cells received at the new access point must be buffered until cells forwarded from the old access point have been transmitted to the mobile terminal. If a cell synchronisation mechanism is not implemented at the new access point, cell misinsertion will occur.
In a multicast handover process, a longer propagation delay to the new access point may cause unsynchronised cell transmission. Cells may propagate more slowly from the COS to the new access point than from the COS to the old access point. Hence, the same cell may be transmitted over the old access point before it is transmitted over the new access point. If the mobile terminal moves from the old access point to the new access point under these conditions, it will receive a block of cells twice, resulting in duplicated (misinserted) cells.
Due to the nature of call handover, it may not be possible to prevent cell misinsertion. However, it is a requirement that cell duplication or reordering be minimised during handover [16] .
Severely errored cell block ratio (SECBR)
During a call handover, a large number of cells may be lost or misinserted due to reasons described in Sections 4.1.3.2 and 4.1.3.3 respectively, resulting in a severely errored cell block and increasing the SECBR.
Cell delay variation (CDV)
During call handover, cell delay variation is caused by the change in propagation delay of the different physical paths. The cell delay variance is particularly important for real time services, where a large delay variance may cause a cell to arrive too late to be used, resulting in cell loss.
The process of changing radio ports takes a finite amount of time during which transmission and reception cannot occur. This increases the CDV between the last cell transmitted through the old radio port and the first cell transmitted through the new radio port. If the ATM network path has been rerouted, the CDV may be much higher. This is because the cells must propagate from the crossover switch to the new access point, before being transmitted over the new radio port to the terminal. Similarly, cells transmitted by the terminal must propagate over a different physical path to the crossover switch, causing a change and possible increase in the CDV.
A change in the cell delay variation is an inherent property of the call handover process. The handover process should attempt to minimise the variance to preserve QoS during handover. In evaluating handover processes, the 2-point CDV can be used to isolate and characterise the variance introduced by the handover latency and cell propagation delay.
ITU ATM performance objectives
The provisional ATM performance objectives specified for terrestrial ATM networks by the ITU are shown in Table 1 . The ITU believes these objectives are achievable on complex 27500km connections. It is noted that these performance objectives are for terrestrial systems. While the performance of terrestrial networks should ideally conform to these objectives, the ITU recognises that it may be necessary to revise these objectives in the future based on real operational experiences. A brief explanation of the QoS classes specified in Table 1 is given in Section 4.2.1. 
QoS Classes
QoS classes
Class 1 (stringent class) is a delay sensitive class, supporting constant bit rate (CBR) and real time variable bit rate (rt-VBR) services such as telephony and videoconferencing. Class 2 (tolerant class) is a delay tolerant class, supporting available bit rate (ABR) and non-real time variable bit rate (nrt-VBR) services such as data and video. Class 3 (bi-level class) supports variable bit rate (VBR) and available bit rate (ABR) services such as high-speed data. U Class (unspecified class) supports unspecified bit rate (UBR) services such as file transfer and email.
ATM Forum Wireless ATM performance requirements
The target ATM performance objectives, from the user application point of view, specified for wireless ATM networks by the ATM Forum are shown in 
Handover performance requirements
ATM handover signalling complexity and efficiency are important performance parameters.
Handover complexity can be evaluated using the following criterion: 1. The number of functions that need to be supported during handover. 2. The number of functions that need to be executed during handover. The first evaluation criterion indicates the size/cost of the required hardware/silicon or software. The second evaluation criterion indicates the required processing power and processing delay. As a rule, handover functionality should be as simple as possible.
Handover signalling efficiency can be evaluated by the signalling bandwidth and handover latency. Handover signalling traffic should be kept to a minimum to reduce the load on the wireless interface and intermediate switches. Handover latency should be appropriate for the spot overlap time. The handover procedure should minimise disruption to the ATM cell stream, which can be made significantly shorter than the overall handover latency by establishing new ATM connections before the radio level handover is required.
The handover procedure should preserve QoS of all calls during handover. This may not always be possible and some re-negotiation or dropping of calls may be required. Also, there needs to be a trade off between cell loss and cell duplication/reordering during handover depending on the QoS class.
Problems
Several issues relating to ATM connection handover exist and are currently being researched. Most apply to both mobile terrestrial networks and mobile satellite networks. There has been much research performed in extending ATM to operate over terrestrial mobile networks, resulting in solutions that address many of these issues. Recently, there has been increasing interest in extending ATM to operate over satellites and in particular mobile satellite networks. Thus, the knowledge of satellite ATM is less mature than that of terrestrial wireless ATM.
There have been publications in the literature that attempt to address issues relating to ATM over satellite networks. Some proposals are direct extensions of terrestrial wireless ATM solutions, while others develop new solutions solely based on satellite ATM. For example, Mertzanis [29] has proposed, extended and simulated the use of virtual connection trees over mobile satellite networks. But more recently, several authors have proposed unique solutions which directly address the intersatellite link assignment and routing/rerouting issues involved with the dynamic network topology inherent in mobile satellite networks [19] [20] [30] . The major issues involved with ATM connection handover in LEO satellite networks are described in the following sections.
Evaluation and initiation of handover
In current digital cellular networks (GSM), and in proposed terrestrial mobile ATM networks, the need for handover is evaluated by the mobile terminal. The mobile terminal monitors the signal strength from the current base station, and periodically monitors the signal strength of surrounding base stations. When the terminal determines that a link of better quality exists, or when the received signal strength of the current base station falls below a threshold, the terminal decides that a handover is needed and initiates the process by signalling a handover request message to the network. This is referred to as a mobile evaluated and initiated handover.
The concept of mobile evaluated and initiated handover can be applied to the LEO satellite network scenario. In this case, the mobile terminal would monitor the signal strength from the current spot beam, and initiate handover when the signal strength falls below a threshold. However, it may be simpler and more efficient to have a network evaluated and initiated handover. In a LEO satellite network, handover is almost entirely the result of satellite orbital migration. The network can determine the need for handover based on the deterministic orbital dynamics of the satellite network and the timing/synchronisation information sent to the mobile terminal, and initiate the handover process with or without signalling the mobile terminal. This may reduce the signalling overhead on the user to network wireless interface, reduce cost and complexity of the mobile terminal, and provide a better prediction of imminent call handover.
Significant signal propagation delays
In terrestrial mobile networks the terminal to base station and base station to base station signal propagation delays are typically in the order of microseconds. Thus, proposed handover procedures that query candidate access points and then select an access point based on QoS loading information and other selection criteria, are feasible within the given time for handover.
In LEO satellite networks, terminal to satellite and intersatellite propagation delays are typically in the order of milliseconds. This delay is typically two orders of magnitude larger than that present in terrestrial mobile networks. Thus, handover signalling must be as efficient as possible, minimising the number of user to satellite and intersatellite signalling messages in order to keep the handover latency appropriate for the handover rate. Hence, handover procedures that query candidate spot beams or satellites may not be feasible within the given handover time.
Such procedures may not be necessary at all. In a LEO satellite network such as Iridium, there is typically only one satellite within communications range, except at the poles and the handover point where multiple satellites may be within range. Even then, there is only one satellite capable of providing coverage for any significant length of time. Thus, by using a network evaluated handover process, it may be possible to determine which satellite can offer the optimum coverage time, reducing the need for querying candidate satellites. Furthermore, since a short time after the handover is complete there will be only one satellite within communications range, there may be no need to query candidate satellites at all. In this case, the call must be handed over to the approaching satellite or the call must be dropped. This implies that the call admission control (CAC) must take into account the QoS loading information of surrounding spot beams to ensure enough resources exist to handover the new call at the appropriate time.
Preservation of QoS
QoS is affected by cell loss, cell misinsertion, cell error, and cell delay variation. In ATM terrestrial fixed networks where handover does not occur, the values of these parameters are very small. For this reason, and because of the high available bandwidth, the ATM terrestrial fixed network provides a high quality service capable of supporting delay and loss critical applications such as video conferencing. If such applications are to be supported over LEO satellite networks, similar values of performance must be achieved. The handover process introduces the potential for cell loss, cell misinsertion or reordering, and erratic cell delay variation. In geostationary ATM satellite networks, handover is not considered normal operation since it rarely occurs. Thus, preserving QoS during the handover process is not considered a priority and consequently has not been addressed in the literature. In a LEO satellite network however, handover occurs approximately every 5 to 12 minutes as a result of satellite orbital migration. Handover is considered normal operation, and QoS needs to be preserved during handover.
The handover process takes a finite and relatively large amount of time to complete (up to several seconds duration). The shortest possible disruption to the cell stream is the time taken for the terminal to perform a radio level handover, which is considerably less than the overall handover time. Hence, terrestrial ATM handover procedures attempt to decouple the ATM level handover from the radio level handover by anticipating and establishing ATM connections to the new access point before the radio level handover is required. This concept should be applied to satellite handover procedures in order to minimise the QoS degradation during handover.
Efficient handover signalling
It is important to have efficient signalling in order to minimise the overhead caused by handover signalling. In a terrestrial mobile network this is desirable but not essential, since typically only the last hop is wireless. Most signalling messages are transmitted through the wired network, which is generally connected by high bandwidth fibre optic cable. In a LEO satellite network, intersatellite links and mobile terminal to satellite links are wireless. Due to the relatively low available bandwidth and the relatively high rate of handover, it is essential that the handover signalling be as efficient as possible.
The handover process must also be robust. The handover point is categorised by a relatively low signal to noise ratio, due to being at the extremities of the coverage area, and low elevation angles to satellites, which may increase the occurrence of shadowing and fading. Thus, the handover process should acknowledge signalling messages where necessary and implement watchdog timers as backup.
Lossless or lossy handover
A lossless handover can only occur if the cells waiting for transmission at the old access point are forwarded to the new access point. Cell forwarding has several disadvantages. It requires an ATM connection to be established between the old and new access points for the duration of cell forwarding, incurring additional signalling overhead and delay for the connection setup and tear down signalling messages. ATM cells must be delivered in sequence. This necessitates the need for a synchronisation mechanism so that cells arriving from the rerouted connection are buffered and transmitted only after cells from the old access point have been forwarded to the new access point and transmitted to the mobile terminal. Buffering and forwarding of delay sensitive cells may lead to cell loss due to the cell expiring or arriving at the mobile terminal too late to be used. Therefore, cell forwarding does not guarantee a lossless handover. A lossy handover procedure does not suffer from the disadvantages of a lossless handover procedure. However, cell loss leads to a drop in QoS, which may violate QoS guarantees made by the network. Hence there is a need to minimise cell loss in a lossy handover procedure. This has lead to the concept of providing a lossless handover for loss sensitive delay tolerant traffic, such as file transfer, and a lossy handover for loss tolerant delay sensitive traffic such as voice telephony.
Kaloxylos et al. proposes a terrestrial ATM handover procedure that multicasts delay sensitive traffic to the old and new access points, and forwards delay tolerant traffic from the old access point to the new access point [31] . The authors admit that the large buffer requirements imposed by this procedure may be a problem. In a LEO satellite network, large buffers add cost, complexity and increased power requirements for each satellite. Hence, it is desirable to minimise buffering onboard the satellite, possibly reducing the effectiveness of such handover procedures.
The wireless ATM working group of the ATM Forum has documented the initial simulation results of their proposed handover procedure, described in Sections 3.3.1 and 3.3.2, under realistic traffic conditions [32] . The need for forwarding Unspecified Bit Rate (UBR) traffic was examined. It was found that the need for forwarding only became apparent when the total load presented to the access point exceeded 70% of the channel capacity. If these results are similar for LEO satellite networks, then it is apparent that cell forwarding will be necessary. Thus there will need to be some trade off against reduced buffer capacity and cell loss.
Optimal rerouting
A LEO satellite network presents a unique challenge to routing and rerouting algorithms. The satellite network topology is constantly changing, but is deterministic. As a satellite orbits the poles, the satellite node on its right crosses its orbital path and becomes the satellite node on its left. Also, constellations such as Iridium exhibit the seam effect. The seam refers to the plane where orbits are counter-rotating. Due to the high relative speeds at which the satellites pass, it is not possible for intersatellite links to operate across the seam. Routing algorithms must take these characteristics into account.
Rerouting in a satellite network can also be an issue. In some instances, rerouting in a LEO satellite network is simpler than rerouting in a terrestrial mobile network. In an intra-orbit handover, optimal rerouting can be performed by a simple path extension procedure. Thus, it should be possible to provide seamless intra-orbit handover. However, in an inter-orbit handover, optimal rerouting may require the entire ISL path to be re-established. Hence, it will be more difficult to maintain QoS during inter-orbit handovers.
Several authors have attempted to address these routing issues. Werner [19] and Chang [30] [33] address the link assignment problem by dividing the satellite orbit into small time intervals called states, during which the network connectivity is constant. A static routing table can be precalculated for each state and stored onboard the satellite, allowing traditional routing algorithms (e.g. shortest path) to be used to determine the optimal route. This method is capable of providing the optimal route between two satellites. However, it does not consider the handover rerouting problem. Uzunalioglu [20] [21] addresses the handover rerouting problem and presents the Footprint Handover Rerouting (FHR) algorithm, which attempts to provide optimal rerouting without re-performing the optimum route finding algorithm after handover. However, the algorithm cannot support a simultaneous Footprint Handover Reroute between the source and destination satellite nodes. To prevent this, the source/destination node sends a handover request message to the destination/source node to ensure that a handover is not currently in progress. If a handover is already in progress, the requested handover is blocked until the active handover is complete. End to end handover request and request blocking increases the handover delay, which may cause the terminal to lose communications with the satellite before the handover can complete, resulting in cell loss and QoS degradation. Performance results of the FHR algorithm have not yet been published in the literature.
Research Aims and Contributions
This research aims to develop, simulate and analyse an ATM handover procedure to operate over LEO satellite networks. The performance of the handover procedure will be optimised in terms of signalling efficiency, complexity, and quality of service provided during the handover. The handover procedure aims to satisfy the ATM performance objectives specified by the ITU and the ATM Forum, presented in Sections 4.2 and 4.3 respectively.
The contributions of this research are expected to be: 1. Identify and solve problems related to ATM connection handover in a LEO satellite network.
This may include:
• Handover evaluation. Should the measurements needed to evaluate the need for handover be taken by the mobile terminal or the network? • Handover initiation. Should the mobile terminal or the network process the measurements and make the decision to initiate the handover process? • Access point evaluation. Should the measurements needed to determine candidate access points be taken by the mobile terminal or the network? • Access point selection. Should the mobile terminal or the network process the candidate access point measurements and select the new access point? • Optimal rerouting. How to reroute the connection so that the physical path remains optimal after the handover? • Handover architecture. How to maintain the required QoS during the handover process?
• Handover signalling messages. What signalling messages are required, and what Information Elements (IE) must these messages contain?
2. Provide a handover signalling specification, including message flow, message description, and finite state machine for the ATM connection handover procedure.
3. Model and simulate the proposed handover procedure to evaluate the handover performance. The performance shall be judged on signalling efficiency, complexity, and the QoS supported during the handover procedure.
4. Compare the proposed satellite handover procedure with that proposed by the ATM Forum for terrestrial mobile networks. In a dual mode terminal, signalling and functional similarity allows the re-use of hardware and software for both modes of operation, reducing size and cost.
5. Analysis of the effects of the proposed handover procedure and ATM connection handover on IP networks.
Research Methodology
Literature review
The research has begun with a broad review of the literature relating to delivering ATM, or an ATM-like protocol, over a LEO/MEO satellite network to the end user. The review then focused on the issues related to connection handover in a LEO satellite network. This led to the identification of the research problem, which will continue to be refined as the research progresses. The literature will continue to be monitored throughout the duration of this research in order to keep informed of new developments within the field.
Study of handover procedures
A study of handover procedures used in current mobile networks (e.g. GSM), and proposed for use in terrestrial and satellite ATM mobile networks will be conducted. It will identify the main concepts of handover, of which some may be applicable to satellite networks. The issues related to handover will be identified, and current handover concepts will be applied to satellite networks and evaluated to determine those that may be useful and those that can be extended to operate over LEO satellite networks.
Modeling and analysis
Handover procedures and concepts that are identified as potential solutions from the handover study will be modeled and simulated for a LEO satellite network. The simulation results will be analysed to evaluate the performance of the procedure, and thus determine its applicability for use in an ATM handover procedure for use over LEO satellite networks. The performance of handover will be judged on the signalling efficiency, complexity, and overall quality of service provided during the handover process. The handover process should be able to meet the ATM performance recommendations made by the ITU and ATM Forum that are presented in Sections 4.2 and 4.3 respectively.
The OPNET software package, developed by MIL3 [34] , is the tool that will be used to model and simulate the handover procedures. OPNET provides a hierarchical design platform, consisting of a network diagram, node diagram and process diagram. The process diagram is defined using a finite state machine. State functionality is defined using the C programming language. Thus, it is easy to design complex, yet generic models that can be easily copied from one application (model) to another. Experience by others within the University of South Australia has proven that OPNET is a suitable package for the research problem.
Initial investigations of the handover study have shown that the Wireless ATM handover procedure specified by the ATM Forum [17] has the potential to be extended to operate efficiently over LEO satellite networks. Thus, I propose to model this handover procedure to determine its performance over a LEO satellite network. The model will be developed and tested in a modular manner, before being integrated and tested as complete model, in order to facilitate debugging. To verify the correctness of the OPNET model, I will begin by modeling the handover procedure over a terrestrial mobile network and attempt to reproduce the results published by the ATM Forum [32] . Due to the hierarchical nature of OPNET, it will then be easy to adapt the handover model to model a LEO satellite network. In addition, I will develop partial analytical models of the handover procedure. These models will be used to guide the development of the OPNET model and to further verify the correctness of the model.
The Iridium constellation will be used as a template for the characteristics of the LEO satellite network since it is the only commercial LEO satellite network incorporating onboard processing and intersatellite links that is currently in operation, and will provide indications of how Satellite ATM will operate over low bandwidth networks. The Teledesic constellation will also be used as a template for the characteristics of the LEO satellite network since it is intended to use optical intersatellite links and onboard packet switching similar to ATM, and will provide indications of how Satellite ATM will operate over high bandwidth networks.
Publications
During my Ph.D. candidature, I intend to write reports and papers on my research and if appropriate, present them at quality conferences or publish them in refereed journals. Such publications will also serve as a basis for my thesis.
It is noted that before intellectual property developed within the Cooperative Research Centre for Satellite Systems (CRCSS) is disclosed, the appropriate procedures for approval will be followed. Refine the handover procedure to provide optimal integration and performance to IP based networks. 
Research Timetable
