This paper discusses measurements of the discharge coefficients of gas turbine nozzle guide vane film cooling holes under fully engine representative conditions. These unique experiments were carried out in a large scale annular blowdown cascade which models the three-dimensional external, flow patterns found in modern aero-engines, including all , secondary flow phenomena. Furthermore, the coolant system design allows the coolant-tomainstream density ratio and blowing parameter to be matched to engine values, although they can be independently varied.
NOMENCLATURE

INTRODUCTION
Blade film cooling permits an increase in turbine entry temperature by reducing the mainstream-to-blade heat transfer, which, in turn, results in a higher power output and increased turbine efficiency. This is offset by decreased output due to the coolant bypassing certain engine stages -thus passing through the remaining turbines at a lower temperature than it otherwise would do -and losing total pressure as it is ducted to the blade. Furthermore, the process of mixing the coolant with the mainstream air after ejection leads to a reduction in aerodynamic efficiency. Consequently, successful implementation of a cooling system involves careful design in order to achieve effective cooling (leading to maximum turbine entry temperature) without leading to a dramatic performance penalty.
A film cooling system is designed to supply the mass flow rate of coolant needed to produce a uniform blade temperature. Failing to do so will result in thermal stresses within the blade and, consequently, a reduced blade life. For a first stage nozzle guide vane (NGV), the coolant-to-mainstream pressure ratio is usually set by the compressor exit pressure, so the design problem hinges on correct hole sizing in order to provide the requisite coolant flow. This requires reliable discharge coefficient, Cd, data covering the particular geometry and flow.
It is understood that the engine designer specifies a hole area and Cd and then lets an iterative flow solver calculate the necessary film parameters for the boundary layer program to satisfy the required output heat flux. Ideally the designer would be looking to specify an external heat flux/film distribution and let the program calculate what mass flow is required. However, the designer has no way of automatically accounting for the effect of external crossflow -he has a correlation for internal crossflow -and so this work will be used to improve the estimate of Cd, and hence film mass flow, that is fed into the boundary layer code.
The Cd depends on both the local geometry and the flow conditions upstream and downstream of the hole. Hole geometries are chosen such that cooling effectiveness is maxirnised, with inclined holes often being used as higher effectiveness levels are achieved for shallow injection angles than for normal injection (see, for example, Sasaki et al., 1976, or Foster and Latnpard, 1980) . Furthermore, 'flared' or `fanned' holes are often used in film cooling arrays as they reduce the momentum of the jet at exit, thereby improving the film cooling performance further (Hay and Lampard, 1995) .
Obtaining Discharge Coefficients
The measurement of film-cooling hole discharge coefficients is a subject widely reported in the literature, although there is a general lack of data gathered in a true engine representative environment. There is a need for research of this nature -especially under engine representative conditions -in order to validate and improve upon existing CFD codes and to aid the attainment of greater component durability. There are a number of methods for obtaining the Ce of cooling holes, as discussed below. An excellent review of work in this field has been produced by Hay and Lampard (1996) .
The first method for obtaining the Cd of cooling holes is by treating the inlet and outlet flows separately and then using a simple 'loss coefficient' type analysis (that includes mixing within the hole). The success of this method depends on the lack of significant interactions between the various elements, which generally limits its application to simple cases; the analysis of a plenum-fed, normal cooling hole by Andrews and Mkpadi (1983) is a good example for this case.
The second method involves modifying a basic hole Cd for the effects of geometric variations and the presence of crossflows. This technique has been found to accurately model individual effects -as demonstrated by Lichtarowicz et al. (1965) , Rogers and Hersh (1975) , Tillman and len (1984) , Tay Chu et al. (1985) , Hay et al. (1987) , McGreehan and Schotsch (1988) and Hay et al. (1994a) although it is, not surprisingly, less successful under more complex conditions.
The final method is by directly measuring the Cd of a hole having the correct geometry under the design flow conditions. This approach is, obviously, ideal for obtaining coolant hole discharge coefficients under design conditions, although it can be difficult to achieve this accurately. The work described in this paper uses this approach.
GEOMETRIC AND FLOW PARAMETERS
The NOV row being studied in the Cold Heat Transfer Tunnel (CHIT; Martinez-Bows et al., 1993 ) is representative of a first stage high pressure section of a modern aero-engine. The cooling geometry consists of fourteen rows of holes -340 cooling holes in total, drilled in-house on a 5-axis numerically controlled machinefed from one of two internal cavities, as illustrated in Figure 1 . These cavities are independently supplied with coolant so as to maintain a coolant-to-mainstream total pressure ratio, podpon, of 1.02. The `forward' cavity supplies the twelve rows positioned around the leading edge and the early regions of the pressure and suction surfaces, while the 'rear' cavity feeds the two rows nearest the trailing edge on the pressure surface. The rows are approximately positioned along isopressure lines -implying there is no variation in the coolant total to mainstream static pressure ratio, PR = podp,", across the holes within a row -and do not extend into the secondary flow regions on the suction surface. The cooling holes are all cylindrical, with sharp-edged inlets and length-to-diameter ratios greater than 3.5. As a consequence, the vena-r_ontracta effect on the hole Ce will remain constant for any series of experiments on a single row, as it should be unaffected by the external flow.
It is worth noting that the range of flow conditions that are present amongst the different rows and holes is very diverse. For example, the mainstream (i.e. external) Mach number varies between 0.0 and 1.1 around the blade surface (the row Mach number, at 50% span, varying from 0.04 to 0.96). At the same time. the pressure ratio across the hole, PR, and the blowing (or mass flux) ratio, B, vary from 1.02 to 1.77 and 1.3 to 6.4 respectively. The hole geometries are equally variant, with the length-to-diameter ratio, lid, being anywhere in the range 3.5 < lid < 10.3, and the two commonly defined hole angles (see, for example, Hay and Lampard, 1996) relative to the blade surface, 0 = 90 0 being perpendicular to the surface) and orientation, a, (the angle, in plan view, of the cooling hole relative to the external streamline, a = 0° being parallel to the streamline) -varying significantly, namely in the ranges 20° < 0 < 90° and 0° <a < 60°. Generally, the holes around the leading edge region have steep inclination angles (i.e. 0 -90°) and large angles of orientation (a -60°), whereas away from this region the holes have shallow inclination angles (20° < 0 < 60°) and very small angles of orientation (a -0 0 ). This angling of the holes is present to aid the internal cooling, by having the coolant in contact with the blade material for longer as it passes from the cavity to the mainstream, and to maximise cooling effectiveness.
By testing an actual engine blade cooling configuration, rather than a simplified model where a single parameter could be varied at any one time, lid, B, Et, a and M all vary between the rows, making it difficult to draw conclusions on individual trends from the results. However, it is hoped that this work will highlight areas where fundamental research should concentrate in the future.
TEST FACILITY
The experimental work summarised in this paper was carried out in the CHTT in Oxford. The CHTT is an annular cascade of 36 NOVs at 1.4 times larger than engine size, resulting in good spatial resolution on all measurements taken. Table I gives The CHTT is a short duration (typically 5-7 seconds), transonic test facility, which not only provides engine representative Reynolds and Mach numbers, but also, being an annular cascade of NGV blades, models the three-dimensional flow patterns found in modern aero-engines, including all secondary flow phenomena. Moreover, the coolant system design allows the engine density ratio, pc/pm, and blowing parameter, penciPma,,,, to be matched to and varied about actual engine design values.
All 36 blades in the annulus have the same surface geometry. The test blade and the two adjacent blades have the full film cooling configuration (Figure 3 ), whilst the remaining 33 NGVs have only 4 rows of cooling holes, fed from a single internal cavity. Those blades having the simplified cooling geometry -'dummy' blades -are present to provide periodicity of flow around the cascade, by matching aerodynamic blockage, whilst providing a substantial saving in manufacturing costs.
The coolant (either air or foreign gas, the latter of which is a dense gas used to simulate the lower coolant temperature; see Section 5) is supplied to blades having the full cooling geometry from high pressure bottles (Figure 2) , with the flow being regulated The coolant-to-mainstream pressure ratio can be varied, whilst the use of air, foreign gas or a mixture of these as coolant permits data to be collected for coolant-to-mainstream density ratios in the range Ito 1.77. 
THEORY AND EXPERIMENTAL TECHNIQUE
Flow Measurement
The discharge coefficient of a film cooling hole is defined as the ratio of the measured (i.e. actual) to the ideal mass flow rate of RT.,
for choked flow. It should be realised that in all calculations of th," the cross-sectional area of the holes was used.
The isentropic Mach number distribution over the blade surface is known from experiment (Section 5.4) and has excellent tun-torun repeatability. The static pressure on the blade surface is then determined from the total pressure upstream of the cascade, porn, and Al. Consequently, riz can be determined from pc., Poc, T o, and Al.
Simulation of Engine Coolant
A 'foreign gas' coolant is employed in order to match the engine coolant-to-mainstream density ratio in the fully film cooled (test) blades. It was demonstrated by Teelcaram et al. (1989) that simulation of this density ratio is possible using a foreign injection gas. For optimum aerodynamic simulation, the foreign gas should have a ratio-of specific heats equal to that of air (y = 1.4) but a higher density than air, at the same temperature, in order to simulate the cold cooling gas. The gas chosen for such a role is a mixture of sulphur hexafluoride (SFs; 30.2% by weight) and argon (Ar; 69.8% by weight), an inert gas with a low toxicity rating.
However, when employing a foreign injection gas it is difficult to simultaneously match blockage at the mainstream throat, the engine pressure ratios and the scaled engine mass flow rates. It was decided that the blockage and pressure ratios were the important parameters, and that these should be matched if possible.
Matching blockage between the engine and CHTT coolant flows implies that, for a given mainstream flow, the product (thJf /M) should be the same for both flows_ However, matching Mira; and the Mach number, M, results in the coo/ant momentum flux, dicu, = the .M,a, = Me .M,y.1 17f, , also being conserved. As a result, the total and static pressures are the same, thereby achieving similarity of the key parameters.
A similar argument can be used to match the different coolant flows within the CHTr (i.e. air or foreign gas coolant). Applying the above criteria, assuming the coolants are at the same total temperature, air and foreign gas cooling are correctly modelled if :
Consequently, blades having the full cooling geometry are cooled with foreign gas when matching the engine mainstream-tocoolant density ratio and air when investigating the effect of altering this density ratio. At the same time, the dummy blades are always air cooled.
When the test blades are cooled with foreign gas, all of the major flow parameters except the scaled engine mass flow rates are then simultaneously matched to the engine condition (i.e. total and static pressure ratios blockage at the mainstream throat, density ratios, mainstream Reynolds number and the local Mach numbers in the coolant and mainstream are all matched).
It should be realised that by simulating the density ratio through the use of a foreign injection gas (i.e. low R), the ratio of RT is matched and, therefore, so is the ratio of speed of sound. In turn, the engine coolant-to-mainstream velocity ratio, uciu,," is matched, varying between 0.75 and 3.80.
Although the mainstream Reynolds number matches the engine value, it was not possible with an ambient temperature coolant to match the coolant Re, based on hole exit diameter. The values of Re, are similar for foreign gas or air coolant at ambient temperature (-21,000 and 17,000 respectively for Row 14 at the design PR), but are lower than the engine value (-59,000). However, the relative effect of external flow on Cd is almost independent of Re, at these values (Andrews and Mkpadi, 1983 , Tay Chu et al., 1985) .
Experimental Techniaue
The two principal aspects to the establishment of a working experimental arrangement now become apparent Firstly, a set of orifice plates were accurately calibrated in order that known, controllable coolant mass flow rates could be provided. These were produced by feeding a flow of air through the choked orifice, whilst measuring the upstream total pressure and temperature (giving di, from Eq. (2)), and on through a BS specified tube to a BS orifice plate, where measured pressures and temperatures, in conjunction with BS formulae, are used to calculate inn, . For further details on the calibration procedure see BS 1042 (British Standards Institution, 1981) . The calibration was carried out against u . ,2co differently sized British Standard plates (with BS orifice-to-pipe diameter ratios of 0 203 and 0.500), over the range of required orifice feed pressure, the double calibration providing evidence of the accuracy that is achieved using this method. Calibration accuracy of within +1-1.0% is attainable, which results in a similar error in calculated Cd. This is within the error introduced due to uncertainty in the cooling hole diameter.
Orifice sizes were chosen such that flow could be provided, over a pressure range encompassing the design value, to any number of open holes from one to an entire cavity. As such, mass flow rates from 0.050 to 55.0 g s' i were required, which, due to B2811;a1.56.EotiEmaellanssf1ail limits on the range of supply pressure available, meant that a series of calibrated orifice plates from 0.32 to 3.80 mm in diameter were used. Due to the need for calibration over such a large mass flow range, two differently sized BS calibration rigs had to be employed.
Secondly, an effective method of selectively sealing-off holes had to be developed. This was achieved using Kapton sheet and 3M VHS (Very High Bond) adhesive tape (Figure 3 ). This novel usage of the Kapton allowed the application of relatively large cavity-toexternal pressure ratios (up to -3) without leakage, whilst minimising the aerodynamic interference (total thickness of only 40tun).
The effect of varying the density ratio, p c/ps" and the blowing rate, pcaciPmum, could then be investigated for any combination of open film cooling holes by changing the coolant used and the pressure ratio across the hole respectively. However, it should be noted that it was not possible to sweep through a range of blowing rates during the five seconds of tunnel operation due to the long settling times required at low coolant flow rates, and so steady state tests were always performed.
Pressure Measurement Accuracies
To provide a datum for studying the influence of external flow, the hole discharge coefficients were also measured without external flow. Figure 4 illustrates the good agreement in the experimentally determined discharge coefficients of different combinations (all, 14, 3 or a single hole). of open film cooling holes within a row when using four different metering orifices. This supports the earlier claims on the attainable accuracy when calibrating choked orifice plates and illustrates the consistency in the diameters of the machined cooling holes.
The agreement in calculated Cd between the different numbers of open holes also implies that any internal velocity is negligible as this would otherwise affect the discharge coefficient (Hay et al., 1994b) . This is not surprising as the maximum internal crossflow 
External Mach Number
The importance of the external (i.e. blade surface) Mach number, M, should be realised as this both characterises the external flow and is used to calculate the external static pressure. Figure 5 illustrates the error in calculated Cd that can arise due to a nominal Mach number of 0.17 being in error by +1-0.02. For a measured M, this corresponds to a static pressure measurement error of only 0.50%. As can be seen from Figures, this can lead to large uncertainties in Cd at low pressure ratios and so great care was taken to accurately determine the external Mach number. Figure 6 shows the comparison between the engine designers' computational prediction of the blade surface Mach number at the row locations and the CH71' measurements, both with and without coolant flow, at 50% span. There are two main points of interest here. Firstly, it can be seen that the measurements were in good agreement with the designers' prediction in all but the stagnation region, where it was difficult to obtain accurate measurements, and, secondly, it can be seen that the coolant flow appears to have very little affect on the Mach number distribution.
It was decided that the CFD prediction of Mach number at the row locations should be used as this would be more accurate than interpolating between the limited number of data points around the critical, leading edge region, where the measurements were relatively inaccurate. It was then assumed that the Mach number, and hence the hole exit static pressure, was constant for all holes within a row (i.e. the rows are located along isopressure lines). This assumption is justified by the fact that Cd vs PR data, with external crossflow, for all holes within a row agrees with that for the centre three holes within the row, implying a uniform mass flow distribution along a row of holes.
Just as the sensitivity to errors in Mach number increases in the low Mach number region, so does the sensitivity to errors in measured total pressures. Consequently, great care was needed in the measurement of these pressures (Rowbury et at, 1996) .
RESULTS
Measurements with External Crossflow
The discharge coefficients of rows and groups of film cooling holes were experimentally determined over a range of cavity-toexternal pressure ratios, incorporating the design case. Examples of data obtained are shown in Figures 7 to 11 , illustrating three common features. Firstly, the mean Ce of the open holes when the flow is choked (i.e. PR > 1.89) is unaffected by whether or not there is crossflow at the hole exit. Secondly, that altering the coolant-tomainstream density ratio -by changing from air to foreign gas coolant -has no effect on the hole Cd at the same PR. Finally, that there is generally a significant difference between the Cd of the holes with and without crossflow at typical engine pressure ratios. The authors consider the most important feature of the results to be this significant difference between the Cd with and without external crossflow.
It will also be noted that there is great similarity between the Cd vs PR curves without crossflow for Rows 3, 4, 9 and 14 (Figures 4/8, 9, 11 and 7 respectively), all of which have lid ratios of about 7.0. This is both in terms of the form of the curve and in terms of the absolute Cd values. Of these, Row 9 has the smallest lid ratio (6.1) but the highest Cd values. This trend is seen to continue when moving to Row 5 (Figure 10 ), which has a lid ratio of 3.6 but a significantly higher Cd value at any given PR. It is well known that, for sharp edged holes, losses within the hole are dominated by inlet separation for small lid ratios, but that frictional losses increase steadily with increasing lid ratio (Andrews and Mkpadi, 1983) . The values without crossflow closely agree with those predicted by Lichtarowicz et al. (1965) , who concluded that for lid ratios in the range 2-10, the Cd for choked flow would be given by : 827 -0.0085 lid (4) Due to the complicated and varied geometries/flow conditions covered here, it is difficult to find suitable data in the published literature for direct comparison of the 'with crossflow' data (particularly for low M and large a). This lack of available data meant that it was beneficial to conduct our experiments on the specific engine geometry under engine representative conditions, i.e. in the CHTE However, where applicable, reference is made to comparable data.
The data shown in Figure 7 (Row 14; lid = 7.0, 9 = 30 0 and a = 6°) demonstrates what might be termed as the 'classical' behaviour (i.e. that commonly highlighted in the literature), in that the discharge coefficient with crossfiow is lower than the non-crossflow case for all pressure ratios. The data shows good agreement with an extrapolated version of sharp-edged hole data given by Hay et al. (1994a; Ild = In contrast, the data presented in Figure 8 (Row 3; lid = 7.5, e = 28 0 and a = 7°) illustrates the case where, at the same pressure ratio, the with-crossflow data is initially lower than the noncrossflow data, but becomes higher than the non-crossflow case as the pressure ratio increases, and then tends to the same value at the critical pressure ratio (PR = 1.89), where the flow chokes. This is termed the 'crossover' phenomenon by the authors. The data is most comparable to the sharp edged hole data presented by Hay et al. (1983; lid = 6 .0, 0 = 90°, a = 0°, Me = 0.3 and M" = 0.11)
which not only gives similar absolute values of Cd but also exhibits the crossover phenomenon. This is also the most suitable data that is available for comparison with that presented for Rows 4 and 5 ( Figures 9 and 10 respectively) . It should be noted that there are a number of instances in the relevant publications where the data presented shows a tendency for the afore-mentioned crossover effect -see, for example, Rohde et al. (1969) , Hay et al. (1983) , Andrews and Sabersky (1990) or Hay et al. (1994a) -although the authors fail to discuss the phenomenon.
Figures 9 (Row 4; lid= 7.0, 0 = 30° and a = 7e), 10 (Row 5; Rd = 3.6,9 = 58° and a= 0°) and 11 (Row 9; lid = 6.1.9 = 84° and a = 60°) show further, increasingly pronounced examples of the crossover effect. The crossover is therefore seen to occur for rows on both the suction and pressure surfaces, with, to the best of the authors knowledge, none of the rows being located in regions of separation. Figure 10 demonstrates an example of the excellent Crossf low -Illustrating the 'Crossover Effect agreement obtained between data collected for all holes and three holes within a row, providing evidence that the Mach number is constant along a row of holes and that the effect of internal velocity is negligible. Of the thirteen rows of cooling holes studied, nine demonstrate some level of crossover, these being the rows having the lowest external Mach numbers (M < 0.25). However, as stated earlier, it is difficult to draw conclusions on trends present within the results because there are so many variables. However, we can say that the extent of the crossover depends on the external crossflow Mach number and the inclination and orientation of the hole to the flow.
DISCUSSION
It is the opinion of the authors that the crossover phenomenon results from a reduction in static pressure at the hole exit, p m, due to a local acceleration of the mainstream flow. This acceleration is This model would imply that the extent of the crossover would be greater for steeper inclination angles (i.e. 0 -90°) and larger angles of orientation (a -60°), explaining why Row 9 ( Figure II) shows a more pronounced level of crossover than the other rows presented. This is supported by Hay et al. (1983) where the crossover is greater for normal holes (0 = 90°) than for 30° inclined holes. However, such a model would suggest that crossover should occur to some extent for all geometries, which definitely is not the case. There are, therefore, two competing effects, the second being the 'pinching' of the coolant jet by the crossflow, a well documented effect to which Rogers and Hersh (1975) proposed the 'lid model'. This effect becomes progressively greater as the external crossflow Mach number, Mi", increases, possibly dominating for Af," > -0.25. Consequently, the extent of the crossover depends on the external crossflow Mach number and the inclination and orientation of the hole to the flow.
CONCLUSIONS
The discharge coefficients of cylindrical film cooling holes have been measured on a fully film cooled NOV blade in an annular cascade tunnel, under engine representative conditions, for two coolant-to-mainstream density ratios over a wide range of pressure ratio encompassing the design value. The discharge coefficients of film cooling holes are significantly affected by external crossflowincreased by up to 12% in the leading edge region and decreased by up to 12% away from it, at typical engine pressure ratios -the change depending on the geometric and flow conditions present. Although some of the results obtained could have been predicted from existing experimental data or empirical correlations, the effect of external flow has not been predicted accurately in all cases. Consequently, this experimental research is of interest to aeroengine designers as it should lead to modifications in their cooling hole Cd predictions.
The crossover phenomena is under further investigation.
