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a b s t r a c t
In this paper, we revisit a potential identification failure of estimation of models based on conditional
characteristic functions. An arbitrary choice of moment conditions does not guarantee the parameter
identifiability. We show that moment conditions based on the conditional characteristic functions and
an exponential instrument satisfy the identification condition. We also provide a consistent GMM
estimator that is computationally tractable and its asymptotic properties. This paper could provide
useful guidelines to empirical researchers estimating this class of models.
© 2019 Elsevier B.V. All rights reserved.
1. Introduction
Generalized Method of Moments (GMM) has been popular
in estimating economic models with conditional moment re-
strictions. This method involves creating a set of unconditional
moment restrictions induced by choices of instruments that are
functions of conditioning variables. One of the regularity condi-
tions for GMM estimators to be consistent is global identification:
the moment conditions hold only at the true parameters. Un-
like linear models, this identification condition may not hold
in nonlinear models and an arbitrary choice of instruments can
lead to an inconsistent GMM estimator. Domínguez and Lobato
(2004) (DL, hereafter) and Hsu and Kuan (2011) (HK, hereafter)
address this identification issue with a continuum of induced
unconditional moment restrictions that contain the same infor-
mation about the parameters of interest as conditional moment
restrictions.
However, they consider general conditional models and this is
not discussed in every important setting in empirics. One exam-
ple is the models with conditional characteristic functions (CCF)
that are widely used as financial asset pricing models such as
Affine Jump Diffusion (AJD) models (Duffie et al., 2000). They can
be estimated via the GMM described above using the conditional
moment restrictions formed on the CCF.
The existing literature on the estimation of the models with
CCF has mainly focused on the efficiency of an estimator by as-
suming the global identification condition (e.g., Singleton (2001)
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and Carrasco et al. (2007)). Although DL and HK discuss the
choice of instruments (moments) that ensures the parameter
identifiability, they only consider the models with a finite number
of conditional moments. However, a continuum of conditional
moments is available in the models with CCF. To the best of my
knowledge, there is no study investigating choice of instruments
in this setup. In order to fill the gap in the literature, in this paper,
we revisit this issue of potential identification failure in models
with CCF.
We show that the induced unconditional moments based on
CCF and an exponential instrument as in Carrasco et al. (2007)
ensure the parameter identifiability. Then, we deliver a consis-
tent GMM estimator with its asymptotic properties. Our results
offer two advantages. First, our choice of moments allows us to
use the well developed econometric theory on the estimation
with CCF by Carrasco et al. (2007). Second, the estimator is
computationally tractable when the model involves high dimen-
sional variables.1 Consequently, this paper could provide useful
guidelines to empirical researchers estimating the models with
CCF.
The rest of this paper is organized as follows. Section 2 shows
the potential identification failure and provides the moment con-
ditions that ensure the parameter identifiability. Section 3 pro-
vides a consistent GMM estimator exploiting the full continuum
of moments and its asymptotic properties. Section 4 concludes.
1 We acknowledge that this estimator is in general not efficient.
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2. The model and moment conditions
Consider a stationary Markov Xt+1, t = 0, 1, . . ., in Rq. The CCF
of Xt+1 given Xt is assumed to be known and defined as
ψθ (u|Xt ) ≡ E
[
eiu
′Xt+1 |Xt
]
, u ∈ Rq
where θ is a p-dimensional vector of parameters, θ ∈ Θ ⊂ Rp. Let
θ0 denote the true parameter to be estimated. We assume that θ0
is uniquely identified from the conditional moment restrictions
based on the CCF.
Assumption 1.
E
[
eiu
′Xt+1 − ψθ (u|Xt )|Xt
]
= 0a.s. ⇔ θ = θ0.
The above conditional moment restrictions given in Assump-
tion 1 imply the following unconditional moment restrictions to
hold:
E
[
h(Xt )
{
eiu
′Xt+1 − ψθ (u|Xt )
}]
= 0, (2.1)
where h(Xt ) is an arbitrary function that is interpreted as an
‘‘instrument’’. This holds for any u ∈ Rq and a researcher may
select a set of discrete points or a continuum of such u’s to con-
struct the moment conditions. One of the regularity conditions
for consistent estimation is the global identification that θ0 is the
unique value that satisfies (2.1).
However, as DL point out, not all choices of h leads to the
global identification of θ0 even if Assumption 1 holds. For exam-
ple, the moment conditions with a constant h(·)
E
[
eiu
′Xt+1 − ψθ (u|Xt )
]
= 0
may fail to identify θ0 because this uses information from the
marginal distribution of Xt only and cannot capture the correla-
tion between Xt and Xt+1. Although several choices of moment
conditions have been proposed in the existing literature such
as Singleton (2001) and Carrasco et al. (2007), they focus on the
moment conditions that lead to efficient estimation only while
assuming the identification condition.
In order to ensure parameter identifiability, we consider the
instrument in the exponential form
h(Xt ) = h(v, Xt ) = eiv
′Xt , v ∈ Rq,
which is also considered in Carrasco et al. (2007). This leads to
the induced moment function dubbed the ‘‘Double-Index (DI)’’
moment
g(ω, θ ) = eiv
′Xt
{
eiu
′Xt+1 − ψθ (u|Xt )
}
, ω = (u, v)′ ∈ R2q. (2.2)
Intuitively, this moment function exploits information from the
joint distribution of Xt and Xt+1 and we can expect that this con-
tains the full information of the CCF, ψθ (u|Xt ). Theorem 1 below
is a direct application of the first part of Theorem 1 in Bierens
(1982) and confirms this.
Theorem 1. E
[
eiu
′Xt+1 − ψθ (u|Xt )|Xt
]
̸= 0 a.s. if and only if
E [g(ω, θ )] ̸= 0 for some vector v ∈ Rq.
In other words, θ0, the unique solution to the continuum
of E
[
eiu
′Xt+1 − ψθ (u|Xt )|Xt
]
= 0,∀u ∈ Rq, is also the unique
solution to the continuum of moments E [g(ω, θ )] = 0∀ω ∈ R2q.
Thus, θ0 is globally identified by
θ0 = argmin
θ
∫
|E [g(ω, θ )] |2dP(ω).
Note that the exponential function is not the only instrument
that leads to the induced moment conditions that θ0 is identified
from. Any generically comprehensively revealing (GCR) functions
introduced by Stinchcombe and White (1998) will do the job (see
e.g., HK). For example, the logistic function is also a valid instru-
ment (White, 1989). However, we choose this instrument because
it has a simple form and leads to the moments based on the
characteristic functions. This allows us to use the well developed
econometric theory with empirical characteristic function (ECF),
which is the sample counterpart of the DI-moment conditions
(e.g., Carrasco et al. (2007)).
We show below how we should construct the identifying
moment conditions with an example of autoregressive (AR) pro-
cesses.
Example (The AR(l) Process). Assume that {Yt} is a univariate
strictly stationary AR(l) process
Yt+1 = α+ρ1Yt+ρ2Yt−1+· · ·+ρlYt+1−l+ϵt+1, ϵt+1 ∼ i.i.d.(0, σ 2),
where α may be a function of other unknown parameters of
interest. Let θ = (ρ1, . . . , ρl, σ 2, θ ′1)
′ where θ1 is a vector of
parameters that form α.
In our Markov framework, Xt+1 = (Yt+1, Yt , . . . , Yt+2−l)′ with
q = l. Consider the following CCF
ψθ (u|Xt ) = E
[
eiu
′Xt+1 |Xt
]
= E
[
eiu1Yt+1 |Yt , . . . , Yt+1−l
]
= ψθ (u1|Yt ),
where Yt = (Yt , . . . , Yt+1−l). In this case, the proposed instrument
has to span the whole conditioning set, i.e. the instrument has to
be formed using the whole element of Yt , not using only a part of
it. Another caveat is that we should not restrict the all elements
in v to be equal to u1, i.e., the moment function corresponding to
eiv
′Yt
[
eiu1Yt+1 − ψθ (u1|Yt )
]
, v = (u1, . . . , u1)′ ∈ Rl.
Han et al. (2019) show with the example of Autoregressive
gamma of order 1 (ARG(1), Gourieroux and Jasiak (2006)) Yt that
such moment conditions theoretically identify θ but do the job in
a noisy way.
3. GMM estimation
Once the moment conditions are chosen, θ can be estimated
via GMM that finds the minimizer of the quadratic form of the
sample moment conditions
ḡT (ω, θ ) =
1
T
T∑
t=1
gt (ω, θ ) =
1
T
T∑
t=1
eiv
′Xt
{
eiu
′Xt+1 − ψθ (u|Xt )
}
.
When employing the parameter estimation via the ECF, a
continuum of moment conditions is available since the moments
hold for all ω = (u′, v′)′ ∈ R2q. We may choose a set of discrete
points or the full continuum.
In this section, we provide the estimation procedure that
exploits the full continuum of moment conditions. Let u =
(u1 u2 · · · uq)′ and v = (v1 v2 · · · vq)′. Then θ is computed
as the solution to the following problem
θ̂ = argmin
θ∈Θ
∫
|ḡT (ω, θ )|2 aT (ω)dω
= argmin
θ∈Θ
∫
· · ·
∫
|ḡT (ω, θ )|2 aT (ω)du1 · · · uqv1 · · · vq, (3.1)
where aT (ω) is a continuous weighting function that converges to
a nonrandom function a(ω). Note that this procedure precludes
using the optimal weighting function which comes from the
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inverse of a covariance function. This function can be thought
as the continuous counterpart of the covariance matrix of a
finite number of moment conditions. The covariance function is
not invertible and Carrasco et al. (2007) show that the ML effi-
ciency can be attained by using a regularization method proposed
by Carrasco and Florens (2000).
This method introduces a user-chosen parameter. However,
there is little discussion about the guidelines about how re-
searchers should choose it. To avoid this concern, we provide
a continuous GMM estimation with an exponential weighting
function.
aT (ω) = a(ω) = e−ω
′ω
= e−u
′u−v′v.
The GMM estimator defined in (3.1) with this weighting function
is in general not efficient but has a computational advantage.
As we can see in (3.1), computing a GMM estimator with a
continuum of moments involves computing multiple integrals
which could be computationally demanding. With this exponen-
tial weighting function, we can reduce the computational burden
since the integrals can be analytically calculated. See that the
objective function can now be written as∫
|ḡT (ω, θ )|2wT (ω)dω =
∫
· · ·
∫ ⏐⏐⏐⏐⏐ 1T
T∑
t=1
[gt (ω, θ )]
⏐⏐⏐⏐⏐
2
× e−u
′u−v′vdvdu
=
1
T 2
T∑
t=1
T∑
s=1
∫ {
eiu
′Xt+1 − ψθ (u|Xt )
}
×
{
e−iu
′Xs+1 − ψθ (−u|Xs)
}
e−u
′udu
×
∫
eiv
′(Xt−Xs)e−v
′vdv
=
1
T 2
T∑
t=1
T∑
s=1
[ q∏
k=1
π1/2e−
1
4 (Xk,t−Xk,s)
2
]
×
∫ {
eiu
′Xt+1 − ψθ (u|Xt )
}
×
{
e−iu
′Xs+1 − ψθ (−u|Xs)
}
e−u
′udu,
where Xk,t is the kth element of Xt for k = 1, . . . , q and the inte-
gral with respect to the transform variable u can be numerically
computed by Hermitian quadrature.
This GMM estimator θ̂ is consistent and asymptotically normal
under some standard conditions given in Assumption 2 below.
Assumption 2.
1. Xt is stationary and α-mixing with coefficients αj such
that
∑
∞
j=1 j
2αj < ∞. In addition, the conditional density
function of Xt+1 given Xt is indexed by θ in a compact set
in Rp and continuously differentiable w.r.t. θ .
2. ψθ (u|Xt ) is twice continuously differentiable in θ . Eθ
0[
∥▽θψθ (·|Xt )∥2+δ
]
< ∞ for some δ > 0 and
∑
∞
j=1 α
δ/(2+δ)
j <
∞, where ▽θ denotes the derivative with respect to θ .
3. Eθ
0 [
supθ ∥▽θψθ (·|Xt )∥
2+δ] < ∞ and Eθ0 [supθ ∥ ▽θθψθ
(·|Xt ) ∥2+δ
]
< ∞ where supθθ ▽θψ(·|Xt ) denotes the q × q
matrix of second derivatives of ψθ .
The above conditions are Assumption A.7, A.8(ii), and A.8(iii)
in Carrasco et al. (2007). Then, using the result of Proposition 3.1.
in Carrasco et al. (2007), we have the following asymptotic result.
Theorem 2. Suppose that Assumptions 1 and 2 hold. Then the GMM
estimator defined in (3.1) is consistent and asymptotically normal
√
T
(
θ̂ − θ0
)
d
→ N (0, V ),
where
V = J−1MJ−1,
J =
∫
Eθ
0
[
eiv
′Xt ∂ψθ (u|Xt )
∂θ
]
× Eθ
0
[
e−iv
′Xt ∂ψθ (−u|Xt )
∂θ ′
]
e−ω
′ωdω,
M =
∫ ∫
Eθ
0
[
eiv
′
1Xt
∂ψθ (u1|Xt )
∂θ
e−ω
′
1ω1
]
a(ω1, ω2)
× Eθ
0
[
e−iv
′
2Xt
∂ψθ (−u2|Xt )
∂θ ′
e−ω
′
2ω2
]
dω1dω2
a(ω1, ω2) = Eθ
0
[
ei(v1−v2)
′Xt {ψθ (u1 − u2|Xt )
−ψθ (u1|Xt )ψθ (−u2|Xt )}
]
.
The asymptotic variance can be estimated with the sample
counterparts
V̂ = Ĵ−1M̂Ĵ−1,
Ĵ =
1
T 2
T∑
t=1
T∑
s=1
[ q∏
k=1
π1/2e−
1
4 (Xk,t−Xk,s)
2
]
×
∫
∂ψθ (u|Xt )
∂θ
∂ψθ (−u|Xs)
∂θ ′
e−u
′udu,
M̂ =
1
T 3
T∑
t=1
T∑
s=1
T∑
j=1
[ q∏
k=1
π1/2e−
1
4 (Xk,t+Xk,s)
2
]
×
[ q∏
k=1
π1/2e−
1
4 (Xk,s+Xk,j)
2
]
×∫ ∫
∂ψθ (u1|Xt )
∂θ
[ψθ (u1 − u2|Xs) − ψθ (u1|Xs)ψθ (−u2|Xs)]
×
∂ψθ (−u2|Xj)
∂θ ′
e−u
′
1u1−u
′
2u2du1du2.
4. Conclusion
In this paper, we revisit the potential parameter identification
issue in the models with CCF. We show that the DI-moments
ensure the parameter identifiability and provide a consistent
GMM estimator that exploits the continuum of instrument. The
moments enable us to utilize the well developed econometric
theory by Carrasco et al. (2007). In addition, this GMM estimator
has a computational advantage by reducing dimensions. Given
these two properties, we could provide useful guidelines to those
estimating the models with CCF.
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