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We show that the distribution of elements H in the Hessian matrices associated with amorphous
materials exhibit cusp singularities P (H) ∼ |H|γ with an exponent γ < 0, as |H| → 0. We exploit the
rotational invariance of the underlying disorder in amorphous structures to derive these exponents
exactly for systems interacting via radially symmetric potentials. We show that γ depends only on
the degree of smoothness n of the potential of interaction between the constituent particles at the
cut-off distance, independent of the details of interaction in both two and three dimensions. We
verify our predictions with numerical simulations of models of structural glass formers. Finally, we
show that such cusp singularities affect the stability of amorphous solids, through the distributions
of the minimum eigenvalue of the Hessian matrix.
Introduction: Understanding and modelling the prop-
erties of amorphous solids such as glasses has remained a
challenge due to their extreme non-equilibrium nature as
well as the underlying disorder in the arrangement of par-
ticles [1–10]. An important aspect in the study of such
systems is their vibrational properties, typically probed
through the eigenvalues of the Hessian matrix [11–13],
with low-frequency modes being particularly relevant at
the low-temperatures where glass physics dominates [13–
25]. Since glass forming systems settle into disordered
configurations, their Hessian matrices are naturally char-
acterised by a distribution of elements, which so far has
received very little attention [26, 27]. Random matrix
treatments therefore provide a natural framework with
which to model amorphous systems [28–33], with many
studies having focused on lattices with random interac-
tions [34–36]. Even though there are indications of an un-
derlying “amorphous order” in such systems [9, 10], their
behaviour differs fundamentally from that of crystals,
with the low lying eigenvalues of their Hessian matrices
displaying marked non-Debye behaviour [21–25], which
is related to the growth of a structural length scale [37]
as well as the growth of static correlations [38]. Although
the Hessian matrix is relatively simple to compute in sim-
ulations [39, 40], an experimental determination remains
difficult, accessible for example, only through displace-
ment correlations in colloidal glasses [41]. In this con-
text, it is important to study the vibrational properties
of model systems via simulations.
In this Letter, we analyse the distributions of Hessian
elements in structural glass formers analytically, as well
as through numerical simulations. In simulations, inter-
action potentials are typically cut-off at a finite distance
for computational expediency, and in order to avoid un-
physical changes, they are smoothed to relevant degrees
at this cut-off [42]. However, the effect of this smooth-
ness on vibrational properties of such amorphous systems
has never been investigated. In crystals, the ordered
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FIG. 1. Comparison of energy minimised configurations in (a)
a mono-disperse crystal and (b) an amorphous glass consisting
of two types of particles, A (small, green) and B (large, blue).
Also plotted are the corresponding distributions P (H) of the
diagonal elements of their Hessians. In (b), the distribution
is shown only for A-B interactions.
inter-particle distances imply delta distributed Hessian
elements. For example, in a triangular lattice of par-
ticles with nearest neighbour interactions as shown in
Fig. 1 (a), the diagonal Hessian elements take on one of
two non-zero values. However, in the case of a disordered
arrangement derived from simulations of glass formers as
shown in Fig. 1 (b), this distribution is continuous, peak-
ing at zero with a marked cusp singularity. We exploit the
rotational invariance of the underlying amorphous disor-
der to derive analytic expressions for these distributions,
for systems with radially symmetric interactions, which
we then verify using direct numerical simulations. We
show that these distributions indeed exhibit smoothness-
dependent cusp singularities
P (H) ∼ |H|γ , for |H| → 0 (1)
with a power γ < 0. We derive exact results for γ, for
any degree of smoothness, in both two dimensions (2D)
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2as well as three dimensions (3D). Our results are summa-
rized in Table I, highlighting the non-trivial dependence
of these distributions on the nature of the interaction
at the cut-off. Finally, we show that these singularities
have crucial implications for the low-energy vibrational
modes of amorphous systems, through a numerical sam-
pling of the minimum eigenvalue of systems with varying
smoothness in their interactions.
Distribution of Hessian Elements: We begin with a dis-
ordered arrangement of particles at positions {ri}, where
the particle index i ∈ {1, . . . , N}. The Hessian is then
a dN × dN matrix where d represents the dimension of
the system, with elements Hijαβ that describe the stiff-
ness between particles i and j, along the coordinates
α, β ∈ {x, y, z}. In terms of the inter-particle distance
vector rij = ri − rj , the Hessian elements may be ex-
pressed as
Hijαβ(rij) =
∂2U
[{ri}]
∂rijα ∂r
ij
β
. (2)
Here, U
[{ri}] is the total potential energy of the sys-
tem, which is a function of the positions of all particles.
For pairwise additive interactions, U
[{rij}] = ∑ij ψij ,
where ψij is the interaction potential between particles
i and j. We consider central potentials ψ(r), where
r ≡ rij = |rij | is the distance between particles i and j.
In addition, these potentials are smoothed to n deriva-
tives at a cut-off distance rc, i.e., d
mψ
drm
∣∣∣
rc
= 0 for all
0 ≤ m ≤ n. Fig. 2 shows a typical interaction potential
in 2D used in our numerical simulations, and its deriva-
tives, all of which tend to zero at cut-off (n = 2 in this
case). The Hessian elements for central potentials are
given by [43]
Hijαβ(rij) = −
(
ψijrr
(rij)2
− ψ
ij
r
(rij)3
)
rijα r
ij
β − δαβ
ψijr
rij
, (3)
where the subscripts of r indicate partial derivatives with
respect to the inter-particle distances: ψr ≡ ψijr =
∂rijψ
ij , ψrr ≡ ψijrr = ∂rij∂rijψij . Since the poten-
tial and its derivatives vanish at the cut-off distance,
the small Hessian elements arise primarily due to pair-
distances near this cut-off. The values of Hessian ele-
ments in Eq. (3) depend on the length and angle of the
inter-particle distances in an arbitrarily chosen (fixed)
Cartesian coordinate system. We therefore define a gen-
eralised angular coordinate Ω with respect to these fixed
axes, which is a function of the angle φ in 2D, and both
the polar and azimuthal angles θ, φ in 3D. The distribu-
tion of Hessian elements P (H) is then given by
P (H) =
∫
dr dΩ P (r,Ω) δ
(
H −Hijαβ(rij)
)
, (4)
where P (r,Ω) represents the joint probability distri-
butions of inter-particle distances and orientations, as
shown in the inset of Fig. 3. For a given H, the delta
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FIG. 2. The R10 potential ψ(r) ∼ r−10 + c + br2 + ar4 for
A-B interactions, smoothed to two derivatives (n = 2) at
the cut-off (ψ(rc) = ψ′(rc) = ψ′′(rc) = 0). The derivatives
have been scaled down by a factor of 100 for clarity. The
(inset) shows a plot in the inter-particle coordinates (r, cos θ),
displaying contours which contribute to the distribution of
diagonal Hessian elements (α = β) at a fixed H.
function constraint in Eq. (4) selects the corresponding
contour in (r,Ω) through Eq. (3), as shown in the inset
of Fig. 2.
We next exploit the rotational invariance of the under-
lying amorphous disorder to relate P (H) to the distri-
bution of inter-particle distances. This microscopic rota-
tional symmetry leads to isotropic angular distributions
at all distances. Hence, we may assume the distributions
of inter-particle distances and angles to be uncorrelated
P (r,Ω) = P (r)P (Ω). Numerically sampling this joint
distribution P (r,Ω) in structural glass formers (inset of
Fig. 3), demonstrates that all orientations are sampled
uniformly, independent of the radial distance. We there-
fore assume uniform distributions in the angular variables
P2D(φ) = P3D(φ) = 12pi , and P3D(cos θ) =
1
2 . The dis-
tribution of r is the radial distribution function g2(r),
normalised over the range of interaction r ∈ [0, rc], i.e.,
P (r) = g2(r)Θ(rc − r)N , where Θ is the Heaviside func-
tion, and N−1 = ∫ rc0 g2(r) is a constant of normalisation.
For a given H, the integration over the angular variables
in Eq. (4) yields a Jacobian factor, leading to the Hessian
element distribution
P (H) =
∫ rc
0
dr P (r) P (Ω)∣∣∂H
∂Ω
∣∣ =
∫ rc
0
dr P (r) P(H, r).
(5)
Above, the angular variable Ω in the final expression has
been expressed in terms of H and r using Eq. (3). There-
fore, given an empirical g2(r), P (H) can be determined
exactly. The partial integrand P(H, r) = [∣∣∂H∂Ω ∣∣]−1P (Ω)
depends on the dimension, as well as the spatial indices α
and β. However, rotational symmetry dictates that there
are only two classes of Hessian element distributions: the
diagonal (Hαα : Hxx ≡ Hyy ≡ Hzz) and off-diagonal
3(Hαβ : Hxy ≡ Hyz ≡ Hzx).
Exact Partial Integrands: We first consider the dis-
tribution of Hessian elements in 2D systems, choosing
the diagonal element Hxx and the off-diagonal element
Hxy. From Eq. (3), H2Dxx = −
(
ψrr − ψrr
)
cos2 φ − ψrr ,
and H2Dxy = −
(
ψrr − ψrr
)
cosφ sinφ. It is convenient to
use the angular variable Ω ≡ cosφ with the distribution
P2D (Ω) = 1/
(
pi
√
1− Ω2). Substitution of these into the
expression in Eq. (5) yields the same partial integrand
for both cases P2Dαβ =
[
pi
∣∣∣ ∂H∂ cosφ ∣∣∣√1− cos2 φ]−1. Fi-
nally, inverting the above expressions for H2Dxx and H2Dxy
to express cosφ in terms of H and r, we arrive at
P2Dαβ (H, r) =

∣∣∣4pi2 (H + ψrr ) (H + ψrr)∣∣∣−1/2 α = β,∣∣∣∣pi2{(ψrr − ψrr )2 − 4H2}∣∣∣∣−1/2 α 6= β.
(6)
For 3D systems, we choose Hzz and Hxz to represent the
diagonal and off-diagonal elements, respectively. From
Eq. (3) we have H3Dzz = −
(
ψrr − ψrr
)
cos2 φ − ψrr , and
H3Dxz = −
(
ψrr − ψrr
)
cos θ sin θ cosφ. In the case of diag-
onal elements, it is convenient to choose Ω ≡ cos θ, with
the distribution P3D (cos θ) = 12 (see inset of Fig. 3).
Under these conditions, the partial integrand defined in
Eq. (5) is P3Dzz =
[
2
∣∣ ∂H
∂ cos θ
∣∣]−1. In the case of off-diagonal
elements, it is convenient to choose Ω ≡ cosφ, and given
that P (φ) = 12 , we arrive at the exact integral form
P3Dxz =
∫
pid(cos θ)
[∣∣∣ ∂H∂ cosφ ∣∣∣√1− cos2 φ]−1. Finally, in-
verting the above expressions for H3Dzz and H3Dxz to ex-
press cos θ and cosφ in terms of H and r, we arrive at
the simplified expressions
P3Dαβ (H, r) =

∣∣∣4(H + ψrr )(ψrr − ψrr )∣∣∣−1/2 α = β,
κ
H
∫ 1
−1 dx
[
x2(1− x2)− κ2]−1/2 α 6= β.
(7)
with κ = H
(
ψrr − ψrr
)−1
. The above integral form for
the off-diagonal elements has the asymptotic behaviour
(refer to Supplemental Material [44]/ 1)
P3Dα 6=β (H, r) κ→0∼
2κ
H
log
(
4
κ
)
. (8)
The distributions of Hessian elements can now be
found using these partial integrands (Eqs. (6) and (7)) in
Eq. (5) along with the numerically obtained radial dis-
tribution functions, as shown in Fig. 3. We display the
match between our theoretical predictions and distribu-
tions obtained from numerical simulations in Fig. 4. In
the Supplemental Material [44]/ 2, we additionally show
a precise match between P (H) obtained analytically and
numerically, for an exponentially decaying g2(r).
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FIG. 3. Numerically sampled radial distribution function of
A-B particle pairs in the R10 system in three dimensions.
The vertical line indicates the cut-off distance of the interac-
tion. (Inset) Numerically sampled joint distributions of the
distances (r) and angles (φ and cos θ), indicating isotropic
angular distributions.
Asymptotic Forms and Cusp Singularities: We focus
next on the behaviour of P (H) in the limit H → 0.
It is clear from the forms of the partial integrands in
Eqs. (6) and (7), that they diverge as r → rc and H → 0,
since ψr → 0 and ψrr → 0. Consequently, The corre-
sponding integrals determining P (H) in Eq. (5) exhibit
singularities P (H) ∼ Hγ as H → 0, as displayed in
Figs. 1 (b) and 4. We show below that the strength
γ of this singularity depends on the rate of decay (i.e.,
smoothness n) of the interaction at cut-off.
To determine the behaviour of the distribution near
the singularity, we focus on the integral in Eq. (5), as we
approach the cut-off r → rc. It is assumed also, that the
g2(r) does not contain singularities at rc as justified by
the plot in Fig. 3. The interaction potential, smooth to
n derivatives at the cut-off distance and its derivatives in
the limit of r → rc, may therefore be approximated as
ψ (r) = (rc − r)n+1f (r) ,
ψr/r ≈ C1(rc − r)n,
ψrr ≈ C2(rc − r)n−1, (9)
where f(r) is a regular function, along with C1 = −(n+
1)f(r)/r, and C2 = n(n + 1)f(r) which vary signifi-
cantly slower compared to the power-law term as r → rc.
Above, in ψr/r, we have ignored (rc − r)n+1f ′(r) in com-
parison to (rc − r)nf(r). Under this approximation, the
singular points of P(H, r) in the complex-r plane are de-
termined by the two expressions
(rc − r)n = −H
C1
, (rc − r)n−1 = −H
C2
. (10)
The full structure of the poles in Eq. (10) is detailed
in the Supplemental Material [44]/ 3. However, as the
4Element (H) Smoothness (n) lim
H→0
P (H)
Diagonal [2,∞)∗ |H|−1+ 32n
(α = β) {2}† |H|−1+ 32n
{3}† |H|− 12 log
(
|H|−1
)
(3,∞)† |H|−1+ 1n−1
Off-Diagonal {2} log
(
|H|−1
)
(α 6= β) (2,∞) |H|−1+ 1n−1
TABLE I. Asymptotic behaviour of Hessian element distribu-
tions in the limit H → 0. The diagonal element distribution,
depends on the relative signs of H and the interaction poten-
tial near the cut-off ψδ ≡ ψ(rc− δ). The case (∗) corresponds
to H × ψδ > 0, while (†) corresponds to H × ψδ < 0. The
results are identical for both two and three dimensions.
integral in Eq. (5) is performed over the real interval
[0, rc], the new upper limit is determined by the largest
positive real root of these expressions. This occurs at a
value r∗ = rc − s, where s ≡ s(H) represents the shift
in the upper limit. The singular behaviour in P(H, r) is
thus determined by both the sign of H, and the signs of
the first two derivatives of the potential (C1 and C2), as
the cut-off distance r → rc is approached.
In order to analyse the asymptotic forms of P (H) in
Eq. (5) as H → 0, we define a small variable  as a
distance to r∗ at a given value of H,  = (rc − s) − r.
The derivatives of the potential described in Eq. (9) can
then be written as
ψr/r ≈ C1(+ s)n, ψrr ≈ C2(+ s)n−1. (11)
We can now extract the asymptotic behaviour of P (H)
using this approximation in the partial integrands in
Eqs. (6) and (7). The behaviour of these integrands
depends on the relative signs of H and the interaction
potential near cut-off ψδ ≡ ψ(rc − δ) with δ/rc  1. Be-
low, we present the analysis for the diagonal elements in
2D, with the details of all cases presented in the Supple-
mental Material [44]/ 4. Using Eq. (11) in Eq. (6), for
H → 0, → 0, we have
P2Dαα (H, ) ∼
[
(H + C1(+ s)n)
(
H + C2(+ s)n−1
)]−1/2
.
(12)
We can extract the limiting behaviour of P (H) by
identifying the dominant contribution from the above
expression to the integral in Eq. (5). There exist up
to three regimes of  in terms of the behaviour of the
partial integrand in Eq. (12): (i)
[
0, H1/n−1
)
, (ii)[
H1/n−1, H1/n
)
, and (iii)
[
H1/n,∞), depending on the
shift s(H) (refer to Supplemental Material [44]/ 3). For
the case H×ψδ > 0, contribution of the integral over the
last interval dominates, with P (H) ∼ ∫∞
H1/n 
−n+1/2 =
−n+3/2
∣∣∞
H1/n
. Therefore, we arrive at the asymptotic
form P 2Dαα (H) ∼ H−1+
3
2n . Our results for all cases are
summarized in Table I. Remarkably, although the expres-
sions in Eqs. (6) and (7) have very different forms, they
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FIG. 4. Distribution of diagonal Hessian elements in the R10
system with different smoothness at cut-off n = 2 and 3 in
two dimensions. The configurations sampled are at energy
minima. The plot is in symmetric-log-log scale, showing the
power law divergence in both positive and negative H. The
dashed lines represent the analytic predictions from Eq. (5),
using numerically sampled radial distribution functions. Ex-
ponent of the cusp singularity changes with the degree of
smoothness n. (Inset) Distribution of the minimum eigen-
value λmin of the Hessian (for system size N = 256), display-
ing significant changes with the degree of smoothness n.
yield exactly the same results for the cusp singularities
in both 2D and 3D.
Numerical Simulations: In order to verify our predic-
tions, we have performed extensive numerical simulations
of structural glass formers, in 2D as well as 3D. We simu-
late a binary mixture of purely repulsive particles of type
A and B (refer to Supplemental Material [44]/ 5). The
A-B interactions are illustrated in Fig. 2. High tempera-
ture molecular dynamics simulations were utilised to gen-
erate independent, uncorrelated configurations of parti-
cles, and sample their inherent structures by locating the
nearest local minimum via the conjugate-gradient min-
imization. We then evaluate the Hessian elements be-
tween particles within interacting range of each other.
In Fig. 4 we plot the numerically sampled distributions
of the diagonal Hessian elements for A-B interactions in
2D systems for n = 2 and n = 3, along with our theoret-
ical predictions (dashed lines) using Eq. (5) in Eq. (6),
displaying near-perfect agreement. These distributions
diverge as H → 0+ with the exponents − 14 for n = 2 and
− 12 for n = 3, as predicted in Table I.
Finally, we turn our attention to the vibrational prop-
erties of the system, that are probed through the eigen-
value spectrum of the Hessian matrix. We test the sen-
sitivity of low-lying eigenvalues to the smoothness of the
potential, and consequently, the power of the cusp sin-
gularity in P (H), by analysing the distribution of the
minimum eigenvalue, λmin. Our results displayed in the
inset of Fig. 4, show a significant divergence at low values,
between distributions for two values of smoothness.
5Discussion: We have presented analytic results for the
distribution of Hessian elements in disordered amorphous
media in 2D and 3D, and verified them with extensive nu-
merical simulations. Our treatment is quite general, re-
lying only on the isotropy of the underlying amorphous
medium, and can be extended to other systems display-
ing such disorder. Additionally, we have shown that the
Hessian matrices of amorphous materials display a pre-
ponderance of small elements, characterized by a cusp
singularity that depends on the smoothness of the inter-
action potential at the cut-off distance. Remarkably, the
results for the cusp singularities are exactly the same in
both 2D and 3D, a fact that warrants deeper investiga-
tion. Our results are particularly relevant for numerical
studies of glasses, where the effect of smoothness in in-
teraction potentials has not yet been investigated. We
have also shown numerically that such singularities have
crucial implications for the low-lying eigenvalues of the
Hessian matrix that govern the stability or fragility of
amorphous solids, highlighting their sensitivity to the
small, non-zero elements in the Hessian matrix. Such
singularities are also an important ingredient to be taken
into account in Random Matrix treatments of Hessian
matrices of amorphous materials. It would be interest-
ing to extend our analytic results to construct bounds
on the vibrational density of states of amorphous sys-
tems [45]. Finally, it would also be interesting to extend
our results to study jamming transitions, that are char-
acterized by diverging pair correlation functions at the
cut-off distance [46–49].
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7Supplemental Material for
“Cusp singularities in Hessian element distributions of amorphous media”
In this document we provide supplemental figures and derivations related to the results presented in the main text.
In Section 1, we provide detailed derivations of the partial integrands P(H, r) that are used in the computation of the
Hessian element distributions P (H) in two and three dimensions. In Section 2, we display a precise match between the
analytic and numerical distributions obtained using an exponential pair correlation function g2(r). In Section 3, we
provide details of the structure of the singularities of the partial integrand. In Section 4, we derive exact asymptotic
forms for P (H) in the limit H → 0. Finally in Section 5, we provide details of the models and software used in our
numerical simulations.
1. Hessian Element Distribution
In this Section we derive exact forms for the partial integrands in both two and three dimensions as announced in
Eqs. (6) and (7) in the main text. The elements of the Hessian matrix may be described in terms of the inter-particle
distance vector (rij), its magnitude (rij), and the pair-wise interaction potential (ψij), which for central potentials is
a function purely of the inter-particle distance rij (Eq. (3) in main text)
Hijαβ(rij) = −
(
ψijrr
(rij)2
− ψ
ij
r
(rij)3
)
rijα r
ij
β − δαβ
ψijr
rij
, (13)
where the subscripts of r indicate partial derivatives ψr = ∂rijψ and ψrr = ∂rij∂rijψ. Henceforth, we use H and r to
represent the Hessian element and the inter-particle distance respectively. The distribution of the elements may then
be computed as (Eq. (4) in main text)
P (H) =
∫
dr dΩ P (r,Ω) δ
(
H −Hijαβ(rij)
)
. (14)
In addition, assuming a product form for the joint distribution of the inter-particle distances and angles P (r,Ω) =
P (r)P (Ω), we have (Eq. (5) in main text)
P (H) =
∫ rc
0
dr P (r) P (Ω)∣∣∂H
∂Ω
∣∣ =
∫ rc
0
dr P (r) P(H, r). (15)
In the sections that follow, we focus our attention on determining the partial integrand P(H, r).
Diagonal elements
We first consider the diagonal elements (α = β) in two dimensions. Since by symmetry, the xx and yy elements are
equivalent, we consider just the former. The inter-particle distance vector is determined by its magnitude and angle
(φ) with respect to the x-axis. Using this we arrive at
Hijxx (r, cosφ) = −
(
ψijrr −
ψijr
r
)
cos2 φ− ψ
ij
r
r
. (16)
As stated above, we may infer from Fig. 5 that the distributions of r and φ are independent, and additionally, that
the distribution in φ is uniform, with
P (r, φ) = P (r)P (φ),
P2D(φ) =
1
2pi . (17)
Since the only dependence on φ is through a cosine, it is convenient to use the distribution
P2D(cosφ) =
1
pi
√
1− cosφ2 . (18)
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FIG. 5. Joint distribution of inter-particle distances (r) and angles (φ) for energy minimised structures of an R10 system in
two dimensions. This distribution is isotropic in the angular variable φ, justifying a product form for this joint distribution.
The partial integrand in this case is
P2Dαα =
[∣∣∣∣ ∂H∂ cosφ
∣∣∣∣√|1− cos2 φ|]−1. (19)
We may use Eq. (16) to simplify this, also noting that
cos2 φ = − H +
ψr
r
ψrr − ψrr
. (20)
Therefore, we have
P2Dαα (H, r) =
[
2
√∣∣∣∣(H + ψrr
)
(H + ψrr)
∣∣∣∣
]−1
, (21)
which is the first part of Eq. (6) in the main text.
We next derive the partial integrand in three dimensions. The inter-particle distance vector is now determined by
its magnitude, the polar angle (θ) subtended on the z-axis, and the azimuthal angle (φ) subtended by the projection
of the vector onto the x− y plane, measured relative to the x-axis. By symmetry, the distributions of the xx, yy and
zz Hessian elements are the same, and therefore we only need consider one of them
Hijzz
(
rij , θ
)
= −
(
ψijrr −
ψijr
r
)
cos2 θ − ψ
ij
r
r
. (22)
The partial integrand P(H, r) is then similar to that in two dimensions (Eq. (19)), since the zz element does not
depend on the azimuthal angle φ. Next, we may infer from Fig. 6 that the distribution of cos θ is uniform
P3D(cos θ) =
1
2 . (23)
Since the zz element does not involve φ, the integral over φ in Eq. (14) evaluates to a constant, and therefore, we
arrive at the partial integrand
P3Dαα =
∣∣∣∣ ∂H∂ cos θ
∣∣∣∣−1. (24)
Solving Eq. (22) for cos θ as in Eq. (20), and substituting it in Eq. (24) above, we have
P3Dαα (H, r) =
[
2
√∣∣∣∣(H + ψrr
)(
ψrr − ψr
r
)∣∣∣∣
]−1
, (25)
which is the first part of Eq. (7) in the main text.
9−pi −pi/2 0 pi/2 pi
φ
1.2
1.4
1.6
1.8
2.0
2.2
2.4
r
0.0
0.2
0.4
0.6
0.8
−1.0 −0.5 0.0 0.5 1.0
cos(θ)
1.2
1.4
1.6
1.8
2.0
2.2
2.4
r
0.0
0.2
0.4
0.6
0.8
FIG. 6. (Left) Joint distribution of inter-particle distances (r) and azimuthal angles (φ) and (Right) joint distribution of
inter-particle distances (r) and polar angles (cos θ) for energy minimised structures of an R10 system in three dimensions. In
both cases the angular distributions are isotropic.
Off-Diagonal elements
The off-diagonal elements (α 6= β) of the Hessian in two dimensions may be represented as
Hijxy (r, φ) = −
(
ψijrr −
ψijr
r
)
cosφ sinφ. (26)
Once again, the partial integrand takes the form
P2Dαβ =
[∣∣∣∣ ∂H∂ cosφ
∣∣∣∣√|1− cos2 φ|]−1, (27)
which can be simplified to yield
P2Dαβ =
[∣∣∣∣ ∂H∂ cosφ sinφ
∣∣∣∣]−1. (28)
Using Eq. (26), the Jacobian factor is given by
∂H
∂ cosφ = −
(
ψrr − ψr
r
)
sinφ+
(
ψrr − ψr
r
)
cos2 φ
sinφ =
(
ψrr − ψr
r
)
cos 2φ
sinφ . (29)
Substituting this back into Eq. (28), we arrive at
P2Dαβ =
[∣∣∣∣(ψrr − ψrr
)
cos 2φ
∣∣∣∣]−1. (30)
We may also rewrite Eq. (26) as
sin 2φ = −2H(
ψrr − ψrr
) . (31)
Therefore
cos 2φ =
√√√√1− 4H2(
ψrr − ψrr
)2 . (32)
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Thus, the partial integrand in terms of H and r simplifies to
P2Dαβ (H, r) =

√√√√∣∣∣∣∣
(
ψrr − ψr
r
)2
− 4H2
∣∣∣∣∣
−1, (33)
which is the second part of Eq. (6) in the main text.
Next, for the calculation for off-diagonal elements in three dimensions, it is convenient to choose Hxz, which now
additionally involves the polar angle θ as
Hijxz (r, θ, φ) = −
(
ψijrr −
ψijr
r
)
cos θ sin θ cosφ. (34)
The distribution of φ in 3D is similar to 2D, as can be seen from Fig. 6, with P3D(φ) = 12pi . Therefore the partial
integrand is given by
P3Dαβ =
∫ 1
−1
d(cos θ)
[∣∣∣∣ ∂H∂ cosφ
∣∣∣∣√|1− cos2 φ|]−1. (35)
The Jacobian in the above equation can be evaluated using Eq. (34). Finally, substituting for cosφ using Eq. (34),
we have
P3Dαβ =
∫ 1
−1
d(cos θ)

√√√√∣∣∣∣∣
(
ψrr − ψr
r
)2
sin2 θ cos2 θ −H2
∣∣∣∣∣
−1. (36)
We may simplify this integral, and express it as
I (H;κ) = κ
H
∫ 1
−1
dx√
x2(1− x2)− κ2 , (37)
which is the second part of Eq. (7) in the main text, and where
κ = H(
ψrr − ψrr
) . (38)
Since we are interested in the H → 0 limit, we may assume κ < 1/2. This guarantees that the term within the square
root in Eq. (37) remains real. The limits such that the integral in Eq. (37) is real, are given by
a =
√
1−√1− 4κ2
2 and b =
√
1 +
√
1− 4κ2
2 . (39)
We may then write
I (H;κ) = κ
H
∫ b
a
2dx√
x2(1− x2)− κ2 , (40)
Unfortunately, the integral above does not have a closed form solution, however we can still extract the asymptotic
behaviour exactly. In order to make progress, let us re-write the integral described in Eq. (40), by making the
transformation
κ2 = µ2 − µ4, (41)
which gives us
I (H;µ) =
√
µ2 − µ4
H
∫ √1−µ2
µ
2dx√
x2(1− x2)− µ2 + µ4 , (42)
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where the limits simplify since we may write x2
(
1− x2)− µ2 + µ4 = (x2 − µ2) ((1− x2)− µ2).
Next, we split the integrand into partial fractions as
1√
x2(1− x2)− µ2 + µ4 =
1√
x2 − µ2 +
1√
1− x2 − µ2 +
1−
√
1− x2 − µ2 −
√
x2 − µ2√
(1− x2 − µ2)(x2 − µ2) . (43)
We can now examine the integral over each of these terms separately. For the first term, we have
∫ √1−µ2
µ
dx√
x2 − µ2 = tanh
−1
(
x√
x2 − µ2
)∣∣∣∣∣
√
1−µ2
µ
= tanh−1
(√
µ2 − 1
2µ2 − 1
)
+ ipi2
µ→0≈ log (2)− log (µ) +O (µ2) . (44)
Note that this is singular at µ = 0. Next, the integral over the second term yields
∫ √1−µ2
µ
dx√
1− x2 − µ2 = tan
−1
(
x√
1− x2 − µ2
)∣∣∣∣∣
√
1−µ2
µ
= pi2 − tan
−1
(
µ√
1− 2µ2
)
µ→0≈ pi2 − µ+O
(
µ3
)
. (45)
The integral over the third term cannot be performed exactly, so we first examine its behaviour as µ→ 0
1−
√
1− x2 − µ2 −
√
x2 − µ2√
(1− x2 − µ2)(x2 − µ2)
µ→0≈ −1 + x−
√
1− x2
x(1 + x) +O
(
µ2
)
. (46)
We therefore have ∫ √1−µ2
µ
(−1− x+√1− x2)dx
x(1 + x) = sin
−1 (µ)− cos−1 (µ)− log
(
µ+ 1√
1− µ2 + 1
)
µ→0= log (2)− pi2 . (47)
Putting together the terms from Eqs. (44), (45) and (47), into Eq. (42) and ignoring terms of O(µ), we have
I (H;µ) ≈ 2
√
µ2 − µ4
H
[log (4)− log (µ) +O (µ)] . (48)
Thus the singular behaviour of the full integrand occurs due to the first term in the partial fractions. Finally, we
transform back to κ using the appropriate solution, i.e., the positive real branch in Eq. (41) given by
µ =
√
1−√1− 4κ2√
2
(49)
Therefore I(H;κ) (Eq. (37)), in the limit of small κ, simplifies to
I (H;κ) ≈ 2κ
H
[
log (4)− log (κ) +O (κ2)] (50)
Thus, the partial integrand for the off-diagonal elements in three dimensions, when κ 1 is given by
P3Dαβ (H, r) = 2
(
ψrr − ψr
r
)−1
log
4
(
ψrr − ψrr
)
H
, (51)
which is Eq. (8) in the main text.
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FIG. 7. Distribution of diagonal Hessian elements (α = β) corresponding to A-B interactions in the R10 model, using an
exact form for the radial distribution function g2(r) given in Eq. (52) for (Left) two dimensional systems and (Right) three
dimensional systems.
2. P (H) using an exact radial distribution function
The analytical prediction of the Hessian element distribution as shown in Fig. 4 in the main text contains slight
discrepancies which occur due to the interpolated form of the g2(r) used. In this Section we analyse the distribution
of Hessian elements sampled from an artificial, but exact distribution of pair distances given by
g2(r) = e−(r−1)Θ(r − 1), (52)
where Θ(r) is the Heaviside theta function. Our results for diagonal Hessian elements (α = β) are displayed in Fig. 7
for both two and three dimensional systems. We find that the analytic procedure yields a prediction that agrees with
the numerical distribution to within numerical precision.
3. Poles in the complex-r plane
In this Section we analyse the variation of the upper limit in r that appears in the integral expression for P (H) in
Eq. (15) (Eq. (5) in the main text). For example, in the case H > 0, the contours plotted in the inset of Fig. 2 in
the main text indicate a maximum value of r (i.e., the turn-around points of the contours). This implies a divergence
stemming from the Jacobian factor in the integral, which can be extracted from the roots of the denominator of
P(H, r) given in Eqs. (6) and (7). Below, we will focus on the non-trivial case of diagonal elements in 2D (Eq. (21)).
The other cases are treated in a similar manner, and are significantly simpler.
As stated in Eq. (9) in the main text, for a given degree of smoothness n at the cut-off rc, the interaction potential
and its derivatives may be approximated in terms of the approach to rc as
ψ (r) = (rc − r)n+1f (r)
ψr/r ≈ C1(rc − r)n
ψrr ≈ C2(rc − r)n−1, (53)
where f(r) is a regular function, along with C1 = −(n + 1)f(r)/r, and C2 = n(n + 1)f(r) which vary significantly
slower compared to the power-law term as r → rc. The singular behaviour in the partial integrand in Eq. (21) occurs
under one of the following conditions:
(rc − r)n = −H
C1
(rc − r)n−1 = −H
C2
. (54)
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Signs of
(ψδ, H)
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FIG. 8. An illustration of the structure of poles of Eq. (54) in the complex-(rc−r) plane. The figure shows the poles for degrees
of smoothness n = 2 and n = 3. The behaviour depends on the relative signs of the potential near the cut-off (ψδ ≡ ψ(rc − δ))
and the Hessian element H. The (red) crosses indicate the largest real positive pole that controls the upper limit of the integral
in Eq. (21). The shift s(H) is given by the distance of this pole to the origin.
Using this approximation, for given a value of H, the value of r at which the partial integrand is singular is shifted
from the cut-off, which we quantify as
r∗(H) = rc − s(H). (55)
The shifts s(H) depend on the relative signs of the potential near cut-off (ψδ ≡ ψ(rc − δ) with δ/rc  1), and the
value of the Hessian element H. For the sake of convenience, let us denote the signs of these two quantities as a pair:
(ψδ, H).
The value of r at which the partial integrand P(H, r) becomes singular is determined by the largest, real, positive
pole in Eq. (54). The shift s(H) can now be identified based on the fact that positive unity always has a positive
root, while negative unity does not. The structure of the poles of the partial integrand in 2D (for n = 2 and 3) are
displayed in Fig. 8, with the positive real roots that contribute to the shift denoted by (red) crosses. The shifts for
these cases have been summarized in Table II.
Signs of Shift
(ψδ, H) s(H)
(+,+) (H/C1)1/n
(+,−) (H/C2)1/n−1
(−,+) (H/C2)1/n−1
(−,−) (H/C1)1/n
TABLE II. The various possible shifts s(H) in the upper limit of the integral in Eq. (15), for the diagonal elements (α = β) in
two dimensions. The value of the shift depends on the relative signs of H and ψδ as well as the degree of smoothness n.
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FIG. 9. Plot of the asymptotic partial integrand P(H, ) given in Eq. (59), corresponding to A-B interactions of the R10
model with degree of smoothness n = 2. The two regimes of asymptotic behaviour are given by [0,
√
H) and [
√
H,∞), with
decays −1/2 and −3/2 respectively, as predicted in Eqs. (61) and (60). (Inset) Scaling collapse of the integrand with the scaled
variable
√
|H|.
4. Asymptotic Integrals
The behaviour of the partial integrand P(H, r) as one approaches the upper limit r∗(H), controls the asymptotic
form of P (H). It is therefore convenient to parametrise these expressions in terms of the distance  to this singular
value r∗(H), with
 = r∗(H)− r = rc − s(H)− r. (56)
The partial integrands display different regimes of decay in  which are controlled by the distance to the singularities
in the complex-r plane as described in the previous section. For example, in the case of n = 2, Fig 9 displays the
variation of the partial integrand in Eq. (21) at three different values of H = 10−2, 10−3 and 10−4. In this case,
there are two regimes of decay, with the point of turn-around scaling as
√|H|, as may be seen in the scaling collapse
displayed in the inset.
We now examine each of the partial integrands derived in Sec. 1, in the limit of the inter-particle distances
approaching the singular value r∗(H), i.e.   1, as described in Sec. 3. We first derive limiting forms for the
partial integrands, identifying the various regimes of decay in . Finally we use these asymptotic forms to perform
the integration in Eq. (15), to extract the dominant behaviour of P (H) as H → 0. In terms of the distance  and the
shift s ≡ s(H), we may rewrite Eq. (53) as
ψr/r ≈ C1(+ s)n, ψrr ≈ C2(+ s)n−1, (57)
which is Eq. (11) in the main text. In the rest of this section, we focus on the case when the potential is positive near
cut-off (ψδ > 0), as is the case for the R10 model that we study numerically (displayed in Fig. 2 in the main text).
The case for (ψδ < 0) proceeds exactly in the same manner, with H → −H. Note that the signs of the derivatives
of the potential near the cut-off, alternate with the order of derivative. This may be seen from Eq. (53), and implies
that ψδ, C1 and C2 have alternately opposing signs. This allows us to determine the shifts from Eq. (54), purely in
terms of the signs of H, given the sign of ψδ.
Diagonal elements
Two Dimensions: For the case of diagonal elements in two dimensions, inserting Eq. (57) in Eq. (21), we have
P2Dαα (H, ) ∼
[
(H + C1(+ s)n)
(
H + C2(+ s)n−1
)]−1/2
. (58)
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As detailed in Section 3, the value of the shift s(H) depends on the sign of H, i.e., the direction of approach to 0.
(a) Let us first consider the case of H < 0. As shown in Fig. 8 (c,d) and Table II, for this case, s ∼ |H|1/(n−1).
Eq. (58), ignoring an overall scale factor, may then be written as
P2Dαα (H < 0, ) ∼
[(
−|H| −
(
+ |H| 1n−1
)n)(
−|H|+
(
+ |H| 1n−1
)n−1)]− 12
. (59)
At small values of , this asymptotic form simplifies into power-laws in . The number of power-law regimes present
are governed by the distance to the poles in the complex- plane. As an illustrative example, let us focus on the case
of n = 2. The structure of the poles for this case have been illustrated in Fig. 8 (d). Here, all the poles are at the
same distance scale
√|H| away from  = 0, implying two regimes of decay in , separated by this scale. We illustrate
this in Fig. 9 where we plot the asymptotic partial integrand in Eq. (59). The inset shows a scaling collapse of the
partial integrand for different values of H, displaying the
√|H| scale in the turning point.
Finally, substituting Eq. (59) into the integral for P (H) (Eq. (15)), we can identify the contributions of each of the
slopes to the asymptotic behaviour of P (H) as H → 0. Below, we present these simplifications and integrations for
each regime, with the dominant terms marked with boxes. For the case of n = 2, we split the integral in Eq. (59) into
two parts I1(H) and I2(H), arising from the regions  ∈ [
√
H,∞) and  ∈ [0,√H) respectively. In the first case, the
singular contribution to P (H) is given by
I1 (H) ∼
∫ ∞
√
H
[
(2)()
]− 12 = ∫ ∞√
H
−
3
2 = − 12
∣∣∣∞√
H
∼ H− 14 . (60)
Similarly, when  ∈ [0,√H), the singular contribution is given by
I2 (H) ∼
∫ √H
0
[(H)()]−
1
2 = H− 12
∫ √H
0
−
1
2 = H− 12  12
∣∣∣√H
0
= H− 14 . (61)
Note that the analysis above, predicts power laws of −3/2 and −1/2 of the integrand, as displayed in Fig. 9. Thus,
both regimes contribute to the dominant singular behaviour in P (H) which has the cusp singularity H− 14 , as displayed
in Fig. 10. Next, for n ≥ 3, an additional (smaller) distance scale also appears, namely (∼ |H|1/n−1), as shown in
Fig. 8 (c). This implies three regimes of decay in , separated by the two scales |H|1/n−1 and |H|1/n. Once again we
can evaluate the contribution from each of these regimes to the singular behaviour in P (H) and identify the dominant
singularity.
We treat the case n = 3 separately, as this presents logarithmic singularities as we show below. In this case we split
the integral in Eq. (59) into three parts
I1 (H) ∼
∫ ∞
H
1
3
[
(3)(2)
]− 12 = ∫ ∞
H
1
3
−
5
2 = − 32
∣∣∣∞
H
1
3
= H− 12 . (62)
I2 (H) ∼
∫ H 13
H
1
2
[
(H)(2)
]− 12 = H− 12 ∫ H 13
H
1
2
−1 = H− 12 log |H
1
3
H
1
2
∼ H− 12 logH−1 . (63)
I3 (H) ∼
∫ √H
0
[
(H)(H 12 )
]− 12 = H− 34 ∫ √H
0
−
1
2 = H− 34  12
∣∣∣√H
0
= H− 12 . (64)
Therefore the dominant singular behaviour in P (H) for n = 3 is accompanied by a logarithmic singularity. This
behaviour has been displayed using results from simulations in Fig. 10. Next, we derive results for any general n > 3.
Once again, splitting the integral in Eq. (59) into three parts, we have
I1 (H) ∼
∫ ∞
H
1
n
[
(n)(n−1)
]− 12 = ∫ ∞
H
1
n
−n+
1
2 = −n+ 32
∣∣∣∞
H
1
n
= H−1+ 32n . (65)
I2 (H) ∼
∫ H 1n
H
1
n−1
[
(H)(n−1)
]− 12 = H− 12 ∫ H 1n
H
1
n−1
−
n
2 +
1
2 = H− 12 −n2 + 32
∣∣∣H 1n
H
1
n−1
∼ H−1+ 1n−1 . (66)
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FIG. 10. Numerically sampled distribution (points) of diagonal Hessian elements (α = β) in energy minimized configurations
of the R10 system in two dimensions, for various degrees of smoothness (n) of the potentials at cut-off. The plots show Hessian
elements corresponding only to A-B interactions. The asymptotic behaviour of the cusp singularities match our theoretical
predictions (lines) given in Eqs. (60), (63) and (66).
I3 (H) ∼
∫ H 1n−1
0
[
(H)(H
n−2
n−1 )
]− 12 = H− 2n−32n−2 ∫ H 1n−1
0
−1/2 = H−
2n−3
2n−2 1/2
∣∣∣H 1n−1
0
∼ H−1+ 1n−1 . (67)
Above we have simplified the expressions in I3 via a binomial expansion in the second term of Eq. (59). In this case,
we find two competing powers arising from the three regions. The boxed result is dominant for n > 3, whereas the
contribution of the first region is dominant in the n ≤ 3 cases as we have detailed above. We verify this non-trivial
switching behaviour with increasing degree of smoothness n with results from simulations that are displayed in Fig. 10.
(b) Next, we consider the case of H > 0. In this case, the pole structure displayed in Fig. 8 (a,b) and detailed in
Table II, yields a shift s ∼ |H|1/n. Once again, Eq. (58), up to an overall scale factor, can be simplified to yield
P2Dαα (H > 0, ) ∼
[(
|H| −
(
+ |H| 1n
)n)(
|H|+
(
+ |H| 1n−1
)n−1)]− 12
. (68)
In this case, there is only one distance scale away from the real positive pole: ∼ |H|1/n, and consequently only two
regimes of decay in . Following the same procedure as for the case of H < 0, we split the integral in Eq. (15) into
two parts, yielding the asymptotic behaviours
I1 (H) ∼
∫ ∞
H
1
n
[
(n)(n−1)
]− 12 = ∫ ∞
H
1
n
−n+
1
2 = −n+ 32
∣∣∣∞
H
1
n
= H−1+ 32n . (69)
I2 (H) ∼
∫ H 1n
0
[
(H
n−1
n )(H
n−1
n )
]− 12 = H−1+ 12n ∫ H 1n
0
−1/2 = H−1+ 12n 1/2
∣∣∣H 1n
0
∼ H−1+ 32n . (70)
Above, the expression in I2 has been simplified using a binomial expansion of the first term in Eq. (68). In this case
we find that both regions contribute the same power H−1+ 32n , as corroborated with simulation results displayed in
Fig. 10. A striking aspect of our analysis, is the prediction and numerical confirmation of the differences in powers of
the cusp singularities, on the negative and positive branches of P (H) for the cases n ≥ 3. On the positive side H > 0
of P (H), there are no changes in the slope scenarios, with the degree of smoothness n.
Three Dimensions: We next consider the distribution of diagonal Hessian elements in three dimensions. Inserting
Eq. (57) into the expression for the partial integrand in Eq. (25), we arrive at
P3Dαα (H, ) ∼
[
(H + C1(+ s)n)
(
C2(+ s)n−1 − C1(+ s)n
)]−1/2
. (71)
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FIG. 11. Numerically sampled distribution (points) of diagonal Hessian elements (α = β) in energy minimized configurations of
the R10 system in three dimensions, for various degrees of smoothness (n) of the potentials at cut-off. The plots show Hessian
elements corresponding only to A-B interactions. The asymptotic behaviour of the cusp singularities match our theoretical
predictions (lines) obtained from Eqs. (73), (75) and (76).
(a) As in two-dimensions, let us begin by considering the case of H < 0. However, unlike in two dimensions, we
now have only one ‘ring’ of poles, since only the first term in Eq. (71) contains an H. In this case, there are no
poles on the positive real axis, implying a shift s = 0. However, an ‘effective’ shift in the limits of the integral in
Eq. (15) still occurs in order to maintain a real valued integrand. The limits of the integral in r are thus determined
by imposing the condition cos2 θ ≤ 1 in Eq. (22). This may also be inferred from the H < 0 contours in the inset of
Fig. 2 in the main text. Using the asymptotic approximations (Eq. (53)) in the afore mentioned condition yields a
shift in the integration limit of s(H) ∼ |H|1/(n−1). We therefore arrive at
P3Dαα (H < 0, ) ∼
[(
−|H| −
(
+ |H| 1n−1
)n)((
+ |H| 1n−1
)n−1
+
(
+ |H| 1n−1
)n)]− 12
. (72)
Next, let us examine the different regimes of behaviour of the partial integrand in . The first region in this case is
 ∈ [|H|1/n,∞), yielding a contribution
I1 (H) ∼
∫ ∞
H
1
n
[
(n)(n−1)
]− 12 = ∫ ∞
H
1
n
−n+
1
2 = −n+ 32
∣∣∣∞
H
1
n
= H−1+ 32n . (73)
The second region is  ∈ [|H|1/(n−1), |H|1/n), which yields a contribution (for n 6= 3)
I2 (H) ∼
∫ H 1n
H
1
n−1
[
(H)(n−1)
]− 12 = H− 12 ∫ H 1n
H
1
n−1
−
n
2 +
1
2 = H− 12 −n2 + 32
∣∣∣H 1n
H
1
n−1
= H− 12
(
H−
n−3
2n −H− n−32(n−1)
)
. (74)
Note that for the case n = 3, the above integral yields a logarithmic singularity. The dominant term in the integral
therefore depends on the value of the smoothness n as
I2 (H) ∼

|H|−1+ 32n n ∈ [2, 3)
|H| 12 logH−1 n = 3
|H|−1+ 1n−1 n ∈ (3,∞).
(75)
The third region is given by  ∈ [0, |H|1/(n−1)), with a contribution
I3 (H) ∼
∫ H 1n−1
0
[(H)(H)]−
1
2 = H−1
∫ H 1n−1
0
d = H−1 |H
1
n−1
0 ∼ H−1+
1
n−1 . (76)
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FIG. 12. Numerically sampled distribution (points) of off-diagonal Hessian elements (α 6= β) in energy minimized configurations
of the R10 system in two dimensions, for various degrees of smoothness (n) of the potentials at cut-off. The plots show Hessian
elements corresponding only to A-B interactions. The asymptotic behaviour of the cusp singularities match our theoretical
predictions (lines) obtained from Eq. (83). (Inset) Semi-log plot of the distribution for n = 2, highlighting the logarithmic
singularity.
Once again, the behaviour of the dominant slope follows that of I2 (Eq. (75)). This behaviour is illustrated in the
results from simulations shown in Fig. 11.
(b) We next turn to the positive branch of the distribution diagonal elements in 3D when H > 0. Similar to the
case of two dimensions, the shift is calculated from the first term in Eq. (71) and is given by s ∼ |H|1/n, allowing the
expression to be simplified to
P3Dαα (H > 0, ) ∼
[(
|H| −
(
+ |H| 1n−1
)n)((
+ |H| 1n−1
)n−1
+
(
+ |H| 1n−1
)n)]− 12
. (77)
Similar to the corresponding case in two dimensions, there are no changes in the slopes with the smoothness. The
distance scale is now given by ∼ |H|1/n. Splitting the integral in Eq. (15) into two regions, we have the contributions
I1 (H) ∼
∫ ∞
H
1
n
[
(n)(n−1)
]− 12 = ∫ ∞
H
1
n
−n+
1
2 = −n+ 32
∣∣∣∞
H
1
n
= H−1+ 32n . (78)
I2 (H) ∼
∫ H 1n
0
[
(H
n−1
n )(H
n−1
n )
]− 12 = H−1+ 12n ∫ H 1n
0
−1/2 = H−1+ 12n 1/2
∣∣∣H 1n
0
∼ H−1+ 32n . (79)
The first term in I2, has been simplified via a binomial expansion of the second term in Eq. (77). In this case, both
slopes contribute the same power H−1+ 32n ,as shown in results from simulations in Fig. 11. As in two dimensions,
there is a difference in slopes on the negative and positive branches of P (H) in three dimensions.
Off-Diagonal elements
Two Dimensions: Next, we turn to the distribution of off-diagonal Hessian elements in two dimensions, with
the partial integrand given in Eq. (33). It is clear from this expression that H < 0 and H > 0, have exactly the same
behaviour as the element H only appears as a quadratic form. Using Eq. (57) in the partial integrand for off-diagonal
elements (Eq. (33)), we have
P2Dαβ (H, ) ∼
[(
C2(+ s)n−1 − C1(+ s)n
)2
− 4H2
]−1/2
. (80)
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FIG. 13. Numerically sampled distribution (points) of off-diagonal Hessian elements (α 6= β) in energy minimized configurations
of the R10 system in three dimensions, for various degrees of smoothness of the potentials at cut-off. The plots show Hessian
elements corresponding only to A-B interactions. The asymptotic behaviour of the cusp singularities match our theoretical
predictions (lines) obtained from Eq. (88). Semi-log plot of the distribution for n = 2, highlighting the logarithmic singularity.
Computing the relevant pole in the above expression, we find that the shift s ∼ |H|1/(n−1). Therefore, the partial
integrand, up to an overall scale factor is given by
P2Dαβ (H, ) ∼
[((
+ |H| 1n−1
)n−1
+
(
+ |H| 1n−1
)n)2
−H2
]− 12
. (81)
Once again we compute the powers of the singularity in P (H). In this case the partial integrand has three regimes of
decay, that can be extracted by appropriate binomial expansions of Eq. (81), yielding the regions (i) [|H|1/(n−1),∞),
(ii) [|H|2/(n−1), |H|1/(n−1)) and (iii) [0, |H|2/(n−1)) In region (i), we have
I1 (H) ∼
∫ ∞
H
1
n−1
[
(n−1)2
]− 12 = ∫ ∞
H
1
n−1
−n+1 = −n+2
∣∣∞
H
1
n−1 , (82)
yielding the following singular behaviours
I1 (H) ∼
 log |H|
−1
n = 2
|H|−1+ 1n−1 n ∈ (2,∞).
(83)
The integral in the second region  ∈ [|H|2/(n−1), |H|1/(n−1)) can be performed by binomially expanding the terms of
(+ s). Therefore the contribution from this region is
I2 (H) ∼
∫ H 1n−1
H
2
n−1
[(
H + H
n−2
n−1
)
+
(
H
n
n−1
)2 −H2]− 12 ∼ H −(2n−3)2(n−1) ∫ H 1n−1
H
2
n−1
−
1
2 ∼ H−1+ 1n−1 (84)
The contribution from the third region  ∈ [0, |H|2/(n−1)) can be evaluated as
I3 (H) ∼
∫ H 2n−1
0
[(
H +H nn−1
)2 −H2]− 12 ∼ H −(2n−1)2(n−1) ∫ H 2n−1
0
d ∼ H−1+ 32(n−1) (85)
Therefore the dominant contribution arises from the first two regions (I1, I2). Additionally our analysis predicts, a
logarithmic singularity for the case n = 2. These behaviours are illustrated in our numerically sampled distributions
of off-diagonal elements in two dimensions in Fig. 12.
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Three Dimensions: Finally, to find the asymptotic behaviour of off-diagonal elements in three dimensions, we
insert Eq. (57) into the expression for the partial integrand in the limit κ = H
(
ψrr − ψrr
)−1
→ 0 in Eq. (51). We
therefore arrive at (ignoring an overall multiplicative constant)
P3Dαβ (H, ) ∼
(
n−1 + n
)−1 [log(∣∣∣∣n−1 − nH
∣∣∣∣)] . (86)
In this case, the limits of the integral in Eq. (15) are determined by the region of validity (κ < 1) of the partial integrand
Eq. (37). Since we are working with the asymptotic expression Eq. (51), there is only one region to consider, and we
have the following contribution to the Hessian element distribution
I (H) ∼
∫ ∞
H
1
n−1
−n+1 log
(
H−1n−1
)
∼ 
−n+2
(n− 2)2
[
(n− 1)− (n− 2) log (H−1n−1)]∣∣∣∣∣
∞
H
1
n−1
(87)
We therefore obtain the following asymptotic behaviour
I (H) ∼
 log |H|
−1
n = 2
|H|−1+ 1n−1 n ∈ (2,∞).
(88)
These behaviours have been illustrated in the results from our numerical simulations in Fig. 13. The case of n = 2
yields a logarithmic singularity, as may be seen from the inset of the figure.
In summary, we have analysed the cusp singularities associated with the distributions of Hessian elements for all
cases in two and three dimensions, for any degree of smoothness n of the interaction potential at the cut-off distance.
Remarkably we find the same asymptotic behaviours in the distribution of Hessian elements for all cases in both
two and three dimensions. This is surprising since the mechanisms leading to these singularities detailed above are
very different. We note that although the dominant singularity exhibits this universal feature, the sub-dominant
corrections to these behaviours may be different in two and three dimensions. The power of the cusp singularities of
the distributions of diagonal elements display a change in behaviour at n = 3, and the off-diagonal elements, at n = 2.
In both cases, systems at the cross-over value of smoothness, display a logarithmic singularity in the distribution of
Hessian elements.
5. Additional Simulation Details
Simulation Potentials
We simulate a 50:50 mixture of two particle types A and B. The interaction potentials are cut-off at a distance
rc = 1.385418025 σ. (89)
with the three interaction diameters given by
σAA = 1.0,
σBB = 1.4,
σAB =
√
σAAσBB . (90)
The only difference between the parameters in two and three dimensions of this model are the reduced densities given
by
ρ2D = 0.85,
ρ3D = 0.81. (91)
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In our simulations we focus on the purely repulsive pairwise potential, given by a tenth order polynomial, termed
‘R10’. For the case of degree of smoothness n = 2, the potential is given by
ψ =
(σ
r
)10
+ c0 + c2
( r
σ
)2
+ c4
( r
σ
)4
,
c0 = −0.8061409035399235,
c2 = +0.7,
c4 = −0.15630021928760743. (92)
In the case of the potential smoothed to three derivatives (n = 3), we have
ψ =
(σ
r
)10
+ c0 + c2
( r
σ
)2
+ c4
( r
σ
)4
+ c6
( r
σ
)6
,
c0 = −2.149709076106463,
c2 = +2.8000000000000007,
c4 = −1.2504017543008594,
c6 = +0.1900092331616435. (93)
Finally, in the case of the potential smoothed to four derivatives (n = 4), we have
ψ =
(σ
r
)10
+ c0 + c2
( r
σ
)2
+ c4
( r
σ
)4
+ c6
( r
σ
)6
+ c8
( r
σ
)8
,
c0 = −4.836845421239541,
c2 = +8.400000000000002,
c4 = −5.626807894353868,
c6 = +1.7100830984547917,
c8 = −0.19798989873223335. (94)
Software
We use LAMMPS [50, 51] to perform simulations of glass forming liquids and utilise the built-in conjugate-gradient
minimiser with a force tolerance
√∑N
i=1 |Fi|2 of 10−11 to reach inherent structures from an equilibrium sample at
a temperature T = 1.0 (lj units). Eigenvalue calculations are performed using the dsyevr LAPACK [52] routine
in Intel MKL [53]. Analyses are performed using Mathematica [54] and SciPy [55]. Plotting is performed using
Matplotlib [56, 57].
