Let f 1 , .
Introduction
For an arbitrary field k, let f 1 , . . . , f n ∈ k [t] . Consider the curve C ⊂ A n k given parametrically by x 1 = f 1 , . . . , x n = f n . This paper is concerned with the following two questions for C:
Q1: Can we effectively determine if C is a rational curve, or equivalently k(f 1 , . . . , f n ) = k(t)? A. van den Essen and J. Yu [7] introduced the notion of D-resultant D(s) ∈ k[s] of f and g, and gave necessary and sufficient conditions for
This shows k(t 3 , t 2 + t) = k(t), and thus the curve C defined by x = t 3 , y = t 2 + t is rational. However, since the Abhyankar-Moh necessary condition is not satisfied,
. This means that C is a rational curve not isomorphic to the affine line.
2
In this paper, we give algorithmic solutions to Q1 and Q2 in the general case of n polynomials using the method of Gröbner bases.
Rationality of Affine Curves
Throughout this paper, unless there is a possibility of confusion, we will use the shorthand notation A n for the affine space A n k . For an arbitrary field k, consider the curve C ⊂ A n given parametrically by x 1 = f 1 , . . . , x n = f n , where f 1 , . . . , f n ∈ k[t]. Define the morphism ψ by
Then C is the Zariski closure Im(ψ) ⊂ A n of Im(ψ). Since rationality of C is equivalent to birationality of the induced morphism ψ : A → C, Problem Q1 is equivalent to determining if the induced map of the functions fields
So we need to understand what conditions on the polynomials f 1 , . . . , f n will guarantee k(f 1 , . . . , f n ) = k(t). For Problem Q2, consider the induced k-algebra homomorphism ψ * of the coordinate rings
Note that the coordinate ring of the closed set Im(ψ) is
Proving that ψ is an immersion is equivalent to proving that A is isomorphic to Im(ψ), or equivalently, their coordinate rings are isomorphic:
Now we will describe the injectivity and birationality of
in terms of a set of bivariate polynomials derived from f i 's. We will need the following formulation of the Seidenberg's Going-Up Theorem from commutative algebra (e.g. Proposition 9.2, [3] ). For an ideal I of a commutative ring R, its dimension dim(I) will mean the dimension of the ring R/I.
Lemma 2.1 If α : R → S is a map of commutative rings that makes S integral over R, then every prime ideal of R containing Ker(α) is the preimage of a prime ideal of S. Furthermore, if I is an ideal of S, then
The following corollary is a geometric version of this Lemma.
Corollary 2.2 Let ψ : X → Y be a finite morphism of varieties over an arbitrary ground field k. Then ψ is proper, and for any Zariski closed set Z in X, dim(Im(Z)) = dim(Z).
are not identically zero. Then, the morphism
Proof: We may assume, without loss of generality, that f 1 is not a constant. Consider
We have to show k[t] is integral over its subring Im(ψ
Dividing f 1 by its leading coefficient if necessary, we may assume f 1 (t) is monic. Then the monic polynomial
.
. We will identify the fraction
Then, for the morphism ψ :
where
Hence,
In order to show
n and a ∈ k. Then, the injectivity of ψ fails at a if there exists b ∈ k distinct from a such that ψ(a) = ψ(b).
Remark 2.6 Injectivity of ψ fails at a if and only if there exists b ∈ k such that (a, b) ∈ A ψ . Equivalently, if π 1 : A × A → A denotes the projection onto the first coordinate, then π 1 (A ψ ) = {a ∈ k | Injectivity of ψ fails at a}.
Suppose that f Proof: (⇐=) By Lemma 2.3, ψ is finite, and thus a closed mapping. Hence it is enough to show that ψ is injective. Suppose ψ is not injective. Then there exist a = b ∈ k such that ψ(a) = ψ(b), i.e. f i (a) = f i (b), ∀i = 1, . . . , n, from which we deduce that g i (a, b) =
By taking derivatives, we get
which shows the unimodularity of (f ′ 1 , . . . , f ′ n ). Therefore, in the decomposition of V (g 1 , . . . , g n ) in Theorem 2.4,
Since ψ is injective,
This implies that
are not identically zero. Then,
if and only if V (g 1 , . . . , g n ) = ∅.
are not identically zero. Then, the curve C ⊂ A n given parametrically by x 1 = f 1 , . . . , x n = f n is rational if and only if V (g 1 , . . . , g n ) is a finite set.
Proof:
(⇐=) By Lemma 2.3, the morphism ψ = (f 1 , . . . , f n ) : A → A n is finite, and thus proper. Hence Im(ψ) ⊂ A n is a Zariski closed set of dimension 1, and is equal to C. Suppose
Then, by Theorem 2.4, the set W ⊂ A of the points at which the injectivity of ψ fails is a subset of {a 1 , . . . , a l }.
Define two open sets U ⊂ A and V ⊂ Im(ψ) by
Then ψ | U gives an open immersion of U onto V which is an isomorphism. Therefore, ψ : A → C is birational.
(=⇒) Since ψ = (f 1 , . . . , f n ) : A → A n is finite by Lemma 2.3, Im(ψ) is a Zariski closed set of dimension 1. And ψ induces a birational morphism from A onto Im(ψ). Therefore, there exist open sets U ⊂ A and V ⊂ Im(ψ) such that ψ induces an isomorphism between them. Since A −U is a proper closed subset of A, the irreducibility of A forces dim(A − U) < 1, i.e. A − U is a finite set. Therefore, the injectivity of ψ fails only at finitely many points of A, and A ψ is a finite set. Since at least one of f
have at most finitely many zeros. This means that B ψ is a finite set. Hence, by Theorem 2.4 V (g 1 , . . . , g n ) = A ψ ∐ B ψ is a finite set.
if and only if |V (g 1 , . . . , g n )| < ∞.
We have to solve
From the second equation, t = −s − 1. By putting it into the first equation, we get
), (
Since this set is finite, Theorem 2.9 confirms our earlier finding k(t 3 , t 2 + t) = k(t). But since this set is nonempty, by Theorem 2.7, we conclude that
as predicted by the Abhyankar-Moh result [1] . 2
Algorithms
For
. . , n. The finiteness condition of V (g 1 , . . . , g n ) in Theorem 2.9 is equivalent to the zero-dimensionality of the ideal yes if k(f 1 , . . . , f n ) = k(t), no otherwise.
Step 1: For each i = 1, . . . , n, compute g i :=
Step 2:
Compute the reduced Gröbner basis G = {h 1 , . . . , h l } of the ideal I := g 1 , . . . , g n ⊂ k[s, t].
Step 3:
Output yes if there exist i, j ∈ {1, . . . , l} such that in(h i ) = s p and in(h j ) = t q for some p, q ∈ N. Output no otherwise.
Suppose that the ground field k is algebraically closed and g 1 , . . . , g n ∈ k[s, t]. Then, by Hilbert Nullstellensatz, V (g 1 , . . . , g n ) ⊂ A 2 is empty if and only if g 1 , . . . , g n ∈ k[s, t] generate the unit ideal, i.e. there exist h 1 , . . . , h n ∈ k[s, t] such that h 1 g 1 + · · · + h n g n = 1.
