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Abstract
Let m be a finite positive Borel measure supported in ½ 1; 1 and introduce the discrete
Sobolev type inner product
/ f ; gS ¼
Z 1
1
f ðxÞgðxÞ dmðxÞ þ
XK
k 1
XNk
i 0
Mk;i f
ðiÞðakÞ gðiÞðakÞ;
where the mass points ak belong to ½ 1; 1; Mk;iX0; i ¼ 0;y;Nk 1; and Mk;Nk40: In this
paper, we study the asymptotics of the Sobolev orthogonal polynomials by comparison with
the orthogonal polynomials with respect to the measure m and we prove that they have the
same asymptotic behaviour. We also study the pointwise convergence of the Fourier series
associated to this inner product provided that m is the Jacobi measure. We generalize the work
done by F. Marcella´n and W. Van Assche where they studied the asymptotics for only one
mass point in ½ 1; 1: The same problem with a finite number of mass points off ½ 1; 1 was
solved by G. Lo´pez, F. Marcella´n and W. Van Assche in a more general setting: they consider
the constants Mk;i to be complex numbers. As regards the Fourier series, we continue the
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results achieved by F. Marcella´n, B. Osilenker and I.A. Rocha for the Jacobi measure and
mass points in R\½ 1; 1:
r 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
Let m be a finite positive Borel measure supported on the interval ½1; 1 with
infinitely many points at the support and let ak; k ¼ 1;y;K ; be real numbers such
that akA½1; 1: For f and g in L2ðmÞ such that there exist the derivatives in ak; we
can introduce the Sobolev-type inner product
/ f ; gS ¼
Z 1
1
f ðxÞgðxÞ dmðxÞ þ
XK
k¼1
XNk
i¼0
Mk;i f
ðiÞðakÞ gðiÞðakÞ; ð1Þ
where Mk;iX0 for i ¼ 0;y;Nk  1; and Mk;Nk40 when k ¼ 1;y;K : We assume
mðfakgÞ ¼ 0; otherwise the corresponding Mk;0 should be modified. Let ðbBkÞNk¼0 be
the sequence of orthonormal polynomials with respect to this inner product,
/bBn; bBkS ¼ dn;k; k; n ¼ 0; 1;y
Lo´pez et al. [1] deduced the relative asymptotics for the orthogonal polynomials with
respect to the Sobolev inner product with mass points outside ½1; 1 and complex
constantsMk;i: Marcella´n and Van Assche [4] analyzed such a question when there is
only one mass point inside ½1; 1: Here we deal with an extension of this last
problem with a finite number of masses. We compare the polynomials bBn with the
polynomials ð pnÞNn¼0 orthonormal with respect to m: The technique used in this paper
is a generalization of the one used for obtaining estimates of the Sobolev orthogonal
polynomials in [2,3]. There, F. Marcella´n, B. Osilenker and I. A. Rocha studied the
pointwise convergence of the Fourier series for sequences of orthogonal polynomials
with respect to the inner product (1) for the Jacobi measure and with mass points
outside ½1; 1:
The main results concerning asymptotic properties are given in Section 2. In
Theorem 2.1 we prove that
bBnðxÞ
pnðxÞ tends to 1, in Theorem 2.2 we obtain for
bBnðxÞ the
usual weak asymptotics, and, in Theorem 2.3, the asymptotics for the coefficients in
the recurrence relation of the Sobolev orthonormal polynomials are given.
In Section 3, we consider the pointwise convergence of the Fourier series with
respect to (1) provided that m is the Jacobi measure. We continue the work achieved
in [2,3] and prove the pointwise convergence for the Fourier series of functions which
satisfy some standard sufficient conditions as in the previous mentioned papers.
Although the techniques used there are not valid when the mass points lie in ½1; 1;
following the same idea, they can be generalized and, apart from the estimates of bBn
2
which allow more precise results for the behaviour of the kernels, the same
conclusions follow.
2. Asymptotics
From now on kðPnÞ denotes the leading coefficient of any polynomialPn with real
coefficients, and n is the degree of the polynomial.
Let Nk be the positive integer number defined by
Nk ¼
Nk þ 1 if Nk is odd;
Nk þ 2 if Nk is even;
(
and let wNðxÞ ¼
QK
k¼1 ðx akÞN

k where N ¼PKk¼1 Nk : Let ð pnÞNn¼0 be the sequence
of orthonormal polynomials with respect to m:
Lemma 2.1.
wNðxÞbBnðxÞ ¼X2N
j¼0
An; jpnþN jðxÞ; An;0a0:
Moreover, An; j are bounded and An;2N ¼ kð pn N Þkð pnþN Þ 1An;0a0:
Proof. Since wNðxÞbBnðxÞ ¼PnþNj¼0 an; jpjðxÞ and
an; j ¼
Z 1
1
wNðxÞbBnðxÞpjðxÞ dmðxÞ ¼ /bBn;wNpjS ¼ 0; jonN;
we have the first assertion with An; j ¼ an;nþN j: Furthermore,X2N
j¼0
A2n; j ¼
Z 1
1
bB2nðxÞw2NðxÞ dmðxÞp max
xA½ 1;1
w2NðxÞ
and thus ðAn; jÞ are bounded. Also An;0 ¼
R 1
1 wNðxÞbBnðxÞpnþNðxÞ dmðxÞ ¼ kðbBnÞkð pnþN Þ as
well as
An;2N ¼
Z 1
1
wNðxÞbBnðxÞpn NðxÞ dmðxÞ ¼ /bBn;wNpn NS ¼ kð pn NÞ
kðbBnÞ
¼ kð pn NÞ
kð pnþNÞ
1
An;0
and the lemma holds. &
Let L be a sequence of nonnegative integers such that limnAL An; j ¼ Aj for j ¼
0;y; 2N: When m0ðxÞ40 a.e., since A0oN and limn-N kð pn N Þkð pnþN Þ ¼ 122N as it is well
known (see [5,6]), A2N has to be greater than zero. Let
3
P2NðxÞ ¼
X2N
j¼0
Aj
A2N
TjðxÞ;
where, for each j; TjðxÞ is the Chebyshev polynomial of the first kind and degree j:
Lemma 2.2. If m0ðxÞ40 a.e. then the polynomial P2N satisfies PðiÞ2NðakÞ ¼ 0 for i ¼
0; 1;y;Nk  1 and k ¼ 1;y;K :
Proof. For a given kAf1; 2;y;Kg; let e40 and iAf1; 2;y;Nkg: Consider the
function
ci;eðxÞ ¼
0 if xA½1; ak þ e;
1
ðx akÞi
if xAðak þ e; 1:
8><>:
This function is bounded in ½1; 1 and satisfies the condition
maxxA½ 1;1 jwNðxÞci;eðxÞjpC for some constant C independent of e:
As it is well known (see [5,6]), since m0ðxÞ40 a.e.,
lim
n-N
Z 1
1
f ðxÞpnþnðxÞpnðxÞ dmðxÞ ¼ 1p
Z 1
1
f ðxÞTnðxÞ dx
1 x2
p
for all Borel measurable function f bounded on ½1; 1: As a consequence, the
expression of wNðxÞbBnðxÞ in terms of ð pjÞnþNj¼0 of Lemma 2.1 gives
lim
nAL
Z 1
1
wNðxÞbBnðxÞpnþNðxÞci;eðxÞ dmðxÞ ¼ 1p
Z 1
1
X2N
n¼0
AnTnðxÞci;eðxÞ
dx
1 x2
p :
From the Cauchy–Schwarz inequality,Z 1
1
bBnðxÞpnþNðxÞwNðxÞci;eðxÞ dmðxÞ 
pC
Z 1
1
bB2nðxÞ dmðxÞ 1=2 Z 1
1
p2nþNðxÞ dmðxÞ
 1=2
pC
and we get
lim sup
e-0
1
p
Z 1
1
X2N
n¼0
AnTnðxÞci;eðxÞ
dx
1 x2
p

pC for i ¼ 1;y;Nk : ð2Þ
When i ¼ 1 we haveZ 1
1
P2NðxÞc1;eðxÞ
dx
1 x2
p
¼ P2NðakÞ
Z 1
1
c1;eðxÞ
dx
1 x2
p þ
Z 1
1
ðP2NðxÞ P2NðakÞÞc1;eðxÞ
dx
1 x2
p :
4
Thus, condition (2) holds if and only ifP2NðakÞ ¼ 0: If we suppose now Pð jÞ2NðakÞ ¼ 0
for 0pjpi  1pNk  2 and write P2NðxÞ ¼ ðx akÞiP2N iðxÞ; with the same
argument for
R 1
1
ðx akÞiP2N iðxÞciþ1;eðxÞ dx1 x2p we get P
ðiÞ
2NðakÞ ¼ 0: Note that
when ak ¼ 1 the definition of ci;e must be modified in the obvious way. &
Lemma 2.3. If m0ðxÞ40 a.e. then
P2NðxÞ ¼ 2NTNðxÞ
YK
k¼1
ðx akÞN

k :
Proof. For a given kAf1;y;Kg; let ci;eðxÞ; e40 and i ¼ 1;y;Nk ; be the functions
given by
ci;eðxÞ ¼
1
ðx akÞi
if jx akj4e;
0 if jx akjpe:
8><>:
Using Lemma 2.2, write
P2N
n¼0 AnTnðxÞ ¼
QK
k¼1 ðx akÞN

kRNðxÞ where RNðxÞ is a
polynomial of degree N: From the boundedness of ci;eðxÞ we get
lim
e-0
lim
nAL
Z 1
1
wNðxÞbBnðxÞpnþNðxÞci;eðxÞ dmðxÞ
¼ lim
e-0
1
p
Z 1
1
X2N
n¼0
AnTnðxÞci;eðxÞ
dx
1 x2
p
¼ 1
p
Z 1
1
QK
j¼1 ðx ajÞN

j
ðx akÞi
RNðxÞ dx
1 x2
p ð3Þ
because
QK
j¼1 ðx ajÞN

j ci;eðxÞ are bounded and as a consequence of the Lebesgue
dominated convergence Theorem. MoreoverZ 1
1
bBnðxÞpnþNðxÞ wNðxÞðx akÞi dmðxÞ  1p
Z 1
1
X2N
n¼0
AnTnðxÞ 1ðx akÞi
dx
1 x2
p


p
Z 1
1
bBnðxÞpnþNðxÞ wNðxÞðx akÞi dmðxÞ 
Z 1
1
bBnðxÞpnþNðxÞwNðxÞci;eðxÞ dmðxÞ


þ
Z 1
1
bBnðxÞpnþNðxÞwNðxÞci;eðxÞ dmðxÞ
 1
p
Z 1
1
X2N
n¼0
AnTnðxÞ 1ðx akÞi
dx
1 x2
p

¼ I ð1Þn;e þ I ð2Þn;e :
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Given d40; from (3), limnAL I
ð2Þ
n;eod for e40 small enough. On the other hand,
I ð1Þn;e ¼
Z akþe
ak e
bBnðxÞpnþNðxÞ wNðxÞðx akÞi dmðxÞ


and, since there is a constant C; independent from e and i; such that wN ðxÞðx akÞi
 pC;
from the Cauchy–Schwarz inequality,
I ð1Þn;epC
Z akþe
ak e
p2nþNðxÞ dmðxÞ
 1=2
:
But p2nþNðxÞ dmðxÞ!
 1
p
dx
1 x2
p and it means that, for e small enough,
lim supn-N I
ð1Þ
n;eod: As a consequence,
lim sup
nAL
Z 1
1
bBnðxÞpnþNðxÞ wNðxÞðx akÞi dmðxÞ

 1
p
Z 1
1
X2N
n¼0
AnTnðxÞ 1ðx akÞi
dx
1 x2
p
o2d
for d40: By orthogonality,Z 1
1
bBnðxÞpnþNðxÞ wNðxÞðx akÞi dmðxÞ ¼ 0; i ¼ 1;y;Nk ; k ¼ 1;y;K
and RNðxÞ satisfiesZ 1
1
YK
k¼1
ðx akÞN

k
1
ðx akÞi
RNðxÞ dx
1 x2
p ¼ 0; i ¼ 1;y;Nk ; k ¼ 1;y;K :
Since f 1ðx akÞi
QK
k¼1 ðx akÞN

k : k ¼ 1;y;K ; i ¼ 1;y;Nkg is a basis of the space of
polynomials of degree less than or equal to N  1; RNðxÞ is the Chebyshev
polynomial of the first kind and degree N up to a constant factor. If we compare the
leading coefficients,
P2N
n¼0
An
A2N
TnðxÞ ¼ 2NTNðxÞ
QK
k¼1ðx akÞN

k and the proof is
complete. &
Denote j7ðxÞ ¼ x7 x2  1
p
where the square root is such that
jj ðxÞjo1; xAC\½1; 1:
Lemma 2.4. If m0ðxÞ40 a.e., the coefficients An;n satisfy
(i) limn-N An;n ¼ An; n ¼ 0;y; 2N where
P2N
n¼0 AnTnðxÞ ¼
QK
k¼1ðx akÞN

kTNðxÞ:
(ii)
P2N
n¼0 Anðj ðxÞÞn ¼ 12N
QK
k¼1 ððj ðxÞÞ2  2akj ðxÞ þ 1ÞN

k :
6
Proof. From Lemma 2.1 and the ratio asymptotics of pn with m0ðxÞ40 a.e.,
we get
lim
nAL
wNðxÞbBnðxÞ
pnþNðxÞ ¼ limnAL
X2N
n¼0
An;n
pnþN nðxÞ
pnþNðxÞ ¼
X2N
n¼0
An½j ðxÞn
uniformly in compact sets of C\½1; 1: Denoting again P2NðxÞ ¼
P2N
n¼0
An
AN
TnðxÞ;
since X2N
n¼0
An
AN
ðj ðxÞÞn ¼ x
2  1
p
p
Z 1
1
P2NðtÞ
x t
dt
1 t2
p
as it can be deduced from the residue theorem after the change t ¼ cos y; the
expression of P2N in Lemma 2.3 givesX2N
n¼0
An
A2N
ðj ðxÞÞn ¼ x
2  1
p
2pi
Z
jxj¼1
ð1þ x 2NÞQKk¼1 ðx2  2akxþ 1ÞNk
ðx j ðxÞÞðx jþðxÞÞ dx
¼ x
2  1
p
pi
Z
jxj¼1
QK
k¼1 ðx2  2akxþ 1ÞN

k
ðx j ðxÞÞðx jþðxÞÞ dx
¼
YK
k¼1
ððj ðxÞÞ2  2akj ðxÞ þ 1ÞN

k :
In particular, this means that A0
A2N
¼ limx-N
P2N
n¼0
An
A2N
ðj ðxÞÞn ¼ 1; but, from
Lemma 2.1, A2N ¼ limn-N kð pn N Þkð pnþN Þ 1A0 ¼ 122NA0 and A0 ¼ A2N ¼ 12N follows.
Now the coefficients Aj are completely determined for any subsequence L and we
can assert that limn-N An;n ¼ An; n ¼ 0; 1y; 2N; withX2N
n¼0
AnTnðxÞ ¼
YK
k¼1
ðx akÞN

kTNðxÞ;
X2N
n¼0
An½j ðxÞn ¼ 1
2N
YK
k¼1
ððj ðxÞÞ2  2akj ðxÞ þ 1ÞN

k : &
Theorem 2.1. If m0ðxÞ40 a.e. then
(i)
lim
n-N
bBnðxÞ
pnðxÞ ¼ 1
uniformly on compact subsets of C\½1; 1:
(ii) nN zeros of bBnðxÞ belong to ½1; 1 and the other N zeros accumulate in
½1; 1:
(iii)
lim
n-N
bBnþ1ðxÞbBnðxÞ ¼ xþ x2  1
p
uniformly on compact subsets of C\½1; 1:
7
(iv) If
R 1
1 log m
0ðxÞ dx
1 x2
p 4N then
lim
n-N
bBnðxÞ
ðxþ x2  1
p
Þn ¼ Sm
0 ðxÞ
uniformly on compact subsets of C\½1; 1: Here Sm0 ðxÞ denotes the Szeg +o
function of m0ðxÞ: (see [9, Theorem 12.1.2] as well as the definition in p. 276).
Proof. Item (ii) follows from
R 1
1
xk bBnðxÞwNðxÞ dmðxÞ ¼ 0 for k þNon and formula
(i). Items (iii) and (iv) are consequences of (i) and the well-known ratio and strong
asymptotics of pn: So, we only need to prove (i).
From Lemma 2.4 we have
lim
n-N
wNðxÞ
bBnðxÞ
pnþNðxÞ
¼
X2N
j¼0
Ajðj ðxÞÞj ¼ 1
2N
YK
k¼1
ððj ðxÞÞ2  2akj ðxÞ þ 1ÞN

k ;
which yields
lim
n-N
wNðxÞ
bBnðxÞ
pnðxÞ
¼ ðjþðxÞÞN 1
2N
YK
k¼1
ððj ðxÞÞ2  2akj ðxÞ þ 1ÞN

k ¼ wNðxÞ: &
Remark.
1. This relative asymptotics is the same as the relative asymptotics analyzed by
Nevai [7, Lemma 16, p. 132], where he adds to a measure m in the class Mð0; 1Þ a
Dirac mass located in ½1; 1:
2. Formula (i) of Theorem 2.1 remains true for a measure m in the Nevai class
Mð0; 1Þ because the only facts we use are the ratio and weak asymptotics of
ð pnÞNn¼0 and the asymptotics of kð pnÞ; and all these properties are still valid for a
measure in Mð0; 1Þ: We only should replace ½1; 1 with suppðmÞ and everything
works in the same way.
Now we will prove weak asymptotic properties for the Sobolev polynomials bBn:
To do it we need some auxiliary results.
8
Lemma 2.5. With the previous notation, if m0ðxÞ40 a.e., we get
w2NðxÞ ¼
X2N
j¼0
A2j T0ðxÞ þ 2
X2N
n¼1
X2N n
j¼0
AjAjþnTnðxÞ:
Proof. From Lemma 2.4,
P2N
j¼0 AjTjðxÞ ¼ TNðxÞ
QK
k¼1 ðx akÞN

k : Besides, as it
was proved, A2N ¼ A0; and for j ¼ 1;y;N  1; we get
1
2
ANþj ¼ 1p
Z 1
1
YK
k¼1
ðx akÞN

k TNðxÞTNþjðxÞ dx
1 x2
p
¼ 1
2p
Z 1
1
YK
k¼1
ðx akÞN

k ðT2NþjðxÞ þ TjðxÞÞ dx
1 x2
p
¼ 1
2p
Z 1
1
YK
k¼1
ðx akÞN

kTjðxÞ dx
1 x2
p
and
1
2
AN j ¼ 1p
Z 1
1
YK
k¼1
ðx akÞN

kTNðxÞTN jðxÞ dx
1 x2
p
¼ 1
2p
Z 1
1
YK
k¼1
ðx akÞN

k ðT2N jðxÞ þ TjðxÞÞ dx
1 x2
p
¼ 1
2p
Z 1
1
YK
k¼1
ðx akÞN

kTjðxÞ dx
1 x2
p ;
which yields ANþj ¼ AN j for j ¼ 1;y;N  1: As a consequence
TNðxÞ
YK
k¼1
ðx akÞN

k ¼ ANTNðxÞ þ
XN
j¼1
ANþjðTNþjðxÞ þ TN jðxÞÞ
and thus
QK
k¼1 ðx akÞN

k ¼ ANT0ðxÞ þ 2
PN
j¼1 ANþjTjðxÞ: Now, if we work out the
coefficients of w2NðxÞ ¼ ðANT0ðxÞ þ 2
PN
j¼1 ANþjTjðxÞÞ2 in terms of the polynomials
ðTnÞ2Nn¼0; the statement of the Lemma follows. &
Lemma 2.6. If m0ðxÞ40 a.e. and f is a Borel measurable function bounded on ½1; 1
then
lim
n-N
Z 1
1
f ðxÞw2NðxÞbBnðxÞbBnþkðxÞ dmðxÞ
¼ 1
p
Z 1
1
f ðxÞw2NðxÞTkðxÞ
dx
1 x2
p ; k ¼ 0; 1;y
9
Proof. Let f be a Borel measurable function bounded on ½1; 1: Writing the
polynomials wNðxÞbBn in terms of ð pnÞNn¼0 as in Lemma 2.1, from the asymptotics of
the polynomials pn we get
lim
n-N
Z 1
1
f ðxÞwNðxÞbBnðxÞwNðxÞbBnþkðxÞ dmðxÞ
¼ lim
n-N
Z 1
1
f ðxÞ
X2N
j¼0
An; jpnþN jðxÞ
X2N
n¼0
Anþk;npnþkþN nðxÞ dmðxÞ
¼ lim
n-N
Z 1
1
f ðxÞ
X
j¼n
þ
X
j4n
þ
X
jon
 !
ðAn; jAnþk;npnþN jðxÞpnþkþN nðxÞÞ dmðxÞ
¼ 1
p
Z 1
1
f ðxÞ
X2N
j¼0
A2j TkðxÞ þ
X
j4n
AjAnðTkþj nðxÞ þ Tk ð j nÞðxÞÞ
( )
dx
1 x2
p
¼ 1
p
Z 1
1
f ðxÞ
X2N
j¼0
A2j þ 2
X
j4n
AjAnTj nðxÞ
( )
TkðxÞ dx
1 x2
p
¼ 1
p
Z 1
1
f ðxÞ
X2N
j¼0
A2j þ 2
X2N
n¼1
X2N n
j¼0
AjAjþnTnðxÞ
( )
TkðxÞ dx
1 x2
p
¼ 1
p
Z 1
1
f ðxÞw2NðxÞTkðxÞ
dx
1 x2
p
according to Lemma 2.5. &
Lemma 2.7. If m0ðxÞ40 a.e. then
lim
e-0
lim
n-N
Z akþe
ak e
bB2nðxÞ dmðxÞ ¼ 0; k ¼ 1;y;K :
Proof. Denoting by jj f jj ¼ / f ; fS1=2 the Sobolev norm, for k ¼ 1;y;K and i ¼
0;y;Nk we have
Mk;ipinffjjpnjj2: deg pnpn; pðiÞðakÞ ¼ 1g ¼ 1Pn
n¼0 ðbBðiÞn ðakÞÞ2
because 1 ¼Pnn¼0 cn bBðiÞn ðakÞpPnn¼0 c2n Pnn¼0 ðbBðiÞn ðakÞÞ2 and Pnn 0 bBðiÞn ðakÞbBnðxÞPn
n 0
ðbBðiÞn ðakÞÞ2




2
¼
1Pn
n 0
ðbBðiÞn ðakÞÞ2: Then, for any ðk; iÞ such that Mk;i40;Pnn¼0 ðbBðiÞn ðakÞÞ2p 1Mk;i and, in
particular, bBðiÞn ðakÞ-0 for 0pipNk and 1pkpK provided that the corresponding
coefficient satisfies the condition Mk;i40: As a consequence,
lim
n-N
Z 1
1
bB2nðxÞ dmðxÞ ¼ 1: ð4Þ
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For e40; let ce be the function defined by
ceðxÞ ¼
1
wN ðxÞ if xA½1; 1\
SK
k¼1 ½ak  e; ak þ e;
0 if xA
SK
k¼1 ½ak  e; ak þ e:
(
Then, using Eq. (4), Lemma 2.6 and dominated convergence theorem, we have
lim
e-0
lim
n-N
XK
k¼1
Z akþe
ak e
bB2nðxÞ dmðxÞ
¼ lim
e-0
lim
n-N
Z 1
1
ð1 c2e ðxÞw2NðxÞÞbB2nðxÞ dmðxÞ
¼ lim
e-0
1 1
p
Z 1
1
c2e ðxÞw2NðxÞ
dx
1 x2
p
 
¼ 0;
which gives the lemma. &
Now we can prove the weak convergence for the Sobolev orthonormal
polynomials.
Theorem 2.2. If m0ðxÞ40 a.e. and f is a Borel measurable function bounded on ½1; 1
then
lim
n-N
Z 1
1
f ðxÞbBnðxÞbBnþkðxÞ dmðxÞ ¼ 1p
Z 1
1
f ðxÞTkðxÞ dx
1 x2
p ; k ¼ 0; 1;y :
Proof. For e40; let ce be the function defined in the previous lemma. Let f be a
Borel measurable function bounded on ½1; 1: Since f ðxÞc2e ðxÞ is also bounded,
according to Lemma 2.6,
lim
n-N
Z 1
1
f ðxÞc2e ðxÞw2NðxÞbBnðxÞbBnþnðxÞ dmðxÞ
¼ 1
p
Z 1
1
f ðxÞc2e ðxÞw2NðxÞTnðxÞ
dx
1 x2
p
and, by the Lebesgue dominated convergence theorem,
lim
e-0
lim
n-N
Z 1
1
f ðxÞc2e ðxÞw2NðxÞbBnðxÞbBnþnðxÞ dmðxÞ
¼ 1
p
Z 1
1
f ðxÞTnðxÞ dx
1 x2
p : ð5Þ
11
MoreoverZ 1
1
f ðxÞbBnðxÞbBnþnðxÞ dmðxÞ  1p
Z 1
1
f ðxÞTnðxÞ dx
1 x2
p
 
p
Z 1
1
f ðxÞbBnðxÞbBnþnðxÞ dmðxÞ  Z 1
1
f ðxÞc2e ðxÞw2NðxÞbBnðxÞbBnþnðxÞ dmðxÞ 
þ
Z 1
1
f ðxÞc2e ðxÞw2NðxÞbBnðxÞbBnþnðxÞ dmðxÞ  1p
Z 1
1
f ðxÞTnðxÞ dx
1 x2
p
 
¼ I ð1Þn;e þ I ð2Þn;e :
Given d40; from (5), limn-N I
ð2Þ
n;eod for e40 small enough. On the other hand,
I ð1Þn;ep
XK
k¼1
Z akþe
ak e
f ðxÞbBnðxÞbBnþnðxÞ dmðxÞ :
Since f is bounded on ½1; 1; there exists a constant C such that
j f ðxÞjpC; xA½1; 1; and we get
I ð1Þn;epC
XK
k¼1
Z akþe
ak e
jbBnðxÞbBnþnðxÞj dmðxÞpC XK
k¼1
Z akþe
ak e
bB2nðxÞ dmðxÞ 1=2:
By Lemma 2.7, lim supn-N I
ð1Þ
n;eod for e small enough. Then
lim sup
n-N
Z 1
1
f ðxÞbBnðxÞbBnþnðxÞ dmðxÞ  Z 1
1
f ðxÞTnðxÞ dx
p 1 x2
p
 o2d
and the proof is complete. &
Theorem 2.3. The polynomials bBn satisfy the recurrence relation
wNðxÞbBnðxÞ ¼ XN
j¼ N
an; j bBnþjðxÞ; an; j ¼ an j; j; j ¼ 1;y;N; an; Na0:
Furthermore if m0ðxÞ40 a.e. then limn-N an; j ¼ aj; j ¼ 0;y;N; where
wNðxÞ ¼ a0 þ 2
XN
j¼1
ajTjðxÞ
and are given by aj ¼ 12N
W
ðN jÞ
2N
ð0Þ
ðN jÞ! ; j ¼ 0;y;N; with W2NðxÞ ¼
QK
k¼1 ðx2  2akxþ
1ÞNk :
Proof. We can write wNðxÞbBnðxÞ ¼PnþNj¼0 ln; j bBjðxÞ where
ln; j ¼/wN bBn; bBjS ¼ Z 1
1
wNðxÞbBnðxÞbBjðxÞ dmðxÞ ¼ /bBn;wN bBjS ¼ 0
for jonN:
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Thus we get the recurrence relation with an; j ¼ ln;nþj; j ¼ N;y;N: Moreover, for
j ¼ 1;y;N; an; j ¼ /wN bBn; bBn jS ¼ /wN bBn j; bBnS ¼ an j; j:
On the other hand, if m0ðxÞ40 a.e., for j ¼ 0;y;N; from Theorem 2.2
lim
n-N
an; j ¼ lim
n-N
Z 1
1
wNðxÞbBnðxÞbBnþjðxÞ dmðxÞ ¼ 1p
Z 1
1
wNðxÞTjðxÞ dx
1 x2
p
¼ 1
pi
Z
jxj¼1
YK
k¼1
ðx2  2akxþ 1ÞN

k
xj 1 N
2Nþ1
dx
¼ 1
2NðN  jÞ!W
ðN jÞ
2N ð0Þ: &
In terms of linear operator theory, the recurrence relation may be more useful in
the form given in the following theorem.
Theorem 2.4. If m0ðxÞ40 a.e., the Sobolev polynomials satisfy the recurrence relation
xbBnðxÞ ¼ hn bBnþ1ðxÞ þ vn bBnðxÞ þ hn 1 bBn 1ðxÞ þ FnðxÞ;
where hn and vn are the coefficients of the recurrence relation xpnðxÞ ¼ hnpnþ1ðxÞ þ
vnpnðxÞ þ hn 1pn 1ðxÞ; and FnðxÞ are functions such that
lim
n-N
FnðxÞbBnðxÞ ¼ 0 uniformly on compact subsets of C\½1; 1:
Proof. From Lemma 2.1,
x wNðxÞbBnðxÞ ¼ X2N
j¼0
An; jxpnþN jðxÞ
¼
X2N
j¼0
An; jðhnþN jpnþ1þN jðxÞ þ vnþN jpnþN jðxÞ
þ hn 1þN jpn 1þN jðxÞÞ
¼wNðxÞðhn bBnþ1ðxÞ þ vn bBnðxÞ þ hn 1 bBn 1ðxÞÞ
þ
X2N
j¼0
ðAn; jhnþN j  hnAnþ1; jÞpnþ1þN jðxÞ
þ
X2N
j¼0
An; jðvnþN j  vnÞpnþN jðxÞ
þ
X2N
j¼0
ðAn; jhn 1þN j  hn 1An 1; jÞpn 1þN jðxÞ
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and the lemma follows from Lemma 2.4, Theorem 2.1 (i) and the asymptotics of the
sequence ð pnðxÞÞNn¼0: &
Remark. Once again, we may replace ½1; 1 with suppðmÞ and consider, in
Lemmas 2.6 and 2.7 and Theorems 2.2–2.4, m in the Nevai class Mð0; 1Þ instead
of m0ðxÞ40 a.e.
3. Fourier series
In this section we are focused on the study of the pointwise convergence
of the Fourier series expansions in terms of the sequence of polynomials
ðbBnÞNn¼0 orthonormal with respect to the inner product (1) provided that m
is the Jacobi measure. In order to do this we need some previous results and,
in what follows, we will denote by jj f jj ¼ / f ; fS1=2 the Sobolev norm of a
function f :
Lemma 3.1. Given a positive Borel measure m supported on ½1; 1 with infinitely many
points at the support, the polynomials bBnðxÞ satisfy
(i) If Mk;i40 then
PN
n¼0 ðbBðiÞn ðakÞÞ2 ¼ 1Mk;i:
(ii) If Mk;i40 then
PN
n¼0 bBðiÞn ðakÞbBð jÞn ðatÞ ¼ 0 for ðt; jÞaðk; iÞ such that Mt; j40:
(iii) If Mk;i40 then limn-N
R 1
1ð
Pn
n¼0 bBðiÞn ðakÞbBnðxÞÞ2 dmðxÞ ¼ 0:
Proof. For i ¼ 0; 1;y;Nk and k ¼ 1;y;K; let cðiÞn;k ¼ inffjjpnjj2: deg pnp
n; pðiÞðakÞ ¼ 1g: It is clear that for all n; Mk;ipcðiÞn;k and, as it was proved at the
beginning of the proof of Lemma 2.7,
cðiÞn;k ¼
1Pn
n¼0 ðbBðiÞn ðakÞÞ2:
Let N ¼PKk¼0 ðNk þ 1Þ and introduce the function
jðxÞ ¼ expf
x2N

1 x2
g; jxjo1;
0; jxjX1:
(
Then jACNðRÞ; jð0Þ ¼ 1; jjðxÞjp1 for every xAR; and jðiÞð0Þ ¼ 0 for i ¼
1;y;Nk; k ¼ 1;y;K : For a fixed kAf1;y;Kg and e40 such that ate½ak  e; ak þ
e for tak; let us consider the function jk;eðxÞ ¼ jðx ake Þ: For iAf0; 1;y;Nkg; let
wk;iðxÞ ¼ ðx akÞ
i
i! and consider a polynomial PðxÞ such that PðiÞðakÞ ¼ 1 and satisfies
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max
xA½ 1;1
jPð jÞðxÞ  ðwk;ijk;eÞð jÞðxÞjoe; j ¼ 0; 1y;N:
Since ðwk;ijk;eÞð jÞðatÞ ¼ 0 for tak and j ¼ 0; 1;y;Nt; and ðwk;ijk;eÞð jÞðakÞ ¼ di; j
when 0pjpNk; we have
jjPjjp jjwk;iðxÞjk;eðxÞjj þ jjPðxÞ  wk;iðxÞjk;eðxÞjj
p mð½ak  e; ak þ eÞ max
xA½ 1;1
w2k;iðxÞ þMk;i

þ e2 mð½1; 1Þ þ
XK
t¼1
XNt
j¼0
Mt; j
 !)1=2
¼ðMk;i þ hðeÞÞ1=2;
where lime-0 hðeÞ ¼ 0 because mðfakgÞ ¼ 0: As a consequence,
Mk;ip lim
n-N
cðiÞn;k ¼
1PN
n¼0 ðbBðiÞn ðakÞÞ2pjjPjj2pMk;i þ hðeÞ
and thus Mk;i ¼ 1PN
n 0
ðbBðiÞn ðakÞÞ2:
Moreover, for ðk; iÞ such that Mk;i40;
Xn
n¼0
ðbBðiÞn ðakÞÞ2 ¼ Xn
n¼0
bBðiÞn ðakÞbBnðxÞ




2
¼
Z 1
1
Xn
n¼0
bBðiÞn ðakÞbBnðxÞ
 !2
dmðxÞ þMk;i
Xn
n¼0
ðbBðiÞn ðakÞÞ2
( )2
þ
X
jai
Mk; j
Xn
n¼0
bBðiÞn ðakÞbBð jÞn ðakÞ
 !2
þ
X
tak
XNt
j¼0
Mt; j
Xn
n¼0
bBðiÞn ðakÞbBð jÞn ðatÞ
 !2
:
Multiplying this equality by cðiÞn;k and taking limit when n-N; (ii) and (iii) follows
from (i) and the proof is complete. &
Corollary 3.1. Let m be a positive Borel measure supported on ½1; 1 with infinitely
many points at the support and let f be a function of L2ðmÞ such that there exist the
derivatives f ðiÞðakÞ for i ¼ 0; 1;y;Nk and k ¼ 1;y;K : If Mk;i40 thenXN
n¼0
/ f ; bBnSbBðiÞn ðakÞ ¼ f ðiÞðakÞ; i ¼ 0; 1;y;Nk; k ¼ 1;y;K :
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Proof.Xn
n¼0
/ f ; bBnSbBðiÞn ðakÞ ¼ Z 1
1
f ðxÞ
Xn
n¼0
bBðiÞn ðakÞbBnðxÞ dmðxÞ
þ Mk;i f ðiÞðakÞ
Xn
n¼0
ðbBðiÞn ðakÞÞ2
þ
X
jai
Mk; j f
ð jÞðakÞ
Xn
n¼0
bBðiÞn ðakÞbBð jÞn ðakÞ
þ
X
tak
XNt
j¼0
Mt; j f
ð jÞðatÞ
Xn
n¼0
bBðiÞn ðakÞbBð jÞn ðatÞ:
Since Z 1
1
f ðxÞ
Xn
n¼0
bBðiÞn ðakÞbBnðxÞ dmðxÞ


p
Z 1
1
f 2ðxÞ dmðxÞ
 1=2 Z 1
1
Xn
n¼0
bBðiÞn ðakÞbBnðxÞ
 !2
dmðxÞ
8<:
9=;
1=2
;
taking limit in n; the statement follows from Lemma 3.1. &
So, we have convergence at the mass points for any function belonging to L2ðmÞ
and with derivatives at such points. But for the convergence at other points, more
conditions are needed and, in order to study this problem, we start with some
straightforward estimates for the polynomials bBn: The polynomial wNðxÞ defined in
Section 2 will be used again.
Lemma 3.2. Let ð pnÞNn¼0 be the sequence of orthonormal polynomials with respect to
the measure m: Then there exists a positive constant C such that
jwNðxÞbBnðxÞjpC XN
j¼ N
j pnþjðxÞj for every xAR:
This lemma is an obvious consequence of Lemma 2.1.
When dmðxÞ ¼ ð1 xÞað1þ xÞbdx; a4 1; b4 1; i.e. the Jacobi measure, as it
is well known (see [8, Theorem 3.14, p. 101]), the orthonormal polynomials pn satisfy
ð1 xÞa2þ14ð1þ xÞ
b
2
þ1
4j pnðxÞjpC; a4 12; b4 12; ð6Þ
j pnðxÞjpC; 1oap 12; 1obp 12;
for xA½1; 1 and, as a consequence of the previous lemma, the corresponding
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Jacobi–Sobolev polynomials bBn satisfy the condition
jbBnðxÞjpChðxÞ ð7Þ
for xAð1; 1Þ\SKk¼1fakg and for all n; where hðxÞ is the function which depends on a
and b deduced from (6) and Lemma 3.2.
Lemma 3.1 gives some properties of the Dirichlet kernels Dnðx; tÞ ¼Pn
n¼0 bBnðxÞbBnðtÞ and, as it was proved in [3] for the case jakj41; they satisfy a
Christoffel–Darboux formula deduced from the recurrence relation. If x0A½1; 1
the polynomial wNðxÞ  wNðx0Þ may have more than one zero at ½1; 1 and this is
not convenient for the representation of the Dirichlet kernel. Instead of wNðxÞ we
will consider the polynomial wNþ1ðxÞ ¼
R x
1 wNðtÞ dt and, from the positivity of
wNðxÞ; when x0aak; k ¼ 1;y;K ; x0 is the only zero of wNþ1ðxÞ  wNþ1ðx0Þ in
½1; 1: Because the derivatives of wNþ1ðxÞ vanish at the a0ks; we have
/wNþ1 bBn; bBmS ¼ /bBn;wNþ1 bBmS and this means that the Sobolev polynomials bBn
satisfy the recurrence relation
wNþ1ðxÞbBnðxÞ ¼XNþ1
n¼0
an;n bBnþnðxÞ þXNþ1
n¼1
an n;n bBn nðxÞ: ð8Þ
Moreover, the coefficients an;n are bounded because
jan;nj ¼ j/wNþ1 bBn; bBnþnSj
p
Z 1
1
bBnðxÞbBnþnðxÞwNþ1ðxÞ dmðxÞ 
þ
XK
k¼1
XNk
i¼0
Mk;ijwNþ1ðakÞjjbBðiÞn ðakÞbBðiÞnþnðakÞj
p max
xA½ 1;1
jwNþ1ðxÞj 1þ
XK
k¼1
XNk
i¼0
Mk;ijbBðiÞn ðakÞbBðiÞnþnðakÞj
 !
;
and, from Lemma 3.1, bBðiÞn ðakÞ are bounded when Mk;i40:
Christoffel–Darboux formula now takes the following form,
Lemma 3.3. The orthonormal polynomials with respect to the inner product (1) satisfy
the following Christoffel–Darboux type formula:
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fwNþ1ðxÞ  wNþ1ð yÞg
Xn
n¼0
bBnðxÞbBnð yÞ
¼ an;1ðbBnþ1ðxÞbBnð yÞ  bBnþ1ð yÞbBnðxÞÞ
þ an;2ðbBnþ2ðxÞbBnð yÞ  bBnþ2ð yÞbBnðxÞÞ
þ an 1;2ðbBnþ1ðxÞbBn 1ð yÞ  bBnþ1ð yÞbBn 1ðxÞÞ
þ ?þ an;Nþ1ðbBnþNþ1ðxÞbBnð yÞ  bBnþNþ1ð yÞbBnðxÞÞ
þ ?þ an N;Nþ1ðbBnþ1ðxÞbBn Nð yÞ  bBnþ1ð yÞbBn NðxÞÞ
with bounded coefficients.
Corollary 3.2. Let xAð1; 1Þ\SKk¼1fakg and m the Jacobi measure. If Mk;i40 thenXN
n¼0
bBðiÞn ðakÞbBnðxÞ ¼ 0
and the convergence is uniform in compact subsets of ð1; 1Þ\SKk¼1fakg:
Proof. Let ðk; iÞ be such that Mk;i40: From the Christoffel–Darboux formula of
Lemma 3.3 it is clear that
Pn
n¼0 bBðiÞn ðakÞbBnðxÞ is a sum of a finite—depending on N—
number of terms of the following type:
an n; j
bBn nþjðxÞbBðiÞn nðakÞ
wNþ1ðxÞ  wNþ1ðakÞ:
Since the coefficients an n; j are bounded, jBnðxÞjphðxÞ with hðxÞ a continuous
function in compact subsets of ð1; 1Þ\SKk¼1fakg and limn-N bBðiÞn ðakÞ ¼ 0; the
lemma is proved. &
Theorem 3.1. Let x0Að1; 1Þ\
SK
i¼1 faig and let f be a function with derivatives at the
points ak such that
f ðx0Þ f ðtÞ
x0 t
belongs to L2ðmÞ when m is the Jacobi measure. Then
(i)
PN
n¼0 / f ; bBnSbBnðx0Þ ¼ f ðx0Þ:
(ii) If Mk;i40 then
PN
n¼0/ f ; bBnSbBðiÞn ðakÞ ¼ f ðiÞðakÞ:
Proof. Because of fAL2ðmÞ when f ðx0Þ f ðtÞ
x0 t
AL2ðmÞ; Corollary 3.1 yields (ii). Now, we
denote by Snðx0; f Þ the nth partial sum of the Fourier Sobolev expansion and by
Dnðx; tÞ the Dirichlet kernel
Pn
n¼0 bBnðxÞbBnðtÞ: Then
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f ðx0Þ  Snðx0; f Þ ¼/ f ðx0Þ  f ðtÞ;Dnðx0; tÞS
¼
Z 1
1
ð f ðx0Þ  f ðtÞÞDnðx0; tÞ dmðtÞ
þ
XK
k¼1
Mk;0ð f ðx0Þ  f ðakÞÞDnðxo; akÞ

XK
k¼1
XNk
i¼1
Mk;i f
ðiÞðakÞ @
iDn
@ti
ðx0; akÞ:
From Corollary 3.2 we get
lim
n-N
ð f ðx0Þ  Snðx0; f ÞÞ ¼ lim
n-N
Z 1
1
ð f ðx0Þ  f ðtÞÞDnðx0; tÞ dmðtÞ:
Using the Christoffel–Darboux type formula, the above expression is the limit of a
sum of a finite—depending on N—number of termsZ 1
1
ð f ðx0Þ  f ðtÞÞan i; j
bBn iþjðx0ÞbBn iðtÞ
wNþ1ðx0Þ  wNþ1ðtÞ dmðtÞ:
But Z 1
1
ð f ðx0Þ  f ðtÞÞan i; j
bBn iþjðx0ÞbBn iðtÞ
wNþ1ðx0Þ  wNþ1ðtÞ dmðtÞ


¼ jan i; j j jbBn iþjðx0Þj Z 1
1
f ðx0Þ  f ðtÞ
x0  t
x0  t
wNþ1ðx0Þ  wNþ1ðtÞ
bBn iðtÞ dmðtÞ ;
where the coefficients jan i; jj are bounded and jbBn iþjðx0Þjphðx0Þ from Lemma 3.2
and the comments after the lemma.
Since the function
gx0ðtÞ ¼
f ðx0Þ  f ðtÞ
x0  t
x0  t
wNþ1ðx0Þ  wNþ1ðtÞ
belongs to L2ðmÞ and there exist the derivatives gðiÞx0 ðakÞ; thenXN
n¼0
/gx0 ; bBnS2
¼
XN
n¼0
Z 1
1
gx0ðtÞbBnðtÞ dmðtÞ þXK
k¼1
XNk
i¼0
Mk;ig
ðiÞ
x0
ðakÞbBðiÞn ðakÞ
 !2
pjjgx0 jj2
and, as a consequence, limn-N /gx0 ; bBnS ¼ 0: Taking into account that, when
Mk;i40; limn-N bBðiÞn ðakÞ ¼ 0; we have limn-N R 11 gx0ðtÞbBnðtÞ dmðtÞ ¼ 0: This means
that limn-N ð f ðx0Þ  Snðx0; f ÞÞ ¼ 0: &
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Theorem 3.2. Let f ðxÞ be a function with derivatives at the points ak satisfying a
Lipschitz condition of order 0oZo1 uniformly in ½1; 1; i.e. j f ðxþ hÞ 
f ðxÞjpMjhjZ for jhjod and for some d40: For the Jacobi measure, if cn ¼
/ f ; bBnS thenXN
n¼0
cn bBnðxÞ ¼ f ðxÞ; xAð1; 1Þ;
and the convergence is uniform in compact subsets of ð1; 1Þ\SKk¼1 fakg: Moreover, at
the mass points,
PN
n¼0 cn bBðiÞn ðakÞ ¼ f ðiÞðakÞ provided that Mk;i40:
Proof. As in the previous theorem, we only need to prove that
R 1
1 f ðtÞDnðx; tÞ dmðtÞ
converges to f ðxÞ for xaak; k ¼ 1;y;K : Besides,Z 1
1
ð f ðxÞ  f ðtÞÞDnðx; tÞ dmðtÞ
 
p
Z
jx tjXd
ð f ðxÞ  f ðtÞÞDnðx; tÞ dmðtÞ


þ
Z
jx tjod
ð f ðxÞ  f ðtÞÞDnðx; tÞ dmðtÞ


¼ I ð1Þn ðxÞ þ I ð2Þn ðxÞ:
Since f ðxÞ f ðtÞ
wNþ1ðxÞ wNþ1ðtÞ ð1 wðx d;xþdÞðtÞÞ; where wðx d;xþdÞðtÞ is the characteristic
function of the interval ðx d; xþ dÞ; belongs to L2ðmÞ; using Christoffel–Darboux
type formula and the same procedure as in the previous theorem, the term I
ð1Þ
n ðxÞ
tends to zero.
On the other hand, I
ð2Þ
n ðxÞ is a sum of a finite number of terms
an i; j bBn iþjðxÞ Z
jx tjod
f ðxÞ  f ðtÞ
x t
x t
wNþ1ðxÞ  wNþ1ðtÞ
bBn iðtÞ dmðtÞ;
where the coefficients an i; j bBn iþjðxÞ are uniformly bounded in closed sets of
ð1; 1Þ\SKk¼1fakg: Furthermore, when x belongs to a compact subset F of
ð1; 1Þ\SKk¼1fakg; Lipschitz condition givesZ
jx tjod
f ðxÞ  f ðtÞ
x t
x t
wNþ1ðxÞ  wNþ1ðtÞ
bBn iðtÞ dmðtÞ


pC
Z
jx tjod
dmðtÞ
jx tj1 Z;
where the constant C depends on maxf jx tjjwNþ1ðxÞ wN ðtÞj: tA½1; 1; xAFg; the constant
of the Lipschitz condition, and maxfhðxÞ: xAFg; hðxÞ being the function such that
jbBnðxÞjphðxÞ on the interval ð1; 1Þ\SKk¼1 fakg: Hence, since m is the Jacobi
20
measure, for e40 there exists d40 such that jI ð2Þn ðxÞjoe and the pointwise
convergence is proved. The uniform convergence is an easy consequence of the
uniform continuity of f ð yÞ f ðtÞ
wNþ1ð yÞ wNþ1ðtÞ when ð y; tÞ belongs to fð y; tÞ: jy xjpd2; jt
xjXd; x; yAFg for a fixed xAF and for a fixed d such that Rjx tjod dmðtÞjx tj1 Zoe; and the
compactness of F : &
Acknowledgments
We thank the anonymous referees for their valuable suggestions and comments
which have helped us to improve the first draft of this paper. The work of F.
Marcella´n was supported by a grant of Direccio´n General de Investigacio´n
(Ministerio de Ciencia y Tecnologı´a) of Spain BFM-2000-0206-C04-01 and INTAS
Project, INTAS 00-272.
References
[1] G. Lo´pez, F. Marcella´n, W. Van Assche, Relative asymptotics for polynomials orthogonal with respect
to a discrete Sobolev inner product, Constr. Approx. 11 (1995) 107 137.
[2] F. Marcella´n, B. Osilenker, I.A. Rocha, On Fourier series of Jacobi Sobolev orthogonal polynomials,
J. Inequal. Appl. 7 (5) (2002) 673 699.
[3] F. Marcella´n, B. Osilenker, I.A. Rocha, On Fourier series of a discrete Jacobi Sobolev inner product,
J. Approx. Theory 117 (2002) 1 22.
[4] F. Marcella´n, W. Van Assche, Relative asymptotics for orthogonal polynomials with a Sobolev inner
product, J. Approx. Theory 72 (1992) 192 209.
[5] A. Mate´, P. Nevai, V. Totik, Asymptotics for the leading coefficients of orthogonal polynomials,
Constr. Approx. 1 (1985) 63 69.
[6] A. Mate´, P. Nevai, V. Totik, Strong and weak convergence of orthogonal polynomials on the unit
circle, Amer. J. Math. 109 (1987) 239 282.
[7] P. Nevai, Orthogonal Polynomials, Memoirs of American Mathematical Society, Vol. 213, Amer.
Math. Soc., Providence RI, 1979.
[8] B.P. Osilenker, Fourier Series in Orthogonal Polynomials, World Scientific, Singapore, 1999.
[9] G. Szeg +o, Orthogonal Polynomials, American Mathematical Society Colloquium Publication, Vol. 23,
4th Edition, Amer. Math. Soc. Providence, RI, 1975.
21
