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Objetivos – Los objetivos de este trabajo son estudiar diferentes algoritmos de de-
teccio´n no coherentes, analizar su desempen˜o en funcio´n de sus para´metros, identificar
que´ para´metros son cr´ıticos y tratar de replicarlos en sistemas de antena mu´ltiple.
Metodolog´ıa – Se trabajo´ con una metodolog´ıa cualitativa, intentando confirmar el
comportamiento que tienen los sistemas de deteccio´n no coherente y viendo su aplicacio´n
en sistemas de antena mu´ltiple. Se investigo´ el estado del arte en cuanto a sistemas
con mu´ltiples antenas desde el punto de vista de deteccio´n y codificacio´n. Se leyeron
art´ıculos presentados en las principales conferencias y se analizaron los principales desaf´ıos
te´cnicos. Se trabajo´ principalmente sobre el desarrollo y la implementacio´n de algoritmos
programados en MATLAB con el fin de analizar de manera profunda su comportamiento
a nivel de algoritmo sin limitantes de hardware.
Desarrollos teo´ricos realizados – Se hace un desarrollo teo´rico sobre el algoritmo
BCJR a nivel binario y de s´ımbolo aplicable cualquier constelacio´n. Se desarrollan tambie´n
los conceptos centrales para emplear dicho algoritmo en un sistema con mu´ltiples antenas,
en particular la utilizacio´n de la correlacio´n espacial de un array de antenas lineal.
Desarrollo de prototipos y trabajo de laboratorio – El trabajo consistio´ en in-
vestigar a nivel de algoritmos y procesamiento de la sen˜al, quedando fuera del alcance de
este trabajo aspectos relativos a la implementacio´n a nivel de dispositivos o programacio´n
embebida.
Resultados – Se constato´ el buen funcionamiento de un esquema de deteccio´n y deco-
dificacio´n que no necesita conocer el canal ni estimarlo, simplemente conocer sus carac-
ter´ısticas y estad´ıstica. Se logro´ construir este esquema con pe´rdidas respecto al esquema
coherente lo´gicamente, pero que se encuentran dentro de lo esperado y no parecen ser una
limitante para seguir investigando en esta l´ınea. Tambie´n se constato´ la correcta imple-
mentacio´n de este sistema de decodificacio´n en sistemas de antena mu´ltiple y se lograron
ganancias interesantes respecto a la versio´n con una sola antena.
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L´ıneas futuras – A ra´ız del presente trabajo, se abren otras l´ıneas como puede ser
extender el modelo desarrollado en el presente trabajo a varios usuarios transmitiendo al
mismo tiempo sen˜ales diferentes para lograr un esquema MIMO multiusuario. Otra l´ınea
a futuro es implementar a nivel de dispositivo los algoritmos de deteccio´n para sistemas
con mu´ltiples antenas aqu´ı presentados. Analizar las limitaciones que puedan aparecer
por tratarse de dispositivos con determinadas especificaciones. Por otra parte, se abren
otras l´ıneas fuera de lo que implica el procesamiento de la sen˜al digital, como puede ser
la conversio´n analo´gica digital y sus factores asociados como la velocidad de muestreo en
funcio´n de frecuencia y errores de conversio´n. Tambie´n puede resultar interesante explorar
otras geometr´ıas de array de antenas ma´s alla´ del array lineal como puede ser un array
circular, cuadrado u otras geometr´ıas que se esta´n sugiriendo a nivel de investigacio´n.
Abstract – Many researchers agree that the next generation of mobile communications
will have some key characteristics. Massive MIMO appears to be some key feature to be
included as a must. Through the use of many antennas, very precise beamforming may
be introduced, and through this, energy efficient systems may be developed. Increasing
the number of antennas increases enormously the channel estimation complexity as well.
Pilot contamination appears as a limiting factor for such systems. Therefore, blind or
non coherent approach detection algorithms seem to be a good way to deal with this
limitation. In the present work, non coherent detection algorithms and their characteristics
are studied. More precisely, a serially concatenated convolutional coding (SCCC) scheme
is developed and its performance is analyzed. Furthermore a multiple antenna system is
simulated, in which the signal received on each antenna is projected on their principal
modes (eigenmodes where the most energy is concentrated) and then processed through
a SCCC iterative decoding scheme.
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1. Introduccio´n
La introduccio´n de cada tecnolog´ıa esta´ dominada por diferentes motivaciones. Para el
caso de WCDMA la gran motivacio´n fue desarrollar una tecnolog´ıa que estuviera basada
en el tra´fico de datos y orientada a paquetes en contraposicio´n a la existente GSM (orien-
tada a tra´fico de voz y tasas muy bajas de datos). En el desarrollo de tecnolog´ıas 4G como
LTE y WiMAX, el concepto se centro´ en establecer tasas binarias superiores, reducir al
mı´nimo la latencia y optimizar la eficiencia espectral. Para ello, se empezaron a utilizar
esquemas de modulacio´n superiores que permiten un tra´fico de datos de 70-100Mbps en
el enlace descendente.
En estos momentos, grupos de empresas e investigadores esta´n sentando las bases de 5G
y el foco de atencio´n esta´ en la cantidad de dispositivos conectados simulta´nemante para
comunicaciones de tipo MTC (Machine Type Communications), en mejorar aspectos de
la comunicacio´n como la cobertura, la eficiencia espectral, el consumo de energ´ıa, la pro-
babilidad de outage, por supuesto tambie´n seguir mejorando las tasas binarias, la latencia
y bajar los costos de puesta en marcha [1].
Diferentes y numerosas te´cnicas se esta´n estudiando con la idea de ser implementadas
en lo que conformara´ 5G. Mes a mes, hay conferencias, foros de discusio´n y se publican
art´ıculos con las caracter´ısticas que tendra´ esta nueva tecnolog´ıa (incluso recientemente
salio´ publicado un esquema de lo que ser´ıa el nu´cleo de red). Pero la realidad es que au´n
no esta´ nada decidido. Sin embargo, algo en lo que coinciden muchos y que casi seguro
que exista en 5G es Massive MIMO, una extensio´n de los sistemas multiantena (Multiple
Input Multiple Output o MIMO) en la que el nu´mero de elementos de los array de antenas
pasa a ser masivo o ma´s precisamente del orden de cientos de antenas.
En el presente trabajo, nos interesa centrar la atencio´n en este aspecto debido a la gran
importancia que se le esta´ dando en la comunidad cient´ıfica y el potencial que tiene esta
tecnolog´ıa. En particular nos interesa analizar los sistemas multiantena desde la detec-
cio´n no coherente y ver las ventajas que este enfoque puede aportar en un caso con un
nu´mero masivo de antenas, pues entendemos tendra´ un gran impacto en los pro´ximos an˜os.
En lo que resta de esta seccio´n introductoria, en la Subsec. 1.1 se comentan los trabajos
relacionados a la tema´tica y sus aportes. En la Subsec. 1.2 se ubica la motivacio´n del
presente trabajo en el contexto de las principales caracter´ısticas 5G. En cuanto al resto
del presente trabajo, en la Sec. 2 se desarrollan los conceptos teo´ricos principales, que
tuvieron que ser abordados para la comprensio´n de la tema´tica y la implementacio´n de
las simulaciones. En concreto se explica el concepto que motiva el enfoque no coherente,
como lo es el Pilot Contamination, se detalla el modelo de canal, la proyeccio´n de los
modos principales de la sen˜al recibida y tambie´n se hace una explicacio´n detallada del
demodulador no coherente implementado para la decodificacio´n iterativa. En la Sec. 3
se muestran los resultados alcanzados con la implementacio´n. Se hace una comparacio´n
con la versio´n coherente del receptor, se hace un ana´lisis de co´mo impactan determinados
para´metros importantes en el receptor y sus motivos. Se realiza tambie´n un ana´lisis desde
el punto de vista de la convergencia de la estructura iterativa y finalmente se observan
algunos resultados de la implementacio´n con mu´ltiples antenas.
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1.1. Trabajos relacionados
Numerosos trabajos esta´n surgiendo sobre este tema. Un art´ıculo muy interesante que
aborda de manera introductoria pero bastante completa el MIMO masivo es [6]. All´ı tam-
bie´n se muestra una implementacio´n de array de antenas lineal y cil´ındrica que arroja
resultados interesantes. En [5], se analizan aspectos de eficiencia espectral y eficiencia
energe´tica en funcio´n del nu´mero de elementos del array y de la cantidad de usuarios,
mostrando resultados interesantes sobre el disen˜o adecuado para ajustar el green point
segu´n el escenario. En [7] se mencionan algunos aspectos interesantes sobre la porcio´n de
espectro a ser utilizada en 5G y sus caracter´ısticas, as´ı como tambie´n sobre el beamfor-
ming multiusuario. En [3] se hace referencia a otros aspectos de 5G como la transmisio´n
coordinada que resultan de especial intere´s si se piensa en MIMO masivo. En [4], se hace
un ana´lisis detallado de un sistema con demodulacio´n y decodificacio´n conjunta utilizando
un esquema iterativo con un receptor no coherente, que si bien es aplicable a cualquier
sistema, resulta de particular intere´s en MIMO masivo, dado el enfoque que pretendemos
dar al problema de Pilot Contamination. Finalmente en [8] se aporta un enfoque que
simplifica enormemente los ca´lculos de un sistema multiantena mediante la proyeccio´n
en los modos principales. Este u´ltimo y utilizando herramientas desarrolladas con mayor
detalle en [4] y [14], son la base del presente trabajo, que pretende simplemente confirmar
el potencial que tiene la deteccio´n no coherente en sistemas multiantena.
1.2. Caracter´ısticas principales de 5G
Para dar un poco de contexto, antes de comenzar a analizar en detalle las caracter´ısti-
cas de MIMO masivo y en particular la deteccio´n no coherente en sistemas multiantena,
se describen brevemente algunas de las principales caracter´ısticas que se esta´n perfilando
como grandes candidatas para conformar parte de la nueva generacio´n de comunicaciones.
1.2.1. Espectro: Eleccio´n de onda milime´trica mmW
Todo apunta a que 5G sera´ implementado en la parte superior del segmento de micro-
ondas (30GHz-300GHz), en parte debido a la congestio´n presente en el segmento inferior
de microondas (300MHz-3GHz), actualmente utilizado en redes mo´viles, teledifusio´n y
WLAN. En concreto ya se esta´n haciendo esfuerzos para utilizar el segmento de onda
milime´trica (mmW ), ubicado en 60GHz, en el cual hay disponibles 7GHz licenciados, lo
que multiplica en varios o´rdenes de magnitud el espectro actualmente disponible en los
segmentos inferiores [2].
Esta´ndares anteriores utilizaron los segmentos bajos de microondas por sus buenas con-
diciones de propagacio´n, poca atenuacio´n y aprovechamiento de canales multicamino.
Dichos esta´ndares estuvieron mayormente centrados en dar cobertura (sobre todo GSM
y WCDMA), pero la tendencia con LTE y LTE-A es a tener celdas ma´s pequen˜as y de
mayor capacidad por lo que para 5G es posible ahora utilizar partes del espectro que a lo
mejor no ofrezcan tan buenas condiciones de propagacio´n pero que tengan disponible un
mayor ancho de banda. Estas condiciones son las que ofrece el segmento de microondas
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superior, de onda milime´trica, menos congestionado. Por otra parte, esta seccio´n del es-
pectro permite reducir el footprint de las antenas incluso cuando e´stas este´n conformadas
por varias decenas o hasta cien elementos, por tratarse de frecuencias ma´s altas, lo que la
hace ideal pensando en sistemas MIMO masivos.
1.2.2. Nodos ma´s pequen˜os: small cells
Como se dijo ma´s arriba, una fuerte tendencia es a lograr celdas cada vez ma´s pe-
quen˜as, y es por ello entre otras cosas, que la eleccio´n del segmento superior del espectro
de microondas parece ser la ma´s indicada. Sin embargo es necesario detenerse en este
punto y analizar brevemente que´ implicancias tiene el hecho de tener micro, pico o femto
celdas.
Uno de las consecuencias que saltan a la vista (y en realidad la verdadera intencio´n) es
la mayor capacidad que es posible lograr de esta manera, considerando que la celda se
comunica con la red con un enlace que no limita el tra´fico ofrecido. Otro punto a conside-
rar es que al tener celdas ma´s pequen˜as, la cantidad de comunicaciones en los extremos
de celda y de handovers en principio aumentar´ıa significativamente, cargando as´ı ma´s a
la red en te´rminos de sen˜alizacio´n, obligando a los gestores de movilidad a aumentar su
capacidad.
Esto u´ltimo y pensando tambie´n en que existe una convivencia de celdas de distintos
taman˜os (y capacidades) genera mayor interferencia intercelda, lo que obliga a pensar en
te´cnicas como Coordinated Multipoint Transmission (CoMP) que mejoren las prestaciones
de RF haciendo un uso eficiente de la potencia en los extremos de las celdas. Estas te´cni-
cas lo´gicamente tienen un impacto no so´lo en el disen˜o de protocolos de mensajer´ıa entre
los nodos (interfaz X2 en el caso LTE) sino tambie´n en los requerimientos de latencia en
el backhaul que deben ser incluso menores que para el caso que no se utilice CoMP [3].
Este punto, de manera ma´s general, es el que se analiza en [2] y que a su vez se desprende
de la presentacio´n de Siavash Alamouti en el Wireless Communication and Networking
Conference, en el que explica la diferencia entre eficiencia espectral a nivel de enlace y a
nivel de sistema.
A nivel de enlace se esta´ llegando a su l´ımite a trave´s de modulaciones multinivel que
utilizan OFDM y MIMO para combatir canales selectivos en frecuencia y te´cnicas avan-
zadas de codificacio´n como turboco´digos y LDPC, mientras que a nivel de sistema au´n
resta mucho por hacer, para lo que es vital compartir recursos y centralizar en la medida
que se pueda, para lograr mejores resultados, concepto clave tanto de Cloud-RAN como
Cloud-RoF.
1.2.3. MTC y capa de red especializada
Numerosos trabajos de investigacio´n esta´n alineados en que la nueva generacio´n de co-
municaciones mo´viles, 5G, tendra´ una fuerte componente de comunicaciones entre ma´qui-
nas (MTC) y entre dispositivos (D2D). A su vez, la industria ya esta´ adoptando sensores
para mejorar su productividad en las ma´s diversas a´reas como agricultura, smart cities,
medio ambiente, monitoreo de recursos acua´ticos, energ´ıa, seguridad, log´ıstica y aplicacio-
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nes de consumo. Un ejemplo interesante que se puede ver a nivel de emprendimientos en
Espan˜a, es el caso de la empresa Libelium (http://www.libelium.com/) que desarrolla
hardware y software que permite la implementacio´n de manera relativamente sencilla de
redes de sensores definidas por software.
Por su parte, los protocolos de encaminamiento tambie´n se han ido adaptando a esta nue-
va necesidad de comunicaciones y que seguramente este´ presente en la nueva generacio´n.
Un ejemplo concreto de protocolo de encaminamiento que se ha disen˜ado con un claro en-
foque de comunicaciones entre dispositivos es el caso del protocolo LEACH, Low Energy
Adaptive Clustering Hierarchy, un protocolo jera´rquico basado en zonas o clusters que
busca minimizar el consumo energe´tico como su nombre lo indica. Para ello cuenta con
una coordinacio´n y control al momento de la creacio´n de clusters y durante su operacio´n.
Define nodos principales en cada zona, Cluster Heads (CH), encargados de procesar la
informacio´n que recibe por parte de todos los nodos de su zona y enviar una versio´n com-
primida de esta hacia afuera del cluster, reduciendo as´ı enormemente las comunicaciones
a nivel global. A su vez, hace que el rol de CH vaya rotando aleatoriamente de manera tal
de lograr un balance en el consumo energe´tico entre los distintos nodos de la red dado que
el rol de CH implica energ´ıa para procesamiento y para comunicaciones fuera del cluster
que tendra´n un consumo mayor por tratarse de enlaces de mayor distancia.
1.2.4. MIMO masivo
La idea central del MIMO masivo, es la oportunidad que otorga el hecho de contar
con un gran nu´mero de antenas, para realizar un beamforming focalizado. Ba´sicamente,
al tener un mayor nu´mero de variables es posible concentrar la energ´ıa radiada y hacerlo
de manera ma´s precisa. Esta misma lo´gica es la que se utiliza por ejemplo en el disen˜o
de antenas basadas en arrays, pero ahora se esta´ hablando de lograr un nivel de precisio´n
superior, que optimice la energ´ıa radiada, al punto de realizar lo que algunos autores de-
nominan el pencil beamforming o un beamforming espec´ıfico para cada usuario. En teor´ıa
con un beamforming digital es posible lograr una performance o´ptima, aumentando sig-
nificativamente la eficiencia espectral y energe´tica a trave´s del beamforming multiusuario
[5].
Estando clara esta gran ventaja, que permite radiar la energ´ıa donde se requiere solamen-
te, se presenta tambie´n un gran nu´mero de desaf´ıos que vienen de la mano de tener un
gran nu´mero de antenas y transmisores, como el hecho de contar con dicho Hardware a
un costo razonable, que el footprint sea el adecuado (razo´n por la cual la banda de onda
milime´trica tiene especial intere´s), que el consumo de un nu´mero masivo de elementos
radiantes este´ limitado y por supuesto que el procesamiento de este nu´mero masivo de
sen˜ales se logre de manera eficiente. Algunos ejemplos concretos de configuraciones MIMO
masivas pueden verse en la Fig. 1. En particular se presenta un escenario con las antenas
dispuestas de manera lineal, rectangular, cil´ındrica y distribuida.
Teor´ıa 9
Figura 1: Configuraciones posibles en un escenario de radiobases MIMO masivas [6].
2. Teor´ıa
2.1. Pilot Contamination
En un sistema de comunicaciones inala´mbricas, mientras se propagan las ondas elec-
tromagne´ticas, pueden sufrir alteraciones que hagan que en el receptor la informacio´n se
vea distorsionada. T´ıpicamente se tendra´ un ruido aditivo de caracter´ısticas gausseanas
(real o complejo) y se le sumara´ un efecto de amplificacio´n y desfase modelado t´ıpica-
mente como un canal cuya amplitud es una variable aleatoria de tipo Rayleigh y su fase
esta´ uniformememente distribuida [10]. Si a su vez se trabaja en un gran ancho de banda,
como es el caso de comunicaciones 3G, LTE, el canal tendra´ cierta selectividad en fre-
cuencia dada por los mu´ltiples caminos del canal, que se sumara´n de manera constructiva
o no en el receptor. A su vez, por tratarse de un canal radiomo´vil, las caracter´ısticas del
canal variara´n en el tiempo. En resumen, el canal es algo completamente desconocido en
recepcio´n y es necesario conocer algo de e´l para poder demodular y decodificar la sen˜al
correctamente, sin errores o al menos, con una probabilidad de error acorde a los reque-
rimientos.
La solucio´n tradicional para esto ha sido en general, an˜adir una secuencia pseudo-aleatoria
conocida tanto en transmisio´n como en recepcio´n y cuantificando sus alteraciones dadas
por el canal con el fin de estimar el mismo. Dicha secuencia pseudo-aleatoria, es un
identificador de cada usuario y la cantidad de secuencias diferentes que pueden existir
esta´ limitada por el tiempo de coherencia del canal y el nivel de selectividad del mismo.
Por lo tanto, la cantidad de usuarios que pueda tener una estacio´n base, estara´ limitada
por este factor. Si a su vez se le suma, que esto forma parte de un sistema celular, entonces,
secuencias de celdas vecinas, estara´n interfiriendo, lo que obliga a los operadores a realizar
una buena planificacio´n de la asignacio´n de secuencias pseudo-aleatorias, para minimizar
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estos efectos. Esto es lo que se conoce tradicionalmente como Pilot Contamination. Un
efecto claro esta´ en el hecho de que en la estacio´n base se reciba la sen˜al del mo´vil y de los
mo´viles de celdas cercanas cuya secuencia sea la misma o con un nivel alto de correlacio´n.
Esto puede generar por ejemplo que el beamforming al usuario objetivo no sea realizado
de la manera ma´s o´ptima y se termine desviando energ´ıa hacia zonas donde realmente
no se encuentra dicho mo´vil. Segu´n se comenta en [6], el efecto del Pilot Contamination,
se hace mucho ma´s profundo en la medida que el nu´mero de antenas crece, por lo que se
posiciona como un factor importante que limita en sistemas MIMO masivos. Para com-
batir esto, lo que se propone en algunos casos es hacer una distribucio´n eficiente de los
s´ımbolos piloto tanto en el tiempo como en frecuencia o asignarlos de manera dina´mica
segu´n las condiciones de la red. En el presente trabajo lo que se busca es resolver este
problema utilizando un esquema de recepcio´n ciego o no coherente que se explica en la
siguiente seccio´n.
2.2. Modelo de canal
El escenario planteado es un sistema en el que un usuario (una antena), transmite una
sen˜al OFDM de K subportadoras a un receptor con N antenas. Dadas las caracter´ısticas
de canal presentadas en la Sec. 2.1 y detalladas en [8], fijado un bloque de coherencia
(cuya duracio´n es T ) y fijada tambie´n una subportadora k, se tendra´ una sen˜al recibida
en cada antena receptora que estara´ dada por la siguiente expresio´n:
y[k] = h[k]x[k] + n[k] (1)
donde h[k] es un vector N×1 que respresenta la respuesta en frecuencia para cada antena
receptora y n[k] es el ruido gaussiano (AWGN) de varianza 2σ2 (ruido complejo, con cada
componente de varianza σ2). A su vez h[k] se puede modelar como un vector aleatorio de
distribucio´n gausseana compleja,
h[k] ∼ CN (0, C),
donde C = E(a(Ω)a(Ω)H) es la matriz de covarianza de h[k] y a(Ω) = [a1(Ω)...aN(Ω)]
T
es la respuesta del array para el a´ngulo de llegada Ω.
Para explicar un poco mejor el sentido de la matriz de covarianza C y la respuesta del
array a(Ω) en funcio´n del a´ngulo de llegada Ω es preciso sen˜alar que esto forma parte
de un modelo de canal, comentado en [9], que establece el nivel de correlacio´n que existe
en la sen˜al recibida para cada una de las antenas receptoras. Esto es algo caracter´ıstico
y exclusivo de los sistemas multiantena, que cuentan con un grado de libertad adicional,
la dimensio´n espacial. Los sistemas multiantena, motivados en parte por el atractivo de
la diversidad espacial a nivel teo´rico, presentan entonces, esta correlacio´n en recepcio´n
en sistemas reales, lo que parece ser un problema en principio, y debe ser considerado.
Mediciones que se comentan en [9],[11], muestran co´mo grupos de scattering durante la
propagacio´n de la sen˜al, se pueden modelar muy bien como clusters alrededor de las an-
tenas receptoras. En particular se propone un enfoque parame´trico, en el que en base a
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la geometr´ıa del array y la estad´ıstica del perfil de retardo y a´ngulo de arribo en la sen˜al
recibida, se construye una matriz de correlacio´n de canal.
Se asume entonces, segu´n se confirma en [12], una dispersio´n angular de potencia (PAP)
con una distribucio´n laplaceana y una dispersio´n de potencia a nivel de retardo (PDP)
con una distribucio´n exponencial:
P (x)(φ) ∝ 1√
2σφ
e−|
√
2φ/σφ| (2)
P (x)(τ) ∝ 1
στ
e−τ/στ (3)
,donde x indica el a´ngulo de polarizacio´n y σφ y στ representan la dispersio´n angular
y de retardo respectivamente. Asumiendo esto y realizando algunas aproximaciones, en
[9] se llega a la siguiente expresio´n para los elementos de la matriz de covarianza:
[C(φ0, σφ)]m,n ≈ βe
jkd(m−n) sinφ0
1 +
σ2φ
2
[kd(m− n) cosφ0]2
(4)
donde m y n representan los ı´ndices de fila y columna de la matriz respectivamente,
β = 1/(1 − e−
√
2pi/σφ) y φ0 es la media de la distribucio´n laplaceana (a´ngulo medio de
arribo) que variara´ con cada cluster. As´ı entonces, basa´ndonos en una geometr´ıa de array
lineal y suponiendo los perfiles PAP y PDP como se describio´, llegamos a una expresio´n
cerrada de la matriz de covarianza de canal y podemos tambie´n tener una expresio´n para
el canal propiamente dicho, que como se dijo, variara´ a su vez por cada subporatdora (o
bloque de subportadoras) y bloque de coherencia de canal. Para el caso de un array con
geometr´ıa circular, el razonamiento es ana´logo y la expresio´n similar.
Siguiendo con la matriz de covarianza del canal C, podemos hacer una descomposicio´n
SVD de dicha matriz y obtener lo siguiente
C = UΛCU
H (5)
donde U es una matriz unitaria, que contiene en sus columnas los vectores propios de la
transformacio´n lineal dada por C y ΛC es una matriz diagonal que contiene los respecti-
vos valores propios en su diagonal, que representan la energ´ıa de cada dimensio´n (de cada
cluster, asociado a un vector propio) y esta´n ordenados de manera decreciente. As´ı enton-
ces, si encontra´ramos que la mayor parte de la energ´ıa esta´ concentrada en los L = 2, 3
primeros modos o clusters, podr´ıamos reducir un problema de dimensio´n N = 50, 100, 150
en un problema mucho ma´s reducido en complejidad de ca´lculo.
2.3. Estimador de covarianza y Eigenbeamforming
Si analizamos la ecuacio´n (1) desde el punto de vista energe´tico, es decir, multiplica´ndo-
la por su conjugado, podremos encontrar un estimador de C+2σ2IN (donde IN es la matriz
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identidad N ×N) dado por:
Q =
1
K
K∑
i=1
y[k]y[k]H (6)
Esto claro, asumiendo que la energ´ıa a nivel de s´ımbolo es unitaria (E(|x[k]|2) = 1)
y realizando un promedio de la potencia recibida para cada subportadora. Esto tiene
como hipo´tesis clara el hecho de que la correlacio´n que existe entre canales de diferentes
subportadoras cae ra´pidamente en la medida que la distancia entre ellas aumenta, es decir
que se tiene un ancho de banda de coherencia pequen˜o. As´ı entonces, los valores propios
de C y Q van a diferir en el te´rmino de ruido complejo, y sus vectores propios sera´n
los mismos. Por lo tanto, la proyeccio´n de la sen˜al recibida sobre el subespacio generado
por los diferentes vectores propios de C y Q coincidira´. Esta proyeccio´n algebraica, se
puede interpretar a nivel f´ısico, como la componente energe´tica de la sen˜al recibida sobre
el cluster o modo cuyo vector propio se esta´ utilizando. Esto es lo que permite, como
dec´ıamos antes, que en lugar de trabajar sobre N antenas, se pueda simplificar el ca´lculo
y trabajar sobre los modos con mayor proporcio´n de potencia. Se tendra´ entonces que la
descomposicio´n SVD de Q dara´ lugar a la misma matriz unitaria U de vectores propios
(con otra matriz ΛQ de valores propios). Dicha proyeccio´n, para el modo l estara´ dada
por:
zl[k] = 〈ul,y[k]〉 (7)
donde ul es a l-e´sima columna de la matriz de vectores propios U . Se tiene entonces que,
dada una subportadora k, en lugar de trabajar con un vector N × 1 como y[k], se puede
trabajar con un vector reducido z[k] = (z1[k], z2[k], ...zL[k])
T de dimensiones L×1. Luego
cada modo pasa por un proceso de demodulacio´n y decodificacio´n conjunta e iterativa.
Para ello, se trabaja siguiendo el esquema de la Fig. 2,
Figura 2: Receptor no coherente con beamforming, L=2 [8].
,en el que se puede ver que la salida de cada demodulador no coherente para una antena
se suma y la suma del aporte de cada modo es la que ingresa al bloque APP Decoder, que
representa al decodificador de canal. Dicho decodificador de canal, en base a la informacio´n
a priori que recibe del proceso anterior, calcula la informacio´n extr´ınseca que en la segunda
iteracio´n sirve como informacio´n a priori para cada bloque de demodulacio´n no coherente.
El proceso de decodificacio´n iterativa se explica con mayor detalle en la Sec. 2.4
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2.4. Demodulador No Coherente
Como se ha mencionado, una alternativa para combatir el Pilot Contamination, es
utilizar un receptor no coherente. Para ello, t´ıpicamente se utiliza en transmisio´n un
esquema de modulacio´n diferencial, con el objetivo de tener una referencia relativa y no
absoluta como en el caso de demodulacio´n coherente. Es as´ı que se puede optar por un
esquema en el que la informacio´n sea modulada de manera diferencial respecto al s´ımbolo
anterior, respecto a una referencia fija por cada bloque de s´ımbolos u otras alternativas ma´s
complejas. Sea cual sea la opcio´n, la modulacio´n diferencial esta´ siempre presente y puede
verse como una forma de codificacio´n convolucional no sistema´tica pero recursiva (con
realimentacio´n de s´ımbolo o s´ımbolos anteriores). Si por otra parte previo a la modulacio´n
diferencial, se an˜ade una codificacio´n de canal (FEC), entonces se tendra´ un esquema de
transmisio´n de codificacio´n convolucional en serie, que puede ser potenciada si entre la
codificacio´n de canal y la modulacio´n diferencial se agrega un entrelazador aleatorio que
distribuya los s´ımbolos de manera tal que se este´ protegido frente a fadings del canal. En
la Fig. 3 se puede apreciar este esquema, tambie´n conocido como Serially Concatenated
Convolutional Coding (SCCC). La parte de transmisio´n es ampliamente utilizada y existen
numerosos art´ıculos que analizan el comportamiento.
Figura 3: Diagrama de bloques del esquema de Tx y Rx. Demodulacio´n y Decodificacio´n
conjunta [4].
Tambie´n se puede apreciar el esquema de recepcio´n, en el que se trabaja de mane-
ra conjunta en demodulacio´n y decodificacio´n. Esto significa que se tiene un bloque de
demodulacio´n no coherente que dada la informacio´n que recibe del canal y dada una
probabilidad apriori que recibe del decodificador, calcula la probabilidad a posteriori de
que la informacio´n recibida del canal sea un determinado s´ımbolo de la constelacio´n (o
directamente probabilidad de 1 o 0 si se trabaja a nivel de bit). De esta manera, en una
lo´gica iterativa, el demodulador va calculando en cada iteracio´n estas probabilidades con
la informacio´n que recibe del decodificador, y este u´ltimo de manera ana´loga con la in-
formacio´n que recibe del demodulador. En cada iteracio´n se va mejorando el ca´lculo y
obteniendo una versio´n ma´s precisa (con mayor ganancia de codificacio´n), de los s´ımbolos
transmitidos, llegando un punto en el que lo´gicamente existe una saturacio´n y no hay
lugar a mejora por ma´s que se siga iterando. Un esquema similar, pero con los bloques
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trabajando en paralelo, es el que usan los turboco´digos, ampliamente empleados en WCD-
MA. Lo interesante de este planteo es que combina el proceso de demodulacio´n con el de
decodificacio´n, en una estructura iterativa en la que ambas funciones se alimentan y se
realizan de manera conjunta y a su vez, se agrega el hecho de que la demodulacio´n es
no coherente. La demodulacio´n no coherente se basa en la estimacio´n de la amplitud del
canal, utilizando solamente la estad´ıstica del canal (sin s´ımbolos piloto que recarguen la
tasa binaria) y el ca´lculo de las probabilidades, suponiendo distintas fases para el canal
cada vez y luego promediando. Es decir, que en el fondo lo que se esta´ haciendo son varias
detecciones coherentes, suponiendo un canal distinto cada vez y promediando el resultado.
Esto implica mayores ca´lculos para la deteccio´n, pero evita lo´gicamente, la estimacio´n de
canal mediante la insercio´n de s´ımbolos piloto que utilizan los receptores coherentes y que
reducen la eficiencia.
2.4.1. Demodulador No Coherente: mapeo de informacio´n entre s´ımbolos y
bits
El procesamiento que se realiza en el bloque de demodulacio´n no coherente esta´ divi-
dido en tres partes:
i) Mapeo de informacio´n a priori de bit a informacio´n a priori de s´ımbolo,
ii) Ca´lculo de LLR a nivel de s´ımbolo,
iii) Mapeo de LLR de bit a LLR de s´ımbolo.
El primer punto, consiste en tomar la informacio´n a priori que llega al demodulador a
nivel de bit y transformarla en informacio´n a priori a nivel de s´ımbolo pues luego se calcu-
lara´n las probabilidades a nivel de s´ımbolo. Para este punto (y su transformacio´n inversa
en el punto iii) es imprescindible conocer la constelacio´n y el mapeo de bits a s´ımbolos que
se utiliza. Este paso depende entonces de si la modulacio´n es QPSK o 16-PSK y tambie´n
de si su mapeo es de tipo Gray o binario. Dicho esto consideremos el bit ωji que representa
el j-e´simo bit del i-e´simo s´ımbolo, donde i ∈ [1, T ] y j ∈ [1,m], siendo m = log2(M), la
cantidad de bits de cada s´ımbolo y T el tiempo de coherencia del canal. Consideremos la
informacio´n a priori a nivel de bit de dicho bit como λbij(a) = P (ω
j
i = a), a = 0, 1. Notar
que se esta´ empleando la informacio´n a priori como probabilidad lineal y absoluta (no un
ratio de probabilidades), por lo que si lo que ingresa al demodulador es la informacio´n a
proiri en forma LLR, entonces se tiene que hacer primero esta conversio´n. As´ı entonces,
para cada s´ımbolo i, se computa la informacio´n a priori a nivel de s´ımbolo como:
λsi (ωi) =
m∏
j=1
λbij(ω
j
i ) (8)
El segundo punto, consiste ba´sicamente en calcular el LLR trabajando a nivel de
s´ımbolo (usando la infromacio´n a priori de s´ımbolo calculada en el punto anterior). Para
ello, se pueden utilizar diferentes variantes del algoritmo BCJR [13], como el MAP-BCJR,
o el MAX-Log-MAP. Como fue mencionado anteriormente, por tratarse de una deteccio´n
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no coherente, el esquema de codificacio´n empleado en el modulador (y decodificacio´n en
demodulador), es una codificacio´n diferencial. En la Fig. 4, se puede ver representado
un ejemplo para el caso DQPSK con mapeo binario. Los nu´meros en verde representan
el ı´ndice que tiene asignado dicho s´ımbolo. La codificacio´n esta´ dada no por el s´ımbolo
absoluto, sino por la transicio´n, marcada con las flechas que vinculan los s´ımbolos. Como
referencia tambie´n se detallan en la figura, las parejas de bits que provocan los diferentes
cambios de fase. La codificacio´n diferencial, de manera gene´rica para una modulacio´n
M-PSK, puede verse como:
xi =
{
w0 if i = 0
(xi−1 + wi)modM if 1 ≤ i ≤ T − 1 (9)
donde w0 es el ı´ndice del s´ımbolo de referencia insertado al comienzo y wi representa el
ı´ndice del s´ımbolo i a ser codificado (wi ∈M = {0, 1, ...,M − 1}). La tasa de codificacio´n
es por lo tanto T − 1/T .
Figura 4: Diagrama de transiciones para el caso DQPSK con mapeo binario.
El enrejado de esta codificacio´n (para el caso gene´rico M-PSK ) se puede ver en la Fig.
5. En [4] tambie´n se mencionan otros enrejados utilizados, en los que en lugar de realizar
una codificacio´n diferencial respecto al s´ımbolo anterior, se realizan respecto a un s´ımbo-
lo particular para todo un bloque de s´ımbolos. En el presente trabajo sin embargo, se
opto´ por utilizar la codificacio´n diferencial respecto al s´ımbolo anterior. Mayores detalles
sobre este punto se ofrecen en la Sec. 2.4.2.
El tercer punto, como se menciono´, consiste en realizar la funcio´n inversa del primero.
Una vez que ya se ha calculado las probabilidades a nivel de s´ımbolo, es necesario trans-
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Figura 5: Enrejado Trellis para codificacio´n MPSK [4].
formarlas a nivel de bit para luego construir la informacio´n extr´ınseca que sera´ pasada
al decodificador para seguir el proceso iterativo. Esta transformacio´n consiste en sumar
las probabilidades (expresadas linealmente) que hacen que un bit tome un determinado
valor. Es decir:
ζbij(a) =
∑
ωi:ω
j
i=a
ζsi (ωi) a = 0, 1 (10)
Por ejemplo, si se trabaja con una constelacio´n QPSK y mapeo binario como la que se
describe en la Tab. 1, entonces, la probabilidad de que el bit menos significativo (j = 0)del
i-e´simo s´ımbolo sea 1, sera´:
ζbi0(1) = ζ
s
i (ωi = 1) + ζ
s
i (ωi = 3) (11)
Siguiendo el mismo razonamiento se pueden definir los LLRs de los bits ma´s (MSB) y
menos significativos (LSB) correspondientes al i-e´simo s´ımbolo como:
LLRbMSB(i) = loge
ζsi (ωi = 2) + ζ
s
i (ωi = 3)
ζsi (ωi = 0) + ζ
s
i (ωi = 1)
LLRbLSB(i) = loge
ζsi (ωi = 1) + ζ
s
i (ωi = 3)
ζsi (ωi = 0) + ζ
s
i (ωi = 2)
(12)
Bits ωi S´ımbolo
00 0 +1 + i
01 1 −1 + i
10 2 −1− i
11 3 +1− i
Tabla 1: Asignacio´n de ı´ndices y s´ımbolos a cada conjunto de bits para modulacio´n
QPSK y mapeo binario
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2.4.2. Demodulador No Coherente: algoritmo BCJR a nivel de s´ımbolo
En primer lugar es preciso comentar que en el presente trabajo se utilizaron constela-
ciones de amplitud constante para simplificar el desarrollo, aunque no por ello el enfoque
pierde generalidad. Dicho esto, se tiene que todos los s´ımbolos transmitidos, dentro de un
bloque de coherencia y subportadora, tendra´n en recepcio´n la misma amplitud y diferente
fase segu´n corresponda (el canal multiplica toda la constelacio´n y la rota). Para calcular
la probabilidad de los s´ımbolos recibidos, se parte de la estimacio´n de la amplitud del
canal (variable aleatoria de tipo Rayleigh), que bajo la hipo´tesis de amplitud constante a
nivel de s´ımbolo y ruido de varianza compleja 2σ2 se puede hallar una expresio´n acorde
a la energ´ıa aportada (o mejor dicho quitada) por el canal en promedio por cada bloque
de coherencia, es decir:
A2est = ma´x(
1
T
T−1∑
i=0
‖yi‖2 − 2σ2, 0) (13)
Para el ca´lculo de las probabilidades, se asumira´ entonces, que el canal tiene dicha ampli-
tud y lo desconocido sera´ la fase. Es as´ı entonces que la probabilidad a posteroiri (APP)
tomara´ la siguiente expresio´n:
Pr(c[n]|y, A = Aest) = 1
φ
∫ φ
0
Pr(c[n]|y, h = Aestejθ)dθ
≈ 1
Q
Q−1∑
q=0
Pr(c[n]|y, h = Aestejφq/Q)
(14)
La aproximacio´n de la anterior integral por dicha sumatoria, sera´ mejor cuanto mayor
sea el valor de Q lo´gicamente. A su vez, se menciona que dicha sumatoria (que al dividir
entre Q representa un promedio) se realiza suponiendo Q fases distintas para el canal y es
posible hacerla tambie´n utilizando la funcio´n max-estrella y trabajando con el logaritmo
de las probabilidades. Como referencia, la funcio´n max-estrella esta´ definida como el
logaritmo de la suma de exponenciales, es decir:.
∗
ma´x
Z∈F
(Z) = log(
∑
Z∈F
eZ) (15)
De esta manera es posible trabajar en una escala ma´s adecuada como la logar´ıtmica y
a su vez evitar la conversio´n de probabilidades logar´ıtmicas a lineales, que puede inducir
a errores nume´ricos. La ecuacio´n (14) se puede escribir entonces as´ı:
pn(c) = loge
1
Q
+
∗
ma´x
q:h(q)=h
pn(c|q) (16)
donde pn(c|h) = loge(Pr(c[n] = c|y, h)). Para el ca´lculo de pn(c|h), se utiliza el algoritmo
BCJR de manera coherente suponiendo un canal distinto cada vez, es decir:
pn(c|h) =
∗
ma´x
e:c(e)=c
(αn−1(sI(e)) + γn(e) + βn(sF (e))) (17)
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,donde las recursiones hacia adelante y hacia atra´s son:
αn(x) =
∗
ma´x
e:sF (e)=x
(γn(e) + αn−1(sI(e))) (18)
βn(x) =
∗
ma´x
e:sI(e)=x
(γn+1(e) + βn+1(s
F (e))) (19)
,y donde las transiciones entre estados esta´n dadas por:
γn(e) = pin(c(e)) + σ
−2<〈y[n], hx[e]〉 (20)
,donde pin(c(e)) es la probabilidad a priori(a nivel logar´ıtmico) del s´ımbolo que provoca
la transicio´n e. La inicializacio´n de las recursiones α1(x) y βT (x) se pueden hacer de
distinta manera. En el presente trabajo, se utilizo´ la hipo´tesis de que el primer s´ımbolo
de cada bloque de coherencia es un s´ımbolo de referencia utilizado para la modulacio´n
diferencial. Al tratarse de un s´ımbolo conocido entonces α1(xref ) = 0 y α1(xNoref ) = −∞,
donde xNoref son los s´ımbolos de la constelacio´n que no son el de referencia. Para el
caso de la recursio´n hacia atra´s, en principio el estado en T no es conocido por lo que
si cada bloque de coherencia esta´ truncado, se puede asumir equiprobabilidad para los
distintos estados, es decir βT (x) = log2(1/M), donde M es la cantidad de s´ımbolos de la
constelacio´n. En caso de insertar un s´ımbolo al final de cada bloque de coherencia para
cerrar la codificacio´n, entonces se proceder ana´logamente a la recursio´n hacia adelante,
dando valores de log(1) al s´ımbolo de referencia y log(0) al resto de los s´ımbolos.
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3. Resultados
3.1. Comparacio´n de Detecciones Coherente y No Coherente
Una de las comparaciones que primero interesa ver, es co´mo se comporta el receptor no
coherente respecto a su versio´n coherente. Tomando el caso de una modulacio´n BPSK, se
quiere saber co´mo resulta el demodulador no coherente detallado en la Sec. 2.4, respecto al
mismo sistema, utilizando el mismo algoritmo de decodificacio´n BCJR, pero que conoce
el canal Rayleigh y previo a aplicar el algoritmo de decodificacio´n, multiplica la sen˜al
recibida por el conjugado del canal conocido. As´ı entonces en la Fig. 6 se puede ver la
simulacio´n de ambos tipos de sistemas.
Figura 6: Comparativa entre Demodulador No Coherente y su versio´n Coherente (simu-
lacio´n).
Como se puede ver, para un BER = 10−3, el receptor no coherente requiere un
EbNo = 6,5dB aproximadamente, mientras el receptor coherente solamente EbNo = 5dB.
As´ı entonces las pe´rdidas a dicho valor de BER son de 1,5dB. Se puede observar tambie´n
co´mo la turboca´ıda para el caso no coherente se da a un valor de EbNo superior (pra´cti-
camente 1dB por encima), y de manera paralela respecto al caso coherente. Dicha ca´ıda
esta´ dada principalmente por el taman˜o de los bloques de entrelazado de la estructura
convolucional en serie que para esta simulacio´n es de 4000 bits.
Como referencia tambie´n se muestra en la Fig. 7 la simulacio´n de la decodificacio´n
segu´n este esquema para el caso de un canal que tiene solamente ruido blanco aditivo
(AWGN), es decir sin alteraciones de tipo Rayleigh.
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Figura 7: Demodulador iterativo con un canal AWGN.
Como se puede observar, en el caso AWGN, se tiene una turboca´ıda similar, pero en
valores inferiores de EbNo respecto al caso de canal Rayleigh, llegando a valores del orden
de 10−8 para EbNo = 4dB.
Otra comparacio´n interesante puede ser ver co´mo se comporta este demodulador no
coherente, respecto a la versio´n coherente teo´rica sin utilizar codificacio´n. Esta compara-
cio´n, a modo de referencia se puede ver en la Fig. 8.
Como se puede ver el esquema de deteccio´n no coherente esta´ por encima de la curva
teo´rica coherente (sin utilizar codificacio´n) para valores bajos de EbNo y a partir de 5,5dB
el esquema no coherente con correccio´n de errores resulta con mejores prestaciones.
3.2. Variacio´n de para´metros
3.2.1. Para´metro Q
Como se explico´ en la seccio´n teo´rica, el demodulador no coherente implementa el
algoritmo BCJR repetidas veces, variando la fase del canal cada vez y manteniendo la
amplitud del mismo, para la cual se tiene un estimador que se construye en base a la
sen˜al recibida y a la estad´ıstica del canal (ver Ec. 13). Finalmente se promedian las
probabilidades para conseguir algo ma´s cercano a la probabilidad real que consistir´ıa en
realizar una integral como se ve en la Ec. 14. Esto significa que discretizar el rango [0, 2pi]
en Q fases diferentes y promediar es una aproximacio´n de la integral, que en el l´ımite,
para valores altos de Q valdra´ lo mismo. En [14] tambie´n se menciona el hecho de que
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Figura 8: Comparativa entre Demodulador No Coherente y curva teo´rica de demodula-
cio´n coherente sin codificacio´n.
por tratarse de una codificacio´n diferencial no es necesario discretizar todo el rango [0, 2pi]
sino el rango de invarianza de la constelacio´n con la que se este´ trabajando, es decir [0, φ]
donde φ es el a´ngulo ma´s pequen˜o que se puede rotar la constelacio´n manteniendo los
mismos puntos (φ = pi/2 para el caso de QPSK). En cualquier caso, en la medida que
Q aumenta, deber´ıamos encontrar mejores resultados, puesto que el promedio se efectu´a
sobre un mayor nu´mero de fases y la probabilidad de tener alguna de ellas ma´s cerca de
la fase correcta del canal Rayleigh sera´ mayor. Este comportamiento se puede observar en
la Fig. 9, en la que para el caso de Q = 1 se aprecia un desempen˜o bastante malo respecto
a Q = 3 por ejemplo, y para valores mayores como Q = 12 se puede ver que mejora pero
en menor medida.
3.2.2. Taman˜os de bloque de codificacio´n
Otro para´metro determinante en el desempen˜o de este sistema es el taman˜o del bloque
de codificacio´n (codificador externo, de canal). Aumentar el taman˜o del bloque de codifi-
cacio´n significa que el entrelazado se realiza entre una mayor cantidad de bits, generando
una mejor aleatoriedad, protegiendo el sistema frente a cambios abruptos de canal en
bloques de coherencia consecutivos. En la Fig. 10, se puede observar el comportamiento
para el caso de 400, 4000 y 16000 bits dejando los dema´s para´metros fijos y se puede
observar en cierta medida los efectos de ganancia del entrelazado.
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Figura 9: Performance del demodulador no coherente para distinto valores de Q.
Figura 10: Performance del demodulador no coherente para distinto taman˜os de bloque
de codificacio´n.
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3.2.3. Taman˜os de bloque de Rayleigh
El taman˜o del bloque de coherencia del canal no es algo que se pueda modificar
cuando se tiene un sistema real, sino por el contrario es un dato con el que se tiene que
trabajar como algo dado. Sin embargo, en funcio´n de dicho para´metro se tendra´n distintos
desempen˜os y seguramente, segu´n el tipo de aplicacio´n, se tendra´n diferentes tiempos
de coherencia del canal que estara´n dados por la caracter´ıstica de invarianza temporal
que tenga el canal. En la Fig. 11, esta´ representada la performance del demodulador no
coherente para distintos taman˜os del bloque de coherencia.
Figura 11: Performance del demodulador no coherente para distinto taman˜os de bloque
de coherencia T.
Los bloques de coherencia cortos presentan una ventaja considerable frente a los blo-
ques de coherencia largos y es que cuanto ma´s pequen˜o sea el bloque de coherencia se
tendra´ mayor diversidad temporal. Esto quiere decir que en caso de tener un fuerte desv´ıo
por razones del canal de tipo Rayleigh, esto impactara´ en un tramo corto de la infor-
macio´n transmitida. Este tipo de situacio´n en un bloque de coherencia ma´s grande im-
pactara´ fuertemente sobre una mayor cantidad de bits. Este efecto puede observarse con
mayor impacto en el caso de SNR altos, donde la parte del ruido gaussiano no es tan
determinante para la estimacio´n, mientras que las caracter´ısticas Rayleigh del canal, son
las que dominan. Este mismo comportamiento puede verse en el gra´fico a partir de los
7dB aproximadamente, donde queda ordenado de manera creciente, la mejor performance
para el caso T = 22, luego T = 202 y finalmente T = 2002
Sin embargo hay que tener en cuenta que debido a la codificacio´n diferencial, en cada
bloque de coherencia se esta´ transmitiendo un s´ımbolo de referencia, a partir del cual
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comienza la codificacio´n. Esta referencia, que se agrega en codificacio´n, debe ser transmi-
tida por el canal, para que en el receptor se tenga nocio´n de en que´ medida fue girada
la constelacio´n por parte de los efectos de fase del canal (dejando de lado el ruido de
caracter´ısticas gausseanas que tambie´n desfasara´ pero en menor medida). Se trata de
un s´ımbolo solamente, pero en la medida que el bloque de coherencia se hace pequen˜o
puede representar unas pe´rdidas de codificacio´n que pueden ser importantes. Recordar,
que segu´n el esquema de codificacio´n serie que se tiene, las pe´rdidas de codificacio´n esta´n
dadas por:
Rc = Rc1
T − 1
T
(21)
donde en nuestro caso se utilizo´ una tasa de codificacio´n para el codificador de canal de
Rc1 = 1/2. Por ello, para T grandes, la tasa total de codificacio´n sera´ aproximadamente
de Rc = 1/2. En el caso de bloques pequen˜os, las pe´rdidas pueden ser importantes.
3.2.4. Otros esquemas de modulacio´n
Otro aspecto importante es ver co´mo se comporta este demodulador no coherente en
otras modulaciones diferentes a BPSK. Una caracter´ıstica importante de este esquema
de demodulacio´n es que, como se dijo en la seccio´n teo´rica, se aplica el algortimo BCJR
para diferentes fases del canal, pero siempre suponiendo una amplitud de canal, que
esta´ dada por un estimador. As´ı entonces, una hipo´tesis clave de dicho estimador, es
que todos los s´ımbolos transmitidos tienen la misma amplitud, hipo´tesis que debemos
mantener mientras se trabaje con este estimador. Por lo tanto, como variante a BPSK se
ha realizado un ana´lisis de performance para otros esquemas de modulacio´n de la familia
M-PSK, como QPSK, 8-PSK, 16-PSK, que se pueden ver en la Fig. 12.
Como es lo´gico, aquellos esquemas de modulacio´n que tengan mayor su distancia
mı´nima entre s´ımbolos, presentara´n mejor performance. Como comentario, se deja en
claro que todas las simulaciones respetaron la misma cantidad de bits generados (24000)
pero con diferentes taman˜os de bloque de coherencia T , aunque no muy diferentes.
3.2.5. Profundidad del codificador externo
Un aspecto que fue determinante para lograr buenos resultados a nivel de la turboca´ıda
del demodulador no coherente fue la eleccio´n del codificador externo. En particular, un
para´metro importante es su profundidad o la cantidad de registros con los que esta´ cons-
truido. As´ı entonces no es lo mismo lo que se obtiene con el sistema trabajando con un
codificador externo de memoria 1, 3 o 4, como se muestra en la Fig. 13.
En los tres casos, la tasa de codificacio´n es 1/2. Para describir un codificador convo-
lucional es comu´n utilizar los polinomios generadores expresados con su representacio´n
en base 8. Utilizando esta notacio´n, el codificador de memoria 1 que se simula en la fi-
gura anterior es el que esta´ dado por el polinomio generador [3 2], con realimentacio´n
(CCSR(2,1,1)). El codificador de memoria 3 es el que se utiliza en las redes 3G, dado por
[13 15], tambie´n recursivo. Y finalmente el codificador de memoria 4, utilizado en [14], es
el que esta´ dado por el polinomio [23 35], no recursivo.
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Figura 12: Performance del demodulador no coherente para distintos esquemas de mo-
dulacio´n.
Figura 13: Performance del demodulador no coherente para distintos codificadores ex-
ternos.
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3.3. Resultados Convergencia
Una de las caracter´ısticas fundamentales de las estructuras iterativas es su convergen-
cia. Esta se puede ver como el nivel de fiabilidad con el que se cuenta sobre la informacio´n
recibida al finalizar cada iteracio´n. As´ı entonces, al final de cada iteracio´n se puede rea-
lizar una comparacio´n y medir el BER. Por supuesto, las caracter´ısticas de convergencia
esta´n dadas por varios factores, pero dentro de los principales esta´ la distancia mı´nima
entre s´ımbolos que se tenga en la constelacio´n y el nivel de SNR con que se cuente.
En la Fig. 14, se puede observar el comportamiento del receptor desarrollado, para distinta
cantidad de iteraciones.
Figura 14: Performance del demodulador no coherente para distinto nu´mero de iteracio-
nes.
Se puede ver por ejemplo, co´mo con una sola iteracio´n, la turboca´ıda empieza a darse
luego y con una pendiente menos pronunciada. Tambie´n se puede observar que con 3 y
5 iteraciones el receptor comienza a tener mejores prestaciones. Si aumentamos ma´s la
cantidad de iteraciones, los resultados no son muy distintos a los que se obtienen con
el sistema con 5 iteraciones. Esto forma parte de las caracter´ısticas de los turboco´digos,
para los cuales existe un punto de saturacio´n, a partir del cual, por ma´s que se aumente
la cantidad de iteraciones, las mejores no son significativas.
Una forma de analizar el tema de la convergencia es a trave´s de los EXIT Charts o
diagramas de EXIT. Para construir un diagrama de EXIT, se debe calcular la ganancia
de codificacio´n del decodificador interno y externo en cada iteracio´n. La ganancia de
codificacio´n se puede ver como el aporte del decodificador al procesar la informacio´n
que le llega. Esto es, la comparacio´n entre la informacio´n mutua a priori y a posteriori.
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Para calcular la informacio´n mutua a priori, se debe calcular la informacio´n mutua entre
la informacio´n a priori y los bits de referencia y para calcular la informacio´n mutua a
posteriori se debe calcular la informacio´n mutua entre la informacio´n a posteriori y los
bits de referencia. De manera gene´rica, esto se puede expresar como:
Ia = MutualInfo(La, Bits)
Ie = MutualInfo(Le, Bits)
(22)
En una estructura concatenada, la informacio´n extr´ınseca del decodificador interno,
es la informacio´n a priori del decodificador externo y viceversa. Por lo tanto, graficando
Ia en funcio´n de Ie para el decodificador interno, tenemos una referencia de su compor-
tamiento. Si hacemos lo mismo para el decodificador externo pero cambiando los ejes, es
decir, graficando Ie en funcio´n de Ia y superponemos las gra´ficas, tenemos entonces una
visualizacio´n de co´mo se comportara´ el conjunto de bloques en la medida que se ejecuten
las distintas iteraciones, es decir, obtenemos un diagrama de EXIT.
Los diagramas de EXIT, dependen por supuesto del valor que se tenga de EbNo. Para
valores altos de EbNo, el tu´nel de convergencia sera´ ma´s abierto, pudiendo llegar a valores
de informacio´n mutua ma´s cercanos a 1 (esto dependiendo tambie´n de los codificadores
que se usen). Para valores ma´s pequen˜os de EbNo el camino de convergencia sera´ ma´s
estrecho e incluso puede cerrarse. T´ıpicamente, en valores de EbNo cercanos a la turbo-
ca´ıda es que se tendra´n los resultados ma´s interesantes. Por ello, en la Fig. 15 se muestra
el diagrama de EXIT de 5 iteraciones a EbNo = 4,5dB para el caso bpsk, justo antes de
la turboca´ıda.
Figura 15: Diagrama de EXIT de 5 iteraciones a EbNo = 4,5dB.
Como puede observarse, no existe un movimiento de mejora continua, sino que segu´n
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la iteracio´n y el decodificador, a veces se mejora el nivel de informacio´n de manera sig-
nificativa y a veces no. En la Fig. 16 se muestra el diagrama de EXIT de 5 iteraciones a
EbNo = 5,5dB para el caso bpsk, es decir justo durante la turboca´ıda.
Figura 16: Diagrama de EXIT de 5 iteraciones a EbNo = 5,5dB.
Aqu´ı s´ı se puede ver un comportamiento ma´s deseado, llegando en 5 iteraciones a
valores de informacio´n mutua superiores a 0.84 (la cuarta y quinta iteracio´n arrojan los
mismos valores pra´cticamente, por lo que en la gra´fica esta´n superpuestas). Por u´ltimo, en
la Fig. 17 se muestra otro diagrama de EXIT, a un EbNo = 6,5dB, es decir, justo luego
de la turboca´ıda. Aqu´ı se ve que los valores de informacio´n mutua son incluso mejores,
alcanzando valores de 0.9 luego de 3 iteraciones y de 0.93 luego de 5 iteraciones.
Esta es una herramienta muy u´til, que sirvio´ para determinar cua´ntas iteraciones era
necesario realizar para lograr buenos resultados. En aplicaciones reales de redes celulares
incluso, se pueden configurar las estaciones base para que en funcio´n del nivel de ruido
existente, se regule la cantidad de iteraciones. De esta manera, se puede lograr evitar
tantas iteraciones si el nivel de ruido es bajo y exigirle ma´s en situaciones de mayor ruido.
3.4. Resultados a nivel de sistema multiantena
Como se menciono´ brevemente en la seccio´n teo´rica, la implementacio´n del sistema
con mu´ltiples antenas que se propone es un sistema SIMO, con un u´nico usuario transmi-
tiendo una sen˜al OFDM (que tendra´ asociada una cantidad K de subportadoras) hacia
una estacio´n base o receptor con N antenas. El receptor realiza una estimacio´n de la
matriz de covarianza del canal y proyecta la sen˜al recibida en las N antenas, en L modos
principales, donde se espera que este´ concentrada la mayor cantidad de energ´ıa. Se tiene
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Figura 17: Diagrama de EXIT de 5 iteraciones a EbNo = 6,5dB.
entonces, que adema´s de los para´metros propios del esquema de decodificacio´n iterativa
y de demodulacio´n no coherente, se le suman los propios del sistema multiantena.
En la Fig. 18 se puede observar co´mo la simulacio´n del sistema multiantena utilizando 10
antenas receptoras y proyectando en 2 modos, tiene una ganancia notoria frente al mismo
sistema con los mismos para´metros pero utilizando una sola antena.
Como se puede ver, si se trabajar con un BER = 10−3, por ejemplo, se tendr´ıan
unas ganancias de entre 4dB y 5dB. En la medida que se tenga una mayor cantidad
de antenas receptoras, se tiene una cantidad mayor de copias de la sen˜al transmitida,
con alteraciones diferentes segu´n la antena receptora lo´gicamente. Se gana entonces en
diversidad y es posible lograr niveles de error menores gracias al procesamiento estad´ıstico.
Es de notar a su vez, que la turboca´ıda en el caso de antena mu´ltiple (manteniendo los
mismos para´metros en ambos sistemas), se hace ma´s pronunciada. En el caso del sistema
de u´nica antena, pasar de BER = 10−1 a BER = 10−4 cuesta pra´cticamente 3dB mientras
que lo mismo en el sistema de 10 antenas se realiza en casi 1dB.
Si se aumenta incluso ma´s la cantidad de antenas, es de esperar que el comportamiento
siga mejorando en principio. Este mismo comportamiento, es lo que se puede ver en la
Fig. 19, donde a mayor nu´mero de antenas, pasando de N = 10 a N = 30, se tiene que la
turboca´ıda del sistema se da con unos 0,4dB de diferencia aproximadamente. Es preciso
comentar tambie´n, que en los sistemas de antena mu´ltiple, para lograr gra´ficos suaves
o ma´s precisamente mono´tonos decrecientes, es necesario procesar una mayor cantidad
de bits y contar una mayor cantidad de errores, para lograr una estad´ıstica ma´s repre-
sentativa. En los gra´ficos aqu´ı presentados, este aspecto no fue tomado en cuenta, por
lo que pueden verse pequen˜as variaciones entre valores de SNR consecutivos que no son
mono´tonamente decrecientes. De todas formas, dejando ese aspecto de lado, es posible
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Figura 18: Comparacio´n entre sistema de 1 antena y sistema de 10 antenas.
apreciar al menos la tendencia de cada gra´fica.
Figura 19: Sistemas multiantena con N = 10 y N = 30 antenas.
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Por otra parte, realizando la proyeccio´n sobre una mayor cantidad de dimensiones, se
logra una mayor precisio´n y por lo tanto mejor performance (con mayor costo compu-
tacional claro esta´). Este comportamiento es el que se puede observar en la Fig. 20.
Figura 20: Sistemas multiantena proyectando sobre L = 2 y L = 3 modos.
4. Conclusiones
Partiendo de la motivacio´n de encontrar esquemas de deteccio´n aplicables en siste-
mas MIMO masivos, y conociendo la limitacio´n que representa el Pilot Contamination en
e´stos, se ten´ıa como objetivo principal estudiar los diferentes algoritmos de deteccio´n no
coherente. En particular se quer´ıa analizar su desempen˜o en funcio´n de sus para´metros e
identificar cua´les eran cr´ıticos para tratar de replicarlos en sistemas de antena mu´ltiple.
Parte pra´cticamente intr´ıseca de los sistemas no coherentes es utilizar una codificacio´n
diferencial, para evitar una referencia absoluta. Dicha codificacio´n diferencial, puede ver-
se tambie´n como una codificacio´n convolucional, que junto con una codificacio´n previa
(de canal), puede verse como una codificacio´n convolucional en serie. Es natural entonces
que un esquema de decodificacio´n convolucional en serie sea la opcio´n para utilizar en
recepcio´n. A su vez, dada la demostrada ganancia de los sistemas de decodificacio´n ite-
rativa, un esquema de estas caracter´ısticas parece apropiado para resolver este problema.
As´ı entonces, siempre que el enfoque sea resolver el problema sin estimar el canal, se
concluye la importancia de emplear un esquema de decodificacio´n diferencial iterativa. Se
aplico´ entonces esto y se constato´ el buen funcionamiento de un esquema de deteccio´n y
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decodificacio´n que no necesita conocer el canal ni estimarlo, simplemente conocer sus ca-
racter´ısticas y estad´ıstica. Se logro´ construir este esquema que no incurre en un overhead
de s´ımbolos piloto, se constataron pe´rdidas respecto al esquema coherente lo´gicamente,
pero que se encuentran dentro de lo esperado y no parecen ser una limitante para se-
guir investigando en esta l´ınea. Tambie´n se constato´ la correcta implementacio´n de este
sistema de decodificacio´n en sistemas de antena mu´ltiple y se lograron ganancias intere-
santes respecto a la versio´n con una sola antena. Estas ganancias a su vez, han podido
comprobarse, incrementando el nu´mero de antenas receptoras sin incurrir en una mayor
complejidad asociada a la cantidad de antenas, sino que con una complejidad reducida
debido a la proyeccio´n de la sen˜al recibida en los modos principales.
Dentro de este esquema hay para´metros que se posicionan como cr´ıticos para lograr
buenas prestaciones y hay otros que parecen ser no tan relevantes. Dentro de los cr´ıticos,
se puede incluir la profundidad del codificador externo, sin la cual hemos visto que la
turboca´ıda no se ve tan pronunciada. El para´metro Q parece ser determinante a su vez,
pero siempre que sea 3 o mayor, el desempen˜o estara´ dentro de un rango similar. Un
ana´lisis exhaustivo de convergencia es fundamental al momento de analizar esquemas de
decodificacio´n iterativa, pues permite analizar al detalle el comportamiento del receptor
en cada iteracio´n y a diferentes niveles de ruido. Esto ayuda a optimizar un sistema en
el que pueda existir cierto compromiso entre el ruido presente y la capacidad de ca´lculo
del receptor. En este sentido, para el codificador externo utilizado, un nu´mero de entre
3 y 5 iteraciones (dependiendo del nivel de ruido) parece ser razonable para alcanzar un
buen desempen˜o. Un nu´mero mayor de iteraciones incurrira´ en mayores ca´lculos sin tanto
beneficio desde el punto de vista de BER. Efectos como el taman˜o de bloque de codifica-
cio´n, es algo conocido que impacta fuertemente en el desempen˜o de este tipo de sistemas,
pero tambie´n hay que notar que puede no ser deseable aumentar de manera desmesurada
el taman˜o del bloque pues existe un l´ımite que esta´ dado por la sensibilidad al retardo
que pueda tener la aplicacio´n.
Hasta aqu´ı los aspectos relevantes que se han podido constatar mediante el ana´lisis de
los para´metros del receptor no coherente, pero existen otro tipo de limitaciones que que-
daron fuera del alcance del presente trabajo que habr´ıa que considerar en caso de querer
implementarse en un sistema real. En esta u´ltima categor´ıa podr´ıa incluirse por ejemplo
las limitaciones asociadas a tener un nu´mero masivo de antenas, como por ejemplo el
consumo energe´tico que todas ellas puedan tener debe estar controlado y debe justificarse
con las ganancias energe´ticas aportadas por el beamforming. Tambie´n parte de ello es
el gran nu´mero de conversores ADC que estos sistemas deben tener y a su vez el nivel
de precisio´n con que deben contar, justamente por tratarse de aplicaciones que se tiene
pensado llevar a cabo en el rango de onda milime´trica. Para esto, existen enfoques en
dos fases, que aportan cierto beamforming a gran escala a nivel analo´gico y luego, para la
pequen˜a escala se utilizan te´cnicas de beamforming digital.
En suma, esto abre varias l´ıneas a tener en cuenta, tanto desde el punto de vista de
sistema de u´nica antena con demodulacio´n no coherente en un esquema de turbodecodi-
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ficacio´n, como desde el punto de vista de sistema multiantena. A su vez, en la medida
que las mu´ltiples antenas representen mu´ltiples usuarios, un tratamiento particular para
la supresio´n de interferencias deber´ıa ser tenido en cuenta.
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A. Ape´ndice
En esta seccio´n se hace una breve descripcio´n de las funciones programadas y algunos
para´metros importantes a ser considerados para generar los resultados presentados. En
concreto se presenta en tres partes:
1. El sistema SCCC para el caso DBPSK con el BCJR implementado
2. El sistema SCCC para todas las modulaciones con el BCJR del objeto APP Decoder
de MATLAB
3. La implementacio´n SIMO (multiple antena en recepcio´n)
A.1. El sistema SCCC para el caso DBPSK con el BCJR im-
plementado
Esta implementacio´n es la que se utilizo´ para la mayor parte del ana´lisis (modulacio´n
BPSK al menos), en funcio´n de los diferentes para´metros. La misma contiene tres archivos:
i) SCCC Test 2DBPSK.m
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ii) bcjr MGonzalezNC.m
iii) bcjr MGonzalezCOH.m
El primero contiene el programa principal mientras que en los dos restantes se imple-
mentan dos funciones que realizan el algoritmo BCJR en un caso para un esquema no
coherente (y se debe especificar la variable Q) y en otro en un esquema coherente (y se
debe especificar el canal). Ambos son invocados en el programa principal.
El programa principal maneja algunas variables de intere´s como:
rango- especifica el rango de EbNo en el que se hara´ la simulacio´n. En la l´ınea 104
en adelante se ven los distintos rangos segu´n el valor de la variable rango.
Ray- especifica si el canal es Rayleigh o no (el ruido gaussiano existira´ en cualquier caso).
NCvsCOH-especifica si se desea hacer una comparacio´n de los sistemas coherente y no
coherente.
NumIter-especifica el nu´mero de iteraciones que realiza el detector.
Q-especifica la cantidad de fases a ser discretizado el canal.
A.2. El sistema SCCC para todas las modulaciones con el BCJR
del objeto APP Decoder de MATLAB
Esta implementacio´n es muy similar a la anterior sobre todo el programa principal.
La diferencia esta´ en que el algoritmo BCJR no esta´ implementado sino que se utiliza el
objeto APP Decoder de MATLAB. Esta implementacio´n contiene tres archivos:
i) SCCC Test D8QPSK RAY.m
ii) GenTreDPSK.m
iii) maxEstrella.m
El primero es el programa principal, el segundo construye los enrejados de Trellis para
los codificadores y el tercer programa realiza la funcio´n max-estrella simplemente. Los
para´metros que contiene son los mismos de la implementacio´n anterior. Una incorporacio´n
que tiene esta implementacio´n respecto a la anterior, es el ana´lisis de convergencia. Para
ello, la variable exitChart se debe poner en true y seleccionar rango = 0 y elegir un valor
de EbNo que se quiera.
A.3. La implementacio´n SIMO (multiple antena en recepcio´n)
Esta implementacio´n contiene los siguientes programas:
i) SCCC Test D8QPSK RAY.m
ii) GenTreDPSK.m
iii) maxEstrella.m
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iv) Qest adpated.m
v) CorrMatGenerator.m
vi) channel TC08TC03.m
Los primeros tres son similares a las otras implementaciones. La diferencia aqu´ı es que
en el programa principal (SCCC Test D8QPSK RAY.m), se tienen variables propias del
sistema multiantena como N y L que representan la cantidad de antenas receptoras y de
modos proyectados respectivamente. En Qest adpated.m se estima la matriz de covarianza
del canal y se realiza la proyeccio´n de la sen˜al recibida sobre los modos principales. En
CorrMatGenerator.m se construye la matriz de covarianza del canal suponiendo un array
lineal y una clusterizacio´n angular distribuida segun Laplace. En channel TC08TC03.m
se altera la sen˜al de entrada segu´n el canal modelado, es decir una alteracio´n diferente
segu´n cada bloque de coherencia y subportadora y adicionalmente un ruido gaussiano.
