Abstract. In this paper, a modified FR conjugate gradient method(MFR) is presented for solving unconstrained optimization problems. The sufficient descent property of the MFR method is satisfied without any line search. Moreover, the MFR method reduces to the standard FR method if line search is exact. Under some mild conditions, the theory of global convergence is established. Numerical results are also given to show the efficiency of the MFR method.
be continuously differentiable. Consider the unconstrained optimization problem:
We are concerned with the nonlinear conjugate gradient methods for solving large-scale unconstrained optimization problems owing to is low memory requirement and simple computation. The conjugate gradient method generates a sequence of iterates by letting 1 x ,
where k  is the step-length which is obtained by carrying out some line search, and k d is the search direction defined by
 is a parameter such that when applied to minimize a strictly convex quadratic function
. Some well-known formulas for k  of classical conjugate gradient methods are as follows
  and    stands for the Euclidean norm of vectors. Zoutendijk [6] proved that the FR method with exact line search is globally convergent. Al-Baali [7] proved the global convergence of FR method with the condition 1 2   under the strong Wolfe line
where 0 1 .
 
   Liu et al. [8] and Dai and Yuan [9] extended this result to 1 2
Wei [10] proposed a modified FR method, i.e.,
   and proved its global convergence with Wolfe line search. Besides, Wei [11] showed a new conjugate gradient formula of the PRP method, that is, the parameter
Based on the idea of them, we proposed a variant parameter of the FR(MFR) method, which is specified by
Obviously, in case of the objective functions is strictly quadratic convex, this method will degrade into classical FR method with the exact line search. Moreover, the MFR method generates a descent direction in each iteration, and always satisfies the sufficient descent condition 2 || || .
Under mild conditions, its global convergence can be established. The rest of this paper is organized as follows. In the next section, a new MFR conjugate gradient Algorithm is proposed, some mild conditions are also given. In section3, we prove the global convergence of this method. Some numerical experiments will be done to test the efficiency in the last section, especially in comparison with existing other methods.
Algorithm and Global Convergence Analysis
In this section, we describes the following assumptions on objective function ( ) f x , which are often used in the studies of conjugate gradient methods under inexact line searches.
f x is continuously differentiable and its gradient is Lipschitz continuous, namely, there exists a constant 0
The algorithm has the following steps:
Step1. Find 0
Step2. Compute k d by (3), (6 
Lemma 2 Consider the method of form (2) and (3) in which ,
where 3 1 1.
    
Proof. By (3) and (6), we obtain 2 1 || ||
then the desired inequality (7) holds. From the above Lemmas and Assumption, we now establish the global convergence theorem for the MFR conjugate gradient method.
Lemma 3
Suppose that Assumption hold, consider the method (2) and (3), where k  satisfied (4) and (5), | | ,
Proof [12] . By(3), and From the above four figures, it is obvious that MFR method is computationally efficient, which outperforms FR method and DY method, and suitable for solving large-scale unconstrained optimization problems.
Conclusions
In this paper, a property of the modified FR conjugate gradient method has been disclosed, whose algorithm satisfies the descent property and the global convergence of this method can be guaranteed under some mild conditions. Besides, the numerical experiments shows the efficiency of the MFR method, which performs better than FR method and DY method.
