We consider the state price densities that are implicit in financial asset prices. In the pricing of an option, the state price density is proportional to the second derivative of the option pricing function and this relationship together with no arbitrage principle imposes restrictions on the pricing function such as monotonicity and convexity. Since the state price density is a proper density function and most of the shape constraints are caused by this, we propose to estimate the state price density directly by specifying candidate densities in a flexible nonparametric way and applying methods of regularization under extra constraints. The problem is easy to solve and the resulting state price density estimates satisfy all the restrictions required by economic theory.
Introduction
The state price density(SPD) is the asset price density in the risk-neutral world where all investors are indifferent to risk and the expected return on all assets is the risk-free interest rate (Cox and Ross, 1976) . The SPD also uniquely characterizes the equivalent martingale measure under which all asset prices discounted at the risk-free rate are martingale (Harrison and Kreps, 1979) .
In the pricing of a call option, the SPD is directly related to the call pricing function and this relationship (together with the no arbitrage principle) imposes many restrictions including that the call pricing function should be a decreasing and convex function of the strike price. Let X be the strike price for a call option which will expire at time T , t the current time, τ = T − t the time to expiration, r the risk-free interest rate, and δ the dividend yield rate. Let St and ST be the underlying asset price at time t and T , respectively. Assuming the existence of the SPD denoted by f * (ST |St, τ, r, δ) , the call pricing function of the European call option with payoff (ST − X)+ is given by:
C (St, X, τ, r, δ as observed by Breeden and Litzenberger (1978) .
A proper density function should be nonnegative and integrate into unity, and the two constraints are respectively referred to as positivity and unity constraint. Since f * is a proper density, the derivatives of the call pricing function C should satisfy
The economic theory imposes no arbitrage bounds for C itself:
The no arbitrage principle places an additional constraint on the mean of SPD:
where Ft is the forward value at time t for delivery of the underlying asset at time T . With the condition (1.4), the constraint (1.3) is always satisfied as long as the SPD is a proper density. See Aït-Sahalia and Duarte (2003) . Therefore the goal in this paper is to construct an estimator for the SPD, a valid density function over future values of the underlying asset which satisfies the constraint (1.4), with a good fit to the observed call option prices.
If asset prices follow geometric Brownian motion, the pricing function for a European call option is given by the Black-Scholes formula:
CBS (Ft, X, τ, r, δ; σ 
where Φ(·) is the cumulative distribution function of the standard normal distribution, Ft = St exp((r − δ)τ ) is the forward value, and d1 = (log(Ft/X) + σ 2 τ /2)/(σ √ τ ) and d2 = d1 − σ √ τ . In this case the corresponding SPD is the lognormal density with mean (r − δ − σ 2 /2)τ and variance
This is a proper density function on [0, ∞) and it satisfies the Equation (1.4).
For more flexible modeling, Aït-Sahalia and Lo (1998) considered the nonparametric regression problem Si, Xi, τi, ri, δi) + ϵi (1.5) to estimate the call pricing function C and consequently the SPD f * , based on historic data with option prices Yi and the corresponding observations (Si, Xi, τi, ri, δi) of the explanatory variable (St, X, τ, r, δ) , where ϵi are independent noises with mean zero. The sparseness of data in high dimensional space makes the general nonparametric regression difficult with a practical sample size unless any restrictions are further imposed on the model. So Aït-Sahalia and Lo (1998) reduced the dimensionality by specifying a semiparametric form using Black-Scholes formula:
The call pricing function is given by the parametric Black-Scholes formula except that the volatility parameter σ is specified as a nonparametric function of the moneyness X/Ft and the time to expiration τ . Note that the resulting SPD with an arbitrary function σ may not be a proper density function and it may not satisfy the restriction (1.4) either. 
subject to the slope and convexity constraints:
Aït-Sahalia and Duarte (2003) showed that the estimated ∂C/∂X and ∂ 2 C/∂X 2 from the locally linear estimator with a log-concave kernel function based on the transformed data m1, . . . , mn satisfies the constraints (1.2). To further enforce the unity constraint for the SPD and the constraint (1.4), Aït-Sahalia and Duarte (2003) scaled and shifted the estimator of ∂ 2 C/∂X 2 . All constraints are to be satisfied by adjusting the ∂C/∂X and C accordingly. However, it may not fit the data if the scale is not right.
For a constrained spline type approach, Yatchew and Härdle (2005) assumed that the Xi lie in a given interval [a, b] and estimated the SPD by minimizing the squared error loss with a number of restrictions. The restrictions constrain the monotonicity and convexity of the call pricing function C to be satisfied at sample points and the integral of the SPD on [a, b] not to exceed 1.
The difficulties in estimating the SPD using nonparametric smoothing methods are largely caused by the theory-motivated shape constraints. See Mammen et al. (2001) and references therein for a review of general constrained smoothing methods. Aforementioned nonparametric approaches estimate the call pricing function under shape constraints first to derive the corresponding SPD by taking its derivatives. These approaches tend to give large variances in the SPD estimation as a small change in the call price function estimator results in a big change in the corresponding SPD estimator.
For more stable but still flexible estimation, we propose to estimate the SPD directly by specifying the candidate densities in a flexible nonparametric way and finding the minimizer of a penalized empirical loss under some restrictions. The problem is easy to solve and the resulting SPD estimate is always a proper density function supported on [0, ∞) which satisfies the constraint (1.4). Details of the proposed method are given in Section 2. We also discuss parameter tuning for the proposed method in Section 2. Simulation results are given in Section 3. In Section 4, we apply our method to option prices on the S&P 500 index. The article is concluded with a short discussion in Section 5.
Modeling
Suppose that (St, τ, r, δ) are given and we observe the strike prices Xi and the call option prices Yi in the statistical model (1.5). Since our objective is to estimate the underlying SPD, which is a density function supported on [0, ∞), we specify the SPD by a mixture
of the component densities Kj's each of which is supported on [0, ∞), where cj ≥ 0 and ∑ j cj = 1 and the number of component q is prespecified. Let {ξ1, . . . , ξq} be the location parameters, or knots, associated with component densities. This specification is a generalization of the kernel density estimation and automatically satisfies the positivity and unity constraints.
Our approach is to find the coefficients cj minimizing a penalized empirical loss function over the class (2.1) under some restrictions. It is similar in spirit to the smoothing spline (Wahba, 1990) or penalized regression spline methods (Eilers and Marx, 1996; Ruppert et al., 2003) in regression setting. In the smoothing spline, the observation itself or its subset is used for the knots. In the penalized regression spline, the knots different from the observation can be used such as equally spaced knots or equally spaced sample quantile knots.
The natural constraint in the mixture density (2.1) that the coefficients should be nonnegative and add up to one gives a novel form of regularization, and the shape of the constraint region which has many corners promotes the sparsity in the solution. With an SPD (2.1) specified with a large q in the beginning, most of the coefficients typically shrink to zero in the minimization procedure and only a small number of components remains in the solution.
The family of functions of the form (2.1) can be large enough for the flexibility required for nonparametric estimation. Since the support of the SPD is [0, ∞), we may consider the lognormal components or the gamma components. With the lognormal components, the density of the logarithm of the prices is modeled as a mixture normal, which is known to be a rich family of distributions. The SPD estimation through the lognormal mixture is studied by Yuan (2009) . Notice that (2.1) reduces to the famous Black-Sholes model when using one lognormal component. The gamma components with equally spaced location parameters are related to Tchebysheff-Laguerre functions which form an orthonormal system in the space L 2 (0, ∞). In this paper we focus on the mixture of the gamma components with the following form:f
with cj ≥ 0 and ∑ q j=1 cj = 1, where G a,b (t) denotes the density of Gamma(a,b):
Note that each gamma component has its mode at the location parameter ξj, with the mean ξj + b and the variance (ξj + b)b. Thus b can be understood as a smoothing parameter.
Constrained least squares
The main difference of our situation from the typical density estimation problem is that we do not observe a sample from the SPD which we want to estimate. Instead, we observe the call option prices that is directly related to the SPD through the relationships (1.1) and (1.5). Our approach is to minimize the weighted squared error loss
under the no arbitrage constraint (1.4) on the mean of the SPD.
With f * of the form (2.1), we have
In addition, the no arbitrage constraint (1.4) is equivalent
where µj = µ
. . , wn), and let D be the n × q matrix with
3) with f * of the form (2.1) can be written as
We could minimize (2.5) subject to 1 ′ c = 1, c ≥ 0, and µ ′ c = St exp((r − δ)τ ), where µ = (µ1, . . . , µq) ′ . More generally, we consider the l2 penalized regularization and find c that minimizes
(2.6) subject to 1 ′ c = 1, c ≥ 0, and µ ′ c = St exp((r − δ)τ ). The regularization parameter λ ≥ 0 controls the balance between the weighted least square and the l2 penalty. When λ = 0, we concentrate on the weighted least square. On the other hand, if λ → ∞, the solution will be c = (1/q, . . . , 1/q) ′ , since the quantity (2.6) is dominated by the l2 penalty when λ is sufficiently large.
For the solutionĉ = (ĉ1, . . . ,ĉq) ′ to (2.6), the estimates for the SPD f * , the call pricing function C, and the first derivative of the call pricing function C ′ at point x are respectively written aŝ
Tuning
In this section we discuss methods for estimation of tuning parameters. Among the most commonly used criteria for the function estimation is the mean integrated squared error(MISE):
The MISE is decomposed into the variance part and the bias part, and it can be viewed as a function of bandwidth b and regularization parameter λ. Typically, small b and λ reduce bias but increases variance, and large b and λ increases bias but reduces variance (variance-bias trade-off).
Since the observed data are call option prices, it seems appropriate for us to consider the MISE for the call pricing function
For tuning in practice, we consider the cross-validation function(CV)
whereĈ−i is the estimate when omitting the i th observation. This criterion would be justified
Let DF be the degrees of freedom of the model for fixed b and λ. Then the generalized cross validation(GCV) may be considered as an approximation with simpler computation:
Alternative criteria for tuning parameters are Akaike(AIC) or Baysian(BIC) information criteria:
The degrees of freedom can be estimated as the sum of the sensitivities of the fitted values with respect to the observed values,
See Ye (1998) for more discussion on the degrees of freedom. Now let us consider the minimization problem (2.6). We ignore the constraint µ ′ c = St exp((r − δ)τ ) for the estimation of degrees of freedom as this constraint has minimal effect on the estimator in practice. Let M = {ξ1, . . . , ξq} and M = {ξj :ĉj > 0}. The minimizer of (2.6) subject to 1 ′ c = 1 and c ≥ 0 is also the minimizer when we drop the positivity constraints cj ≥ 0 and concentrate on the coefficients corresponding to M. Without loss of generality, we assume that M = M and drop the positivity constraints in the following discussion. Now the minimization problem can be equivalently written as
using the Lagrange multiplier τ , and the solution iŝ
and we get DF as follows:
Simulation
In our simulation, we follow the settings in the simulation study of Aït-Sahalia and Duarte (2003) where the model is calibrated to match the basic features of S&P 500 index options market on a typical trading day in 1999. We set the current index price St at 1365, the short term interest rate at r = 4.5%, the dividend yield at δ = 2.5%, and the time to maturity at τ = 0.119. We assume the volatility smile is a linear function of the strike with volatility equal to 40% at the strike price 1000 and 20% at the strike price 1700, i.e., σ = .4 − .2(x − 1000)/700. For the futures
Then the theoretical option price is given by C(x) = exp(−rτ )(FtΦ(d1) − xΦ(d2)). We assume that we observe n = 25 option prices with strike prices equally spaced between 1000 and 1700.
The simulated option prices are determined by adding uniformly distributed random noise to the theoretical option prices. The amount of noise follows the second approach in Aït-Sahalia and Duarte (2003): the size of the noise range in percentage of the option value is a linear function of the strike with the range being ±3% of the option value for deep in the money options (at x = 1000) and ±18% for deep out of the money options (at x = 1700).
For each run, the call function, its first derivative, and the corresponding SPD are estimated by the proposed regularized mixture with the smoothing parameters tuned according to the AIC and the GCV. The strike prices are used as the knots. We assign the weights inversely proportional to the true call option prices. For each criterion, we consider two different ways of tuning: (i) fix λ = 0 and tune the bandwidth b, and (ii) tune b and λ jointly. In Table 3 .1, we report the mean and the standard error of the integrated squared errors(ISE)
based on 5000 runs for the estimates with AIC and GCV tuning. The joint tuning results in a substantial improvement of the estimators in terms of the ISE, and the AIC performs superior to the GCV. Different ways in degrees of freedom estimation and weighting strategy may give different results. The BIC performs very similarly to the AIC and its results are omitted. 
Real Example
We consider the S&P 500 index call options traded at the Chicago Board Options Exchange(CBOE). We treat the average of closing bid and ask prices as raw call prices. The risk free interest rates are calculated by interpolating the daily 1-and 3-month Eurodollar Deposits (London). The dividend yield is implied through the put-call parity
for the put-call pair at the money. We calculate the maturity as the number of days before expiration divided by 365.
The proposed method is applied to the data using the strike prices for the knots and the weights inversely proportional to the call option prices. The smoothing parameters b and λ are tuned jointly according to the AIC. Figure 4 .2 shows the estimates of the call function, its first derivative, and the corresponding SPD during the week of June 13-June 17. The estimated functions satisfy all shape restrictions required. The mean of the estimated SPD is consistent with the forward value. Figure 4 .3 shows the transition of the SPD during the whole period. The estimated SPD tracks the change of the forward value of the asset and it tends to get more concentrated at the forward value as the expiration approaches. 
Concluding Remarks
In this paper we proposed to estimate the SPD directly by specifying the candidate density in a flexible nonparametric way and finding the minimizer of the penalized squared error loss under noarbitrage constraints. The estimator showed very good and stable performance in our simulation study with all restrictions required by economic theory satisfied. The method was successfully applied to call option prices on the S&P 500 index.
A new gamma kernel was proposed to avoid boundary bias in estimating the SPD supported on [0, ∞). The proposed gamma kernel also can be used in the typical density estimation problems for densities supported on [0, ∞). The theoretical properties of the gamma kernel density estimator of this type will require further investigation.
