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Abstract
We develop a fourth order accurate finite difference method for the three dimensional
elastic wave equation in isotropic media with the piecewise smooth material property. In
our model, the material property can be discontinuous at curved interfaces. The governing
equations are discretized in second order form on curvilinear meshes by using a fourth order
finite difference operator satisfying a summation-by-parts property. The method is energy
stable and high order accurate. The highlight is that mesh sizes can be chosen according to
the velocity structure of the material so that computational efficiency is improved. At the
mesh refinement interfaces with hanging nodes, physical interface conditions are imposed by
using ghost points and interpolation. With a fourth order predictor-corrector time integrator,
the fully discrete scheme is energy conserving. Numerical experiments are presented to verify
the fourth order convergence rate and the energy conserving property.
Keywords: Elastic wave equations, Three space dimension, Finite difference methods,
Summation-by-parts, Non-conforming mesh refinement
AMS subject : 65M06, 65M12
1 Introduction
Seismic wave propagation has important applications in earthquake simulation, energy resources
exploration, and underground motion analysis. In many practical problems, wave motion is
governed by the three dimensional (3D) anisotropic elastic wave equations. The layered structure
of the Earth gives rise to a piecewise smooth material property with discontinuities at internal
interfaces, which are often curved in realistic models. Because of the heterogeneous material
property and internal interfaces, the governing equations cannot be solved analytically, and it is
necessary to use advanced numerical techniques to solve the seismic wave propagation problem.
When solving hyperbolic partial differential equations (PDEs), for computational efficiency,
it is essential that the numerical methods are high order accurate (higher than second order).
This is because high order methods have much smaller dispersion error than lower order methods
[4, 5]. However, it is challenging to obtain a stable and high order accurate method in the
presence of discontinuous material property and non-trivial geometry.
Traditionally, the governing equations of seismic wave propagation are solved as a first order
system, either in velocity-strain or velocity-stress formulation, which consists of nine equations.
With the finite difference method, staggered grids are often used for first order systems, and
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recently the technique has been generalized to staggered curvilinear grids for the wave equation
[9].
In this paper, we use another approach that discretizes the governing equations in second
order form. Comparing with nine PDEs in a first order system, the second order formulation
consists of only three PDEs in the displacement variables. In many cases, this could be a
more efficient approach in terms of accuracy and memory usage. For spatial discretization, we
consider the finite difference operators constructed in [12] that satisfy a summation-by-parts
(SBP) principle, which is a discrete analogue of the integration-by-parts principle and is an
important ingredient to obtain energy stability. The SBP operators in [12] use a ghost point
outside each boundary to impose boundary conditions strongly. It is also possible to impose
boundary conditions in a weak sense [2] by using the SBP operators constructed in [8], which
do not use any ghost point.
In the SBP finite difference framework, a multi-block approach is often taken when the
material property is discontinuous. That is, the domain is divided into subdomains such that
the internal interfaces are aligned with the material discontinuities. SBP operators are then
used independently in each subdomain for the spatial discretization of the governing equations.
To patch subdomains together, physical interface conditions are imposed at internal interfaces
[1, 3]. It is challenging to derive energy stable interface coupling with high order accuracy.
In [11], a fourth order SBP finite difference method was developed to solve the 3D elastic
wave equation in heterogeneous smooth media, where topography in non-rectangular domains
is resolved by using curvilinear meshes. The main objective of the present paper is to develop
a fourth order method that solves the governing equations in piecewise smooth media, where
material discontinuities occur at curved interfaces. This is motivated by the fact that in realistic
models, material properties are only piecewise smooth with discontinuities, and it is important
to obtain high order accuracy even at the material interfaces. A highlight of our method is that
mesh sizes in each subdomain can be chosen according to the velocity structure of the material
property. This leads to difficulties of mesh refinement interfaces, but maximizes computational
efficiency. In the context of seismic wave propagation, as going deeper in the Earth, the wave
speed gets larger and the wavelength gets longer. Correspondingly, in our model, the mesh
becomes coarser with increasing depth. In this way, the number of grid points per wavelength
can be kept almost the same in the entire domain.
In [17], we developed a fourth order finite difference method for the 2D wave equations with
mesh refinement interfaces on Cartesian grids. Our current work generalizes to 3D elastic wave
equations on curvilinear grids. In a 3D domain, the material interfaces are 2D curved faces.
To impose interface conditions on hanging nodes, we construct fourth order interpolation and
restriction operators for 2D grid functions. These operators are compatible with the underlying
finite difference operators. With a fourth order predictor-corrector time integrator, the fully
discrete discretization is energy conserving.
The rest of the paper is organized as follows. In Sec. 2, we introduce the governing equations
in curvilinear coordinates. The spatial discretization is presented in detail in Sec. 3. Particular
emphasis is placed on the numerical coupling procedure at curved mesh refinement interfaces. In
Sec. 4, we describe the temporal discretization and present the fully discrete scheme. Numerical
experiments are presented in Sec. 5 to verify the convergence rate of the proposed scheme and
the energy conserving property. We also demonstrate that the mesh refinement interfaces do
not introduce spurious wave reflections. Conclusions are drawn in Sec. 6.
2 The anisotropic elastic wave equation
We consider the time dependent anisotropic elastic wave equation in a three dimensional domain
x ∈ Ω, where x = (x(1), x(2), x(3))T are the Cartesian coordinates. The domain Ω is partitioned
into two subdomains Ωf and Ωc, with an interface Γ = Ωf∩Ωc. The material property is assumed
2
to be smooth in each subdomain, but may be discontinuous at the interface Γ. Without loss of
generality, we may assume that the wave speed is slower in Ωf than in Ωc, which motivates us
to use a fine mesh in Ωf and a coarse mesh in Ωc. We further assume that both Ωf and Ωc have
six, possibly curved boundary faces. Denote r = (r(1), r(2), r(3))T , the parameter coordinates,
and introduce smooth one-to-one mappings
x = Xf (r) : [0, 1]3 → Ωf ⊂ R3 and x = Xc(r) : [0, 1]3 → Ωc ⊂ R3. (2.1)
Let the inverse of the mappings in (2.1) be r = Rf (x) with componentsRf (x) = (Rf,(1), Rf,(2), Rf,(3))T
and r = Rc(x) with components Rc(x) = (Rc,(1), Rc,(2), Rc,(3))T , respectively. Note that we do
not compute the components of the inverse mapping Rc and Rf in this paper, the definitions
here are for the convenience of the rest of the contents.
We further assume that the interface Γ corresponds to r(3) = 1 for the coarse domain and
r(3) = 0 for the fine domain. Then the elastic wave equation in the coarse domain Ωc in terms
of the displacement vector C = C(r, t) can be written in curvilinear coordinates as (see [11])
ρc
∂2C
∂2t
=
1
Jc
[
∂¯1(A
c
1∇rC) + ∂¯2(Ac2∇rC) + ∂¯3(Ac3∇rC)
]
, r ∈ [0, 1]3, t ≥ 0, (2.2)
where ρc is the density function in the coarse domain Ωc. We define
Ack∇rC =
3∑
j=1
N ckj ∂¯jC, k = 1, 2, 3,
with ∇r = (∂¯1, ∂¯2, ∂¯3)T , ∂¯i = ∂∂r(i) , for i = 1, 2, 3 and
N cij = J
cOTi M
c
ijOj , i, j = 1, 2, 3, (2.3)
where,
OT1 =
 1 0 0 0 0 00 0 0 0 0 1
0 0 0 0 1 0
 , OT2 =
 0 0 0 0 0 10 1 0 0 0 0
0 0 0 1 0 0
 , OT3 =
 0 0 0 0 1 00 0 0 1 0 0
0 0 1 0 0 0
 ,
and M cij are the symmetric and positive definite 6 × 6 stiffness matrices. In particular, for the
isotropic elastic wave equation, we have
M c11 =
 2µc + λc 0 00 µc 0
0 0 µc
 , M c12 =
 0 λc 0µc 0 0
0 0 0
 ,
M c22 =
 µc 0 00 2µc + λc 0
0 0 µc
 , M c13 =
 0 0 λc0 0 0
µc 0 0
 , (2.4)
M c33 =
 µc 0 00 µc 0
0 0 2µc + λc
 , M c23 =
 0 0 00 0 λc
0 µc 0
 ,
M c31 = (M
c
13)
T , M c32 = (M
c
23)
T , M c21 = (M
c
12)
T .
Here, λc and µc are the first and second Lame´ parameters, respectively.
From (2.3) we find that even in the isotropic case the matrices N cij are full. Hence, wave
propagation in isotropic media has anisotropic properties in curvilinear coordinates. In both
isotropic and anisotropic material, the matrices N cii, i = 1, 2, 3, are symmetric positive definite
and N cij =
(
N cji
)T
, i, j = 1, 2, 3.
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Last, Jc is the Jacobian of the coordinate transformation with
Jc = det
(
∂¯1X
c, ∂¯2X
c, ∂¯3X
c
) ∈ (0,∞).
Denote the unit outward normal nc,±i = (n
c,±,1
i , n
c,±,2
i , n
c,±,3
i ), i = 1, 2, 3, for the boundaries of
the subdomain Ωc, then
nc,±i = ±
∇xRc,(i)
|∇xRc,(i)|
. (2.5)
Here, ∇x = (∂1, ∂2, ∂3)T , ∂i = ∂∂x(i) , i = 1, 2, 3. Here, ′+′ corresponds to r(i) = 1 and ′−′
corresponds to r(i) = 0. The relation between covariant basis vectors ∂¯iX
c, i = 1, 2, 3 and
contravariant basis vectors∇xRc,(i), i = 1, 2, 3 can be found in [11, 14]. The elastic wave equation
in curvilinear coordinates for the fine domain in terms of the displacement vector F = F(r, t) is
defined in the same way as in the coarse domain. We have
ρf
∂2F
∂2t
=
1
Jf
[
∂¯1(A
f
1∇rF) + ∂¯2(Af2∇rF) + ∂¯3(Af3∇rF)
]
, r ∈ [0, 1]3, t ≥ 0. (2.6)
At the interface Γ, suitable physical interface conditions are the continuity of the traction
vectors and the continuity of the displacement vectors,
Ac3∇rC
Jc
∣∣∇xRc,(3)∣∣ = A
f
3∇rF
Jf |∇xRf,(3)|
, F = C. (2.7)
Together with suitable physical boundary conditions, the problem (2.2, 2.6) is well-posed [3, 11].
3 The spatial discretization
In this section, we describe the spatial discretization for the problem (2.2, 2.6, 2.7) and start
with the SBP operators for the first and second derivative.
3.1 SBP operators in 1D
Consider a uniform discretization of the domain x ∈ [0, 1] with the grids,
x˜ = [x0, x1, · · · , xn, xn+1]T , xi = (i− 1)h, i = 0, 1, · · · , n, n+ 1, h = 1/(n− 1),
where i = 1, n correspond to the grid points at the boundary, and i = 0, n+ 1 are ghost points
outside of the physical domain. The operator D ≈ ∂∂x is a first derivative SBP operator [6, 13]
if
(u, Dv)h = −(Du,v)h − u1v1 + unvn, (3.1)
with a scalar product
(u,v)h = h
n∑
i=1
ωiuivi. (3.2)
Here, 0 < ωi < ∞ are the weights of scalar product. The SBP operator D has a centered
difference stencil at the grid points away from the boundary and the corresponding weights
ωi = 1. To satisfy the SBP identity (3.1), the coefficients in D are modified at a few points
near the boundary and the corresponding weights ωi 6= 1. The operator D does not use any
ghost points. To discretize the elastic wave equation, we also need to approximate the second
derivative with a variable coefficient (γ(x)ux)x. Here, the known function γ(x) > 0 describes
the property of the material. There are two different fourth order accurate SBP operators for
the approximation of (γ(x)ux)x. The first one G˜(γ)u ≈ (γ(x)ux)x, derived by Sjo¨green and
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Petersson [12], uses one ghost point outside each boundary, and satisfies the second derivative
SBP identity,
(u, G˜(γ)v)h = −Sγ(u,v)− u1γ1b˜1v + unγnb˜nv. (3.3)
Here, the symmetric positive semi-definite bilinear form Sγ(u,v) = (Du, γDv)h + (u, P (γ)v)hr
does not use any ghost points, (·, ·)hr is a standard discrete scalar L2 inner product. The positive
semi-definite operator P (γ) is small for smooth grid functions but non-zero for odd-even modes
, see [11, 12] for details. The operators b˜1 and b˜n take the form
b˜1v =
1
h
4∑
i=0
d˜ivi, b˜nv =
1
h
n+1∑
i=n−3
d˜ivi. (3.4)
They are fourth order approximations of the first derivative vx on the left and right boundaries,
respectively. We note that the notation G˜(γ)v implies that the operator G˜ uses v on all grid
points x˜, but G˜(γ)v only returns values on the grid x without ghost points. Therefore, when
writing in matrix form, G˜ is a rectangular matrix of size n by n+ 2.
In [17], a method was developed to convert the SBP operator G˜(γ) to another SBP operator
G(γ) which does not use any ghost point and satisfy
(u, G(γ)v)h = −Sγ(u,v)− u1γ1b1v + unγnbnv, (3.5)
where Sγ(·, ·) is symmetric positive semi-definite. Here, b1 and bn are also finite difference
operators for the first derivative at the boundaries, and are constructed to fourth order accuracy.
They take the form
b1v =
1
h
5∑
i=1
divi, bnv =
1
h
n∑
i=n−4
divi. (3.6)
In this case, G(γ) is square in matrix form. We note that in [8], Mattsson constructed a similar
SBP operator with a third order approximation of the first derivative at the boundaries.
For the second derivative SBP operators G˜(γ) in (3.3) and G(γ) in (3.5), both of them use a
fourth order five points centered difference stencil to approximate (γux)x at the interior points
away from the boundaries. For the first and the last six grid points close to the boundaries,
the operators G(γ) and G˜(γ) use second order accurate one-sided difference stencils. They are
designed to satisfy (3.5) and (3.3), respectively.
In the following section, we use a combination of two SBP operators, G˜(γ) and G(γ), to
develop a multi-block finite difference discretization for the elastic wave equation. The first SBP
operator is G˜(γ) with ghost point, and the second SBP operator G(γ), converted from G˜(γ),
does not use ghost point.
3.2 Semi-discretization of the elastic wave equation
In this section, we discretize the elastic wave equations (2.2) and (2.6) with mesh refinement
interface Γ. We assume the ratio of mesh sizes in the reference domains is 1 : 2, that is the mesh
sizes satisfy
h1(n
h
1 − 1) = 1, h2(nh2 − 1) = 1, h3(nh3 − 1) = 1,
and
2h1(n
2h
1 − 1) = 1, 2h2(n2h2 − 1) = 1, 2h3(n2h3 − 1) = 1.
Other ratios can be treated analogously. Figure 1 gives an illustration of the discretization of a
physical domain. This is an ideal mesh if the wave speed in Ωf is half of the wave speed in Ωc.
In seismic wave simulation, far-field boundary conditions are often imposed in the x(1) and
x(2) directions. Here, our focus is on the numerical treatment of the interface conditions (2.7).
Therefore, we assume periodic boundary conditions in x(1) and x(2) and ignore the boundaries
5
Figure 1: The sketch for the curvilinear mesh of the physical domain Ω. The blue region is the
spatial discretization of coarse subdomain Ωc and the red region is the spatial discretization of
the fine domain Ωf . Note that x, y, z in the graph correspond to x(1), x(2), x(3) respectively.
Figure 2: The meshes in the physical domain (left) and parameter domain (right) of x(1)-x(3)
section with x(2) = 0. The blue dots are the ghost points for the coarse domain Ωc.
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in x(3). In Figure 2, we fix x(2) = 0 and present the x(1)-x(3) section of the domain Ω in both
curvilinear space and parameter space. To condense notations, we introduce the multi-index
notations
i = (i, j, k), ri = (r
(1)
i , r
(2)
j , r
(3)
k ), xi = (x
(1)
i , x
(2)
j , x
(3)
k ),
and group different sets of grid points according to
IΩc = {i = 1, 2, · · · , n2h1 , j = 1, 2, · · · , n2h2 , k = 1, 2, · · · , n2h3 },
IΓc = {i = 1, 2, · · · , n2h1 , j = 1, 2, · · · , n2h2 , k = n2h3 },
IΩf = {i = 1, 2, · · · , nh1 , j = 1, 2, · · · , nh2 , k = 1, 2, · · · , nh3},
IΓf = {i = 1, 2, · · · , nh1 , j = 1, 2, · · · , nh2 , k = 1}.
The physical coordinates of the coarse grid points and fine grid points follow from the mappings
xi = X
c(ri) and xi = X
f (ri), respectively. We denote a grid function by
ui = ui,j,k = u(xi),
where u can be either a scalar or vector. To distinguish between the continuous variables and
the corresponding approximations on the grid, we use ci and fi to denote the grid functions for
the approximations of C(xi) and F(xi), respectively. Let c and f be the vector representations of
the grid functions ci and fi respectively. The elements of c and f are ordered in the following way:
a). for each grid point xi, there is a 3×1 vector, say ci = (c(1)i , c(2)i , c(3)i )T and fi = (f (1)i , f (2)i , f (3)i )T ;
b). the grid points are ordered such that they first loop over r(1) direction (i), then r(2) direction
(j), and finally r(3) direction (k) as
c = [c
(1)
1,1,1, c
(2)
1,1,1, c
(3)
1,1,1, c
(1)
2,1,1, c
(2)
2,1,1, c
(3)
2,1,1, · · · ]T , f = [f (1)1,1,1, f (2)1,1,1, f (3)1,1,1, f (1)2,1,1, f (2)2,1,1, f (3)2,1,1, · · · ]T .
We note that c contains the ghost point values for k = n2h3 +1, but f does not contain any ghost
point values.
In the spatial discretization, we only use ghost points in the coarse domain and do not use
ghost points in the fine domain. Comparing with the traditional approach of using ghost points
in both domains, the system of linear equations at the interface becomes smaller and has a
better structure. For the rest of the paper, the ∼ over an operator represents that the operator
applies to a grid function with ghost points. We approximate the elastic wave equation (2.2) in
Ωc by (
(ρ2h ⊗ I)(J2h ⊗ I)d
2c
dt2
)
i
= L˜2hi c, i ∈ IΩc , t > 0, (3.7)
where ρ2h and J2h are n2h1 n
2h
2 n
2h
3 × n2h1 n2h2 n2h3 diagonal matrices with the diagonal elements
ρ2hi = ρ
c(xi) and J
2h
i = J
c(xi), i ∈ IΩc ; the matrix I is a 3 × 3 identity matrix because the
spatial dimension of the governing equation is 3; finally, the discrete spatial operator is
L˜2hc =
 2∑
l=1
Q2hl (N
2h
ll )c+ G˜
2h
3 (N
2h
33 )c+
3∑
l=1
3∑
m=1,m 6=l
D2hl (N
2h
lmD
2h
m c)
 , (3.8)
which uses ghost points when compute G˜2h3 (N
2h
33 )c. In Appendix A, the terms Q
2h
l (N
2h
ll )c,
G˜2h3 (N
2h
33 )c and D
2h
l (N
2h
lmD
2h
m c) are presented, which approximate ∂¯l(Nll∂¯lC), ∂¯3(N33∂¯3C) and
∂¯l(Nlm∂¯mC), respectively.
Next, we approximate the elastic wave equation (2.6) on the fine grid points. For all fine
grid points that are not located at the interface Γ, the semi-discretization is(
(ρh ⊗ I)(Jh ⊗ I)d
2f
dt2
)
i
= Lhi f , i ∈ IΩf \IΓf , t > 0. (3.9)
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Here, ρh and Jh are nh1n
h
2n
h
3×nh1nh2nh3 diagonal matrices with the diagonal elements ρhi = ρf (xi)
and Jhi = J
f (xi), i ∈ IΩf . And the discrete spatial operator is
Lhf =
 2∑
l=1
Qhl (N
h
ll )f +G
h
3(N
h
33)f +
3∑
l=1
3∑
m=1,m6=l
Dhl (N
h
lmD
h
mf)
 . (3.10)
Here, the term Gh3(N
h
33)f approximating ∂¯3(N33∂¯3F) without using any ghost points is presented
in Appendix A; the terms Qhl (N
h
ll )f and D
h
l (N
2h
lmD
h
mf) are defined similar as those in (3.8) and
are used to approximate ∂¯l(Nll∂¯lF) and ∂¯l(Nlm∂¯mF), respectively.
For the approximation at the interface Γ, we obtain the numerical solution using a scaled
interpolation operator
fi = Pi(c), i ∈ IΓf , (3.11)
which imposes the continuity of the solution at the interface Γ. For energy stability, the operator
P must be of a specific form
P =
(
(JhΓΛ
h)−
1
2P(J2hΓ Λ
2h)
1
2
)
⊗ I. (3.12)
Here, JhΓ and Λ
h are nh1n
h
2 × nh1nh2 diagonal matrices with diagonal elements JhΓ,i = Jf (xi) and
Λhi = |∇xRf,(3)(xi)|, i ∈ IΓf . Similarly, J2hΓ and Λ2h are n2h1 n2h2 ×n2h1 n2h2 diagonal matrices with
diagonal elements J2hΓ,i = J
c(xi) and Λ
2h
i = |∇xRc,(3)(xi)|, i ∈ IΓc . Finally, P is an interpolation
operator of size nh1n
h
2 × n2h1 n2h2 for scalar grid functions at Γc. Since the spatial discretization is
fourth order accurate, we also use a fourth order interpolation. With mesh refinement ratio 1 : 2,
the stencils P have four cases as illustrated in Figure 3. Consequently, the scaled interpolation
operator P is also fourth order accurate.
In the implementation of our scheme, we use (3.11) to obtain the solution at the interface
of the fine domain. However, in the energy analysis in Sec. 3.3, it is more convenient to use the
equivalent form (
(ρh ⊗ I)(Jh ⊗ I)d
2f
dt2
)
i
= Lhi f + ηi, i ∈ IΓf (3.13)
with
η =
(
(ρhJh)⊗ I
)
P
((
(ρ2hJ2h)⊗ I
)−1 L˜2hc)− Lhf . (3.14)
The variable η in (3.14) is approximately zero with a second order truncation error, which is of
the same order as the boundary stencil of the SBP operator. Hence, η does not affect the order
of truncation error in the spatial discretization. For the simplicity of analysis, we introduce a
general notation for the schemes (3.9) and (3.13) in the fine domain Ωf ,(
(ρh ⊗ I)(Jh ⊗ I)d
2f
dt2
)
i
= Lˆhi f =
{
Lhi f + ηi, i ∈ IΓf
Lhi f , i ∈ IΩf \IΓf
t > 0. (3.15)
The following condition imposes continuity of traction at the interface, the first equation in
(2.7), ((
(Λ2hJ2hΓ )⊗ I
)−1 A˜2h3 c)
i
= Ri
((
(ΛhJhΓ)⊗ I
)−1
(Ah3f − h3ω1η)
)
, i ∈ IΓc . (3.16)
Here,
(
(Λ2hJ2hΓ )⊗ I
)−1 A˜2h3 c and ((ΛhJhΓ)⊗ I)−1Ah3f are approximations of the traction at the
interface on the coarse grid and fine grid, respectively. The definitions of A˜2h3 c and Ah3f are
given in Appendix A. The operator R is a scaled restriction operator with the structure
R =
(
(J2hΓ Λ
2h)−
1
2R(JhΓΛ
h)
1
2
)
⊗ I, (3.17)
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where the stencils of R in Figure 4 are determined by the compatibility condition R = 14P
T .
It is a restriction operator of size n2h1 n
2h
2 × nh1nh2 for scalar grid functions at Γf . Finally, h3ω1η
in (3.16) is a term essential for stability, because in the stability analysis in the next section
it cancels out η in the fine domain spatial discretization (3.15). The term is smaller than the
truncation error of spatial discretization, so it does not affect the overall order of truncation
error. Hence, (3.16) is a sufficiently accurate approximation for the continuity of traction at
the interface. As will be seen later, the compatibility condition, as well as the scaling of the
interpolation and restriction operators, are important for energy stability [7]. We also remark
that the condition (3.16) determines the ghost points values in the coarse domain.
Let u and v be grid functions in the coarse domain Ωc. We define the discrete inner product
at the interface by
〈u,v〉2h = 4h1h2
n2h1∑
i=1
n2h2∑
j=1
J2h
Γ,i,j,n2h3
Λ2h
i,j,n2h3
(ui,j,n2h3
· vi,j,n2h3 ). (3.18)
Similarly, the discrete inner product at the interface for fine domain Ωf is defined as
〈u,v〉h = h1h2
nh1∑
i=1
nh2∑
j=1
JhΓ,i,j,1Λ
h
i,j,1(ui,j,1 · vi,j,1) (3.19)
when u and v are grid functions in fine domain Ωf . Then we have the following lemma for the
interpolation and restriction operators.
Lemma 3.1. Let c and f be grid functions at the interface for coarse domain and fine domain,
respectively. Then the interpolation operator P and the restriction operator R satisfy
〈Pc, f〉h = 〈c,Rf〉2h (3.20)
if the compatibility condition R = 14P
T holds.
Proof. From (3.18)–(3.19), the definition of P in (3.12) and R in (3.17), we obtain
〈Pc, f〉h = h1h2
[(
(JhΓΛ
h)
1
2P(J2hΓ Λ
2h)
1
2 ⊗ I
)
c
]T
f
= 4h1h2c
T
[(
(J2hΓ Λ
2h)
1
2
1
4
PT (JhΓΛ
h)
1
2 ⊗ I
)
f
]
= 4h1h2c
T
[(
(J2hΓ Λ
2h)
1
2R(JhΓΛ
h)
1
2 ⊗ I
)
f
]
= 〈c,Rf〉2h
3.3 Energy estimate
In this section, we derive an energy estimate for the semi-discretization (3.7) and (3.15) in
Sec. 3.2. Let u,v be grid functions in the coarse domain Ωc and define the three dimensional
discrete scalar product in Ωc as
(v,u)2h = 8h1h2h3
n2h1∑
i=1
n2h2∑
j=1
n2h3∑
k=1
ωkJ
2h
i,j,k(vi,j,k · ui,j,k). (3.21)
Similarly, define the three dimensional discrete scalar product in Ωf as
(v,u)h = h1h2h3
nh1∑
i=1
nh2∑
j=1
nh3∑
k=1
ωkJ
h
i,j,k(vi,j,k · ui,j,k), (3.22)
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coarse grid
fine grid
coarse grids
fine grid
coarse grids
fine grid
coarse grids
fine grid
Figure 3: The sketch for the stencils of fourth order interpolation operator P in two dimensions
with parameters γ = − 116 , η = 916 , µ = 1, α = 1256 , β = − 9256 and θ = 81256 .
fine grids
coarse grid
Figure 4: The sketch for the stencil of fourth order restriction operator R in two dimensions
with parameters  = 11024 , ν = − 91024 , φ = − 161024 , δ = 811024 , σ = 1441024 , χ = 2561024 and ζ = 0.
10
where u and v are grid functions in the fine domain Ωf . Now, we are ready to state the energy
estimate of the proposed schemes in Section 3.2.
Theorem 3.2. The semi-discretization (3.7) and (3.15) is energy stable if the interface condi-
tions (3.11) and (3.16) are satisfied.
Proof. Forming the inner product between (3.7) and 8h1h2h3ωkct, and summing over i, j, k, we
have
8h1h2h3
n2h1∑
i=1
n2h2∑
j=1
n2h3∑
k=1
ωkct ·
(
(ρ2h⊗ I)(J2h⊗ I)d
2c
dt2
)
=8h1h2h3
n2h1∑
i=1
n2h2∑
j=1
n2h3∑
k=1
ωkJ
2h
i,j,kct ·
(
(ρ2h ⊗ I)d
2c
dt2
)
(3.23)
= (ct, (ρ
2h ⊗ I)ctt)2h = (ct, (J2h ⊗ I)−1L˜2hc)2h = −S2h(ct, c) +B2h(ct, c),
where S2h(ct, c) is a symmetric and positive definite bilinear form given in Appendix B, the
boundary term B2h(ct, c) is given by
B2h(ct, c) = 4h1h2
∑
i∈IΓc
dci
dt
· (A˜2h3 c)i. (3.24)
Forming the inner product between (3.15) and h1h2h3ωkft, and summing over i, j, k, we obtain
h1h2h3
nh1∑
i=1
nh2∑
j=1
nh3∑
k=1
ωkft ·
(
(ρh ⊗ I)(Jh ⊗ I)d
2f
dt2
)
=h1h2h3
nh1∑
i=1
nh2∑
j=1
nh3∑
k=1
ωkJ
h
i,j,kft ·
(
(ρh ⊗ I)d
2f
dt2
)
(3.25)
= (ft, (ρ
h ⊗ I)ftt)h=(ft, (Jh ⊗ I)−1Lˆhf)h=−Sh(ft, f) +Bh(ft, f) + h1h2h3ω1
nh1∑
i=1
nh2∑
j=1
dfi,j,1
dt
· ηi,j,1.
Here, Sh is also a symmetric and positive definite bilinear form given in Appendix B. The
boundary term Bh(ft, f) has the following form
Bh(ft, f) = −h1h2
∑
i∈I
Γf
dfi
dt
· (Ah3f)i. (3.26)
Adding (3.23) and (3.25) together, we have
d
dt
[
(ft, (ρ
h ⊗ I)ft)h + Sh(f , f) + (ct, (ρ2h ⊗ I)ct)2h + S2h(c, c)
]
=
2Bh(ft, f) + 2B2h(ct, c) + 2h1h2h3ω1
nh1∑
i=1
nh2∑
j=1
dfi,j,1
dt
· ηi,j,1. (3.27)
Substituting (3.26) and (3.24) into (3.27) and combining the definitions of the scalar product at
the interface (3.18)–(3.19), the continuity of solution at the interface (3.11) and Lemma 3.1, we
get
d
dt
[
(ft, (ρ
h ⊗ I)ft)h + Sh(f , f) + (ct, (ρ2h ⊗ I)ct)2h + S2h(c, c)
]
= 2
〈
ft,
(
(ΛhJhΓ
)⊗ I)−1(−Ah3f + h3ω1η)〉
h
+ 2
〈
ct,
(
(Λ2hJ2hΓ
)⊗ I)−1A˜2h3 c〉
2h
= 2
〈
Pct,
(
(ΛhJhΓ)⊗ I
)−1
(−Ah3f + h3ω1η)
〉
h
+ 2
〈
ct,
(
(Λ2hJ2hΓ )⊗ I
)−1A˜2h3 c〉
2h
= 2
〈
ct,R
((
(ΛhJhΓ)⊗ I
)−1
(−Ah3f + h3ω1η)
)〉
2h
+ 2
〈
ct,
(
(Λ2hJ2hΓ )⊗ I
)−1A˜2h3 c〉
2h
= 0.
Note that the discrete energy for the semi-discretization (3.7) and (3.15) is given by (ft, (ρ
h ⊗
I)ft)h + Sh(f , f) + (ct, (ρ2h ⊗ I)ct)2h + S2h(c, c).
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4 The temporal discretization
The equations are advanced in time with an explicit fourth order accurate predictor-corrector
time integration method. Like all explicit time stepping methods, the time step must not exceed
the CFL stability limit. By a similar analysis as in [12], we require
∆t ≤ Ccfl min{h1, h2, h3}/√κmax,
where Ccfl = 1.3 and κmax is the maximum eigenvalue of the matrices
T
{f,c}
i =
1
ρ{f,c}(ri)
 Tr(N
{f,c}
11 (ri)) Tr(N
{f,c}
12 (ri)) Tr(N
{f,c}
13 (ri))
Tr(N
{f,c}
21 (ri)) Tr(N
{f,c}
22 (ri)) Tr(N
{f,c}
23 (ri))
Tr(N
{f,c}
31 (ri)) Tr(N
{f,c}
32 (ri)) Tr(N
{f,c}
33 (ri))
 ,
where Tr(N
{f,c}
lm (ri)) represents the trace of 3 × 3 matrix N{f,c}lm (ri). Note that κmax is related
to the material properties µ{f,c}, λ{f,c} and ρ{f,c}. The notation {·, ·} represents the component-
wise identities. In the following, we give detailed procedures about how we apply the fourth
order time integrator to the semidiscretizations (3.7) and (3.15).
Let cn and fn denote the numerical approximations of C(x, tn),x ∈ Ωc and F(x, tn),x ∈ Ωf ,
respectively. Here, tn = n∆t, n = 0, 1, · · · and ∆t > 0 is a constant time step. We present the
fourth order time integrator with predictor and corrector in Algorithm 1.
Algorithm 1 Fourth order accurate time stepping for the semidiscretizations (3.7) and (3.15).
Given c˜n, c˜n−1 and fn, fn−1 that satisfy the discretized interface conditions.
• Compute the predictor at the interior grid points
c∗,n+1i = 2c
n
i − cn−1i + ∆2t
(
(ρ2h ⊗ I)(J2h ⊗ I)
)−1 L˜2hi cn, i ∈ IΩc ,
f∗,n+1i = 2f
n
i − fn−1i + ∆2t
(
(ρh ⊗ I)(Jh ⊗ I)
)−1 Lˆhi fn, i ∈ IΩf \IΓf .
• At the interface Γ, the values f∗,n+1i are computed by the continuity of solution
f∗,n+1i = Pi(c∗,n+1), i ∈ IΓf .
• At the interface Γ, the ghost point values in c˜∗,n+1 are computed by solving the equation
for the continuity of traction((
(Λ2hJ2hΓ )⊗ I
)−1 A˜2h3 c?,n+1)
i
= Ri
((
(ΛhJhΓ)⊗ I
)−1
(Ah3f?,n+1−h3ω1η?,n+1)
)
, i ∈ IΓc .
(4.1)
• Evaluate the acceleration at all grid points
a˜nc =
c˜∗,n+1 − 2c˜n + c˜n−1
∆2t
, anf =
f∗,n+1 − 2fn + fn−1
∆2t
.
• Compute the corrector at the interior grid points
cn+1i = c
∗,n+1
i +
∆4t
12
(
(ρ2h ⊗ I)(J2h ⊗ I)
)−1 L˜2hi anc , i ∈ IΩc ,
fn+1i = f
∗,n+1
i +
∆4t
12
(
(ρh ⊗ I)(Jh ⊗ I)
)−1 Lˆhi anf , i ∈ IfΩ.
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• At the interface Γ, the values fn+1i are computed by the continuity of solution
fn+1i = Pi(cn+1), i ∈ IΓf .
• At the interface Γ, the ghost point values in c˜n+1 are computed by solving the equation
for the continuity of traction((
(Λ2hJ2hΓ )⊗ I
)−1 A˜2h3 cn+1)
i
= Ri
((
(ΛhJhΓ)⊗ I
)−1
(Ah3fn+1 − h3ω1ηn+1)
)
, i ∈ IΓc .
(4.2)
In the Algorithm 1, we need to solve the linear systems for the continuity of traction at the
interface Γ in both predictor step (4.1) and corrector step ( 4.2). The linear system matrices
of (4.1) and (4.2) are the same. Therefore, we only present how to solve (4.1) in the predictor
step.
There are 3n2h1 n
2h
2 unknowns and 3n
2h
1 n
2h
2 linear equations in (4.1). For large problems in
three dimensions, it is very memory inefficient to calculate the LU-factorization. Therefore,
we use iterative methods to solve the linear system in (4.1). In particular, we consider three
different iterative methods: the block Jacobi iterative method, the conjugate gradient (CG)
iterative method and the preconditioned conjugate gradient iterative method. The detailed
methods and a comparison are given in Section 5.2.
5 Numerical Experiments
We present four numerical experiments. In Sec. 5.1, we verify the order of the convergence of
the proposed scheme (3.7, 3.15, 3.11, 3.16). In Sec. 5.2, we present three iterative methods for
solving the linear systems (4.1) and (4.2). The efficiency of the iterative methods is investigated
and a comparison with the LU-factorization method is conducted. Next, in Sec. 5.3 we show
that our scheme does not generate any reflections at the mesh refinement interface. Finally,
the energy conservation property is verified in Sec. 5.4 with heterogeneous and discontinuous
material properties.
5.1 Verification of convergence rate
We use the method of the manufactured solution to verify the fourth order convergence rate of
the proposed scheme. We choose the mapping of the coarse domain Ωc as
x = Xc(r) =
 2pir(1)2pir(2)
r(3)θi
(
r(1), r(2)
)
+ (1− r(3))θb
(
r(1), r(2)
)
 ,
where 0 ≤ r(1), r(2), r(3) ≤ 1, θi represents the interface surface geometry,
θi
(
r(1), r(2)
)
= pi + 0.2 sin(4pir(1)) + 0.2 cos(4pir(2)), (5.1)
and θb is the bottom surface geometry,
θb
(
r(1), r(2)
)
= 0.2 exp
(
−(r
(1) − 0.6)2
0.04
)
+ 0.2 exp
(
−(r
(2) − 0.6)2
0.04
)
.
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As for the fine domain Ωf , the mapping is chosen to be
x = Xf (r) =
 2pir(1)2pir(2)
r(3)θt
(
r(1), r(2)
)
+ (1− r(3))θi
(
r(1), r(2)
)
 ,
where 0 ≤ r(1), r(2), r(3) ≤ 1 and θt is the top surface geometry,
θt
(
r(1), r(2)
)
= 2pi + 0.2 exp
(
−(r
(1) − 0.5)2
0.04
)
+ 0.2 exp
(
−(r
(2) − 0.5)2
0.04
)
.
In the entire domain, we choose the density
ρ(x(1), x(2), x(3)) = 2 + sin(x(1) + 0.3) sin(x(2) + 0.3) sin(x(3) − 0.2),
and material parameters µ, λ
µ(x(1), x(2), x(3)) = 3 + sin(3x(1) + 0.1) sin(3x(2) + 0.1) sin(x(3)),
and
λ(x(1), x(2), x(3)) = 21 + cos(x(1) + 0.1) cos(x(2) + 0.1) sin2(3x(3)).
In addition, we impose a boundary forcing on the top surface and Dirichlet boundary conditions
for the other boundaries. The external forcing, top boundary forcing g and initial conditions
are chosen such that the solutions for both fine domain (F) and coarse domain (C) are F(·, t) =
C(·, t) = u(·, t) = (u1(·, t), u2(·, t), u3(·, t))T with
u1(·, t) = cos(x(1) + 0.3) sin(x(2) + 0.3) sin(x(3) + 0.2) cos(t2),
u2(·, t) = sin(x(1) + 0.3) cos(x(2) + 0.3) sin(x(3) + 0.2) cos(t2),
u3(·, t) = sin(x(1) + 0.2) sin(x(2) + 0.2) cos(x(3) + 0.2) sin(t).
For example, for the boundary forcing at the top surface, we have
g = (g1, g2, g3)
T =
3∑
i=1
 3∑
j=1
Mfij
∂u
∂x(j)
nf,+,i3 ,
where, Mfij and n
f,+,i
3 are defined in (2.4) and (2.5), respectively.
The problem is evolved until final time T = 0.5. In Table 1, we use L2 to represent the L
2
error in the entire domain Ω = Ωc ∪ Ωf . The notations Lf2 and Lc2 represent the L2 error in
the fine domain Ωf and coarse domain Ωc, respectively. The convergence rates are shown in
the parentheses in Table 1. We observe that the convergence rate is fourth order for all cases.
Even though the boundary accuracy of the SBP operator is only second order, the optimal
convergence rate is fourth order. For a more detailed analysis of the convergence rate, we refer
to [15, 16]. To solve the linear system for ghost point values, we use a block Jacobi iterative
method. In the following section, we study two more iterative methods and compare them in
terms of the condition number and the number of iterations.
5.2 Iterative methods
In this section, we use the same example as in Sec. 5.1. For the proposed scheme (3.7, 3.15, 3.11,
3.16), we need to solve linear systems with 3n2h1 n
2h
2 unknown ghost point values on the coarse
grid. At each time step, two linear systems with the same matrix are solved for the continuity
of traction at the interface Γ.
14
2h1 = 2h2 = 2h3 = 2h L2 L
f
2 L
c
2
2pi/24 2.2227e-03 8.0442e-04 2.0720e-03
2pi/48 1.4142e-04 (3.97) 5.1478e-05 (3.97) 1.3171e-04 (3.98)
2pi/96 8.6166e-06 (4.04) 3.0380e-06 (4.08) 8.0632e-06 (4.03)
Table 1: The L2 error and corresponding convergence rates of the fourth order SBP method
We investigate three iterative methods: the block Jacobi method, the conjugate gradient
method and the preconditioned conjugate gradient method. We note that the coefficient matrix
of the linear system arising from the continuity of traction at interface Γ is not symmetric for
this test problem. However, our experiment shows that both the conjugate gradient method and
the preconditioned conjugate gradient method converge.
For the problem proposed in Sec. 5.1, the structure of the coefficient matrix of the linear
system arising in (3.16) is shown in Figure 5, which is determined by the interpolation operator
P and restriction operator R. In this example, we use n2h1 = n2h2 = 13, n2h3 = 7. We choose
the entries indicated by red color in Figure 5 to be the block Jacobi matrix in the block Ja-
cobi iterative method and the preconditioning matrix in the preconditioned conjugate gradient
method. The absolute error tolerance is set to be 10−7 for all three iterative methods and
h1 = h2 = h3 = h.
2h CG Block Jacobi Preconditioned CG
2pi/24 37.78 24.96 4.01
2pi/48 38.61 25.38 2.87
2pi/96 39.14 25.43 2.25
Table 2: The condition number of the matrices in the conjugate gradient method, the block
Jacobi method and the preconditioned conjugate gradient method
Table 2 shows the condition number of the original coefficient matrix, the block Jacobi
matrix and the coefficient matrix after applying the preconditioning matrix. We observe that
the condition number for preconditioned conjugate gradient method is smallest and is consistent
with the results of iteration number for different iterative methods: there are around 44 iterations
for the conjugate gradient method, 13 iterations for the block Jacobi method and 9 iterations
for the preconditioned conjugate gradient method.
In comparison, we have also performed an LU factorization for the linear system when the
mesh size 2h = 2pi/96, and the computation takes 40.6 GB memory. In contrast, with the block
Jacobi method, the peak memory usage is only 1.2 GB. For large-scale problems, the memory
usage becomes infeasible for the LU factorization.
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Figure 5: The left panel is the structure of the coefficient matrix of the linear system (3.16).
The right panel shows a close-up of one diagonal block.
5.3 Gaussian source
In this section, we perform a numerical simulation with a Gaussian source at the top surface
and verify that the curved mesh refinement interface does not generate any artifacts.
We choose a flat top and bottom surface geometry
θt
(
r(1), r(2)
)
= 1000, θb
(
r(1), r(2)
)
= 0,
respectively. The mesh refinement interface is parameterized by
θi
(
r(1), r(2)
)
= 800 + 20 sin(4pir(1)) + 20 cos(4pir(2)), (5.2)
where 0 ≤ r(1), r(2), r(3) ≤ 1. In addition, the mapping in the coarse domain Ωc and fine domain
Ωf are given by
x = Xc(r) =
 2000r(1)2000r(2)
r(3)θi
(
r(1), r(2)
)
+ (1− r(3))θb
(
r(1), r(2)
)

and
x = Xf (r) =
 2000r(1)2000r(2)
r(3)θt
(
r(1), r(2)
)
+ (1− r(3))θi
(
r(1), r(2)
)
 ,
respectively. In the entire domain, we use the homogeneous material properties
ρ(x(1), x(2), x(3)) = 1.5× 103, µ(x(1), x(2), x(3)) = 1.5× 109, λ(x(1), x(2), x(3)) = 3× 109.
At the top surface, the Gaussian source g = (g1, g2, g3)
T is imposed as the Dirichlet data
with g1 = g2 = 0 and
g3 = 10
9exp
(
−
(
t− 4/44.2
1/44.2
)2)
exp
−(x(1) − 1000
12.5
)2
−
(
x(2) − 1000
12.5
)2 .
Homogeneous Dirichlet boundary conditions are imposed at other boundaries. Both the initial
conditions and the external forcing are set to zero everywhere. For these material properties,
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the shear wave velocity is cs =
√
µ/ρ = 1000. With the dominant wave frequency f0 =
44.2
√
2/(2pi) ≈ 10, the corresponding wavelength cs/f0 is approximately 100.
In the numerical schemes, we consider three different meshes: Mesh 1 is the Cartesian mesh
without any interface and n1 = n2 = 201, n3 = 101 with ni denotes the number of grid points
in the direction x(i). This corresponds to 10 grid points per wavelength and is considered as
the reference solution. Mesh 2 is the curvilinear mesh with a curved mesh refinement interface
defined in (5.2) and n2h1 = n
2h
2 = 101, n
2h
3 = 41, n
h
1 = n
h
2 = 201, n
h
3 = 21. The mesh size in Ω
f
is approximately the same as the mesh size in the Cartesian mesh. As a result, the waves are
resolved with 5 grid points per wavelength in Ωc. Mesh 3 is obtained by refining Mesh 2 in all
three spatial directions.
Figure 6: The graphs for u1. In the top, middle and bottom panel, we show numerical solutions
at t = 0.2 and t = 0.4 computed with Mesh 1, Mesh 2 and Mesh 3, respectively. The curved
interfaces are marked with the red dash lines.
In Figure 6, we plot the component u1 at t = 0.2 and t = 0.4. Some artifacts are observed
in the solution computed with the second mesh, which is due to the small number of grid points
per wavelength in Ωc. The results become better when the finer curvilinear mesh is used. From
Figure 7, we observe that there is no obvious reflection at the mesh refinement interface for
the component u3, and we have a better results when a finer curvilinear mesh is used. The
component u2 is zero up to round-off error for both the Cartesian mesh and curvilinear meshes
and is not presented here.
5.4 Energy conservation test
To verify the energy conservation property of the scheme, we perform computation without
external source term, but with a Gaussian initial data centered at the origin of the computational
domain. The computational domain is chosen to be the same as in Sec. 5.1. The material
17
Figure 7: The graphs for u3. In the top, middle and bottom panel, we show numerical solutions
at t = 0.2 and t = 0.4 computed with Mesh 1, Mesh 2 and Mesh 3, respectively. The curved
interfaces are marked with the red dash lines.
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property is heterogeneous and discontinuous: for the fine domain Ωf , the density varies according
to
ρf (x(1), x(2), x(3)) = 3 + sin(2x(1) + 0.3) cos(x(2) + 0.3) sin(2x(3) − 0.2),
and material parameters satisfy
µf (x(1), x(2), x(3)) = 2 + cos(3x(1) + 0.1) sin(3x(2) + 0.1) sin(x(3))2,
λf (x(1), x(2), x(3)) = 15 + cos(x(1) + 0.1) sin(4x(2) + 0.1) sin(3x(3))2;
for the coarse domain Ωc, the density varies according to
ρc(x(1), x(2), x(3)) = 2 + sin(x(1) + 0.3) sin(x(2) + 0.3) sin(2x(3) − 0.2),
and material parameters satisfy
µc(x(1), x(2), x(3)) = 3 + sin(3x(1) + 0.1) sin(3x(2) + 0.1) sin(x(3)),
λc(x(1), x(2), x(3)) = 21 + cos(x(1) + 0.1) cos(x(2) + 0.1) sin(3x(3))2.
The initial Gaussian data is given by C(·, 0) = F(·, 0) = u(·, 0) = (u1(·, 0), u2(·, 0), u3(·, 0))T
with
u1(·, 0) = exp
(
−(x
(1) − pi)2
0.1
)
exp
(
−(x
(2) − pi)2
0.1
)
exp
(
−(x
(3) − pi)2
0.1
)
,
u2(·, 0) = exp
(
−(x
(1) − pi)2
0.2
)
exp
(
−(x
(2) − pi)2
0.2
)
exp
(
−(x
(3) − pi)2
0.2
)
,
u3(·, 0) = exp
(
−(x
(1) − pi)2
0.1
)
exp
(
−(x
(2) − pi)2
0.2
)
exp
(
−(x
(3) − pi)2
0.2
)
.
The grid spacing in the parameter space for the coarse domain Ωc is 2h1 = 2h2 = 2h3 =
pi
24 and
for the fine domain Ωf is h1 = h2 = h3 =
pi
48 , that is we have 25 × 25 × 13 grid points in the
coarse domain Ωc and 49× 49× 25 grid points in the fine domain Ωf .
The semi-discrete energy is given by (ft, (ρ
h⊗I)ft)h+Sh(f , f)+(ct, (ρ2h⊗I)ct)2h+S2h(c, c),
see (3.27). By using the same approach as for the isotropic elastic wave equation, see [11, 12],
the expression for the fully discrete energy reads
En+1/2 =
∣∣∣∣∣∣∣∣(ρh ⊗ I) 12 fn+1 − fn∆t
∣∣∣∣∣∣∣∣2
h
+ Sh(f
n+1, fn)− (∆t)
2
12
(
(Jh ⊗ I)−1Lhfn+1, (Jh ⊗ I)−1Lhfn
)
h
+
∣∣∣∣∣∣∣∣(ρ2h ⊗ I) 12 cn+1 − cn∆t
∣∣∣∣∣∣∣∣2
2h
+ S2h(c
n+1, cn)− (∆t)
2
12
(
(J2h ⊗ I)−1L˜2hcn+1, (J2h ⊗ I)−1L˜2hcn
)
2h
.
We plot the relative change in the fully discrete energy, (En+1/2 − E1/2)/E1/2, as a function
of time with t ∈ [0, 120] in Figure 8. This corresponds to 6186 time steps. Clearly, the fully
discrete energy remains constant up to the round-off error.
6 Conclusion
We have developed a fourth order accurate finite difference method for the three dimensional
elastic wave equations in heterogeneous media. To take into account discontinuous material
properties, we partition the domain into subdomains such that interfaces are aligned with ma-
terial discontinuities such that the material property is smooth in each subdomain. Adjacent
subdomains are coupled through physical interface conditions: continuity of displacements and
continuity of traction.
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Figure 8: The relative change in the fully discrete energy as a function of time. Here, t = 120
corresponds to 6186 time steps.
In a realistic setting, these subdomains have curved faces. We use a coordinate transfor-
mation and discretize the governing equations on curvilinear meshes. In addition, we allow
nonconforming mesh refinement interfaces such that the mesh sizes in each block need not to be
the same. With this important feature, we can choose the mesh sizes according to the velocity
structure of the material and keep the grid points per wavelength almost the same in the entire
domain.
The finite difference discretizations satisfy a summation-by-parts property. At the interfaces,
physical interface conditions are imposed by using ghost points and mesh refinement interfaces
with hanging nodes are treated numerically by the fourth order interpolation operators. To-
gether with a fourth order accurate predictor-corrector time stepping method, the fully discrete
equation is energy conserving. We have conducted numerical experiments to verify the en-
ergy conserving property, and the fourth order convergence rate. Furthermore, our numerical
experiments indicate that there are no artificial reflections at the interface.
To obtain values of the ghost points, a system of linear equations must be solved. In our
formulation, we only use ghost points from the coarse domain, which is more efficient than the
traditional approach of using ghost points from both domains. For large-scale simulations in
three dimensions, the LU factorization cannot be used due to memory limitations. We have
studied and compared three iterative methods for solving the linear system.
We are currently incorporating the curvilinear mesh refinement algorithm into the open
source code SW4 [10]. This will enable the algorithm to be used for solving realistic seismic
wave propagation problems on large parallel, distributed memory, machines.
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A Terms in the spatial discretization
For the first term in (3.8), we have
Q2hl (N
2h
ll )c :=
 (Q2hl (N2hll )c)1(Q2hl (N2hll )c)2
(Q2hl (N
2h
ll )c)3
 , (Q2hl (N2hll )c)p = 3∑
q=1
Q2hl (N
2h
ll (p, q))c
(q), p = 1, 2, 3,
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where we have used a matlab notation N2hll (p, q) to represent the p-th row and q-th column of
the matrix N2hll ; Q
2h
l (N
2h
ll (p, q))c
(q) is the central difference operator in direction r(l) for spatial
second derivative with variable coefficient. For the second term in (3.8), we have
G˜2h3 (N
2h
33 )c :=
 (G˜2h3 (N2h33 )c)1(G˜2h3 (N2h33 )c)2
(G˜2h3 (N
2h
33 )c)3
 , (G˜2h3 (N2h33 )c)p = 3∑
q=1
G˜2h3 (N
2h
33 (p, q))c
(q), p = 1, 2, 3,
where G˜2h3 (N
2h
33 (p, q))c
(j) is the second derivative SBP operator defined in (3.3) for direction r(3).
For the third term in (3.8), we have
D2hl (N
2h
lmD
2h
m c) :=
 (D2hl (N2hlmD2hm c))1(D2hl (N2hlmD2hm c))2
(D2hl (N
2h
lmD
2h
m c))3
 , (D2hl (N2hlmD2hm c))p = 3∑
q=1
D2hl (N
2h
lm(p, q)D
2h
m c
(q)), p = 1, 2, 3.
Here, D2hm c
(q) is a central difference operator in direction r(m) for the spatial first derivative, and
D2h3 c
(q) is the SBP operator defined in (3.1) for direction r(3).
For the second term in (3.10), we have
Gh3(N
h
33)f :=
 (Gh3(Nh33)f)1(Gh3(Nh33)f)2
(Gh3(N
h
33)f)3
 , (Gh3(Nh33)f)p = 3∑
q=1
Gh3(N
h
33(p, q))f
(q), p = 1, 2, 3.
Here, Gh3(N
h
33(p, q))f
(q) is the SBP operator defined in (3.5) for direction r(3).
For the continuity of traction (3.16), we have
A˜2h3 c = N2h31D2h1 c+N2h32D2h2 c+N2h33 D˜2h3 c,
where
N2h3l D
2h
l c :=
 (N2h3l D2hl c)1(N2h3l D2hl c)2
(N2h3l D
2h
l c)3
 , (N2h3l D2hl c)p = 3∑
q=1
N2h3l (p, q)D
2h
l c
(q), l = 1, 2, p = 1, 2, 3
with D2hl c
(q) to be a central difference operator for first spatial derivative in direction r(l), and
N2h33 D˜2h3 c :=
 (N2h33 D˜2h3 c)1(N2h33 D˜2h3 c)2
(N2h33 D˜2h3 c)3
 , (N2h33 D˜2h3 c)p = 3∑
q=1
N2h33 (p, q)D˜2h3 c(q), p = 1, 2, 3
with D˜2h3 c(q) to be the difference operator for first spatial derivative in direction r(3) defined as
in the second equation of (3.4); and
Ah3f = Nh31Dh1 f +Nh32Dh2 f +Nh33Dh3 f ,
where
Nh33Dh3 f :=
 (Nh33Dh3 f)1(Nh33Dh3 f)2
(Nh33Dh3 f)3
 , (Nh33Dh3 f)p = 3∑
q=1
Nh33(p, q)Dh3f (q), p = 1, 2, 3
with Dh3f (q) to be the SBP operator for first spatial derivative in direction r(3) defined as in the
first equation of (3.6). And Nh3lD
h
l f , l = 1, 2 are defined similar as those in A˜2h3 c.
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B Bilinear form
The term S2h(ct, c) in (3.23) is given by
S2h(ct, c) = (D2h1 ct, N2h11D2h1 c)2h + (D2h1 ct, N2h12D2h2 c)2h + (D2h1 ct, N2h13D2h3 c)2h
+ (D2h2 ct, N
2h
21D
2h
1 c)2h + (D
2h
2 ct, N
2h
22D
2h
2 c)2h + (D
2h
2 ct, N
2h
23D
2h
3 c)2h
+ (D2h3 ct, N
2h
31D
2h
1 c)2h + (D
2h
3 ct, N
2h
32D
2h
2 c)2h + (D
2h
3 ct, N
2h
33D
2h
3 c)2h
+ (ct, P
2h
1 (N
2h
11 )c)2hr + (ct, P
2h
2 (N
2h
22 )c)2hr + (ct, P
2h
3 (N
2h
33 )c)2hr,
where P 2h3 (N
2h
33 ) is a positive semi-definite operator defined in (3.3) for direction r
(3); P 2h1 (N
2h
11 ), P
2h
2 (N
2h
22 )
are analogue to P 2h3 (N
2h
33 ).
The term Sh(ft, f) is defined as
Sh(ft, f) = (Dh1 ft, Nh11Dh1 f)h + (Dh1 ft, Nh12Dh2 f)h + (Dh1 ft, Nh13Dh3 f)h
+ (Dh2 ft, N
h
21D
h
1 f)h + (D
h
2 ft, N
h
22D
h
2 f)h + (D
h
2 ft, N
h
23D
h
3 f)h
+ (Dh3 ft, N
h
31D
h
1 f)h + (D
h
3 ft, N
h
32D
h
2 f)h + (D
h
3 ft, N
h
33D
h
3 f)h
+ (ft, P
h
1 (N
h
11)f)hr + (ft, P
h
2 (N
h
22)f)hr + (ft, P
h
3 (N
h
33)f)hr.
Here, P hl (N
h
ll ) are defined similar as P
2h
l (N
2h
ll ) in S2h(ct, c).
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