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We investigate the dynamics of kinetically constrained models of glass formers by analysing the
statistics of trajectories of the dynamics, or histories, using large deviation function methods. We
show that, in general, these models exhibit a first-order dynamical transition between active and
inactive dynamical phases. We argue that the dynamical heterogeneities displayed by these systems
are a manifestation of dynamical first-order phase coexistence. In particular, we calculate dynamical
large deviation functions, both analytically and numerically, for the Fredrickson-Andersen model,
the East model, and constrained lattice gas models. We also show how large deviation functions
can be obtained from a Landau-like theory for dynamical fluctuations. We discuss possibilities for
similar dynamical phase-coexistence behaviour in other systems with heterogeneous dynamics.
I. INTRODUCTION
In this paper we describe in detail a theoretical method for the study of the dynamics of glassy systems [1, 2, 3, 4].
This approach is in essence a statistical mechanics of the trajectories of the dynamics, or histories, as it is based on the
study of large deviation functions [5]—which can be thought of as generalized free-energies—of dynamic observables.
In particular, we use the tools of Ruelle’s thermodynamic formalism [6, 7], as applied to continuous time Markov
chains [8], to study kinetically constrained models (KCMs) of glass formers [9]. In a recent letter [10] we showed
using these methods that the dynamics of KCMs takes place on a first-order coexistence line between active and
inactive dynamical phases, in accordance with previous suggestions [11]. Here we expand significantly on Ref. [10],
demonstrating in detail the existence of the first-order dynamical phase transition, and discussing the Landau-like
approach [12] that we use to characterise the dynamical phases, and the transition between them. The dynamical
transition we find in KCMs [10] is related neither to a thermodynamic transition, nor to a finite temperature (or finite
density) dynamical singularity. Our results, therefore, point towards a perspective [11] on glasses which is distinct
from other approaches, such as the random first-order transition theory [13, 14, 15, 16], frustration-limited domains
[17], or mode-coupling theory [18].
The paper is organized as follows: in Section II we introduce our dynamical tools and the ensemble of histories
in which the dynamical phase transition takes place. In Section III we describe the models that we will consider.
We show the existence of a dynamical phase transition in Section IV comparing different models and establishing
minimal conditions that are sufficient to ensure a dynamical transition. In Section V we discuss the ensemble of
histories in detail, considering statistical properties of the active and inactive phases, and a dynamical analogue of
phase separation. We summarise our results in Section VI, and consider some open questions.
II. DYNAMICAL TOOLS: THE s-ENSEMBLE
A. Motivations
In this article, we are concerned with fluctuations in dynamical observables such as the amount of dynamical
activity in a glassy system, integrated over a long time t and over a large (but finite) system. To investigate these
fluctuations, we consider statistical properties of the histories followed by the system. Ensembles of histories are
central to the thermodynamic formalism developed by Ruelle and coworkers [6] (see [7] for a comprehensive review).
While thermodynamics is concerned with probability distributions over configurations of a large system, we will apply
2the thermodynamic formalism to probability distributions over histories. We begin by discussing the physical content
of the observables that we will consider.
In the Boltzmann-Gibbs theory, the macroscopic features of large systems are characterised by determining the
statistical properties (the mean value and fluctuations) of extensive observables, such as the energy or the number of
particles. In a microcanonical approach, one considers the properties of a system with fixed total energy E. They are
obtained from the counting factor
Ω(E,N) =
∣∣∣∣number of configurationswith energy E (1)
where N represents the size (the volume) of the system. In the large size limit (N → ∞), we define the entropy
density s(e) = limN→∞ 1N lnΩ(eN,N), which represents the relative weight of configurations with energy density e.
In a dynamical context, we consider histories of the system between an initial time τ = 0 and a final time τ = t.
Instead of considering the statistics of the energy E, we will consider an observable A, that is extensive in the
observation time t. The dynamical analog of Ω(E,N) is the probability distribution of this observable
Ωdyn(A, t) =
∣∣∣∣ fraction of histories with a given value of thetime-extensive observable A (2)
On a mathematical level, the choice of the observable A is somewhat arbitrary, although application of the thermo-
dynamic formalism requires that the quantity 1t logΩdyn(at, t) should have a finite limit for large times t. Subject to
this constraint, the choice of the order parameter A is informed by physical insight: we should use an observable that
reveals the essential physical processes at work in the system. For example, in non-equilibrium systems in contact
with two reservoirs of particles, we might define A as the total particle current: the number of particles transferred
from one reservoir to the other between times 0 and t (see, for example, Refs [19, 20]). In the context of glassy
phenomena, we consider observables that measure the “activity” or the “complexity” of the history [8, 10, 11].
Returning to the Boltzmann-Gibbs approach, it is useful to define the canonical ensemble through the partition
function
Z(β,N) =
∑
E
Ω(E,N) e−βE (3)
which characterises a system at a given temperature β−1. Within this framework, phase transitions can be identified
from singularities in the intensive free energy, f(β) = − limN→∞ 1βN lnZ(β,N). The dynamical analog of this
thermodynamic partition sum is
ZA(s, t) =
∑
A
Ωdyn(A, t) e
−sA (4)
where we introduced an intensive field s conjugate to A. This field will play a role similar to the inverse temperature
β. The dynamical partition function ZA(s, t) is the central object of Ruelle’s thermodynamic formalism.
We have focused on the correspondence between the thermodynamic limit of large system size (N → ∞) and the
long time limit (t → ∞) in Ruelle’s formalism. In the following, we will consider systems for which the large time
limit is to be taken at fixed system size: in some cases, we will then take a second limit of large system size N . If we
consider systems with no thermodynamic phase transitions, then no singular behaviour arises on taking the limit of
large N at fixed t. In this case, we expect the limits of large N and large t to commute, but this is is clearly not the
case in general.
B. Systems with Markov dynamics: statistics over histories
1. Continuous time Markov evolution
We now give more precise definitions of the quantities discussed so far, by reviewing the construction of the ensemble
of histories for stochastic systems. We focus on continuous-time Markov dynamics (in this section, we follow [8]). The
system is defined by a finite set of configurations {C}. Its dynamical evolution is defined by the rates W (C → C′) for
transitions from configuration C to configuration C′. Thus, the probability P (C, t) of being in configuration C at time
t evolves according to a master equation:
∂tP (C, t) = −r(C)P (C, t) +
∑
C′
W (C′ → C)P (C′, t) (5)
30
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t1
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. . . tK
CK
t
C = CK
waiting probability:
e−(t−tK)r(CK)
FIG. 1: A history of duration t is defined by a sequence of configurations C0 → . . . → CK and a sequence of jump times
t1, . . . , tK . Between tk and tk+1, the system stays in configuration Ck.
where
r(C) =
∑
C′
W (C → C′) (6)
represents the rate of escape from C. Equ.(5) is sufficiently general to describe kinetically constrained models, spin
facilitated models, or lattice gases, with C representing the configuration of the whole lattice in each case.
Starting from a configuration C0 at initial time t = 0, the system will experience a fluctuating number of changes
of configuration (“jumps”) between 0 and t. We shall refer to the number of jumps as the “activity” and denote it
by K. A history (or trajectory) consists of a sequence C0 → . . . → CK of visited configurations, and a sequence of
times t1, . . . , tK at which the jumps occur (Fig. 1). We stress that for a fixed observation time t, the number of jumps
is a fluctuating quantity: it depends on the particular history followed by the system between 0 and t. We refer to
histories with many hops (large K) as ‘active’ histories and those with few hops (small K) as ‘inactive’.
We use the notation 〈O〉 for an average of the observable O, over histories of the system. We consider observables
that depend on the entire history of the system, through the configurations visited and the time spent in each: that
is, O = O(C0 . . . CK , t1 . . . tK). In general, we have
〈O〉 =
∑
K
∑
C0...CK
∫
dt1 . . .dtK p0(C0)
[
K∏
k=1
W (Ck−1 → Ck)
]
exp
[
−
K∑
k=1
r(Ck)(tk+1 − tk)
]
O(C0 . . . CK , t1 . . . tK) (7)
where the limits on the time integrals are t1 > 0, tk < tk+1, and tK < tK+1 ≡ t; we use p0(C0) to denote the
probability distribution of the initial configuration C0. We use a compact notation for averages of this form:
〈O〉 =
∑
hist
Prob[hist]O[hist]. (8)
where Prob[hist] plays the role of a probability density in the space of histories.
2. Time-extensive observables
Having defined our system and its histories, we now turn to the choice of the time-extensive observable A. A simple
choice of this observable will be the activity K. Each time the system changes configuration C → C′ the activity K is
incremented: K → K + 1. More generally, we can consider an observable A that is incremented at each jump, with
the increment α(C, C′) depending on the configurations before and after the jump. That is, for a given history with
K changes of configurations
A[hist] =
K−1∑
k=0
α(Ck, Ck+1) (9)
Again, we note that if α(C, C′) = 1 then A is the activity K.
To construct the dynamical partition sum, we start with a ‘microcanonical’ approach, classifying trajectories by
their values of A. We generalise the probability P (C, t), defining P (C, A, t) as the probability of being in configuration
C at time t, having measured a value A of the time-extensive variable between 0 and t. Its evolution in time is given
by the master equation
∂tP (C, A, t) =
∑
C′
W (C′ → C)P (C′, A− α(C′, C), t) − r(C)P (C, A, t) (10)
4Thus, the probability of measuring a value A for the observable A in a history of length t is
Ωdyn(A, t) ≡
∑
C
P (C, A, t) (11)
which we identify as the quantity introduced in (2).
3. Canonical description: evolution in the s-ensemble
We have defined the distribution Ωdyn(A, t) that is the analog of the microcanonical counting factor Ω(E,N). We
now introduce the analog for the canonical (Boltzmann-Gibbs) ensemble, parameterized by a field s. This involves a
modification to the statistical weight of each history:
Prob[hist]→ Prob[hist]e−sA[hist] (12)
Thus, in the ‘s-ensemble’, averages of observables O are given by
〈O〉s = 1
ZA(s, t)
∑
hist
O[hist]Prob[hist]e−sA[hist] = 〈O e
−sA〉
〈e−sA〉 (13)
where
ZA(s, t) =
∑
hist
Prob[hist]e−sA[hist] = 〈e−sA〉 (14)
is the dynamical partition function, introduced in (4). (The subscript A of ZA serves as a reminder that the field s
is conjugate to A.)
Averages in the ensemble with s = 0 correspond to the steady state averages of O. A priori, this is the only
physically accessible ensemble. Positive or negative values of s favor histories with non-typical values of A. For our
purposes, working in the s-ensemble is simpler than considering ensembles with fixed values of A. We take the Laplace
transform of P (C, A, t) with respect to A:
PˆA(C, s, t) =
∑
A
e−sAP (C, A, t) (15)
From (10), the equation of motion for PˆA(C, s, t) is
∂tPˆA(C, s, t) =
∑
C′
e−sα(C
′,C)W (C′ → C)PˆA(C′, s, t) − r(C)PˆA(C, s, t), (16)
or, in an operator notation, ∂tPˆA = WAPˆA , where WA operates in the space of configurations {C}. Its matrix
elements are (
WA
)
C,C′ =W (C′ → C)e−sα(C
′,C) − r(C)δC,C′ . (17)
Some properties of the operator W are discussed in appendix A: Equ. (A2) states that PˆA(C, s, t) behaves in the large
time limit as PˆA(C, s, t) ∼ R0(C, s)etψA(s) where ψA(s) is the largest eigenvalue of WA and R0(C, s) is the associated
eigenvector. Thus, for large times,
ZA(s, t) =
∑
C
PˆA(C, s, t) ∼ etψA(s), (18)
and we will refer to ψA(s) as (the negative of) the dynamical free energy per unit time. Summing Eq. (15) over C,
probability conservation implies ZA(0, t) = 1, so that ψ(0) = 0 for all stochastic systems.
54. Large deviation functions
In the Boltzmann-Gibbs theory, entropy and free energy are related through a Legendre transform (as can be seen
from (3) or [21]) which provides a link between microcanonical and canonical ensembles. We have already defined the
function ψK(s), which is the dynamical analog of the free energy density f(β). The dynamical analog of the entropy
density s(e) is
pi(a) = lim
t→∞
1
t
logΩdyn(at, t) (19)
which determines the large-t scaling of the probability of observing a value at for the observable A.
For large times, the sum in (4) is dominated by the maximum of Ωdyn(A, t), so that pi(a) and ψA(s) are are related
through a Legendre transform:
ψA(s) = max
a
(
pi(a)− sa) (20)
If the function pi(a) satisfies pi′′(a) ≤ 0, it can be obtained from the inverse transform
pi(a) = min
s
(
ψA(s) + sa
)
(21)
Physically, the quantity pi(a) describes the large fluctuations of A. It is maximal at the most probable value of a,
which is the mean value of A/t, in the limit of large time t. Gaussian fluctuations of A/t are described by the quadratic
approximation of pi(a) around its maximum. Expanding pi(a) beyond quadratic order gives information about non-
Gaussian fluctuations of A/t, which are referred to as large deviations [5]. Alternatively, one may characterise
these fluctuations through ψA(s), since the cumulants of A are obtained from the derivatives of ψA(s) through
limt→∞ 1t 〈Ap〉c = (−1)p d
pψA(s)
dsp
∣∣∣
s=0
, where, as usual, 〈Ap〉c is the p-th cumulant of A.
5. Time-extensive observables varying continuously in time
In addition to time-extensive order parameters of the form given in (9), we also consider those of the form
B[hist] =
K∑
k=0
(tk+1 − tk)b(CK) =
∫ t
0
dt′ b(C(t′)), (22)
where we introduced a configuration-dependent observable b(C). In the sum over k, we define t0 = 0 and tK+1 = t so
that the time spent in configuration Ck is simply tk+1 − tk. In the integral representation, we have represented the
trajectory by a function C(t′) which takes the value Ck for tk < t′ < tk+1. The time-integrated energy of the system
is an observable of the form B, in which case b(C) is simply the energy of configuration C. Then, defining P (C, B, t)
by analogy with P (C, A, t), we have
∂tP (C, B, t) =
∑
C′
W (C′ → C)P (C′, B, t) − r(C)P (C, B, t)− b(C) ∂
∂B
P (C, B, t) (23)
We define an s-ensemble associated with the observable B through
Prob[hist]→ Prob[hist]e−sB[hist] (24)
Then, repeating the analysis of Section II B 3, the analog of ψA(s) is φB(s) = limt→∞ 1t ln〈e−sB〉. This quantity is
equal to the maximal eigenvalue of an operator WB, whose elements are
(WB)C,C′ =W (C′ → C)−
[
r(C) + sb(C)]δC,C′ (25)
In the following, we concentrate our study on time-extensive variables of type A. Some connections between s-
ensembles parameterized by observables of types A and B discussed in Appendix B
66. Variational approach for ψA(s)
The models considered in this work have dynamics which obey detailed balance with respect to an equilibrium
distribution Peq(C): that is, Peq(C)W (C → C′) = Peq(C′)W (C′ → C). This allows us to derive a variational bound on
the dynamical free energy ψK(s). To achieve this, we symmetrise the evolution operator WK , defining W˜K through
the similarity transformation (W˜K)C,C′ = P
−1/2
eq (C)(WK)C,C′P 1/2eq (C′). Hence,
(
W˜K
)
C′C = e
−s[W (C → C′)W (C′ → C)] 12 − r(C)δCC′ = (W˜K)CC′ (26)
Since W˜K and WK are related by a similarity transformation, their eigenspectra are identical. We therefore use a
variational principle (valid for any symmetric operator) to determine their common maximal eigenvalue:
ψK(s) = max{V (C)}
∑
C,C′ V (C)(W˜K)C,C′V (C′)∑
C V (C)2
= max
|V 〉
〈V |W˜K |V 〉
〈V |V 〉 (27)
At s = 0, the maximum is achieved for V (C) = Peq(C)1/2, and ψ(0) = 0, as required.
Interestingly, the quantity to be maximised in (27) has a physical interpretation. For any history of the system, the
fraction of time spent in each configuration C defines a quantity known as the experimental measure. As we discuss
in appendix C, Donsker-Varadhan theory relates the probability of observing a particular experimental measure to
an expectation value of the form 〈V |W˜K |V 〉. In Section V, we will use these results to investigate fluctuations in the
s-ensemble.
III. MODELS AND ORDER PARAMETERS
A. Kinetically constrained models: FA, East, TLG and KA models
Kinetically constrained models [22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34] are simple lattice models of
glasses which can account for a large range of dynamical phenomena associated to the glass transition. This includes:
super-Arrhenius temperature dependence of timescales, non-exponential relaxation, spatially heterogeneous dynamics,
transport decoupling, and aging and memory effects. The thermodynamic properties of KCMs are very simple, and
their non-trivial features arise from dynamical rules which forbid or favor some transitions, while maintaining detailed
balance with respect to a trivial equilibrium distribution over configurations. For a review on KCMs see [9].
We first consider models with binary spins ni = 0, 1 where i = 1, . . . , N are the sites of a lattice. In spin-facilitated
models, sites with ni = 1 represent excitations, which promote local activity. The models evolve by single spin-flips,
which occur with rates
W (ni → 1− ni) = Ci({nj})e
β(ni−1)
1 + e−β
(28)
where β is the inverse temperature, and the kinetic constraint enters through the function Ci({nj}), which is a function
of the neighbors nj of i, but does not itself depend on ni. In this case, it is simple to verify that the model obeys
detailed balance with respect to the equilibrium distribution
Peq({ni}) =
∏
i
e−βni
1 + e−β
(29)
and that the excitation density is c ≡ 〈ni〉 = (1 + eβ)−1.
In the one-spin facilitated Fredrickson-Andersen (FA) model [9, 22], Ci = 1 if any of the nearest neighbors j of
i are in the excited state, nj = 1; otherwise Ci = 0. We also consider the three-dimensional variant of the East
model [23, 27, 35] in which Ci = 1 for site i = (x, y, z) if at least one of the sites (x−1, y, z), (x, y−1, z) or (x, y, z−1)
is in the excited state; otherwise Ci = 0.
In addition, we consider lattice gas models [9, 24, 25], in which particles move from site to site, with at most one
particle per site. Sites which are occupied have ni = 1, and unoccupied sites have ni = 0. Particles move between
sites i and j with rate Cij({nk}) so that the model has a conserved density ρ = N−1
∑
i ni. The rate Cij({nk})
is non-zero only for nearest neighbor sites i and j, and it is independent of ni and nj . Thus, equilibrium state has
a trivial distribution: all configurations with density ρ have equal probability. As an example of such a model, we
7consider the two-vacancy facilitated triangular lattice gas, or (2)-TLG [25], which is defined on a triangular lattice,
with a constraint Cij which is equal to unity if the two common nearest neighbors of sites i and j are vacant, and
zero otherwise. Similarly, the (2,2) variant of the Kob-Andersen (KA) lattice model [24] is defined on a square lattice,
with Cij = 1 if at least one neighbour k 6= j of site i has nk = 0 and at least one neighbour k′ 6= i of site j has nk′ = 0.
Otherwise Cij = 0.
B. Reducibility of KCMs and sums over histories
The construction of the s-ensemble in Section II assumed that the system of interest has a single steady state to
which it converges in the long-time limit. For finite-sized stochastic systems, this convergence is ensured as long as
the dynamics are irreducible [9]: that is, it must be possible for every configuration of the system to be reached from
every other configuration. For KCMs, this is not the case in general. For example, in the FA model, there are no
transitions either into or out of the configuration with no excited sites (ni = 0 for all i). For the models considered
here, these states are usually considered to be irrelevant because they have a contribution to the Gibbs measure that
vanishes exponentially in the thermodynamic limit, at all temperatures T > 0.
However, when considering large deviations, these states may become relevant. In order to ensure convergence to
a single steady state, we define our unbiased measure over histories as in (7), with a distribution of initial conditions
p0(C0) that is non-zero only for configurations in the largest irreducible partition of the dynamics. That is, we do not
allow the system to occupy configurations that cannot be reached from representative configurations taken from the
relevant Gibbs ensemble. For the FA model and East models, this simply means that the system may not occupy the
configuration which has no excited sites. Practically, this means (for example) that the maximum in the variational
expression (27) should be taken with the constraint that V (C) is finite only for configurations in the largest irreducible
partition.
Instead of restricting initial conditions in this way, one could instead consider large deviations in a subsystem of
size N that is embedded in a larger system of size N ′ ≫ N : this was the approach taken in [11]. As usual, we expect
these approaches to be equivalent in the limit of large system size N .
C. Kinetically constrained models : bosonic and mean-field variants
It is convenient to define a ‘bosonic’ variant of the one-spin facilitated FA model [36, 37], in which ni may be any
integer greater than or equal to zero. We take
W (ni → ni + 1) = Ci({nj})e−β , W (ni → ni − 1) = Ci({nj})ni (30)
where Ci is again independent of ni so that
Peq({ni}) =
∏
i
cni
ni!
e−c (31)
where c ≡ 〈ni〉 = e−β . For the bosonic FA model in finite dimension, we take Ci({nj}) =
∑
〈j〉 nj , where the sum is
over the nearest neighbours j of site i.
For this bosonic model, it is convenient to use the Doi-Peliti representation [38]. We define bosonic operators ai, a
†
i
and nˆi = a
†
iai, with [ai, a
†
j ] = δij and a vacuum state |0〉 for which ai|0〉 = 0 for all i. The Doi-Peliti representation of
the operator W is defined by (W)CC′ = 〈0|
[∏
i
a
ni
i
ni!
]
W
∏
i(a
†
i )
n′i |0〉 where the configurations C and C′ have occupations
{ni} and {n′i} respectively. In the s-ensemble, we are interested in the operator WA defined in (17). In the case where
the observable A is the activity K, we have
W
(FA)
K =
∑
〈ij〉
[
e−s(ca†i + ai)nˆj + e
−s(ca†j + aj)nˆi − 2(nˆinˆj + c)
]
(32)
where the sum runs over (distinct) pairs of nearest neighbours.
In addition, it is useful to consider a mean-field variant of the FA model, in which the facilitation function of site
i depends symmetrically on the state of all sites. That is, W (ni → ni + 1) = N−1
∑
j nje
−β , and W (ni + 1 →
ni) = N
−1∑
j njni, which satisfy detailed balance with respect to (31). In the Doi-Peliti representation, the master
8operator is simply
W
(FA,mf)
K = (2N)
−1∑
ij
[
e−sa†i (ca
†
j + aj)ai + e
−sa†j(ca
†
i + ai)aj − 2(a†ia†jajai + c)
]
(33)
Due to the symmetry between sites, the properties of the model can be obtained from a single co-ordinate: the total
number of excitations ntot =
∑
i ni, whose equilibrium distribution is Poissonian with mean cN . In this co-ordinate,
the master-like equation (16) has a closed form, and the matrix elements of the relevant operator are simply
(W
(FA,mf)
K )n′tot,ntot = cntot(e
−sδntot+1,n′tot − δntot,n′tot) +
ntot
N
(ntot − 1)(e−sδntot−1,n′tot − δntot,n′tot) (34)
D. The A-model and the AA model
It will be useful to compare the FA model with two other models, which we call the A and AA models. These
names are motivated by the schematic representations of their fundamental processes, as A↔ ∅ and A+A↔ ∅. Here
we have used an alternative notation to avoid confusion with the observable A used to define the s-ensemble.
We define the A-model and its bosonic variant by removing the kinetic constraints from the FA model: that is,
Ci({nj}) = 1, independent of the state of the system. In this model, excitations are created and destroyed singly,
independent of site. The A-model has the same equilibrium distribution as the FA model, but its large deviations can
be solved exactly.
We also compare the FA model with a model in which particles appear and annihilate (AA) in pairs [39]. This
so-called AA model is related to a variant of the FA model, through a similarity transformation that connects their
master operators [37]. The AA model is defined for binary spins ni = 0, 1. In this model, the excitations move between
adjacent sites with rate D, and appear and annihilate in pairs with rates k and k′ respectively. Schematically, we
write
0i1j
D↔ 1i0j , 1i1j k→ 0i0j, 0i0j k
′→ 1i1j (35)
for neighbouring sites i and j. The equilibrium state of this model is of the form (29), with e−β =
√
k′/k. It is also
convenient to consider bosonic and mean-field variants of this model, defined analogously to their FA counterparts.
In the bosonic AA model, we generalise to ni ≥ 0, using rates
(ni, nj)
Dni→ (ni − 1, nj + 1), (ni, nj) kninj→ (ni − 1, nj − 1), (ni, nj) k
′→ (ni + 1, nj + 1) (36)
which obey detailed balance with respect to (31) with k′ = ke−2β as before. In the Doi-Peliti formalism, we have
W
(AA)
K =
∑
〈ij〉
e−s[k′a†ia
†
j + kaiaj +D(a
†
iaj + a
†
jai)]− [knˆinˆj + ck′ +D(nˆi + nˆj)] (37)
In the mean field variant of the AA model, diffusion occurs between all pairs of sites (i 6= j), with rate (D/N); pair
creation and annihilation processes occur with rates (k/N)ninj and (k
′/N) for all pairs of sites i 6= j; and we also
allow for on-site pair creation and annihilation: ni → ni± 2 with rates (k′/N) and (k/N)ni(ni− 1). In the Doi-Peliti
representation, the master operator is
W
(AA,mf)
K =
1
2N
∑
ij
[
e−s(k′a†ia
†
j + kaiaj)− (ka†ia†jajai + ck′)
]
+
D
2N
∑
i6=j
[
e−s(a†iaj + a
†
jai)− (nˆi + nˆj)
]
(38)
For finite systems, the restriction to i 6= j in the diffusion term means that the master-like equation cannot be written
in terms of the single co-ordinate ntot, except at s = 0. However, in the limit of large-N , this single co-ordinate is
sufficient, and the master-like operator for this co-ordinate reduces to
(W
(AA,mf)
K )n′tot,ntot = k
′N(zδntot+2,n′tot − δntot,n′tot) + k
ntot
N
(ntot − 1)(zδntot−2,n′tot − δntot,n′tot) +D(z − 1)ntot (39)
with z = e−s.
E. Relevant observables
We now discuss the observables that we will use to define the s-ensemble, and those that we will use to characterise
trajectories within that ensemble.
91. The activity K and the complexity Q+
We have already defined the activity K, which counts the number of changes of configuration in a dynamical
trajectory. In the context of dynamically heterogeneous systems such as glass-formers, the local activity can be used
to distinguish mobile and immobile regions of the system. The large deviations of the extensive activity K are used
to characterise trajectories which are more or less mobile than average.
We note that K is of the form given in (9) with α(C′, C) = 1, so the properties of the relevant s-ensemble are
encoded in the operator (
WK
)
C,C′ = e
−sW (C′ → C)− r(C)δC,C′ (40)
Systems with dynamical heterogeneities are likely to present a wide distribution of very different histories. One
way of characterizing this diversity is provided by the dynamical complexity of the histories [11, 40, 41]. In the
context of dynamical system theory, this quantity is called the Kolmogorov-Sinai entropy [6]. It provides one with the
information content of the history and is defined as the logarithm of the probability of the history. As discussed in [8],
the appropriate generalisation of this approach to systems with Markov dynamics is to consider the entropy associated
with the measure over sequences of configurations C0 → . . .→ CK [8]. This amounts to performing a coarse-graining
in time: it means that the information associated with the time intervals between changes of configuration is ignored
when calculating the complexity. The definition of the dynamical complexity is
Q+ =
K−1∑
k=0
ln
W (Ck → Ck+1)
r(Ck) , (41)
which is of the form given in (9). Thus, we define a dynamical partition sum
Z+(s, t) = 〈e−sQ+〉. (42)
The corresponding dynamical free energy is ψ+(s) = limt→∞ 1t lnZ+(s, t) which corresponds to the topological pressure
of dynamical system theory. The analog of the Kolmogorov-Sinai entropy hKS is
hKS = − lim
t→∞
1
t
〈Q+〉 = d
ds
ψ+(s) (43)
which provides a measurement of the dynamical complexity of the histories in the steady state. In the examples
of glass formers we will study below, the dynamical ensembles given by K and Q+ are qualitatively similar: we
concentrate on the activity K for simplicity.
2. Fluctuation theorem in the s-ensemble
The Gallavotti–Cohen relation holds also in the quasi-stationary state at fixed value of K (or s), and therefore
the fluctuation–dissipation theorem holds there as well. In order to see this, we parallel the reasoning presented by
Lebowitz and Spohn in [42], and we construct the operator governing the dynamics not only at fixed value of the
activity K but also at fixed value of the entropy current QS =
∑K−1
n=0 ln
W (Cn→Cn+1)
W (Cn+1→Cn) , which, in terms of the variables
s and λ conjugate to the activity K and the entropy current QS respectively, leads to the following pseudo–evolution
operator, (
W(s, λ)
)
C,C′
= e−sW (C′ → C)1−λW (C′ → C)λ − r(C)δC,C′ (44)
whose property W(s, λ)† = W(s, 1− λ) ensures that its largest eigenvalue ψ verifies ψ(s, λ) = ψ(s, 1− λ). For system
with particle conservation, and subject to a field driving the system out of equilibrium, we note that the entropy
current QS is directly proportional to the total current of particles flowing through the system [42]. In that case, the
generalized symmetry ψ(s, λ) = ψ(s, 1− λ) implies a fluctuation-dissipation like relation in the s-ensemble.
3. Order parameters within the s-ensemble
As well as using the observables K and Q+ to define s-ensembles through (12), we also characterise the s-ensemble
by using two other order parameters. For spin-facilitated models, we consider the mean excitation density:
ρK(s) ≡ lim
t→∞
1
N
〈∫ t
0
dτ
∑
i
ni(τ)
〉
s
(45)
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For lattice gas models, the particle density is specified by the initial conditions, so we require a different order
parameter. The average activity is given by 1Nt〈K〉s. One can also consider the mean escape rate r(C) which depends
only on configurations of the system. Again, we time-average this quantity along the trajectories, and divide by the
system size N , defining
rK(s) ≡ lim
t→∞
1
Nt
〈∫ t
0
dτ r(C(τ))
〉
s
(46)
IV. DYNAMICAL TRANSITIONS IN MODELS OF GLASS-FORMERS
A. Existence of a transition in KCMs: variational bounds
It is clear from their equilibrium distributions Peq(C) that KCMs have no phase transitions at any finite temperature.
That is, their thermodynamic free energies are analytic functions of temperature (or chemical potential). However,
we now show that in the limit of large time t and large system size N , the dynamical free energy density N−1ψK(s)
has a singularity at s = 0. To be precise, the dynamical free energy has a discontinuous first derivative with respect
to s, so we interpret this singularity as a dynamical analog of a first-order phase transition.
The proof of such a transition is based on the escape rates r(C) from the configurations of the model. We establish
two bounds on ψ(s). Firstly, the number of jumps K is non-negative, so Eq. (14) implies that ZK(s, t) is a non-
increasing function of s. Thus ψK(s) is also non-increasing. Further, ψK(0) = 0, so we have
ψK(s) ≤ 0, s ≥ 0 (47)
Secondly, we can use the variational result (27) with V (C1) = 1 for just one configuration C1, and V (C) = 0 otherwise
to establish
ψ(s) ≥ −min
C
[r(C)] (48)
for all s. For our purposes, the most important property of the kinetically constrained models defined above is that
they have
lim
N→∞
N−1min
C
r(C) = 0 (49)
This can be established by explicit construction. In the FA and East models, we simply consider a configuration
containing exactly one excitation, which has escape rate 2dc in the FA case and dc in the East model, where d is the
spatial dimension (in the bosonic variants, these rates are 2de−β and de−β). In the (2)-TLG, all of the particles in
the model can be arranged in a single compact cluster, in which all but six of the particles are unable to move: this
configuration has r(C) = 6. For the KA model, a similar construction leads to configurations with r(C) = 4. Thus,
combining (47-49), we have
lim
N→∞
1
N
ψK(s) = 0, s ≥ 0 (50)
Recalling that 〈K〉 = t(d/ds)ψK(s), We define the mean activity per site per unit time as
K(s) = lim
N→∞
1
N
dψK(s)
ds
(51)
and we can see that
K(s) = 0, s > 0 (52)
Further, from Eq. (B9), we have K(0) = t〈r〉 = t∑C Peq(C)r(C). Since the distributions Peq(C) have simple forms in
kinetically constrained models, this quantity can be calculated explicitly: the limit Keq = limN→∞N−1
∑
C Peq(C)r(C)
is finite and positive for all the models that we consider. Finally, it follows from (14) that K(s) is non-increasing, so
that
K(s) ≥ Keq, s ≤ 0 (53)
with Keq finite. Eqs. (52) and (53) establish the discontinuity of K(s) at s = 0: in the limit of large system size, the
dynamical free energy has a discontinuous first derivative which we refer to as a first-order dynamical phase transition.
We have established the existence of such a transition in the FA, East and (2)-TLG models, in all dimensions and for
all finite temperatures [and for all finite densities ρ in the (2)-TLG]. That is, the simple phase diagram shown in fig 2
is generic to all of these models.
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FIG. 2: (Left): Generic ‘dynamic phase diagram’ for spin-facilitated KCMs such as the FA and East models. There is a
dynamical phase coexistence boundary at s = 0, for all finite temperatures. The boundary ends in a dynamical critical point at
s = T = 0. For the (2)-TLG and KA models, the picture is identical if the temperature T is replaced by the fraction of vacant
sites, 1− ρ. (Center): Variational estimates for the activity per site K(s), in the bosonic FA model, at c = 0.25. For s > 0, the
result K(s) = 0 is exact in all dimensions, from Eq. (52). For s < 0, the dashed line shows the lower bound obtained from (53),
while the solid line is the variational estimate Kvar(s) = −
1
N
(d/ds)ψvar(s), obtained from (58). As discussed in the text, the
solid line gives the exact result for the mean-field variant of the FA model. (Right) Again, we show the exact result ψK(s) = 0
for s > 0, together with the variational lower bounds (58) (solid line, exact for the mean-field variant) and (48) (dashed line).
B. Variational free energy for the excitation density ρK(s)
The analysis given above establishes some minimal conditions that are sufficient for the existence of a first-order
transition. For a more quantitative analysis, it is useful to use a specific variational distribution in (27). We consider
a general bosonic KCM with single spin-flip dynamics, and we define a distribution of the excitation numbers ni that
is independent of the site i, and parameterized by a mean density ρ:
Vρ({ni}) =
∏
i
√
ρnie−ρ
ni!
(54)
From (27), we therefore have ψ(s) ≥ −N minρFK(ρ, s) with
FK(ρ, s) ≡ N−1 〈Vρ|W˜K |Vρ〉〈Vρ|Vρ〉 (55)
The value of ρ which minimises FK(ρ, s) is denoted by ρvar(s). It represents a variational estimate for the order
parameter ρK(s): if the variational bound (27) is saturated then |V 〉 is an eigenvector of the symmetrised operator
W˜K , and it follows from (A14) that ρK(s) = ρvar(s)/(1− e−ρN ).
For the bosonic FA model, it is straightforward to calculate FK(ρ, s). The only subtlety is that we must explicitly
exclude the state with no excitations from the inner products, as discussed in Section III B. In the Doi-Peliti formalism,
our choice for V ({ni}) renders this calculation very simple: in terms of the symmetrised operator W˜(FA)K , we have
FK(ρ, s) = N−1 〈0|e
−√ρPi aiW˜(FA)K e
−√ρPi a†i |0〉e−ρN
1− e−ρN . (56)
Hence,
FK(ρ, s) = 2dc+ ρ− 2e
−s√cρ
1− e−ρN ρ. (57)
Minimising over ρ, we find limN→∞N−1ψ(s) ≥ ψvar(s) with
ψvar(s) =
2d
3
ρvar(s)[ρvar(s)− c] (58)
and
ρvar(s) =
{
0, s > 0
(c/8)
(
9e−2s − 4 + 3e−s√9e−2s − 8
)
, s ≤ 0 (59)
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FIG. 3: (Top left) Variational free-energies for the FA model (constrained dynamics, solid line), and the A-model (unconstrained
dynamics, dashed line) at s = 0. Both models have the same thermodynamic free energy. However, the dynamical function
F(ρ, s) reveals that the FA model has two dynamical phases while the A-model has only an active phase. (Top right) The
variational estimate ρvar(s), for the FA model (solid line) and the A-model (dashed). For the mean-field FA model, ρvar(s)
coincides with ρK(s) in the limit of large system size N ; for the A-model, ρK(s) = ρvar(s) always. (Bottom) Dependence of
the variational free energy on the field s, in the FA model. At the phase coexistence condition, s = 0, the free energy has
degenerate minima. For finite s, either the inactive or active phase is preferred.
(Within this approach, we obtain ρvar(0) = c by minimising F(ρ, s) at fixed system size N , and then taking N →∞.)
The bound on ψK(s) and the corresponding estimate of K(s) are shown fig 2. The variational estimate for ρK(s) and
the variational free energy FK(ρ, s) are shown in Fig 3.
So far, we have used Eq. (27) to obtain variational estimates for ψK(s) and ρK(s) for the FA model in finite
dimension. For the mean-field variant of the FA model, it can be shown that these variational estimates are exact,
in the limit of large system size N . (The factor 2d that appears in F(ρ, s) is simply an arbitrary rescaling of time in
the mean-field model. Our definition of the mean-field model requires that we set 2d = 1.) That is, the difference
between the variational ansatz of (54) and the dominant eigenvector of W˜K vanishes at large N . Mean-field models
are discussed in more detail in Section V below.
It is useful to compare these results for the FA model with the bosonic variant of the A-model, for which it can
be easily verified that the large deviation function ψK(s) coincides with the variational bound ψvar(s), even for finite
system size N . In that case, we have
F(ρ, s) = c+ ρ− 2e−s√ρc ψK(s) = c(e−2s − 1), ρK(s) = ce−2s (60)
Thus, while constrained FA model and the unconstrained A-model possess the same equilibrium distribution Peq(C),
and hence the same static free energies, their dynamical free energies show dramatic differences. For large systems,
the FA model exhibits a dynamical phase transition, while the A-model does not. See fig. 3.
The presence of the dynamical first-order transition in the FA model is intimately connected to the two minima in
FK(ρ, s). As shown in Fig. 3, these two minima represent an active phase, with ρ ≃ c and an inactive one with ρ ≃ 0.
The global minimum of F(ρ, s) lies in the active phase for s < 0, while it lies in the inactive phase for s > 0. For
s = 0, one must consider carefully the limit of large system size N : we have FK(c, 0) = 0 while the inactive minimum
occurs at ρvar = O(N−2), where the value of the variational bound ψvar is positive. Thus, the global minimum of
FK(ρ, s = 0) occurs at the active state density. However, any s > 0 is sufficient to drive the system into the inactive
phase. The effect arises because of two non-commuting limits: when minimising F(ρ, s), taking the limit s→ 0 before
the limit of large N results in active behaviour; on the other hand, taking the limit of large N followed by a limit
s→ 0+ leads to the inactive phase.
We note that the dynamical phase transition in the FA model requires a limit of large system size (N → ∞) as
well as a limit of long trajectories (t → ∞). To keep our methods well-defined, we excluded the configuration with
no excitations from the initial conditions (recall Section III B). We emphasise that we have proved the existence of
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a dynamical phase transition in an irreducible model, with no absorbing states (this can be compared, for example,
with phase transitions in the directed percolation universality class [43]).
C. Numerical results
1. Cloning method
We now present some numerical computations of the dynamical free energy ψK(s) in KCMs. From (14), this can be
obtained from the large t limit of the equilibrium average 〈e−sK〉. However, direct calculation of this average requires
a computational effort that scales exponentially with t: the average is dominated by rare histories lying in the tails
of the distribution of K. In dynamical systems [44] and in discrete time Markov processes [19], this problem can be
avoided by using a cloning method similar to that used in quantum mechanical Diffusion Monte Carlo algorithms [45].
This method was generalised to continuous time Markov processes by Tailleur and Lecomte [20]. Here, we briefly
summarize the algorithm for obtaining dynamical free energies.
The function ψA(s) is obtained as the largest eigenvalue of the operator WA. However, this operator does not
conserve probability [that is, WA sets the time dependence of PˆA(C, s, t), but the ‘total probability’
∑
C PˆA(C, s, t) is
not a constant of the motion, except at s = 0]. To interpret this non-conservation, we define a new stochastic process
(a ‘modified dynamics’) with rates Ws(C′ → C), chosen so that we can decompose (16) as
∂tPˆA(C, s, t) =
∑
C′
[Ws(C → C′)− rs(C)δC,C′ ] PˆA(C′, s, t) + δrs(C)PˆA(C, s, t) (61)
with rs(C) =
∑
C′Ws(C → C′) and δrs(C) = rs(C) − r(C). This decomposition is discussed in appendix B, and the
rates Ws(C → C′) are given in (B1).
For the purposes of the cloning algorithm, we note that the first term in (61) conserves probability (in the sense
given above), while the second term represents the creation or destruction of copies (clones) of the system. That
is, starting from a large number of copies of the system, we let each copy of the system evolve with the modified
dynamics (rates Ws). In addition, the copies are subject to a creation/destruction process with a configuration-
dependent rate δrs(C). In this way, the number ncl(C, t) of copies of the system in configuration C at time t has the
same time evolution as PˆA(C, s, t) in (61). To avoid the ensuing exponential increase or decrease of the total number
of copies [which behaves as etψA(s)], one compensates the clone creation/destruction rates of (61) with configuration-
independent creation/destruction rates. The rates are adapted as the simulation proceeds, in order to keep a constant
clone population [19, 20]. These adaptively determined rates can then be used to obtain the dynamical free energy
ψA(s).
2. Results
Using the cloning method, we investigated two classes of KCMs. In Fig. 4 we consider spin-facilitated models: the
FA model in one dimension and the East model in three dimensions. We evaluated the free energy density 1N ψK(s)
for various system sizes. Its behavior as a function of N drastically depends on the sign of s, as is also the case for the
order parameter ρK(s). Negative values of s correspond to active histories, with non-zero mean density of particles,
while for positive values of s, the mean number of particle in the system remains finite, leading to a zero density and
activity in the infinite system size limit.
In Fig. 5, we consider two models with particle conservation: the KA and (2)-TLG models, both in two dimensions.
Remarkably, the picture is very similar to the previous one, the (conserved) density being replaced with the order
parameter rK(s).
In the active phase (s < 0), the order parameters ρK(s) and rK(s) converge rapidly as the system size N is increased,
for all the KCMs that we considered. On the other hand, in the inactive phase (s > 0) the order parameters decrease
with system size as N−1. Comparing Fig. 4 and Fig. 2 confirms the analysis based on variational bounds on ψK(s): in
the limit of large system size, KCMs exhibit dynamical first-order transitions at s = 0. For models on finite lattices,
the equilibrium (s = 0) dynamics are representative of the active phase, and the system crosses over to the inactive
phase at a value of s that scales as N−1 for large N .
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D. Criticality at zero temperature and dynamical phase transition
We emphasize that while a zero temperature dynamical critical point is common to many KCMs [36], this is not
a sufficient condition for dynamical phase coexistence. Rather, the relevant feature is the presence of states with
subextensive escape rates, as discussed in Section IVA. In this section, we consider the AA model. The FA and AA
models both have zero-temperature dynamical critical points, with the same scaling exponents and closely related
correlation functions [37]. However, all states in the AA model have extensive escape rates, so we do not expect any
transition at s = 0. In the following, we show that this is indeed the case, by discussing the AA model both within a
mean field approximation and using exact results in one dimension.
1. ‘Mean-field’ variational bound
We consider the bosonic AA model in dimension d. Following Section IVB, we calculate the variational Landau
free energy using the Doi-Peliti representation, obtaining
FK(ρ, s) = 2d
[
2Dρ(1− e−s) + k′ + kρ2 − 2e−sρ
√
kk′
]
(62)
and we identify ψvar(s) = −minρ FK [ρ, s] as a lower bound on NψK(s).
The variational estimate for the steady-state density and the variational bound are
ρvar(s) = e
−s
√
k′
k
+ (e−s − 1)D
k
(63)
ψvar(s) = 2d
(
kρ2var(s)− k′
)
(64)
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FIG. 6: Dynamical free energy density 1
N
ψK(s) for the AA model in dimension one. It presents no singularity at s = 0.
Although the AA model can be mapped to the FA model and displays the same critical properties at zero temperature, it is
not subject to dynamical phase coexistence.
The variational bound is is indeed analytic for all s, consistent with our intuition that the AA model has no dynamical
phase transition. Again, these variational estimates are exact for the mean-field AA model in the limit of large system
size, if we set 2d = 1.
2. AA model in one dimension
In addition to the mean-field case, we can also obtain the large deviations of the AA model in one dimension,
through a mapping to a free fermion system. The evolution operator associated to K for AA model can be written
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in a spin- 12 representation (recall Eq. (35) and see, for example, Ref. [46]):
WK =
∑
i
{
z
[
kσ−i σ
−
i+1 + k
′σ+i σ
+
i+1 +D(σ
−
i σ
+
i+1 + σ
+
i σ
−
i+1)
]
− knˆinˆi+1 − k′(1− nˆi)(1 − nˆi+1)−Dnˆi(1− nˆi+1)−Dnˆi+1(1− nˆi)
}
(65)
where z = e−s, σ±i =
1
2 (σ
x
i ± iσyi ), nˆi = 1+σ
z
i
2 and σ
x
i , σ
y
i , σ
z
i are the usual Pauli matrices. In the spin language, the
presence (or absence) of a particle at site i is coded by an up (or down) spin. We use the detailed balance property
to symmetrise this operator followed by a Jordan-Wigner transformation [46, 47]
σ+i = ci exp
(
ipi
i−1∑
j=1
c†jcj
)
σ−i = exp
(
ipi
i−1∑
j=1
c†jcj
)
c†i (66)
which allows us to represent the spin operators in terms of fermionic creation/annihilation operators c†j and cj . For
values of the parameters verifying k + k′ = 2D [48], this puts W˜K into a quadratic form:
W˜K = −
∑
q
[
(k − k′ − z(k + k′) cos q)c†qcq − iz
√
kk′c†qc
†
−q sin q + iz
√
kk′c−qcq sin q
]
− k′N (67)
where we introduced Fourier-transformed operators cq =
∑
j cje
iqj and c†q =
∑
j c
†
je
−iqj .
We now introduce new fermionic operators βq = cos θqcq − i sin θqc†−q, β†q = cos θqc†q + i sin θqc−q. Taking pi/4 <
θq < pi/4, we write sin 2θq = (2z
√
kk′ sin q/Ωq), with
Ωq =
√
4kk′(z2 − 1) + [k + k′ − z(k − k′) cos q]2 (68)
Then, the dynamical free energy is the largest eigenvalue of the operator
W˜K =
1
2
∑
q
[
Ωq(1− 2β†qβq)− (k + k′)
]
(69)
Finally, for large N , we convert the sum over q to an integral, arriving at
ψK(s) =
N
2
[
−(k + k′) +
∫
dq
2pi
Ωq
]
(70)
which depends on s through the dependence of Ωq on z = e
−s.
This exact result for the AA model in d = 1 shows that the large deviation function ψK(s) is analytic at s = 0 (see
also Fig. 6), as opposed to the one of the FA model. Despite the presence of a dynamical critical point, the AA model
has no configurations with subextensive escape rate r(C), and does not exhibit dynamical phase coexistence (in the
vicinity of s = 0).
V. PROPERTIES OF TRAJECTORIES IN THE s-ENSEMBLE
We have proven the existence of a first-order dynamical phase transition in KCMs, and compared the behaviour
of these models with the A and AA models. The effect of the field s is to generate an ensemble of histories, biased
towards small or large activity. In order to gain insight into this transition, we now discuss the histories that dominate
the s-ensemble when s is finite.
A. Effect of temporal boundary conditions in the s-ensemble
1. General considerations
In steady states, the (unbiased) ensemble of histories is invariant under translation in time. Suppose that b = b(C)
is a configuration-dependent observable, and B =
∫ t
0 dt
′ b(C(t′)). Then, for trajectories of length t the expectation
value of the observable b at time τ is
〈b(τ)〉 = 1
t
〈B〉, (71)
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independent of the time τ .
However, introducing a field s biases the ensemble of histories, and, in general, time translation invariance is broken.
This effect is a dynamical analog of boundary effects in classical thermodynamics: if a system is finite, the behaviour
near its boundaries is different from that of the bulk. In the s-ensemble, we consider trajectories C(τ): the boundaries
of the trajectory are τ = 0 and τ = t, while the analogy of the ‘bulk’ is 0≪ τ ≪ t. In the limit of large time, extensive
quantities are dominated by the bulk: we have
〈b(τ)〉s = 1
t
〈B〉s, (72)
for 0≪ τ ≪ t. However, in general we have 〈b(τ)〉s 6= 〈b(t)〉s 6= 〈b(0)〉s. (In section VA2 we illustrate these differences
by calculating 〈b(τ)〉 in the A-model.)
More generally, it is possible to express the average at the final time, 〈b(t)〉s and the time average 1t 〈B〉s by
considering the eigenvalues and the eigenvectors of the operator WA (see appendix A). Using this approach, one can
perform a perturbation theory around s = 0. In particular, when detailed balance is verified and s is conjugate to an
observable of type B, the bulk and boundary averages differ at first order in s: for large times
〈b(t)〉s = 〈b〉+ sb(1) + . . . (73)
〈B〉s = t
[
〈b〉+ 2sb(1) + . . .
]
, (74)
where an explicit expression for b(1) is given in Eq. (A13).
2. Effects of temporal boundaries in the A-model
We now illustrate the effect of temporal boundaries in the s-ensemble, using the (bosonic) A-model. We define the
average particle density in this ensemble at a time τ : that is,
ρ(s; τ, t) =
1
N
〈ntot(τ)〉s, (75)
with 0 ≤ τ ≤ t and ntot =
∑
i ni. To completely specify the problem, we must set the initial conditions in (7): we
take a Poisson distribution with mean density c0:
p0(C0) =
∏
i
cni0 e
−c0
ni!
(76)
To proceed, we write Nτ [hist] =
∫min(τ,t)
0 dt
′ntot(t′), and we define P (ntot,Nτ ,K, t) to be the probability that the
system contains ntot excitations at time t, having made K changes of configuration, and with the observable Nτ [hist]
taking a value Nτ . Then, we define the generating function
Pˆntot ≡ Pˆ (ntot, h, s, t) =
∑
K
∫
dNτ e−hNτ−sK Pˆ (n,Nτ ,K, t) (77)
so that
ρ(s; τ, t) = − 1
N
∂
∂τ
∂
∂h
ln
∑
ntot
Pˆ (ntot, h, s, t)
∣∣∣
h=0
(78)
Deriving an equation of motion for Pˆntot is a straightforward generalisation of the derivation of (16): the result is
∂tPˆntot = e
−s[cNPˆntot−1 + (n+ 1)Pˆntot+1]− [cN + n+ hnΘ(τ − t)]Pˆntot (79)
where Θ(t) is the usual Heaviside step function. With the initial condition of (76), this equation of motion is
solved by a Poisson distribution with a time-dependent normalisation factor: we take P (ntot, h, s, t) = exp[Ψ(t) −
ρ0(t)]ρ0(t)
ntot/(ntot!). Then, the mean, ρ0(t), and normalisation factor, Ψ(t), obey
ρ˙0(t) = cNe
−s − [1 + hΘ(τ − t)]ρ0(t) (80)
Ψ˙(t) = ρ˙0(t) + e
−sρ0(t)− cN (81)
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FIG. 7: Mean density as a function of time in the A-model, for the s-ensemble of histories of length t = 30. We take c0 = 0.1,
c = 0.2, s = −0.5.
with initial conditions ρ0(0) = c0N , Ψ(0) = 0. We identify e
Ψ(t) =
∑
ntot
P (ntot, h, s, t), so we solve for Ψ(t) and
use (78) to obtain
ρ(s; τ, t) = cz2 + e−t(1− z)(c0 − cz) + e−τz(c0 − cz) + eτ−tcz(1− z) (82)
where we defined z = e−s for ease of writing.
The τ -dependent density ρ(s; τ, t) exhibits four different regimes (Fig. 7).
• Short trajectories. For τ < t≪ 1, the system has a density ρ(s; τ, t) ≃ c0 close to the density at time 0.
• Long trajectories, stationary (bulk) regime. For 1≪ τ ≪ t, the system adopts a density ρ(s; τ, t) ≃ ce−2s, inde-
pendent of τ . For long trajectories, this average value coincides with the time averaged density t−1
∫ t
0 dτρ(s; τ, t).
• Long trajectories, initial transient regime. For early times τ ≪ 1 ≪ t, the density depends on the value of s.
This dependence persists even for τ = 0: that is, the trajectories that dominate the s-ensemble have non-typical
initial conditions as well as non-typical bulk properties. To be precise, ρ(s; 0, t) = c0e
−s: the influence of the
initial condition decays into the bulk as ρ(s; τ, t) ≃ (c0e−s − ce−2s)e−τ + ce−2s.
• Long trajectories, final transient regime: for τ → t the density at the final time t is ρ(s; t, t) = ce−s. Moving
away from this boundary, the density decays into the bulk as ρ(s; τ, t) ≃ (ce−s − ce−2s)eτ−t + ce−2s.
We note that if the initial density c0 is equal to the equilibrium density c, then the ensemble at s = 0 has time-
reversal symmetry. Since the observable K respects this symmetry, the s-ensemble is also time-reversal symmetric
ρ(s; τ, t) = ρ(s; t− τ, t), for c = c0. In this case, the initial and final transient regimes are related by this symmetry.
We have used the A-model to calculate the time dependence of ρ(τ) exactly. However, we emphasise that the four
regimes identified here are very general. When t is large, histories in the s-ensemble are characterised by an extended
intermediate (bulk) regime, with initial and final transient regimes that decay exponentially into the bulk.
B. Landau-like theory for fluctuations within the s-ensemble
In this section, we study large deviations of observables within the s-ensemble. For example, for an s-ensemble
parameterized by the observable K, we consider the probability of observing a history with a particular value of an
observable B unrelated to K. In particular, we connect the large deviations of the average excitation density ρ to the
variational free energy FK(ρ, s), defined in (55).
1. Variational calculation of ψK(s) in a general mean-field model
We consider systems for which we can write the master-like equation (16) in terms of a single co-ordinate ntot. In
the mean-field FA model, this co-ordinate is the total number of excitations, but it might also represent (for example),
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the total magnetisation of a mean-field Ising model [8]. To be precise, we assume the master-like operator WK has
matrix elements (
WK
)
n,n′
= e−sW+n−1 δn′,n−1 + e
−sW−n+1 δn′,n+1 −
[
W+n +W
−
n
]
δn′,n. (83)
where we have abbreviated ntot to n, for compactness, and W
±
n are the rates for transitions from the state n to state
n±1. For an example, consider the (bosonic) mean-field variant of the FA model, for whichW+n =W (n→ n+1) = cn
and W−n = W (n → n − 1) = (n − 1)n/N , as defined in Section III C. We have assumed for convenience that all
processes in the system change the co-ordinate ntot by one: the generalisation to other cases (such as the mean-field
AA model) is straightforward.
Following Section II B 6, we now symmetrise the operator WK , so that the dynamical free energy ψK(s) is given by
the largest eigenvalue of the operator
(W˜K)n,n′ = (W
+
n W
−
n+1)
1/2e−sδn′,n+1 + (W+n′W
−
n′+1)
1/2e−sδn,n′+1 − (W+n +W−n )δn,n′ (84)
For large systems, (N → ∞) the eigenvector associated with the largest eigenvalue takes the form Vn = e−Nf(ρ)/2
with ρ = ntot/N , and the function f(ρ) has a unique global minimum. Then, Eq. (27) states that
ψK(s) = max
f(ρ)
∑
ntot
{
e−s[W+ntotW
−
ntot ]
1/2
(
e−f
′(ρ) + e+f
′(ρ)
)−W+ntot −W−ntot} e−Nf(ρ)∑
ntot
e−Nf(ρ)
(85)
For any trial function f(ρ), the sums over ntot in (85) are dominated by the occupation numbers ntot such that f(ρ)
is minimum (which implies in particular f ′(ρ) = 0). Thus, the direct dependence on f vanishes: we are left with a
maximisation over the position of the minimum in f(ρ). Since the form of f(ρ) is irrelevant, the eigenvector Vn can
be written in the form given in Eq. (54). Using this choice, we arrive at
ψK(s) = −min
ρ
FK(ρ, s) (86)
where the variational free energy FK(ρ, s) was originally defined in (55). For these mean-field models, it takes the
form
FK(ρ, s) = 1
N
{−2e−s[W+NρW−Nρ]1/2 +W+Nρ +W−Nρ} (87)
As discussed in Section IVB, FK(ρ, s) gives a bound on ψK(s) for all systems. However, for systems with mean-field
geometry, we showed that the form of the trial distribution is irrelevant in the limit of large system size. Thus, we
write Eq. (86) with an equality, and not as a bound. We now discuss the physical interpretation of this result.
2. Physical interpretation of the variational free energy
Consider an s-ensemble in which trajectories are weighted by the usual factor e−sK[hist], but with the further
restriction that the time-integrated density be fixed. That is, we write the (unnormalized) probability, in the s-
ensemble, to measure a time-averaged density ρ,
〈
e−sKδ
[
ρ− 1
Nt
∫ t
0
dτ n(τ)
]〉
∼ e−NtF⋆K(ρ,s) (88)
where the asymptotic behaviour of the left hand side at large t defines the function F⋆K(ρ, s).
Taking a Laplace transform of (88) with respect to ρ, we arrive at
ZK,N (s, h) ≡
〈
exp
(
− sK − hN
)〉
=
∫
dρ e−(F
⋆
K(ρ,s)+hNtρ) (89)
where we write N = ∫ τ
0
dτ ntot(τ), noting the similarities with the generating function of (78).
Now, by analogy with (14), we identify ZK,N (s, h) as the partition function for an ‘(s, h)-ensemble’, in which
histories are biased both by their activity K and their time-integrated number of excitations N . Repeating the
analysis of section II B 3, we observe that
ψK,N (s, h) = lim
t→∞
1
t
lnZK,N (s, h) (90)
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is the largest eigenvalue of an operator WK,N , whose elements are
(WK,N )n′,n =W+n−1 e
−sδn′,n−1 +W−n+1 e
−sδn′,n+1 −
[
W+n +W
−
n + hn
]
δn′,n (91)
The largest eigenvalue of this operator can be obtained by symmetrising and repeating the variational analysis of
the previous section. The result is
ψK,N (s, h) = −min
ρ
(FK(ρ, s) + hρ) (92)
which applies in the limit of large system size N [since in that case, the maximisation over the function f(ρ) can be
replaced by a maximisation over the density ρ]. However, performing a saddle point analysis directly on (88) reveals
(for large times t and finite system size N),
ψK,N (s, h) = −min
ρ
(F⋆K(ρ, s) + hρ) (93)
Thus, in the limit of large system size N , the Legendre transforms of FK(ρ, s) and F⋆K(ρ, s) are equal. It follows
that the large deviation function F⋆K(ρ, s) coincides with the variational free energy FK(ρ, s) as long as the inverse
Legendre transform can be performed, However, in Section IVB, we showed that in KCMs, F(ρ, s) typically has two
minima, separated by a range of densities in which it is ‘non-convex’: ∂2ρF(ρ, s) > 0. In this case, the inverse Legendre
transformation cannot be performed. In fact, the non-convexity of F(ρ, s) arises because histories with some values
of ρ are unstable in the s-ensemble, as we now show.
3. Non-convex free energies: phase separation in time
In the thermodynamics of finite-dimensional systems, one typically has s′′(e) ≤ 0[21]. Loosely, this property arises
because any energy density e can be achieved by separating a system into two regions, separated by an interface whose
energy cost scales subextensively with the size of the system. Thus, the total energy density is e = (1−x)e1+xe2+ δ
where e1 and e2 are the energy densities of the two regions, x is the fraction of the volume of the system taken
up by the second region, and δ is the energy of the interface divided by the total volume, which vanishes in the
thermodynamic limit. This leads to the ‘lever rule’ e = (1 − x)e1 + xe2. The total entropy density associated with
these configurations is s(e) = (1 − x)s(e1) + xs(e2), and using the lever rule, it follows that s′′(e) ≤ 0. However, in
mean-field geometries, interfaces cannot be formed, and this argument cannot be applied.
Interestingly, in the statistics of histories, phase separation is possible even in mean-field systems. We consider
the large deviation function F⋆K(ρ, s), at a density ρ for which FK(ρ, s) is non-convex. We will find that the average
in (88) is dominated by histories that phase separate in time. To prove this, we use the methods of Donsker-Varadhan
theory, described in appendix C. This method allows us to prove that
F⋆K(ρ, s) = min|V 〉
〈V |W˜K |V 〉
〈V |V 〉
∣∣∣∣∣
〈V |ρˆ|V 〉=ρ
(94)
where the minimisation is over distributions V (C) such that∑C V (C)2ρ(C) = ρ. By analogy with the thermodynamic
case, we take V (C) = (1− x)Vρ1 (C) + xVρ2 (C), where Vρ(C) was defined in (54). We then minimise over the densities
ρ1 and ρ2, choosing x = (ρ − ρ1)/(ρ2 − ρ1) to ensure that the mean density is ρ. Taking x = 0, we have a bound
F⋆K(ρ, s) ≤ FK(ρ, s). However, if FK(ρ, s) is non-convex (that is, ∂2ρFK(ρ, s) < 0) we can find a lower bound on
F⋆K(ρ, s) that is smaller than FK(ρ, s). For example, in the FA model in finite dimension (and in the limit of large
system size N), we find that F⋆(ρ, s) is minimised by ρ1 = 0, ρ2 = cz2 and x = ρ/ρ2, for 0 < ρ < ce−2s. For
0 < ρ < cz2, this variational approximation to F⋆K(ρ, s) indicates that the system separates into two phases with
densities 0 and cz2. We arrive at a bound
F∗K(ρ, s)
2d
≤
{
ρc(1− z2), ρ ≤ cz2
ρ(c+ ρ− 2z√cρ), ρ ≥ cz2 (95)
from which we note that ∂2ρF⋆(ρ, s) = 0 in the two-phase regime: this is the Maxwell construction [21]. The result
for the mean-field FA model is obtained by setting 2d = 1, as in Section IVB: in that case, the bound is saturated
(this follows since F⋆ is convex and its Legendre transformation is known to be equal to that of F).
In addition to establishing the convexity of F⋆K(ρ, s), Donsker-Varadhan (DV) theory also provides an interpretation
of the distribution V ⋆(C) that minimises (94). (We normalise to ∑C V ⋆(C)2 = 1 for convenience.) At large t, we
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consider histories in the s-ensemble with fixed average density ρ. The DV theorem states that this sub-ensemble
is dominated by trajectories for which the fraction of time spent in configuration C is µ⋆(C) = V ⋆(C)2. If the
distribution µ⋆(C) is dominated by configurations C with density ρ, we conclude that the histories in this sub-ensemble
are homogeneous in time. However, if µ⋆(C) is associated with a bimodal density distribution, it describes histories
comprising separate periods of of time, some with low excitation density ρ1 and some with high excitation density ρ2.
Finally, we give the interpretation of FK(ρ, s). In systems described by the single co-ordinate ntot, the DV theorem
states that e−NtFK(ρ,s) is the (unnormalised) probability (in the s-ensemble) of a history in which almost all config-
urations have density (ntot/N) equal to ρ. This can be compared with the probability e
−NtF⋆K(ρ,s) of a history with
a time-averaged density ρ. In this sense, FK(ρ, s) can be interpreted as a Landau-like free energy for homogeneous
trajectories, while F⋆K(ρ, s) is the large deviation function for the density ρ. In finite dimension, FK(ρ, s) provides a
bound on the large deviation function F⋆K(ρ, s), based on the assumption that histories are spatially and temporally
homogeneous. That is, fluctuations in space and time are neglected. In Section VC, we discuss how these fluctuations
can be taken into account.
4. Landau-like free energy in other s-ensembles
So far, we have considered the large deviations of the density ρ in an s-ensemble that is defined in terms of the
activity K. The variational free energy can be simply extended to s-ensembles defined as in (12). Consider again a
mean-field model specified by rates W±n and an observable A of the form given in (9), which is incremented by α
±
n for
transitions from state n to n± 1. Repeating the analysis of Section VB1, we find ψA(s) = −N minρ FA(ρ, s) with
FA(ρ, s) = 1
N
{− 2(W+Nρe−s(α+Nρ+α−Nρ)W−Nρ)1/2 +W+Nρ +W−Nρ} (96)
For example, in the case of the complexity Q+, one has α
±
n = ln
W±n
W+n +W
−
n
and
ψ+(s) = −min
ρ
{
−2
[
W+NρW
−
Nρ
] 1−s
2
[
W+Nρ +W
−
Nρ
]s
+W+Nρ +W
−
Nρ
}
(97)
where, again, this variational bound is exact because of its independence of the form of the trivial wavefunction used.
By analogy with FK(ρ, s), we find that e−NtFA(ρ,s) give the probability of homogeneous histories with density ρ, in
the s-ensemble.
C. Dynamical free energy landscape (field theoretic approach)
In Section VB, we have considered large deviations of time-averaged observables, using these quantities to charac-
terise the histories within the s-ensemble. We now discuss the calculation of dynamical correlation functions within
this ensemble. We make use of a field-theoretic description of the FA model.
1. Field-theory for the bosonic FA model
Using the Doi-Peliti representation of the bosonic FA model (Section III C), we use coherent states to write the
partition function ZK(s, t) as a path integral over (time-dependent) functions {ϕˆi} and {ϕi} [38]. Then, taking the
continuum limit, we promote these functions to fields (φxτ , φˆxt) depending on position x and time τ , where φxτ has
the dimensions of a density and φˆxτ is dimensionless. Introducing sources h and hˆ for the fields φ and φˆ, we write
Z[s, t;hxτ , hˆxτ ] =
∫
D[φxτ , φˆxτ ] exp
{
−SK [φ, φˆ] +
∫
dxdτ (hxτφxτ + hˆxτ φˆxτ )
}
(98)
where the path integral is over histories of duration t, and (see, for example [37])
SK [φxτ , φˆxτ ] =
∫
dxdτ
{
φˆxτ∂tφxτ − 2dld0
[
(φˆxτφxτ + cl
−d
0 )− e−s(φxτ + cl−d0 φˆxτ )
]
(1 + l20∇2)φˆxτφxτ
}
(99)
where l0 is the lattice spacing, and we have taken a gradient expansion, truncating at quadratic order. We identify
ZK(s, t) = Z[s, t; 0, 0].
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2. Saddle point approximation
We now show that a saddle-point analysis on the action recovers the results of the previous sections. The saddle-
point equations are obtained by maximising the action with respect to φ and φˆ in the absence of the sources (h, hˆ).
The saddle occurs for fields that are homogeneous in space and time, with magnitudes satisfying
0 = 2φˆφ
(
φld0 − e−sc
)
+ φ
(
c− e−sφld0
)
, (100)
0 = 2
(
φˆ− e−s
)
φˆφ+ cφˆ
(
1− e−sφˆ
)
. (101)
These reduce to a single equation if we take cl−d0 φˆ = φ (this origin of this symmetry becomes clear if we use the
symmetrised operator W˜ in the construction of the original path integral). In this single variable, the solutions are
φˆ = 0 and
φˆ = φˆact ≡ 3
4
e−s +
1
4
√
9e−2s − 8 (102)
To estimate the dynamical free energy, we simply identify ψK(s) with (−t−1minS[φ, φˆ]) where the minimum is over
value of the action at the two saddles. The result is
ψK(s) ≃
{
0, s > 0
Nd(cφˆact)
2[φˆacte
−s − 1], s < 0 (103)
where the approximate equality indicates that we are working in the saddle-point approximation. We identify the
time-dependent density (per site) of excitations in the s-ensemble 〈ρ(τ)〉s = ld0〈φ∗(τ)φ(τ)〉. Away from temporal
boundaries, we take the saddle point value for this average, obtaining
ρK(s) ≃
{
0, s > 0
c(φˆact)
2, s < 0
(104)
It is easily verified that (103) and (104) coincide with the variational estimates (58) and (59).
In principle, we can can now use the tools of dynamical field theory [49] to incorporate fluctuations around the
saddle points, and to calculate spatiotemporal correlation functions in the s-ensemble, For example, defining a density
field n(x, τ) through a continuum limit of the original occupation variables ni, we have
〈n(x, τ)n(y, τ ′)〉s = δ
4
δh(x, τ)δh(y, τ ′)δhˆ(x, τ)δhˆ(y, τ ′)
lnZ[s, t;h, hˆ]
∣∣∣∣∣
h=hˆ=0
(105)
Thus, for models with a field-theoretic representation (such as the FA model), the framework described in this
section provides methods for systematic calculation of correlation functions and fluctuation effects in the s-ensemble.
However, these field-theoretical calculations beyond the scope of this paper. We emphasize that the analysis of
Sections IVA and IVC establishes that a dynamical first-order transition does occur at s = 0 in finite-dimensional
KCMs. Thus, while we expect fluctuations to have quantitative effects, the qualitative picture obtained through this
saddle point analysis is not changed.
VI. OUTLOOK
We have analyzed the dynamics of kinetically constrained models, using an ensemble of histories which span a long
time t. This analysis used dynamical tools [5, 6, 7, 8, 11] constructed by analogy with the usual Boltzmann-Gibbs
theory of equilibrium systems. We have established that this procedure captures physically relevant features that are
not accessible from the steady state distribution of configurations in these models.
We have shown that the steady state of KCMs lies on a first-order dynamical transition line, characterised by a
coexistence between active and inactive histories. This first-order line is present both in mean-field systems and in
finite-dimensional models. Its existence is proven by variational bounds on the dynamical free energy, and confirmed in
numerical simulations of several kinetically constrained models, including both spin-facilitated models and kinetically
constrained lattice gases. We have defined dynamical Landau-like free energy, whose form is intimately connected to
the existence of dynamical heterogeneities.
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Earlier studies of non-equilibrium systems used a similar thermodynamic formalism for dynamics to reveal first-order
transitions arising from a static phase transition [50, 51] or from an absorbing state [8]. To place our work in context,
we emphasise that our dynamical phase coexistence is not related to such phenomena. However, the transitions in
these models all appear as singularities in their large deviation functions, consistent with the idea [52] that phase
transitions both in and out of equilibrium can be studied through the eigenvalue spectra of their master operators.
Moreover, the focus of the current paper is on transitions between stationary, time-reversible dynamical states, and
therefore we concentrated on large deviations of quantities that are symmetric in time: this is to be contrasted with
studies that have concentrated on currents of entropy or particles [42, 53], although recent work has hinted that large
deviations of time-symmetric observables may also be of importance in non-equilibrium steady states [54].
We expect our approach to be meaningful in a wider class of systems than those probed in this paper. For example,
glass-forming liquids are known to be dynamically heterogeneous, and this feature can be captured in computational
simulations of atomistic models. It would be interesting to establish whether this heterogeneity is linked to a dynamical
phase transition similar to that present in KCMs. This could indicate a more general link between glassy properties
(not necessarily related to dynamical heterogeneity) and dynamical phase transitions.
Finally, we observe that an experimental scheme for sampling the s-ensemble would be very valuable, since it would
provide a direct test for the existence of a dynamical phase transition. However, the fact that the generalised master
operator WA does not conserve probability makes the search for such a scheme rather challenging.
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APPENDIX A: AVERAGES IN THE s-ENSEMBLE AND EIGENVECTORS OF WA
1. Eigenvectors of WA
In this appendix, we discuss some properties of the operator WA, and their consequences for averages in the s-
ensemble. We write WA in terms of its left and right eigenvectors |Ln〉 and |Rn〉: WA =
∑
n λn|Rn〉〈Ln| with
eigenvalues λ0 > λ1 ≥ . . .. The maximal eigenvalue λ0 is equal to ψA(s). One can normalize eigenvectors so that
〈Ln|Rm〉 = δnm and 〈−|R0〉 = 1 (A1)
where 〈−| =∑C〈C| is the projection state.
Thus, for long times, we have eWAt = |R0〉〈L0|etψA(s) + . . . where the omitted terms on the right hand side are
exponentially smaller than the dominant first term. Therefore, starting from an initial state |P0〉 =
∑
C P0(C)|C〉, with〈−|P0〉 = 1, one has, for large times
|P (t)〉 = eWAt|P0〉 ∼ |R0〉eψA(s)t〈L0|P0〉+ . . . (A2)
where we write the largest eigenvalue of WA as λ0 = ψA(s), and the omitted terms are exponentially smaller than
the first one, for large times t. This allows us to identify the largest eigenvalue of WA with the dynamical free energy
limt→∞ t−1 logZA(s, t), through Equ. (18).
2. Time averages
We now consider a configuration-dependent observable b(C), and an s-ensemble defined as in (12), using an observ-
able A of the form given in (9). We provide a link between the eigenvectors of WA and two weighted averages: the
average of b at the final time t in the s-ensemble
〈b(t)〉s ≡ 〈b(C(t))e
−sA〉
〈e−sA〉 (A3)
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and the time-integrated average of b in the s-ensemble
〈B〉s ≡
〈∫ t
0
dτ b(C(τ))e−sA
〉
〈e−sA〉 (A4)
As discussed in Section VA, 〈B〉s grows linearly in time, but, in general ∂t〈B〉s 6= 〈b(t)〉s. In operator notation,
the average of b at the final time is
〈b(t)〉s = 〈−|bˆ e
tWA |P0〉
〈−|etWA |P0〉 (A5)
where bˆ denotes the diagonal operator of elements b(C). Using the normalization (A1), and the large time result (A2),
we arrive at
〈b(t)〉s = 〈−|bˆ|R0〉 (A6)
Thus the right eigenvector |R0〉 gives the distribution over configurations C at the final time t.
On the other hand, the integrated average 〈B〉s is obtained from the mean value 〈b(τ)〉s in the intermediate regime
0≪ τ ≪ t:
1
t
〈B〉s = 〈b(τ)〉s = 〈−|e
(t−τ)WA bˆ eτWA |P0〉
〈−|etWA |P0〉 (A7)
For 0≪ τ ≪ t, we have
eτWA |P0〉 = eτψA(s)|R0〉 〈L0|P0〉 (A8)
〈−|e(t−τ)WA = 〈−|R0〉 〈L0|e(t−τ)ψA(s) (A9)
and hence
1
t
〈B〉s = 〈b(τ)〉s = 〈L0|bˆ|R0〉 (A10)
Thus, while the average 〈b(t)〉s depends only on |R0〉, the average 〈B〉s depends on both |R0〉 and 〈L0|.
3. Dynamics with detailed balance
From (26), it follows that if a system obeys detailed balance, its master operator satisfies W†K = Pˆ
−1
eq WK Pˆeq, where
Pˆeq is a diagonal operator with elements Peq(C). Thus, |Ln〉 = Pˆ−1eq |Rn〉. Using this property together with results
from the previous section, and denoting |R0〉 =
∑
C R0(C, s)|C〉 we write
〈b(t)〉s =
∑
C
b(C)R0(C, s) (A11)
∂t〈B〉s =
∑
C
b(C)R0(C, s)
2
Peq(C) (A12)
Clearly, these averages are not the same in general. Expanding about s = 0 and using R0(C, 0) = Peq(C), we arrive
at (73), with
b(1) =
∑
C
b(C)∂R0(C, s)
∂s
(A13)
Finally, we note that expectation values of the form ∂t〈B〉s take a simple form when written in terms of the
eigenvectors |V 〉 of the symmetric operator W˜K , discussed in Section II B 6. The matrix elements of this operator are
(W˜K)C,C′ = P
−1/2
eq (C)(WK)C,C′P 1/2eq (C), so its eigenvectors are Vn(C, s) ∝
√
Ln(C, s)Rn(C, s) = Rn(C, s)/
√
Peq(C).
Thus, we have (for large time)
1
t
〈B〉s =
∑
C b(C)V0(C, s)2∑
C V0(C, s)2
(A14)
which links the eigenvector V0(C, s) to physical observables such as B.
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APPENDIX B: OBSERVABLES OF TYPES A AND B
Here, we discuss the connections between observables of the forms given in (9) and (22): we refer to these observables
as type A and type B respectively. We begin with a result that is used in the numerical methods of [19, 20].
Consider an s-ensemble defined as in Section II B 3. That is, take a system with rates W (C → C′) and modify the
statistical weights of its histories by a factor e−sA, where A is an observable of type A. In addition, we define a second
stochastic process (‘modified dynamics’) through the transition rates
Ws(C → C′) = e−sα(C,C′)W (C → C′) (B1)
where the α(C, C′) are obtained from the definition of the observable A, through (9). In addition we define two
configuration-dependent observables, rs(C) =
∑
C′Ws(C → C′), and
δrs(C) = rs(C)− r(C) (B2)
[Here, r(C) =∑C′W (C → C′) is the escape rate for the dynamics W , as in the main text.]
Motivated by the decomposition of Equ. (61), we can establish two ways of defining the same s-ensemble. From (7),
it is easily verified that
Prob[hist|W ]e−sA = Prob[hist|Ws]eδRs (B3)
where the notation Prob[hist|W ] refers to the (unmodified) probability of a history in a system with dynamical rates
W , and
δRs =
∫ t
0
dτ δrs(C(τ)) (B4)
Thus, Equ. (B3) states that histories in the s-ensemble parameterized by A for the original dynamics W have the
same weight as histories in an s-ensemble parameterized by δRs, for the modified dynamics Ws.
Since the two ensembles are identical, it follows that all observables have the same averages: for example
〈Oe−sA〉W = 〈OeδRs〉Ws , (B5)
where the subscript on the average refers to the dynamical rules used for the sum over histories. Further, this result
holds for histories of finite duration t, as long as the same initial conditions are used in both averages.
For the specific case where the observable A is the activity K then this relation takes a particularly simple form.
Following Section II B 3 with α(C, C′) = 1 for all C and C′, the master operator associated with this s-ensemble has
matrix elements
(
WK
)
C,C′ = e
−sW (C′ → C) − r(C)δC,C′ From (B1), we find Ws(C → C′) = e−sW (C → C′): that is,
the modification to the dynamics simply involves a rescaling of time by a factor e−s. In addition, for B = R, we have
δrs(C) = sr(C), so we define an s-ensemble associated with the observable R[hist] =
∫ t
0 dτ r(C(τ)), which is of type B.
From the analysis of Section II B 5, the master operator associated with this ensemble, WR, has matrix elements
(WR)C,C′ =W (C′ → C)− (1 + s)r(C)δC,C′ (B6)
from which we can see that
WK(s) = e
−s
WR (e
s − 1) (B7)
This equation relates the dynamical free energies of the s-ensembles for K and R, based on the same unbiased
dynamicsW . The dynamical free energies ψK(s) and φR(s) are given by the largest eigenvalues of WK and WR: they
satisfy
ψK(s) = e
−sφR
(
es − 1) (B8)
Hence, we can also relate the cumulants of the observables K and R. For example,
〈K〉 = 〈R〉 (B9)
〈K2〉c = 〈R2〉c − 〈R〉 (B10)
This last equation provides an interpretation of the variance (second cumulant) of K, through
1
t
〈K2〉c = −〈r〉+
∫ t
0
2t′
t
[
〈r(t)r(t′)〉 − 〈r(t)〉〈r(t′)〉
]
dt′ (B11)
where the correlation function is evaluated at s = 0.
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APPENDIX C: LINK TO DONSKER-VARADHAN THEORY
As in the main text, we consider a Markov process described by transition rates W (C → C′) between configurations
{C}. For a history C(τ), we define the experimental measure
µ¯(C, t) =
∫ t
0
dτ δC,C(τ) (C1)
This history-dependent observable simply counts how much time was spent in configuration C between 0 and t. This
is the central object of Donsker-Varadhan [55] theory (see also [5, 56]). For large times, the experimental measure
approaches the steady state distribution, limt→∞ 1t 〈µ¯(C, t)〉 = Pst(C).
Donsker-Varadhan theory gives information on the large deviations of the experimental measure µ¯(C, t) from the
steady-state distribution, in the long time limit. Therefore, it is naturally connected to the statistics of histories and
to the dynamical ensemble approach discussed in this article. For example, consider an observable b(C) depending
on the configuration of the system. The experimental measure µ¯(C, t) determines the time-integrated value of the
observable b through ∫ t
0
dτ b(C(τ)) =
∑
C
b(C)µ¯(C, t) ≡ t 〈b〉µ¯ (C2)
which defines 〈b〉µ¯: the average of b with respect to the experimental measure µ¯. In this appendix, we establish links
between the s-ensemble approach and the results of Donsker and Varadhan. In particular, we develop a variational
method that gives the large deviations of an observable B, in the s-ensemble defined for an (unrelated) observable A.
1. Donsker-Varadhan large deviation function
The Donsker-Varadhan (DV) theorem [55] states that in the long time limit
Prob
[
µ¯(C, t) = tµ(C)] = et J[µ] (C3)
with (see for instance [5, 56])
J [µ] = inf
ρ>0
∑
C,C′
{
W (C → C′)ρ(C
′)
ρ(C) µ(C)− r(C)µ(C)δC′C
}
(C4)
where the infimum has to be taken over normalized measures ρ(C), with ∑C ρ(C) = 1.
If W obeys detailed balance with respect to an equilibrium distribution Peq(C), the infimum is obtained for ρ(C) =√
µ(C)/Peq(C) and the large deviation function reduces to
Jeq[µ] =
∑
C,C′
{[
W (C → C′)W (C′ → C)]1/2[µ(C)µ(C′)]1/2 − r(C)µ(C)δC′C} (C5)
for normalised measures
∑
C µ(C) = 1. Writing
µ(C) = V (C)
2∑
C V (C)2
, (C6)
we identify
Jeq[µ] =
〈V |W˜|V 〉
〈V |V 〉 (C7)
as the function to be maximised in (27), for the case s = 0.
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2. Dynamical Landau free energy at s = 0
We now apply the DV theorem to the large deviations of an observable b(C). Integrating over a time t, we define
the history-dependent quantity
B(t) =
∫ t
0
dτ b(C(τ)), (C8)
As discussed in Section II B 4, one expects the probability distribution of B(t) to behave as
Ωdyn(B = bt, t) ∼ etπ(b) (C9)
for large times t.
The large-deviation function pi(b) can be obtained through the Donsker-Varadhan functional using B(t) =∑
C b(C)µ¯(C, t), so that
Prob
[
B(t) = tb
]
=
〈
δ
(
B(t)− tb)〉
=
∫
dµ
〈
δ
(
B(t)− tb) δ(t−1µ¯(C, t)− µ(C))〉
=
∫
dµ δ
(∑
C
b(C)µ(C) − b) 〈δ(µ¯(C, t)− tµ(C))〉 (C10)
=
∫
dµ δ
(〈b〉µ − b) etJ[µ] (C11)
where the average 〈b〉µ was defined in (C2). Here, we have replaced an average over histories 〈·〉 with an integral over
possible realisations of the experimental measure µ, weighted by their probabilities (which are known from the DV
theorem). In the limit of large time, we maximise the argument of the exponential, subject to a constraint imposed
by the δ-function. Hence,
pi(b) = sup
µ with
〈b〉µ=b
J [µ] (C12)
which for systems obeying detailed balance can again be expressed in terms of the operator W˜, using (C6).
3. Dynamical Landau free energy for any s
We now generalise this analysis to the s-ensemble. We note that the values of ‘type A’ observables [those of the
form given in (9)] cannot be obtained from the experimental measure µ¯(C). To connect these observables to the DV
approach, we use the results of appendix B.
The large deviations of the observable B in the s-ensemble specified by A are determined by
ΩA(s, b) = 〈δ(B − bt)e−sA〉W , (C13)
where as in appendix B, the label on the average indicates the dynamical rules used to generate the ensemble of
histories. From (B5), we can write
ΩA(s, b) = 〈δ(B − bt)e−sA〉W = 〈δ(B − bt)eδRs〉Ws , (C14)
with an observable δRs and rates Ws(C → C′) given in Equ. (B1) and (B4).
Now, following the analysis of the previous section, we have
ΩA(s, b) =
〈
eδRsδ
(
B¯(t)− tB)〉
Ws
=
∫
dµ δ
(〈b〉µ − B) et(J[µ|Ws]+〈δrs〉µ) (C15)
where 〈δr〉µ =
∑
C µ(C)δr(C), and J [µ|Ws] is the Donsker-Varadhan functional for stochastic process with rates Ws.
Again, the integral over µ can be evaluated by maximising the argument of the exponential subject to the constraint
on 〈b〉µ, leading to ΩA(s, b) ∼ exp tpiA(s, b) = with
piA(b, s) = − sup
µ with
〈b〉µ=b
JA[µ, s] (C16)
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with
JA[µ, s] =
∑
C,C′
{
e−
s
2
[α(C,C′)+α(C′,C)][W (C → C′)W (C′ → C)]1/2[µ(C)µ(C′)]1/2 − r(C)µ(C)δC′C} (C17)
where we emphasise that the ratesW (C → C′) are those of the original (unmodified) dynamics. From (C6), we identify
JA[µ, s] =
〈V |W˜A|V 〉
〈V |V 〉 (C18)
as the quantity to be maximised in (27) for A = K. Moreover, for b being the occupation number n and A the activity
K, one recognizes in (C18) the result (94).
We observe that these results have been derived for dynamics which obey detailed balance, but they are not
restricted to that situation. For instance, (C16) holds in general, with
JA[µ, s] = inf
ρ>0
∑
C,C′
{
e−sα(C,C
′)W (C → C′)ρ(C
′)
ρ(C) µ(C)− r(C)µ(C)δC′C
}
(C19)
Finally, we note that these results amount to a generalization of the Donsker-Varadhan theorem (C3) in the s-ensemble:
for large times, 〈
e−sAδ
(
µ¯(C, t)− tµ(C))〉 = et JA[µ,s] (C20)
with JA[µ, s] given in general by (C19), which reduces to (C17) if WA can be symmetrised.
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