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We describe a novel search for MeV-to-GeV-mass dark matter, in which the dark matter scatters
off electrons in a scintillating target. The excitation and subsequent de-excitation of the electron
produces one or more photons, which could be detected with an array of cryogenic low-noise pho-
todetectors, such as transition edge sensors (TES) or microwave kinetic inductance devices (MKID).
Scintillators may have distinct advantages over other experiments searching for a low ionization sig-
nal from sub-GeV DM. First, the detection of one or a few photons may be technologically easier.
Second, since no electric field is required to detect the photons, there may be far fewer dark counts
mimicking a DM signal. We discuss various target choices, but focus on calculating the expected
dark matter-electron scattering rates in three scintillating crystals, sodium iodide (NaI), cesium
iodide (CsI), and gallium arsenide (GaAs). Among these, GaAs has the lowest band gap (1.52 eV)
compared to NaI (5.9 eV) or CsI (6.4 eV), allowing it to probe dark matter masses possibly as low
as ∼ 0.5 MeV, compared to ∼ 1.5 MeV with NaI or CsI. We compare these scattering rates with
those expected in silicon (Si) and germanium (Ge). The proposed experimental concept presents
an important complementary path to existing efforts, and its potential advantages may make it the
most sensitive direct-detection probe of DM down to MeV masses.
INTRODUCTION
Dark matter (DM) with a mass in the MeV–GeV range
is phenomenologically viable and has received increasing
attention in recent years [1–8]. An important probe for
DM is with direct detection experiments, in which a DM
particle in the Milky-Way halo interacts with some tar-
get material in a detector, producing an observable signal
in the form of heat, phonons, electrons, or photons [9].
The traditional technique of searching for nuclear recoils
loses sensitivity rapidly for DM masses below a few GeV,
since the DM is unable to transfer enough of its energy to
the nucleus, resulting in no observable signal above de-
tector thresholds. However, DM scattering off electrons,
whose mass is much less than a nucleus, can lead to ob-
servable signals for masses well below 1 GeV [1], opening
up vast new regions of parameter space for experimental
exploration.
DM-electron scattering in direct detection experiments
has been investigated for noble liquid targets [1, 5] and
was demonstrated explicitly to have sensitivity down
to DM masses of a few MeV and cross-sections of
∼ 10−37 cm2 [5] using published XENON10 data [10].
Semiconductor targets like silicon (Si) and germanium
(Ge) could probe potentially several orders of magni-
tude of unexplored DM parameter space for masses as
low as a few hundred keV [1–4]. The feasibility of the
required detector technology to detect small ionization
signals still needs to be demonstrated and may become
available in the next few years, e.g. with SuperCDMS [11]
and DAMIC [12]. In the future, even lower masses could
be probed using superconductors or superfluids [6].
In this letter, we explore using a scintillator as the tar-
get material to search for dark matter with masses as low
as a few hundred keV. One or more scintillation photons
are emitted when an electron excited by a DM-electron
scattering interaction relaxes to the ground state [1][13].
Scintillation photons with an energy of O(few eV) could
be detected by an array of transition edge sensors (TES)
or microwave kinetic inductance detectors (MKIDs) op-
erated at cryogenic temperatures, which surround a scin-
tillating target of volume ∼ O((few cm)3). The devel-
opment of such a large array of photodetectors sensitive
to single photons is an active area of research [14]. The
target itself should be cooled to cryogenic temperatures
to avoid excitations induced by thermal fluctuations and
large thermal gradients between it and the detector array.
Several good scintillating materials exist. In this letter,
we focus on three crystals, sodium iodide (NaI), cesium
iodide (CsI), and gallium arsenide (GaAs). Other mate-
rials will be mentioned briefly.
SCINTILLATORS: ADVANTAGES &
CHALLENGES
Several signals are possible when sub-GeV DM scatters
off a bound electron in an atom or a crystal, exciting the
electron to a higher energy level or an unbound state [1].
Depending on the target material, an experiment can ei-
ther measure an ionization signal, which is obtained by
manipulating the electron with an electric field, or one
or more scintillation photons, which are emitted as the
electron relaxes back to its ground state. Until now, the
latter approach has not been considered in detail.
Measuring the ionization signal has already con-
strained DM as light as a few MeV [5], using XENON10’s
two-phase xenon time projection chamber (TPC). Unfor-
tunately, several possible detector-specific backgrounds
exist, so one cannot currently claim that the observed
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2one- and few-electron events are from DM [5, 10, 15]. Us-
ing semiconductors, CDMSlite [11] applied a bias voltage,
forcing a conduction-band electron to traverse the mate-
rial and generate enough Neganov-Luke phonons [16, 17]
to be measured by phonon detectors. The CDMSlite
setup with improved phonon detectors may in the fu-
ture surpass xenon-based TPCs in their sensitivity to
sub-GeV DM. However, while there may be fewer dark
counts than for two-phase xenon TPCs, the presence of
an electric field may create spontaneous electron-hole
pairs that could mimic a DM signal. Therefore, more
work is needed to establish the potential of the CDM-
Slite setup.
Sub-GeV DM searches are unlikely to be limited by tra-
ditional backgrounds like Compton scattering, cosmogen-
ics, or neutrons. These backgrounds typically produce
electron recoils at higher energies, and ≤ 1 event/kg/year
is expected in SuperCDMS in the ∼ 1−50 eV range [18].
Great care must be taken to limit the material’s sur-
face exposure and radioactive contaminants. Coherent
nuclear scattering of solar neutrinos is similarly insignifi-
cant. Instead, the discussion above highlights that under-
standing and controlling detector dark counts will likely
determine the sensitivity.
Instead of searching for an ionization signal, one could
search for one or more scintillation photons. Scintillators
possibly have two distinct advantages. First, the detec-
tion of such a low number of photons may turn out to
be technologically easier than detecting a low number of
electrons with the CDMSlite setup (or with the DAMIC
setup [12]). Second, no electric field is required to detect
the photons, which may lead to fewer dark counts.
A potential background for scintillators is phosphores-
cence induced from a previous interaction (afterglow).
Our candidate targets scintillate on nano-to-millisecond
timescales, but some photons could arise from excited
states whose lifetimes are much longer (phosphorescent)
due to a “forbidden” radiative transition. The phospho-
rescent photons typically have a lower energy, so if the
photodetector’s energy resolution is too low, a narrow-
band optical filter could be placed between scintillator
and photodetector to remove phosphorescent photons.
SCHEMATIC EXPERIMENTAL CONCEPT
Fig. 1 shows the experimental concept: a scintillating
target is surrounded by a detector-array sensitive to sin-
gle photons. An active shield surrounds the detector to
veto radioactive backgrounds, including gamma rays that
Compton-scatter in the target material. An optical fil-
ter between the scintillator and the photodetector could
ensure passage of only the expected photon wavelengths.
Detectors with single-photon sensitivity and no dark
counts exist, e.g. MKIDs [19] and TESs [20], which
operate at O(100 mK) temperatures. These detectors
can have few-percent energy resolution and microsec-
Scintillator
TES/MKID
Active Shielding
FIG. 1. Schematic experimental concept: a DM particle scat-
ters off an electron in a scintillating target, exciting it to a
higher-energy level; one or more scintillation photons from the
relaxation of the electron to the ground state are observed by
a surrounding photodetector array. The detector is encased
in an active shield to eliminate environmental backgrounds.
No electric field is needed, reducing or eliminating many po-
tential detector-specific backgrounds.
ond time resolution [19]. MKIDs (TESs) have demon-
strated single-photon sensitivity at photon energies of
∼ 0.25 − 12.4 eV [19] (∼ 0.04 − 3.1 eV [21]), with the
potential to be sensitive to meV phonon energies [6, 22].
Currently the most sensitive single-photon devices [6, 23–
25] are small in size, ∼((5−125) µm)3, but efforts exist to
enlarge them [14]. CRESST-II currently has the best de-
tector of few-cm size, sensitive to O(10) photons, which
uses a TES read out by SQUIDs [26, 27]. Silicon photo-
multipliers (SiPM) are possible photodetectors and op-
erate well at cryogenic temperatures, but the dark-count
rate may be too large [28, 29].
DISTINGUISHING SIGNAL FROM
BACKGROUNDS
A few handles exist to distinguish a DM signal from
a background. First, the signal rate modulates annu-
ally and daily due to the motion of the Earth [30]. The
modulation is larger than for elastic WIMP-nucleus re-
coils, since the scattering is inelastic [31], and increases
with threshold. Backgrounds are not expected to have
the same phase, amplitude, period, and energy depen-
dence. Second, the DM-induced electron-recoil spectrum
is distinctive and unlikely to be mimicked by a back-
ground. Third, the DM signal scales with the target
volume, in contrast to many potential backgrounds aris-
ing from the surrounding detector package. This can be
confirmed by using the same detector but with a hollow
crystal [32]. Backgrounds that scale with the target vol-
ume, such as external gammas and phosphorescence, can
be determined by measuring the change in signal when a
gamma ray source is placed outside the detector.
DARK MATTER-ELECTRON SCATTERING
To inform our choice of scintillating materials, we re-
view here the scattering of sub-GeV DM off a bound elec-
tron in a crystal. The salient features emphasized below
3also apply to atoms. See [2] for details.
The rate for DM-electron scattering to excite an elec-
tron from level i to f is
dRcrystal
d lnEe
=
ρχ
mχ
Ncell σe α
m2e
µ2χe
× (1)∫
d ln q
(
Ee
q
η
(
vmin(q, Ee)
))
FDM(q)
2
∣∣fcrystal(q, Ee)∣∣2 ,
where α ' 1/137 is the fine-structure constant, mχ (me)
denotes the DM (electron) mass, ρχ ' 0.4 GeV/cm3
is the local DM density, Ee is the total energy de-
posited, q is the DM-to-electron momentum transfer,
Ncell = Mtarget/Mcell is the number of unit cells in the
target crystal of total (cell) mass Mtarget (Mcell), and
µχe is the DM-electron reduced mass. The crystal form-
factor is∣∣fcrystal(q, Ee)∣∣2 = 2pi2Vcell
αm2e
∑
i f
∫
BZ
d3k d3k′
(2pi)6
δ(Ee −∆E)
(2)
×
∑
G′
qδ(q − |k′ − k +G′|)∣∣f
[ik,fk′,G′]
∣∣2 ,
where ∆E = E
fk′ − Eik, Vcell is the volume of the unit
cell, k,k′ are wavevectors in the first Brillouin Zone (BZ),
and G′ is the reciprocal lattice vector. The reference
cross-section σe and DM form factor |FDM(q)|2 are pa-
rameterizations of the DM-electron interaction defined
as
|Mfree(q)|2 ≡ |Mfree(αme)|2 × |FDM(q)|2 (3)
σe ≡
µ2χe|Mfree(αme)|2
16pim2χm
2
e
, (4)
where |Mfree|2 is the absolute value squared of the elas-
tic DM-free-electron scattering matrix element, averaged
over initial-, and summed over final-state particle spins.
The DM-halo profile is
η(vmin) =
∫
d3vχ gχ(vχ)
1
vχ
Θ(vχ − vmin) (5)
=
1
K
∫
dΩ dvχ vχ e
−|vχ−vE|2/v20 (6)
× Θ(vχ − vmin)Θ(vesc − vχ) ,
where in Eq. (5) we chose for gχ(vχ) the standard
Maxwell-Boltzmann distribution with a sharp cutoff. We
take v0 = 230 km/s, the Earth velocity about the galactic
center vE = 240 km/s, and the DM escape velocity from
the galaxy as vesc = 600 km/s. K = 6.75×1022(cm/s)3 is
the normalization factor. The minimum velocity required
for scattering is
vmin(q, Ee) =
Ee
q
+
q
2mχ
. (7)
There are four salient features worth emphasizing for
sub-GeV DM scattering off electrons:
• First, since the bound electron’s momentum can
be arbitrarily high (albeit with suppressed proba-
bility), q can be arbitrarily high, so that in prin-
ciple all of the DM’s kinetic energy can be trans-
ferred to the electron (in sub-GeV DM scattering
off nuclei only a fraction is transferred to a much
heavier nucleus). Thus, Eχ =
1
2mχv
2
χ ≥ Ee implies
mχ & 250 keV × (Ee/1 eV) for vχ . vesc + vE.
Therefore, smaller ionization energies or band gaps
can probe lower DM masses, with crystal targets
being sensitive down to a few hundred keV.
• Second, since the electron moves at a speed of ∼ α,
much faster than the DM (∼ 10−3), the electron
determines the typical q, qtyp. A rough estimate
for qtyp is the crystal momentum, 2pi/a ∼ 2.3 keV,
where a ∼ 10αme is the lattice constant for our
target choices (see below). Since Ee ∼ q · vχ, the
minimum q to obtain a particular Ee is given by
q & qtyp×Ee/(2.3 eV). A similar estimate holds for
atoms [2]. The signal rate is thus larger in semicon-
ductors with low band gaps (∆E ∼ 1− 2 eV) than
insulators (∆E & 5 eV) or noble liquids (∆E ∼ 12,
16, 25 eV for xenon, argon, helium, respectively).
• Third, while the value of q is naturally qtyp, q can
in fact be much larger as mentioned above. This al-
lows for much larger momentum transfers and recoil
energies, although these are strongly suppressed.
• Fourth, since the scattering is inelastic, the annual
modulation of the signal rate is larger than for typ-
ical WIMP elastic scattering [31].
SCINTILLATING TARGETS
The previous discussion suggests using scintillating
crystals with low band gaps. However, the crystals must
also have high purity, high radiative efficiency (i.e. lit-
tle non-radiative recombination of excited electron-hole
pairs), and few native defects, all while being grown to
large sizes (& 1 kg). We thus focus on NaI and CsI,
but include GaAs, which may also satisfy these criteria.
Table I (top) lists salient features.
NaI and CsI are insulators that scintillate efficiently
through the decay of self-trapped excitons. They are
used extensively due to their high light output and ease
of production [33–40]. Pure CsI is being considered for
a DM-nucleus-recoil search [27]. Early measurements of
GaAs, a direct-gap semiconductor, showed a radiative
efficiency (internal) of ∼ 0.6 at 77 K when doped with
donors or acceptors [41]. Conventional coupling to pho-
todetectors is inefficient due to the high refractive index
(∼ 3.8) but one could apply photonic coatings or deposit
the photodetectors directly onto the surfaces of the GaAs
crystal to reduce internal reflection [42].
4Material Eg [eV] Rad. Eff. E
max
em [eV] τ [ns] Mechanism
NaI [43] 5.9 0.95 4.1 300 SX
CsI [33, 44] 6.4 ∼ 1 4.0 103 SX
GaAs [41] 1.52 ∼ 0.6 ∼ 1.5 103(a) BE
Material Eg [eV] Rad. Eff. E
max
em [eV] τ [ns] Mechanism
PVT [45] 4.8 0.10 3.0 2 organic
CaWO4 [46] 4.2 0.21 2.9 8000 CX
Xe [47, 48] 12.1(b) 0.30 7.1 30(c) excimers
Ar [48, 49] 15.8(b) 0.40 9.9 103(c) excimers
He [50] 24.6(b) 0.29 15.5 10(d) excimers
NaI:Tl [51](e) 5.9 0.50 3.0 115 Tl+
CsI:Tl [51](e) 6.4 ∼ 1 2.2 980 Tl+
Material Eg [eV]
Si 0.67
Ge 1.1
TABLE I. Band gap (Eg), radiative efficiency, photon emis-
sion energy peak (Emaxem ), radiative recombination time (τ),
and scintillation mechanism (SX = self-trapped excitons, Tl+
= thallium ion luminescent center, CX = charge-transfer
emissions, BE = bound excitons, excimers = short-lived, ex-
cited dimeric molecule) for candidate scintillators. We focus
on (top table): pure NaI, pure CsI, and GaAs (doped with
acceptors or donors). Other scintillators may also be suitable
targets (middle table): polyvinyltoluene (PVT, i.e. C27H30),
calcium tungstate (CaWO4), xenon (Xe), argon (Ar), and
helium (He). NaI and CsI, doped with thallium (NaI:Tl,
CsI:Tl), scintillate at room temperature. Si and Ge (bottom
table) are used for comparison, and suitable dopants could
allow them to scintillate. (a)Expected (no measurement).
(b)Ionization energy of outer-shell electron [52]. (c)Triplet life-
time. (d)Singlet lifetime. (e)Room temperature values.
Other scintillator targets are possible, but not con-
sidered further (Table I, middle). Plastic scintillators,
e.g. PVT, have a low radiative efficiency, but this may
be offset by their low production cost. CaWO4 also
has a low radiative efficiency [53]. Noble liquids can
be scaled up relatively easily to large masses. At room
temperature, phonons reduce radiative relaxation (i.e.
quenching) in NaI and CsI, and Tl+ doping is commonly
used to provide efficient radiative centers. We include
them to compare with the undoped cases. All listed
materials (except PVT) are used for DM-nuclear recoil
searches [15, 26, 50, 54–63], but the photodetectors are
not sensitive to single photons [64].
Other suitable low band gap materials may exist.
Crystals with band gaps . few eV are likely semicon-
ductors [65]. Among these, direct-gap semiconductors
have a high radiative efficiency, but no obvious candi-
dates exist besides GaAs. Indirect-gap semiconductors
are more common, but their scintillation is slow and inef-
ficient without doping. However, luminescence has been
reported from Si [66, 67] and Ge [68] at cryogenic tem-
peratures (Table I, bottom). More research could reveal
a (bohr) Vcell (bohr
3) Nbands Ne Nk
CsI 8.6868 655.51 80 8v + 8c,Cs 30× 125
NaI 12.927 464.88 50 8v 30× 216
GaAs 10.8690 321.00 60 8v + 10c,Ga 30× 216
Ge 10.8171 316.4269 66 8v + 20c 1× 243
Si 10.3305 275.6154 56 8v 1× 243
TABLE II. Computational parameters for various materi-
als. Lattice constant (a), cell volume (Vcell), number of va-
lence+conduction bands (Nbands), number of valence v and
core c electrons (Ne), and number of runs with independent
random k-point meshes times number of k-points in each mesh
(Nk). Note that there are two atoms per unit cell.
suitable dopants to achieve high radiative efficiency. We
show results for Ge and Si below since they are poten-
tial scintillators and are also used in current experiments
sensitive to an ionization signal, like SuperCDMS and
DAMIC.
The supplementary materials will review the scintilla-
tion mechanisms of the substances in Table I.
CALCULATIONS
We calculate the DM-electron scattering rates in NaI,
CsI, and GaAs using the QEdark module developed in [2].
We use PBE functionals [69], norm-conserving pseu-
dopotentials [70], and adjust the band gaps to the values
in Table I using a scissor correction [71, 72]. Table II lists
the required calculation parameters. We include in the
density functional theory (DFT) calculation all electrons
with binding energies EB as low as the 3d-shell of Ga
(binding energy EB ∼ 32 eV), the 5p- and 5s-shell elec-
trons (EB ∼ 13 eV and ∼ 23 eV, respectively) of Cs, and
the 3d-shell electrons of Ge as in [2, 4] (deeper electrons
are irrelevant). The numerical uncertainty is estimated
by choosing 30 random k-point meshes. The sensitivity
lines for Ge and Si are from [2] (only one mesh is shown,
but the uncertainty is small [2]).
Our calculations do not include exciton effects. In the
supplementary materials, we argue that exciton effects
are negligible for the low-gap materials GaAs, Ge, or Si,
and may have an O(1) effect for NaI and CsI.
RESULTS
Fig. 2 (left) shows the potential sensitivity to σe
(Eq. (3)) for two different FDM (Eq. (4)), various mate-
rials, two thresholds, and data taken over one year with
1 kg of material. We assume a radiative efficiency of 1.
The low-gap materials GaAs, Si, and Ge can reach poten-
tially DM masses as low as a few hundred keV, whereas
the reach of NaI and CsI is 1–2 MeV. This could probe
lower masses than XENON10 [5], and extend the high-
mass reach by one to several orders of magnitude.
The signal in GaAs, NaI, and CsI consists of one or
more photons, while in Ge and Si it consists of either
one or more electrons, or (if suitable dopants can provide
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FIG. 2. DM-electron-scattering-cross-section (σe) reach vs. DM mass (mχ) for FDM (q) = 1 (top) and FDM (q) = 1/q
2 (bottom),
assuming an exposure of 1 kg for 1 year and a radiative efficiency of 1. Left: Solid (dashed) lines show 3.6 events for a threshold
of one (two) photons, corresponding to the 95% c.l. reach for zero background events in CsI (purple), NaI (green), and GaAs
(red). Bands around solid lines show the numerical uncertainty. Solid (dashed) lines for Ge (blue) and Si (gold) are the
one(two)-electron threshold lines from [2]. Right: Solid (dashed) lines show 5σ-discovery reach using annual modulation for a
threshold of one (two) photons, assuming zero backgrounds. The gray region is excluded by XENON10 [5].
a high radiative efficiency) one or more photons. We
show two thresholds: “1γ” requires Ee ≥ Eg, while “2γ”
requires Ee ≥ Eg + 〈E〉, where 〈E〉 is the mean energy
needed for the recoiling electron to form another electron-
hole pair. A phenomenological approach gives 〈E〉 ∼
2.9 eV (3.6 eV, 4.2 eV) for Ge (Si, GaAs) [2, 73, 74].
Precise values for CsI and NaI are unavailable, so we
show 〈E〉 = 3Eg [74]. More theoretical work and an
experimental calibration can better quantify the num-
ber of photons produced by low-energy electron recoils.
The mass threshold is different for the 1γ and 2γ lines.
However, the low-gap materials have a similar high-mass
reach for either threshold, since Ee is typically several eV
and more likely to produce two rather than one photon.
Resolving two photons in coincidence can help reduce
backgrounds.
The annual modulation of the signal rate can be used
as a discriminant from background [30]. Fig. 2 (right)
shows 5σ discovery lines for which ∆S/
√
Stot +B = 5
with B = 0. Here ∆S is the modulation amplitude
and Stot (B) is the total number of signal (background)
events. The sensitivity weakens ∝ √B, assuming B is
constant in time.
To summarize, we described a novel search for sub-GeV
DM, using scintillators. Scintillators provide a comple-
mentary path with potential advantages over other ap-
proaches searching for a low ionization signal: the detec-
tion of photons may be technologically easier with fewer
dark counts.
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9Supplemental Material:
Direct Detection of sub-GeV Dark Matter with Scintillating Targets
In these supplementary materials, we provide a few
more details that are not essential for understanding the
letter. In particular, we discuss the scintillation mecha-
nisms of various materials mentioned in Table I, as well
as give a brief discussion on whether the effect of excitons
should be included in the calculation of the DM-electron
scattering rates. For completeness, we also provide plots
showing our calculated band structures and density of
states for the five elements shown in Fig. 2, as well as the
recoil spectra for GaAs, NaI, and CsI.
BRIEF REVIEW OF SCINTILLATION
MECHANISMS
We review briefly the scintillation mechanisms of the
materials listed in Table I of the letter. In general, for
a material to be a scintillator, it must contain lumi-
nescent centers. These centers can be either extrinsic
(e.g. dopants and impurities) or intrinsic (e.g. defects of
the lattice or excitons), and give rise to a transition be-
tween a higher- and a lower-energy state. Moreover, the
energy levels involved in the transition must be contained
in a forbidden energy region (e.g. the band gap for semi-
conductors and insulators, or excimer states in gases) to
avoid re-absorption of the emitted light or photoioniza-
tion of the center (Fig. 3).
Pure CsI and NaI at cryogenic temperatures scintillate
via the formation of self-trapped excitons, where an exci-
ton (an electron-hole bound state) becomes self-trapped
by deforming the lattice structure around it. At cryo-
genic temperatures the system lies at the minimum en-
ergy in lattice configuration space, and the system can
only return to the ground state by emission of a photon.
At higher temperatures, thermally induced lattice vibra-
Conduction Bands
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Band Gap
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Excited 
States
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Scintillation
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FIG. 3. Illustration of the different mechanisms for light emis-
sion in a scintillating crystal.
tions allow the system to return to the ground state by
phonon emission resulting in a low radiative efficiency.
At room temperature, this thermal quenching is over-
come by doping the material with e.g. thallium. In these
cases, Tl+ traps the excitons and provides an efficient
luminescence center.
Direct-gap semiconductors, like GaAs, have the ad-
vantage that an excited electron can recombine with a
hole without requiring a change in crystal momentum.
In practice, however, dopants are used to enhance the
radiative quantum efficiency, by providing radiative cen-
ters, and to reduce non-radiative recombination from im-
purities and native defects.
Indirect-gap semiconductors, like Si and Ge, require
dopants to allow radiative recombination at cryogenic
temperatures through the formation of a bound exciton
that can radiate without the need for a change in crystal
momentum.
Plastic scintillators consist of a base polymer that con-
tains delocalized pi-orbital electrons and a small concen-
tration of fluorescent molecules. Excited pi-orbital elec-
trons will diffuse through the base polymer and excite
fluorescent molecules. These excitations have radiative
lifetimes of 1 − 2 nanoseconds. This process is efficient
both at room and cryogenic temperatures.
In tungstate scintillators, valence-band electrons on
the oxygen ions can be excited to conduction band states
on the tungsten ions. In PbWO4, the excited state is
thermally quenched so that at room temperature the lu-
minosity is low and the decay time is short. CaWO4 and
CdWO4 are more efficient at room temperature and their
decay times are ∼10 microseconds.
EFFECT OF EXCITONS ON DARK
MATTER-ELECTRON SCATTERING-RATE
CALCULATION
Our calculation of the DM-electron scattering rate ne-
glects the effect of excitons. In this section, we discuss
why we expect this to be a good approximation for the
low-band-gap materials (Ge, Si, and GaAs), but that
there may be an O(1) correction for the large-band-gap
insulators (NaI and CsI).
Semiconductors or insulating crystals are characterized
by a finite band gap, Eg, between the top of the valence
band and the bottom of the conduction band. These
bands form an energy continuum for the excitation of an
electron from the valence to the conduction band, which
can be viewed as the creation of a free-electron-free-hole
pair. In our calculation of the DM-electron scattering
rate, we included the contribution of this continuum of
10
ε m∗e/me m
∗
h/me ∆EB,n=1 [eV] an=1/a
CsI [79, 80] 5.65 0.312 2.270 0.117 2.37
NaI [80, 81] 7.28 0.287 2.397 0.066 2.20
GaAs [79, 82] 12.85 0.067 0.45 0.005 20.3
Ge [79, 82] 16 0.2 0.28 0.006 12.7
Si [79, 82] 13 0.33 0.49 0.016 6.38
TABLE III. Dielectric constant (ε), effective electron mass
(m∗e), effective hole mass (m
∗
h), 1s-exciton binding energy, and
1s-exciton radius (in units of the lattice constant a in Table II)
for various materials.
states.
The small electrostatic Coulomb attraction between
the negatively charged electron and positively charged
hole creates an exciton, a bound electron-hole pair (see
e.g. [75–78] and references therein). As we will see below,
this Coulomb-bound electron-hole pair can be modeled
with Rydberg-like states with energies Eg −EB,n, where
EB,n is the binding energy and n labels the Rydberg-
like energy level. The energy of these excitons is there-
fore in the “forbidden” band-gap region, so that the den-
sity of states is nonzero even at energies slightly below
the conduction band. Moreover, the bound electron-hole
pair has ionized states with a continuous energy due to
their relative motion. It turns out that excitons there-
fore also moderately increase the density of states just
above the band gap compared to a calculation that ne-
glects them. Including exciton effects in the DM-electron
scattering-rate calculation could thus be important for
two reasons. First, a nonzero density of states below the
band gap means that the actual mass threshold is slightly
lower. Second, any calculation that neglects exciton ef-
fects might underestimate slightly the scattering rate.
Excitons are extensively studied in solid state physics
and play an important role in determining the properties
of various materials. For example, it is well known that
excitons are crucial in understanding the spectrum for
the absorption of light, as they allow for photons with an
energy just below Eg to be absorbed by an electron. Sim-
ilarly, excitons can play an essential role in determining
the scintillation properties of a material. For example, an
electron excited from the valence to the conduction band
can quickly relax to the bottom of the conduction band
and then into an exciton state by emitting phonons. The
radiative decay of the exciton then yields a photon whose
energy is just below that of the band gap. This typically
allows the photon to traverse the material without being
absorbed again, i.e. the material scintillates.
We can estimate how far below the conduction band
the density of states will be nonzero from exciton effects
by using a hydrogen-like model for the electron-hole pair.
In particular, the exciton binding energies EB,n can be
approximated by a modified Rydberg energy, namely
∆EB,n =
α2 µeh
2 ε2 n2
, (8)
where ε is the dielectric constant of the crystal, n =
1, 2, . . ., and µeh is the effective electron-hole reduced
mass, given by
µ∗eh =
(
1
m∗e
+
1
m∗h
)−1
, (9)
where m∗e (m
∗
h) is the effective electron (hole) mass. In
this approximation, the electron-hole pair is assumed to
be subject to a screened Coulomb potential characterized
by the dielectric constant ε. This is a good approximation
only if the exciton radius, an, is much larger than the
lattice constant (Wannier exciton). The exciton radius
is given by
an =
εmen
2
µeh
a0 , (10)
where a0 is the (hydrogen) Bohr radius. The relevant
values for the materials we considered in the letter are
given in Table III, which also lists the binding energy
and size of the various 1s exciton states (i.e. with n = 1).
The 1s-exciton radii listed in Table III for GaAs, Ge,
and Si are much larger than the lattice constants given
in Table II, so that the approximation of the binding
energies with Eq. (8) is expected to be reasonable. For
NaI and CsI, the approximation is expected to be worse,
but not dramatically so. We can thus use this simple
estimate of the binding energies to reach at least quali-
tative conclusions for how the inclusion of exciton effects
might affect the DM-mass threshold and the DM-electron
scattering-rate calculation.
First, we see from Table III that the 1s-exciton binding
energies for the low-band-gap materials, GaAs, Ge, and
Si, are very small, ∼ 10 meV, but even for the insulators,
NaI and CsI, the binding energy only reaches about ∼
100 meV. This lowers the mass threshold by ∼ 1−30 keV,
depending on the material, an effect that is smaller than
the numerical uncertainty of the rate calculation without
excitons.
Second, recall that the electron’s recoil energy after a
DM scattering event is typically several eV. The typical
recoil energy is thus larger than the band gap energy
for semiconductors like GaAs, Ge, and Si. A moderate
increase in the density of states from the inclusion of
exciton effects 10 meV below the band gap, as well as just
above it, is thus not expected to be important in the rate
calculation. For the insulators NaI and CsI with band
gaps around 6 eV, an increase in the density of states
below and above the conduction band’s bottom could be
somewhat important, since the electron will largely prefer
to scatter to those states rather than higher-energy ones.
The calculation of exciton effects in the DM-electron
scattering requires a dedicated effort. One reason for this
is that existing numerical codes usually calculate exciton
effects for photon absorption or emission. However, a
photon being absorbed by an electron does not signif-
icantly change the momentum of the electron, so that
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�χ = �� ��� FIG. 4. Electron recoil spectra from DM-electron scat-
tering in GaAs, NaI, CsI, Ge, and Si as a function of
total deposited energy Ee, for mχ = 10 MeV (blue lines)
and 1 GeV (black lines) and DM form factors FDM = 1
(solid lines) and FDM = (αme/q)
2 (dashed lines). We
fix σe = 10
−37cm2 and assume an exposure of 1 kg-year.
The Ee-axis begins at the band-gap energies Eg.
12
Γ X W L Γ K X
Brillouin zone path
-15.0
-12.5
-10.0
-7.5
-5.0
-2.5
0.0
2.5
5.0
7.5
10.0
12.5
15.0
17.5
E 
[e
V
]
GaAs
0.0 0.02 0.04
  DoS [1/eV]
-15.0
-12.5
-10.0
-7.5
-5.0
-2.5
0.0
2.5
5.0
7.5
10.0
12.5
15.0
17.5
E [eV
]
Γ X W L Γ K X
Brillouin zone path
-10.0
-7.5
-5.0
-2.5
0.0
2.5
5.0
7.5
10.0
12.5
15.0
E 
[e
V
]
NaI
0.0 0.05 0.1
  DoS [1/eV]
-10.0
-7.5
-5.0
-2.5
0.0
2.5
5.0
7.5
10.0
12.5
15.0
E [eV
]
Γ X M Γ R X M R
Brillouin zone path
-20.0
-15.0
-10.0
-5.0
0.0
5.0
10.0
15.0
20.0
E 
[e
V
]
CsI
0.0 0.05 0.1
  DoS [1/eV]
-20.0
-15.0
-10.0
-5.0
0.0
5.0
10.0
15.0
20.0
E [eV
]
Γ X W L Γ K X
Brillouin zone path
-25.0
-20.0
-15.0
-10.0
-5.0
0.0
5.0
10.0
15.0
E 
[e
V
]
Ge
0.0 0.01250.025
  DoS [1/eV]
-25.0
-20.0
-15.0
-10.0
-5.0
0.0
5.0
10.0
15.0
E [eV
]
Γ X W L Γ K X
Brillouin zone path
-12.5
-10.0
-7.5
-5.0
-2.5
0.0
2.5
5.0
7.5
10.0
12.5
E 
[e
V
]
Si
0.0 0.025 0.05
  DoS [1/eV]
-12.5
-10.0
-7.5
-5.0
-2.5
0.0
2.5
5.0
7.5
10.0
12.5
E [eV
]
FIG. 5. Calculated band structure (black lines) and
density of states (DoS, blue lines) of the electronic states
for gallium arsenide (GaAs), sodium iodine (NaI), ce-
sium iodine (CsI), germanium (Ge), and silicon (Si). We
show all valence electron states included in our DM-
electron-scattering-rate calculation as well as the bottom
of the conduction band. The DoS was calculated by
smearing the energy with a Gaussian function of width
δE = 0.25 eV.
the transition from valence to conduction band occurs at
roughly the same k-point. Instead, DM scattering off an
electron does transfer a sizeable momentum, comparable
with the crystal momentum.
The above discussion shows that it would be desirable
to include exciton effects for NaI and CsI in the future.
Neglecting the exciton effects, as we have done in our
calculations, gives an overall conservative estimate for
the DM-electron scattering rates.
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RECOIL SPECTRA FOR GALLIUM ARSENIDE,
SODIUM IODINE, AND CESIUM IODINE
Fig. 4 shows the electron recoil spectra from DM-
electron scattering for GaAs, NaI, and CsI. as a func-
tion of total deposited energy Ee, for two DM masses
and two choices for the DM form factor. We include also
spectra for Ge and Si for comparison (see also [2]). As
expected, the spectra extend to higher recoil energies for
higher DM masses, and FDM ∝ 1/q2 spectra decrease
faster than those for FDM = 1, since lower momentum
transfers are preferred. Bump-like features in the spec-
tra are explained by comparing the energy at which they
occur with the energies of the available valence bands.
DENSITY OF STATES AND BAND
STRUCTURES
Fig. 5 shows our calculated band structure and density
of states (DoS) for GaAs, NaI, and CsI. For completeness,
we include slightly modified plots from [2] for Ge and Si.
We show all valence electron levels included in our DM-
electron-scattering-rate calculation as well as the bottom
of the conduction band.
