Global existence and asymptotic behavior of solutions for a semi-linear wave equation  by Wang, Yu-Zhu et al.
J. Math. Anal. Appl. 385 (2012) 836–853Contents lists available at ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Global existence and asymptotic behavior of solutions for a semi-linear
wave equation
Yu-Zhu Wang ∗, Fagui Liu, Yuanzhang Zhang
School of Mathematics and Information Sciences, North China University of Water Resources and Electric Power, Zhengzhou 450011, China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 23 March 2011
Available online 12 July 2011
Submitted by H. Liu
Keywords:
Semi-linear wave equation
Global existence
Asymptotic behavior
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1. Introduction
We investigate the initial value problem of the following semi-linear wave equation
utt − u − utt + ut = f (ut) (1.1)
with the initial value
t = 0: u = u0(x), ut = u1(x). (1.2)
Here u = u(x, t) is the unknown function of x = (x1, . . . , xn) ∈ Rn and t > 0. The term ut represents a frictional dissipation,
and the term utt corresponds to the rotational inertia effects. The nonlinear term f (v) is a smooth function of v under
consideration and satisﬁes f (v) = O (|v|2) for v → 0.
Equations of the fourth-order appear in problems of solid mechanics and in the theory of thin plates and beams, water
waves. The existence and the uniqueness of global strong solutions and global classical solutions for Cauchy problem for
the generalized IMBq equation are proved (see [17]). In [2], the asymptotic behavior of solutions of a hyperbolic equation
of fourth-order was established. For more about wave equations of higher order, we refer to [18,20,23].
The main purpose of this paper is to establish global existence and asymptotic behavior of solutions to (1.1), (1.2). Firstly,
we consider the decay property of the corresponding linear equation
utt − u − utt + ut = 0. (1.3)
The decay structure of (1.3) is of the regularity-loss type which is characterized by the property
Reλ(ξ)−c|ξ |2/(1+ |ξ |2)2, (1.4)
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following decay estimate of solutions to the linear problem (1.3), (1.2)∥∥∂kx u(t)∥∥Hs−2k−[ n+12 ]  C(1+ t)−
k
2− n4 (1.5)
for k 0 and 2k + [n+12 ] s and∥∥∂kx u(t)∥∥Hs−2k−2 j  C(1+ t)− k2− j (1.6)
for 0 j  [ n4 ], k 0 and 2k + 2 j  s, provided that u0,u1 ∈ Hs ∩ L1.
Based on the decay estimate (1.5), (1.6), to solve the Cauchy problem (1.1), (1.2), we introduce a Banach space X deﬁned
by the norm
‖u‖X =
∑
2k+[ n+12 ]s
sup
t0
(1+ t) k2+ n4 ∥∥∂kx u(t)∥∥Hs−2k−[ n+12 ] +
[ n4 ]∑
j=0
∑
2k+2 js
sup
t0
(1+ t) k2+ j∥∥∂kx u(t)∥∥Hs−2k−2 j ,
which is a set of time-weighted Sobolev spaces. Under small condition on the initial value, we prove that the Cauchy
problem (1.1), (1.2) has a unique global solution in the above function space by the contraction mapping principle. Moreover,
the solution obtained veriﬁes the decay estimate (1.5) and (1.6), see Theorem 5.1 and Remark 5.1. Thus we obtain global
existence and asymptotic behavior of solutions for the Cauchy problem (1.1), (1.2).
The study of global existence and asymptotic behavior for hyperbolic-type equations has a long history. We refer to
[3–5,14,19,21] for hyperbolic equations, to [8,11,10,12,13,16,22] for damped wave equation and to [6] for wave equation of
memory-type dissipation. Also, we refer to [1,7,9,15] for various aspects of dissipation of the plate equation. The dissipative
structure of the regularity-loss type studied in this paper is very weak in high frequency region, so that even in a bounded
domain case it does not give an exponential decay but a polynomial decay of the energy.
There are two points worthy to be mentioned in this paper. The ﬁrst point is that the equation is an inertial model
characterized by the term utt . Without this inertial term utt , Eq. (1.3) is reduced to
utt − u + ut = 0
and the analysis will be much easier since the associated fundamental solutions are similar to the heat kernel and decay
exponentially in high frequency region. In fact, in this case the decay structure is characterized by
Reλ(ξ)−c|ξ |2/(1+ |ξ |2). (1.7)
The second point is that our dissipative mechanism given by the linear term ut is relatively weaker compared with the one
given by the damping term ut . For the latter case, Eq. (1.3) becomes
utt − u − utt − ut = 0.
In the case, the decay structure in this case is also characterized by (1.7).
We give some notations which are used in this paper. Let F [u] denote the Fourier transform of u deﬁned by
uˆ(ξ) = F [u] =
∫
Rn
e−iξ ·xu(x)dx,
and we denote its inverse transform by F−1. For a nonnegative integer k, ∂kx denotes the totality of all the k-th order
derivatives with respect to x ∈Rn .
For 1  p ∞, Lp = Lp(Rn) denotes the usual Lebesgue space with the norm ‖ · ‖Lp . Let s be a nonnegative integer,
Hs = Hs(Rn) denotes the Sobolev space of L2 functions, equipped with the norm ‖ · ‖Hs . Also, Ck(I; Hs) denotes the space
of k-times continuously differentiable functions on the interval I with values in the Sobolev space Hs = Hs(Rn).
Finally, in this paper, we denote every positive constant by the same symbol C or c without confusion. [·] is the Gauss’
symbol.
The paper is organized as follows. In Section 2 we derive the solution formula of our semi-linear problem. We study the
decay property of the solution operators appearing in the solution formula in Section 3. Then, in Section 4, we discuss the
linear problem and show the decay estimates (1.5) and (1.6). Finally, we prove global existence and asymptotic behavior of
solutions for the Cauchy problem (1.1), (1.2) in Section 5.
2. Solution formula
The aim of this section is to derive the solution formula for the problem (1.1), (1.2). We ﬁrst investigate Eq. (1.3). Taking
the Fourier transform, we have(
1+ |ξ |2)uˆtt + uˆt + |ξ |2uˆ = 0. (2.1)
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t = 0: uˆ = uˆ0(ξ), uˆt = uˆ1(ξ). (2.2)
The characteristic equation of (2.1) is(
1+ |ξ |2)λ2 + λ + |ξ |2 = 0. (2.3)
Let λ = λ±(ξ) be the corresponding eigenvalues of (2.3), we obtain
λ±(ξ) = −1±
√
1− 4|ξ |2(1+ |ξ |2)
2(1+ |ξ |2) . (2.4)
The solution to the problem (2.1)–(2.2) is given in the form
uˆ(ξ, t) = Gˆ(ξ, t)(uˆ0(ξ) + uˆ1(ξ))+ Hˆ(ξ, t)uˆ0(ξ), (2.5)
where
Gˆ(ξ, t) = 1
λ+(ξ) − λ−(ξ)
(
eλ+(ξ)t − eλ−(ξ)t) (2.6)
and
Hˆ(ξ, t) = 1
λ+(ξ) − λ−(ξ)
((
1+ λ+(ξ)
)
eλ−(ξ)t − (1+ λ−(ξ))eλ+(ξ)t). (2.7)
We deﬁne G(x, t) and H(x, t) by G(x, t) = F−1[Gˆ(ξ, t)](x) and H(x, t) = F−1[Hˆ(ξ, t)](x), respectively, where F−1 denotes the
inverse Fourier transform. Then, applying F−1 to (2.5), we obtain
u(t) = G(t) ∗ (u0 + u1) + H(t) ∗ u0. (2.8)
By the Duhamel principle, we obtain the solution formula for (1.1), (1.2)
u(t) = G(t) ∗ (u0 + u1) + H(t) ∗ u0 +
t∫
0
G(t − τ ) ∗ (1− )−1 f (ut)(τ )dτ . (2.9)
We rewrite this formula as u(t) = u¯(t) + F (ut), where
u¯(t) = G(t) ∗ (u0 + u1) + H(t) ∗ u0 (2.10)
and
F (v) =
t∫
0
G(t − τ ) ∗ (1− )−1 f (v)(τ )dτ . (2.11)
In order to solve the integral equation (2.9), it is convenient to transform (2.9) to an equivalent system. To this end,
differentiating (2.9) with respect to t , we get
ut(t) = Gt(t) ∗ (u0 + u1) + Ht(t) ∗ u0 +
t∫
0
Gt(t − τ ) ∗ (1− )−1 f (ut)(τ )dτ , (2.12)
where we have used G(x,0) = 0. Deﬁne
F˙ (v) =
t∫
0
Gt(t − τ ) ∗ (1− )−1 f (v)(τ )dτ . (2.13)
Then (2.12) can be written as ut(t) = u¯t(t) + F˙ (ut), which is regarded as a closed equation of ut . Then we are led to a
system of equations
u(t) = u¯(t) + F (v), v(t) = u¯t(t) + F˙ (v), (2.14)
which is equivalent to (2.9). Namely, we ﬁrst solve the second equation of (2.14) with respect to v and then deﬁne u by the
ﬁrst equation of (2.14). Then we have v = ut so that this u becomes a desired solution to (2.9).
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The aim of this section is to establish decay estimates of the solution operators G(t) and H(t) appearing in the solution
formula (2.8).
Lemma 3.1. The solution of the problem (2.1), (2.2) satisﬁes∣∣uˆt(ξ, t)∣∣2 + ∣∣uˆ(ξ, t)∣∣2  Ce−cω(ξ)t(∣∣uˆ1(ξ)∣∣2 + ∣∣uˆ0(ξ)∣∣2), (3.1)
for ξ ∈Rn and t  0, where ω(ξ) = |ξ |2
(1+|ξ |2)2 .
Proof. Multiplying (2.1) by ¯ˆut and taking the real part yields
1
2
d
dt
{(
1+ |ξ |2)|uˆt |2 + |ξ |2|uˆ|2}+ |uˆt |2 = 0. (3.2)
Multiplying (2.1) by ¯ˆu and taking the real part, we obtain
1
2
d
dt
{|uˆ|2 + 2(1+ |ξ |2)Re(uˆt ¯ˆu)}+ |ξ |2|uˆ|2 − (1+ |ξ |2)|uˆt |2 = 0. (3.3)
Combining (3.2) and (3.3) yields
d
dt
E + F = 0, (3.4)
where
E = (1+ |ξ |2)2|uˆt |2 +
[
1
2
+ (1+ |ξ |2)|ξ |2
]
|uˆ|2 + (1+ |ξ |2)Re(uˆt ¯ˆu)
and
F = (1+ |ξ |2)|uˆt |2 + |ξ |2|uˆ|2.
A simple computation implies that
C
(
1+ |ξ |2)2E0  E  C(1+ |ξ |2)2E0, (3.5)
where
E0 = |uˆt |2 + |uˆ|2.
Note that
F  |ξ |2E0.
It follows from (3.5) that
F  cω(ξ)E, (3.6)
where
ω(ξ) = |ξ |
2
(1+ |ξ |2)2 .
Using (3.4) and (3.6), we get
d
dt
E + cω(ξ)E  0.
Thus
E(ξ, t) e−cw(ξ)t E(ξ,0),
which together with (3.5) proves the desired estimates (3.1). Then we have completed the proof of the lemma. 
Lemma 3.2. Let Gˆ(ξ, t) and Hˆ(ξ, t) be the fundamental solution of (1.3) in the Fourier space, which are given in (2.6) and (2.7),
respectively. Then we have the estimates∣∣Gˆ(ξ, t)∣∣2 + ∣∣Gˆt(ξ, t)∣∣2  Ce−cω(ξ)t (3.7)
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for ξ ∈Rn and t  0, where ω(ξ) = |ξ |2
(1+|ξ |2)2 .
Proof. If uˆ0(ξ) = 0, from (2.5), we obtain
uˆ(ξ, t) = Gˆ(ξ, t)uˆ1(ξ), uˆt(ξ, t) = Gˆt(ξ, t)uˆ1(ξ).
Substituting the equalities into (3.1) with uˆ0(ξ) = 0, we get (3.7).
In what follows, we consider uˆ1(ξ) = 0, it follows from (2.5) that
uˆ(ξ, t) = (Gˆ(ξ, t) + Hˆ(ξ, t))uˆ0(ξ), uˆt(ξ, t) = (Gˆt(ξ, t) + Hˆt(ξ, t))uˆ0(ξ).
Substituting the equalities into (3.1) with uˆ1(ξ) = 0, we get∣∣Gˆ(ξ, t) + Hˆ(ξ, t)∣∣2 + ∣∣Gˆt(ξ, t) + Hˆt(ξ, t)∣∣2  Ce−cω(ξ)t,
which together with (3.7) proves the desired estimate (3.8). The lemma is proved. 
Let G0(t)
G0(x, t) = F−1
[
e−|ξ |2t
]
(x)
be the fundamental solution to ut − u = 0.
Lemma 3.3. Let Gˆ(ξ, t) and Hˆ(ξ, t) be the fundamental solution of (1.3) in the Fourier space, which are given in (2.6) and (2.7),
respectively. Then there is a small positive number R0 such that if |ξ | R0 and t  0, we have the following estimates∣∣(Gˆ − Gˆ0)(ξ, t)∣∣+ ∣∣Hˆ(ξ, t)∣∣ C |ξ |2e−c|ξ |2t + Ce−ct, (3.9)∣∣Gˆt(ξ, t)∣∣ C |ξ |2e−c|ξ |2t + Ce−ct (3.10)
and ∣∣∂t(Gˆ − Gˆ0)(ξ, t)∣∣+ ∣∣Hˆt(ξ, t)∣∣ C |ξ |4e−c|ξ |2t + Ce−ct . (3.11)
Proof. For suﬃciently small ξ , using Taylor formula, we get
λ+(ξ) = −|ξ |2 + O
(|ξ |4), λ−(ξ) = −1+ O (|ξ |2),
1
λ+(ξ) − λ−(ξ) = 1+ |ξ |
2 + O (|ξ |4). (3.12)
We rewrite Gˆ(ξ, t) in (2.6) as
Gˆ(ξ, t) = e−|ξ |2t +
(
1
λ+(ξ) − λ−(ξ) − 1
)
eλ+(ξ)t + (e(λ+(ξ)+|ξ |2)t − 1)e−|ξ |2t − eλ−(ξ)t
λ+(ξ) − λ−(ξ) . (3.13)
For suﬃciently small ξ , from (3.12) and (3.13), we immediately obtain∣∣(Gˆ − Gˆ0)(ξ, t)∣∣ C |ξ |2e−c|ξ |2t + Ce−ct .
For suﬃciently small ξ , from (2.7) and (3.12), we immediately get∣∣Hˆ(ξ, t)∣∣ C |ξ |2e−c|ξ |2t + Ce−ct .
Thus we get (3.9). The other estimates are proved similarly and we omit the details. The proof of Lemma 3.3 is complete. 
Lemma 3.4. Let 1 p  2 and k 0. Then for l 0 we have
∥∥∂kx G(t) ∗ φ∥∥L2  C(1+ t)− n2 ( 1p − 12 )− k2 ‖φ‖Lp + C(1+ t)− l2
∥∥∂k+lx φ∥∥L2 (3.14)
and ∥∥∂kx H(t) ∗ ψ∥∥ 2  C(1+ t)− n2 ( 1p − 12 )− k2−1‖ψ‖Lp + C(1+ t)− l2 ∥∥∂k+lx ψ∥∥ 2 . (3.15)L L
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∥∥∂k+lx φ∥∥L2 (3.16)
and ∥∥∂kx Ht(t) ∗ ψ∥∥L2  C(1+ t)− n2 ( 1p − 12 )− k2−2‖ψ‖Lp + C(1+ t)− l2
∥∥∂k+lx ψ∥∥L2 . (3.17)
Proof. By the Plancherel theorem, we obtain
∥∥∂kx H(t) ∗ ψ∥∥2L2 = 1(2π)n
∫
Rn
|ξ |2k∣∣Hˆ(ξ, t)∣∣2∣∣ψˆ(ξ)∣∣2 dξ
= 1
(2π)n
∫
|ξ |R0
|ξ |2k∣∣Hˆ(ξ, t)∣∣2∣∣ψˆ(ξ)∣∣2 dξ + 1
(2π)n
∫
|ξ |R0
|ξ |2k∣∣Hˆ(ξ, t)∣∣2∣∣ψˆ(ξ)∣∣2 dξ
 I1 + I2, (3.18)
where R0 is a positive constant as in Lemma 3.3.
In what follows, we estimate I1. Using (3.9) and Hölder inequality, we obtain
I1  C
∫
|ξ |R0
|ξ |2k+4e−c|ξ |2t∣∣ψˆ(ξ)∣∣2 dξ + C
∫
|ξ |R0
|ξ |2ke−ct∣∣ψˆ(ξ)∣∣2 dξ
 C
∥∥|ξ |2k+4e−c|ξ |2t∥∥Lq(|ξ |R0)
∥∥ψˆ(ξ)∥∥2Lp′ + C
∥∥|ξ |2ke−ct∥∥Lq(|ξ |R0)
∥∥ψˆ(ξ)∥∥2Lp′ ,
where 1q + 2p′ = 1 and 1p + 1p′ = 1.
By a straight computation, we get∥∥|ξ |2k+4e−c|ξ |2t∥∥Lq(|ξ |R0)  C(1+ t)−
n
2q −k−2
and ∥∥|ξ |2ke−c|ξ |2t∥∥Lq(|ξ |R0)  Ce−ct .
It follows from Hausdorff–Young inequality that∥∥ψˆ(ξ)∥∥Lp′  C‖ψ‖Lp .
Thus, we have
I1  C(1+ t)−
n
2q −k−2‖ψ‖2Lp
= C(1+ t)− n2 ( 2p −1)−k−2‖ψ‖2Lp . (3.19)
Note that ω(ξ) c|ξ |−2 when |ξ | R0. Using (3.7), we obtain
I2  C
∫
|ξ |R0
|ξ |2ke−c|ξ |−2t∣∣ψˆ(ξ)∣∣2 dξ
 C sup
|ξ |R0
(|ξ |−2le−c|ξ |−2t)
∫
|ξ |R0
|ξ |2(k+l)∣∣ψˆ(ξ)∣∣2 dξ
 C(1+ t)−l∥∥∂k+lx ψ∥∥2L2 . (3.20)
Combining (3.19) and (3.20) yields (3.15).
Likewise, using (3.7), we can prove (3.14). The other estimates are shown in a similar way by using Lemma 3.3 for
|ξ | R0 and Lemma 3.2 for |ξ | R0. We omit the details. Thus we have completed the proof of the lemma. 
Lemma 3.5. Let 1 p  2 and k 0. Then we have∥∥∂kx (G − G0)(t) ∗ φ∥∥L2  C(1+ t)− n2 ( 1p − 12 )− k2−1‖φ‖Lp + C(1+ t)− l2
∥∥∂k+lx φ∥∥L2 + Ct− j2 e−ct
∥∥∂k− jx φ∥∥L2 (3.21)
for l 0 and 0 j  k,∥∥∂kx (G − G0)t(t) ∗ φ∥∥L2  C(1+ t)− n2 ( 1p − 12 )− k2−2‖φ‖Lp + C(1+ t)− l2
∥∥∂k+lx φ∥∥L2 + Ct− j2 e−ct
∥∥∂k+2− jx φ∥∥L2 (3.22)
for l 0 and 0 j  k + 2.
842 Y.-Z. Wang et al. / J. Math. Anal. Appl. 385 (2012) 836–853Proof. It follows from the Plancherel theorem that
∥∥∂kx G(t) ∗ φ∥∥2L2 = 1(2π)n
∫
Rn
|ξ |2k∣∣(Gˆ − Gˆ0)t(ξ, t)∣∣2∣∣φˆ(ξ)∣∣2 dξ
= 1
(2π)n
∫
|ξ |R0
|ξ |2k∣∣(Gˆ − Gˆ0)t(ξ, t)∣∣2∣∣φˆ(ξ)∣∣2 dξ + 1
(2π)n
∫
|ξ |R0
|ξ |2k∣∣(Gˆ − Gˆ0)t(ξ, t)∣∣2∣∣φˆ(ξ)∣∣2 dξ
 J1 + J2, (3.23)
where R0 is a positive constant as in Lemma 3.3.
In what follows, we estimate J1. Using (3.11) and the same method to get (3.19), we obtain
J1  C
∫
|ξ |R0
|ξ |2k(|ξ |8e−c|ξ |2t + e−ct)|φˆ|2 dξ
= C(1+ t)−n( 1p − 12 )−k−4‖φ‖2Lp . (3.24)
Next we estimate J2.
J2  C
∫
|ξ |R0
|ξ |2k∣∣Gˆt(ξ, t)∣∣2∣∣φˆ(ξ)∣∣2 dξ + C
∫
|ξ |R0
|ξ |2k∣∣∂t Gˆ0(ξ, t)∣∣2∣∣φˆ(ξ)∣∣2 dξ
 J21 + J22. (3.25)
Similarly to (3.20), we get
J21  C(1+ t)−l
∥∥∂k+lx φ∥∥2L2 (3.26)
and
J22  C
∫
|ξ |R0
|ξ |2k+4e−2|ξ |2t∣∣φˆ(ξ)∣∣2 dξ
 C sup
|ξ |R0
(|ξ |2 je−|ξ |2t)e−R20t
∫
|ξ |R0
|ξ |2(k+2− j)∣∣φˆ(ξ)∣∣2 dξ
 Ct− je−ct
∥∥∂k+2− jx φ∥∥2L2 . (3.27)
Combining (3.23)–(3.27) yields (3.22).
Similarly to the proof of (3.22), we can prove (3.21). Thus we have completed the proof of the lemma. 
4. Decay estimate of solutions to (1.3), (1.2)
In the previous section, we observed that the decay structure of the linear equation (1.3) is of the regularity-loss type.
The purpose of this section is to show the decay estimates of solutions to (1.3), (1.2) when the initial data are in Hs ∩ L1.
Theorem 4.1. Let s 0 and suppose that u0,u1 ∈ Hs(Rn) ∩ L1(Rn). Put
E1 = ‖u0‖Hs∩L1 + ‖u1‖Hs∩L1 .
Then the solution u¯(x, t) of the linear problem (1.3), (1.2), which is given by the formula (2.10), satisﬁes the decay estimate
∥∥∂kx u¯(t)∥∥Hs−2k−[ n+12 ]  C E1(1+ t)−
n
4− k2 (4.1)
for k 0 and 2k + [n+12 ] s. Moreover, for each j with 0 j  1, we have∥∥∂kx u¯t(t)∥∥Hs−2k−[ n+12 ]−2 j  C E1(1+ t)−
n
4− k2− j (4.2)
for k 0 and 2k + [n+12 ] + 2 j  s.
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∥∥∂kx u¯(t)∥∥Hs−2k−2 j  C E1(1+ t)− k2− j, 0 j 
[
n
4
]
, (4.3)
∥∥∂kx u¯t(t)∥∥Hs−2k−2 j  C E1(1+ t)− k2− j, 0 j 
[
n
4
]
+ 1. (4.4)
Proof of Theorem 4.1. Thanks to (2.10), to prove (4.1), it suﬃces to prove the following estimate
∥∥∂kx G(t) ∗ u1∥∥Hs−2k−[ n+12 ]  C(1+ t)−
n
4− k2 ‖u1‖Hs∩L1 , (4.5)∥∥∂kx G(t) ∗ u0∥∥Hs−2k−[ n+12 ]  C(1+ t)−
n
4− k2 ‖u0‖Hs∩L1 (4.6)
and ∥∥∂kx H(t) ∗ u0∥∥Hs−2k−[ n+12 ]−2 j  C(1+ t)−
n
4− k2− j‖u0‖Hs∩L1 , 0 j  1. (4.7)
In what follows, we prove (4.5). Let k 0 and h 0, we have from (3.14) with replaced k by k + h and with p = 1 that
∥∥∂k+hx G(t) ∗ u1∥∥L2  C(1+ t)− n4− k+h2 ‖u1‖L1 + C(1+ t)− l2
∥∥∂k+h+lx u1∥∥L2 ,
where l  0 and k + h + l  s. We choose l as the smallest integer satisfying l2  n4 + k2 , i.e. l  n2 + k. Thus, we take
l = [n+12 ] + k. It follows from k + h + l s that h s − 2k − [n+12 ]. Then we have∥∥∂k+hx G(t) ∗ u1∥∥L2  C(1+ t)− n4− k2 ‖u1‖Hs∩L1
for 0 h s − 2k − [n+12 ]. Then (4.5) is proved.
Similarly, we can prove (4.6).
Now we prove (4.7). Let k 0 and h 0. It follows from (3.15) that
∥∥∂k+hx H(t) ∗ u0∥∥L2  c(1+ t)− n4− k+h2 −1‖u0‖L1 + C(1+ t)− l2
∥∥∂k+h+lx u0∥∥L2 ,
where l 0 and k + h + l s.
Let 0  j  1. We choose l as the smallest integer satisfying l2 
n
4 + k2 + j. Thus we take l = [n+12 ] + k + 2 j. From
k + h + l s, we obtain
0 h s − 2k −
[
n + 1
2
]
− 2 j.
Then we have∥∥∂k+hx H(t) ∗ u0∥∥L2  C(1+ t)− n4− k2− j‖u0‖Hs
for 0 h s − 2k − [n+12 ] − 2 j and 0 j  1. This proves (4.7).
In order to prove (4.2), it suﬃces to prove the following estimate
∥∥∂kx Gt(t) ∗ u1∥∥Hs−2k−[ n+12 ]−2 j  C(1+ t)−
n
4− k2− j‖u1‖Hs∩L1 , 0 j  1, (4.8)∥∥∂kx Gt(t) ∗ u0∥∥Hs−2k−[ n+12 ]−2 j  C(1+ t)−
n
4− k2− j‖u0‖Hs∩L1 , 0 j  1 (4.9)
and ∥∥∂kx Ht(t) ∗ u0∥∥Hs−2k−[ n+12 ]−2 j  C(1+ t)−
n
4− k2− j‖u0‖Hs∩L1 , 0 j  2. (4.10)
Similarly to the proof of (4.7), using (3.16), we can prove (4.8) and (4.9). Similarly to the proof of (4.7), using (3.17), we
can prove (4.10). Then the theorem is proved. 
In order to prove (4.3), it suﬃces to prove the following estimates
∥∥∂kx G(t) ∗ u1∥∥Hs−2k−2 j  C(1+ t)− k2− j‖u1‖Hs∩L1 , 0 j 
[
n
4
]
, (4.11)
∥∥∂kx G(t) ∗ u0∥∥Hs−2k−2 j  C(1+ t)− k2− j‖u0‖Hs∩L1 , 0 j 
[
n
]
(4.12)
4
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∥∥∂kx H(t) ∗ u0∥∥Hs−2k−2 j  C(1+ t)− k2− j‖u0‖Hs∩L1 , 0 j 
[
n
4
]
+ 1. (4.13)
In order to prove (4.4), it suﬃces to prove the following estimates
∥∥∂kx Gt(t) ∗ u1∥∥Hs−2k−2 j  C(1+ t)− k2− j‖u1‖Hs∩L1 , 0 j 
[
n
4
]
+ 1, (4.14)
∥∥∂kx Gt(t) ∗ u0∥∥Hs−2k−2 j  C(1+ t)− k2− j‖u0‖Hs∩L1 , 0 j 
[
n
4
]
+ 1 (4.15)
and
∥∥∂kx Ht(t) ∗ u0∥∥Hs−2k−2 j  C(1+ t)− k2− j‖u0‖Hs∩L1 , 0 j 
[
n
4
]
+ 2. (4.16)
In what follows, we prove (4.11). Let 0 j  [ n4 ] and k 0, h 0. It follows from (3.14) that∥∥∂k+hx G(t) ∗ u1∥∥L2  C(1+ t)− n4− k+h2 ‖u1‖L1 + C(1+ t)− l2
∥∥∂k+h+lx u1∥∥L2 .
Let 0  j  [ n4 ]. We choose l as the smallest integer satisfying l2  k2 + j. Thus we take l = k + 2 j. From k + h + l  s, we
obtain
0 h s − 2k − 2 j.
Then we get
∥∥∂k+hx G(t) ∗ u1∥∥L2  C(1+ t)− k2− j‖u1‖Hs∩L1
for 0 h s − 2k − 2 j. Thus (4.11) is proved. Similarly, using Lemma 3.4, we can prove (4.12)–(4.16).
Next we discuss the decay property of the energy of the linear problem (1.3), (1.2). The energy is deﬁned by
E[u](t) = ∥∥ut(t)∥∥2H1 +
∥∥∂xu(t)∥∥2L2 . (4.17)
We also consider the energy of the k-th order derivative
E
[
∂kx u(t)
]= ∥∥∂kx ut(t)∥∥2H1 +
∥∥∂k+1x u(t)∥∥2L2 . (4.18)
Corollary 4.1. Let s [n+12 ] + 3 and assume that u0,u1 ∈ Hs ∩ L1 . Let u¯(x, t) be the solution to the linear problem (1.3), (1.2) which
is given by the formula (2.10). Then the corresponding energy veriﬁes the decay estimate
E
[
∂kx u¯(t)
]
 C E21(1+ t)−
n
2−k−1 (4.19)
for k 0 with 2k + 3+ [n+12 ] s, where E1 is given in Theorem 4.1.
Proof. It follows from (4.1) that
∥∥∂k+1x u¯(t)∥∥Hs−2(k+1)−[ n+12 ]  C E1(1+ t)−
k+1
2 (4.20)
for k 0 and 2(k + 1) + [n+12 ] s. Using (4.2) with j = 1, we obtain∥∥∂kx u¯t(t)∥∥Hs−2k−2−[ n+12 ]  C E1(1+ t)−
k
2−1 (4.21)
for k  0 and 2k + 3 + [n+12 ]  s. Combining (4.20) and (4.21) yields (4.19). Then we have completed the proof of the
corollary. 
Finally in this section, we study the large-time approximation of the solution to the linear problem (1.3), (1.2). The
desired approximation is given by the solution to the problem
ut − u = 0, u(x,0) = u0(x) + u1(x).
Notice that the solution of the above problem is given by the formula u(t) = G0(t) ∗ (u0 + u1).
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by the formula (2.10). Then we have∥∥∂kx{u¯(t) − G0(t) ∗ (u0 + u1)}∥∥Hs−2k−2−[ n+12 ]  C E1(1+ t)−
n
4− k2−1 (4.22)
for k 0 with 2k + 2+ [n+12 ] s,∥∥∂kx∂t{u¯(t) − G0(t) ∗ (u0 + u1)}∥∥Hs−2k−4−[ n+12 ]  C E1(1+ t)−
n
4− k2−2 (4.23)
for k 0 with 2k + 4+ [n+12 ] s. Here E1 is given in Theorem 4.1.
Proof. From (2.10), we obtain
u¯(t) − G0(t) ∗ (u0 + u1) = (G − G0)(t) ∗ (u0 + u1) + H(t) ∗ u0.
In order to prove (4.22) and (4.23), it suﬃces to prove the following estimates
∥∥∂kx (G − G0)(t) ∗ u1∥∥Hs−2k−2−[ n+12 ]  C(1+ t)−
k
2−1‖u1‖Hs∩L1 , (4.24)∥∥∂kx (G − G0)(t) ∗ u0∥∥Hs−2k−2−[ n+12 ]  C(1+ t)−
k
2−1‖u0‖Hs∩L1 , (4.25)∥∥∂kx H(t) ∗ u0∥∥Hs−2k−2−[ n+12 ]  C(1+ t)−
k
2−1‖u0‖Hs∩L1 , (4.26)∥∥∂kx (G − G0)t(t) ∗ u1∥∥Hs−2k−4−[ n+12 ]  C(1+ t)−
k
2−2‖u1‖Hs∩L1 , (4.27)∥∥∂kx (G − G0)t(t) ∗ u0∥∥Hs−2k−4−[ n+12 ]  C(1+ t)−
k
2−2‖u0‖Hs∩L1 (4.28)
and ∥∥∂kx Ht(t) ∗ u0∥∥Hs−2k−4−[ n+12 ]  C(1+ t)−
k
2−2‖u0‖Hs∩L1 . (4.29)
In what follows, we prove (4.24). Using (3.21) with j = 0, we obtain∥∥∂k+hx (G − G0)(t) ∗ u1∥∥L2  C(1+ t)− n4− k+h2 −1‖u1‖L1 + C(1+ t)− l2
∥∥∂k+h+lx u1∥∥L2 + Ce−ct
∥∥∂k+hx u1∥∥L2 ,
where l 0 and k + h + l s.
We choose l as the smallest integer satisfying l2 
n
4 + k2 +1. Thus we take l = [n+12 ]+k+2. From k+h+ l s, we obtain
0 h s − 2k − 2−
[
n + 1
2
]
.
Then we have∥∥∂k+hx (G − G0)(t) ∗ u1∥∥L2  C(1+ t)− n4− k2−1‖u1‖Hs∩L1
for 0 h s − 2k − 2− [n+12 ]. Then (4.24) is proved.
Similarly, we can prove (4.25). Similar to the proof of (4.24), using (3.15), we can prove (4.26). Using (3.22), we can prove
(4.27) and (4.28). By (3.17), we can prove (4.29). We omit the details. Then the theorem is proved. 
5. Global existence and asymptotic behavior
The purpose of this section is to prove global existence and asymptotic behavior of solutions to the Cauchy problem (1.1),
(1.2). We introduce the solution spaces. Deﬁne
‖u‖X =
∑
2k+[ n+12 ]s
sup
t0
(1+ t) n4+ k2 ∥∥∂kx u(t)∥∥Hs−2k−[ n+12 ] +
[ n4 ]∑
j=0
∑
2k+2 js
sup
t0
(1+ t) k2+ j∥∥∂kx u(t)∥∥Hs−2k−2 j , (5.1)
where the summations in k are taken over all k 0 with 2k + [n+12 ] s and with 2k + 2 j  s, respectively.
‖v‖Ym =
m∑
j=0
∑
2k+[ n+12 ]+2 js
sup
t0
(1+ t) n4+ k2+ j∥∥∂kx v(t)∥∥Hs−2k−[ n+12 ]−2 j +
[ n4 ]+m∑
j=0
∑
2k+2 js
sup
t0
(1+ t) k2+ j∥∥∂kx v(t)∥∥Hs−2k−2 j ,
(5.2)
for 0m 1, where the summations in k are taken over all k 0 with 2k+[n+1 ]+2 j  s and with 2k+2 j  s, respectively.2
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X = {u ∈ C0([0,∞); Hs(Rn)); ‖u‖X < ∞},
Ym =
{
v ∈ C0([0,∞); Hs(Rn)); ‖v‖Ym < ∞}.
By the deﬁnition, we obtain∥∥v(t)∥∥
Hs−[
n+1
2 ]−2 j
 ‖v‖Y j (1+ t)−
n
4− j (5.3)
for 0 j  1 and [n+12 ] + 2 j  s.
It follows from the Gagliardo–Nirenberg that
‖v‖L∞  C‖v‖1−θL2
∥∥∂ s0x v∥∥θL2 ,
where s0 = [n+12 ] + 2 and θ = n2s0 .
Applying (5.3) with j = 1, we obtain
‖v‖L∞  C‖v‖Y1(1+ t)−α, (5.4)
for s s0, where α = ( n4 + 1)(1− θ) > 0.
Theorem 5.1. Let n 1 and s [n+12 ] + 2. Assume that u0,u1 ∈ Hs(Rn) ∩ L1(Rn). Put
E1 = ‖u0‖Hs∩L1 + ‖u1‖Hs∩L1 .
Then there is a positive constant ε0 such that if E1  ε0 , the Cauchy problem (1.1)–(1.2) has a unique global solution u ∈ X such that
ut ∈ Y1 . In particular, the solution satisﬁes the decay estimate∥∥∂kx u(t)∥∥Hs−2k−[ n+12 ]  C E1(1+ t)−
n
4− k2 (5.5)
for k 0 and 2k + [n+12 ] s. Moreover, for each j with 0 j  1, we have∥∥∂kx ut(t)∥∥Hs−2k−[ n+12 ]−2 j  C E1(1+ t)−
n
4− k2− j (5.6)
for k 0 and 2k + [n+12 ] + 2 j  s.
Remark 5.1. In addition to the above decay estimates, we also have
∥∥∂kx u(t)∥∥Hs−2k−2 j  C E1(1+ t)− k2− j, 0 j 
[
n
4
]
, (5.7)
∥∥∂kx ut(t)∥∥Hs−2k−2 j  C E1(1+ t)− k2− j, 0 j 
[
n
4
]
+ 1. (5.8)
In order to prove Theorem 5.1, we need to show the following estimates for the nonlinear terms F (v) and F˙ (v) in (2.11)
and (2.13), respectively.
Lemma 5.1. Let n 1 and s [n+12 ] + 2. Then∥∥F (v)∥∥X  K‖v‖2Y1 (5.9)
for v ∈ Y1 , where K = K (‖v‖Y1 ) is a constant depending on ‖v‖Y1 .
Lemma 5.2. Let n 1 and s [n+12 ] + 2. Then∥∥ F˙ (v) − F˙ (w)∥∥Y1  K
∥∥(v,w)∥∥Y1‖v − w‖Y1 (5.10)
for v,w ∈ Y1 , where K = K (‖(v,w)‖Y1 ) is a constant depending on ‖(v,w)‖Y1 = max{‖v‖Y1 ,‖w‖Y1 }.
We will prove Lemmas 5.1 and 5.2 after the proof of Theorem 5.1. In what follows, we give the proof of Theorem 5.1.
Proof of Theorem 5.1. We prove the theorem by applying the contraction mapping principle. Firstly, we deﬁne the mapping
Ψ (v) by
Ψ (v)(t) = u¯t + F˙ (v)(t), (5.11)
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can be given as a ﬁxed point of the mapping Ψ , that is, v = Ψ (v).
We consider this mapping in the Banach space Y1. It follows from (4.2), (4.4) with j = 0,1 that
‖u¯t‖Y1  C0E1, (5.12)
where C0 is a positive constant. Noting this estimate, we introduce a closed convex subset S of Y1 by
S = {v ∈ Y1; ‖v‖Y1  2C0E1} (5.13)
and show that our Ψ (·) is a contraction mapping of S into itself. Let v,w ∈ S . Then, using (5.13) and (5.10), we have
∥∥Ψ (v)∥∥Y1  C0E1 + 4K0(C0E1)2,∥∥Ψ (v) − Ψ (w)∥∥Y1  2K0C0E1‖v − w‖Y1 ,
where K0 = K (2C0E1) is a constant depending on E1. We choose ε0 > 0 so small that E1  ε0 implies 4K0C0E1  1. Then
we have∥∥Ψ (v)∥∥Y1  2C0E1
and
∥∥Ψ (v) − Ψ (w)∥∥Y1 
1
2
‖v − w‖Y1 ,
which shows that Ψ is a contraction mapping of S into itself. Consequently, we conclude that there exists a ﬁxed point
v ∈ S of the mapping Ψ , which is a solution to the second equation in (2.14). For this v , we deﬁne u by the ﬁrst equation
in (2.14). Then, applying (4.1), (4.3) and (5.9), we see that u ∈ X together with the estimate ‖u‖X  C E1, where C is a
constant depending on ε0. Moreover, we ﬁnd that v = ut ∈ Y1. Therefore our u satisﬁes (2.9) and hence is the desired
solution to the Cauchy problem (1.1), (1.2). Then we have completed the proof of the theorem. 
It remains to prove Lemmas 5.1 and 5.2. We will use the following modiﬁcations of (3.14) and (3.16):
∥∥∂kx G(t) ∗ (1− )−1φ∥∥L2  C(1+ t)− n2 ( 1p − 12 )− k2 ‖φ‖Lp + C(1+ t)− l2
∥∥∂(k+l−2)+x φ∥∥L2 (5.14)
and ∥∥∂kx Gt(t) ∗ (1− )−1φ∥∥L2  C(1+ t)− n2 ( 1p − 12 )− k2−1‖φ‖Lp + C(1+ t)− l2
∥∥∂(k+l−2)+x φ∥∥L2 , (5.15)
where k 0, l 0 and (k + l − 2)+ = max{0,k + l − 2}.
We also use the following estimate for the function f (v) = O (|v|2)∥∥∂mx f (v)∥∥L1  K‖v‖L2
∥∥∂mx v∥∥L2 (5.16)
and ∥∥∂mx f (v)∥∥L2  K‖v‖L∞
∥∥∂mx v∥∥L2 , (5.17)
where m 0 and K = K (‖v‖L∞) is a constant depending on ‖v‖L∞ .∥∥∂mx ( f (v) − f (w))∥∥L1  K{
∥∥(v,w)∥∥L2
∥∥∂mx (v − w)∥∥L2 +
∥∥∂mx (v,m)∥∥L2‖v − w‖L2} (5.18)
and ∥∥∂mx ( f (v) − f (w))∥∥L2  K{
∥∥(v,w)∥∥L∞
∥∥∂mx (v − w)∥∥L2 +
∥∥∂mx (v,m)∥∥L2‖v − w‖L∞}, (5.19)
where m  0 and K = K (‖(v,w)‖L∞ ) is a constant depending on ‖(v,w)‖L∞ . These estimates for f (v) are found in [15]
and we omit the proof.
In what follows, we give the proof of Lemmas 5.1 and 5.2.
Proof of Lemma 5.1. Let s [n+12 ] + 2 and v ∈ Y1, it suﬃces to prove the following estimates∥∥∂kx F (v)∥∥Hs−2k−[ n+12 ]  K‖v‖2Y1(1+ t)−
n
4− k2 (5.20)
for 2k + [n+12 ] s, where K = K (‖v‖Y1 ) is a constant depending on ‖v‖Y1 and∥∥∂kx F (v)∥∥Hs−2k−2 j  K‖v‖2Y1(1+ t)− k2− j (5.21)
for 2k + 2 j  s with 0 j  [ n ], where K = K (‖v‖Y1 ) is a constant depending on ‖v‖Y1 .4
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∥∥∂k+hx F (v)∥∥L2 
t∫
0
∥∥∂k+hx G(t − τ ) ∗ (1− )−1 f (v)(τ )∥∥L2 dτ
=
t
2∫
0
∥∥∂k+hx G(t − τ ) ∗ (1− )−1 f (v)(τ )∥∥L2 dτ +
t∫
t
2
∥∥∂k+hx G(t − τ ) ∗ (1− )−1 f (v)(τ )∥∥L2 dτ
 I1 + I2. (5.22)
In what follows, we estimate I1. Applying (5.14) with k replaced by k + h and with p = 1 and φ = f (v) to get
I1  C
t
2∫
0
(1+ t − τ )− n4− k+h2 ∥∥ f (v)∥∥L1 dτ + C
t
2∫
0
(1+ t − τ )− l2 ∥∥∂(k+h+l−2)+x f (v)∥∥L2 dτ
 I11 + I12, (5.23)
where l 0.
Using (5.16) and (5.3), we obtain
I11  K‖v‖2Y1
t
2∫
0
(1+ t − τ )− n4− k+h2 (1+ τ )− n2−2 dτ
 K‖v‖2Y1(1+ t)−
n
4− k2−1. (5.24)
For I12, we choose l as the smallest integer satisfying l2 
n
4 + k2 +1, i.e. l n2 +k+2. Thus we take l = [n+12 ]+k+2. For
this choice of l, we require that 0 h s − 2k − [n+12 ]. Then we have (k + h + l − 2)+  s. Using (5.17) and (5.4), we obtain
I12  K‖v‖2Y1
t
2∫
0
(1+ t − τ )− n4− k2−1(1+ τ )−α dτ
 K‖v‖2Y1(1+ t)−
n
4− k2 (5.25)
for 0 h s − 2k − [n+12 ].
Let 0 j  [ n4 ]. We choose l as the smallest integer satisfying l2  k2 + j + 1, i.e. l  k + 2 j + 2. We take l = k + 2 j + 2.
For this choice of l, we require that 0 h s− 2k− 2 j. Then we have (k+ h+ l− 2)+  s. Using (5.17) and (5.4), we obtain
I12  K‖v‖2Y1
t
2∫
0
(1+ t − τ )− k2− j−1(1+ τ )−α dτ
 K‖v‖2Y1(1+ t)−
k
2− j (5.26)
for 0 h s − 2k − 2 j.
Next we estimate I2. Firstly, we consider the case k  2. We apply (5.14) with k = 2, p = 1, l = 2 and φ = ∂k+h−2x f (v).
This yields
I2  C
t∫
t
2
(1+ t − τ )− n4−1∥∥∂k+h−2x f (v)(τ )∥∥L1 dτ + C
t∫
t
2
(1+ t − τ )−1∥∥∂k+hx f (v)(τ )∥∥L2 dτ
 I21 + I22. (5.27)
Noting that s [n+1 ] + 2 and using (5.16), we get2
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∥∥∂k−2x v∥∥Hh
 K‖v‖L2
∥∥∂k−2x v∥∥Hs−2k−[ n+12 ]
 K‖v‖L2‖v‖Y1(1+ t)−
n
4− k−22 −1
 K‖v‖L2‖v‖Y1(1+ t)−
n
4− k2 .
Then we obtain
I21  K‖v‖2Y1
t∫
t
2
(1+ t − τ )− n4−1(1+ τ )− n4− k2 dτ
 K‖v‖2Y1(1+ t)−
n
4− k2 . (5.28)
On the other hand, let 0 j  [ n4 ], noting that s [n+12 ] + 2 and using (5.16), we get∥∥∂k+h−2x f (v)(τ )∥∥L1  K‖v‖L2
∥∥∂k−2x v∥∥Hh
 K‖v‖L2
∥∥∂k−2x v∥∥Hs−2k−2 j
 K‖v‖L2‖v‖Y1(1+ t)−
k−2
2 − j−1
 K‖v‖L2‖v‖Y1(1+ t)−
k
2− j.
Then we obtain
I21  K‖v‖2Y1
t∫
t
2
(1+ t − τ )− n4−1(1+ τ )− k2− j dτ
 K‖v‖2Y1(1+ t)−
k
2− j . (5.29)
By (5.17), we get
∥∥∂k+hx f (v)(τ )∥∥L2  K‖v‖L2
∥∥∂kx v∥∥Hh
 K‖v‖L2
∥∥∂kx v∥∥Hs−2k−[ n+12 ]
 K‖v‖L2‖v‖Y1(1+ t)−
n
4− k2 .
It follows from the above inequality and (5.4) that
I22  K‖v‖2Y1
t∫
t
2
(1+ t − τ )−1(1+ τ )− n4− k2−α dτ
 K‖v‖2Y1(1+ t)−
n
4− k2 . (5.30)
On the other hand, let 0 j  [ n4 ]. From (5.17), we deduce that∥∥∂k+hx f (v)(τ )∥∥L2  K‖v‖L2
∥∥∂kx v∥∥Hh
 K‖v‖L2
∥∥∂kx v∥∥Hs−2k−2 j
 K‖v‖L2‖v‖Y1(1+ t)−
k
2− j.
Exploiting the above inequality and (5.4), we derive
I22  K‖v‖2Y1
t∫
t
2
(1+ t − τ )−1(1+ τ )− k2− j−α dτ
 K‖v‖2 (1+ t)− k2− j . (5.31)Y1
850 Y.-Z. Wang et al. / J. Math. Anal. Appl. 385 (2012) 836–853Finally, we consider the case k = 0,1. In this case, using (5.14) with k replaced by k + h and with p = 1, l = 2 and
φ = f (v) yields
I2  C
t∫
t
2
(1+ t − τ )− n4− k+h2 ∥∥ f (v)∥∥L1 dτ + C
t∫
t
2
(1+ t − τ )−1∥∥∂k+hx f (v)∥∥L2 dτ
 I21 + I22. (5.32)
Similarly, we can obtain
I21  K‖v‖2Y1(1+ t)−
n
4− k2 (5.33)
and
I21  K‖v‖2Y1(1+ t)
k
2− j. (5.34)
Similarly, we get
I22  K‖v‖2Y1(1+ t)−
n
4− k2 (5.35)
for k = 0,1 and 0 h s − 2k and
I22  K‖v‖2Y1(1+ t)
k
2− j. (5.36)
Combining (5.22)–(5.25), (5.27)-(5.28), (5.30), (5.32), (5.33) and (5.35) yields (5.20). Combining (5.22)–(5.24), (5.26)–(5.27),
(5.29), (5.31), (5.32), (5.34) and (5.36) yields (5.21). We have completed the proof of the lemma. 
Proof of Lemma 5.2. We only need to prove ‖ F˙ (v)‖Y1  C‖v‖2Y1 , namely, the estimate (5.8) with w = 0; the estimate (5.8)
with w 	= 0 can be proven in the same way. For this purpose, it is enough to prove the following decay estimate∥∥∂kx F˙ (v)∥∥Hs−2k−[ n+12 ]−2 j  K‖v‖2Y1(1+ t)−
n
4− k2− j (5.37)
for 0 j  1 and 2k + [n+12 ] + 2 j  s, where K = K (‖v‖Y1 ) is a constant depending on ‖v‖Y1 and∥∥∂kx F˙ (v)∥∥Hs−2k−2 j  K‖v‖2Y1(1+ t)− k2− j (5.38)
for 0 j  [ n4 ] + 1 and 2k + 2 j  s, where K = K (‖v‖Y1 ) is a constant depending on ‖v‖Y1 .
Let k 0 and h 0 be integers. Applying ∂k+hx to F˙ (v) in (2.13) and taking the L2 norm, we obtain
∥∥∂k+hx F˙ (v)∥∥L2 
t∫
0
∥∥∂k+hx Gt(t − τ ) ∗ (1− )−1 f (v)(τ )∥∥L2 dτ
=
t
2∫
0
∥∥∂k+hx Gt(t − τ ) ∗ (1− )−1 f (v)(τ )∥∥L2 dτ +
t∫
t
2
∥∥∂k+hx Gt(t − τ ) ∗ (1− )−1 f (v)(τ )∥∥L2 dτ
 J1 + J2. (5.39)
Applying (5.15) with k replaced by k + h and with p = 1 and φ = f (v), we get
J1  C
t
2∫
0
(1+ t − τ )− n4− k+h2 −1∥∥ f (v)∥∥L1 dτ + C
t
2∫
0
(1+ t − τ )− l2 ∥∥∂(k+h+l−2)+x f (v)∥∥L2 dτ
 J11 + J12, (5.40)
where l 0.
Using (5.16) and (5.3), we obtain
J11  K‖v‖2Y1
t
2∫
0
(1+ t − τ )− n4− k+h2 −1(1+ τ )−1 dτ
 K‖v‖2Y1(1+ t)−
n
4− k2− j (5.41)
for h 0 and 0 j  1.
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l  k + 2 j + 2. This leads to l = k + 2 j + 2. For this choice of l, we require that 0 h  s − 2k − 2 j. Using (5.17) and (5.4),
we obtain
J12  K‖v‖2Y1
t
2∫
0
(1+ t − τ )− k2− j−1(1+ τ )−α dτ
 K‖v‖2Y1(1+ t)−
k
2− j (5.42)
for 0 j  [ n4 ] + 1 and 0 h s − 2k − 2 j.
On the other hand, letting 0 j  1, we choose l as the smallest integer satisfying l2 
n
4 + k2 + j+1, i.e. l n2 +k+2 j+2.
This leads to l = [n+12 ] + k + 2 j + 2. For this choice of l, we require that 0 h  s − 2k − [n+12 ] − 2 j. Using (5.17) and (5.4),
we obtain
J12  K‖v‖2Y1
t
2∫
0
(1+ t − τ )− k2− j−1(1+ τ )−α dτ
 K‖v‖2Y1(1+ t)−
n
4− k2− j (5.43)
for 0 j  1 and 0 h s − 2k − [n+12 ] − 2 j.
Next we estimate the term J2 in (5.39). Applying (5.15) with k = 0, p = 1, l = 2 and φ = ∂k+hx f (v), we get
J2  C
t∫
t
2
(1+ t − τ )− n4−1∥∥∂k+hx f (v)∥∥L1 dτ + C
t∫
t
2
(1+ t − τ )−1∥∥∂k+hx f (v)∥∥L2 dτ
 J21 + J22. (5.44)
In what follows, we estimate J21. Let 0 j  1. Using (5.16), we get∥∥∂k+hx f (v)∥∥L1  K‖v‖L2
∥∥∂kx v∥∥Hh
 K‖v‖L2
∥∥∂kx v∥∥Hs−2k−[ n+12 ]−2 j
 K‖v‖L2‖v‖Y j (1+ t)−
n
4− k2− j .
Then we get
J21  K‖v‖Y1‖v‖Y j
t∫
t
2
(1+ t − τ )− n4−1(1+ τ )− n2− k2− j−1 dτ
 K‖v‖Y1‖v‖Y j (1+ t)−
n
4− k2− j (5.45)
for 0 j  1 and 0 h s − 2k − [n+12 ] − 2 j.
Let 0 j  [ n4 ] + 1. Using (5.16), we get∥∥∂k+hx f (v)∥∥L1  K‖v‖L2
∥∥∂kx v∥∥Hh
 K‖v‖L2
∥∥∂kx v∥∥Hs−2k−2 j
 K‖v‖L2‖v‖Y j (1+ t)−
k
2− j.
Thus, we get
J21  K‖v‖Y1‖v‖Y j
t∫
t
2
(1+ t − τ )− n4−1(1+ τ )− n4− k2− j−1 dτ
 K‖v‖Y1‖v‖Y j (1+ t)−
k
2− j (5.46)
for 0 j  [ n ] + 1 and 0 h s − 2k − 2 j.4
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∥∥∂k+hx f (v)∥∥L2  K‖v‖L∞
∥∥∂kx v∥∥Hh
 K‖v‖L∞
∥∥∂kx v∥∥Hs−2k−[ n+12 ]−2 j
 K‖v‖L∞‖v‖Y j (1+ t)−
n
4− k2− j.
From the above inequality and (5.4), we get
J22  K‖v‖Y1‖v‖Y j
t∫
t
2
(1+ t − τ )−1(1+ τ )− n4− k2− j−α dτ
 K‖v‖Y1‖v‖Y j (1+ t)−
n
4− k2− j (5.47)
for 0 j  1 and 0 h s − 2k − [n+12 ] − 2 j.
Let 0 j  [ n4 ] + 1. Using (5.17), we get∥∥∂k+hx f (v)∥∥L2  K‖v‖L∞
∥∥∂kx v∥∥Hh
 K‖v‖L∞
∥∥∂kx v∥∥Hs−2k−2 j
 K‖v‖L∞‖v‖Y j (1+ t)−
k
2− j.
By the above inequality and (5.4), we obtain
J22  K‖v‖Y1‖v‖Y j
t∫
t
2
(1+ t − τ )−1(1+ τ )− k2− j−α dτ
 K‖v‖Y1‖v‖Y j (1+ t)−
k
2− j (5.48)
for 0 j  [ n4 ] + 1 and 0 h s − 2k − 2 j.
Combining (5.39)–(5.41), (5.43)–(5.45) and (5.47) yields (5.37). Combining (5.39)–(5.41), (5.42), (5.44), (5.46) and (5.48)
yields (5.38). We have completed the proof of the lemma. 
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