k-Mixing Properties of Multidimensional Cellular Automata by Chang, Chih-Hung
k-MIXING PROPERTIES OF MULTIDIMENSIONAL
CELLULAR AUTOMATA
CHIH-HUNG CHANG
Abstract. This paper investigates the k-mixing property of a multidi-
mensional cellular automaton. Suppose F is a cellular automaton with
the local rule f defined on a d-dimensional convex hull C which is gener-
ated by an apex set C. Then F is k-mixing with respect to the uniform
Bernoulli measure for all positive integer k if f is a permutation at some
apex in C. An algorithm called the Mixing Algorithm is proposed to
verify if a local rule f is permutive at some apex in C. Moreover, the
proposed conditions are optimal. An application of this investigation is
to construct a multidimensional ergodic linear cellular automaton.
1. Introduction
Cellular automaton (CA) is a particular class of dynamical systems in-
troduced by S. Ulam [29] and J. von Neumann [30] as a model for self-
production. CAs have been systematically studied by Hedlund from the
viewpoint of symbolic dynamics [12]. Investigation of CAs from the point of
view of the ergodic theory has received remarkable attention in the past few
decades since CAs are widely applied in many disciplines such as biology,
physics, computer science, and so on [5, 7, 8, 11, 17, 21, 26]. Many dynam-
ical behaviors of CAs are undecidable and the classification of dynamical
behaviors is one of the central open questions in this field [10, 16, 19, 20].
Invertibility is one of the fundamental microscopic physical laws of na-
ture. Bennett demonstrated that invertible Turing machines are compu-
tationally universal [4]. The university remains true for one-dimensional
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2 CHIH-HUNG CHANG
cellular automata, even in the sense that any irreversible cellular automaton
can be simulated by a reversible one on finite configurations [23, 22, 25, 24].
Amoroso and Patt showed that invertibility is decidable in one dimension
[3], and Kari proved that it is undecidable in two and higher dimensions
[14, 15]. Ito et al.[13] present criteria for surjectivity and injectivity of the
global transition map of one-dimensional linear CAs; they also mention that
criteria are desired for determining when the sequence of
transitions of a state configuration of a cellular automata
takes a certain type of dynamical behavior.
In this paper we propose a criterion for the dynamical behavior of multidi-
mensional CAs in the framework of ergodic theory.
Shirvani and Rogers [28] show that a surjective CA with two symbols is
invariant and strongly mixing with respect to uniform Bernoulli measure.
Shereshevsky has studied some strong ergodic properties of the natural ex-
tension of a measure theoretic endomorphism such as k-mixing, and the
number of symbols could be any positive integer [27]. One-dimensional sur-
jective CAs admitting an equicontinuity point have a dense set of periodic
orbits [6], and surjection and non-wandering are equivalent notions for mul-
tidimensional CAs [1].
Kleveland demonstrates that, for one-dimensional case, leftmost and right-
most permutive CAs are strongly mixing with respect to product measure
defined by normalized Haar measure, and some bipermutive CAs are even
k-mixing with respect to product measure [17]. Notably, leftmost and right-
most permutive CAs are both surjective [12]. Cattaneo et al. propose an
algorithm to construct ergodic d-dimensional linear CAs [8]. Some ergodic
properties, such as ergodicity, strongly mixing, and Bernoulli automorphism,
of one-dimensional CAs are revealed in [2, 9].
This investigation devotes to studying the surjection and k-mixing prop-
erty of multidimensional cellular automata over a finite alphabet A with
respect to the uniform Bernoulli measure µ. Suppose C ⊂ Zd is a finite
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subset in d-dimensional lattice. Let C be the convex hull in Zd which is
generated by C, and let f be a map from AC to A. Suppose F is a CA with
the local rule f and C is a multidimensional hypercuboid. Proposition 2.3
indicates that F is surjective if its local rule f is corner permutive, i.e., f is
a permutation at some vertex in C. This extends Hedlund’s result [12] to
multidimensional case.
Furthermore, Theorem 3.1 demonstrates that F is k-mixing with respect
to the uniform Bernoulli measure for all k ≥ 1 if f defined on a hypercuboid
is corner permutive. Note that, for the case k = 1, F is known as strongly
mixing. Theorem 4.2 extends Theorem 3.1 to more general case.
Suppose C is a convex hull generated by an apex set C and C is not a
hypercuboid. Theorem 4.2 addresses an algorithm named Mixing Algorithm
to verify if F is k-mixing with respect to the uniform Bernoulli measure.
Roughly speaking, F is k-mixing for k ≥ 1 if the local rule f is permutive at
some apex in C. It is remarkable that Theorems 3.1 and 4.2 can be extended
to any Markov measure ν as long as it is F -invariant.
In [32], Wilson demonstrate that a two-dimensional linear CA over A =
{0, 1} is mixing if it local rule is permutive in some extremal coordinate x,
where x is called extremal if 〈x, x〉 < 〈x, y〉 for all y ∈ C. Wilson’s proof
technique can easily generalize to any extremally permutive CAs on any
alphabet, and any d-dimensional linear CA for d ≥ 2. In [18], Lee reveals
Wilson’s result holds for two-dimensional CA if its local rule is permutive
at the corner. Theorem 4.2 generalizes Wilson’s and Lee’s result to more
general case. For instance, Examples 4.4 and 4.5 are both k-mixing for all
k ∈ N, and neither of them is extremally permutive.
It is worth emphasizing that the conditions proposed in Theorems 3.1 and
4.2 are optimized already. Example 5.1 provides an two-dimensional instance
which illustrates a CA with non-corner-permutive local rule being not even
ergodic. An application of the present investigation is the construction of
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multidimensional ergodic linear CAs, which is different from Cattaneo et
al.[8] and is elucidated in the further work.
The rest of the paper is organized as follows. Section 2 establishes some
basic definitions and formulations of problem to state the main theorems.
The condition that determines whether or not a multidimensional CA is sur-
jective is addressed therein. Sections 3 and 4 deliberate the k-mixing prop-
erty of a multidimensional CA with the local rule defined on a hypercuboid
and a convex hull, respectively. An example infers that the conditions pro-
posed in Theorems 3.1 and 4.2 are optimal and some discussion are stated
in Section 5.
2. Preliminary
Let A = {0, 1, · · · ,m − 1} be a finite alphabet for some positive integer
m > 1 and let X = AZd be the d-dimensional lattice over A. Namely,
X = {x = (xi)i∈Zd : xi ∈ A}.
A d-dimensional cellular automaton (CA) F is defined as follows. Suppose
D is a finite subset of Zd and f : AD → A is given as a local map, where
AD = {x = (xi)i∈D : xi ∈ A}.
The map F : X → X defined by F (x)i = f(xi+D), herein i + D = {i + j :
j ∈ D} and xi+D = (x′k)k∈D with x′k = xi+k, is called the CA with the
local rule f . A CA F with the local rule f is called linear if f is linear, i.e.,
f(x) = Σi∈Daixi (mod m).
For instance, suppose t, b, l, r ∈ Z satisfy b ≤ t, l ≤ r. Let C = {(l, b), (l, t), (r, b), (r, t)}
be a finite subset in Z2, and let C ⊂ Z2 be the polygon generated by C. In
other words,
C = poly(C) = {(i, j) ∈ Z2 : l ≤ i ≤ r, b ≤ j ≤ t}
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is a rectangle. Define f : AC → A by
f
 xl,t · · · xr,t... . . . ...
xl,b · · · xr,b
 = ∑
l≤i≤r,b≤j≤t
ai,jxi,j (mod m),
where ai,j ∈ Z for l ≤ i ≤ r, b ≤ j ≤ t. Then the CA F with the local rule
f is given by
F (x)i,j = f
 xi+l,j+t · · · xi+r,j+t... . . . ...
xi+l,j+b · · · xi+r,j+b

and is a linear CA.
The study of the local rule of a CA is essential for the understanding of
this system. In [12], Hedlund introduced a terminology permutive for one-
dimensional CAs. The following definition extends Hedlund’s definition to
multidimensional case.
Definition 2.1. A local rule f : AD → A is called permutive in the variable
xi, i ∈ D, if f is a permutation at xi. More precisely, for each set {cj : j ∈
D \ {i}, cj ∈ A}, the map g : A → A defined by g(a) = f(xa) one-to-one
and onto, where
xaj =
{
a, j = i;
cj, otherwise.
A straightforward verification demonstrates the following proposition.
Proposition 2.2. Suppose f : AD → A is linear. Then f(x) = Σi∈Daixi is
permutive in the variable xj if and only if aj is relative prime to m.
Suppose F is a one-dimensional CA with the local rule f = f(xi, . . . , xj),
where i ≤ j. f is called leftmost permutive (respectively rightmost per-
mutive) if f is permutive in the variable xi (respectively xj). Then F is
surjective if f is either leftmost permutive or rightmost permutive ([12]).
A careful and routine examination extends Hedlund’s result to multidimen-
sional CAs.
For 1 ≤ i ≤ d, suppose ki,Ki ∈ Z are given so that ki ≤ Ki. Let C
be the subset of Zd such that every coordinate of element in C is either ki
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or Ki, and let C be the convex hull generated by C. It is seen that C is
a d-dimensional hypercuboid. A local map f defined on C is called corner
permutive if f is permutive in the variable xi for some i ∈ C. Proposition
2.3 addresses a sufficient condition for the discrimination of surjection of a
CA.
Proposition 2.3. If f : AC → A is corner permutive, where C is a hyper-
cuboid. Then the CA F defined by the local rule f is surjective.
An immediate application of Proposition 2.3 is that a linear CA with the
local rule f(xC) = Σi∈Caixi is surjective if gcd(ai,m) = 1 for some i with
ij ∈ {kj ,Kj} for 1 ≤ j ≤ d, where gcd(p, q) means the greatest common
divisor of p and q.
Let (X,B, µ) be a probability space and let T : X → X be measure-
preserving transformation, i.e., µ(T−1A) = µ(A) for A ∈ B. T is called
ergodic if every measurable subset A ⊆ X with T−1A = A satisfies µ(A) = 0
or µ(A) = 1. The following theorem addresses some equivalent conditions
for the ergodicity of T .
Theorem 2.4 (See [31]). Suppose T : X → X is a measure-preserving
transformation on a probability space (X,B, µ). The following statements
are equivalent.
(i) T is ergodic.
(ii) For every A,B ∈ B with µ(A) > 0, µ(B) > 0, there exists n ∈ N such
that µ(A ∩ T−nB) > 0.
A stronger property for a measure-preserving transformation is strongly
mixing.
Definition 2.5. Let (X,B, µ) be a probability space and let T : X → X be
measure-preserving transformation.
(i) T is called strongly mixing if
lim
n→∞µ(A ∩ T
−nB) = µ(A)µ(B)
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for every A,B ∈ B.
(ii) T is called k-mixing if
lim
n1,...,nk→∞
µ(A0 ∩ T−n1A1 ∩ · · · ∩ T−nkAk) = µ(A0)µ(A1) · · ·µ(Ak)
for every {Ai}ki=0 ∈ B.
It comes immediately that, for a measure-preserving transformation T :
k-mixing ⇒ strongly mixing ⇒ ergodic
3. Mixing Property for Local Rules on Hypercuboid
This section studies the mixing properties of multidimensional cellular
automata with the local rules defined on the hypercuboid. Let pij : Rd → R
be the canonical projection on the jth coordinate, i.e., pij(v) = vj , where
v = (v1, . . . , vd) ∈ Rd and 1 ≤ j ≤ d.
Theorem 3.1. Suppose F is a linear CA with the local rule f(xC) =
Σi∈CaixC defined on a d-dimensional hypercuboid C, where C is the convex
hull generated by the set
C = {i = (i1, . . . , id) : ij ∈ {kj ,Kj}, 1 ≤ j ≤ d}
and {kj ,Kj}dj=1 ⊂ Z. If gcd(ai,m) = 1 for some i such that
(1) ij
{
> 0, ij = Kj ;
< 0, ij = kj .
then F is k-mixing with respect to the uniform Bernoulli measure µ for
k ≥ 1.
Proof. Denote a d-dimensional cylinder C by
C =< (v1, c1), (v2, c2), . . . , (vn, cn) >
= {x ∈ AZd : xvi = ci, 1 ≤ i ≤ n},
where vi ∈ Zd and ci ∈ A for all i.
The proof of Theorem 3.1 is divided into several steps. In addition,
demonstration of Theorem 3.1 for the case d = 2 is addressed to clarify
the procedures. Proof for the general case is analogous, thus is omitted.
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For the case that there exist l, r, b, t ∈ Z with l ≤ r and b ≤ t such that
{vi}ni=1 = {(j1, j2) : l ≤ j1 ≤ r, b ≤ j2 ≤ t}
the cylinder C is then denoted as
C =
〈 c(l,t) · · · c(r,t)
...
. . .
...
c(l,b) · · · c(r,b)
〉(r,t)
(l,b)
.
Notably, in this case,
{cvi}ni=1 = {c(j1,j2) : l ≤ j1 ≤ r, b ≤ j2 ≤ t}.
When d = 2, the local rule f : A(r−l+1)×(t−b+1) → A is defined on a
rectangle and is expressed as
f
 xl,t · · · xr,t... . . . ...
xl,b · · · xr,b
 = ∑
l≤j1≤r,b≤j2≤t
aj1,j2xj1,j2 (mod m).
Then F is k-mixing with respect to the uniform Bernoulli measure for k ≥ 1
if its local rule f satisfies either one of the following conditions.
(i) gcd(ar,t,m) = 1 and r, t > 0.
(ii) gcd(ar,b,m) = 1 and r > 0, b < 0.
(iii) gcd(al,b,m) = 1 and l, b < 0.
(iv) gcd(al,t,m) = 1 and l < 0, t > 0.
Step 1. Let L be the collection of linear local rules and let
Zm[x, x−1, y, y−1] = {
∑
p1≤i≤p2,q1≤j≤q2
ai,jx
iyj , p1, p2, q1, q2 ∈ Z, ai,j ∈ Zm}
where Zm = {0, 1, . . . ,m − 1} is the ring of the integers modulo m. Define
χ : L → Zm[x, x−1] as
χ(
∑
l≤j1≤r,b≤j2≤t
aj1,j2xj1,j2) =
∑
l≤j1≤r,b≤j2≤t
aj1,j2x
−j1y−j2 .
It follows that χ is a bijective map. Moreover, let Zm[[x, x−1, y, y−1]] denote
the ring of formal power series generated by {x, x−1, y, y−1} over Zm. Define
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χ̂ : X = AZ2 → Zm[[x, x−1, y, y−1]] as
χ̂(b) =
∞∑
j1,j2=−∞
bj1,j2x
j1yj2 , where b = (bj1,j2)j1,j2∈Z ∈ X.
A straightforward verification indicates that χ̂ is one-to-one and onto. Ob-
serve that, for each b = (bj1,j2) ∈ X,
χ̂(F (b)) = χ̂
 ∑
l≤p≤r,b≤q≤t
ap,qbj1+p,j2+q

j1,j2∈Z

=
∞∑
j1,j2=−∞
 ∑
l≤p≤r,b≤q≤t
ap,qbj1+p,j2+q
xj1yj2 .
Furthermore, let F : Zm[[x, x−1, y, y−1]]→ Zm[[x, x−1, y, y−1]] be given by
F(P (x, x−1, y, y−1)) = χ(f) · P (x, x−1, y, y−1).
The equality
F(χ̂(b)) = F
 ∞∑
j1,j2=−∞
bj1,j2x
j1yj2

=
 ∑
l≤p≤r,b≤q≤t
ap,qx
−py−q
 ∞∑
j1,j2=−∞
bj1,j2x
j1yj2

=
∞∑
j1,j2=−∞
 ∑
l≤p≤r,b≤q≤t
ap,qbj1+p,j2+q
xj1yj2
together with the above equation demonstrate that the diagram
X = AZ2 F //
χ̂

X = AZ2
χ̂

Zm[[x, x−1, y, y−1]] F
// Zm[[x, x−1, y, y−1]]
commutes.
Step 2. Without ambiguousness we abuse the notation Tn = T ◦ Tn−1 to
indicate the nth iteration of T , and abuse Fn to means the nth power of
(χ(f)). Namely, Fn = (χ(f))n. It comes from the definitions that Fn is a
CA with the local rule fn.
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Notably, the mathematical induction infers fn = χ−1(Fn) for all positive
integer n. It is seen that gcd(ar,t,m) = 1 is followed by gcd(a
n
r,t,m) = 1 for
n ∈ N. Combining above facts with Fn = anr,tx−nry−nt+Σ(j1,j2)(nr,nt)cj1,j2x−j1y−j2
for some cj1,j2 demonstrate that f is permutive in the variable xr,t leads to
fn is permutive in the variable xnr,nt. More specifically, if f is corner per-
mutive, then fn remains corner permutive in the same direction.
Step 3. Suppose C0 =< (v
0
1, c
0
1), . . . , (v
0
l0
, c0l0) > and C1 =< (v
1
1, c
1
1), . . . , (v
1
l1
, c1l1) >
are two cylinders in X, and gcd(anr,t,m) = 1 with r, t ∈ N. For each finite
subset C ⊂ Z2, define Mi,mi : C → Z as
Mi(C) = max{vi : v = (v1, v2) ∈ C},
mi(C) = min{vi : v = (v1, v2) ∈ C}
for i = 1, 2. Set
n0 = max
{⌈
M1(C0)−m1(C1)
r
⌉
,
⌈
M2(C0)−m2(C1)
t
⌉}
,
where dke denotes the smallest integer that is greater than or equal to k. It
comes immediately that m1(C1)+nr > M1(C0) and m2(C1)+nt > M2(C0)
for all n > n0.
Step 2 illustrates that Fn is a CA with the local rule fn which is a
permutation at xnr,nt. Fix i = 1, 2, . . . , l0, for each given
{xv1i,1+p,v1i,2+q}nl≤p≤nr,nb≤q≤nt,(p,q)6=(nr,nt), where v
1
i = (v
1
i,1,v
1
i,2),
there is a unique xv1i,1+nr,v1i,1+nt
∈ A such that
a1i = f
n
 xv1i,1+nl,v1i,2+nt · · · xv1i,1+nr,v1i,1+nt... . . . ...
xv1i,1+nl,v1i,2+nb
· · · xv1i,1+nr,v1i,2+nt
 .
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Furthermore, F−n(C1) =
⋂l1
i=1 F
−n(< (v1i , a
1
i ) >), where
F−n(< (v1i , a
1
i ) >) =

〈 xv1i,1+nl,v1i,2+nt · · · xv1i,1+nr,v1i,1+nt
...
. . .
...
xv1i,1+nl,v1i,2+nb
· · · xv1i,1+nr,v1i,2+nt
〉
:
fn
 xv1i,1+nl,v1i,2+nt · · · xv1i,1+nr,v1i,1+nt... . . . ...
xv1i,1+nl,v1i,2+nb
· · · xv1i,1+nr,v1i,2+nt
 = a1i , 1 ≤ i ≤ l1
 .
Step 4. To see that µ(C0
⋂
F−nC1) = µ(C0)µ(C1), the discussion relies
on the cases that l and b are positive/negative/zero. The case that l, b < 0
is addressed herein, the other cases can be elucidated analogously. Since l
and b are both negative, it is seen that
(2) m1(C1) + nl < m1(C0) ≤M1(C0) < m1(C1) + nr < M1(C1) + nr,
and
(3) m2(C1) + nb < m2(C0) ≤M2(C0) < m2(C1) + nt < M2(C1) + nt.
Notably, for 1 ≤ i ≤ l1, the cardinality of F−n(< (v1i , a1i ) >) is (nr − nl +
1)(nt− nb+ 1)− 1. Equations (2) and (3) infers that the coordinates of C0
are covered by the coordinates of F−n(< (v1i , a
1
i ) >), more precisely,
{v0i }l0i=1 ( {(v1i,1 + p,v1i,2 + q)}nl≤p≤nr,nb≤q≤nt,(p,q)6=(nr,nt).
Therefore,
µ(C0
⋂
F−n(< (v11, a
1
1) >)) =
(
1
m
)l0
· 1
m
.
Similar discussion reveals that
µ(C0
⋂
F−n(< (v11, a
1
1) >)
⋂
F−n(< (v12, a
1
2) >)) =
(
1
m
)l0
·
(
1
m
)2
.
Repeating the procedures demonstrates
µ(C0
⋂
F−nC1) =
(
1
m
)l0
·
(
1
m
)l1
= µ(C0)µ(C1)
for n > n0.
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Step 5. For a fixed positive integer k, to prove that F is k-mixing, it suffices
to show
µ(C0
⋂
F−n1C1
⋂
· · ·
⋂
F−(n1+...+nk)Ck) = µ(C0)µ(C1) · · ·µ(Ck)
for any cylinders C0,C1, · · · ,Ck ⊂ X and n1, n2, . . . , nk ∈ N large enough.
Suppose these cylinders are given as
Ci =< (v
i
1, a
i
1), (v
i
2, a
i
2), · · · , (vili , aili) >, i = 0, 1, . . . , k.
Set
n0 = max
1≤i≤k
{⌈
M1(Ci−1)−m1(Ci)
r
⌉
,
⌈
M2(Ci−1)−m2(Ci)
t
⌉}
.
Pick n1, n2, . . . , nk ≥ n0, and let
N0 = 0, Ni =
i∑
j=1
nj for 1 ≤ i ≤ k.
Define
i− = min{m1(Ci) + lNi : 0 ≤ i ≤ k}, i+ = M1(Ck) + rNk,
j− = min{m2(Ci) + bNi : 0 ≤ i ≤ k}, j+ = M2(Ck) + tNk.
Similar elucidation to the discussion in Steps 2 ∼ 4 reveals that the set⋂k
i=0 F
−NiCi is the intersection of cylinders of the form
C =
〈 a(i−,j+) · · · a(i+,j+)
...
. . .
...
a(i−,j−) · · · a(i+,j−)
〉(i+,j+)
(i−,j−)
and the coordinates of F−Ni−1Ci−1 are covered by the coordinates of F−NiCi
for i = 1, 2, . . . , k. This leads to the desired equality
µ
(
k⋂
i=0
F−NiCi
)
= µ(C0)µ(C1) · · ·µ(Ck).
Namely, F is k-mixing with respect to the uniformly Bernoulli measure µ
for k ≥ 1.
The other cases can be done analogously, this completes the proof. 
Remark 3.2. It is remarkable that Theorem 3.1 remains true for any CA
whose local rule is permutive in the variable xi satisfying (1).
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Example 3.3. Self-replicating pattern generation is an interesting topic in
nonlinear science. A motif is considered as a basic pattern. Self-replicating
pattern generation is the process of transforming copies of the motif about
the space in order to create the whole repeating pattern with no overlaps
and blanks. The following proposes a cellular automaton which is capable
of self-replication. Moreover, Theorem 3.1 reveals its dynamical behavior.
Suppose F is a two-dimensional CA over alphabet A = {0, 1} whose local
rule f : AC → A is given by
f(xC) = x0,0 + x0,1 + x1,1 (mod 2),
where C = {(0, 0), (1, 0), (0, 1), (1, 1)}. Figure 1 indicates that F self-replicate
initial patterns at the 2nth step for n ≥ 4. More precisely, three copies of
the initial patterns are reproduced, as we can see, at the 16th time step
(center figure) and the 32nd time step (right bottom figure). Meanwhile,
some interesting patterns are observed in the transformation. The numer-
ical experiment is carried out in a 100 × 100 grids with periodic boundary
condition.
Moreover, Proposition 2.3 and Theorem 3.1 demonstrate that F is sur-
jective and k-mixing for k ∈ N.
4. Mixing Property for Local Rules on Convex Hull
In the previous section, Theorem 3.1 and Remark 3.2 address that a cor-
ner permutive cellular automaton with local rule defined on a hypercuboid
is k-mixing with respect to the uniform Bernoulli measure for k ≥ 1. This
section investigates a discrimination for determining whether or not a cellu-
lar automaton with local rule defined on a convex hull is mixing with respect
to the uniform Bernoulli measure.
Suppose F is a CA with the local rule f defined on a d-dimensional
convex hull C that is generated by the vertex set C = {v1,v2, . . . ,v`},
where vi = (vi,1, vi,2, . . . , vi,d) for 1 ≤ i ≤ `. The mixing property of a CA
is examined by the following algorithm.
14 CHIH-HUNG CHANG
nz = 36
0 20 40 60 80
0
10
20
30
40
50
60
70
80
90
1
nz = 60
0 20 40 60 80
0
10
20
30
40
50
60
70
80
90
5
nz = 96
0 20 40 60 80
0
10
20
30
40
50
60
70
80
90
9
nz = 112
0 20 40 60 80
0
10
20
30
40
50
60
70
80
90
11
nz = 108
0 20 40 60 80
0
10
20
30
40
50
60
70
80
90
17
nz = 216
0 20 40 60 80
0
10
20
30
40
50
60
70
80
90
22
nz = 276
0 20 40 60 80
0
10
20
30
40
50
60
70
80
90
25
nz = 408
0 20 40 60 80
0
10
20
30
40
50
60
70
80
90
30
nz = 108
0 20 40 60 80
0
10
20
30
40
50
60
70
80
90
33
Figure 1. A self-replicating pattern generation process for
a linear cellular automaton addressed in Example 3.3. It is
seen that three copies of the initial pattern are reproduced at
the 16th and 32nd iterations (the middle one and the right
bottom corner). Some interesting transient patterns are also
observed.
Algorithm 4.1 (Mixing Algorithm).
MA1. There exists vn ∈ C such that vn,j > Mj(C \ {vn}) for some j and
vn,j > 0.
MA2. There exists vn ∈ C such that vn,j < mj(C \ {vn}) for some j and
vn,j < 0.
MA3. Suppose neither MA1 nor MA2 holds, and vn ∈ C is the vertex
such that vn,j = Mj(C \ {vn}) and vn,j > 0 or vn,j = mj(C \ {vn})
and vn,j < 0 for some j. Let C
′ = {v ∈ C : pij(v) = vn,j} and let
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C1 ⊂ Zd−1 be the collection of vertices obtained by removing the
jth coordinate of elements in C ′. Apply the Mixing Algorithm to
C1.
A set C ∈ Zd is said to satisfy the Mixing Algorithm (at vn) if (1) C
satisfies either MA1 or MA2, (2) C1 that is constructed in MA3 satisfies
either MA1 or MA2, or (3) repeating the procedure in MA3 to construct
C2, C3, . . . so that Cj satisfies either MA1 or MA2 for some j.
Theorem 4.2 extends Theorem 3.1 and Remark 3.2 to the case that the
local rule of a CA is defined on a multidimensional convex hull.
Theorem 4.2. Suppose F is a CA with the local rule f defined on C,
where C is a d-dimensional convex hull generated by the vertex set C =
{v1,v2, . . . ,v`}. If f is permutive at vn ∈ C and C satisfies the Mixing
Algorithm at vn, then F is k-mixing with respect to the uniform Bernoulli
measure for all k ≥ 1.
Before demonstrating the theorem, the following examples clarify the es-
sential concepts of Theorem 4.2.
Example 4.3. SupposeA = {0, 1, 2, 3}. Let C be the polygon in 2-dimensional
lattice generated by the set C = {v1,v2,v3,v4,v5}, where
v1 = (−1,−1),v2 = (−1, 1),v3 = (0, 2),v4 = (1, 1),v5 = (1,−1).
Suppose the local rule f : AC → A is given by
f(xC) = 2(x−1,−1 + x−1,1 + x1,1 + x1,−1) + 3x0,2 (mod 4).
It is seen that f is permutive in the variable x0,2 since f is linear and
gcd(3, 4) = 1. Moreover, f satisfies MA1 follows from v3,2 > vi,2 for i ∈
{1, 2, 4, 5} and v3,2 > 0. Theorem 4.2 indicates that the CA F with the local
rule f is k-mixing with respect to the uniform Bernoulli measure for k ∈ N.
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Example 4.4. Suppose A, C, and C are the same as considered in Example
4.3. Let the local rule f : AC → A is given by
f(xC) = 2(x−1,−1 · x0,2 + x1,1 + x1,−1) + x−1,1 (mod 4).
Although f is nonlinear, a straightforward verification derives that f is
permutive at v2 = (−1, 1).
Notably, f does not satisfy neither one of MA1, MA2 in the Mixing
Algorithm since v2,1 = v1,1 < m1(C \ {v1,v2}). MA3 suggests that C1 =
{v11, v12} should be testified via the Mixing Algorithm to see that if the
nonlinear CA F with the local rule f is mixing, where v11 = v1,2 = −1
and v12 = v2,2 = 1. It comes from C
1 satisfies MA1 and Theorem 4.2 that
F is k-mixing with respect to the uniform Bernoulli measure for all k ≥ 1.
Examples 4.3 and 4.4 are not difficult to verify the conditions requested
in the Mixing Algorithm due to they are two-dimensional CAs.
Example 4.5. Suppose A = {0, 1, 2, 3}. Let C be the convex hull in 3-
dimensional lattice generated by the set C = {vi}12i=1, where
v1 = (0, 2,−1), v2 = (−1, 0,−1), v3 = (0,−2,−1),
v4 = (2,−2,−1), v5 = (3, 0,−1), v6 = (2, 2,−1),
v7 = (0, 2, 1), v8 = (−1, 0, 1), v9 = (0,−2, 1),
v10 = (2,−2, 1), v11 = (3, 0, 1), v12 = (2, 2, 1).
Suppose the local rule f : AC → A is given by
f(xC) =xv1xv2 + 2(xv4 + xv5 + x
2
v7 · xv8) + 3xv6+
xv3xv9xv10 + 2x
2
v11xv12 (mod 4).
A careful elucidation deduces that f is permutive in the variable x2,2,−1 =
xv6 . Since vi,3 = m3(C) = −1 < 0 for 1 ≤ i ≤ 6, f does not belong to the
first two criteria of the Mixing Algorithm. Let C1 = {v1i }6i=1, as indicated
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in MA1, where
v11 = (0, 2), v
1
2 = (−1, 0), v13 = (0,−2),
v14 = (2,−2), v15 = (3, 0), v16 = (2, 2).
It remains to verify whether or not C1 satisfies the Mixing Algorithm.
Since v16,2 = M2(C
1) > 0 and v11,2 = v
1
6,2, C
1 does not satisfy MA1 and
MA2. It follows that C2 = {v21,v26} is constructed, where v21 = 0,v26 = 2.
The fact that C2 satisfies MA1 demonstrates the k-mixing property of F
with respect to the uniform Bernoulli measure for all k ∈ N via Theorem
4.2.
This completes the illustration of Example 4.5.
Theorem 4.2 is demonstrated via an analogous argument to the proof of
Theorem 3.1 with a little modification. To make the present paper more
compact, the following demonstration addresses the key idea rather than
the detailed discussion.
Proof of Theorem 4.2. To sketch the key idea of the proof of Theorem 4.2,
it suffices to concentrate on the two-dimensional case. The investigation of
the k-mixing property of multidimensional CAs can be completed via similar
deliberation iteratively.
Theorem 4.2 and the Mixing Algorithm for the case d = 2 is presented as
follows. Let f : AC → A be a local rule defined on a polygon C generated by
C = {vi = (vi,1, vi,2)}`i=1 ⊂ Z2. Suppose f is permutive at vn = (vn,1, vn,2)
and vn satisfies one of the following conditions:
(I) vn,j > vi,j (respectively vn,j < vi,j) for all i 6= n and vn,j > 0 (respec-
tively vn,j < 0) for some j ∈ {1, 2}.
(II) There exists j ∈ {1, 2} such that vn,j = Mj(C \ {vn}) (respectively
vn,j = mj(C \ {vn})) and vn,j > 0 (respectively vn,j < 0). Let
C ′ = {u = (u1, u2) ∈ C : uj = vn,j}
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and let j = 3 − j. Then vn,j > Mj(C ′ \ {vn}) (respectively vn,j <
mj(C
′ \ {vn})) and vn,j > 0 (respectively vn,j < 0).
Then a CA F with the local rule f is k-mixing with respect to the uniform
Bernoulli measure for all positive integer k.
Suppose vn satisfies Condition (I). Then the coordinates of vn satisfy one
of the following conditions specifically.
(I.a) vn,1 > vi,1 for i 6= n, and vi,2 < vn,2 < vj,2 for some i, j 6= n.
(I.b) vn,1 < vi,1 for i 6= n, and vi,2 < vn,2 < vj,2 for some i, j 6= n.
(I.c) vn,2 > vi,2 for i 6= n, and vi,1 < vn,1 < vj,1 for some i, j 6= n.
(I.d) vn,2 < vi,2 for i 6= n, and vi,1 < vn,1 < vj,1 for some i, j 6= n.
(I.e) vn,1 > vi,1 for i 6= n, and vn,2 ≥M2(C) or vn,2 ≤M2(C).
(I.f) vn,1 < vi,1 for i 6= n, and vn,2 ≥M2(C) or vn,2 ≤M2(C).
(I.g) vn,2 > vi,2 for i 6= n, and vn,1 ≥M1(C) or vn,1 ≤M1(C).
(I.h) vn,2 < vi,2 for i 6= n, and vn,1 ≥M1(C) or vn,1 ≤M1(C).
The demonstration of vn satisfying (I.a) is addressed. The other cases
can be done similarly. Given two cylinders C0 =< (v
0
1, c
0
1), . . . , (v
0
l0
, c0l0) >
and C1 =< (v
1
1, c
1
1), . . . , (v
1
l1
, c1l1) > in X, similar discussion to the proof of
Theorem 3.1 would show that µ(C0 ∩ F−nC1) = µ(C0)µ(C1) for n large
enough. It is worth emphasizing that, to choose n properly, the following
specific procedure during the evaluation of µ(C0 ∩ F−nC1) is essential: For
q1, q2 ∈ {1, 2, . . . , l1}, the nth preimage F−n(< v1q1 , c1q1 >) of the cylinder
< v1q1 , c
1
q1 > has to be considered before F
−n(< v1q2 , c
1
q2 >) if and only if
1) v1q1,1 < v
1
q2,1
;
2) v1q1,1 = v
1
q2,1
and v1q1,2 < v
1
q2,2
.
With the notion of proper order for the computation of F−nC1), an anal-
ogous investigation to the proof of Theorem 3.1 reaches the desired result,
i.e., F is strongly mixing with respect to the uniform Bernoulli measure µ.
Moreover, it can be verified that F is k-mixing with respect to the uniform
Bernoulli measure for k ≥ 1.
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Suppose vn satisfies Condition (II). It is seen without difficulty that the
coordinates of vn can be described as the following cases.
(II.a) vn,1 = M1(C) and vn,2 = M2(C).
(II.b) vn,1 = M1(C) and vn,2 = m2(C).
(II.c) vn,1 = m1(C) and vn,2 = M2(C).
(II.d) vn,1 = m1(C) and vn,2 = m2(C).
(II.e) vn,1 ∈ {M1(C),m1(C)} but vn,2 /∈∈ {M2(C),m2(C)}.
(II.f) vn,2 ∈ {M2(C),m2(C)} but vn,1 /∈∈ {M1(C),m1(C)}.
Cases (II.e) and (II.f) can be verified via the discussion above, it remains
to study the other four cases. Notably, for cases (II.a) to (II.d), C can
be embedded into a rectangle C so that there exists a unique f : AC → A
with f |AC = f and f |AC\C = 0. More specifically, F = F and f is corner
permutive, where F is a CA with the local rule f . Theorem 3.1 indicates
that F is k-mixing with respect to the uniform Bernoulli measure for k ≥ 1,
and so is F .
This completes the proof. 
5. Conclusion and Discussion
This elucidation investigates sufficient conditions for the strongly mixing
property of a multidimensional cellular automaton F with the local rule f
defined on a bounded region D ⊂ Zd. Theorem 3.1 reveals that, when D is
a d-dimensional hypercuboid and f is corner permutive, F is k-mixing with
respect to the uniform Bernoulli measure for k ≥ 1.
Observe that a hypercuboid D is a convex hull generated by its apexes.
More precisely, there exists {ki,Ki}di=1 ⊂ Z and
C = {v = (v1, . . . , vd) : vi ∈ {ki,Ki} fo all i}
such that
D = poly(C) = {Σajvj : 0 ≤ aj ≤ 1,Σaj = 1,vj ∈ C} ∩ Zd.
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The assumption that f is corner permutive is f is a permutation at v for
some v ∈ C.
Theorem 4.2 is an extension of above observation, which addresses that,
if D is a multidimensional convex hull generated by a “minimal” vertex
set C and f is a permutation at v for some v ∈ C, then F is k-mixing
with respect to the uniform Bernoulli measure for all positive integer k.
Herein a generating set C is called minimal if C ⊆ C ′ for all C ′ such that
poly(C ′) = poly(C).
It is natural to ask that is there any possibility to weaken the sufficient
conditions proposed in Theorems 3.1 and 4.2? The upcoming example infers
a non-corner-permutive cellular automaton F which is even nonergodic.
Example 5.1. Suppose A = {0, 1, 2, 3} and a local rule f given by
f
 x0,2 x1,2 x2,2x0,1 x1,1 x2,1
x0,0 x1,0 x2,0
 = 2x0,1 + x1,1 + ⌊2x22
3
⌋
+ 3x2,2 + 2x0,0 · x2,0
is defined on a polygon, where bqc refers to the greatest integer which is less
than or equal to q. A straightforward examination demonstrates that f is
permutive in the variable x1,1 and is not corner permutive. Furthermore, it
is seen that F−1({< (0, 0), i >,< (0, 1), 2 >}) = ∅ for all i ∈ A, where F
is the CA with the local rule f . This makes F not ergodic, and thus not
k-mixing.
Remark 5.2. It is remarkable that the result in the present investigation
can be extended to any Markov measure ν such that the cellular automaton
F is ν-invariant. The discussion is similar but more complicated.
The elucidation of k-mixing property of a cellular automaton can be ap-
plied to the study of ergodicity of a multidimensional cellular automaton,
which is covered in the further paper.
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