Introduction
Measures of distance between two populations, or more generally of divergence of a populations, are widely used in statistics, for example as inputs to clustering and multidimensional scaling procedures or in the analysis of contingency tables. In this paper a measure of divergence of a populations is defined to be the probability of correctly assigning an item to one of the populations on the basis of a measurement X on the item, using a particular classification rule. An important property of this measure is that it possesses operational meaning by virtue of this classification interpretation. The argument of Goodman and Kruskal (1954, p. 733-735 ) that operational meaning is important for measures of association applies equally well to measures of divergence of populations.
The following is a brief summary of this paper. It will be supposed except in the last section that X is a categorical variable taking values labeled 1,2, ... ,6. Let TI denote the a-th population and let p (b) be the a a probability X = b given the item is from population TI. In the case where 2) The distributions of birth weights of nonwhites and whites in the U. S. in 1950, 1955, 1960, and 1965. 3) Results of intelligence tests given to 5-year old children and their mothers. The paper is concluded by a few remarks about the measure of divergence in the general case where X may have any distribution.
The Measure of Divergence When the Distributions of X are Known
Suppose an item is equally likely to come from anyone of the a populations TIl, .
•. ,TI a and the Pa(b) are known. Suppose on the basis of its X measurement the item is to be classified in one of the populations. A sensible procedure (the optimal one if the goal is to maximize the probability of a correct classification is, if X = b, to choose a TI for a which p (b) is maximized over a. The measure of classification divergence a of the a populations is defined to be the probability the item will be correctly classified.
Let p be the axS matrix whose (a,b)-th element is p (b). Thus a the a-th row of p is the distribution of X given the item is from TI .
a The probability of a correct classification will be denoted either by f(p), showing the dependence on the probabilities p, or by f(TI 1 , .
•. ,TI a ),
showing which populations are included.
An expression for f(p) will now be derived. f(p) does not depend upon which value is chosen in the above c1assifica-tion procedure. Now
Since the assumption is that the item is equally likely to come from any Fact: If 13 > a the maximum value of r(p) is 1. This occurs when the a distributions of X given TI are concentrated on mutually disjoint a sets, that is, each column of p has at most one nonzero element. If 13 < a the maximum value of r(p) is 13/0., which occurs when there is a subset of 13 populations, each having its own single X value which no other population in the subset can take; that is, there is a SXS submatrix of p with exactly one 1 in each column. Suppose the 2nd, 3rd, and 4th categories of X are merged so that the resulting distributions are q Then .5 = f(p) > f(q) = .6. In some cases it will be desirable to use f(p) directly to measure divergence. In others it may be desirable to relocate and rescale f(p) so that it ranges from 0 to 1 as p ranges over all possible values for fixed a and S. This new measure is , and the one which will be used in this paper, is the sample
Thus, in this case the sample measure of divergence will be
In some cases, particularly when the counts are low, one should consider adding a flattening constant to the counts. (cf. (Fienberg and Halland, 1972) , (Good, 1965, p. 24) , (Mosteller, 1968, p. 23) ).
It is mildly annoying that we must regard this sample measure of divergence as an estimate of a probability rather than a probability itself. The situation can, however, be remedied by viewing from the Bayesian angle. Suppose your prior distribution (it is an improper one)
Then the posterior is proportional to
The probability a future item from population TI will have X=b is, given In a number of practical examples we will want to check a particular ordering of the populations, say TIl, .
•. ,TI a , to see if the pairwise divergences are "in order". By this it is meant that for each i=l, ••• ,a, 9 in order, whereas the triangle in Display 7 is not in order.
The typical case where one expects the populations to be in order is where the categorical variable represents the grouping of measurements of a numerical variable. This is illustrated in the examples of Section 7.
5. Other Measures of Divergence for the Case a=2 Rao (1952, p. 352 ) suggests a measure of distance which is also based on the probability of a correct classification. However his classification rule is the minimax strategy rather than the rule used here which maximizes the probability of a correct classification. For example, if S=2 and l-S] l-t where 0 2 t 2 s 2 1, then Rao's measure is s:t' whereas f(p) Gini (1914 Gini ( -1915 has suggested using
in contingency tables to measure the distance between two columns (or two rows), where Pl(b) is the conditional distribution in one column and P2(b), the conditional distribution in the other. It does not appear, however, that Gini discussed the classification interpretation of the measure.
Over the past few years there has been discussion regarding distance between populations based on gene frequencies by several authors. Balakrishnan and Sangvhi (1968) There is considerable difficulty in interpreting these last three measures. We are not able to develop a feeling for a distance between two sets of probabilities calculated in the ways that have been proposed, primarily due to the lack of any operational meaning. D 2 is quite subject k to major problems if the proportions are far apart. In that case, no sensible estimate of S is obtainable since the individual cells will have different variances. The maximum of E 2 depends on the number of states which makes comparisons difficult.
We would suggest that the measuresG 2 and E 2 might be improved by s modifying their treatment of several categorical variables assumed to be independent. Instead of calculating the distances from the marginals and summing it would seem more reasonable to estimate cell probabilities by the products of the marginals and treat the computations as one large multinomial.
It has been called to our attention that a measure similar to the one proposed here has recently been developed by Powell, Levene, and Dobzhansky. It is to appear in Evolution in 1973. For both these tables A is zero whereas~is zero for the first and .5
for the second.
The lesson in all this (it has been taught many times) is that no single measure of association will do everything one wants it to.
7. Examples Humphrey, Nixon, and Wallace. The items will be the voters, the three populations will be the three sets of each candidates voters, and the state in which an item voted will be the categorical variable X. Thus in studying the divergance measures we shall be studying how the candidates differed according to how their vote was distributed among 51 states.
It should be noted that these measures are independent of the total number of votes cast for each candidate.
The various divergences are shown in Display 1. The three candidates appear to diverge a moderate amount. Nixon and Humphrey are substantially closer together than either is to Wallace, not a surprising result.
Example 2: Birth Weight Distributions.
Display 2 exhibits birth weight distributions of eight populations in the U.S. which are cross classified according to race and year. The data was obtained from Chase and Byrnes, (1972, p. 40-41) .
Display 3 shows six interesting divergences. The divergencẽ (TI5' TI 6 , TI 7 , TIS) of the four nonwhite distributions is about six times as large as the divergence~(TIl' TI 2 , TI 3 , TI 4 ) of the four white distributions. A close look at Display 2 reveals a definite pattern in the nonwhite distributions; the birth weights are shifting toward the left (getting lower) through time. The divergences between the two populations white and non-white for each of the four years show that, in addition, the nonwhite distributions are shifting away from the white distributions.
Display 4 gives the pairwise divergence triangle for the four nonwhite populations. It is interesting to note that the populations are in order, that is, the divergences increase as you move down any diagonal.
Furthermore, as you move from left to right along any row of the triangle, the values decrease. This is an indication that the change through time in the nonwhite distributions is slowing down. .53
