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Abstract-The mixed Strum-Liouville problem for the Laplace operator in the unit circle is consid- 
ered. The boundary conditions consist in the Dirichlet condition prescribed partially at the ci-- 
ference, while the complementary part is subjected to the Newton condition. 
The problem is reduced to a homogeneous wing singular integrc+differential equation and this, in 
turn, to an infinite trystem of algebraic equations whose solution can conveniently be obtained through 
truncation. The procedures of the reduction suggest that ahncet any problem of the type considered 
in this paper can be reduced to wing equations of the same class. 
The calculations are carried out right to the numerical steps. The first few eigenvalues and their 
corresponding eigenfunctions are obtained. 
1. INTRODUCTION 
In 1961, Cherski [l] suggested a method based on the theory of the Cauchy-type integral for 
solving steady mixed boundary value problems of the Dirichlet-Neumann type. This method 
reduces the problem to a singular integral equation which again can be more reduced to an 
infinite system of algebraic equations. In 1987, Eckhardt and El Sheikh [2] evolved this method 
still further to solve initial value problems with mixed boundary conditions. Their procedures 
imply that the method in which a problem is reduced to a system of algebraic equations can be 
extended to include initial value problems with mixed boundary conditions identical to those in 
the stationary problem. As in the case of a uniform initial problem, the major step of Eckhardt 
and El Sheikh was the solution of the Sturm-Liouville problem obtained through the separation 
of variables, but with the distinction of being a Dirichlet-Neumann type. They could show that 
a suitable truncation of their homogeneous algebraic system has a slight influence on the small 
eigenvalues of the problem. 
Having converted stationary Dirichlet-Newton problems to a class of the aircraft wings singular 
integral equation, the author in 1986 proposed a special method [3] reducing this type of problems 
to infinite systems of algebraic equations. One advantage of this method consists in its usefulness 
on solving problems with several mixed conditions [4]. 
In this paper, the wing equation formulation is extended to involve finite mixed Sturm-Liouville 
problems of the Dirichlet-Newton type. 
2. REPLACEMENT OF THE MIXED CONDITION TO UNIFORM CONDITIONS 
AND THE SYSTEM OF COMPATABILITY 
Our point of departure is the Helmholtz equation 
i au gt+;z i ah + ;;z Y@ = --Y2u, 0 < r < 1, Ifi] < 7r (2.1) 
The author is indebted to M. T. Helal for his sincere help upon carrying out the numerical calculations of this 
work. 
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and the homogeneous conditions 
u(1, e) = 0, 
I I 
e+; <a, 
ML 0) 
ap+ww=o, 1e+fl>cr, 
u(r,e> < 00. 
Applying the finite Fourier transformation 
F ’ n=as _-I J * f(e) eBine de, f(e) = 2 F,,eine 
9%=--a, 
cw 
(2.3) 
(2.4) 
(2.5) 
to equation (2.1), then under conditions (2.4), the solution of the transformation is 
k(r) = 4 $,1(v), (2.6) 
where A,, are arbitrary constants, and Jl,,l(+yr) are the Bessel functions of the first kind. 
The complete mixed boundary conditions (2.2) and (2.3) can be replaced by the two uniform 
conditions 
a41, e) 
~(1~ e) = P_ (e; Y), 
ap + w,e) = 9+(e;7h 
(2.7) 
(2.8) 
where 
0, 
P_ (e; 7) = 
{ 
I I e+: ecu, 
I I 
(2.9) 
de; 7h e+G h, 
and 
undetermined, 
9+(e; 7) = 
I I 
e+G ca, 
(2.10) 
6, 
The function cp(O,7) is yet to be determined. Substituting from (2.6) into the Fourier transfor- 
mation of (2.7), we easily get 
A _ ‘n-(7) 
*-Jlnlo’ 
while the same substitution into the transformation of (2.8) yields, according 
discrete problem 
where 
H%-(7) + h%-(7) - Ql,l(7)%-(7) = %+(Y), 
7 Jlnl+l(Y) 
QM(~) = Jl,l(7) ’ 
and use has been made of the formula 
J;(z) = 5 &l(z) - 42+1(z). 
(2.11) 
to (2.11), the 
(2.12) 
(2.13) 
In fact, the discrete problem (2.12) is but a reflection to the compatability of conditions (2.7) 
and (2.8). Thus, if this problem (2.12) possesses a solution at a concrete value for the parameter 7, 
for example 7i, then 7i will be an eigenvalue to problem (2.1)-(2.4). Further, the correspond- 
ing eigenfunction ui(r, 0) can simply be obtained as the solution of (2.1), (2.4), together with 
either (2.7) or (2.8), in which 7 is replaced by 7i. If condition (2.7) will be the one used, then 
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p_ (0; 7i) should be the solution of (2.12) corresponding to 7i. The eigenfunction ui(r, 0) will be 
given through (2.5), (2.6), and (2.11) by 
co ui(r,8) = C o,_O Jn(7ir) ein@ 
n=--m Jn(7i> 
(2.14) 
We now closely follow the procedures of [3,4] to convert (2.12) into an infinite system of 
algebraic equations. The inversion formula to this discrete problem can be restricted to the 
interval (Y < 10 + 51 < I to read 
1 d 
lri de J cp(Yi 7) -_ 1 _ ei(o_y) dv +h de; 7) - e 81,l(r) %- (7) ein6 = 0, a< e+% 0, I I 
lY+sb 
n=-CO 
(2.15) 
but since (o_ (y; 7) vanishes at the two points ]y + $1 = a [5, p. 3761, the above equation can be 
written in the form 
J I_ ei(e_y) dY - 2 Qlnl(7) ‘n-(7) eine = 0. ‘p’(Yi 7) (2.16) 
ly++ b 
n=--co 
Then, setting 
,iY = r , ,ie = To, (2.17) 
denoting by L the arc of the unit circle in the complex r-plane cut in the positive sense, and 
joining the two points -ieia and -ie-“‘, respectively, equation (2.16) takes the form 
J i%7) d7 7 - To - 2 &Inl(7)70” @n-(r) = 0. 
L fl=--a, 
(2.18) 
Note that the function $_(r; 7) vanishes at the end points of L. Finally, replacing in (2.18) the 
variable r by z, where 
. z-i 
7=--I 
z+i’ 
(2.19) 
it turns out that z varies along the real interval [- cot(o/2), cot(a/2)] ss 7 covers L while the 
converted function 97*(2;7) vanishes at the limits of integration: ~*(fcot(cr/2);7) = 0. Thus, 
we arrive at the wing integro-differential equation 
1+ 4 J 
cck(a/2) 
h P’(20; 7) - -Tjy 
p’(“; 7) d2 _ 
2 &~~l(r) h-(7) = 0. = - - cot(a/2) 20 
*=-co 
(-i s)’ 
It can be written in the standard form 
C&l(r) (-i z)’ h-(7), 
where 
and 
2=t cot;, 20 =to cot;, 
C = tan2 
2’ 
A = 2hC, 
4(&l; 7) = 0. 
(2.20) 
(2.21) 
(2.22) 
(2.23) 
6 M.G. EL SHEIKH 
If the problem is symmetric about 0 = %, i.e., if 
then it follows that 
%- (7) = cos nx O_,_(7), 
and equation (2.21) assumes the form 
(2.24) 
(2.25) 
P*tto;7) 1 
J 
l 
C2+ii 
%7*&r) dt = -- - 
‘AA _r t-to 
h(&, @.(7)(+“@.-(7) {(s)‘+ &$}. (2.26) 
= 
It follows also from relation (2.25) that the solution (2.14) can be written down in the form 
V(P, 8; 7) = BO Jo(7jr)+e Bzn Jan(7ir) cos 2n@+e B 2n+l(7i) JZn+l(7ir) sin(2n+1)8t (2.27) 
n=l la=0 
where 
B. QiO-(7i) 2@.2n- (7i) 
= ~00 , Bzn = J2nc7jJ , and &+I = 
2j @(Zn+l)- (7i) 
JZn+l(7i) ’ 
3. CONVERSION TO THE HOMOGENEOUS ALGEBRAIC SYSTEM 
Since cp*(fl; 7) = 0, the solution of (2.26), as in [3,4,6] can be thought of in the form 
where U,,,(te) are Chebyshev polynomials of the second kind. Thus, we have [6] 
1 J l rX co*‘@; 7) & _i t-to = $ 2 (m + 1) Y, U&O). m=O 
(2.28) 
(3.1’) 
(3.2) 
From the above formulae it is clear that if (o*(a0;7) is an even (odd) function, so will be the 
left-hand side of (2.26), but since the right-hand side of (2.26) is even in our case, as can easily 
be verified by means of the expansion 
(to + i c)2” + (to - i c)2” = 2&l)’ (i;) <2n--2r t$, 
r=O 
which is even, it follows that the coefficients of an odd order in the expansion (3.1’) must vanish, 
that is 
-0Q 
(oyto; 7) = 41 - t: c Y2m ~zm(to). (3.1) 
m=O 
Thus substituting (3.1), in which m is replaced by 2m, into (2.26), multiplying by &=?UZk(t), 
integrating over the interval (-1, l), and making use of equation (3.2), we obtain 
& W+l) y2c+ 2 CZm,Zk 5, = 
m=O 
$ QO(7) @O-(7) lO,Zk+e ; &n(7) (-9” *n-(7) b,Zk, (3.3) 
n=l 
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where 
C2m,2k = 
J 
l 1-t; 
- U2m(tO)U2k(tO)dtO 
-1 C2+ti 
(3.4) 
and 
The undetermined part (p(8) of the function p_ (0) can be represented in the form 
a’=7r--Q 
[ 
7r 
and 8~ --a’, 
2 
;+a/, 1 
sincetheset smn +O- -+ 2 
1’ [ *a =] , } 
n E M is complete for the class of functions (o(e) vanishing 
at the end points of the interval [$ - a’, $ + a’]. But, since the function cp(B) is symmetric about 
the ray 0 = f, it follows that 
i.e., 
n7r 
cosnrCs,sin,y=O or C2,=0, 
and the function p(0) will be restricted to the form 
e(e)=~C2n+lsin{(Zn+l) (&e-&+:)}. 
(3.8) 
(3.7) 
Now, replacing in (3.7) C s,,+i by Yr,, we arrive at exactly the same formula obtained from (3.1), 
by making use of the substitution 
to = CO8 
[ 
&e- &+:I, eE [f-d,T+d]. (3.8) 
Thus, we come to the conclusion that the function (p(8) is given on the segment 10 + f ] > (Y 
by (3.7), in which 
C2n+l = fin. (3.9) 
Thus, it follows that the infinite system (3.3) can be simplified to include but one set of unknowns, 
namely, Y& or a,,_. Indeed, we have 
&k 
1 
=- 
J 
*+a’ 
a’ ipQ’ 
+_(e;y)sin{(2L+l) (&e--&+5)} de 
2 *.-(7)[_:’ eine sin { (2k + 1) (&e - & + i)} de, 
tl=-CO 
or 
Yzk = (2L : 1) A @O-(-f) + 2(-l)k (i)" bn,(2k+l)r/Zd %x-(Y) 
O” ’ 8x (2) + 1) (i)” co8 na’ 
172 (2E + 1)s - 4rrj2 n2 %-(‘) 
m E M. (3.10) 
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The prime over the summation notation means that the value n = m is not included. Without 
loss of generalization, we consider the cases in which (Y’ allows no integer value for m in (3.10). 
Thus, the elimination of Yza in system (3.3), according to (3.10), leads to the homogeneous system 
[ 
; 90(-r) 10,2k - Dto Go_+22 ] 
?I=1 [ 
$&n(r) (-1)” L,2k - an ] (i)” R-(Y) = 0, (3.11) 
where 
DEn = 2 x2 (2L + 1)2 cos na’ 4z (2m + 1) co8 na’ 
1 572 (2h + 1)2 4&r n2 7r2 (2m + 1)2 4~r’~ n2 c2, ’ 2L . 
(3.12) 
- - m=O 
System (3.11) can be modified for directly defining the solution (2.27). Indeed, making use of 
expressions (2.28), it can be written down as follows 
&)[+I [(-I)” f &+1(y) I,,,21 - Dkn J”(7)] B, = 0, 
n=O 
(3.13) 
where 
” { 
n 
n -9 2 
n even, 
2= _ n-l 
(3.14) 
2 ’ 
n odd. 
The coefficients of system (3.13) will be completely defined by calculating the integrals (3.4) 
and (3.5). For n = 0, the function (c2 + t$)-’ in expression (3.5) can be replaced by its in- 
tegral representation [7, Formula 3.944( 12)], th en reversing the order of integration, using the 
substitution to = cos7, and applying Formula 3.715(18) of [7], we get 
whence 
IO,2k = ; (-qk (JW- C)2k+1, c2 > 0, 
1 
- = ; g-1)” (dm- gZn+l &“(&J). 
<z+t; n=O 
For n # 0, we have 
and 
Here 61~ is the Kronecker symbol, and J”(t) are Bessel functions of the first kind. The re- 
(3.15) 
(3.16) 
(3.17) 
(3.18) 
(3.19) 
sult (3.19) follows from Formula 6.621(4) of [7]. As for the result (3.17), it can be obtained as 
follows. By means of the binomial theorem, the left-hand side can be written in the form 
I,,2k = (-1)” J: g (” ; ‘> (2”-2’-2 t2’ 
x [ (&)2n&)r (22;) (;)‘3 6=h(t)dt* 
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Using the integral expansion of the quantity between square brackets [7, Formula 3.944(12)], 
reversing the order of integration, and converting to the variable 7 = cos-‘(t), we get 
I (-‘)” n’2k = 2(2n - l)! (=. g (” ; ‘) C2n-21-2 I” z2n-1 e+ [I$,z) - 12(1, z)] dz, 
where 
* II&Z) = 
J 
COST’ 7 COG Sk7 cos (2 co8 7) dy , 
0 
and 
J * lz(Z, 2) = cos2’7 cos2(k:+ 1)y cos(tcosy)dy. 
The last two integrals can be calculated by means of Formulae 1.320(5) and 3.715(18) of [7]. The 
result (3.17) can then easily be verified. The substitution of (3.15) in the right-hand side of (3.5), 
together with the conversion to the variable 7 = cos-1 to, simply leads to the result 
8 00 
C2m,2k = - c 
(-l)“+’ (2n + 1) (2L + 1) (2m + 1) (dm- 02”+l 
C n=O [(2m + 1)2 - 4(n - lc)2] [(2m + 1)2 - 4(n + JZ + 1)2] * 
(3.20) 
It is a simple matter to verify that the coefficients of system (3.11) or (3.13) terminate so 
rapidly as n increases [see expressions (3.17) and (3.20)]. C onsequently, it will follow (Section 4) 
that such systems can be solved conveniently by using the truncation method. 
4. NUMERICAL EXAMPLE 
The usefulness of the integral equation formulation of the problem considered in this paper is 
illustrated here by means of a numerical example. Namely, we consider the case 
h=l, o=;. (4.1) 
The coefficients (3.12), (3.15), and (3.17) appearing in system (3.13) have been calculated to 
seven decimals. In Table 1,7?’ denotes the i th zero of the determinant of system (3.13) truncated 
at the jth order. It is to be noted that the smaller the eigenvalue, the less the influence of the 
truncation on its value, and it approaches its value more rapidly. This is due to the fact that the 
ratio 7 Jn+r(7)/Jn(7), appearing in the nth column of the determinant of system (3.13), decays 
with increasing n, while it grows as 7 increases. Of course, this statement ceases to be true in the 
vicinity of the zeroes of J”(7), but these are the zeroes of the uniform Dirichlet problem, which 
are certainly different from the values of our interest. Thus, for the greater eigenvalues the order 
of the truncation should be increased for obtaining more suitable approximations. 
Table 1. 
11 
The first three eigenfunctions’of problem (2.1)-(2.4), (7) corresponding to the eigenvalues 7i , 
i=1,2,3are 
@(r, 0) =Jo(4.6962r) + 1.21292 J1(4.6962r) sin t9 + 0.27677 &(4.6962r) cos28 
- 0.15421 Js(4.6962r) sin 38 - 0.10704 J4(4.6962r) cos 48 
+ 0.07050 Js(4.6962r) sin 58 + 0.04083 Js(4.6962r) cos 60 + . . . 
@(P, e) =Jo(7.8586r) + 1.24177 J1(7.8586r) sin B + 0.50007 Jr(7.8586r) cos 20 
+ 0.36228 Js(7.8586r) sin 38 - 0.51867 J4(7.8586r) COG 48 
+ 0.25974 Js(7.8586r) sin 58 + 0.08161 Js(7.8586r) cos 68 + . . . 
@(r, 0) =Jo(9.2869r) + 2.91008 Jl(9.2869r) sin 0 + 5.01120 Jz(9.2869r) c-20 
+ 0.82827 Js(9.2869r) sin 30 - 3.72729 J4(9.2869r) COG 48 
- 5.61395 Js(9.2869r) sin 58 - 2.99403 JG(9.2869r) cos 60 -t . . . 
(4.2) 
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-0.2 - 
-0.3 - 
-0.5 - 
-0.5 - 
-0.6 - 
-0.7(, , , , , , , , , , , , , I, I I 
-80 -60 -40 -m 0 20 a 60 00 
Figure 1. 
These eigenfunctions are normalized so that the coefficients of the first term, which includes 
Jo, are always unity. Finally, the influence of the truncation on the first eigenfunction, for 
example, is shown in the figure below, in which the dotted line represents u1 (6)(1,8), while the 
uninterrupted one stands for ~y’(l,O). It is to be noted that both of these functions almost 
vanish on -4 5 6 5 -Q (see condition (2.2) and note that CY = f). The parameterization of 
the level curves ui(rj, 0) can be extended to the complementary part of 101 < 5 by taking into 
account that these curves are symmetric about 0 = 5. 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
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