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ABSTRACT 
Let A, H be matrices of rank r and of order m x n and n x m respectively over an 
integral domain. It is shown that A admits a g-inverse whose r x r minors are proportional 
to the corresponding minors of H if and only if the trace of the rth compound of AH is 
invertible. We also obtain a determinantal formula for such a g-inverse when it exists. The 
results generalize arlier work on the existence of the Moore-Penrose and group inverses. 
Let R be an integral domain, i.e., a commutative ring with multiplicative iden- 
tity and with no zero divisors. An element a of R is called a unit if it has a 
multiplicative inverse. 
The rank of a matrix over R is defined as the maximal order of a nonvanishing 
minor. We will denote the transpose, the determinant, and the rank of the matrix 
A by AT, 1 A 1, and p (A) respectively. 
Let A be an m x n matrix. If the n x m matrix G satisfies AGA = A, then 
G is called a generalized inverse (or a g-inverse) of A. If G satisfies AGA = 
A, GAG = G, then G is a reflexive g-inverse of A. It is well known that a 
g-inverse G of A is reflexive if and only if it has the same rank as that of A. 
If A is an m x n matrix, then the n x m matrix G is called the Moore-Penrose 
inverse of A if it satisfies the equations 
AGA = A, GAG = G, (AG)T = AC, (GA)T = GA. (1) 
Note that we have defined Moore-Penrose inverse using the identity involution. 
Our statements will need trivial modifications if one considers some other involu- 
tion in the definition. If a Moore-Penrose inverse exists, then it must be unique. 
This can be seen by suitably manipulating the equations (1); see, for example, [5]. 
In this paper, whenever we talk about matrices of rank r, it is tacitly assumed 
that r is positive. The next result has been established in [ 11. 
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THEOREM 1. If R is an integral domain, then a matrix A of rank r over R 
admits a Moore-Penrose inverse if and only tf the sum of squares of r x r minors 
of A is a unit. 
IfAisanmxnmatrixofrankrandifa!~{l,...,m}, Bc{l,...,n}aresets 
of cardinality r, then A; will denote the submatrix of A formed by rows indexed by 
cr and columns indexed by /3, whereas 1 A’;I 1 will denote the corresponding minor. 
Throughout this paper, M, /l will denote typical subsets of { 1, . . . , m}, { 1, . . . , n} 
respectively, of cardinality r. If A is a square matrix, then (a/&,)lAl will denote 
the coefficient of aii in the expansion of IAl, i.e., the cofactor of aij in A. 
If A is an n x n matrix, then the n x n matrix G is called the group inverse 
of A if it satisfies 
AGA = A, GAG = G, AG = GA. (2) 
The group inverse, when it exists, in unique. The following result is proved in 
[61. 
THEOREM 2. If R is an integral domain, then a square matrix A of rank r over 
R admits a group inverse if and only if C, I AZ I is a unit. 
The purpose of this paper is to obtain an extension of Theorems 1 and 2 using 
the concept of proportional minors. In the process we also give more compact 
proofs of Theorems 1;2 than the ones found in [ 1,6]. 
We introduce some definitions and notation. If A is an m x n matrix, then 
recall that the rth compound matrix of A, denoted by C,(A), is defined as fol- 
lows. The rows and columns of C,(A), are indexed by the r -element subsets of 
11,. . . , ml, tl, . . . , n} respectively, which are arranged in an arbitrary but fixed 
order. The (a, p) entry of C,(A) is I AZ I. The Cauchy-Binet formula for deter- 
minants can be used to show that C, (AB) = C, (A)C, (B) whenever the matrices 
are compatible for multiplication. 
Let A, B be matrices over R with rank B = r . We say that A, B have propor- 
tional minors if there exists a unit 8 of R such that I AZ I = 8 I BF I for all subsets 
o, pofcardinalityrof(1,. ..,m}, (1, . . ., n} respectively. Note that if A, B have 
proportional minors and if rank B = r , then C,(A) = 8 Cr (B). Since C,(B) has 
rank 1, it follows that C,(A) has rank 1 and therefore A has rank r. 
Let A, H be matrices of rank r and of order m x n and n x m respectively 
over an integral domain. In the main result of this paper we show that A admits a 
g-inverse whose r x r minors are proportional to the corresponding minors of H 
if and only if the trace of the rth compound of AH is invertible. We also obtain a 
determinantal formula for such a g-inverse when it exists. When we set H equal 
to A, AT, we recover Theorems 1 and 2 respectively. 
LEMMA 1. Let A, B be r x n matrices over the$eld F withfull row rank, and 
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suppose A, B have proportional minors. Then there exists an r x r nonsingular 
matrix P such that PA = B. 
Proof Let U(V) be the r x r matrix formed by the first r columns of A(B). 
We assume, without loss of generality, that U is nonsingular. We will show that 
VU-‘A = B. Let k E {r + 1, . . , n}, and let z(w) be the kth column of A(B). 
Consider the equation 
vx = w. (3) 
Using Cramer’s rule and the fact that A, B have proportional minors, we see that 
x = U-‘z is a solution of (3). Thus VU-‘z = w. Since k E {r + 1, . . . , n} was 
arbitrary, we conclude that VU-’ A = B, and the proof is completed by setting 
P = vu-‘. w 
We will denote the column space of the matrix A by C(A) and the row space 
by R(A). 
COROLLARY 1. Let A, H be matrices, over the#eld F, of rank r and of order 
m x n and n x m respectively, and let G be a g-inverse of A. Then C(G) = 
C(H), R(G) = R(H) ifand only ifG, H have proportional minors. 
Proof Let H = EF, G = XY be rank factorizations. If C(G) = C(H), 
R(G) = R(H), thenC(E) = C(X), R(F) = R(Y). Thus E = XP and F = QY 
for some nonsingular r x r matrices P, Q. Thus 
C,(H) = G(EF) 
= Cr(E)WF) 
= Cr(XP>Cr(QY) 
= IPI lQlCr(XY) 
= IPQlCr(G), 
and therefore G, H have proportional minors. Conversely, suppose G, H have pro- 
portional minors. Note that for subsets y, S of cardinality r of ( 1, . . . , n}, { 1, . . . , m) 
respectively, 
Therefore it follows that E, X have proportional minors and so do F, Y. By 
Lemma 1, E = XP and F = QY for some nonsingular r x r matrices P, Q. 
Thus C(H) = C(E) = C(X) = C(G). Similarly, we have R(H) = R(G) and the 
proof is complete. n 
LEMMA 2. Let A, H be matrices, over the$eld F, of rank r ana' of order m x n 
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and n x m respectively. Let A = BC, H = E F be rank factorizations. Then the 
following conditions are equivalent: 
(i) A admits a g-inverse G such that C(G) c C(H), R(G) c R(H). 
(ii) rank(FAE) = r. 
(iii) rank(AH) = rank(HA) = r. 
(iv) trace C,(AH) # 0. 
(v) A admits a g-inverse G such that G, H have proportional minors. 
Proof The proof of (i) + (ii) is contained, for example in [7, p. 721. Also, 
the equivalence of (i) and (v) follows from Corollary 1. 
We now prove (ii) + (iii). If rank(FAE) = r, then FAE is a nonsingular 
r x r matrix. Thus trace C, (FAE) is nonzero. However, 
traceCr(FAE) = traceC,(F)C,(A)C,(E) 
= traceC,(A)Cr(E)Cr(F) 
= traceC,(AEF) 
= traceC,(AI-i). 
Similarly, trace C, (FAE) = trace C, (H A), and hence (iii) holds. 
We now show that (iii) + (iv). Since 
rank(FB) 2 rank(EFBC) = rank(HA) = r, 
then FB is nonsingular. Similarly CE can be shown to be nonsingular using 
rank(AH) = r. Now 
traceC,(AH) = traceC,(BCEF) 
= traceCr(FBCE) 
= trace C,(FB)Cr(CE) 
= IFBI ICEI, 
which must be nonzero, since F B, C E are nonsingular. 
Finally, we prove the implication (iv) + (ii). As noted in the proof of (iii)+(iv), 
traceCr(AH) = traceC,(FBCE) = traceCr(FAE). 
Since FAE is an r x r matrix, trace C,(FAE) is just IFAEI, and the result 
follows. That completes the proof. n 
The following is the main result. 
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THEOREM 3. Let A, H be matrices over R of rank r and of order m x n and 
n x m respectively. Then A admits a g-inverse G such that G, H have proportional 
minors if and only if trace C,(AH) is a unit. 
Proo$ Suppose A admits a g-inverse G such that G, H have proportional 
minors. First let r = 1. Since AGA = A, we have 
c aijgjkakl = ail 
j.k 
for all i, 1. Since r = 1, then aijakl = ail&j. Substituting in (4) gives 
c ailgjkakj = ail. 
j, k 
(4) 
(5) 
Since ail is nonzero for some i, 1, it follows that 
c akjgjk = &XX cl (AG) = 1. 
j, k 
Since G, H have proportional minors, there exists a unit 8 of R such that H = BG. 
Thus trace(AH) = 8 is a unit. The result for r > 1 is established by applying 
the result obtained for r = 1 to C, (A), C, (H), and C,(G), which are matrices of 
rank 1. 
Conversely, let trace C, (AH) = t be a unit. Thus, in particular, t is nonzero, 
and by Lemma 2, A admits a g-inverse G over F, the quotient field of R, whose 
row and column spaces are equal to the corresponding spaces of H. It follows from 
Corollary 1 that G, H considered as matrices over F, have proportional minors. 
Since G is reflexive, by the determinantal formula established in Theorem 3 of [ 11 
we have 
gij = [@aceG(AG)I-’ C C IG~l$IA~l 
a3ip3 j J’ 
= t-l c c lW:l&lA;l. 
a3ip3j 
Thus G is in fact a matrix over R, and the proof is complete. a 
It is clear that Theorem 3 implies Theorems 1 and 2 (to see that Theorem 2 
follows from Theorem 1 it must be shown that trace C, (A2) is a unit if and only if 
trace C,(A) is a unit, as in [6]). We also note another fact. It is well known (see, for 
example, [2]) that if A is a matrix of rank r and if G is the Moore-Penrose inverse 
of A, then G and AT have proportional minors. Now the determinantal formula 
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established in the course of the proof of Theorem 3 implies that this property 
characterizes the Moore-Penrose inverse. Thus G is the Moore-Penrose inverse 
of A if and only if (1) G is a g-inverse of A and (2) G and AT have proportional 
minors. Similarly, if A is a square matrix, then G is the group inverse of A if and 
only if (1) G is a g-inverse of A and (2) G and A have proportional minors. 
D. R. Huang [3,4] has extended the results in [ 1,6] to g-inverses of matrices 
over Banach algebras. We now present an example given by Huang in a personal 
communication to show that a result similar to Theorem 3 cannot hold in general 
for matrices over a Banach algebra. 
Let a be the Banach algebra of all elements of the form u + ux where U, r~ are 
complex numbers and x is an indeterminate which commutes with any complex 
number and satisfies x2 = 0. We may take the norm to be 11 u + ux I] = I u 1 + Iv I. 
Let 
Then A, H are both of rank 1, and in fact it can be checked that they both admit a 
g-inverse over f3. If 
a b 
G= 
[ 1 c d 
is a g-inverse of A, then AGA = A implies 
a+cx+bx ax 1 x I[ 1 = ax 0 x 0. 
Thus a = 1, and x must divide c + b. If G, H have proportional minors, then we 
must have b = 0 and c = 1 + x. Thus x must divide 1 + x, and this is clearly not 
possible. However, note that 
AH= 
1+x 0 
[ 1 X 0 ’ 
and thus trace(AH) = 1 + x, which is a unit. 
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