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Résumé. 
On onstruit une base de la K-théorie équivariante des tours de Bott, et on dérit
préisément la struture multipliative de es algèbres. On en déduit des résultats
analogues pour les variétés de Bott-Samelson. Le lien entre les variétés de drapeaux
et les variétés de Bott-Samelson nous permet alors de donner une méthode de alul
des onstantes de struture de la K-théorie équivariante des variétés de drapeaux par
rapport à la base onstruite par Kostant et Kumar dans [17℄.
Abstrat (Equivariant K-theory of Bott towers. Appliation to the multi-
pliative struture of the equivariant K-theory of ag varieties)
We onstrut a basis of the equivariant K-theory of Bott towers, and we desribe
preisely the multipliative struture of these algebras. We dedue similar results for
Bott-Samelson varieties. Thanks to the link between ag varieties and Bott-Samelson
varieties, we give a method to ompute the struture onstants of the equivariant K-
theory of ag varieties in the basis onstruted by Kostant and Kumar in [17℄.
Classiation mathématique par sujets (2000).  19L47, 14M15 14M25.
Mots lefs.  K-théorie équivariante, variétés de drapeaux, variétés toriques.
1. Introdution
Soit G un groupe de Lie semi-simple omplexe onnexe. Soient B ⊂ G un sous-
groupe de Borel de G, et T ⊂ B un tore ompat maximal de B. On note R[T ]
l'anneau des représentations de T et X = G/B la variété de drapeaux assoiée à es
données (plus généralement, on s'intéressera aux variétés de drapeaux des groupes de
Ka-Moody). La multipliation à gauhe dans G induit une ation de T sur X . La K-
théorie T -équivariante de X , notée KT (X), a été initialement identiée par Kostant
et Kumar dans [17℄. Ils onstruisent notamment une base {ψˆw}w∈W de KT (X) en
tant que R[T ]-module, où W est le groupe de Weyl de X . Une fois qu'on a onstruit
une base de KT (X), un des problèmes fondamentaux est de trouver des formules
pour multiplier deux éléments de ette base. La même question se pose pour la K-
théorie ordinaire de X , notée K(X). Dans [19℄, Pittie et Ram donnent une formule
pour multiplier dans K(X) la lasse d'un bré en droites par une lasse [OXw ], où
pour w ∈ W , [OXw ] ∈ K(X) désigne la lasse du faiseau strutural de la variété
de Shubert Xw ⊂ X . Ce résultat a été initialement formulé pour G = SL(n,C) par
Fulton et Lasoux dans [11℄. Dans [5℄, Brion détermine le signe des onstantes de
struture de K(X) par rapport à la base {[OXw ]}w∈W . Un des objetifs de et artile
est de donner une méthode de alul générale des onstantes de struture de KT (X)
par rapport à la base {ψˆw}w∈W .
Les variétés de Bott-Samelson ont été initialement introduites par Bott et Samel-
son dans [4℄. Ces variétés sont munies d'une ation de T et d'une appliation T -
équivariante à valeurs dans X . Dans [8℄, Demazure montre qu'elles permettent de
désingulariser les variétés de Shubert.
Les tours de Bott sont des variétés toriques partiulières onstruites par brations
suessives de bre CP 1, et sont munies de l'ation d'un tore ompat D de même
dimension que la variété. Une variété de Bott-Samelson Γ munie de l'ation du tore
T peut être vue omme une tour de Bott Y , et l'ation de T sur Γ s'identie à elle
d'un sous-tore de D sur Y .
Dans [21℄, on a donné une première desription de la ohomologie et de la K-
théorie équivariantes des variétés de Bott-Samelson, et on a expliité le lien ave les
variétés de drapeaux. Grâe à es résultats, on a donné une preuve géométrique des
formules de restritions aux points xes d'une base de la ohomologie T -équivariante
de X . Ces formules ont été initialement démontrées par Sara Billey dans [3℄. De plus,
on a trouvé une formule pour les restritions aux points xes de la base {ψˆw}w∈W
de KT (X). Ces formules ont été détérminées indépendamment par William Graham
grâe à d'autres méthodes dans [14℄.
Dans [22℄, on a dérit préisément la struture multipliative de la ohomologie
équivariante des variétés de Bott-Samelson (plus généralement des tours de Bott),
puis, en s'inspirant des méthodes utilisées par Haibao Duan dans [10℄, on a déduit des
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résultats de [21℄ une méthode de alul des onstantes de struture de la ohomologie
équivariante des variétés de drapeaux (alul de Shubert équivariant). Le but de et
artile est d'eetuer le même travail en K-théorie. On onstruit une base de la K-
théorie équivariante des tours de Bott, et on donne une présentation par générateurs
et relations de es algèbres. On dénit alors réursivement un opérateur qui alule les
onstantes de struture. Grâe aux résultats de [21℄, on en déduit une formule pour
déomposer le produit ψˆuψˆv sur la base {ψˆw}w∈W pour tout ouple (u, v) ∈ W 2.
Les setions 2 à 4 sont onsarées à des rappels et des dénitions. Dans la setion 2,
on xe les notations sur les algèbres et les groupes de Ka-Moody. Dans la setion 3, on
rappelle la dénition et la struture des tours de Bott et des variétes de Bott-Samelson.
Pour plus de détails, on pourra onsulter [18℄, [15℄ et [22℄. Dans la setion 4, on
rappelle la dénition de la K-théorie équivariante, la notion de restrition aux points
xes et la formule de loalisation.
Dans la setion 5, on onsidère une tour de Bott Y de dimension omplexe N sur
laquelle agit le tore ompat D. On note R[D] l'anneau des représentations de D. La
K-théorie D-équivariante de Y , notée KD(Y ), est un R[D]-module dont on onstruit
une base {µˆDǫ }ǫ∈{0,1}N (proposition 5.1). On alule les restritions aux points xes de
es bases (théorème 5.3), et on donne une présentation par générateurs et relations de
KD(Y ) (théorème 5.7). Le orollaire 5.14 donne une méthode de alul des onstantes
de struture rǫ
′′
ǫ,ǫ′ ∈ R[D] dénies par les relations
µˆDǫ µˆ
D
ǫ′ =
∑
ǫ′′∈{0,1}N
rǫ
′′
ǫ,ǫ′ µˆ
D
ǫ′′ .
Dans la setion 6, grâe aux résultats de la setion 5, on retrouve la base de la
K-théorie équivariante des variétés de Bott-Samelson expliitée dans [21℄ (propo-
sition 6.1 et théorème 6.2), et on donne une méthode de alul des onstantes de
struture par rapport à ette base (théorème 6.6).
Dans la setion 7, on rappelle le lien entre la K-théorie des variétés de drapeaux et
la K-théorie des variétés de Bott-Samelson grâe au théorème 7.4 démontré initiale-
ment dans [21℄ et dont on donne une nouvelle démonstration. On déduit alors des
résultats préédents le théorème 7.9 qui donne une méthode de alul des onstantes
de struture qwu,v ∈ R[T ] dénies par les relations
ψˆuψˆv =
∑
w∈W
qwu,vψˆ
w.
La setion 8 est onsarée à quelques exemples et à la restrition de nos aluls au
as de la K-théorie ordinaire.
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2. Préliminaires et notations
2.1. Algèbres de Ka-Moody.  Les dénitions et les résultats qui suivent sur
les algèbres de Ka-Moody sont exposés dans [12℄ et [18℄. Soit A = (aij)1≤i,j≤r une
matrie de Cartan généralisée ('est-à-dire telle que aii = 2, −aij ∈ N si i 6= j, et aij =
0 si et seulement si aji = 0). On hoisit un triplet (h, π, π
∨) (unique à isomorphisme
près), où h est un C-espae vetoriel de dimension (2r− rg(A)), π = {αi}1≤i≤r ⊂ h∗,
et π∨ = {hi}1≤i≤r ⊂ h sont des ensembles d'éléments linéairement indépendants
vériant αj(hi) = aij . On note aussi hi par α
∨
i . L'algèbre de Ka-Moody g = g(A)
est l'algèbre de Lie sur C engendrée par h et par les symboles ei et fi (1 ≤ i ≤ r)
soumis aux relations [h, h] = 0, [h, ei] = αi(h)ei, [h, fi] = −αi(h)fi pour tout h ∈ h et
tout 1 ≤ i ≤ r, [ei, fj ] = δijhj pour tout 1 ≤ i, j ≤ r, et
(adei)
1−aij (ej) = 0 = (adfi)
1−aij (fj) , pour tous 1 ≤ i 6= j ≤ r.
L'algèbre h s'injete anoniquement dans g. On l'appelle la sous-algèbre de Cartan
de g. On a la déomposition
g = h⊕
∑
α∈∆+
(gα ⊕ g−α),
où pour λ ∈ h∗, gλ = {x ∈ g tels que [h, x] = λ(h)x, ∀h ∈ h}, et où on dénit ∆+
par ∆+ = {α ∈
∑r
i=1 Nαi tels que α 6= 0 et gα 6= 0}. On pose ∆ = ∆+ ∪ ∆− où
∆− = −∆+. On appelle ∆+ (respetivement ∆−) l'ensemble des raines positives
(respetivement négatives). Les raines {αi}1≤i≤r sont appelées les raines simples.
On dénit une sous-algèbre de Borel b de g par b = h⊕
∑
α∈ ∆+
gα.
Au ouple (g, h), on assoie le groupe de Weyl W ⊂ Aut(h∗), engendré par les
réexions simples {si}1≤i≤r dénies par
∀λ ∈ h∗, si(λ) = λ− λ(hi)αi.
Si on note S l'ensemble des réexions simples, le ouple (W,S) est un système de
Coxeter. On a don une notion d'ordre de Bruhat qu'on note u ≤ v et une notion de
longueur qu'on note l(w). On note 1 l'élément neutre de W . Dans le as ni (i.e. W
ni ⇔ g de dimension nie), on note w0 le plus grand élément de W .
On obtient une représentation de W dans h par dualité. Plus préisément, pour
tout 1 ≤ i ≤ r, on a :
∀h ∈ h, si(h) = h− αi(h)hi.
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Le groupe de Weyl préserve ∆. On pose R = Wπ, 'est l'ensemble des raines
réelles. On pose R+ = R ∩∆+, et pour β = wαi ∈ R+, on pose sβ = wsiw−1 ∈ W
(qui est indépendant du hoix du ouple (w,αi) vériant β = wαi) et β
∨ = whi ∈ h.
Pour tout élément w de W , on dénit l'ensemble ∆(w) des inversions de w par
∆(w) = ∆+ ∩ w−1∆−.
On xe un réseau hZ ⊂ h tel que :
(i) hZ ⊗Z C = h,
(ii) hi ∈ hZ pour tout 1 ≤ i ≤ r,
(iii) hZ/
∑r
i=1 Zhi est sans torsion,
(iv) αi ∈ h∗Z = Hom(hZ,Z) (⊂ h
∗
) pour tout 1 ≤ i ≤ r.
On hoisit des poids fondamentaux ρi ∈ h∗Z (1 ≤ i ≤ r) qui vérient ρi(hj) = δi,j ,
pour tout 1 ≤ i, j ≤ r. On pose ρ =
∑r
i=1 ρi.
2.2. Groupes de Ka-Moody et variétés de drapeaux.  On note G = G(A)
le groupe de Ka-Moody assoié à g par Ka et Peterson dans [13℄. On note e l'élé-
ment neutre de G. Dans le as ni, G est un groupe de Lie semi-simple omplexe
onnexe et simplement onnexe. On note H ⊂ B ⊂ G les sous-groupes de G assoiés
respetivement à h et b. Soit K la forme unitaire standard de G et T = K ∩H le tore
ompat maximal de K assoié à h. On note t ⊂ h l'algèbre de Lie de T . Les raines
αi et les poids fondamentaux ρi appartiennent à it
∗
Soit NG(H) le normalisateur de H dans G, le groupe quotient NG(H)/H s'identie
à W . On pose X = G/B = K/T . C'est une variété de drapeaux généralisée. On fait
agir G sur X par multipliation à gauhe, e qui induit une ation de B, H et T sur
X . L'ensemble des points xes de T dans X s'identie à W . Pour w ∈ W , on dénit
C(w) = B ∪ BwB et pour toute raine simple α, on dénit le sous-groupe Pα de G
par Pα = C(sα). On a la déomposition de Bruhat G =
⊔
w∈W BwB et si on pose
Xw = BwB/B, X =
⊔
w∈W Xw. Pour tout w ∈ W , la ellule de Shubert Xw est
isomorphe à R2l(w). On obtient ainsi une déomposition ellulaire T-invariante de X
où toutes les ellules sont de dimension paire.
Pour tout w ∈ W , la variété de Shubert Xw est l'adhérene de la ellule Xw.
C'est une sous-variété irrédutible et T -invariante de X de dimension réelle 2l(w).
Les variétés de Shubert ne sont pas lisses en général. Pour tout w ∈ W , on a la
déomposition suivante :
Xw =
⊔
w′≤w
Xw′ .
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2.3. Le monoïde W .  On dénit le monoïdeW omme le monoïde engendré par
les éléments {si}1≤i≤r soumis aux relations s
2
i = si et aux relations de tresses de W :

s2i = si
si sj · · ·︸ ︷︷ ︸
mi,j termes
= sj si · · ·︸ ︷︷ ︸
mi,j termes
simi,j <∞ ,
où mi,j est l'ordre de sisj dans W .
D'après l'étude générale des algèbres de Heke (voir [16℄), l'ensemble W s'identie
à l'ensemble W . Pour un élément w de W , on note w l'élément orrespondant dans
W déni par w = si1 · · · sil si w = si1 · · · sil est une déomposition réduite de w, et
pour v ∈ W , on note v l'élément assoié dans W .
Dans W , on a les relations suivantes :
(1)
{
w si = wsi si wsi > w,
w si = w si wsi < w.
(2)
{
siw = siw si siw > w,
siw = w si siw < w.
3. Tours de Bott et variétés de Bott-Samelson
SoitN ≥ 1 un entier naturel. On pose E = {0, 1}N . Pour ǫ = (ǫ1, ǫ2, . . . , ǫN ) ∈ E , on
note π+(ǫ) l'ensemble des entiers i ∈ {1, 2, . . . , N} tels que ǫi = 1 et π−(ǫ) l'ensemble
des entiers i ∈ {1, 2, . . . , N} tels que ǫi = 0. On appelle longueur de ǫ, notée l(ǫ),
le ardinal de π+(ǫ). Pour 1 ≤ i ≤ N , on note (i) ∈ E l'élément de E déni par
(i)j = δi,j . On dénit les éléments (0) et (1) de E par (0)j = 0 et (1)j = 1 pour tout
j. On munit E d'une struture de groupe en identiant {0, 1} ave Z/2Z. Pour tout
entier 1 ≤ n ≤ N , on pose (n) = (1) + (2) + · · ·+ (n) ∈ E .
On dénit un ordre partiel sur E par
ǫ ≤ ǫ′ ⇔ π+(ǫ) ⊂ π+(ǫ
′).
3.1. Tours de Bott.  Les dénitions et les résultats des setions 3.1.1 et 3.1.2
sont exposés plus en détails dans [15℄.
3.1.1. Dénition.  Les tours de Bott sont des variétés omplexes ompates et
lisses onstruites de la manière suivante :
Soit L2 un bré en droites holomorphe sur CP
1
. On pose Y2 = P(1⊕L2), où 1 est
le bré en droites trivial au dessus de CP 1. La variété Y2 est un bré au dessus de
Y1 = CP
1
de bre CP 1 ; 'est une surfae de Hirzebruh. On peut itérer e proessus
à l'aide de brés en droites notés L2,L3, . . . ,LN . A haque étape, la variété Yj est
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un bré au dessus de Yj−1 de bre CP
1
. On obtient alors le diagramme suivant (où
pour tout 2 ≤ j ≤ N , Lj est un bré en droites au dessus de Yj−1) :
P(1⊕ LN ) = YN
↓ πN
YN−1
.
.
.
P(1⊕ L2) = Y2
↓ π2
CP 1 = Y1
↓ π1
{un point} = Y0
A haque étape, on a deux setions partiulières s0j : Yj−1 → Yj et s
∞
j : Yj−1 → Yj
dénies par s0j(x) = (x, [1, 0]) et s
∞
j (x) = (x, [0, 1]).
Par dénition, une tour de Bott de dimensionN est une famille {Yj , πj , s0j , s
∞
j }1≤j≤N
issue d'un diagramme du type préédent.
On dit que deux tours de Bott {Yj , πj , s0j , s
∞
j }1≤j≤N et {Y
′
j , π
′
j , s
′0
j , s
′∞
j }1≤j≤N
sont isomorphes s'il existe N diéomorphismes holomorphes {Fj : Yj → Y
′
j}1≤j≤N
qui ommutent ave les appliations πj , s
0
j , s
∞
j et π
′
j , s
′0
j , s
′∞
j .
Exemple 3.1.  CP 1 × · · · × CP 1 (N fois) est une tour de Bott de dimension N .
3.1.2. Classes d'isomorphisme des tours de Bott.  On se donne une liste d'entiers
C = {ci,j}1≤i<j≤N . On onsidère R
N
muni de sa base anonique (e1, e2, . . . , eN ), et
on dénit N éléments v1, v2, . . . , vN de R
N
par les formules suivantes :
vN = −eN ,
vN−1 = −eN−1 − cN−1,NeN ,
.
.
.
v1 = −e1 − c1,2e2 − · · · − c1,NeN .
On dénit l'éventail ΣC de R
N
omme la réunion de tous les nes engendrés par
les veteurs de sous-ensembles Λ de {e1, e2, . . . , eN , v1, v2, . . . , vN} tels que si ei ∈ Λ,
alors vi /∈ Λ. On note alors YC la variété torique assoiée à l'éventail ΣC (voir [7℄, ou
[2℄ hapitre 6), 'est-à-dire le quotient de (C2 \ (0, 0))N par l'ation à droite de (C∗)N
où le i-ème fateur de (C∗)N agit sur (C2 \ (0, 0))N par
(3)
(z1, w1, . . . , zi−1, wi−1, zi, wi, zi+1, wi+1, . . . , zN , wN )ai =
(z1, w1, . . . , zi−1, wi−1, ziai, wiai, zi+1, wi+1a
ci,i+1
i , . . . , zN , wNa
ci,N
i ).
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On obtient ainsi une variété omplexe de dimension N . La variété YC est ompate
ar l'éventail ΣC est omplet dans R
N
(i.e. la réunion des nes de ΣC est égale à
RN ), et lisse ar l'éventail ΣC est régulier (i.e. les nes de ΣC sont engendrés par
des éléments du réseau ZN ⊂ RN qui peuvent être omplétés en une base de ZN ).
On note [z1, w1, . . . , zN , wN ] la lasse de (z1, w1, . . . , zN , wN ) dans YC .
Soit ǫ ∈ E . On note {i1 < i2 < · · · < ik} les éléments de π+(ǫ). On dénit alors
une liste d'entiers C(ǫ) = {di,j(ǫ)}1≤i<j≤k par dl,m(ǫ) = cil,im . En partiulier, pour
tout entier 1 ≤ n ≤ N , on pose Cn = C((n)) = {ci,j}1≤i<j≤n.
Pour tout 2 ≤ n ≤ N , YCn est un bré au dessus de YCn−1 de bre CP
1
.
En eet, on dénit un bré en droites L(Cn−1, c1,n, c2,n, . . . , cn−1,n) sur YCn−1 par
L(Cn−1, c1,n, c2,n, . . . , cn−1,n) = (C
2 \ (0, 0))n−1 ×(C∗)n−1 C, où le i-ème fateur de
(C∗)n−1 agit par
((z1, w1, . . . , zn−1, wn−1), v)ai = ((z1, w1, . . . , zn−1, wn−1)ai, a
ci,n
i v).
Ii l'ation de ai sur (z1, w1, . . . , zn−1, wn−1) est donnée par
(z1, w1, . . . , zi−1, wi−1, zi, wi, zi+1, wi+1, . . . , zn−1, wn−1)ai =
(z1, w1, . . . , zi−1, wi−1, ziai, wiai, zi+1, wi+1a
ci,i+1
i , . . . , zn−1, wn−1a
ci,n−1
i ).
On vérie immédiatement qu'on a bien P(1⊕ Ln) = YCn , où 1 désigne le bré en
droites trivial au dessus de YCn−1 , et où Ln désigne le bré L(Cn−1, c1,n, c2,n, . . . , cn−1,n).
Si on dénit πn : YCn → YCn−1 par
πn([z1, w1, . . . , zn−1, wn−1, zn, wn]) = [z1, w1, . . . , zn−1, wn−1],
la variété YC est alors onstruite à l'aide de brations suessives de bres CP
1
selon
le diagramme suivant :
P(1⊕ LN ) = YCN = YC
↓ πN
YCN−1
.
.
.
P(1⊕ L2) = YC2
↓ π2
CP 1 = YC1
↓ π1
{un point} = Y0
Si on dénit s0j : Yj−1 → Yj et s
∞
j : Yj−1 → Yj omme dans la setion préédente,
alors la famille {YCj , πj , s
0
j , s
∞
j }1≤j≤N est don une tour de Bott de dimension N , et
on obtient ainsi une appliation :
(4) Z
N(N−1)/2 → { lasses d'isomorphisme de tours de Bott de dimension N},
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qui à C ∈ ZN(N−1)/2 assoie YC , et pour toute tour de Bott YC dans l'image de 4,
une appliation :
(5) Z
N → { lasses d'isomorphisme de brés en droites holomorphes sur YC},
qui à (m1,m2, . . . ,mN ) ∈ Z
N
assoie le bré L(C,m1,m2, . . . ,mN ) sur YC .
Le résultat suivant est alors prouvé dans [15℄ :
Proposition 3.2.  Les appliations 4 et 5 sont des bijetions.
3.1.3. Ations de groupes sur les tours de Bott.  Pour tout 1 ≤ i ≤ N , on fait agir
DC = (C
∗)N (d'algèbre de Lie dC ≃ CN ) sur YCi par
(6)
(eλ1(d), eλ2(d), . . . , eλN (d))[z1, w1, z2, w2, . . . , zi, wi] =
[z1, e
−λ1(d)w1, z2, e
−λ2(d)w2, . . . , zi, e
−λi(d)wi],
où λk ∈ d∗C est dénie par λk((d1, d2, . . . , dN )) = dk.
L'ation de DC sur YCi induit une ation de D = (S
1)N (d'algèbre de Lie d ≃
iRN ⊂ dC) sur YCi . Les λk sont dans id
∗
.
Pour tout 2 ≤ i ≤ N , on fait agir DC (et par restrition D) sur Li par
(7)
(eλ1(d), eλ2(d), . . . , eλN (d))[z1, w1, z2, w2, . . . , zi−1, wi−1, v] =
[z1, e
−λ1(d)w1, z2, e
−λ2(d)w2, . . . , zi−1, e
−λi−1(d)wi−1, e
−λi(d)v].
De plus, on note L1 ≃ C le bré en droites trivial sur le point, et on fait agir DC
sur L1 par
(eλ1(d), eλ2(d), . . . , eλN (d))v = e−λ1(d)v.
Le lemme suivant est immédiat :
Lemme 3.3.  Pour tout 1 ≤ i ≤ N , l'ation de DC sur YCi = P(1⊕Li) est induite
par l'ation de DC sur Li.
De plus, les appliations πi sont DC-équivariantes.
Dans toute la suite on suppose donnée une liste d'entiers C et on note Y (au lieu
de YC) la tour de Bott assoiée à C.
3.1.4. Déomposition ellulaire.  On dénit une déomposition ellulaire de Y in-
dexée par E de la manière suivante :
Pour ǫ ∈ E , on note Yǫ ⊂ Y l'ensemble des lasses [z1, w1, . . . , zN , wN ] qui vérient
pour tout entier i ompris entre 1 et N
wi = 0 si ǫi = 0 , wi 6= 0 si ǫi = 1.
On vérie immédiatement que ette dénition est bien ompatible ave l'ation de
(C∗)N sur (C2 \ (0, 0))N dénie par l'équation 3.
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Pour ǫ ∈ E et 1 ≤ k < l ≤ N , on pose
ck,l(ǫ) = −ck,l +
∑
k < i1 < · · · < im < l
m > 0, ij ∈ π+(ǫ)
(−1)m+1ck,i1ci1,i2 · · · cim,l.
Ces nombres sont également donnés par réurrene sur l − k > 0 par les relations
suivantes :
(8)


ck,k+1(ǫ) = −ck,k+1 pour 1 ≤ k ≤ N − 1,
ck,l(ǫ) = −ck,l −
∑
k < m < l
m ∈ π+(ǫ)
cm,lck,m(ǫ) pour 1 ≤ k < l ≤ N,
où, par onvention,
∑
∅ = 0.
Pour ǫ ∈ E et i ∈ {1, 2, . . . , N}, on dénit λi(ǫ) ∈ d∗C par
λi(ǫ) = (−1)
ǫi+1
(
λi +
∑
j<i,j∈π+(ǫ)
cj,i(ǫ)λj
)
.
On démontre alors failement la proposition suivante :
Proposition 3.4. 
(i) Pour tout ǫ ∈ E, Yǫ est un espae ane omplexe de dimension l(ǫ) stable sous
l'ation linéaire du tore DC.
(ii) Pour tout ǫ ∈ E, Y ǫ =
∐
ǫ′≤ǫ Yǫ′ .
(iii) Y =
∐
ǫ∈E Yǫ.
(iv) Pour tout ǫ ∈ E, la sous-variété Y ǫ s'identie à la variété YC(ǫ) et est don
une sous-variété irrédutible lisse de Y .
De plus, nous allons avoir besoin du lemme suivant dont la démonstration est
immédiate :
Lemme 3.5. 
(i) L'ensemble Y D des points xes de Y sous l'ation de D est onstitué des 2N
points :
[z1, w1, z2, w2, . . . , zN , wN ], ou` (zi, wi) ∈ {(1, 0), (0, 1)}.
On identie don Y D ave E en identiant (1, 0) ave 0 et (0, 1) ave 1. Le point
xe ǫ ∈ Y D est l'unique point xe de Yǫ.
(ii) Soit (ǫ, ǫ′) ∈ E2, alors :
ǫ ∈ Y ǫ′ ⇔ ǫ ≤ ǫ
′,
et dans e as si on note T ǫǫ′ l'espae tangent à Y ǫ′ en ǫ, les poids de la représentation
de D dans T ǫǫ′ induite par l'ation de D sur Y sont les {λi(ǫ)}i∈π+(ǫ′).
3.2. Variétés de Bott-Samelson.  On utilise les notations de la setion 2. Pour
plus de détails sur les variétés de Bott-Salmelson, on pourra onsulter [18℄.
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3.2.1. Dénition.  Considérons une suite de N raines simples µ1, . . ., µN non
néessairement distintes. On dénit
Γ(µ1, . . . , µN ) = Pµ1 ×B Pµ2 ×B · · · ×B PµN /B,
omme l'espae des orbites de BN dans Pµ1 × Pµ2 × · · · × PµN , sous l'ation à droite
de BN dénie par
(g1, g2, . . . , gN )(b1, b2, . . . , bN ) = (g1b1, b
−1
1 g2b2, . . . , b
−1
N−1gNbN), bi ∈ B, gi ∈ Pµi .
On obtient ainsi une variété projetive irrédutible et lisse. On note [g1, g2, . . . , gN ]
la lasse de (g1, g2, . . . , gN) dans Γ(µ1, . . . , µN ). On note gµi ∈ Pµi un représentant
quelonque de la réexion de NPµi (H)/H ≃ Z/2Z.
On dénit une ation à gauhe de B sur Γ par
b[g1, g2, . . . , gN ] = [bg1, g2, . . . , gN ], b ∈ B, gi ∈ Pµi .
Par restrition, on obtient ainsi une ation de H et de T .
3.2.2. Déomposition ellulaire.  Pour ǫ ∈ E , on note Γǫ ⊂ Γ l'ensemble des lasses
[g1, g2, . . . , gN ] qui vérient pour tout entier i ompris entre 1 et N
gi ∈ B si ǫi = 0 , gi /∈ B si ǫi = 1.
On vérie immédiatement que ette dénition est bien ompatible ave l'ation de
BN .
Pour ǫ ∈ E et 1 ≤ i ≤ N , on dénit
vi(ǫ) =
∏
1 ≤ k ≤ i,
k ∈ π+(ǫ)
sµk ,
où, par onvention,
∏
∅ = 1. On pose v(ǫ) = vN (ǫ). Ce sont des éléments de W .
De plus, on pose αi(ǫ) = vi(ǫ)µi, 'est une raine.
On dénit de même
v(ǫ) =
∏
1 ≤ k ≤ N,
k ∈ π+(ǫ)
sµk ∈ W.
On démontre alors failement la proposition suivante :
Proposition 3.6. 
(i) Pour tout ǫ ∈ E, Γǫ est un espae ane omplexe de dimension l(ǫ) stable sous
l'ation de B, et ette ation induit une ation linéaire du tore H sur Γǫ.
(ii) Pour tout ǫ ∈ E, Γǫ =
∐
ǫ′≤ǫ Γǫ′ .
(iii) Γ =
∐
ǫ∈E Γǫ.
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(iv) Pour tout ǫ ∈ E, Γǫ s'identie à la variété Γ(µi, i ∈ π+(ǫ)) et est don une
sous-variété irrédutible lisse de Γ.
Soit ΓT l'ensemble des points xes de T dans Γ, on peut identier ΓT ave E grâe
au lemme suivant :
Lemme 3.7. 
(i) L'ensemble ΓT est onstitué des 2N points :
[g1, g2, . . . , gN ], où gi ∈ {e, gµi}.
On identie don ΓT ave E en identiant e ave 0 et gµi ave 1.
(ii) Pour tout ǫ ∈ E, le point xe ǫ est l'unique point xe de Γǫ.
3.2.3. Les variétés de Bott-Samelson sont des tours de Bott.  Soit τ : d∗
C
→ h∗
l'appliation dénie par τ(λi) = µi. Elle envoie d
∗
dans t∗. Soit s∗ ⊂ t∗ l'image de d∗
par τ et soit s∗
C
⊂ h∗ l'image de d∗
C
. On a les deux suites suivantes (où les premières
èhes sont surjetives et les deuxièmes injetives) :
d∗
τ // // s∗
  // t∗ ,
d∗
C
τ // // s∗
C
  // h∗ .
On en déduit la suite suivante sur les tores omplexes :
H // // SC
  γ // DC .
On ontinue à noter γ le morphisme de H dans DC ainsi déni. On a également la
suite suivante sur les tores ompats :
T // // S
  γ // D .
L'ation de h ∈ H sur Γ étant donnée par la formule
h[g1, g2, . . . , gN ] = [hg1h
−1, hg2h
−1, . . . , , hgNh
−1],
le tore H agit sur Γ via son image SC.
Si N = 1, Γ(µ1) est isomorphe à CP
1
. De plus, si N ≥ 2, Γ(µ1, . . . , µN ) est une
bration au dessus de Γ(µ1, . . . , µN−1) de bre CP
1
. En fait, on peut identier la
variété de Bott-Samelson Γ à une tour de Bott grâe à la proposition suivante (voir
[15℄ et [22℄ pour plus de détails) :
Proposition 3.8.  Il existe un diéomorphisme (de variété C∞) φ entre la variété
Γ(µ1, µ2, . . . , µN ) et la tour de Bott YC , ave C = {cj,k}1≤j<k≤N , où cj,k est déni
par cj,k = µk(µ
∨
j ).
La liste C est don un ensemble de nombres de Cartan dépendant du hoix de la
suite µ1, µ2, . . . , µN .
De plus,
∀(h, x) ∈ H × Γ, φ(hx) = γ(h)φ(x),
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et l'ation de H sur Γ s'identie don à elle d'un sous-tore de DC sur YC .
On vérie, grâe à la onstrution de φ (voir [22℄), que φ envoie Γǫ sur Yǫ et le
point ǫ ∈ ΓT sur le point ǫ ∈ Y D.
Le tore T agit sur Γ via son image S, et on a
∀(t, x) ∈ T × Γ, φ(tx) = γ(t)φ(x).
L'ation de T sur Γ s'identie don à elle d'un sous-tore de D sur YC .
4. K-théorie équivariante
4.1. Dénitions.  Soit UC un tore omplexe d'algèbre de Lie uC, et soit U ⊂ UC
le tore ompat maximal de UC. On note u ⊂ uC l'algèbre de Lie de U . On note X [U ]
le groupe des aratères de U , et on pose R[U ] = Z[X [U ]]. On note Q[U ] le orps des
frations de R[U ].
Pour tout poids entier α ∈ iu∗ ⊂ u∗
C
, on note eα : U → S1 le aratère orrespon-
dant.
Soit Z un espae topologique ompat muni d'une ation ontinue de U . On
dénit la K-théorie U -équivariante de Z omme le groupe onstruit à partir du semi-
groupe des lasses d'isomorphisme de brés vetoriels omplexes de dimension nie
U -équivariants au dessus de Z. On munit e groupe d'une struture d'anneau dénie
à l'aide du produit tensoriel. De plus, omme la K-théorie U -équivariante du point
s'identie à R[U ], on obtient une struture de R[U ]-algèbre qu'on note KU (Z).
Toute appliation g : Z1 → Z2 ontinue et U -équivariante dénit un morphisme de
R[U ]-algèbre g∗ : KU (Z2) → KU (Z1). En partiulier, l'inlusion Z
U ⊂ Z dénit un
morphisme i∗U : KU (Z) → KU (Z
U ) appelé restrition aux points xes. Si l'ensemble
des points xes ZU est disret, KU (Z
U ) s'identie de manière évidente à F (ZU ;R[U ])
la R[U ]-algèbre des fontions de ZU à valeurs dans R[U ] munie de l'addition et de
la multipliation point par point. On obtient alors un morphisme i∗U : KU (Z) →
F (ZU ;R[U ]).
On note ∗ l'involution de KU (Z) dénie par la dualité des brés, et on note de la
même façon l'involution de R[U ] dénie sur les aratères par ∗(eα) = e−α, e qui
induit une involution de F (ZU ;R[U ]). Pour tout élément τ ∈ KU (Z),
∗i∗U (τ) = i
∗
U (∗τ).
4.2. Formule de loalisation.  On suppose que Z est une variété omplexe
projetive lisse de dimension n munie d'une ation de UC. Cette ation induit alors
une ation de U sur Z.
La variété Z étant lisse, le groupe de GrothendiekK0(UC, Z) onstruit à partir des
lasses d'isomorphisme de faiseaux UC-équivariants ohérents sur Z est isomorphe au
groupe de Grothendiek K0(UC, Z) onstruit à partir des lasses d'isomorphisme de
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faiseaux UC-équivariants loalement libres sur Z (voir [6℄, hapitre 5). On identie
don es deux groupes.
On a un morphisme anonique : K0(UC, Z) → KU (Z). On suppose que e mor-
phisme est un isomorphisme ('est le as pour les tours de Bott et les variétés de
drapeaux dans le as ni), et on identie es deux groupes.
Pour toute sous-variété UC-invariante Z
′
et tout faiseau F ∈ K0(UC, Z), l'ation
de UC sur Z induit une ation de UC sur H
k(Z ′,F/Z′), et on dénit χ(Z
′,F) ∈ R[U ]
par
∀u ∈ U, χ(Z ′,F)(u) =
∑
k
(−1)kTr(u; Hk(Z ′,F/Z′)).
On suppose de plus que ZU est ni. En haque point xe m ∈ ZU , on note
(αm1 , . . . , α
m
n ) ∈ (iu
∗)n ⊂ (u∗
C
)n les poids de la représentation de U dans TmZ, l'espae
tangent à Z en m. Dans e as, la formule 5.11.9 de [6℄ s'érit de la manière suivante :
Proposition 4.1.  Pour tout faiseau F loalement libre et UC-équivariant au
dessus de Z, χ(Z,F) se alule grâe à la formule suivante :
χ(Z,F) =
∑
m∈ZU
i∗U (F)(m)∏
1≤i≤n(1− e
−αmi )
.
5. K-théorie équivariante des tours de Bott
On reprend les notations de la setion 3.1. Soit N ≥ 1 un entier naturel, et soit
C = {ci,j}1≤i<j≤N une liste d'entiers. On pose Y = YC .
On montre par réurrene sur la dimension de Y (voir [17℄ où le résultat est
démontré dans le as partiulier des variétés de Bott-Samelson) que le morphisme
anonique K0(DC, Y ) → KD(Y ) est un isomorphisme. Dans la suite, on identie
don es deux groupes.
Dans [21℄, on a alulé les restritions aux points xes de la base de la K-théorie
équivariante des variétés de Bott-Samelson dénie par dualité par rapport à la déom-
position ellulaire onstruite dans la setion 3.2. Ii, on onstruit d'abord une base
de KD(Y ) à l'aide de brés en droites (formule 10), on alule les restritions aux
points xes de ette base (théorème 5.3), et on en déduit que 'est la base duale par
rapport à la déomposition ellulaire onstruite dans la setion 3.1 (théorème 5.5). On
retrouvera alors dans la setion 6 la base de la K-théorie équivariante des variétés de
Bott-Samelson utilisée dans [21℄. On va de plus expliiter la struture multipliative
de es algèbres.
5.1. Constrution d'une base.  La struture de la K-théorie D-équivariante
de Y est donnée par la proposition suivante :
Proposition 5.1. 
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(i) La K-théorie D-équivariante de Y D s'identie à F (E ;R[D]).
(ii) La restrition aux points xes i∗D : KD(Y )→ F (E ;R[D]) est injetive.
(iii) La K-théorie D-équivariante de Y est un R[D]-module libre de rang 2N .
Démonstration.  Le point (i) est immédiat.
Le point (ii) est une onséquene de (iii). En eet, d'après le théorème de loali-
sation (voir [20℄), le morphisme : KD(Y )⊗R[D]Q[D]→ F (E ;Q[D]) induit par i
∗
D est
un isomorphisme. De plus, omme KD(Y ) est un R[D]-module libre, KD(Y ) s'injete
dans KD(Y ) ⊗R[D] Q[D], et on a don le diagramme ommutatif suivant qui prouve
que i∗D est injetive :
KD(Y )
i∗D

  // KD(Y )⊗R[D] Q[D]
≃

F (E ;R[D]) // F (E ;Q[D])
Pour démontrer (iii), on va expliiter une base {µˆDǫ }ǫ∈E du R[D]-module KD(Y ).
On proède par réurrene sur N ≥ 1.
Pour N = 1, KS1(P
1) est un R[S1]-module libre engendré par le bré en droites
trivial 1 et par le bré E déni omme le bré en droites tautologique sur P1, soumis
à l'unique relation
E
2 = (1 + e−λ1)E− e−λ11,
(voir [1℄, orollaire 2.2.2). On pose µˆD(0) = E et µˆ
D
(1) = 1−E.
On suppose le résultat vérié pour toute tour de Bott de dimension N − 1. Soit
Y = YC et Y
′ = YCN−1 . Alors Y = P(1 ⊕ LN ), où LN est un bré en droites
au dessus de Y ′ (voir la setion 3.2.1 pour la dénition de YCN−1 et LN ). On note
πN : Y = P(1 ⊕ LN ) → Y ′ la projetion de Y sur Y ′ et EN ∈ KD(Y ) le bré
tautologique au dessus de Y = P(1⊕ LN ).
Soit D′ = (S1)N−1, par hypothèse de réurrene, KD′(Y
′) est un R[D′]-module
libre engendré par une base {µˆD
′
f }f∈{0,1}N−1. On dénit une ation de D = (S
1)N sur
Y ′ en faisant agir la dernière omposante trivialement sur Y ′. On a alors KD(Y
′) =
KD′(Y
′) ⊗Z R[S1] (voir [20℄), et KD(Y ′) est don un R[D]-module libre qui admet
omme base la famille {µˆDf }f∈{0,1}N−1, où pour tout f ∈ {0, 1}
N−1
, on a posé µˆDf =
µˆD
′
f ⊗ 1.
La projetion πN est D-équivariante et munit don KD(Y ) d'une struture de
KD(Y
′)-module. Comme Y = P(1 ⊕ LN ), KD(Y ) est un KD(Y ′)-module libre de
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rang 2 engendré par le bré trivial 1 et le bré tautologique EN soumis à l'unique
relation
(9) E
2
N = (1⊕ LN )EN − LN1,
(voir [1℄ théorème 2.2.1, ou [20℄). Soit p : E = {0, 1}N → {0, 1}N−1 la projetion selon
les N − 1 premières oordonnées, on obtient don une base du R[D]-module KD(Y )
en posant
µˆDǫ =
{
π∗N (µˆ
D
p(ǫ))EN si ǫN = 0,
π∗N (µˆ
D
p(ǫ))(1− EN) si ǫN = 1.
On va expliiter la base {µˆDǫ }ǫ∈E dénie dans la démonstration de la proposition
préédente. On reprend le diagramme de la setion 3.2.1 :
P(1⊕ LN ) = YC
↓ πN
YCN−1
.
.
.
P(1⊕ L2) = YC2
↓ π2
CP 1 = YC1
↓ π1
{un point} = Y0
Pour 1 ≤ i ≤ N , haque variété YCi (où YCN = YC) est munie de l'ation de
D induite par l'ation 6 de DC, et les projetions πi sont D-équivariantes. Pour
0 ≤ i ≤ N , on pose Πi = πi+1πi+2 · · ·πN : Y → YCi (ΠN = IdY et YC0 = Y0).
On pose Ei = Π
∗
i (Ti) ∈ KD(Y ), où Ti ∈ KD(YCi) est le bré tautologique sur
YCi , et Fi = 1−Ei.
Pour tout ǫ ∈ E , la lasse µˆDǫ ∈ KD(Y ) est alors donnée par la formule suivante :
(10) µˆDǫ =
∏
i∈π+(ǫ)
Fi
∏
j∈π−(ǫ)
Ej .
5.2. Restritions aux points xes.  Pour tout 1 ≤ i ≤ N , la projetion Πi−1 :
Y → YCi−1 permet de denir un élément de KD(Y ) à partir du bré en droites
D-équivariant Li sur YCi−1 . On note enore Li et élément.
Les dénitions 6 et 7 de l'ation de D sur YCi et sur Li permettent de aluler
failement les restritions aux points xes des brés en droites Ei et Li :
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Lemme 5.2. 
i∗D(Ei)(ǫ) =
{
1 si ǫi = 0,
e−λi(ǫ) si ǫi = 1,
i∗D(Fi)(ǫ) =
{
0 si ǫi = 0,
1− e−λi(ǫ) si ǫi = 1,
i∗D(Li)(ǫ) = e
−λi
∏
1 ≤ j ≤ i − 1
j ∈ π+(ǫ)
e−cj,i(ǫ)λj .
Le théorème suivant donne la valeur des restritions aux points xes des lasses
µˆDǫ . Si on pose µ
D
ǫ = i
∗
D(µˆ
D
ǫ ), le lemme 5.2 et la formule 10 donnent immédiatement
la formule suivante :
Théorème 5.3.  Pour (ǫ, ǫ′) ∈ E2,
µDǫ (ǫ
′) =


∏
i∈π+(ǫ′)
e−λi(ǫ
′)
∏
i∈π+(ǫ)
(eλi(ǫ
′) − 1) si ǫ ≤ ǫ′,
0 sinon.
Exemple 5.4.  On onsidère la surfae de Hirzebruh H−1 = Y{−1}. On pose

ǫ1 = (0, 0),
ǫ2 = (1, 0), ǫ3 = (0, 1),
ǫ4 = (1, 1).
Si on dénit la matrie M = {µi,j}1≤i<j≤4 par µi,j = µDǫi (ǫ
j), on obtient les
formules suivantes :
M =


1 e−λ1 e−λ2 e−2λ1−λ2
0 1− e−λ1 0 e−λ1−λ2(1− e−λ1)
0 0 1− e−λ2 e−λ1(1− e−λ1−λ2)
0 0 0 (1− e−λ1)(1− e−λ1−λ2)

 .
5.3. Caratérisation de la base µˆDǫ .  La base {µˆ
D
ǫ }ǫ∈E est reliée à la déom-
position ellulaire Y =
∐
ǫ∈E Yǫ par le théorème suivant :
Théorème 5.5.  La famille {µˆDǫ }ǫ∈E est une base du R[D℄-module KD(Y ) ara-
térisée par les relations
∀(ǫ, ǫ′) ∈ E2, χ(Y ǫ′ , µˆ
D
ǫ ) = δǫ,ǫ′.
Démonstration.  On sait déjà que la famille {µˆDǫ }ǫ∈E est une base de KD(Y ). Pour
(ǫ, ǫ′) ∈ E2, on va aluler χ(Y ǫ′ , µˆDǫ ) grâe à la formule de loalisation.
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En utilisant la proposition 4.1, et le lemme 3.5, on obtient pour tout µˆD ∈ KD(Y )
et tout ǫ ∈ E :
(11) χ(Y ǫ, µˆ
D) =
∑
ǫ′≤ǫ
i∗D(µˆ
D)(ǫ′)∏
i∈π+(ǫ)
(1− e−λi(ǫ′))
.
Cette formule et le théorème 5.3 nous montrent immédiatement que χ(Y ǫ, µˆ
D
ǫ ) = 1
et χ(Y ǫ, µˆ
D
ǫ0) = 0 si ǫ0 6≤ ǫ.
Soit ǫ0 ∈ E tel que ǫ0 ≤ ǫ et ǫ0 6= ǫ. Alors, la formule 11 et le théorème 5.3 nous
donnent
χ(Y ǫ, µˆ
D
ǫ0) =
∑
ǫ0≤ǫ′≤ǫ
∏
i∈π+(ǫ′)
e−λi(ǫ
′)
∏
i∈π+(ǫ0)
(eλi(ǫ
′) − 1)
∏
i∈π+(ǫ)
(1− e−λi(ǫ
′))
,
d'où l'on tire
χ(Y ǫ, µˆ
D
ǫ0) =
∑
ǫ0≤ǫ′≤ǫ
∏
i∈π+(ǫ′)\π+(ǫ0)
e−λi(ǫ
′)
∏
i∈π+(ǫ)\π+(ǫ0)
(1 − e−λi(ǫ
′))
.
Soit j le plus grand élément de π+(ǫ) \ π+(ǫ0), on a alors
χ(Y ǫ, µˆ
D
ǫ0
) =
∑
ǫ0 ≤ ǫ
′ ≤ ǫ
ǫ′j = 0
∏
i∈π+(ǫ
′)\π+(ǫ0)
e−λi(ǫ
′)
∏
i∈π+(ǫ)\π+(ǫ0)
(1− e−λi(ǫ
′))
+
∑
ǫ0 ≤ ǫ
′ ≤ ǫ
ǫ′j = 1
∏
i∈π+(ǫ
′)\π+(ǫ0)
e−λi(ǫ
′)
∏
i∈π+(ǫ)\π+(ǫ0)
(1− e−λi(ǫ
′))
,
d'où l'on tire
χ(Y ǫ, µˆ
D
ǫ0
) =
∑
ǫ0 ≤ ǫ
′ ≤ ǫ
ǫ′j = 0


∏
i∈π+(ǫ
′)\π+(ǫ0)
e−λi(ǫ
′)
∏
i∈π+(ǫ)\π+(ǫ0)
(1− e−λi(ǫ
′))
+
∏
i∈π+(ǫ
′+(j))\π+(ǫ0)
e−λi(ǫ
′+(j))
∏
i∈π+(ǫ)\π+(ǫ0)
(1− e−λi(ǫ
′+(j)))

.
Chaque terme de ette somme est nulle. En eet, soit ǫ′ un élément de la sommation,
omme j est le plus grand élément de π+(ǫ) \ π+(ǫ0), pour tout i ∈ π+(ǫ) \ π+(ǫ0),
λi(ǫ
′ + (j)) = λi(ǫ
′) si i 6= j, et λj(ǫ′ + (j)) = −λj(ǫ′). Le terme de la somme assoié
à ǫ′ est don ∏
i∈π+(ǫ′)\π+(ǫ0)
e−λi(ǫ
′)
∏
i∈π+(ǫ−(j))\π+(ǫ0)
(1− e−λi(ǫ
′))
[
1
1− e−λj(ǫ′)
+
eλj(ǫ
′)
1− eλj(ǫ′)
]
.
Ce terme est bien nul d'après la relation
1
1−e−x +
ex
1−ex = 0, et on obtient don
χ(Y ǫ, µˆ
D
ǫ0) = 0.
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5.4. Struture multipliative.  La R[D]-algèbre KD(Y ) est engendrée par les
Ei. On rappelle qu'on a posé Fi = 1−Ei et que la famille {µˆDǫ }ǫ∈E dénie par
µˆDǫ =
∏
i∈π+(ǫ)
Fi
∏
j∈π−(ǫ)
Ej
est une base du R[D]-module KD(Y ).
5.4.1. Présentation par générateurs et relations.  Pour tout 1 ≤ i ≤ N , la relation 9
s'érit sous la forme :
(12) E
2
i = (1+ Li)Ei − Li = Ei − LiFi.
On en déduit failement les relations suivantes :
(13)


F
2
i = (1− Li)Fi,
EiFi = LiFi,
E
−1
i = ∗Ei = Ei + (1+ L
−1
i )Fi.
Pour omprendre la struture multipliative de KD(Y ), il faut don exprimer Li
en fontion des Ej pour 1 ≤ j < i :
Lemme 5.6. 
Li = e
−λi
∏
1≤j<i
E
−cj,i
j .
Démonstration.  On peut démontrer e lemme grâe aux restritions aux points
xes. Comme l'appliation i∗D : KD(Y ) → F (E ;R[D]) est un morphisme de R[D]-
algèbres injetif, il sut de montrer que pour tout ǫ ∈ E ,
i∗D(Li)(ǫ) = e
−λi
∏
1≤j<i
(
i∗D(Ej)(ǫ)
)−cj,i
.
D'après le lemme 5.2, on doit don montrer que pour tout ǫ ∈ E ,∑
1 ≤ j < i
j ∈ π+(ǫ)
−cj,i(ǫ)λj =
∑
1 ≤ j < i
j ∈ π+(ǫ)
cj,iλj(ǫ).
Dans la deuxième somme i-dessus, le oeient de λj est égal à
cj,i +
∑
j < k < i
k ∈ π+(ǫ)
ck,icj,k(ǫ) = −cj,i(ǫ),
d'après la relation 8, et on a don bien l'égalité voulue.
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On note B la R[D]-algèbre R[D][X1, . . . , XN , X
−1
1 , . . . , X
−1
N ], et pour 1 ≤ i ≤ N ,
on dénit l'élément Li de B par
Li = e
−λi
∏
1≤j<i
X
−cj,i
j .
On peut alors résumer les résultats préédents dans le théorème suivant :
Théorème 5.7.  Le morphisme de R[D]-algèbres de B dans KD(Y ) qui envoie Xi
sur Ei et X
−1
i sur E
−1
i = ∗Ei induit un isomorphisme
f : C = B/I → KD(Y ),
où I est l'idéal engendré par {X2i −Xi + (1−Xi)Li}1≤i≤N .
De plus, la famille de polynmes {Qǫ}ǫ∈E dénie par
Qǫ =
∏
i∈π−(ǫ)
Xi
∏
j∈π+(ǫ)
(1−Xj) ∈ C pour tout ǫ ∈ E ,
est une base du R[D]-module libre C, et Qǫ est envoyé sur µˆ
D
ǫ par l'isomorphisme f .
5.4.2. Calul des onstantes de struture.  On va donner une méthode de alul
des éléments rǫ
′′
ǫ,ǫ′ ∈ R[D] qui vérient les relations
µˆDǫ µˆ
D
ǫ′ =
∑
ǫ′′∈E
rǫ
′′
ǫ,ǫ′ µˆ
D
ǫ′′ .
Ces éléments sont également dénis par les relations
rǫ
′′
ǫ,ǫ′ = χ(Y ǫ′′ , µˆ
D
ǫ µˆ
D
ǫ′ ).
On introduit la R[D]-algèbre
D = B[Z1, . . . ZN ] = R[D][X1, . . . , XN , X
−1
1 , . . . , X
−1
N , Z1, . . . , ZN ].
On note β : D → C le morphisme induit par le morphisme de B-algèbres de D dans
B qui envoie Zi sur 1−Xi.
Dénition 5.8.  Pour tout 1 ≤ i ≤ N + 1, on note oi : D → D le morphisme de
R[D]-algèbres déni par
oi(Xj) =
{
1 pour j ≥ i,
Xj pour j < i,
oi(Zj) =
{
0 pour j ≥ i,
Zj pour j < i.
L'appliation oN+1 est l'identité de D.
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Dénition 5.9.  On note ωi : B → B le morphisme de R[D]-algèbres déni par
ωi(Xj) =
{
1 pour j ≥ i,
Xj pour j < i,
et on note ωi le morphisme induit sur C (e morphisme est bien déni ar ωi laisse
stable I).
Exemple 5.10. 
wi(Qǫ) =
{
QǫX
−1
i · · ·X
−1
N si ∀j ≥ i, ǫj = 0
0 sinon .
On a la relation
(14) β ◦ oi = ωi ◦ β.
Dénition 5.11.  Soit ǫ un élément de E de longueur l stritement positive. On
note {i1 < · · · < il} les éléments de π+(ǫ). On dénit alors l'appliation Rǫ : D →
R[D] de la manière suivante :
(i) Rǫ est R[D]-linéaire,
(ii) si P ∈ D est un monme non nul qui s'érit sous la forme P = SXrilZ
s
il
où
S ∈ D est de degré 0 en Xil et Zil , et où s est un entier positif et r un entier
quelonque,
Rǫ(P ) =


Rǫ−(il)
(
S(1− Lil)
s−1Lril
)
si s > 0,
−Rǫ−(il)
(
S(Lil + L
2
il
+ · · ·+ Lr−1il )
)
si s = 0 et r > 1,
Rǫ−(il)
(
S(1 + L−1il + · · ·+ L
r
il
)
)
si s = 0 et r < 0,
Rǫ−(il)(S) si s = 0 et r = 0,
0 si s = 0 et r = 1,
(iii) R(0)(P ) = P (Xi = 1, Zi = 0).
Ces trois relations dénissent omplètement (réursivement) les appliations Rǫ.
Remarque 5.12.  La dénition de es appliations Rǫ est inspirée de elle des ap-
pliations TA dénies par Haibao Duan en ohomologie ordinaire dans [9℄ et général-
isées en ohomologie équivariante dans [22℄.
Théorème 5.13.  Pour ǫ ∈ E, on note βǫ : D → R[D] l'appliation déterminée
par les relations
(15) ∀P ∈ D, β(P ) =
∑
ǫ∈E
βǫ(P )Qǫ.
Alors, pour tout ǫ ∈ E, βǫ = Rǫ.
On en déduit immédiatement le orollaire suivant :
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Corollaire 5.14.  Pour ǫ ∈ E, on pose SDǫ =
∏
i∈π−(ǫ)
Xi
∏
j∈π+(ǫ)
Zj ∈ D. Soient
ǫ, ǫ′ et ǫ′′ trois éléments de E, alors :
rǫ
′′
ǫ,ǫ′ = R
ǫ′′(SDǫ S
D
ǫ′ ).
Remarque 5.15.  On montre failement à l'aide de e orollaire que rǫ
′′
ǫ,ǫ′ = 0 sauf
si ǫ′′ ≥ ǫ et ǫ′′ ≥ ǫ′.
Pour démontrer le théorème 5.13, on aura besoin du lemme suivant :
Lemme 5.16.  Soit ǫ un élément de E de longueur l stritement positive. On note
{i1 < · · · < il} les éléments de π+(ǫ). Si S est un monme non nul de D de degré nul
en Xil et Zil , alors : 

βǫ(SXil) = 0,
βǫ(SZil) = βǫ−(il)(S),
βǫ(S) = βǫ−(il)(S).
Démonstration.  Comme S est un monme non nul de degré 0 en Xil et Zil ,
oil(S) = oil+1(S).
On a don
(16) β
(
oil+1(SZil)
)
= β
(
oil+1(S)
)
β
(
oil+1(Zil)
)
= β
(
oil(S)
)
(1 −Xil).
Le premier membre de l'égalité 16 est égal à
β
(
oi+1(SZil)
)
= ωil+1
(
β(SZil)
)
=
∑
ǫ′ ∈ E
ǫ′j = 0 ∀j > il
βǫ′(SZil)Qǫ′X
−1
il+1
· · ·X−1N .
La première égalité provient de la relation de ommutation 14 et la seonde de
l'exemple 5.10.
Le dernier membre de l'égalité 16 est égal à
β
(
oi(S)
)
(1 −Xil) = ωil
(
β(S)
)
(1−Xil) =
∑
ǫ′′ ∈ E
ǫ′′j = 0 ∀j ≥ il
βǫ′′(S)Qǫ′′(1−Xil)X
−1
il+1
· · ·X−1N
=
∑
ǫ′ ∈ E, ǫ′il
= 1
ǫ′j = 0 ∀j > il
βǫ′−(il)(S)Qǫ′X
−1
il+1
· · ·X−1N .
On en déduit don l'égalité :∑
ǫ′ ∈ E
ǫ′j = 0 ∀j > il
βǫ′(SZil)Qǫ′ =
∑
ǫ′ ∈ E, ǫ′il
= 1
ǫ′j = 0 ∀j > il
βǫ′−(il)(S)Qǫ′ .
La famille {Qǫ}ǫ∈E étant une base de C sur R[D], on en déduit la deuxième égalité
du lemme. La première se démontre exatement de la même manière, et la troisième
est une onséquene des deux premières ar β(S(Xil + Zil)) = β(S).
22
Démonstration du théorème 5.13.  Pour démontrer le théorème, il faut montrer que
les appliations βǫ vérient les trois relations de la dénition 5.11.
La relation (i) est immédiate.
Pour trouver la relation (iii), il sut d'appliquer ω1 aux formules 15.
Pour montrer la relation (ii), on onsidère un élément de E de longueur l stritement
positive, et on note {i1 < · · · < il} les éléments de π+(ǫ).
Les relations 12 et 13 permettent de montrer failement par réurrene les relations
suivantes valables dans C pour tout 1 ≤ i ≤ N et tout entier relatif n,

Xni = Xi − (Li + L
2
i + · · ·+ L
n−1
i )(1−Xi) sin > 0,
Xni = Xi + (1 + L
−1
i + · · ·+ L
n
i )(1 −Xi) sin < 0,
(1−Xi)n = (1 − Li)n−1(1 −Xi) sin > 0,
Xni (1−Xi) = L
n
i (1 −Xi) ∀n.
Supposons par exemple que P ∈ D est un monme non nul qui s'érit sous la
forme P = SXril où S ∈ D est de degré 0 en Xil et Zil , et où r < 0. Alors, d'après les
relations i-dessus,
β
(
SXril
)
= β
(
S
(
Xil + (1 + L
−1
il
+ · · ·+ Lril)Zil
))
,
et on a don en partiulier
βǫ(P ) = βǫ(SXil) + βǫ
(
S(1 + L−1il + · · ·+ L
r
il)Zil
)
.
Comme haque terme S et SL−kil pour 1 ≤ k ≤ −r est un monme non nul de
degré 0 en Xil et Zil , on peut appliquer le lemme 5.16 pour obtenir
βǫ(P ) = βǫ−(il)
(
S(1 + L−1il + · · ·+ L
r
il
)
)
.
Les autres as se traitent de la même manière.
6. K-théorie équivariante des variétés de Bott-Samelson
On reprend les notations de la setion 3.2. On hoisit N raines simples µ1, . . . , µN
non néessairement distintes, et on pose Γ = Γ(µ1, . . . , µN ). Pour 1 ≤ i < j ≤ N , on
pose bi,j = µj(µ
∨
i ) et B = {bi,j}1≤i<j≤N .
Les résultats de ette setion ne dépendent pas de la struture omplexe de Γ, et
on identie don Γ ave la tour de Bott Y = YB, la déomposition Γ =
∐
ǫ∈E Γǫ ave
la déomposition Y =
∐
ǫ∈E Yǫ, et le point xe ǫ ∈ Γ
T
ave le point xe ǫ ∈ Y D.
Le tore T agit sur Γ via son image S, et l'ation de S sur Γ s'identie à elle d'un
sous-tore de D sur Y . Pour tout ǫ ∈ E , on note alors µˆSǫ = p
D
S (µˆ
D
ǫ ) l'élément de KS(Γ)
obtenu à partir de µˆDǫ par restrition à S de l'ation de D. Ces éléments s'obtiennent
à l'aide des brés de Hopf de la même manière que les lasses µˆDǫ , et ils forment don
une base du R[S]-module KS(Γ).
23
De plus, pour tout ouple (ǫ, ǫ′) ∈ E2,
χ(Γǫ′ , µˆ
S
ǫ ) = δǫ′,ǫ.
Comme le tore T agit sur Γ via son image S, on a R[S] ⊂ R[T ], et KT (Γ) s'identie
à KS(Γ)⊗R[S]R[T ]. Si on pose µˆ
T
ǫ = µˆ
S
ǫ ⊗ 1, on a don la proposition suivante :
Proposition 6.1. 
(i) La K-théorie T -équivariante de ΓT s'identie à F (E ;R[T ]).
(ii) La restrition aux points xes i∗T : KT (Γ)→ F (E ;R[T ]) est injetive.
(iii) La K-théorie T -équivariante de Γ est un R[T ]-module libre admettant omme
base la famille {µˆTǫ }ǫ∈E qui vérie les relations
∀(ǫ, ǫ′) ∈ E2, χ(Γǫ′ , µˆ
T
ǫ ) = δǫ′,ǫ.
6.1. Restritions aux points xes.  Pour tout ǫ ∈ E , on pose µTǫ = i
∗
T (µˆ
T
ǫ ).
Le théorème 5.3 nous permet alors de retrouver la valeur des restritions aux points
xes de es lasses µˆTǫ alulées dans [21℄ :
Théorème 6.2.  Pour ǫ ∈ E,
µTǫ (ǫ
′) =


∏
i∈π+(ǫ′)
eαi(ǫ
′)
∏
i∈π+(ǫ)
(e−αi(ǫ
′) − 1) si ǫ ≤ ǫ′,
0 sinon.
Démonstration.  On a le diagramme ommutatif suivant :
KS(Γ) _
i∗S

KD(Y )
pDS
oo
 _
i∗D

F (E ;R[S]) F (E ;R[D])
γ˜
oo
où les appliations γ˜ : F (E ;R[D]) → F (E ;R[S]) et pDS : KD(Y ) → KS(Γ) sont
déduites de γ : S → D.
Pour tout ouple (ǫ, ǫ′) ∈ E2, on a don
i∗T (µˆ
T
ǫ )(ǫ
′) = i∗S(µˆ
S
ǫ )(ǫ
′) = i∗Sp
D
S (µˆ
D
ǫ )(ǫ
′) = γ˜(µDǫ )(ǫ
′).
D'après l'expression de µDǫ (voir théorème 5.3), il sut de prouver que pour tout
ǫ ∈ E et tout i ∈ {1, 2, . . . , N},
(17) αi(ǫ) = −τ(λi(ǫ)).
Cette formule est démontrée dans [22℄.
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6.2. Struture multipliative.  Comme dans le paragraphe préédent, les ré-
sultats de la setion 5.4 nous permettent de déduire les théorèmes suivants :
Théorème 6.3.  La K-théorie T -équivariante KT (Γ) de la variété de Bott-
Samelson Γ s'identie à la R[T ]-algèbre
R[T ][X1, . . . , XN , X
−1
1 , . . . , X
−1
N ]/J ,
où J est l'idéal engendré par {X2i −Xi + (1−Xi)Mi}1≤i≤N , ave
Mi = e
−µi
∏
j<i
X
−bj,i
j .
Exemple 6.4.  On se plae dans le as A2 où le groupeG est isomorphe à SL(3,C).
L'algèbre KT
(
Γ(α1, α2, α1)
)
s'identie alors à
R[T ][X1, X2, X3, X
−1
1 , X
−1
2 , X
−1
3 ]/J ,
où J est l'idéal engendré par
{X21−X1+(1−X1)e
−α1 , X22−X2+(1−X2)e
−α2X1, X
2
3−X3+(1−X3)e
−α1X−21 X2}.
On introduit la R[T ]-algèbre
T = R[T ][X1, . . . , XN , X
−1
1 , . . . , X
−1
N , Z1, . . . , ZN ].
On note M = (µ1, . . . , µN ) le N -uplet de raines simples qui dénit la variété Γ.
Dénition 6.5.  Soit ǫ un élément de E de longueur l stritement positive. On note
{i1 < · · · < il} les éléments de π+(ǫ). On dénit alors l'appliation RǫM : T → R[T ]
de la manière suivante :
(i) RǫM est R[T ]-linéaire,
(ii) si P ∈ T est un monme non nul qui s'érit sous la forme P = SXrilZ
s
il
où
S ∈ T est de degré 0 en Xil et Zil , et où s est un entier positif et r un entier
quelonque,
RǫM (P ) =


R
ǫ−(il)
M
(
S(1−Mil)
s−1M ril
)
si s > 0,
−R
ǫ−(il)
M
(
S(Mil +M
2
il
+ · · ·+M r−1il )
)
si s = 0 et r > 1,
R
ǫ−(il)
M
(
S(1 +M−1il + · · ·+M
r
il
)
)
si s = 0 et r < 0,
R
ǫ−(il)
M (S) si s = 0 et r = 0,
0 si s = 0 et r = 1,
(iii) R
(0)
M (P ) = P (Xi = 1, Zi = 0).
Ces trois relations dénissent omplètement (réursivement) les appliations RǫM .
On pose RM = R
(1)
M .
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Théorème 6.6.  Pour ǫ ∈ E, on pose STǫ =
∏
i∈π−(ǫ)
Xi
∏
j∈π+(ǫ)
Zj ∈ T . Soient
ǫ, ǫ′ et ǫ′′ trois éléments de E, alors :
χ(Γǫ′′ , µˆ
T
ǫ µˆ
T
ǫ′) = R
ǫ′′
M (S
T
ǫ S
T
ǫ′ ),
et on a don :
µˆTǫ µˆ
T
ǫ′ =
∑
ǫ˜∈E
Rǫ˜M (S
T
ǫ S
T
ǫ′ )µˆ
T
ǫ˜ .
Exemple 6.7.  On se plae dans le as A2, et on prend M = (α1, α2, α1), ǫ =
(1, 0, 0), ǫ′ = (0, 0, 1) et ǫ′′ = (1). On alule χ(Γ, µˆTǫ µˆ
T
ǫ′) :
χ(Γ, µˆTǫ µˆ
T
ǫ′) = RM
(
(Z1X2X3)(X1X2Z3)
)
= RM (X1Z1X
2
2X3Z3)
= R
(2)
M (X1Z1X
2
2M3) = R
(2)
M (X1Z1X
2
2e
−α1X−21 X2) = e
−α1R
(2)
M (X
−1
1 Z1X
3
2 )
= −e−α1R
(1)
M
(
X−11 Z1(M2+M
2
2 )
)
= −e−α1
[
R
(1)
M (X
−1
1 Z1e
−α2X1)−R
(1)
M (X
−1
1 Z1e
−2α2X21 )
]
= −e−α1[e−α2R
(1)
M (Z1)−e
−2α2R
(1)
M (X1Z1)
]
= −e−α1 [e−α2R
(0)
M (1)−e
−2α2R
(0)
M (e
−α1)
]
= −e−α1(e−α2 − e−2α2e−α1) = e−2α1−2α2 − e−α1−α2 .
7. K-théorie équivariante des variétés de drapeaux
7.1. Dénitions.  La variété de drapeaux X n'étant pas ompate en général,
on dénit KT (X) de la manière suivante :
On dénit, pour tout entier n ≥ 0,
Xn =
⋃
w ∈ W
l(w) ≤ n
Xw.
Soit F la ltration :
F : ∅ = X−1 ⊂ X0 ⊂ X1 ⊂ · · · .
Alors :
(1) haque Xn est un sous espae ompat T -stable de X et,
(2) la topologie de X est la topologie limite induite par la ltration F .
Grâe à ette ltration, on dénit alors la K-théorie T -équivariante de X , notée
KT (X), par
KT (X) = lim
← n→+∞
KT (Xn).
Cette dénition est indépendante de la ltration F vériant (1) et (2).
On note F (W ;Q[T ])) la R[T ]-algèbre des fontions deW à valeurs dansQ[T ]munie
de l'addition et de la multipliation point par point. Pour tout 1 ≤ i ≤ r, on dénit
alors un opérateur de Demazure Di sur F (W ;Q[T ]) par
(Dif)(v) =
f(v)− f(vsi)e−vαi
1− e−vαi
.
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Dans [17℄, Kostant et Kumar montrent que es opérateurs de Demazure vérient
les relations de tresses deW . Pour tout w ∈W , on peut don dénir un opérateurDw
sur F (W ;Q[T ]) par Dw = Di1Di2 · · ·Dil si w = si1si2 · · · sil est une déomposition
réduite de w.
De plus, pour tout 1 ≤ i ≤ r, D2i = Di. Don, si pour u ∈ W , on note Du = Du,
alors pour tout ouple (v, w) ∈W 2, DvDw = Dv w.
On note Ψ la sous-algèbre de F (W ;R[T ]) dénie par
Ψ = {f ∈ F (W ;R[T ]), telles que ∀w ∈ W, Dwf ∈ F (W ;R[T ])}.
L'ensemble des points xes XT ≈W étant disret, on peut identier KT (XT ) ave
F (W ;R[T ]) et on obtient ainsi un morphisme i∗T : KT (X)→ F (W ;R[T ]). Le résultat
suivant est prouvé dans [17℄ :
Proposition 7.1.  L'appliation i∗T est injetive, et l'image de KT (X) par ette
appliation est égale à Ψ. De plus, Ψ =
∏
w∈W R[T ]ψ
w
, où les fontions ψw sont
uniquement déterminées par les relations
∀(v, w) ∈ W 2, Dv(ψ
w)(1) = δv,w.
De plus, les fontions ψw vérient les propriétés suivantes :
(i) ψw(v) = 0 sauf si w ≤ v,
(ii) ψw(w) =
∏
β∈∆(w−1)(1− e
β),
(iii) Diψ
w =
{
ψw + ψwsi si wsi < w,
0 si wsi > w,
(iv) ∀v ∈W,ψ1(v) = eρ−vρ.
Remarque 7.2.  Un élément f = (aw)w∈W de
∏
w∈W R[T ]ψ
w
est bien une fon-
tion de W à valeurs dans R[T ]. En eet soit v ∈ W , d'après la propriété (i),∑
w∈W awψ
w(v) est une somme nie où les termes éventuellement non nuls orre-
spondent aux éléments u de W qui vérient u ≤ v.
On pose ψˆw = (i∗T )
−1(ψw), et pour v ∈ W on note Dˆv : KT (X) → KT (X)
l'appliation induite par Dv : Ψ → Ψ. La famille {ψˆw}w∈W est une base du R[T ]-
module KT (X).
Remarque 7.3.  Dans le as ni, KT (X) s'identie à K
0(H,X) (voir [17℄), et
Kostant et Kumar montrent dans [17℄ que la base {ψˆw}w∈W de KT (X) ≃ K0(H,X)
est réliée aux variétés de Shubert par les relations
∀(v, w) ∈W 2, χ(Xv, ∗ψˆ
w) = δv,w.
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Dans [17℄, Kostant et Kumar omposent i∗T ave φ : F (W ;Q[T ]) → F (W ;Q[T ])
dénie par φ(f)(w) = f(w−1) pour tout élement f de F (W ;Q[T ]) et tout w ∈W . Ils
trouvent alors la sous algèbre Ψ′ (notée Ψ dans [17℄) de F (W ;R[T ]) :
Ψ′ = {f ∈ F (W ;R[T ]), telles que ∀w ∈ W, D′wf ∈ F (W ;R[T ])},
où les opérateurs D′w sont dénis à partir des opérateurs D
′
i donnés par
(D′if)(v) =
f(v)− f(siv)e−v
−1αi
1− e−v−1αi
.
Ils onsidèrent les bases ψ′w de Ψ
′
(notée ψw dans [17℄) et τw de KT (X) reliées
aux bases ψw et ψˆw onsidérées dans et artile par les relations ψ′w = φ(ψ
w−1) et
τw = ψˆw
−1
.
7.2. Lien ave les variétés de Bott-Samelson.  Soit µ1, . . . , µN une suite
quelonque de N raines simples. On pose Γ = Γ(µ1, . . . , µN ) et on dénit une appli-
ation g de Γ dans X par multipliation :
g([g1, . . . , gN ]) = g1 × · · · × gN [B],
où × désigne la multipliation dans le groupe G. Cette appliation est T -équivariante.
Le théorème suivant démontré dans [21℄ fait le lien entre KT (X) et KT (Γ) :
Théorème 7.4.  Pour tout élément v du groupe de Weyl W ,
g∗(ψˆv) =
∑
ǫ∈E, v(ǫ)=v
∗µˆTǫ .
Pour démontrer e théorème, on a utilisé dans [21℄ le résultat suivant dont on va
donner une nouvelle démonstration :
Lemme 7.5.  Soit ψˆ ∈ KT (X) et ψ = i∗T (ψˆ). Pour tout ǫ ∈ E, on a alors
χ(Γǫ, g
∗(∗ψˆ)) = ∗(Dv(ǫ)(ψ)(1)).
Démonstration.  Dans [21℄, on a démontré e résultat en généralisant un argument
de géométrie algébrique utilisé par Kostant et Kumar dans [17℄. On va ii donner une
démonstration basée sur un alul du aratère à l'aide de la formule de loalisation.
Soit ψˆ ∈ KT (X), on proède par réurrene sur l(ǫ). Le résultat est trivial si
l(ǫ) = 0.
Supposons le résultat vérié pour tout ǫ′ de longueur stritement inférieure à p, et
soit ǫ de longueur p. D'après le lemme 3.5 et la formule 17, pour ǫ′ ≤ ǫ, les poids de
la représentation de H dans l'espae tangent à Γǫ en ǫ
′
sont les {−αi(ǫ′)}i∈π+(ǫ). En
utilisant la proposition 4.1, on obtient alors
χ(Γǫ, g
∗(∗ψˆ)) =
∑
ǫ′≤ǫ
i∗T (g
∗(∗ψˆ))(ǫ′)∏
i∈π+(ǫ)
(1 − eαi(ǫ′))
=
∑
ǫ′≤ǫ
∗ψ(v(ǫ′))∏
i∈π+(ǫ)
(1 − eαi(ǫ′))
.
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Soit j le plus grand élément de π+(ǫ), et soit ǫ˜ = ǫ−(j). En distinguant les éléments
ǫ′ tels que ǫ′j = 0 et eux tels que ǫ
′
j = 1, on obtient
χ(Γǫ, g
∗(∗ψˆ)) =
∑
ǫ′≤ǫ˜
∗ψ(v(ǫ′))
(1−eαj (ǫ
′))
∏
i∈π+(ǫ˜)
(1−eαi(ǫ
′))
+
∑
ǫ′≤ǫ˜
∗ψ(v(ǫ′)sµj )
(1−e−αj(ǫ
′))
∏
i∈π+(ǫ˜)
(1−eαi(ǫ
′))
.
On a don
χ(Γǫ, g
∗(∗ψˆ)) =
∑
ǫ′≤ǫ˜
1∏
i∈π+(ǫ˜)
(1− eαi(ǫ′))
[
ψ(v(ǫ′))− e−v(ǫ
′)αjψ(v(ǫ′)sµj )
1− e−v(ǫ′)αj
]∗
=
∑
ǫ′≤ǫ˜
∗i∗T (Dˆsµj ψˆ)(v(ǫ
′))∏
i∈π+(ǫ)
(1 − eαi(ǫ′))
,
i.e., d'après la formule initiale,
χ(Γǫ, g
∗(∗ψˆ)) = χ(Γǫ˜, g
∗(∗Dˆsµj ψˆ)),
et don par hypothèse de réurrene (ǫ˜ étant de longueur p− 1),
χ(Γǫ, g
∗(∗ψˆ)) = ∗(Dv(ǫ˜)i
∗
T (Dˆsµj ψˆ))(1) = ∗(Dv(ǫ˜)Dsµj (ψ))(1) = ∗(Dv(ǫ)(ψ))(1).
Démonstration du théorème 7.4.  On termine la démonstration du théorème de la
même manière que dans [21℄.
Soit v un élément du groupe de Weyl W . D'après le lemme 7.5, pour tout élément
ǫ ∈ E ,
χ(Γǫ, g
∗(∗ψˆv)) = ∗(Dv(ǫ))(ψ
v)(1).
Or, d'après la aratérisation des fontions {ψw}w∈W (proposition 7.1),
∀u ∈ W, (Du(ψ
v))(1) = δu,v.
On déduit des deux formules préédentes que pour tout ǫ ∈ E ,
(18) χ(Γǫ, g
∗(∗ψˆv)) = δv(ǫ),v.
D'après la aratérisation de la base {µˆTǫ }ǫ∈E , on a don bien
g∗(ψˆv) =
∑
ǫ∈E, v(ǫ)=v
∗µˆTǫ .
Remarque 7.6.  Ce théorème est utilisé dans [21℄ pour donner une formule ex-
pliite pour les fontions ψw. Cette formule est démontrée par d'autres méthodes par
William Graham dans [14℄.
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Exemple 7.7.  On se plae dans le as A2, et on onsidère Γ = Γ(α1, α2, α1). Le
théorème 7.4 nous donne les relations suivantes :
g∗(ψˆ1) = ∗µˆT(0),
g∗(ψˆs1 ) = ∗µˆT(1,0,0) + ∗µˆ
T
(0,0,1) + ∗µˆ
T
(1,0,1),
g∗(ψˆs2 ) = ∗µˆT(0,1,0),
g∗(ψˆs1s2) = ∗µˆT(1,1,0),
g∗(ψˆs2s1) = ∗µˆT(0,1,1),
g∗(ψˆs1s2s1) = ∗µˆT(1).
7.3. Struture multipliative.  On note qwu,v ∈ R[T ] les onstantes de struture
dénies par les relations
(19) ψˆuψˆv =
∑
w∈W
qwu,vψˆ
w.
Remarque 7.8.  Même dans le as inni, ette somme a bien un sens. En eet,
pour tout u′ ∈W , les lasses ψˆw restreintes à Xu′ sont nulles sauf si w ≤ u
′
.
Dans [17℄, Kostant et Kumar donnent une formule pour aluler es onstantes de
struture. Ils dénissent la matrie E = (eu,v)(u,v)∈W 2 par
eu,v = ψu(v),
et pour w ∈W la matrie diagonale Ew = (Ew(u, v))(u,v)∈W 2 par
Ew(u, v) = δu,vψ
w(u).
Pour w ∈ W , on note Qw = (Qw(u, v))(u,v)∈W 2 la matrie dénie par
Qw(u, v) = q
w
u,v.
Kostant et Kumar montrent alors la formule suivante :
Qw = EEwE
−1,
où l'inverse E−1 de E est une matrie à oeients dans Q[T ]. Pour trouver un
oeient, on doit don aluler la matrie E et son inverse. On obtient ainsi des
expressions dans Q[T ] qu'il faut simplier puisque la matrie Qw est à oeients
dans R[T ]. On va donner une méthode de alul plus eae si on veut aluler un
oeient partiulier, et qui ne passe pas par le orps des frations de R[T ].
On xe une déomposition réduite w = sµ1 · · · sµN d'un élément w du groupe de
Weyl W . On pose M = (µ1, . . . , µN ).
Théorème 7.9.  Pour tout ouple (u, v) ∈W 2,
qwu,v = ∗RM
(
(
∑
ǫ∈E, v(ǫ)=u
STǫ ) (
∑
ǫ′∈E, v(ǫ′)=v
STǫ′ )
)
.
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Démonstration.  On pose Γ = Γ(µ1, . . . , µN ), et on rappelle la dénition de l'ap-
pliation g de Γ dans X :
g([g1, . . . , gN ]) = g1 × · · · × gN [B].
Si on applique g∗ à l'égalité 19, on obtient
g∗(ψˆuψˆv) =
∑
w˜∈W
qw˜u,vg
∗(ψˆw˜),
d'où, d'après le théorème 7.4,
(
∑
ǫ∈E, v(ǫ)=u
∗µˆTǫ )(
∑
ǫ′∈E, v(ǫ′)=v
∗µˆTǫ′) =
∑
w˜∈W
qw˜u,v
∑
ǫ˜∈E, v(ǫ˜)=w˜
∗µˆTǫ˜ ,
d'où l'on tire
(
∑
ǫ∈E, v(ǫ)=u
µˆTǫ )(
∑
ǫ′∈E, v(ǫ′)=v
µˆTǫ′) =
∑
w˜∈W
∗qw˜u,v
∑
ǫ˜∈E, v(ǫ˜)=w˜
µˆTǫ˜ .
Dans le terme de droite, le oeient de µˆT(1) est égal à
∗qwu,v.
Dans le terme de gauhe, d'après le théorème 6.6, le oeient de µˆT(1) est égal à
RM
(
(
∑
ǫ∈E, v(ǫ)=u
STǫ ) (
∑
ǫ′∈E, v(ǫ′)=v
STǫ′ )
)
.
La famille {µˆTǫ˜ }ǫ˜∈E étant une base du R[T ]-module KT (Γ), on en déduit l'égalité :
qwu,v = ∗RM
(
(
∑
ǫ∈E, v(ǫ)=u
STǫ ) (
∑
ǫ′∈E, v(ǫ′)=v
STǫ′ )
)
.
8. Exemples
8.1. Le as SL(3,C).  On se plae ii dans le as A2, où le groupeG est isomorphe
à SL(3,C) et B ⊂ G au sous-groupe de SL(3,C) formé des matries triangulaires
supérieures. Le groupe deWeylW s'identie au groupe des permutations de l'ensemble
{1, 2, 3}.
8.1.1. Calul du produit ψˆ1ψˆ1.  Soit w = sµ1 · · · sµN une déomposition réduite
d'un élément du groupe de Weyl W , d'après le théorème 7.9 et quelque soit le groupe
G,
qw1,1 = ∗RM (X
2
1X
2
2 · · ·X
2
N),
où M = (µ1, µ2, . . . µN ). En eet, le seul élément ǫ de E tel que v(ǫ) = 1 est ǫ = (0).
Tout d'abord q11,1 = 1 (on a toujours q
w
w,w = ψ
w(w)).
Ensuite,
qs11,1 = ∗Rα1(X
2
1 ) = − ∗R
(0)
α1 (e
−α1) = −eα1 ,
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et de même, qs21,1 = −e
α2
.
Ensuite,
qs1s21,1 = ∗Rα1,α2(X
2
1X
2
2 ) = − ∗R
(1)
α1,α2(X
2
1e
−α2X1) = −e
α2 ∗R(1)α1,α2(X
3
1 )
= eα2 ∗R(0)α1,α2(e
−α1 + (e−α1)2) = eα2(eα1 + e2α1) = eα1+α2(1 + eα1),
et de même, qs2s11,1 = e
α1+α2(1 + eα2).
Enn, qs1s2s11,1 = ∗RM (X
2
1X
2
2X
2
3 ), où M = (α1, α2, α1). On obtient don
qs1s2s11,1 = − ∗R
(2)
M (X
2
1X
2
2e
−α1X−21 X2) = −e
α1 ∗R
(2)
M (X
3
2 )
= eα1 ∗R
(1)
M (e
−α2X1 + (e
−α2X1)
2) = −eα1+2α2 ∗R
(0)
M (e
−α1) = −e2α1+2α2 .
On a ainsi obtenu
(ψˆ1)2 = ψˆ1 − eα1ψˆs1 − eα2ψˆs2 + eα1+α2(1 + eα1)ψˆs1s2
+eα1+α2(1 + eα2)ψˆs2s1 − e2α1+2α2 ψˆs1s2s1 .
8.1.2. Calul du produit ψˆ1ψˆs1 .  Tout d'abord, qs11,s1 = ψ
1(s1) = e
α1
.
Ensuite,
qs1s21,s1 = ∗Rα1,α2(X1Z1X
2
2 ) = − ∗R
(1)
α1,α2(X1Z1e
−α2X1)
= −eα2 ∗R(1)α1,α2(X
2
1Z1) = −e
α2 ∗R(0)α1,α2(e
−2α1) = −e2α1+α2 ,
et de plus,
qs2s11,s1 = ∗Rα2,α1(X
2
1X2Z2) = ∗R
(1)
α2,α1(X
2
1e
−α1X1)
= eα1 ∗R(1)α2,α1(X
3
1 ) = −e
α1 ∗R(0)α2,α1(e
−α2 + e−2α2) = −eα1+α2(1 + eα2).
Enn, qs2s1s21,s1 = ∗RM (X
2
1X2Z2X
2
3 ), où M = (α2, α1, α2). On a don
qs2s1s21,s1 = − ∗R
(2)
M (X
2
1X2Z2e
−α2X−21 X2) = −e
α2 ∗R
(2)
M (X
2
2Z2)
= −eα2 ∗R
(1)
M (e
−2α1X21 ) = e
2α1+α2 ∗R
(0)
M (e
−α2) = e2α1+2α2 .
On a ainsi obtenu
ψˆ1ψˆs1 = eα1ψˆs1 − e2α1+α2 ψˆs1s2 − eα1+α2(1 + eα2)ψˆs2s1 + e2α1+2α2 ψˆs1s2s1 .
On a de même (en hangeant α1 en α2 et s1 en s2)
ψˆ1ψˆs2 = eα2ψˆs2 − eα1+2α2 ψˆs2s1 − eα1+α2(1 + eα1)ψˆs1s2 + e2α1+2α2 ψˆs1s2s1 .
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8.1.3. Calul du produit ψˆs1 ψˆs1 .  Tout d'abord, qs1s1,s1 = ψ
s1(s1) = 1− eα1 .
Ensuite,
qs1s2s1,s1 = ∗Rα1,α2(Z
2
1X
2
2 ) = − ∗R
(1)
α1,α2(Z
2
1e
−α2X1) = −e
α2 ∗R(1)α1,α2(X1Z
2
1 )
= −eα2 ∗R(0)α1,α2(e
−α1(1 − e−α1)) = −eα1+α2(1− eα1),
et de plus,
qs2s1s1,s1 = ∗Rα2,α1(X
2
1Z
2
2) = ∗R
(1)
α2,α1(X
2
1 (1− e
−α1X1)) = ∗R
(1)
α2,α1(X
2
1 − e
−α1X31 )
= − ∗R(0)α2,α1(e
−α2 − e−α1(e−α2 + e−2α2)) = −eα2(1− eα1 − eα1+α2).
Enn, qs2s1s2s1,s1 = ∗RM (X
2
1Z
2
2X
2
3 ), où M = (α2, α1, α2). On a don
qs2s1s2s1,s1 = − ∗R
(2)
M (X
2
1Z
2
2e
−α2X−21 X2) = −e
α2 ∗R
(2)
M (X2Z
2
2)
= −eα2 ∗R
(1)
M (e
−α1X1(1− e
−α1X1)) = e
α1+α2 ∗R
(0)
M (−e
−α1−α2) = −e2α1+2α2 .
On a ainsi obtenu
(ψˆs1)2 = (1−eα1)ψˆs1−eα1+α2(1−eα1)ψˆs1s2−eα2(1−eα1−eα1+α2)ψˆs2s1−e2α1+2α2ψˆs1s2s1 .
On a de même (en hangeant α1 en α2 et s1 en s2) :
(ψˆs2)2 = (1−eα2)ψˆs2−eα1+α2(1−eα2)ψˆs2s1−eα1(1−eα2−eα1+α2)ψˆs1s2−e2α1+2α2ψˆs1s2s1 .
8.1.4. Calul du produit ψˆs1 ψˆs2 .  Tout d'abord,
qs1s2s1,s2 = ∗Rα1,α2(X1Z1X2Z2) = ∗R
(1)
α1,α2(X1Z1e
−α2X1)
= eα2 ∗R(1)α1,α2(X
2
1Z1) = e
α2 ∗R(0)α1,α2(e
−2α1) = e2α1+α2 ,
et de même, qs2s1s1,s2 = e
α1+2α2 .
De plus, qs2s1s2s1,s2 = ∗RM
(
X1Z2X3(X1X2Z3 + Z1X2X3 + Z1X2Z3)
)
, où M =
(α2, α1, α2). On voit failement que les deux derniers termes se ompensent, et on
obtient
qs2s1s2s1,s2 = ∗RM (X
2
1X2Z2X3Z3) = ∗R
(2)
M (X
2
1X2Z2e
−α2X−21 X2)
= eα2 ∗R
(2)
M (X
2
2Z2) = e
α2 ∗R
(1)
M (e
−2α1X21 ) = −e
2α1+α2 ∗R
(0)
M (e
−α2) = −e2α1+2α2 .
On a ainsi obtenu
ψˆs1 ψˆs2 = e2α1+α2 ψˆs1s2 + eα1+2α2ψˆs2s1 − e2α1+2α2 ψˆs1s2s1 .
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8.1.5. Autres résultats.  On obtient failement les résultats suivants :
ψˆ1ψˆs1s2s1 = e2α1+2α2 ψˆs1s2s1 ,
ψˆs1 ψˆs1s2s1 = eα1+α2(1− eα1+α2)ψˆs1s2s1 ,
ψˆs1s2 ψˆs1s2s1 = eα2(1 − eα1)(1 − eα1+α2)ψˆs1s2s1 ,
(ψˆs1s2s1)2 = (1− eα1)(1− eα2)(1 − eα1+α2)ψˆs1s2s1 ,
(ψˆs1s2)2 = (1− eα1)(1 − eα1+α2)ψˆs1s2 − eα2(1 − eα1)(1 − eα1+α2)ψˆs1s2s1 ,
ψˆs1 ψˆs2s1 = eα2(1− eα1+α2)ψˆs2s1 − eα1+α2(1 − eα1+α2)ψˆs1s2s1 ,
ψˆs1 ψˆs1s2 = eα1+α2(1− eα1)ψˆs1s2 + e2α1+2α2 ψˆs1s2s1 ,
ψˆ1ψˆs1s2 = e2α1+α2 ψˆs1s2 − e2α1+2α2 ψˆs1s2s1 ,
ψˆs1s2 ψˆs2s1 = eα1+α2(1− eα1+α2)ψˆs1s2s1 .
Les six autres produits s'obtiennent en permutant s1 et s2 d'une part, et α1 et α2
d'autre part.
8.2. Quelques autres aluls. 
8.2.1. Caluls dans le as B2.  On se plae dans le as B2 où la matrie de Cartan
est A =
(
2 −2
−1 2
)
.
On alule d'abord qs2s1s21,s1 = ∗RM (X
2
1X2Z2X
2
3 ), où M = (α2, α1, α2). On a don
qs2s1s21,s1 = − ∗R
(2)
M (X
2
1X2Z2e
−α2X−21 X
2
2 ) = −e
α2 ∗R
(2)
M (X
3
2Z2)
= −eα2 ∗R
(1)
M (e
−3α1X31 ) = −e
3α1+α2 ∗R
(1)
M (X
3
1 ) = e
3α1+2α2(1 + eα2).
On alule maintenant
qs2s1s2s11,s1 = ∗RM
(
X1X2X3X4(X1Z2X3X4 +X1Z2X3Z4 +X1X2X3Z4)
)
,
où M = (α2, α1, α2, α1). On voit failement que les deux premiers termes se om-
pensent et on obtient
qs2s1s2s11,s1 = ∗RM (X
2
1X
2
2X
2
3X4Z4) = ∗R
(3)
M (X
2
1X
2
2X
2
3e
−α1X1X
−2
2 X3)
= eα1 ∗R
(3)
M (X
3
1X
3
3 ) = −e
α1 ∗R
(2)
M
(
X31 (e
−α2X−21 X
2
2 + e
−2α2X−41 X
4
2 )
)
= −eα1+α2 ∗R
(2)
M (X1X
2
2 + e
−α2X−11 X
4
2 )
= eα1+α2 ∗R
(1)
M (e
−α1X21 + e
−α1−α2 + e−2α1−α2X1 + e
−3α1−α2X21 )
= eα1+α2(−eα1+α2 + eα1+α2 − e3α1+2α2) = −e4α1+3α2 .
Dans et exemple, on s'aperçoit que des termes peuvent se ompenser même quand
on n'a qu'un monme au départ.
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On alule enn qs2s1s2s1s1s2,s1s2 = ∗RM (X
2
1Z
2
2Z
2
3X
2
4 ), où M = (α2, α1, α2, α1). On ob-
tient
qs2s1s2s1s1s2,s1s2 = − ∗R
(3)
M (X
2
1Z
2
2Z
2
3e
−α1X1X
−2
2 X3) = −e
α1 ∗R
(3)
M (X
3
1X
−2
2 Z
2
2X3Z
2
3 )
= −eα1+α2 ∗R
(2)
M (X1Z
2
2 (1− e
−α2X−21 X
2
2 ))
= −eα1+α2 ∗R
(1)
M (X1 − e
−α1X21 − e
−2α1−α2X1 + e
−3α1−α2X21 )
= −e2α1+2α2(1− e2α1+α2).
8.2.2. Un alul dans le as G2.  On se plae dans le as G2 où la matrie de
Cartan est A =
(
2 −1
−3 2
)
et on alule
qs1s2s1s2s2,s2s1 = ∗RM
(
(X1Z2X3X4 +X1Z2X3Z4 +X1X2X3Z4)X1Z2Z3X4
)
,
où M = (α1, α2, α1, α2). On voit failement que les deux derniers termes s'annulent
et on obtient
qs1s2s1s2s2,s2s1 = ∗RM (X
2
1X2Z2X3Z3X4Z4) = e
α2 ∗R
(3)
M (X
3
1X
−1
2 Z2X
2
3Z3)
= e2α1+α2 ∗R
(2)
M (X
−1
1 X
5
2Z2) = e
2α1+6α2 ∗R
(1)
M (X
4
1 ) = −e
3α1+6α2(1 + eα1 + e2α1).
8.3. K-théorie ordinaire.  La K-théorie ordinaire de X , notée K(X), est le
groupe onstruit à partir du semi-groupe des lasses d'isomorphisme de brés veto-
riels omplexes de dimension nie au dessus de X . La K-théorie du point s'identie à
Z, et K(X) est munie d'une struture d'anneau dénie à l'aide du produit tensoriel.
On note ev l'appliation anonique KT (X) → K(X). Dans [17℄, Kostant et Kumar
montrent le résultat suivant :
Proposition 8.1.  L'appliation anonique eˆv : Z ⊗R[T ] KT (X) → K(X) est un
isomorphisme, où Z est onsidéré omme un R[T ]-module par l'appliation de R[T ]
dans Z dénie par l'évaluation en 1.
Pour w ∈ W , on pose ψˆw1 = ev(ψˆ
w) ∈ K(X). D'après la proposition préédente, la
famille {ψˆw1 }w∈W est une base du Z-module K(X). C'est la base duale (pour ∗) de
la base de K(X) onstruite par Demazure dans [8℄ (voir [17℄). Le théorème 7.9 et la
proposition 8.1 permettent de aluler les onstantes de struture par rapport à ette
base. On note twu,v les entiers relatifs dénis par
ψˆu1 ψˆ
v
1 =
∑
w∈W
twu,vψˆ
w
1 .
Ces entiers se alulent en évaluant en 1 les onstantes de struture qwu,v de KT (X).
On peut ainsi restreindre le théorème 7.9 au as de la K-théorie ordinaire. Pour ela,
on va introduire des appliations rM qui sont les évaluations en 1 des appliations
RM dénies dans la setion 6.
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Soit w = sµ1 · · · sµN une déomposition réduite d'un élément w du groupe de Weyl
W . On pose M = (µ1, . . . , µN) et
U = Z[X1, . . . , XN , X
−1
1 , . . . , X
−1
N , Z1, . . . , ZN ].
Pour 1 ≤ i ≤ N , on dénit mi ∈ U par
mi =
∏
j<i
X
−µi(µ
∨
j )
j .
Dénition 8.2.  Soit ǫ un élément de E = {0, 1}N de longueur l stritement
positive. On note {i1 < · · · < il} les éléments de π+(ǫ). On dénit alors l'appliation
rǫM : U → Z de la manière suivante :
(i) rǫM est Z-linéaire,
(ii) si P ∈ U est un monme non nul qui s'érit sous la forme P = SXrilZ
s
il
où
S ∈ U est de degré 0 en Xil et Zil , et où s est un entier positif et r un entier
quelonque,
rǫM (P ) =


r
ǫ−(il)
M
(
S(1−mil)
s−1mril
)
si s > 0,
−r
ǫ−(il)
M
(
S(mil +m
2
il
+ · · ·+mr−1il )
)
si s = 0 et r > 1,
r
ǫ−(il)
M
(
S(1 +m−1il + · · ·+m
r
il
)
)
si s = 0 et r < 0,
r
ǫ−(il)
M (S) si s = 0 et r = 0,
0 si s = 0 et r = 1,
(iii) r
(0)
M (P ) = P (Xi = 1, Zi = 0).
Ces trois relations dénissent omplètement (réursivement) les appliations rǫM .
On pose rM = r
(1)
M .
Pour ǫ ∈ E , on pose sTǫ =
∏
i∈π−(ǫ)
Xi
∏
j∈π+(ǫ)
Zj ∈ U . le théorème suivant est
une onséquene immédiate du théorème 7.9 :
Théorème 8.3.  Pour tout ouple (u, v) ∈W 2,
twu,v = rM
(
(
∑
ǫ∈E, v(ǫ)=u
sTǫ ) (
∑
ǫ′∈E, v(ǫ′)=v
sTǫ′)
)
.
Exemple 8.4.  On se plae dans le as G2, et on alule
ts2s1s2s1s21,1 = rM (X
2
1X
2
2X
2
3X
2
4X
2
5 ),
où M = (α2, α1, α2, α1, α2). On alule d'abord les monmes mi :
m5 = X
−2
1 X2X
−2
3 X4,
m4 = X
3
1X
−2
2 X
3
3 ,
m3 = X
−2
1 X2,
m2 = X
3
1 ,
m1 = 1,
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e qui nous donne
ts2s1s2s1s21,1 = −r
(4)
M (X
3
2X
3
4 ) = r
(3)
M (X
3
1X2X
3
3 +X
6
1X
−1
2 X
6
3 )
= −r
(2)
M
(
(X1X
2
2 +X
−1
1 X
3
2 ) + (X
4
1 +X
2
1X2 +X
2
2 +X
−2
1 X
3
2 +X
−4
1 X
4
2 )
)
= r
(1)
M
(
X41 + (X
2
1 +X
5
1 )−X
4
1 + 0 +X
3
1 + (X1 +X
4
1 ) + (X
−1
1 +X
2
1 +X
5
1 )
)
= −3− 1− 4 + 3 + 0− 2 + 0− 3 + 2− 1− 4 = −13.
Remarque 8.5.  On peut également restreindre les résultats des setions 5 et 6
au as de la K-théorie ordinaire. On montre en eet failement par réurrene sur la
dimension que la proposition 8.1 est vraie pour les tours de Bott.
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