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Abstract
Efficiency, the basic concept of multi-objective optimization is in-
vestigated for the class of pairwise comparison matrices. A weight
vector is called efficient if no alternative weight vector exists such
that every pairwise ratio of the latter’s components is at least as close
to the corresponding element of the pairwise comparison matrix as the
one of the former’s components is, and the latter’s approximation is
strictly better in at least one position. A pairwise comparison matrix
is called simple perturbed if it differs from a consistent pairwise com-
parison matrix in one element and its reciprocal. One of the classical
weighting methods, the eigenvector method is analyzed. It is shown
in the paper that the principal right eigenvector of a simple perturbed
pairwise comparison matrix is efficient. An open problem is exposed:
the search for a necessary and sufficient condition of that the principal
right eigenvector is efficient.
Keywords: pairwise comparison matrix, efficiency, Pareto opti-
mality, eigenvector
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1 Introduction
To determine the importance and/or the weights of criteria as well as com-
paring the alternatives in multi-attribute decision making problems are of
crucial importance.
A ratio scale matrixA = [aij ] is a positive square matrix with the recipro-
cal property aij = 1/aji, where i, j = 1, 2, . . . , n, and aii = 1, i = 1, 2, . . . , n.
An aij entry from R in A represents the strength or the relative importance
ratio of decision alternative i over alternative j with respect to a common
criterion. The relative importance ratios are usually elicited from people who
produce n(n− 1)/2 subjective judgments on each possible pair of the alter-
natives. Once such a matrix called pairwise comparison matrix (PCM) has
been constructed (n ≥ 3), the objective is to extract the implicit (positive)
weights of the various alternatives.
It is often easier to make these comparisons in pairs, by answering the
questions
• How many times is a criterion more important than another criterion?
• With respect to a given criterion, how many times is an alternative
better than another alternative?
• How many times is a voting power of a decision maker is greater than
that of another decision maker?
• How many times is a scenario more probable than another one?
Numerical answers can be arranged in a matrix. Pairwise comparison matrix
A = [aij ]i,j=1,...,n thus has the following properties: aij > 0, aji = 1/aij,
i, j = 1, 2, . . . , n. Let PCMn denote the class of pairwise comparison matrices
of size n× n, where n ≥ 3. A is called consistent, if aikakj = aij holds for all
i, j, k = 1, 2, . . . , n, otherwise it is called inconsistent.
Once the decision makers have provided their assessments on the pairwise
ratios, the objective is to find a weight vector w = (w1, w2, . . . , wn)
⊤ such
that these ratios, wi
wj
be found that are as close as possible to aijs for all i, j =
1, 2, . . . , n. The column vector w is usually normalized so that
∑
i wi = 1.
A weight vector can be extracted from a PCM in several ways [1, 6, 9, 13],
however, the paper investigates the eigenvector method [14] only.
If A is consistent, then the eigenvector equation Aw = nw holds, and
wi/wj = aij ,
i, j = 1, 2, . . . , n, wi > 0,
∑
iwi = 1 [14]. This idea is extended to the general
case as follows. The eigenvector method, proposed by Saaty [14], obtains the
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weight vector from the eigenvector equation AwEM = λmaxw
EM , where λmax
denotes the Perron-eigenvalue (also known as maximal or principal eigen-
value) of A, and wEM is the corresponding principal right eigenvector.
λmax ≥ n (1)
and equality holds if and only if A is consistent. wEM is positive and unique
up to a scalar multiplication. Note that λmax shall also be denoted by λδ in
the beginning of Section 2 in order to emphasize its dependence on parameter
δ. Later on λδ shall be shortened by λ. Once w
EM is computed, the ratio
wEMi
wEMj
can be compared to aij . In the consistent case, as mentioned before,
wEMi
wEMj
= aij for all i, j = 1, 2, . . . , n.
We now introduce the term efficiency also known as Pareto optimality, or
nondominatedness [15, Chapter 2.4] which is considered to be a basic concept
of multi-objective optimization and referring to the weight vectors derived
from PCMs. Let A = [aij ]i,j=1,...,n ∈ PCMn and w = (w1, w2, . . . , wn)⊤ be a
positive weight vector.
Definition 1. A positive weight vector w is called efficient if no other posi-
tive weight vector w′ = (w′1, w
′
2, . . . , w
′
n)
⊤ exists such that∣∣∣∣aij − w′iw′j
∣∣∣∣ ≤
∣∣∣∣aij − wiwj
∣∣∣∣ for all 1 ≤ i, j ≤ n, (2)∣∣∣∣akℓ − w′kw′ℓ
∣∣∣∣ <
∣∣∣∣akℓ − wkwℓ
∣∣∣∣ for some 1 ≤ k, ℓ ≤ n. (3)
A weight vector w is called inefficient if it is not efficient.
It follows from the definition, that wEM is efficient for every consistent
PCM as aij =
wEMi
wEMj
for all i, j = 1, . . . , n.
Blanquero et al. [2] investigated several necessary and sufficient condi-
tions on efficiency. One of these efficiency conditions is utilized in our paper,
which applies a directed graph representation.
Definition 2. Let A = [aij]i,j=1,...,n ∈ PCMn and w = (w1, w2, . . . , wn)⊤
be a positive weight vector. A directed graph G := (V,
−→
E )A,w is defined as
follows: V = {1, 2, . . . , n} and
−→
E =
{
arc(i→ j)
∣∣∣∣wiwj ≥ aij, i 6= j
}
.
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Theorem 1. [2, Corollary 10] Let A ∈ PCMn. A weight vector w is
efficient if and only if G = (V,
−→
E )A,w is a strongly connected digraph, that
is, there exist directed paths from i to j and from j to i for all pairs of nodes
i, j.
Blanquero et al. [2, Section 3] also showed that the principal right eigen-
vector can be inefficient. This remarkable result was recalled by Bajwa, Choo
and Wedley [1] and by Conde and Pe´rez [7] and also by Fedrizzi [12].
Another numerical example is provided here to illustrate (in)efficiency
and its digraph representation.
Example 1. Let A ∈ PCM4 as follows:
A =


1 1 1/5 1/5
1 1 1/3 1/7
5 3 1 1/4
5 7 4 1

 .
The principal right eigenvector of A and the consistent approximation of
A, generated by wEM , are displayed, truncated at 8 and 4 correct digits,
respectively:
wEM =


0.07777933
0.07732534
0.24353753
0.60135778

 ,
[
wEMi
wEMj
]
=


1 1.0058 0.3193 0.1293
0.9941 1 0.3175 0.1285
3.1311 3.1495 1 0.4049
7.7315 7.7769 2.4692 1

 .
Let us apply Definition 2 in order to draw the digraph associated to matrix
A and its principal right eigenvector wEM . The digraph in Figure 1 cannot
be strongly connected because no arc leaves node 2.
Figure 1. The principal right eigenvector in Example 1.1 is inefficient,
because its associated digraph is not strongly connected
It might be instructive to see another, direct evidence whywEM is inefficient.
Let us increase the second coordinate ofwEM until it reaches wEM1 , i.e., define
4
w′ := (wEM1 , w
EM
1 , w
EM
3 , w
EM
4 )
⊤. Then
w′ :=


0.07777933
0.07777933
0.24353753
0.60135778

 ,
[
w′i
w′j
]
=


1 1 0.3193 0.1293
1 1 0.3193 0.1293
3.1311 3.1311 1 0.4049
7.7315 7.7315 2.4692 1

 .
It can be seen that (with w = wEM) the strict inequality (3) in Definition
1 holds exactly for the non-diagonal elements of the second row/column,
marked by bold. For all other entries inequality (2) holds with equality.
Example 1.1 above illustrates that Theorem 1 is powerful and easy to
apply.
Bozo´ki [3] showed that the principal right eigenvector of the parametric
pairwise comparison matrix
A(p, q) =


1 p p p . . . p p
1/p 1 q 1 . . . 1 1/q
1/p 1/q 1 q . . . 1 1
...
...
...
. . .
...
...
...
...
...
. . .
...
...
1/p 1 1 1 . . . 1 q
1/p q 1 1 . . . 1/q 1


∈ PCMn,
where n ≥ 4, p > 0 and 1 6= q > 0, is inefficient.
However, the general problem is still open:
Question 1.1. What is the necessary and sufficient condition of that the
principal right eigenvector is efficient?
Our significantly more moderate objective is to provide a new sufficient
condition. The main contribution of the paper is the efficiency analysis
of another special class of PCMs. Departing from a consistent PCM, let us
modify a single element and its reciprocal, which results in a simple perturbed
PCM. It will be shown in this paper that the principal right eigenvector of a
simple perturbed pairwise comparison matrix is efficient.
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2 Simple perturbed pairwise comparison ma-
trix
Let x1, x2, . . . , xn−1 be arbitrary positive numbers. Let δ represent a multi-
plicative perturbation factor with an arbitrary positive number, where δ 6= 1.
A simple perturbed PCM is defined as follows:
Aδ =


1 x1δ x2 . . . xn−1
1
x1δ
1 x2
x1
. . . xn−1
x1
1
x2
x1
x2
1 . . . xn−1
x2
...
...
...
. . .
...
1
xn−1
x1
xn−1
x2
xn−1
. . . 1

 ∈ PCMn. (4)
As it is apparent from matrix Aδ, such a simple perturbed PCM is con-
structed from a consistent PCM by entering a perturbation factor δ at its
entry a12, while its reciprocal entry a21 is multiplied by
1
δ
. We remark, that
any location of the perturbed pair of elements in the PCM does not involve
the loss of generality.
PCMs that can be made consistent by the modification of one/two/three
entries have been analyzed by Bozo´ki, Fu¨lo¨p and Poesz [4]. Out of 20 PCMs
of size 4 × 4 originated from real decision problems, 6 PCMs were simple
perturbed. See [4, Table 1] for more findings. The more general idea of
comparing two PCMs that differ from each other in a single entry (and its
reciprocal) has been applied by Cook and Kress [8, Axiom 2] and also by
Brunelli and Fedrizzi [5, Axiom 4].
Let λδ denote the Perron-eigenvalue of Aδ. It follows from (1) that if
δ 6= 1, then λδ > n. Formally λ1 = n holds, but we shall not consider A1 a
simple perturbed PCM, as it is consistent.
Farkas [11] shows, that λδ can be obtained from the following equation:
λ3δ − nλ2δ − (n− 2)
(
δ +
1
δ
− 2
)
= 0.
One can write an explicit formula for λδ:
λδ =
1
6
3
√
B + 12
√
3C
δ
+
2
3
3
√
δ
B + 12
√
3C
+
1
3
n,
where
B = 8n3δ + 108nδ2 − 216nδ + 108n− 216δ2 + 432δ − 216,
C = 4n4δ3 − 8n4δ2 + 4n4δ − 8n3δ3 + 16n3δ2 − 8n3δ + 27n2δ4 + 162n2δ2
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−108n2δ3 − 108n2δ + 27n2 − 108nδ4 + 432nδ3 − 648nδ2 + 432nδ − 108n
+108δ4 − 432δ3 + 648δ2 − 432δ + 108,
even if the main results of the paper can be proved without the expanded
formula above. In the remainder of the paper λ denotes λδ = λmax(Aδ).
Farkas, Ro´zsa and Stubnya [10] developed a general method to write the
explicit form of the principal right eigenvector, when the perturbed elements
are in the same row/column of the PCM. According to Farkas [11, Formula
26], the principal right eigenvector of the simple perturbed PCM Aδ can be
written as
wEM =


wEM1
wEM2
...
wEMi
...

 =


λ− 1 + δ
1
x1
(λ− 1 + 1
δ
)
...
1
xi−1
λλ−2
n−2
...


, i = 3, 4, . . . , n. (5)
The principal right eigenvector of PCM Aδ can be written in an alternative
way (Farkas [11, Formula 24]):
wEM =


wEM1
wEM2
...
wEMi
...

 = c


λ(λ− n+ 1)
1
x1
[
λ− (1− 1
δ
)(λ− n+ 2)]
...
1
xi−1
(λ− 1 + 1
δ
)
...


, i = 3, 4, . . . , n,
(6)
where scalar c can be expressed as λ−1+δ
λ(λ−n+1)
. Both formulas (5)-(6) shall be
applied, depending on our purpose.
Remark 1. Every PCM of size 3×3 is either consistent or simple perturbed.
3 Efficiency of the principal right eigenvector
of a simple perturbed pairwise comparison
matrix
Note that the approximation of the entries of the bottom-right (n−2)×(n−2)
submatrix of Aδ is perfect, i.e., aij =
wEMi
wEMj
(i, j = 3, 4, . . . , n). It remains to
check the approximations of the elements in the first and second rows and
columns.
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Lemma 1. If δ > 1, then
wEM
1
wEM
2
< a12. If δ < 1, then
wEM
1
wEM
2
> a12.
Proof. Let δ > 1. From (5), the approximation of a12 = δx1 is
wEM1
wEM2
=
λ− 1 + δ
1
x1
(λ− 1 + 1
δ
)
= x1
λ− 1 + δ
λ− 1 + 1
δ
.
We shall prove that λ−1+δ
λ−1+ 1
δ
< δ, that is, λ− 1 + δ < δλ− δ + 1 ⇔ 2(δ− 1) <
λ(δ − 1) ⇔ 2 < λ. The last inequality holds, because λ > n ≥ 3. The case
δ < 1 is analogous.
Lemma 2. Let j > 2. If δ > 1, then
wEM
1
wEMj
> a1j. If δ < 1, then
wEM
1
wEMj
< a1j.
Proof. Let δ > 1. From (6), the approximation of a1j = xj−1 (j = 3, 4, . . . , n)
is
wEM1
wEMj
=
λ(λ− n+ 1)
1
xj−1
(λ− 1 + 1
δ
)
= xj−1
λ(λ− n + 1)
λ− 1 + 1
δ
.
The proposition is equivalent to λ(λ−n+1)
λ−1+ 1
δ
> 1 ⇔ λ(λ− n+1) > λ− 1+ 1
δ
⇔
λ2 − λn+ λ > λ− 1 + 1
δ
⇔ (λ2 − λn) + (1− 1
δ
)
> 0. The first expression is
positive because λ > n, and the second one is positive because δ > 1.
Now let δ < 1. From (5), the approximation of a1j = xj−1 (j = 3, 4, . . . , n) is
wEM1
wEMj
=
λ− 1 + δ
1
xj−1
λλ−2
n−2
= xj−1
(n− 2)(λ− 1 + δ)
λ(λ− 2) ,
the objective is to prove (n−2)(λ−1+δ) < λ(λ−2)⇔ λ(n−λ)+(δ−1)(n−
2) < 0. The first product is negative, because λ > n, the second product is
also negative, because δ < 1.
Lemma 3. Let j > 2. If δ > 1, then
wEM
2
wEMj
< a2j. If δ < 1, then
wEM
2
wEMj
> a2j.
Proof. Let δ > 1. From (6), the approximation of a2j =
xj−1
x1
(j = 3, 4, . . . , n)
is
wEM2
wEMj
=
1
x1
[
λ− (1− 1
δ
)(λ− n + 2)]
1
xj−1
(λ− 1 + 1
δ
)
=
xj−1
x1
λ− (1− 1
δ
)(λ− n + 2)
λ− 1 + 1
δ
.
Thus, the proposition becomes equivalent to
λ−(1− 1δ )(λ−n+2)
λ−(1− 1δ )
xj−1
x1
<
xj−1
x1
⇔
λ−(1− 1
δ
)
(λ− n + 2) < λ−(1− 1
δ
)⇔ − (λ− n+ 2) < −1⇔ λ−n > −1,
that holds, because λ > n. The proof of case δ < 1 is analogous to the
reciprocals of the above described assertions.
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The next theorem states the main result of our paper:
Theorem 2. The principal right eigenvector of a simple perturbed pairwise
comparison matrix is efficient.
First proof:
Suppose that δ > 1 and apply Lemmas 1, 2 and 3. Suppose there exists a
weight vector w′ = (w′1, w
′
2, w
EM
3 , w
EM
4 , . . . , w
EM
n )
⊤ that approximates ma-
trix Aδ at least as well as w
EM does, and strictly better than wEM in one
position. As is readily seen from Lemma 2, w′1 ≤ wEM1 . Similarly, from
Lemma 3, w′2 ≥ wEM2 . At least one of these inequalities must be strict,
otherwise w′ = wEM . They, together with Lemma 1, imply that
w′1
w′2
<
wEM1
wEM2
< a12,
therefore w′ provides a strictly worse approximation for a12 than w
EM does,
which contradicts the initial supposition. The case δ < 1 is analogous.
The First proof is simple and requires no prior knowledge in multi-
objective optimization problems. Theorem 3.1. is explicitly based on matrix
theory that provides a proof for the efficiency of the principal right eigen-
vector of PCMs with the specific structure of matrix Aδ. Additionally, by
depicting the digraph representation of the studied problem one can easily
visualize and check for such PCMs whether or not these solutions are, in fact,
efficient.
Second proof:
Let us apply Definition 2 in order to draw the digraph associated to matrix
Aδ and its principal right eigenvector w
EM . Namely, an arc goes from node
i to node j if and only if
wEMi
wEMj
≥ aij. Let δ > 1. Lemma 1 implies that
(2 → 1) ∈ −→E and (1 → 2) /∈ −→E . Lemma 2 implies that (1 → j) ∈ −→E and
(j → 1) /∈ −→E for all j = 3, 4, . . . , n. Lemma 3 implies that (2→ j) /∈ −→E and
(j → 2) ∈ −→E for all j = 3, 4, . . . , n. For i, j = 3, 4, . . . , n, i 6= j, aij = w
EM
i
wEMj
implies that (i→ j) ∈ −→E and (j → i) ∈ −→E . The digraph is drawn in Figure
2.
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Figure 2. The strongly connected digraph of a simple perturbed
pairwise comparison matrix (δ > 1)
The digraph is strongly connected, Theorem 1 can readily be used to
show that the eigenvector wEM is efficient. The case δ < 1 is similar: the
corresponding digraph is the same as that of displayed in Figure 2 except
that nodes 1 and 2 would be interchanged.
Our experiments have shown that the characterization of efficiency (The-
orem 1) with the use of directed graphs (according to Definition 2) is, indeed,
very robust and this approach seems to be applicable in more complicated
cases, too.
Corollary 1. The principal right eigenvector of a 3× 3 PCM is efficient.
Proof. The claim follows from Remark 1 and Theorem 2. It is worth noting
that efficiency follows also from the equivalence of the eigenvector method
and the row geometric mean, also known as the optimal solution to the
logarithmic least squares problem [9, Section 3.2]. Blanquero, Carrizosa and
Conde [2, Corollary 7] proved that the weight vector calculated by the row
geometric mean is efficient.
4 A numerical example
Example 2. Let us choose n = 4, x1 = 2, x2 = 4, x3 = 8, δ = 1.5 in formula
(4):
A1.5 =


1 3 4 8
1/3 1 2 4
1/4 1/2 1 2
1/8 1/4 1/2 1

 .
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Matrix A1.5 is a simple perturbed PCM. Its principal right eigenvector w
EM
and the consistent approximation of A1.5, generated by w
EM , are displayed,
truncated at 8 and 4 correct digits, respectively:
wEM =


0.57313428
0.23374121
0.12874966
0.06437483

 ,
[
wEMi
wEMj
]
=


1 2.4520 4.4515 8.9030
0.4078 1 1.8154 3.6309
0.2246 0.5508 1 2
0.1123 0.2754 1/2 1

 .
One can verify that entry 3 in position (1,2) of A1.5 is underestimated by
wEM
1
wEM
2
= 2.4520, in accordance with Lemma (1) and represented by the arc from
node 2 to node 1 in Figure 2. Lemmas (2)-(3) can also be checked. Finally,
entry 2 in position (3,4) ofA1.5 is estimated perfectly by
wEM
3
wEM
4
= 2, represented
by a bi-directed edge between nodes 3 and 4. The directed graph in Figure
2 is strongly connected, which ensures that the principal right eigenvector is
efficient.
Figure 2. The principal right eigenvector in Example 5.1 is efficient,
because its associated digraph is strongly connected
5 Conclusions and open questions
We have made a small step in the presumably long way of finding a necessary
and sufficient condition of that the principal right eigenvector be efficient. It
has been shown in the paper that if the PCM is simple perturbed, that is,
it can be made consistent by a modification of an element and its reciprocal,
then the principal right eigenvector is efficient. The explicit formulas of the
principal right eigenvector of a simple perturbed PCM enabled us to provide
a solid proof. We hope to return to a similar special case, when the PCM can
be made consistent by a modification of two elements and their reciprocals.
However, in the general case, explicit formulas do not exist, or, even if they
exist, they may be hopelessly complicated.
Although we would not overrate the practical significance of simple per-
turbed PCMs, they do occur in real decision problems [4, Table 1]. On the
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other hand, they might help understanding the phenomenon of (in)efficiency,
which is enigmatic at the moment. The question of the possible relations
between the efficiency of the principal right eigenvector and the level of in-
consistency is also to be investigated.
The authors believe that efficiency is a reasonable and desirable property,
independently of the background of the analyst. Being an economist, engi-
neer, decision theorist, preference modeler or mathematician, who faces an
estimation problem, inefficient solutions are hard to argue for. The compar-
ative studies of weighting methods, such as [1, 6, 9, 13], should be extended
by adding efficiency to the list of axioms/criteria.
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