Small area and subnational population projections are important for understanding long-term demographic changes. I provide county-level population projections by age, sex, and race in five-year intervals for the period 2020-2100 for all U.S. counties. Using historic U.S. census data in temporally rectified county boundaries and race groups for the period 1990-2015, I calculate cohort-change ratios (CCRs) and cohortchange differences (CCDs) for eighteen five-year age groups (0-85+ ), two sex groups (Male and Female), and four race groups (White NH, Black NH, Other NH, Hispanic) for all U.S counties. I then project these CCRs/CCDs using ARIMA models as inputs into Leslie matrix population projection models and control the projections to the Shared Socioeconomic Pathways. I validate the methods using ex-post facto evaluations using data from 1969-2000 to project 2000-2015. My results are reasonably accurate for this period. These data have numerous potential uses and can serve as inputs for addressing questions involving sub-national demographic change in the United States.
with populations greater than 100 k and Death data are only available for cells with more than 10 deaths 25 . These limitations surrounding fertility, mortality, and migration render a universal county-level population projection difficult, if not impossible, to complete using publicly available data sets using a traditional cohort-component model.
An alternative to cohort-component is the Hamilton-Perry method 15, 17 , which uses cohort-change ratios (CCRs) in place of components to project populations. The general form of the CCR equation is found in Equation 2. CCR x;t ¼ n P x;t n P xy;ty ð2Þ nPx;tþy ¼ CCR x;t U n P xy;t ð3Þ
Where n P x,t is the population aged x to x + n in time t and n P x-y,t is the population aged x − y to x + n − y in time t where y refers to the time difference between time periods. These CCRs are calculated for each age group a, for each sex group s, for each race group r, in each time period t, in each county c. Thus to find the population of ten to fourteen year olds ( 5 P 10 ) in five years (t + 5), we multiply the ratio of the population aged 10-14 in time t ( 5 P 10,t ) to the population aged 5-9 five-years prior in time t-5 ( 5 P 5,t-5 ) to the population aged 5-9 in time t ( 5 P 5,t ). ie, if we have 100 5-9 year olds five years ago and we now have 125 10-14 year olds and 90 [5] [6] [7] [8] [9] year olds, we can project the number of [10] [11] [12] [13] [14] year olds in 5 years to be (125/100•90 = 112.5). CCRs offer several advantages and disadvantages over the use of a cohort-component model. CCRs are considerably more parsimonious than cohort-component. Calculation of CCRs for use in population projections requires data as minimal as an age-sex distributions at two time periodsdata ubiquitous across multiple scales, countries, and time periods. However, this parsimony comes at a relatively steep price: CCRs can lead to impossibly explosive growth in 1) long-range projections due to the natural compounding of the ratios and 2) in small cell sizes with impossibly large CCRs due to a small numeric change in population. Consider the growth presently occurring in McKenzie County, North Dakota (FIPS code = 38053) driven by the shale oil boom. In 2010 McKenzie had a population of 6,360 that had ballooned to 12,792 by 2015, according to the Vintage 2016 population estimates from the US Census Bureau, with a CCR for the [20] [21] [22] [23] [24] year old population of 2.46 (416 to 1,027 persons). Implementing a 50-year population projection using that CCR would create a projected population that is approximately 8,000 times larger (2.46 10 )clearly an improbable number given the small, rural nature of its populationyielding a potential population of approximately 8,000,000. As another example, Loving County, Texas (FIPS code = 48301) has 2017 estimated population of just 134 persons. Large numeric change in any given age group could lead to impossibly large CCRs in a county as sparsely populated as Loving County.
Cohort Change Differences
The implementation of CCRs naturally implies a multiplicative model, typically utilizing Leslie matrices. It is possible, however, to implement an additive model by using the difference in populations rather than the ratio of populations.
Thus to project the population of ten to fourteen year olds ( 5 P 10 ) in five years (t − 5), we take the difference between the population aged 10-14 in time t ( 5 P 10,t ) and the population aged 5-9 five-years prior in time t-5 ( 5 P 5,t-5 ), and add this difference to the population aged 5-9 in time t ( 5 P 5,t ). ie, if we have 100 5-9 year olds five years ago and we now have 125 10-14 year olds and 90 5-9 year olds, we project the number of 10-14 year olds in 5 years to be (125 − 100 + 90 = 115). Figure 1 demonstrates the similarities of using CCRs and CCDs in a lexis diagram.
CCDs are just as parsimonious as CCRs but have the additional advantage of producing linear growth rather than exponential growth. Using the same example as McKenzie County, ND, a numeric change of 611 persons in the 20-24 year age group (416 to 1,027) yields a potential population change of approximately just 6,000 persons over 50 years rather than 8,000,000 (when using a CCR)much more realistic growth. However, for areas experiencing population declines, CCDs have the potential of creating impossible negative populations through linear decline. In this work, I use a blended approach in which CCDs in areas projected to increase and CCRs in areas projected to decrease create more utility in the projections, limiting impossible negative populations and explosive population growth, and previous research has shown blended linear/exponential population projections outperform both linear and exponential models, respectively 19 .
Projecting CCRs and CCDs
To project the CCRs/CCDs, I employ the use of an autoregressive integrated moving average (ARIMA) model for forecasting equally spaced univariate time series data. I use an ARIMA(0, 1, 1) model which produces forecasts equivalent to simple exponential smoothing. All projections were undertaken in R 26 using the forecast package 27 . Where an ARIMA(0, 1, 1) model is
where e t is independent and identically distributed as Nð0; σ 2 e Þ. It can be shown thatŶ tþ1 is an exponentially weighted moving average of the observations Y t ; Y t -1 ; ::: with weights θ k 1 ð1 -θ 1 Þk ¼ 0; 1; :::; and that the additional forecastsŶ tþj for j > 1 remain constant atŶ tþ1 28 , [p.158]. I model all individual CCRs/CCDs (CCR asrc ) over all series (n = 336024) in individual ARIMA models. I then input the projected CCRs and CCDs into Leslie matrices to create projected populations 29 .
There must be special consideration for two specific age groups: the populations aged 0-4 ( 5 P 0 ) and the population comprising the open-ended interval ( ∞ P 85 ). The populations aged 0-4 ( 5 P 0 ) and 85+ ( ∞ P 85 ) must have special consideration since the preceding/proceeding age groups do not exist for these age groups.
To project 0-4 year olds, I use the child-woman ratio (CWR)
Where 35Ŵ15;tþy is the projected population of women in childbearing ages 15-49 at time t + y. I use the state/race-specific CWRs for member counties. The population aged 0-4 in time t + 5 are projected by assuming a 1.05 sex ratio at birth (SRB) for the projected children born of women of childbearing age [15, 50) , in time t + 5.
To If a given race/county combination is projected to increase, I use CCDs and if a given race/county combination is projected to decline, I use CCRs.
Group quarters
The Group Quarters (GQ) population is a relatively small % of the US total population (just 2.6% of the US population resided in GQ in Census 2010) but still requires extra consideration. Prisons, college dormitories, nursing homes, and military barracks are some examples of GQ. I also include those without permanent living facilities (i.e., the homeless population) in my estimate of GQ. Unlike the resident population, the typical demographic structure of a GQ oftentimes remains constant and the underlying populations lack exposure to typical demographic processes in the same manner as the resident population. College dormitory populations do not age, are nearly always between the ages of 18 and 22, and fertility rates among college students are very low, for instance. Rather than demographic processes that change GQ populations, change is often the result of local, state, and federal policymaking resulting in a new prison, military base realignment, a new college dormitory, etc. These structural changes are difficult to predict without detailed knowledge of local decision-making. For this reason, I hold GQ constant throughout the projection horizon.
I calculate GQ as the difference between the household population and the total population in each age/sex/race/county group from Summary File 1 of the 2000 Decennial Census for the out-of-sample validation and from Summary File 1 of the 2010 Decennial Census for the population projections. This difference is the Group quarters population.
I project the household population using my methodology where the household populations are projected such that the populations at launch year are equal to the total population minus the group quarters population. Group quarters populations at time t are then added back into the projected household population to obtain the projected resident populations at time t + 5. This effectively projects the GQ population of each county as constant at its base value. There are two primary bridged-race data sets. The first covers the period 1969-2016 and utilizes three race groups: White, Black, and Other. The second covers the period 1990-2016 and uses four race groups (White, Black, American Indian/Alaska Native, and Asian/Pacific Islander) as well as two origin groups (Hispanic and Non-Hispanic). Due to small cell sizes, I convert the eight possible race classifications in the 1990-2016 bridged-race data to just four race groups (White NH, Black NH, Hispanic, and Other NH). Out-of-sample validation makes use of the three-race-group data set covering 1969-2016 while the actual population projections use the 1990-2016 data.
In 
Projection Controls
As shown below, any set of population projections using these methods are likely to produce higher than expected populations (see Tables 1, 2 , and Supplementary Figure 1 ). To prevent runaway population growth, I control the projected output to the Shared Socioeconomic Pathways (SSPs) 8 socio-economic scenarios that derive emissions scenarios coupled with climate policies. They are designed to evaluate both climate change impacts and adaptation measures in harmony with the Representative Concentration Pathways (RCPs) for emission scenarios. Scholars have downscaled the SSPs to incredibly detailed gridded population projections 14 , but they lack detailed demographic characteristics.
The five SSPs are colloquially named SSP1 (Sustainability), SSP2 (Middle of the Road), SSP3 (Regional Rivalry), SSP4 (Inequality), and SSP5 (Fossil-fueled Development) 30 . These five SSPs cover potential futures involving various growth policies, fossil-fuel usage, mitigation policies (ie emission reductions), adaptation policies (ie deployment of flood defenses), and population change 31 . Figure 2 shows the five SSPs and their relationship to barriers to mitigation (along the vertical axis) and barriers to adaptation (along the horizontal axis) and the associated projected US population for the scenarios. SSP1 (Sustainability) describes a future with low barriers to both mitigation and adaptation. Conversely, SSP3 (Regional Rivalry) describes a future with high barriers to both mitigation and adaptation.
Ultimately, SSP1 and SSP5 envision a future with optimistic human development but SSP1 contains a shift toward sustainability and SSP5 contains a continued fossil fuel-based, energy-intensive future. The difference in drivers leads to a medium projected population under SSP1 but a very high projected population under SSP5. SSP3 and SSP4 represent less educational investment and health, leading to increasing inequality. Population growth is low in industrialized countries under SSP3 and medium-low under SSP4 32 .
Each SSP contains projected population information in five-year increments for 5-year age groups (0-100+) and two sex groups (Male and Female) for the period 2020-2100 and I truncate the open-ended interval from 100+ to 85+ to be consistent with NVSS population estimates. I control my projected age/ sex/race/county projections to the SSPs by using
where p asrc,t refers to the age/sex/race/county specific population projected as outlined above at projected time t, p as,t refers to the age/sex specific population projection at time t, and P as,SSP,t refers to the age/sex specific population projection for each SSP at time t. This control allows preservation of the underlying age structures, race projections, and sex ratios, while ensuring the populations total the SSPs. I only introduce the SSPs to control the projections for 2020-2100. The technical validation does not use the SSPs as controls.
Code availability
All R code used to reproduce this analysis are available at https://github.com/mathewhauer/ county_projections_official.
Data Records
The projected populations by age/sex/race/county/year/SSP for all US counties for the period 2020-2100 are available at the Open Science Foundation (https://dx.doi.org/10.17605/OSF.IO/9YNFC).
Data resulting from these projections can be found in SSP_asrc.zip (Data Citation 1). Projected populations include each US county, 18 age groups (1 = 0-4, 2 = 5-9, …, 18 = 85+), two sex groups (1 = Male and 2 = Female), and four race groups (1 = White NH, 2 = Black NH, 3 = Hispanic, and 4 = Other NH).
Technical Validation
To evaluate the projection accuracy, I use the base period 1969-2000 to project the population for eighteen age groups, two sexes, three races (White, Black, Other), and 3127 counties for the projection period 2000-2015. I utilize an ex-post facto analysis at periods 2005, 2010, and 2015 using a pure CCD model, a pure CCR model, and blended model (CCD/CCR). The CCD/CCR model utilizes CCDs if a county is projected to grow and CCRs if it is projected to decline. Blended models have been shown to outperform both purely linear or purely exponential models in simple extrapolation approaches to population projections 19 .
In keeping with demographic tradition 1, 20, 33 , I evaluate the projections using three primary statistics. To determine the overall accuracy of the projections, I use Absolute Percent Errors (APE) and to determine the bias of the projections I use the Algebraic Percent Error (ALPE). In the overall joint evaluations (age/sex/race/county) I have substituted the Symmetric Absolute Percent Error (SAPE) to account for possible zero cells 34 .
Equations 12 -13 describe the equations used to evaluate errors. P i refers to the projected value and A i refers to the actual, observed value.
Age, Sex, Race, County joint errors Table 1 shows the joint errors associated with all possible Age/Sex/Race/County combinations. Here the median error for any given ASRC combination (such as Black Females aged 20-24 in Lincoln County NV) is approximately 11-13% for all three methods after 15 years. These errors are on par with or better than many cohort-component models, as shown later. Table 2 reports the overall errors for the sum of the population for the whole US. Overall the pure CCD model outperformed the purely CCR model, suggesting CCDs in this model could produce more accurate results compared to CCRs. All model variants (CCD, CCR, and CCD/CCR) tend to over-project the overall population in the United States. Table 3 reports the overall errors for the sum of the population in each of the counties. Here we can see that for the median county, the CCD and CCD/CCR models produce similar APEs but the CCD/CCR model tends to produce slightly lower APEs when compared to the purely CCD model. In all cases, the errors associated with the CCR model are greater than the CCD or CCD/CCR varieties. The ALPEs for all three methods are also relatively low, with CCD model producing the lowest bias. All three methods produce positive bias, suggesting the models are likely to overproject. Table 4 reports the overall errors for age groups at the county level. All three models produce similar APEs. For any given county, the median error is approximately 11% for 2015 with the blended CCD/CCR model producing the lowest errors. Similar to the overall errors, the bias tends to be for over-projection of age groups as all of the ALPEs are positive. Figure 4 shows projected age structures in twelve sample counties across four county typescollege counties, suburban counties, retirement counties, and large cities. In all four county types the age structures are mostly preserved in the projections. All four county types exhibit differing age structures with important considerations. For college counties, the college-age population (those aged 15-24) do not age in place within those communities. The large population peaks in those counties show great inmigration at the college ages and then great out-migration afterwards. In suburban counties, a "double hump" age structure is typically present with large numbers of both adolescents and middle-aged adults. Most twenty-somethings cannot afford to live in affluent suburban areas, move away for school or work, or do not have the family reasons for living there. The large numbers of populations over the age of 55 often identifies retirement communities. Large cities typically contain large numbers of young professionals with few children. The CCD/CCR model is able to mostly reproduce the population dynamics present in these four archetype communities. Figure 5 shows the Algebraic Percent Errors and Absolute Percent Errors by age group for all three evaluation methods. Three age groups tend to have the greatest bias -0-4 (~−5%), 15-19 and 85 + (~+ 10%, respectively). Thus, the projections are likely to overproject the number of 15-19 year olds and those aged 85+ and under project the number of 0-4 year olds. The bias in the projections (measured as the ALPE, Fig. 5a ) is greatly reduced in nearly all age groups when controlling the populations to the age/sex total of the United States ("RAKE CCD/CCR"). While controlling the projections greatly reduces the bias it does not greatly reduce the overall error rates across age, as measured by APE (Fig. 5b) . Figure 6 reports the ALPE and the APE distribution by race group for all counties. The White race group tends to have the lowest errors associated with the projections, followed by Black, and then Other. This is likely due to the relative population sizes within each race group. Black and Other populations tend to be located in more isolated pockets due to the effects of both institutional and self-assortive segregation from the White population leading to many counties with very small Black and Other populations. Figure 7 shows county-level numeric and percentage population change for the period 2020-2100 under all five SSPs. The five SSPs lead to substantial differences in geographic growth patterns. For instance, most of California is projected to see increases in population in four of the five SSPs; only SSP3: Regional Rivalry shows projected population declines in southern California. Conversely, the heavily populated North East is projected to see significant population declines in all SSPs except SSP5: Fossil-fueled development. The five SSPs represent different pathways by which the United States could be expected to grow this century. 
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Usage Notes
The dataset generated here provides detailed county-level population projections by age, sex, and race for US counties for the period 2020-2100 that are controlled to the SSPs. Producing high-quality, highlydetailed population projections is a challenging endeavor. With such a large need for sub-national projections and to better understand the changing demographics of the U.S. population, I produced a set of quality, detailed projections and make both the R code and subsequent projections available for dissemination to a wide audience. Here, I presented age-sex-race specific population projections for all U. S. counties, an ex-post facto evaluation of the projection methodology, and details on the calculations of these projections.
To ensure quality projections, I employed the use of ex-post-facto evaluations of the projection accuracy for three variant models: purely additive with CCDs, purely multiplicative with CCRs, and a blended model with CCDs in areas projected to grow and CCRs in areas projected to decline. I report the accuracy, bias, and uncertainties associated with these variants using absolute percent error and algebraic percent error.
Overall, the errors reported here are on par with or better than many cohort-component population projection models [18] [19] [20] [21] [22] . Table 5 summarizes several population projection evaluations.
While the ex-post-facto evaluation showed relatively low errors, but some areas in the United States, some demographic sub-groups, and some age groups could exhibit greater error rates. These groups include but are not limited to non-white populations, young children under the age of 5, young adults aged 15-19, older adults over the age of 85, and parts of Western US (Idaho, Nevada, New Mexico, and North Dakota, in particular). These projections, like all projections, involve the use of assumptions about future events that may or may not occur. Users of these projections should be aware that although the projections have been prepared with the use of standard methodologies, documentation of their creation, open-source computer code, and extensive evaluations of their accuracy and uncertainty, they might not accurately project the future population of a state, county, age, sex, or race group. The projections are based on historical trends and current estimates. Any small error in the projections early in the projection horizon could cascade into considerable errors decades later in the projection. Caveat emptorusers beware. These projections should be used only with full awareness of the inherent limitations of population projections in general and with knowledge of the procedures and assumptions described in this document.
