Introduction
Nowadays, Intrusion Detection System (IDS) on computers or the Internet has brought the attention of many researchers as a result of large network inflation and the increase of complexity in computer technologies to prove and develop intrusion detection systems that have become very necessary. Generally, any attempt to detect intrusion or attack on the computer or Networks has become known as intrusion detection systems (IDS) [4, 1] . The designers of any computer network who are interested in increasing the size of the network and its types are always thinking of the two main factors; firstly, security and protection of the network; and secondly services and facilities provided by the network [1] .
In general, these two factors negatively impact each other, the increase in one reduces the efficiency of the other, so technologies such as intrusion detection systems are working on the compatibility of these factors. The researcher hopes that the proposed software in this paper will clarify the problems of security and disruption of the system [1, 4] .
Security and Intrusion Detection System
Computer security is defined as the techniques and administrative procedures applied to the computer systems to ensure their availability, effectiveness and confidentiality in the transfer of information in computer system and ensure access. Computer security can be classified into three areas which are prevention, detection, and reaction. The second area is covered by the intrusion detection system (IDS). Which (IDS) is defined as the identification and response of any malicious behavior targeting the computer and network resources; it can be classified into two main types: signature base and misuse base [12, 1] The signature base depends on the signatures of the attackers, while the misuse base acts to search for any abnormal behavior of the user. The intrusion detection system is a requirement for the identification and effectiveness of the network (IDS), which is classified into two fields; Network Based (NIDS) or Host Based (HIDS) networks, both are used for monitoring [12, 1, 2] . 
Misuse Base Signature Base
High percentage of false alarms Lowest percentage of false alarms.
Difficult for the security officer to determine the threshold value, which is considered an abnormal behavior and classified as an attack.
Requires an expert security officer to identify the intrusion.
Effective against unknown attacks Not effective against unknown attacks.
Requires a lot of training to create natural patterns. Requires strength and continuity to update signature attacks.
Intrusion Detection System
Intrusion detection system (IDS) is defined as the work that uses certain techniques and special mechanisms to detect intrusion. Intrusions are defined as an attempt to contain security, safety, effectiveness, or overlap security mechanisms in systems or networks. IDS monitor and analyzes events within the computer or network system to detect signs of intrusion, where an intrusion detection system is a programmable or physical component that automatically works on monitoring as mentioned above to identify security problems. Attackers who intrude on the system by entering as authorized users of the network to obtain additional privileges than the normal user who is not authorized and authorized users who misuse the privileges granted to them. However, the intrusion detection system (IDS) detects the attack or abnormal behavior occurring within the network and immediately generates an alarm that the person responsible for security in the network is aware of when an attack occurs and asks him to take the necessary action to complete his or her work [4, 12, 5, 1] , figure (1) illustrates the basic architecture of the intrusion detection system. 
The Purpose of Using IDS Systems
The intrusion detection system allows the organization to protect its systems from threats arising from increased network connections and from the reliability of sharing information between systems, which means protecting their data and the integrity of the systems from attackers and intruders. The goal of security professionals is to use the most efficient intrusion detection to detect intrusion [4, 5] .
The reasons for using the intrusion detection system are as follows:
1. To detect the intrusion that the security system has not been able to detect or prevent. 2. To detect and deal with attacks. 3. To document threats against the institution. 4. Acts as a quality control of security and management systems especially for large and complex companies. 5. To create useful information about the attack that gives us a good diagnosis and re-correction of causes.
In general, intrusion detection system provides us with an additional layer of security in the system. However, we must remember that the intrusion detection system must detect, prevent and respond as a real-time system because only a few seconds and minutes is enough for the intruder to do it. Also, keep in mind that a good system against hackers and attackers must always be up to date [12] .
Efficiency of Intrusion Detection System
There are three determinants of intrusion detection system efficiency [4,1]:
1. Accuracy; This measure deals with the correct identification of the attack and the absence of the false alarm, and the error occurs when the intrusion detection system warns a legitimate activity as an abnormal or intrusive act. 2. Performance; The performance of an intrusion detection system is measured by the rate of audits performed by the system. The system is considered weak if it does not function as a real-time system.
Artificial Neural Network
The artificial neural network consists of simple processing units, each unit having a small amount of local memory. These units are linked by some types of connectivity, which usually carry digital data encrypted in a variety of ways. Although the neural network can calculate any arithmetic function, in practice it is used especially in the classification and problem planning, where the network is easy to learn but sometimes it may be difficult especially if the learning laws are complex and fast, Artificial Neural Network (ANN) is compatible with incomplete data and has the ability to train data to show correct outcomes this is the cause of using ANN [1, 7] . The artificial neural network can be distinguished by the use of many names such as connections, neural intelligence systems, and distributed parallel processing.
Machine Learning Methods
There are three types of artificial neural network learning methods:
1. Supervised Learning: In which the Target output vector is inserted in addition to the input vector to calculate the actual output, as a figure (2) depicts the schematic form of supervised learning [12] . 2-Unsupervised Learning: This method does not enter the Target output, but only enter the input to the network and the output is calculated according to the rules, statistical standards and a detailed explanation of each of the two methods. As figure (3) Shows schematic form of unsupervised learning. 3-Reinforcement learning: a learning method that considers learning to control a system so as to maximize a numerical performance measure that goes for a longterm objective [10] .
Backpropagation Neural Network
The Error Backpropagation Network(EBP), which is a multi-layered and a Feedforward neural network. The Learning method of Multiple Layer network is known as Backpropagation (BP).
The EBP network is a widely distributed algorithm because of its ease and ability to store information implicitly in links, which represent the weights that connect a node to another. The Feedforward of single-layer, multi-layer artificial neural networks are 3. Reinforcement learning: a learning method that considers learning to control a system so as to maximize a numerical performance measure that goes for a long-term objective [10] .
The Error Backpropagation Network(EBP), which is a multi-layered and a Feedforward neural network. The Learning method of Multiple Layer network is known as Backpropagation (BP). The EBP network is a widely distributed algorithm because of its ease and ability to store information implicitly in links, which represent the weights that connect a node to another. The Feedforward of single-layer, multi-layer artificial neural networks are used in a variety of applications (image processing, image recognition, pattern recognition, etc.). It contains a change in the state of effectiveness (either inhibition or stimulation) of all the nodes in all layers in the network and also of the weights that connects layer nodes to other layer nodes based on certain equations. The calculation of the error is applied by subtracting the actual output from the desired output and network training stops when the desired output is obtained and access to the Global Minimum. On the other hand, recurrent is only one step, which applies for the entries with the final weights resulting from the training phase and in one step we get the desired output [3, 12] .
The Architecture of Backpropagation Neural Network
The Backpropagation network (BP) is composed of at least three layers of nodes: the input layer, the middle layer called the hidden layer and the output layer. Each layer of the network is associated with the layer that follows it, any node in the input layer is sent out to all the nodes in the middle layer, and the middle layer nodes are sent out to each node in the Output layer.
The number of nodes in the middle layer depends on the complexity of the issue and the size of input information. If the number of nodes in the hidden layer is too large for the number of input nodes, it is not resolved. On the other hand, if the number of nodes in the hidden layer is very small, it will take a large number of steps to train the network. Figure (4) shows the three-layer of the recurrent neural network as the input layer, the middle layer, and the output layer. Each node or processing unit in any layer is connected to all nodes or processing units of the other layer by the weight of the links. The input for the network is represented by an X vector (x1, x2, x3, ... xn), output by a vector Y = (y1, y2, y3, ..., ym) and (n, m) are the exclusion of input vectors [4] . 
Sigmoid Function
Sometimes the Sigmoid Function is called the Logistic Function or the Squashing Function because it limits the output range as well as the actual output out between zero and one [4, 7] , where the sigmoid function is used in the implementation of the BP algorithm.
An Overview of Training in BP Network
The purpose of training is to change the weights of the network to obtain the desired output sets for the given inputs. Input and output sets are referred to as vectors. The training pair is the Input Vector with the Target Vector, usually the network trains on a number of training pairs. These pairs of training are called the training set, pre-starting the training process, all weights must start in small random numbers this ensures that the network is not saturated with high-value weights. Training pair is used for training and is available to the network many times during the training phase. 
Sigmoid Function
An Overview of Training in BP Network
The purpose of training is to change the weights of the network to obtain the desired output sets for the given inputs. Input and output sets are referred to as vectors. The training pair is the Input Vector with the Target Vector, usually the network trains on a number of training pairs. These pairs of training are called the training set, pre-starting the training process, all weights must start in small random numbers this ensures that the network is not saturated with high-value weights. Training pair is used for training and is available to the network many times during the training phase. Each model trains and calculates the output. This output compares with the target output and determines the error value, where these errors are propagated from the output layer towards the input layer and this occurs only in the learning phase [6, 8] .
Adding a Neuron Bias
In the BP network, it is preferable to add a bias node to speed up the network's work and approach the solution, which is similar to the Threshold Value in the network. The weight of this network is changed like the rest of the cells of the network except that the input of the bias node is always (+1) instead of the input as in the rest of the network nodes calculated from the output of the previous layer [8] .
Network Paralysis
According to the wrong choice of weights, especially if the weights are large numbers, the change in these weights will result in very large numbers. Which means that all or most of the nodes in the network will produce large values for the actual output, while the derivative of the activation function is very small values for this will cause the paralysis of the network so choose small initial weights. To solve this problem, reduce the learning rate but will increase the training time and training periods, if the proportion of learning is very small it will lead to approach the right solution but very slow, either if the proportion of learning is too large it will lead to paralysis [8, 7] .
Local Minimum
The reason for the occurrence of the network in local minimum is the wrong selection of the number of hidden layer nodes as well as the wrong selection of the primary weights. In addition to this problem, the number of nodes in the middle layer is increased or decreased until the solution or the nearest solution is reached with the lowest error rate by placing appropriate initial weights on the net [8] .
Intrusion Detection System Based on Neural Network
In this section, the researcher will discuss attacks targeting the network, specifically on the Transport Layer and especially on (TCP, UDP) communication, but before that, we should know how to extract the features of the attacks on which this system was designed by analyzing the network packet.
Network Packet Analysis
A network is a set of devices connected to each other through a particular communication medium, and the transmission of data using the (TCP-IP) protocol is through the passage of data in four layers and in each layer, is added a header to the data in preparation for sending from one computer to another in the network, for networks like wireless networks, wired networks, uses the different kinds of communication patterns such as UDP, TCP, IP, figure (5) depicts the headers added to the data in each layer [11, 9, 2, 13] . 
TCP Encapsulation
The TCP connection is characterized by all the data flow control or Buffer size. It also supports the Delivered-on Sequence, which is evident from the installation of its header address as shown in figure (7) [9, 2] . 
UDP Encapsulation
UDP connection, where there are no data flow controls or buffer size, nor does it support Delivered on Sequence, nor is it possible to divide data, there is no guarantee of rearrangement in the original form and this is evident from the installation of its header as shown in figure (8 
UDP connection, where there are no data flow controls or buffer size, nor does it support Delivered on Sequence, nor is it possible to divide data, there is no guarantee of rearrangement in the original form and this is evident from the installation of its header as shown in figure (8) [9, 2] . 
Work Description
The intrusion detection system in the abuse base relies on a data set with the input layer, then how to train the data, and finally how the network is selected. On this basis, the work begins with the preparation and processing of the input data, then selecting the algorithm used in the training and testing, and store weight values.
Here the work is divided into two phases: the first is the process of configuring the features of attacks, and the second depends on the extract features obtained as the definition of the neural network structure. 
Input Data Preprocessing
The data inserted into the system as shown in figure (9) is not the output of any sort or classification from a software to capture the packet from the network but is obtained by studying and analyzing the physical connection to the network segments as shown in Table ( 2). The signatures that we need to capture to detect attacks will explain how the system works. 
Attack's Features
In general, each attack has its own signature and event, and to be an excerpt from these attacks it is necessary to study these attacks and analyze their own signatures and events. 
CHARGEN DOS ATTACK UDP
The intruder sends from port 7,19 as an exporter or port 135 as a receiver.
SNORK ATTACK UDP
The intruder sends from port 7 as an exporter or port 19 as a receiver.
IOS UDP Bomb UDP
The intruder sends from port 514 as an exporter with activating (SYN) flag at the same time.
Attack's Features Description
Here are the properties used by the system through which the system can identify attacks that target the network: 
Terminate the Connection-FIN:
Bit is the number (112) in the TCP header and is used to terminate the connection and has a value of (1) if the connection is requested to terminate. 6. Reset Connection-RES: Bit is the number (101) in the TCP header and is used in the event of a Router failure, and when it reaches the value of (1), it terminates the connection for an emergency. 7. Urgent Pointer is Valid-UM: Bit is the number (107) in the TCP header and it is used in case if there are important or emergency data where the value of (1) is set if the receiver knows that it is an emergency event. 8. PRTC: Its value is (1) if the header address is for TCP, and its value is (2) if the header address is for UDP.
The Neural Network Structure
As mentioned above, the network architecture must be compatible with the body of the problem to be solved. The network needs (8) nodes together, which represent the input vector, and represents the resulting features of the network analysis, and six nodes representing the output vector of the network which are sufficient to represent the cases of the examined package as shown in Table ( 2) and there are four nodes in the hidden layer as shown in figure (10) . The input is configured to suit the used network, known as the Feedback Error Propagation. 
Implementation System
The network was trained using Resilient Backpropagation Algorithm to speed up the network and overcome the standard learning algorithm defects in this network. The (newff) function in the MATLAB R2016a was used, and because the learning algorithm has similar properties except in Optimal Step Size. This is why the researcher will explain the BP standard learning steps as shown in figure (11) . 
The network was trained using Resilient Backpropagation Algorithm to speed up the network and overcome the standard learning algorithm defects in this network. The (newff) function in the MATLAB R2016a was used, and because the learning algorithm has similar properties except in Optimal Step Size. This is why the researcher will explain the BP standard learning steps as shown in figure (11) . Once we have knowledge about the learning algorithm, the steps to implement the program will be three stages: 
Implementation New Smart Network for Intrusion Detection
Ø The program was written by (MATLAB R2016a).
Since the standard backpropagation (SBP) network has multiple negatives, which leads to slow access to learning, the network is slow in intelligence. The reason is that it adopts an SD vector that leads to the Local Minimum or the Zigzag. To get rid of this problem and to obtain a fast-absorbing smart network, a new network called (Rprop) Once we have knowledge about the learning algorithm, the steps to implement the program will be three stages: 7. Implementation New Smart Network for Intrusion Detection  The program was written by (MATLAB R2016a).
Since the standard backpropagation (SBP) network has multiple negatives, which leads to slow access to learning, the network is slow in intelligence. The reason is that it adopts an SD vector that leads to the Local Minimum or the Zigzag. To get rid of this problem and to obtain a fast-absorbing smart network, a new network called (Rprop) has been used. The network adopts the basic network (SBP) and the following development: (LR--> δ)) where BP typically uses a constant value (0.5) while in this network the learning rate (δ) is used based on the following conditions:
has been used. The network adopts the basic network (SBP) and development: (LR--> δ)) where BP typically uses a constant value (0.5) while in th learning rate (δ) is used based on the following conditions:
where (0<δ-<1<δ+); (+δ=0.5) and (-δ=1.2).
This means that the value of the learning rate is limited betwe value and the least value because the lack of limited values (δ) will reduc and the quick intelligence of the network. In figure (12) we will sh Minimum in SBP. This means that the value of the learning rate is limited between the highest value and the least value because the lack of limited values (δ) will reduce the response and the quick intelligence of the network. In figure  (12) we will show the Local Minimum in SBP. The data entry in this program is from a database file (Indat1.xlsx). All data will be read from this file and converted to a matrix after transporting the rows to columns until it's ready to enter the network. The weights in this program are the type of (Batch). The following is a section of the program that explains the reading process.
[Data, headertext] = xlsread('indat1.xlsx'); data1=data (1:107, 1:14); data1=data1'; Phase 2: The training phase, which is the training of the network to obtain the optimal weights and the lowest line ratio as in figure (13).
Figure 13: Training Process after Reaching the Target.
After the training process, we will store the optimal weights in the following files: First layer weights in (tw12A1.xlsx), and Second layer weights in (tw12A2.xlsx). In this process, the training process will be completed.
Phase 3:
Results display. At this phase, the network has reached the optimal weights and the error rate is (1e -008) as specified in the program. The system execution algorithm will show the implementation of the program as shown in figure (14) . 
Results
After the network training process has been completed and the network stabilized, optimal weights were fixed. The optimal weights were as follows: 
After the network training process has been completed and the network stabilized, optimal weights were fixed. The optimal weights were as follows: − Iteration =162 − Error rate = 1e-008 − The time spent by the (Rporp) network in learning is 37 seconds − The time spent by the (SBP) network in learning is 3.26 minutes − Number of input vector for training = 2616
We then tested the system on the following data: Number of input vector to test the network = 6 
