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404a Monday, February 17, 2014treatment of long-range forces that complicate the study of energetics and peri-
odicity limits the spatial extent of the simulated structures. To overcome these
limitations, we study the behavior of isolated nanodroplets in an external elec-
tric field using simulations spanning a range of droplet sizes, electric field
strengths and various water models.
We provide detailed energetic analysis that demonstrates how minimization
of the interaction energy between water dipoles and the external electric
field drives the change in the nanodroplet shape. In addition to the
molecular-level structural and energetic details, the connection between
the droplet size and the electric field strengths is explored and it is found
that the critical field strengths required for the transition is close to the value
predicted by G. I. Taylor’s model for macroscopic droplets although impor-
tant differences are found between the molecular and continuous model.
These simulations of nanodroplets provide a testing platform for verifying
energetic behavior of small clusters of water molecules involved in electro-
poration models and help to validate the theory of the water-driven electro-
poration process proposed in [1]. In addition, the results are also relevant to
a variety of other applications such as electrospray, metrology, and inkjet
printing.
[1] Tokman M, Lee JH, Levine ZA, Ho M-C, Colvin ME, et al. (2013) Electric
Field-Driven Water Dipoles: Nanoscale Architecture of Electroporation. PLoS
ONE 8(4): e61111. doi:10.1371/journal.pone.0061111.
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The connection between time scales and free energy landscapes is discussed.
The feasibility and desirability of drawing free energy diagrams from measure-
ments on rate constants at a single temperature is demonstrated. The resulting
free energy landscapes depend on the observational time scale in an interesting
way. The example of Holliday junction resolution is used to illustrate the
arguments.
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Torsion angle Molecular Dynamics simulations provide a powerful alternative
to all-atomMD since they place constraints on the bond lengths and angles, and
thereby efficiently simulate large scale conformational changes in torsional
space. The previous uses of torsional MD have been severely limited by the
lack of efficient algorithms to solve the mathematical complexities of torsional
MD. Our development of an advanced Generalized Newton-Euler Inverse Mass
Operator (GNEIMO) torsional MD method overcomes these limitations with
several theoretical and algorithmic advancements. We will outline these ad-
vancements and the effectiveness of the GNEIMO method in critical applica-
tions such as protein homology model refinement and protein conformational
dynamics.
Due to the rigidity in the model the torsional MD simulations show a bias in the
partition function, which results in inaccuracies in the calculated thermody-
namic and kinetic properties. Fixman developed a compensating potential
that rigorously annuls the bias in the partition function, but the calculation of
the Fixman potential has remained mathematically intractable even for moder-
ate size molecules. Recently, we have developed a low-cost algorithm, based
on Spatial Operator Algebra for calculating Fixman potential and torque for
any molecule. We will present results on the validation and the effect of the
Fixman correction potential in recovering the correct population distribution
function, transition rates, and free energy surface for large branched systems.
We have designed a modular software platform for the GNEIMO-Fixman
method that can be readily combined with any type of forcefield engine. We
have combined GNEIMO algorithm with Rosetta forcefield and performed ho-
mology model refinement with torsional MD. Thus our GNEIMO-Fixman
torsional MD method allows for the use of larger integration time steps than
for all-atom MD simulations, and enables enhanced conformational sampling
in the low frequency torsional degrees of freedom.2039-Pos Board B769
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We developed an automated algorithm and a software to refine parameters of
empirical energy functions according to condensed phase experimental mea-
surements. The algorithm is based on the simultaneous measurement of the
sensitivity of observables with respect to all the parameters of the energy func-
tion. The sensitivity is used to perform a local minimization of the difference
between experiment and simulation as a function of the parameter set. In
typical force fields the number of parameters is in the thousands and they are
usually optimized one or a few parameters at the time. Our method (POP) al-
lows the automated optimization of a large number of the parameters given
an experimental observation and the related computational observable. As
proof of principle, we applied POP to manipulate the helical fraction of sol-
vated alanine dipeptide. We also applied POP to solvated peptide WAAAH
in an attempt to reproduce its experimental melting curve; it is known that
melting curves of short peptides are not well reproduced by molecular dy-
namics. We could easily shift the helical fraction for a single temperature but
we could not reproduce the slope of the melting curve. The helical fraction
is highly sensitive to the potential parameters, while the slope of the melting
curve is not; therefore, it is difficult to satisfy both observations simultaneously.
We conjecture that there is no set of parameters of the widely used empirical
force field that reproduces experimental melting curves of short peptides.
Our negative result, which is the first comprehensive exploration of parameter
space, supports previous unsuccessful attempts.
Di Pierro, M.; Elber, R. Automated Optimization of Potential Parameters J.
Chem. Theory Comput. 2013, 9, 3311-3320.
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A fixed-charge MD force field by definition requires a compromise in the elec-
trostatic model used. For example, amino acids in the hydrophobic core of a
protein are modeled with the same partial charges as amino acids on its
water-exposed surface. In the case of the widely used AMBER ff94 force field
(and its descendants), these charges were derived using a relatively low-quality
gas phase ab initio model. This model was chosen because it yielded charges
that were systematically overpolarized and therefore thought to be representa-
tive of condensed phase charges. By contrast, the new AMBER ff13 force field
is based on charges derived using a high-quality ab initio method in an aqueous
environment. While this model is no doubt more consistent and likely more ac-
curate than the previous one, it is unclear if this amount of charge polarization
is the best compromise for biomolecular simulations. In this work we investi-
gate several charge models derived in various dielectric environments to deter-
mine which model(s) might offer the best overall accuracy across a wide range
of experimental observables. After optimizing the van derWaals parameters for
each model, we find that we are able to achieve satisfactory agreement with
experimental enthalpy of vaporization and density data using any of these
charge models. Upon examining other observables (e.g., solvation free energy,
dielectric constants, etc.) not used in the optimization process, however, we find
that the highest overall accuracies are obtained using charge models with
dielectric environments characteristic of polar solvents.
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The calculation of binding free energies using potential of mean force based
techniques is an important application of molecular simulations. Typically, a
potential of mean force (PMF) along the separation distance between two bind-
ing molecules is calculated using umbrella sampling (US). Convergence can be
improved by introducing restraints on the relative position and orientation of
the molecules as well as on their configurational freedom. Application of
such umbrella sampling protocol on DNA in complex with the minor-groove
binding ligand furamidine failed to yield converged results within reasonable
simulation time. Significant energy barriers and tightly bound water molecules
