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Abstract 
This Paper is devoted to asymptotic estimates for the (spectral or Euclidean) condi- 
tion numbers K(T'(u)) = l~T,(a)IlllT;'(a)/l f 1, g o dr e n x n Toeplitz matrices TH(u) in the 
case where the Symbol a is an L” function and Re a 3 0 almost everywhere. We describe 
several classes of Symbols a for which K(T~(~)) increases like (log n)‘, n’, or even e”“. 
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1. Introduction 
The condition number K(A) of a bounded linear Hilbert space Operator A is 
defined by 
44 := lI4II~-'II; 
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we put rc(A) = ]IK’jj = oc in case A is not (boundedly) invertible. 
We here consider the case where A is given by a Toeplitz matrix. Let T be the 
complex unit circle and denote by L” := L"(T) the essentially bounded func- 
tions on T. For a E L”, let {u~},~~ stand for the sequence of the Fourier coef- 
ficients, 
1 
ß, :=2n l 
a(eiB)e-i”o dO, 
and define the finite Toeplitz matrices Tri(a) (n E N := { 1,2,3, . . .}) and the in- 
finite Toeplitz matrix T(a) by 
n 1 T,(ß) := (ßj-k),.;=o, T(ß) := (aj_k),y&y 
We tacitly identify the matrices T,(a) and T(a) with the Operators they induce 
on the spaces @” = Z2({0, l,... ,n - 1)) and l2 := Z2({0, 1,2,. . .}) with their 
natura1 Hilbert space norms. The boundedness of T(a) follows from the 
boundedness of a. The function a is usually referred to as the Symbol of the ma- 
trices/operators T,(a) and T(a). 
The question whether the numbers rc(T,(a)) remain bounded as IZ -+ 00, i.e. 
whether 
limsup ~c(T~(a)) < 00 
n-CG2 (1) 
is closely related to the invertibility of the Operator T(a). A classical result says 
that if a E L” and the estimate (1) is satisfied, then T(a) is necessarily inv- 
ertible. The converse implication is true for large classes of Symbols: for exam- 
ple, if 
- 
and T(a) is invertible, then the estimate (1) holds (see [7] and [6] and the refer- 
ences therein). Moreover, for a E fQC one tan even show that 
limsup K(T~(u)) = lim ,iif ~c(T,(a)) = rc(T(a)) 
R’lx 
(see [18] and [l]). 
The Problem of estimating the growth of x(T,(a)) in the case where T(a) is 
not invertible is difficult. The Operator T(a) is never invertible if its Symbol a 
has Zeros on T, i.e. if ess inf Ia/ = 0 (Hartman-Wintner theorem). If a is contin- 
uous and Re a > 0, then the non-invertibility of T(a) is even equivalent to the 
presence of Zeros of a on T. One expects that the growth of K(T,(u)) is deter- 
mined by the orders of the Zeros of a. It is this type of results we will establish 
in the present Paper. 
Asymptotics of Singular values and eigenvalues of Toeplitz matrices have been 
studied by many authors; see, e.g., the recent Papers [2,5,9,13,14,16-18,211 
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and the literature listed there. In particular, the Awam-Parter theorem says 
that if a is Riemann integrable then the Singular values {sj(T,(a))}y=, and the 
values { la(e2niiln)(}J=l are asymptotically equally distributed in the sense that. 
for every F E CF(R), 
as n --t 00. This theorem gives us the hint (but does not imply) that if a has a 
zero of Order a > 0, for example, if a(8) = 101” for II E (-x.x], then .s,(r,(a)) 
should decay as 1 frP for each fixed j. Since 
K(T,(~)) = llT,(a)lllsr(G(a)) - llT(a)lI/sl(T,(a)). 
we arrive at the conjecture that Ic(T,(a)) . mcreases as ni. In this Paper we prove 
that this is really true. 
The main result of the Paper (Theorem 3.4) provides us with upper estimates 
for K(T’(a)) in case T(a) is not necessarily invertible but is still known to be 
semi-definite. Another result (Theorem 4.1) gives lower estimates for ti( T,(a)) 
without assuming that T(a) is semi-definite but under the assumption that 
the Zeros are of a specified type. Combining these two theorems we get two-sid- 
ed estimates for Ic(T,,(a)) which are sharp in many interesting cases. 
2. Semi-definite Toeplitz matrices 
A bounded Operator A on a Hilbert space H is called positive semi-definite if 
the real part of (Af,f) 1s non-negative for every .f E H, i.e., if Re(Af,J’) 3 0 
for all f E H, and it is said to be positive definite if there is an c > 0 such that 
Re(AS,f) 2 aCf,f) for all f E H. 
We equip the space L2 := L’(T) with the scalar product and the norm 
Let Yn and H2 denote the functions in L2 whose sequence of Fourier coeffi- 
cients is supported in (0, 1, . , n - 1 } and (0.1: 2. . .}, respectively. Clearly, 
we tan also think of T,(a) and r(a) as acting on 9, and H*, respectively. 
Denoting by P,, : L2 --+ Y,, and P : L2 + HZ the orthogonal projections, we 
tan write 
Tn(a)f = p,(af) v‘ E PH). T(ß)f = P(ß,f’) (j- E ff’). 
which implies that 
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(T(a)f,f) = ]u(ei”)/f (e”) l2 d0 cf E ZZ2) 
-x 
From these two equalities we deduce that T,(a) and T(a) are positive semi-def- 
inite if only Re a 3 0 a.e. and that these Operators are positive definite when- 
ever Re a 3 E a.e. for some E > 0. 
In what follows, we omit the “a.e.“, that is, inequalities and equalities for 
functions in L” will always be understood to be valid almost everywhere on T. 
Theorem 2.1. Let u E L” and suppose u does not vunish identicully. (a) Zf 
Re a 3 0 und Re u is not identicully Zero then x(T,,(u)) < cc for every n 2 1. 
(b) Zf Re u = 0 identically but ess inf Im u 3 0 or ess sup Im u < 0, then 
~(Tn(u)) < f ov or every n 2 1. (c) Zf Re a = 0 identically, ess inf Im u < 0, and 
ess sup Im u > 0, then K(T~ (u)) < CG for injinitely many n Z 1. 
Parts (a) and (b) are folklore. The proof is as follows. 
Proof. Assume T,(u) is not invertible for some n Z 1. Then there is a nonzero 
f E P,, such that T,(u)f = 0, and Eq. (2) gives Juif 1’ = 0. If Re a 2 0, this 
implies that Re alf j2 = 0, and as f vanishes almost nowhere, we deduce that 
Re a = 0. This is impossible in the case (a). So let us assume u is as in (b). Then, 
again by Eq. (2) JI m u\f l2 = 0. As Im u does not Change the sign, it follows 
that Im alf l2 = 0 identically. Because f has at most finitely many Zeros, we 
arrive at the conclusion that u = Im a = 0 identically, which contradicts the 
hypothesis of the theorem. The proof of (a) and (b) is complete. 
Since T(u) = -iT(ia), part (c) is equivalent to the Statement that every (in- 
finite and bounded) Hermitian but indefinite Toeplitz matrix has infinitely 
many invertible finite sections. We have not found such a result in the literature 
and therefore gave a full proof in [3]. The proof is based on a theorem by 
Heinig [l 11, which implies that u is necessarily rational if u is real-valued and 
detT,(u) = 0 for all n 3 n 0, and on subsequent application of formulas by 
Gorodetsky [8] or Trench [19] on the determinants of finite Toeplitz matrices 
with rational symbols. ??
Notice that if a(e’“) = 2i( cos 8 + cos LY) (1 cos CY < l), then u satisfies the 
assumptions of part (c), but det T”(u) = i” sin ((n + l)a)/ sin c( is zero for infi- 
nitely many n whenever r/rc is rational. This Shows that part (c) of Theorem 2.1 
cannot be sharpened. 
The following well-known result provides us with uniform estimates for the 
condition numbers of the finite sections of definite Toeplitz matrices. 
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Theorem 2.2 (Brown and Halmos). Let a E L” and suppose that Re a 3 c > 0. 
Then T(a) is invertible, 
K( T(a)) < “da -_i(l+~~) <*. (4) 
and the Operators Tri(a) arc invertible and 
(5) 
Proof. The essential range of a is contained in the set {Z E @: 
Re z 2 E. Iz/ < liallm}. Multiplying this set by /I := E/]]u]]~ we obtain a set 
contained in the disk {z E @: ]z - 1 I < r} with Y := d7 1 - t. /]]a]]X. Hence 
IIXT(a) - 111 = I(T(Aa - 1)]1 < l]j_a - l//, <r < 1, 
II/ZT,,(a) --Ill = IIT,(E.a - l)l] < IlAa - 111, Cr < 1. 
which implies the invertibility of T,,(a) and r(a) and Shows that the norms of 
the inverses are at most 
lj.1 J- = E l+r 1 
l-r ---(l+$+Y.). lla112 1 - y2 c (Xi 
Since liTn(a)l( < jjT(a)jl < ljall,, this gives the estimates (4) and (5). 0 
3. Upper estimates 
Let a E L” and suppose Re a 3 0. Put 
u(f1) := Re a(eif’): v(O) := Im a(e”‘), 8 E Iw. 
Thus, u(0) 2 0 for almost all 0 E iw. A number 00 E (-7~. X] is said to be a zero 
of 24 if 
ess inf{u(o): 10 - &( < 6) = 0 for each 6 > 0. 
Assume IA has only finitely many Zeros 01, ON in (-7~~ rc]. Then 
ess inf u > 0 on (-7c,n] \ U(Q, - S,0, + 6) 
/=l 
for each f > 0. Fix a 6 > 0 so that the sets (0, - 6,0, + 6) are pairwise disjoint 
and define functions aj : N -) (0, X) by 
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1 
Oi(n) := 
ess inf a(B):: < 10 - 0,( < 6 
{ 1 
The function mj characterizes the “Order” of the zero 0,. Clearly, Uj(n) + 00 as 
n -t 03. 
In what follows we write f(0) = g(B) to indicate that there is a constant 
K E [ 1, CO) independent of 6 such that 
0 < (l/K)g(e) <f(Q) <Kg(o). 
za; notation f(n) Y g( n means that there exists a constant K E [l, CO) such ) 
0 < (l/K)g(n) <f(n) <Kg(n) for all n E N. 
Example 3.1 (Powerlike Zeros). If ~(0) = 10 - Oj]” for 16’ - Qj] < 6 with some 
CI > 0, then mj(n) = n”. In case 
U(0) ? 10 - Q,]” for 8 E (0j, dj + 6), 
U(0) Z (8 - Ojlp for 8 E (Sj - 6, Q,), 
we have Oj(n) E #‘ax{‘.fi). 
Example 3.2 (Logarithmic Zeros). Let c1 > 0 and 
U(0) Z l/llOg(lQ - 8jl/7t)/a for 0 < 10 - djl < 6. 
In that case wj(n) E (logn)“. 
Example 3.3 (Exponential Zeros). Suppose y > 0, a > 0 and 
U(Q) 2 e-“‘O-QJ for 0 < (0 - Qj( < 6. 
Then Wj(n) E e@. 
Here is the main result of this section. 
Theorem 3.4. Let a E L”, suppose Re a 2 0, and assume that u := Re a has 
exactly N 3 1 Zeros 01,. . . ,O, on (-z,x]. Define Wj(n) by Eq. 
w(n) := max{ot(n), . . . , WN(II)}, und let v := Im a. Then 
k-(G(a)) < 1W4l,(ll~II, + 1)42. 13Nn). 
for all sujficiently large n. 
The proof makes use of the following classical result by Dirichlet. 
Lemma 3.5. Let p,, . . . , ßN be real numbers and p > 0. Then there 
number q E N such that 1 < q < ([ 1 /pl + l)N and 
(6), w 
exists a 
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qP,EZ+(-P,P) foralljE{l,..., N}. 
For a proof see ([23], Lemma VI.2.1) or ([12], Problem 5.14). 
Proof of Theorem 3.4. 
ßi = tZOj/(271) we get an 
1<q,<13N and 
We have 
Fix n E N. Using Lemma 3.5 with .D = 1/12 and 
integer q,, such that 
(7) 
cos(nq,o) =CoS(nq?zej)cos (nqn(O - 0,)) - Sin(nq,Oj) sin (nqn(O - 0,)) 
and condition (7) Shows that 
COS(tZq 0.) > n J 
If Inq,(O - O,)l < 7r/6, then 
cos (nq n (0 - 0.)) > cos - = - 
1 
J 6 2’ 
sin(nq,(O-8,)) < sin:=?, 
and hence we arrive at the conclusion that 
cos(nq,O) > i whenever 10 - O,i < -?- 
6nq, 
In the case where n is an arbitrary (not necessarily integral) positive number, 
we define o,(n) also by Eq. (6). Put 
and consider the function 
b,(e’“) := a(e’“) + iMcos(nq,U). (10) 
Since q,, 3 1, the Fourier coefficients ck of cos(nq,fI) vanish whenever (kl 
< n - 1. Therefore Tri(a) = T,(b,). N OW let n be so large that n/(6nqn) < 6. 
We Claim that the essential range of the restriction of 6, to (Oj - 6, Sj + 6) lies 
above the straight line given by y = 1 - (1 /e,,)x. As 
h,(e’“) = ~(0) + i(u(0) + Mcos(nq,fI)), 
this is equivalent to saying that 
a(H) + Mcos(nqJ3) > 1 - &(O) 
for almost all 0 E (0, - 6,0, + 6). We prove that actually 
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$u(O) +Mcos(nqJq > 1 + ll~ll, (11) 
for almost all 8 E (Oj - 6,ej f 6). 
If ]/3 - ej] < n/(6nq,) then relations (8), (9), and the non-negativity of u(e) 
give 
Au(e) +hfcOs(nq,e) > T = IIvII, + 1. 
“.J 
So let n/(6nq,) < 16’ - ejj < 6. Then u(O) > l/wj(6nqn/Z) by Eq. (6), whence, 
by Eq. (9), 
$(e) +~cos(~q,e) B 1 
sn,jaj(6nq,/n) 
-M 
= 3(lbll, + 1) - 2(ll4l, + 1) = I14c + 1. 
This completes the proof of the inequality (11). 
Thus, the essential range of the restriction of b, to U,(e, - 6, ej + 6) lies 
above the line 
y=l-‘x, 
Ei? 
where E, := min E,,~ 
j (12) 
(here we took also into account that Re b, 2 0). The number r] given by 
y := ess inf 
i 
qe): 8 E (-TC, TC] \ fi(dj - 6, ej + 6) 
j=l 1 
is positive. If 8 E (-n, rr] \ U,(S, - 6, (3, + 6), then b,(e”) is located on the right 
of the vertical line x = q. Smce l/.s, -+ 00 as n -+ CO, it follows that 92(bn) is 
contained in the half-plane above the line (12) for all sufficiently large n. 
The distance of the origin to the line (12) is d,, = cn/dm and thus 
d, > s,/2 if only n is large enough. The half-plane above the line (12) tan be 
rotated into the half-plane {z E @: Re z > d,}. This means that there is a 
y E T such that Re(yb,) B d,,. Hence, for all sufficiently large n we obtain from 
Theorem 2.2 that T,(a) = (1 /y)T,(yb,) is invertible and that 
]]rn-‘(U)]] < a < E?n = 12(]]U]]x + l)/ax COj( 7) 
n 
< 12(]]4(, + 14 z 13%) 
< 12(]]4], + l)W(2 13%). 0 
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4. Lower estimates for the condition numbers 
The following theorem gives lower asymptotic estimates for the condition 
numbers of T,(a) in case a is arbitrary (and not necessarily semi-definite) func- 
tion in L” which, however, behaves sufficiently well in a vicinity of the Zeros. 
Theorem 4.1. Let CI, ß be positive constants, let eiQO E T, und suppose a E Lr 
(a) va(e’“) = O(]Q - St,\“) us 8 -+ 8” then there is a constant C E (0, X) such 
that 
K(T,(u)) 2 Cn” for all n 3 1. 
(b) Zj’a(el”) = O(l/]log](H - &)/nl\“) as N -+ 0” then there exists a constunt 
C E (0, KZ) such that 
ti(T,,(a)) 2 C(logn)” for all II 3 1. 
(c) Z_fa(e’“) = O(e-flle-sol~“) us 0 -+ 00 then 
limn-“K(T,(a)) = 3= niz 
for every k > 0. 
Recall that we define K(T,‘,(u)) = 00 in case T,(a) is not invertible. 
For Hermitian Toeplitz matrices, a result close to part (a) is already in Ser- 
ra’s Paper [17]. As for part (c), we note that Serra ([17], Corollary 2.2) proved 
that if a 3 0 is real-valued and a(e’“) = O(l0 - &1”) for all k 2 1 as 0 4 00, 
then nekic(T,,(a)) +coforallk>l asn-tcc. 
The proof of Theorem 4.1 will be based on an auxiliary result. 
For j, m E N, consider the trigonometric polynomial 
sin m+iN ( 1 
J 
Pm (0) = (1 + eiO + . . . + e’““) = eimjHIZ * 
2 
(13) 
The polynomials (13) are usually referred to as the Jackson kernels. Clearly, 
Pm E ?mj+I and I&]], = (m + 1)‘. In the case j = 1, Parseval’s equality gives 
Lemma 4.2. For j, m E N we haue 
16 1 
IIp’ /12 > --,(m + l)“-‘. 
In2 9n& 
(14) 
Proof. For j = 1, this follows from Eq. (14). So let j 3 2. Then 
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24ld,ll2 =$ ( sin((m + 1)8/2) ‘j 812 ) ( sin’($~/2))2’ de 
-77 
m K 
>2 
k sin((m + l)e/2) 
s( e/2 0 1 
‘j 
de = 4(m + l)*j-’ 
( :Ii2c 
sinx V - dx 
X ) 
0 
> 4(m + 1)2’-’ 
Proof of Theorem 4.1. We first prove part (a). Suppose 80 = 0 and let us assume 
that Ia(e”)I <KJBI” for 101 < 6. Fix n > 1/6. We have 
ZxJJap’,J/; = &z(eiO)i’( sin((i(;;~;‘2))2~ d0 =: J/(H) dO 
-II -n 
(15) 
for every ,112, j E N. Fix any j E N such that j > c1+ 1/2. Because [l@iII, 
= (m + l)‘, we get 
Ilm Ilm 
J 
f(e) dO G K2 & (m + 1)2’ / dB=K2-$-(mf l)2j-2m 
and since lPi(8)1 < l/( sin 2)” < (rc/e)” for 0 < )8( < n, we obtain 
6 nd 
J 
f(e) de 6 2K2 e’“(n/e)‘j de = 2n2jK2 
J 
I/m+l<d 
J( ) 
!? 2(a-i)!? 
m m 
l/m 1 
m 
< 2n2jky2m2j-lm-2u 
J 
X2(a-j) 
m2j-l 
& G ~~ - 
m2a 
I 
with Mr < 00 (note that 2(<r - j) < -1). Finally, 
In summary, there is a constant A4s < 00 such that 
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for all m > 1/6, and Lemma 4.2 therefore implies that 
with D, := 16/(9x&). G iven n, we write 12 = m,j + k with k E { 1, ,.j}. From 
the inequality (16) we infer that 
whence 11 Tn-’ (a)II 3 M;’ (2j)-‘“~~“. The proof of part (a) is complete. 
To prove (b) stippose Iu(e’“)l < K/I log(lQl/n)l” for 101 < 8. Put j = 1, m = IZ. 
and define ,f by Eq. (15). Then for sufficiently large n, 
I /PI l,ln 
.I ,f(fl) dß < K’ (n+ 1)’ s dO-N(lo;,):x. 
- I,ln (log (nnN2” -I/n 
and consequently, by Lemma 4.2, 
which gives the assertion as in part (a). 
Finally, if a is as in part (c) then u(e’“) = O(lQi”) as 0 4 0 for every z > 0. 
The assertion is therefore immediate from part (a). 
If 00 # 0, the argument works with &,(O) replaced by pi(0 - 0,). 0 
Theorem 4.1 tells us that if u has a “very strong” Zero, like eer/lf’~oOl say, then 
rc(T,,(u)) increases faster than any polynomial. We are therefore led to the 
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question whether there are Symbols a E L” \ (0) such that rc(T,(a)) grows even 
faster than ean (U > 0). The following result Shows that this happens if a van- 
ishes on open Sets. 
Theorem 4.3. Let a E L” \ (0) und suppose a(e”) = 0 for 101 < 6 where 
6 E (0, TC). Then 
(17) 
for all n > 1 and thus 
K(qa)) > LA- 
2n1j4 (cos~6/2))’ 
for all suficiently large n. 
Proof. Consider the polynomials p’, E .Ym_/+t given by Eq. (13) and put m = 1. 
We have 
= 2J[a(eio)12 (2cos i)“dO < 22i+1nllall~ (cos i)“. 
6 
From Lemma 4.2 we know that IIpi’]Iz > 16/(97~&)2~j-‘. Consequently, 
IIT,+&M 12 G ll~dll: G pqmull~ (cos f)2illp:lll. 
Replacing j by II we obtain the inequality (17). 0 
Since r”n-‘j4 increases faster than s” where s E (1, Y), we see from Theorem 
5.1 that K(T,(~)) increases faster than ean if only S is sufficiently close to 71. 
Theorem 4.3 is essentially due to Rosenblatt [15], who proved a similar re- 
sult by completely different techniques. A real surprise is the following recent 
theorem by Serra ([17], Theorem 3.1), which Shows that for non-pathological 
non-negative Symbols the numbers rc( T,(a)) cannot grow faster than ez”‘: if 
a E L’(T) (sic!) is non-negative and a 3 6 > 0 on some arc r c T of positive 
length, then rc(T’,(a)) = O(em’) as II --f 00 for some CI > 0. 
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5. Concrete Symbol classes and examples 
Corollary 5.1. Let a E L”, suppose Re a > 0 a.e., assume a has exactly N reros 
&Ct, 3 e i”v E T and Re a has no other Zeros than those of a. Suppow there are 
K t '[l. x), 0 < yi 6 /I/- < x, 6 E (0,l) such that 
(l/K)10 - Oil’~ <Re a(e’“) < Ia(e’“)l < K/O - @,l”’ (18) 
,for 10 - O,( < 6. Th en there is a constant C E [l. ca) such that 
(l/C)n’< ti(T,(a)) 6 Cn” for all n 3 1, 
where x := max{a,, . . , xN} and /3 := max{fl,, 3 [&}. 
(19) 
Proof. The left inequality of the estimate (18) and the definition (6) give 
(tij(n) < Knfii, and therefore K(T,(a)) < Clnfl by virtue of Theorem 3.4. Let 
c( = xJ(,. Taking into account the right inequality (18) with j = ,io, we obtain 
from Theorem 4.l(a) that K(Tn(a)) 2 Cz#. ??
Combining Theorem 3.4 and Theorem 4.l(b) we see that Corollary 5.1 re- 
mains true with the inequalities (18) and (19) replaced by 
(l/ti)ilog/(O- O,)/nll-“i<Re a(e”)< la(e”)/ <~/log/(& O,)/nl$” 
and 
(l/C)(logn)” < K(T,(a)) < C(logn)“: 
respectively. 
We cal1 a function a E L” weakly sectorial if there is an M > 0 such that the 
essential range of a is contained in the sector {Z E @: IIm z/ < MRe z}. Clearly. 
in this case we have Re a< lal< (M + l)Re a. 
Corollary 5.2. Let a E L” he weakly sectorial and suppose a has rxactly 
N 3 1 seros eiBI , . , e”” E T such that \a(e’“)I 2 /O - Oilzi us 8 + Oj. PM rn : 
= max{z,. ,cxN}. Then K(T’(a)) E n”. 
Proof. Weak sectoriality implies that a E Re a in neighborhoods of the Zeros. 
The assertion is therefore immediate from Corollary 5.1 with CI, = b,. 0 
Under some additional assumptions, including that a be real-valued and 
that ui E 22, a result close to the preceding corollary is already in [16]. 
The Symbols occuring in the next corollary have been very popular for a 
long time in connection with the Fisher-Hartwig conjecture for Toeplitz deter- 
minants (See, e.g., [6]). 
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Corollary 5.3. Let tl , . . . , t,, be distinct points on T, [et cq , . . . , c(,$7 bepositive real 
numbers, and Iet b E L” be a function such that Re b 2 E > 0 a.e. on T. Put 
a(t) := (t - tl(*” . . . It - tN(*“b(t), t E T 
and tc := max{ai, . . . , C(N). Then K(T,(a)) E n20. 
Proof. Since (cis - e”l( E 10 - Qj], this is immediate from Corollary 5.1. 0 
Note that if, in addition, b is sufficiently smooth, then for the determinants 
detT’,(a) we have Widom’s formula 
detT,,(a) - G(b) “n”:+“.+“iE(a) as n -+ CO, 
where G(b) = exp (log b),, E(a) is a non-Zero constant, and x, - yn means that 
x,,/yn + 1 as n -+ 00. (See [6,22]). This reveals that determinants are much more 
sensitive to singularities than condition numbers. 
Example 5.4. Let a(e”) = sin(e( + iu(0) where v E L” is any real-valued 
function. The function ~(0) := sin ]e] has exactly two Zeros in (-71, x], 81 = 0 
and t& = rc. Since 
1 1 
-=-= inf 
w2 (n) { 
1 
01 (n) 
sin&-<BC6 
n 
> 1 1 
= sin-=-, 
n n 
Theorem 3.4 yields Ic(T,(a)) = 0( n as n -+ 00. Notice that this estimate does ) 
not depend on u. If ~(0) = COS~, then T(a) is invertible and we actually have 
x(T,(a)) = O(l), which Shows that the O(n) is too crude. However, if 
u(0) = 0( 101) as 19 -+ 0 (which is, for example, the case if v(0) = 0, 
~(0) = sine, or u(0) = sin)8)), then Theorem 4.1 Shows that the estimate 
O(n) cannot be improved and hence gives K(T,(~)) 2 n. 
Example 5.5. Consider the Cauchy-Toeplitz matrices 
1 n-l 
G(c) = 
71(1/2 -j + k) i,k=O’ 
We have T,(c) = diag((-l)‘)T,(a)diag((-l)k) where 
zda) = (&_:: k)):,:, 
Clearly, K(T~(c)) = x(T,,(a)). The Symbol a(e’“) = cis/* = cos(e/2) + isin(8/2) 
traverses the half-circle {z E C: Re z 2 0, (z] = 1) from -i to i and then jumps 
back to -i as 8 moves from -rc to rc+O). Clearly, a itself has no Zero, but 
U(e) = COS(~/~) vanishes at 8 = -rc = n (mod 27~). Because the line Segment 
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between the endpoints of the jumps of a Passes through the origin (“hidden 
Zero”), the Operator T(a) is not invertible (See, e.g., ([7], Theorem IV.2.1) or 
([6], Theorem 2.74). Thus, K(T,,(a)) cannot be bounded. Since 
1 
min i cos;::< (B-n] 
6 
1 
sin 
1 1 
-= = 
o(n) < 
- 2 - 
2n n 
Theorem 3.4 implies that x(T,(a)) = O(n). Although Re a has a zero of “or- 
der” 1, the Symbol a itself has no Zero. Therefore Theorem 4.1 is not applicable. 
Thus, all we tan say here is that K(T,(a)) = O(n). 
What the Avram-Parter theorem tells us in the case at hand is that the sin- 
gular values {s,(T,(a))l_, are asymptotically distributed as { 1,. . . l}. In fact, 
as shown by Tyrtyshmkov [20], we have K(T,(a)) E logn. 
Example 5.6. Take the Hermitian Toeplitz matrices 
T,(a) = 
2 -1 0 . . . 0 
-1 2 -1 . . . 0 
0 -1 2 . . . 0 
. . . . . . . 
0 0 0 . . . 2 
The Symbol is a(eie) = -eie + 2 - em’” = 2 - 2cosB = 4sin2(0/2). Thus, a 3 0 
but a has a zero of Order 2 at 0 = 0. 
The Operator T(a) is not invertible and hence the condition numbers 
tc(Tn(a)) are unbounded as n + 02. The eigenvalues of T,,(a) tan be calculated 
explicitly: they are 
/t(? =2-2cosA 
kn 
h n+l 
= 4sin* ~ 
2(n + 1) 
(k= l,...,n) 
(see [lO], Example 5.3). Consequently, IIT;‘(a)l( = l/$” - (1/&)n2. Because 
IIT.,(a)ll -f IlT(a)ll = Ila((oc = 4, it follows that 
K( Tn(a)) N -$n* asn+x. (20) 
Since l/o(n) = 4sin2(1/(2n)) and ]IuJIX = 0, Theorem 3.4 gives 
K(T,(a)) < 12’40(26n) < 8112 r?n* 
and Theorem 4.1 implies that rc(T,(a)) , C > n* with some constant C > 0. A lit- 
tle more care with the constants in the proofs of Theorems 3.4 and 4.1 actually 
yields 
&n* < K(T,(a)) < 216 n2 (21) 
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(see [3]). Of course, the estimate (21) is more coarse than the relation (20). 
However, Theorems 3.4 and 4.1 work as nicely as above in many situations 
in which the eigenvalues are not available explicitly. 
In conclusion, we remark that Theorems 3.4 and 4.3 tan be extended to 
higher-dimensional Toeplitz Operators (= “multi-level” Toeplitz matrices) 
and that Theorems 3.4, 4.1, and 4.3 have analogues for finite Wiener-Hopf in- 
tegral Operators (see [3] for precise Statements and proofs). We also wish to no- 
tice that the present Paper actually emerged from our article [4]; there a 
Problem of Sound propagation led to estimating the norm of the inverse of fi- 
nite Wiener-Hopf integral Operators with semi-definite Symbols having Zeros. 
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