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Abstract
Enhancing Sentiment Lexica with Negation and Modality for Sentiment Analysis of
Tweets
Canberk Berkin O¨zdemir
Sentiment analysis became one of the core tasks in the ﬁeld of Natural Language Processing especially
with the rise of social media. Public opinion is important for many domains such as commerce,
politics, sociology, psychology, or ﬁnance. As an important player in social media, Twitter is the
most frequently used microblogging platform for public opinion on any topic.
In recent years, sentiment analysis in Twitter turned into a recognized shared task challenge. In
this thesis, we propose to enhance sentiment lexica with the linguistic notions negation and modality
for this challenge. We test the interoperability between various sentiment lexica with each other and
with negation and modality and add some Twitter-speciﬁc ad-hoc features. The performance of
diﬀerent combinations of these features is analyzed in comprehensive ablation experiments.
We participated in two challenges of the International Workshop on Semantic Evaluations (Se-
mEval 2015). Our system performed robustly and reliably in the sentiment classiﬁcation of tweets
task, where it ranked 9th among 40 participants. However, it proved to be the state-of-the-art for
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Sentiment analysis is a ﬁeld of natural language processing that studies subjective expressions from
natural language texts (Pang and Lee, 2004), (Turney, 2002), (Wiebe et al., 2005). General aims of
sentiment analysis are to identify and/or extract subjectivity from various media, and to determine
someone’s attitude, judgement, or evaluation possibly towards an entity (Pang and Lee, 2008), (Pang
et al., 2002), (Hu and Liu, 2004). This entity may be a person, brand, product, organization, service,
or topic (Liu and Zhang, 2012).
(Pang and Lee, 2008) gives a general, detailed overview of aspects, approaches, challenges and
applications of sentiment analysis. Aspects of sentiment analysis can be listed as subjectivity clas-
siﬁcation (Mihalcea et al., 2007), polarity classiﬁcation (Kim and Hovy, 2004), detecting degree of
polarity (Turney, 2002), emotion classiﬁcation (Frantova and Bergler, 2009, Strapparava and Mi-
halcea, 2007), and source and/or target extraction of sentiment carriers (Broß, 2013, Zhai et al.,
2011). Solutions to these tasks have been proposed using classiﬁcation, information extraction, and
regression supervision techniques. These aspects are applied on diﬀerent genre of data: reviews, blog
entries, newspapers, news headlines, emails, described comprehensively in (Pang and Lee, 2008) and
tweets as microblog entries in (Kiritchenko et al., 2014).
(Liu, 2012) approaches sentiment while deﬁning what an opinion is. In their earlier study,
according to (Liu, 2010), an opinion is an insight that carries sentiment about an entity or an aspect
of it, which is conveyed by a source in a time. This deﬁnition of opinion is a quintuple opinion =
(ej , ajk, sijkl, hi, tl), (Liu, 2010), where:
1
• ej is a target entity of sentiment
• ajk is an aspect of entity ej
• hi is the source of the opinion, or the opinion holder
• tl is the time opinion conveyed
• sijkl is sentiment toward opinion on the aspect ajk of the entity ej from the opinion holder hi,
at the time tl
Extracting sentiment of an opinion in the composition of (Liu, 2010) automatically requires
a detailed linguistic analysis and is a challenging task (Liu, 2012), (Broß, 2013). Even if it is
fulﬁlled, sentences, documents, reviews etc. may contain more than one opinion on the same or
diﬀerent subject with diﬀerent sentiment, which the overall sentiment is wondered. Here the task
of entity-level sentiment extraction evolves into others: sentence-level and document-level sentiment
classiﬁcation or sentiment degree measuring. In body of this study, sentiment analysis of a recent
type of documents, microblog entries are studied.
1.1 Objectives
This thesis concentrates on sentiment polarity classiﬁcation and measuring degree of sentiment in
microblog entries, tweets.
Sentiment polarity classiﬁcation is a binary or ternary classiﬁcation of polarity classes of text
instances into polarity class of positive, negative, or neutral. In the cases of a text having opinions
with diﬀerent polarities, the goal becomes to vote for the overall dominant sentiment for the text. In
Example 1, an example tweet demonstrates such a case beginning with a slightly negative statement
(a hedged negated positive one: may not be the right), then the ﬁnal statement dominates it with a
positive statement (an hedged negated negative one: can prevent the spread of HIV ).
Example 1. It may not be the right ﬁt for everyone, but PrEP therapy can prevent the spread of
HIV, read here: http://t.co/fOpwPX3RvZ #HIVPrevention (tweet sentiment label: positive)
2
Measuring degree of sentiment can be modelled as a regression or a multiple-class classiﬁcation
problem of capturing sentiment degree of a text on a scale. Detecting how many stars a review has
and measuring the sentiment strength of a tweet on a scale (e.g. from -5 to 5, or from 0 to 1) are
examples of this ﬁne-grained sentiment analysis sub-problem. The middle point of a scale can be
interpreted as neutral or sentiment-free. From this point to the highest one, degree of positivity
increases and degree of negativity increases towards the lowest point.
Since social media has become an environment that contains massive amounts of public opinion on
current events, news, and products; it has attracted increasing attention. In International Workshop
on Semantic Evaluation series1 (SemEval), sentiment analysis of tweets challenges have become
ongoing challenges with high ratio of attendance and participation (Nakov et al., 2013), (Rosenthal
et al., 2014), (Rosenthal et al., 2015), (Ghosh et al., 2015).
Evaluating a system on these challenges is advantageous since diﬀerent approaches on the same
task are compared. It also gives the chance of reporting clearly what the system achieves and what
it does not on the same data, with the predeﬁned evaluation process. The system prepared in this
thesis competed in two challenges of SemEval 20152. The system ranked 9th among 40 participant
team’s submissions in sentiment polarity classiﬁcation of tweets task (SemEval 2015’s Task 10) and
ranked 1st among 35 submissions of 15 teams in measuring degree of sentiment of ﬁgurative language
in tweets task (SemEval 2015’s Task 11). Our results show that our system performance is robust
and reliable.
In 2013 and 2014 SemEval challenges of Sentiment Analysis of Tweets, state-of-the-art systems,
(Mohammad et al., 2013) and (Zhu et al., 2014), leveraged bag-of-words approaches along with lexical
and tweet-speciﬁc structural features. In contrast to bag-of-words approaches, we test negation3 and
modality4 context aware lexical features, encoded with frequency-based and sentiment association
score5 based attributes; constructing smaller feature space, in which it is easier to analyze features:
Interoperability of diﬀerent sentiment lexica with the linguistic notions of negation and modality is
investigated as well as the inﬂuence of adding negation and modality context in a comprehensive
1https://en.wikipedia.org/wiki/SemEval
2SemEval challenges provide a period for participants to build and train a model on a training set, and then release
a test set during evaluation period. We prepared our feature space in order to use supervision techniques to train
models for the tasks by following SemEval’s timeline.
3In linguistics, negation is a form of a grammatical category. It is used to express the falsity of a statement.
4Modality expresses possibility, necessity, or ability.
5A sentiment association score of a term is a continuous value that shows the degree of its sentiment within a scale.
3
ablation study.
Although the informal nature of tweets makes it relatively diﬃcult to analyze their syntax, we
need syntactical information in order to detect context of the linguistic notions of negation and
modality. Therefore, we apply speciﬁc annotation-level preprocessing heavily relying on having
optimal tokens. Then, in a pipeline structure we use syntactical information to extract context, to
be used to create context-aware sentiment lexical features.
1.2 Contributions
Combining sentiment lexical features with negation and modality contexts for the domain is a novelty
of our study. The impact of negation context has been investigated for sentiment domain in the
last decade, which will be discussed in the next chapters. However, the eﬀect of modality in this
particular domain has not been studied. We report on the usage and impact of modality context
with or without negation context. Organizers of a shared task challenge in SemEval 2016 announced
that they will give a place to modality as well as negation. Thus, this supports our conclusion that
modality context has an impact in the sentiment domain.
As another contribution, we compiled a lexical resource automatically, called Gezi. The top-
performing system of SemEval 2013 Sentiment Analysis of Tweets challenge, (Mohammad et al.,
2013), created the NRC Hashtag Lexicon, on which they reported that the resource contributes
well in their ablation studies. We extend their approach by adding data cleaning, annotation-
level preprocessing for optimizing tokenization, negation context detection, and creating dependency
triples6. We compare these resources both in our ablation studies and in coverage of manually-
curated lexica studies. We conclude that Gezi outperforms the NRC Hashtag Lexicon in both
studies.
The techniques in our pipeline for linguistic parsing of tweets cover preprocessing for optimizing
tokenization and optimizing part-of-speech tags speciﬁcally for tweets. These steps are applied
to determine the linguistic context more accurately. In our Chapter 7, we illustrate that these
techniques improve results signiﬁcantly.
6pairs of terms having a grammatical relation, extracted from dependency trees; to be mentioned in detail in
Chapter 5.
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Finally, attaching additional prior polarity7 classes to the traditional ones for automatically
compiled lexica by using their sentiment association scores is another novelty which improves results
signiﬁcantly as well.
These contributions are also demonstrated in (O¨zdemir and Bergler, 2015a) and (O¨zdemir and
Bergler, 2015b) (to be published) while demonstrating the usefulness of the lexical features interop-
erating with linguistic scope and tweet-speciﬁc structural ad-hoc features on SemEval challenges.
1.3 Outline
The layout of the thesis is as follows: a background of sentiment, negation and modality, and
literature review for sentiment analysis of tweets is introduced in Chapter 2. Chapter 3 explains
the methodologies of annotating tweets for sentiment analysis purposes and gives details of SemEval
sentiment datasets used in this study and other datasets in the literature. The implementation
of our system is described in Chapter 4, 5, and 6 where we convey our study’s resources, tools,
and system’s pipeline with its design along with all their usages. Baseline and system development
experiments are provided in Chapter 7 where SemEval tasks experiments have been introduced with
their deﬁnitions, evaluation metrics and oﬃcial results. Chapter 9 concludes the study, after we
analyze the results and the error cases in the participated challenges in Chapter 8.
7Prior polarity is a term’s assigned initial polarity without any context (i.e. good has a prior polarity of positive).





To understand the subject of sentiment analysis of tweets, certain attributes of tweets and basic
sense of sentiment are needed to be illuminated. After explaining what tweets are, what sentiment
is, and the linguistic notions that we incorporate with them, we give pointers to related work in
sentiment analysis on tweets, particularly the usage of negation context in the sentiment domain.
2.1 Nature of Tweets
Twitter1 is a popular microblogging platform. Millions of users create content via a special message
type, the tweet, which is constrained to 140 characters. The social media platform makes tweets
publicly available via its easy-to-use API. the Twitter API2 can be polled for any tweet or limited
to tweets with certain terms. Thus, it is relatively easy to create tweet collection for any purpose.
Tweets generally contain informal content. Words may be spelled incorrectly (possibly intention-
ally), abbreviated, elongated, or all-capitalized or all-lowercased. Signs signalling emotions, called
emoticons3, slangs, URLs and hashtags4 frequently occur in tweets. Therefore, extra eﬀort is re-
quired to recognize and analyze these terms and create accurate tokens, and therefore part-of-speech
(hereafter POS) tags and parse trees for tweets in order to process them accurately. In our pipeline,
1https://www.twitter.com
2https://dev.twitter.com/rest/public
3projection of facial expressions in written communication, i.e. :) for a smile
4concatenated terms begin with a #, generally used to identify message(s) on particular events or topics, for
instance #TheNorthRemembers
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we address these points to some extent which will be explained in the Chapter 6.
We use the Stanford Parser to generate parse trees (Socher et al., 2013a) and dependency relations
(de Marneﬀe and Manning, 2008) that convey syntactic information, which builds a tree for a
sentence statistically.
Example 2’s syntax and dependency parse trees are introduced in Figure 1 and Figure 2.
Example 2. Working for 5 hours should be fun.
The syntax parse tree illustrated in Figure 1 represents the words and the phrases hierarchy of























Figure 1: Syntax tree of Example 2.
Figure 2 shows the special grammatical relations called dependency relations between words in




















Figure 2: Dependency tree of Example 2.
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2.2 Sentiment
Sentiment is a feeling, can be expressed as a view of or attitude towards an event or situation Pang
et al. (2002). Many ways exist to express sentiment: a look, gesture, reaction, or text can convey
sentiment. We are interested in analyzing sentiment when expressed in natural language texts. When
sentiment is conveyed via text, it could be expressed by using formal or informal, literal or ﬁgurative
language with or without idiomatic expressions. Interpreting sentiment is domain-sensitive, which
depends on context from one domain to another (Andreevskaia and Bergler, 2008).
2.3 Linguistic Notions
In language, extra-propositional meaning aspects can be used to hedge or speculate on propositions.
Negation and modality are elements of extra-propositional meaning aspects which modify meaning
of statements. (Morante and Sporleder, 2012) gives a detailed background for the phenomena.
When scoping over sentiment-laden terms, negation and modality change the eﬀect of the terms,
therefore these linguistic notions need to be examined for sentiment analysis as a semantic interpre-
tation.
Recent work in CLaC Labs on embedding predication by (Kilicoglu, 2012), negation by (Rosen-
berg, 2013), and modality by (Rosenberg et al., 2012) emphasized that embedding constructions
of syntax have inﬂuence over the meaning of constituents. We include negation and modality for
analyzing sentiment.
(Kilicoglu, 2012)’s dissertation brings out embedding predications have inﬂuence over semantics
of constituents, including negation and modality. We use modality triggers only on modal part-of-
speech tag from (Kilicoglu, 2012) and negation triggers from (Rosenberg, 2013) to ﬁnd the scope of
those linguistic phenomena with the pipeline built by (Rosenberg et al., 2012).
On the training set of Task 10B dataset size of 6822, modality triggers are present in 1,785 tweets
and negation triggers are in 1,356. This is 1195 for modality and 1,990 for negation in measuring
sentiment degree of tweets with ﬁgurative language training dataset, which has a size of 7,383.




Negation is a phenomenon in logic which we use to change the truth value of a proposition. In logic,
addressing the scope of negation is trivial (Horn, 2001). In language, this is more complex due to
propositions are not in simple ﬁrst order logic (Zwicky and Pullum, 1983).
In sentiment analysis, negation is one of the key points, since it can change or reverse meaning
of sentiment bearing words or phrases. Studies using negation prove ﬁnding and utilizing scopes
of negation triggers or even only the presence of negation triggers, increases performance (Gu¨nther
and Furrer, 2013, Ko¨kciyan et al., 2013, Mohammad et al., 2013). However, those studies propose
a simple rule-based detection of negation scope by annotating the tokens either between a negation
trigger and punctuation sign or immediate term before and after a negation trigger. Our system
uses a syntax-aware negation trigger and scope detection system developed by (Rosenberg, 2013) as
an extensive work on negation. Since scope of negation does not necessarily end with a punctuation
nor the word next to the trigger, a system uses syntax is expected to be more precise.
The eﬀect of negation on the text that negation scopes over varies when the eﬀect is interpreted.
(Kennedy and Inkpen, 2005) encode negation as a simple reverser of polarity values (multiplying
them by -1). Yet, negation does not always reverse the eﬀects of the sentiment carriers, especially
for the terms having strong prior polarities. For instance, this judgement illustrates the point:
not terrible does not necessarily mean excellent. Since negated sentiment carriers do not default
to one ﬁxed resulting sentiment value but have to be assessed in their linguistic context, we do
not resolve the negation numerically, but encode its occurrence in a separate feature (i.e. negated-
positive, negated-negative), a technique similar to (Kennedy and Inkpen, 2006). When computing
the association scores for sentiment carriers in negation context, it results in multiplying sentiment
association scores by -0.5 in order not to reverse its impact.
In Example 3, a sentence from a tweet with negation is given where negation trigger is emphasized
and its scope is underlined. The syntax tree of Example 3 produced by the Stanford Parser can be
seen in Figure 3. Negator simply traverses tree after identifying the negation trigger, using rules,
here the scope of the negation trigger is found with the rule: if a trigger exists in a verb phrase
which has no following-sibling, the scope is the triggers’ following-sibling(s).


































Figure 3: Syntax tree of Example 3.
When modality and negation brings extra-propositional meanings together, their scope has a
more nuanced eﬀect: it may be good, it is not good, it may not be good. These phenomena are
addressed in a series of challenge tasks (BioNLP Shared Tasks 2008-2010 (Kim et al., 2009), CoNLL
2010 (Farkas et al., 2010), *Sem (Morante and Blanco, 2012), QA4MRE (Morante and Daelemans,
2012)) in recent years .
2.3.2 Modality
Modal verbs embed possibility, necessity, or ability to the sentences in which they occur(Palmer,
2001). It lessens the factuality of a statement: beliefs, thoughts, or hypotheticals are phrased with
modality frequently (Palmer, 2001). In formal text like newspapers, reports or documentations,
modality is a rare phenomenon. But, in informal text like tweets, it is frequent and carries important
meaning aspects. Using them with the verbs in diﬀerent tenses and aspects serves to present diﬀerent
conditional worlds5 which may have never existed. The phenomenon may be used for describing the
emotions like wishes, hopes, or regrets (Palmer, 2001).
The BioNLP Shared Task series (Kim et al., 2009) gave special interest in speculative language,
and QA4MRE (Morante and Daelemans, 2012) acknowledged the interaction of the notions of nega-
tion and modality. (Rosenberg et al., 2012)’s approach on the QA4MRE pilot task dominated the
competition where modality is treated the same as negation is treated. We follow (Rosenberg et al.,
5An example is: This ﬁlm might have been an excellent one. The example implies that the ﬁlm was not excellent
due to a possible reason.
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2012)’s treatment in our study.
(Kilicoglu, 2012) gives a detailed taxonomy of modality categories with modality triggers. We
only make use of modals from those triggers which have modal part-of-speech tags.
We assume that the epistemic, deontic, dynamic, and evidential contexts of modal triggers are
weakened and we do not diﬀerentiate the ontological modality types. Therefore, we do not distinguish
between them. For the reason that modality does not directly change or reverse polarity types of
sentiment carriers to a particular degree, we explicitly encode their occurrences in separate features
as we did for negation (i.e. modality-positive, modality-negative). From the point of view that the
context of modality is weakened, we dampen the sentiment association score of a sentiment carrier
when it occurs in scope of modality. Therefore, association scores for sentiment carriers in modality
context are multiplied by 0.5 dampening the eﬀect of a sentiment carrier between its own association
score and its neutralized version, while computing the scores.
We also investigate how utilizing modality scoping over sentiment carrier words, functions in
sentiment analysis of tweets. (Rosenberg et al., 2012) developed and tested their system for detecting
scope of modality with syntax-aware heuristics.
A sentence with modality is given where the trigger is in italics and its scope is underlined in
Example 4. The dependencies of Example 4 are demonstrated in Figure 4 and syntax tree in Figure 5
is produced by the Stanford Parser.



















Figure 4: Dependency tree of Example 4.
2.4 Literature Review
This section addresses salient work on the sentiment analysis of tweets and usage of negation scope























Figure 5: Syntax tree of Example 4.
background for the systems prepared for SemEval challenges of sentiment analysis of tweets are
demonstrated in following chapters after we describe the challenges.
2.4.1 Sentiment Analysis of Tweets
In the recent decade, social media made massive amounts of data. Since tweets may contain opin-
ions, thoughts, or beliefs on anything; applying sentiment analysis for tweets became a recognized
challenge in the ﬁeld. Below, selected signiﬁcant studies are emphasized.
(Go et al., 2009) apply binary classiﬁcation sentiment analysis on tweets using a distant super-
vision technique. In this study, the Twitter API was polled to retrieve tweets with positive and
negative emoticons. Emoticons’ polarity classes were attached to retrieved tweets as message-level
polarity class label. This idea was used for automatically labelling a large amount of data to avoid
the cost of manually labelling. After preprocessing and balancing the tweet set, they had 800,000
tweets for each polarity class. They manually collected and labelled the test set from diﬀerent cate-
gories of topics. Test set contains 182 positive and 177 negative tweets. By using unigrams, bigrams
and POS tags, (Go et al., 2009) trained Naive Bayes, Maximum Entropy and Support Vector Ma-
chine classiﬁers. They reported their best result to be 82.2% accuracy with an SVM classiﬁer using
only unigrams.
(O’Connor et al., 2010) make use of negative and positive terms from the MPQA Subjectivity
Lexicon (Wilson et al., 2005) to classify tweets in a rule-based approach by counting positive and
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negative terms. The aim of the study is to compare this approach to respectable public opinion
polls for consumer conﬁdence and political opinion in time series with respect to the rule-based
sentiment analysis. This work concludes that even this simple approach may replicate the expensive
and time-consuming public polls.
(Barbosa and Feng, 2010) collected tweets from online sentiment detection tools6 with predicted
sentiment labels. They created a two-level sentiment framework similar to (Pang and Lee, 2004,
Wilson et al., 2005) whereby polarity classiﬁcation is applied after binary objectivity/subjectivity
classiﬁcation. The tweets that are labelled as neutral by the sources are accepted as objective classes
for training for the ﬁrst phase. For subjective tweets as negatives and positives; if disagreement on
the polarity labels of tweets is found between diﬀerent online tools, those tweets are removed. For
objective tweets that are labelled as neutral by the tools, if they contain sentiment-laden terms from
the MPQA Subjectivity Lexicon, they are also removed. After preprocessing tweets for subjectivity
detection, the training datasets contain approximately 200,000 tweets, nearly half are objective and
the other are subjective. For polarity classiﬁcation, 71,046 positive and 79,628 negative tweets form
the training set. The features used in the study are POS tags, polarity frequencies (switching was
applied in the case of negation between negative and positives) twitter-speciﬁc features based on
URLs, hashtags, retweets, punctuations, emoticons, and upper-case words. Using an SVM classiﬁer
on 1,000 manually-labelled tweets for development and 1,000 tweets for test set, they had an 18.1%
error rate on subjectivity classiﬁcation and an 18.7% error rate on polarity classiﬁcation. They
report that POS tags and polarity frequencies are the features useful to the classiﬁer for polarity
classiﬁcation. (Barbosa and Feng, 2010) concludes that their approach is robust and eﬀective due
to the fact that they did not use anything for word representations but abstractly mapped their
polarities into their feature space. This is a similar characteristic that our study shares as it does
not use any bag-of-words like approaches to represent words themselves.
(Nielsen, 2011) creates a sentiment lexicon manually by giving polarity classes and assigning
valence scores to 2477 English formal and informal sentiment-laden words and a few phrases, called
AFINN-111. The assignments of the features to the terms of the lexicon was done by the author
6Those tools are automated tweet sentiment polarity classiﬁers and no longer available anymore due to Twitter’s
updated content sharing policy.
13
manually by checking the terms’ contexts in tweets. While compiling the lexicon, the words which
may have ambiguity (i.e. mean) or may have diﬀerent sentiments in diﬀerent contexts (i.e. surprise)
are excluded from the resource.
(Agarwal et al., 2011) build models for both binary and ternary sentiment polarity classiﬁca-
tion. They experiment with a unigram model as a baseline, a tree representation model developed
for tweets and a feature space model with traditional features. The traditional feature types created
in this study (Agarwal et al., 2011) are count-based features such as count of number of positive
adjectives, negative emoticons or hashtags; real number based features such as sum of the prior po-
larity scores of words with POS tag of adverbs; boolean features such as the presence of exclamation
marks and the presence of capitalized text. They make use of a 8,753 manually-annotated tweets,
and then they balance tweets equally for each polarity class by keeping 5127 tweets, 1709 from
each class. They apply a generic preprocessing to tweets: they assign prior polarities to emoticons
and they replace these 5-level polarity classes’ names with emoticons. For informal acronyms, they
replace them with the original phrases. Negation triggers are normalized to not tokens. Usernames
and URLs are normalized as well, and elongated terms’ repeated characters have been reduced to
three characters. They use an SVM classiﬁer and experiment with 5-fold cross validation over their
balanced training set. They report a 75.39% accuracy on binary polarity classiﬁcation using uni-
grams with the features they created. For ternary polarity classiﬁcation, their best performer system
is their tree representation with the features which achieved a 60.83% accuracy.
2.4.2 Usage of Negation for Sentiment Analysis Purposes
(Pang et al., 2002) bring the idea of using the simple heuristic that deﬁnes negation scope
between a negation trigger and the ﬁrst punctuation mark after the trigger. In their bag-of-words
model, the words in the scope of negation are added to the space separately with a negation marker.
(Kennedy and Inkpen, 2006) extract scope of negation triggers by traversing syntax trees.
While in their early approach, (Kennedy and Inkpen, 2005), they initiated a simple heuristic of
negating a sentiment-laden word if only it is directly preceded by a negation trigger. There they did
not discover a signiﬁcant inﬂuence of using negation. They applied the theory from (Polanyi and
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Zaenen, 2006) by modifying the polarity class and sentiment score features. In their extended study
(Kennedy and Inkpen, 2006), they report that leveraging negation improves their results.
(Choi and Cardie, 2008) expand negation triggers by also appending implicit negation triggers
(i.e. fail) in an application of compositional inference rules for sentiment polarity classiﬁcation of
expressions. They extract scope of negation via simple syntactic patterns. In their approach (Choi
and Cardie, 2008), they also model multiple negations in their compositional semantic models,
where they demonstrate their compositional semantic models outperforms traditional bag-of-words
approach.
(Socher et al., 2013b) create a Sentiment Treebank containing 215,154 phrases of 11,855 parsed
sentences. The aim of this work is to understand compositionality by using a deep learning method
over labelled phrases in the sentiment treebank. The phrases in sentiment treebank is annotated
by three annotators where they scale phrases’ sentiment to 25 ﬁne-grained values. (Socher et al.,
2013b) adapts recursive neural networks to represent input vectors of the phrases more explicitly
to a model called recursive neural tensor networks. After giving their deep learning system details
and parameters, they evaluate their system on a ﬁne-grained ﬁve class level7 and a binary sentiment
classiﬁcation on both phrases and sentences. They split the dataset of sentences to 8,544 instances
for training, 1,101 instances for development and 2,210 instances for testing. For binary classiﬁcation
they remove the neutral labelled instances, with the set’s sizes dropping to 6,920, 872, and 1,821
instances accordingly. They report their accuracy results on the ﬁne-grained model on phrases
as 80.7% and on sentences as 45.7% performing signiﬁcantly better than other approaches. For
binary classiﬁcation their deep learning system’s accuracy results are 87.6% on phrases and 85.4%
on sentences. All these results are reported as state-of-the-art results at the time. (Socher et al.,
2013b) treats negation separately for negative and positive sentences. They claim that negation
over positive phrases changes its sentiment to negative; however this is not the case for negating
negatives. Negating negatives makes a negative phrase less negative according to them.
7These classes are deﬁned in the study as negative, somewhat negative, neutral, somewhat positive, and positive.
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Chapter 3
Sentiment Annotation of Tweets
Well-known tweet corpora in the ﬁeld and those that were used in this study are listed with their
attributes, samples of tweets and their annotations in the following sections.
3.1 Datasets of the Study and Their Annotations
Creating a consistent dataset containing tweets and tweet-level annotations for sentiment analysis
requires several phases. Tweets are retrieved and annotated for their sentiment by multiple anno-
tators. The annotations need to have a level of agreement between annotators to be reliable and
this level is measured by calculating inter-annotator agreement (Nakov et al., 2013). Further anal-
ysis may even be required to check whether annotators from crowdsourcing systems swindle while
annotating the data (Ghosh et al., 2015).
Such datasets have been generated for the sentiment track of SemEval challenges in order to
evaluate a variety of systems developed for the problem of sentiment analysis of tweets. We test our
system by participating in two SemEval 2015 sentiment track challenges.
The sentiment track of SemEval contained two tasks towards message-level sentiment analysis of
tweets. A message polarity classiﬁcation task, Task 10B1 (Sentiment Analysis in Twitter) (Rosenthal
et al., 2015), where the task is polarity classiﬁcation of tweets as positive, negative and neutral. The




is to measure the degree of polarity of tweets on a scale between -5 and 5 either by treating sentiment
values on the scale as discrete or continuous.
Both datasets of the tasks are collected via the Twitter API and annotated by using crowd-
sourcing services, namely Amazon Mechanical Turk3 for Task 10 and CrowdFlower4 for Task 11.
(Sabou et al., 2014) describes and compares diﬀerent crowdsourcing approaches in order to ﬁnd best
practices for annotation of corpora via crowdsourcing.
3.1.1 Polarity Classiﬁcation of Tweets Datasets
In SemEval Task 10B, message level polarity classiﬁcation, the data instances are tweets and their
annotated polarities.
Task organizers streamed millions of tweets via the Twitter API. Then, those tweets are ﬁltered
in two steps: The ﬁrst one by detecting named-entities via a named entity recognition system which
is trained on tweets (Ritter et al., 2011), then the tweets occurring with selected named entities of
diﬀerent topics are kept to make sure the collection has tweets on diﬀerent topics. Secondly, the
tweets were ﬁltered using a lexicon, SentiWordNet5 (Esuli and Sebastiani, 2006), such that if a tweet
does not contain a term from the lexicon with an association score greater than 0.3 as positive or
negative, it is removed. The reason behind this ﬁltering is to balance the the data more in term of
polarity classes, given that the tweets containing named entities reported to be heavily objective or
neutral (Nakov et al., 2013).
Filtered tweets were annotated as positive, negative, or neutral by Amazon Mechanical Turk
workers. After an inter-annotator agreement study tweets with polarity labels became ready.
Task 10B consisted of one single training and development set, with separate test sets for consec-
utive years of 2013, 2014, and 2015. The 2013 test set (Nakov et al., 2013) contains a set of tweets
and a set of SMSes. For 2014 (Rosenthal et al., 2014), the test set contains a set of tweets, a set of
Live Journal items and a special tweet set of sarcasm. There are a general tweet set and a tweet set
of sarcasm in the 2015 test set (Rosenthal et al., 2015).
The distribution of instances per polarity class is shown in Table 1 for each data set.
3https://www.mturk.com/mturk/
4http://www.crowdﬂower.com/
5SentiWordNet is a resource that keeps association scores for terms in scale between 0 and 1 separately for polarity
classes of negation and positive where 1 indicates full strength of polarity and 0 represents no strength of polarity.
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Corpus Positive Negative Neutral
2013 Twitter training 3,662 1,466 4,600
2013 Twitter development 575 340 739
2013 Twitter test 1,572 601 1,640
2013 SMS test 492 394 1,207
2014 Twitter test 982 202 669
2014 Twitter sarcasm test 33 40 13
2014 LiveJournal test 427 304 411
2015 Twitter test 1,038 365 987
Table 1: Polarity classiﬁcation of tweets datasets instance distributions.
The training set developed in 2013 is also used for the next year’s challenges. In addition,
participants were allowed to use the development set in the training set.
The task organizers created a script for participants to retrieve tweets by IDs of tweets. The
reason that tweet texts are not directly given is the privacy policy of Twitter6. Accordingly, partic-
ipants might end up downloading diﬀerent sizes of training and development sets since tweets are
volatile7.
As expected, we were not able to download all the tweets for the above-mentioned reason. In
Table 2, we compare the sizes of original merged training and development test sets and the one
we downloaded and merged. This comparison concludes that 15.21% instances of these sets are not
present in the downloaded sets. Several participants share the same situation and the size of data of
each participant varies. Therefore, almost every participant trains on diﬀerent sizes; which is open
to criticize.
Type Positive Negative Neutral Total
original 4,237 1,806 5,339 11,382
downloaded 3,560 1,496 4,595 9,651
Table 2: Comparison of training and development datasets’ sizes.
The tweets retrieved by the script, a set of twitter status IDs, the polarity label and the tweet
content is an instance in dataset separated by tabs.
After retrieving a tweet via the script, it is registered in a line of the ﬁle the set is kept as
6The policy states that Twitter can only share its public content with users, but avoids sharing between users
themselves.
7Users may delete their messages or they can make their accounts private, then their content is not reachable.
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illustrated in Example 5.
Example 5. 264070796710932480 < TAB > 113186 < TAB > positive < TAB > Can’t wait to
go to the UGA vs. Ole Miss game on Saturday! #toomuchexcitement
Although tweets’ gold labels are agreed upon by multiple annotators, those gold annotations
include mis-labelling (see Example 6a) and borderline judgements (see Example 6b) as expected.
Example 6. Questionable gold standard judgements:
a. I haven’t eaten chicken nuggets since I was like 6 or 7.. Who wants to get some McDonald’s
with me tomorrow? (gold:Negative)
b. Class early in the mornjng = it’s bedtime! But do get to see my Sam tomorrow :) (gold:Neutral)
3.1.2 Figurative Language in Twitter Dataset
The organizers of Task 11 (Ghosh et al., 2015), collected tweets of ﬁgurative language such as
metaphor, sarcasm and irony via the Twitter API.
The tweets were collected via a set of search queries and a list of hashtags deﬁned by the
organizers. The tweets were retrieved between 1st of June, 2014 and 30th of June, 2014. After
a post-processing, the ﬁnal training set consists of 8,000 tweets containing 5,000 sarcastic, 1,000
ironical and 2,000 metaphorical tweets. Those tweets were annotated in an 11 point scale between
-5 and 5 by using a crowd-sourcing system, CrowdFlower. Released data had two formats: discrete
integer-valued and continuous real-valued sentiment scores. Although organizers give information
regarding how many annotations per ﬁgurative language types have been labelled, they did not
release the types’ annotations within the dataset. Thus, we will have restricted analysis of the task
in terms of ﬁgurative language types.
The inter-annotator agreement process of data simply has three parts. Firstly, organizers of the
challenge, 7 researchers, labelled a portion of the data. Secondly, each tweet was annotated by 7
diﬀerent CrowdFlower annotators. In the last step, for scammers, who do not properly apply the
task, a scammer detection was generated to discard them and their annotations. Accordingly, The
annotations created by the researchers on a portion of the data in the ﬁrst step was used to compare
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the annotations with scammer’s. Standard deviations are calculated between the annotations of the
researchers and the annotators to distinguish scammers.
Given that privacy policy of Twitter does not let 3rd party users share the content of any tweet,
IDs of tweets were published. Since tweets are volatile, not all the tweets in the collection were
retrieved. In Table 3, we demonstrate the sizes of original training, trial and test sets and the ones
we downloaded.
Type Training Trial Test Total
original 8,000 1,000 4,000 13,000
downloaded 6,905 478 3,999 11,382
Table 3: Training, trial and test data sizes of the ﬁgurative language task.
The data instances contain tweet status ID, tweet sentiment value and tweet content in a tab-
separated format:
Example 7. 463066661671534592 < TAB > -2.86 < TAB > 3 Full days at uni this week. Soo
looking forward to it. #Sarcasm
The instances were also released with their integer sentiment values for the participants who see
the problem as a classiﬁcation instead of a regression one:
Example 8. 463066661671534592 < TAB > -3 < TAB > 3 Full days at uni this week. Soo looking
forward to it. #Sarcasm
In the task, participants were allowed to add a trial annotated data containing 1,000 tweets to
the training dataset. Therefore, we added 478 retrieved tweets from the trial data tweet instance
to our training set, so totally we had 7,383 tweet instances in our ﬁnal training set. In Table 4, the
distribution of the instances of test and ﬁnal training set per integer sentiment value is shown.
Sentiment Value -5 -4 -3 -2 -1 0 1 2 3 4 5
Test Size 4 99 836 1540 679 297 168 154 200 110 4
Training Size 4 434 2741 2546 811 297 171 206 107 52 5
Table 4: Distribution of the instances of test and ﬁnal training set of the ﬁgurative language task.
The distributions of the test and ﬁnal training sets are mainly negative between -1 and -4, and




In the last decade, many resources and tools have been compiled and developed for sentiment
analysis. In this chapter, an overview on traditional and novel lexical resources, and the tools
developed for tweet processing is given. Finally, basic statistics on the SemEval challenge datasets
are supplied.
4.1 Lexical Resources
Several lexical resources have been compiled for sentiment analysis purposes. They serve well for the
domain as a core aspect since they carry prior polarity information of lexical entries (Pang and Lee,
2008), (Kiritchenko et al., 2014). In this section, these resources are split into two main categories:
manually versus automatically created lexica.
4.1.1 Manually-created Lexica
In our study, we use three well-known and well-studied manually-created lexica, namely the MPQA
Subjectivity Lexicon, The Opinion Lexicon of Bing Liu, and AFINN-111.
• The MPQA Subjectivity Lexicon (Multi-Perspective Question Answering) by (Wilson
et al., 2005), is manually created with prior polarities for 8,222 terms in three categories:
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positive, negative, and neutral. The words also have pseudo-POS tag1 and subjectivity in-
formation. The latter are given as features depending on whether the words are strongly or
weakly subjective. Many terms labelled as negative and positive from The General Inquirer
(Stone et al., 1966)2 and (Hatzivassiloglou and McKeown, 1997) are also added into the MPQA
lexicon.
• The Opinion Lexicon of Bing Liu by (Hu and Liu, 2004), contains 6,789 manually selected
terms that are labelled as either positive or negative. It also includes misspellings, slangs, and
social-media related terms in it, by being updated over years.
• AFINN-111 by (Nielsen, 2011) is a lexicon of 2,477 terms manually rated for valence scores
with an integer between -5 (negative polar) and 5 (positive polar). During the generation of
this lexicon, the words which may have had an ambiguity were excluded from the resource.
While selecting the valence scores for words, their contexts were checked in tweets.
• SentiWordNet by (Esuli and Sebastiani, 2006), is a resource that assigns sentiment asso-
ciation scores of positivity, negativity, and objectivity to every WordNet (Fellbaum, 1998)
synset.
In this study, the SentiWordNet lexicon is not used so as not to bias our system given that every
instance of message-level polarity classiﬁcation data has been reported to contain at least one term
from this resource.
The General Inquirer’s entries have been used in other lexica. Even, polarity values of the entries
of the lexicon is changed by the creators of other lexica, since diﬀerent senses were developed for
some of entries over the years.
4.1.2 Automatically-created Lexica
• NRC Hashtag Sentiment Lexicon by (Mohammad et al., 2013) is a lexicon that assigns
sentiment association scores to its entries calculated by pointwise mutual information3 (Church
1In natural language processing community, when POS tags are generally used and are assumed to be used in
Penn Treebank Style which are detailed tags (Marcus et al., 1993). However in MPQA, entries are attributed with
shallow POS tag information, such as noun, verb, adverb, or adjective.
2An old, general purpose lexicon which also has sentiment polarity attributes as negative and positive categories
for entries.
3PMI is a association measure of coincidence calculated between a pair of attributes of two discrete random
variables assuming that the variables are independent of each other.
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and Hanks, 1990). The method that is used to produce the lexicon is streaming tweets via hash-
tags of some sentiment-laden terms4 and calculated by pointwise mutual information (hereafter
PMI). For the production of the resource, tweets were streamed by using the Twitter API ev-
ery four hours from April to December 2012 with the seed hashtags. In total, 775,000 tweets
were retrieved and labelled as positive or negative according to the seed hashtag each carried.
Then, unigrams5, bigrams6, and skip bigrams7 are extracted to be the entries of the lexicon: it
contains 54,129 unigrams, 316,531 bigrams and 480,010 skip bigrams extracted from the tweet
collection.
• Gezi8 Lexical Resource by (O¨zdemir and Bergler, 2015a), is our automatically created
lexicon. 20 million tweets are streamed with hashtags of some sentiment-laden terms, then
after processing tweets in a pipeline, PMI scores are calculated for unigrams, bigrams, and
dependency pairs. The lexicon is ﬁrst compiled with tweets collected between December 2013
and May 2014. In Chapter 5, the details of the resource will be described.
In Table 5, the characteristics of the lexica used in this study are listed. These characteristics are
sentiment polarity classes held, type of creation, whether terms are attached with association scores
or not, whether terms have POS tag information or not, and the number of entries per lexicon.
Lexicon Categories Creation Assoc. sc. POS tag Size
AFINN-111 positive-negative manual yes no 2,477
Bing Liu positive-negative manual no no 6,786
MPQA positive-neutral-negative manual no yes 8,222
NRC N/A auto yes no 54,128
Gezi N/A auto yes yes 376,863
Table 5: Comparing attributes of lexica.
As it will be mentioned in Table 10, the NRC Sentiment Lexicon has 316,383 bigrams and 308,791
skip bigrams; while, the Gezi Lexicon has 922,773 bigrams and 850,074 dependencies.
In this study, we use the NRC Sentiment Lexicon (Mohammad et al., 2013). The resource has
been updated with a newer version in (Zhu et al., 2014), however this latest version has not been
432 positive and 36 negative seed hashtags are built from sentiment-laden terms taken from the Rogets Thesaurus
(Roget, 2011) manually.
5Unigrams are unique single terms that occurred in the collection.
6Bigrams are two unique consequtive terms that occurred in the collection.
7Skip bigrams are two unique ordered non-consequtive terms occurred in the collection.
8I dedicated my work on compiling this lexical resource to Gezi Park protests.
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released yet.
4.2 Lists and Tools Used in the Study
4.2.1 Lists
Emoticons We classiﬁed emoticons into positive and negative using the Wikipedia list of emoti-
cons9. We encoded frequency-based features for positive and negative emoticons.
Contrastive Discourse Markers Tweets may contain both negative and positive polarity show-
ing a comparison, a conclusion or an interpretation on things with contrasting opinions. Contrastive
discourse markers are often used in those situations. We used a feature of the frequencies of con-
trastive discourse adverbs and a contrastive discourse connector10. Yet, we observe that they need
to be investigated more carefully and encoded according to their semantics.
4.2.2 Tools
We process tweets in a pipeline structure in the GATE framework (Cunningham et al., 2013). After
processing tweets, encoding features for them and creating feature spaces by making use of the tools
in our pipeline, feature spaces for each tweet dataset are exported. These exported spaces are used
to run supervised machine learning algorithms in a tool, called Weka (Witten and Frank, 2011).
In this section, the main processing tools used in our pipeline are described.
Tokenization In recent decades, many tokenizers are developed for various genre of data. For
tweets, a speciﬁc tokenizer (Bontcheva et al., 2013) and Twokenizer (Gimpel et al., 2011) are built.
These tokenizers are developed speciﬁcly for the informal language of tweets. However, they can cre-
ate the tokens diﬀerently11. As a design selection, we kept our twitter-speciﬁc tokens in single tokens.
Also, in order to tokenize non-twitter-speciﬁc part, we selected to use a well-known and domain in-
dependent tokenizer. Therefore, we use ANNIE (Cunningham et al., 2002) and Twokenizer (Gimpel
933 positive and 25 negative emoticons are used from http://en.wikipedia.org/wiki/List of emoticons .
10Contrastive discourse adverbs that we used are even though, although, though, despite the fact, in spite of, on
the contrary, however, but, yet, on the other hand, instead, whereas, nevertheless, nonetheless and the contrastive
discourse connector is a conjunction which is (but).
11i.e. for one hashtags are tokenized into one single token and for another they can be tokenized into two as hash
sign and the term.
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et al., 2011) tokenizers together to create hybrid token sets. This is covered in Section 6.2 in detail.
In addition, (Bontcheva et al., 2013) created a speciﬁc tokenizer for hashtags in order to segment
concatenated tokens. This module could be used to segment and analyze hashtags reﬂecting phrases
or sentences. However, this module is built in a rule-based fashion and it can easily fail tokenizing
ambiguous cases of concatenated tokens12. Given the automatically compiled lexica used in our
study covers a huge number of hashtags13, we prefer not to create tokens of hashtags, rather choose
their lookup information with sentiment association scores from automatically compiled lexica.
Sentence Splitting and Normalization The Stanford Sentence splitter is used. Sentence split-
ting is required to segment sentences of tweets to create parse trees in a more accurate way. Pruning
the sentences after segmentation is useful to skip some tweet speciﬁc tokens as hashtags, usernames,
URLs, interjections at the beginning or the end of a sentence. The reason behind this is tweet-speciﬁc
tokens are generally not parts of the sentences.
Part-of-Speech Tagging Running a POS tagger trained on a tweet corpus that creates Penn
Treebank formatted tags is a plus in the case that those are needed to be sent to linguistic parser
with the tokens they belong to. The CMU POS tagger (Gimpel et al., 2011) is used for tagging
the tokens not only for having linguistic information, also having tweet-speciﬁc tokens for hashtags,
URLs, retweets and usernames. We used a model that produces Penn Treebank formatted tags
which is trained on (Ritter et al., 2011)’s POS tag annotated data.
Named Entity Recognition Ritter’s NER (Ritter et al., 2011) is used for ﬁnding named entities
(NE). NEs are uniﬁed as one single token and if they carry sentiment triggers, those triggers are
deleted since proper names can carry sentiment-laden terms which do not necessarily reﬂect their
sentiment.
Parsing The Stanford parser (Socher et al., 2013a) is used to create both constituent and depen-
dency parse trees.
12#thisappletsmerock is tokenized into tokens of #,this,apple,ts,me,rock where the expected tokens are
#,this,app,lets,me,rock.
1310,240 hastags in NRC Hashtag Sentiment Lexicon’s unigrams (of 54,128) and 165,342 hashtags in Gezi Lexicon’s
unigrams (of 376,863).
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Finding Scopes of Negation and Modality CLaC Labs’ Negation and Modality Scope Module
is used. Since negation changes meaning in language in completely diﬀerent ways, having negation
triggers and scopes provides the chance of creation features for the sentiment triggers which are
under scope of the negation.
4.3 Basic Statistics on the SemEval Tweet Datasets
This section presents basic statistics on training and development data of SemEval 2013 Twitter
shared task.
For each tweet instances’ polarity class of sentiment, we record the presence of some linguistic
phenomena: negation, modality, speciﬁc sentiment-laden idiomatic expressions, contrastive discourse
marker conjunctor and adverbs, and named entities. We call frequency of a phenomenon in tweets
as tweet frequency14, and call frequency of a phenomenon in all collection as collection frequency15.
Negation is detected for both implicit and explicit negation triggers of the Negator module,
and the way for modality is detected constrained version of Kilicoglu’s modality triggers. Frequent
sample idiomatic expressions with their diﬀerent forms16) are kept in a gazetteer to see its behaviour
on data. Contrastive discourse markers are also kept in a gazetteer list including a conjunction17
and 14 adverbs18.
4.3.1 Statistics on SemEval Task 10B Training and Development Sets
In Table 6, in the merged second column, total represents the total of three polarity classes, and the
rest represents separate classes’ information. The second row shows which dataset that the polar
class information falls into, and the third row shows how many instances per phenomenon each
dataset has. Other columns show the percentage of tweets that the phenomenon is present in. Note
14This is similar to document frequency in Information Retrieval, where we count the total number of times a
phenomenon occurs. Therefore, even if a phenomenon occurs more than once in a tweet, we only add one count to
the collection frequency.
15This is similar to corpus frequency in Information Retrieval, which we count a phenomenon’s all occurrences in
the collection.
16can’t wait, cannot wait, can not wait, cant wait, can’t expect more, cannot expect more, can not expect more,
cant expect more, can’t do better, can’t make better, don’t miss, do not miss, dont miss, don’t forget, do not forget,
dont forget
17but
18even though, although, though, despite the fact, in spite of, on the contrary, however, but, yet, on the other hand,
instead, whereas, nevertheless, nonetheless
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that even though the phenomenon occurs more than once in a tweet, it is counted as one, since we
want to record occurrence only.
class total negative neutral positive
dataset train dev train dev train dev train dev
phenomenon/size 6,822 1,042 976 194 3,320 463 2,526 385
implicit negation 0.04 0.05 0.09 0.10 0.03 0.03 0.03 0.03
explicit negation 0.15 0.20 0.36 0.48 0.08 0.11 0.15 0.17
implicit & explicit negation 0.01 0.02 0.02 0.04 0.00 0.01 0.01 0.02
modality 0.26 0.28 0.32 0.36 0.24 0.25 0.27 0.28
idiomatic expression 0.02 0.02 0.01 0.00 0.00 0.00 0.05 0.06
contrastive discourse cc 0.06 0.07 0.10 0.09 0.04 0.06 0.06 0.07
contrastive discourse adv 0.02 0.01 0.04 0.03 0.02 0.01 0.02 0.01
named entities 0.92 0.91 0.90 0.91 0.93 0.93 0.91 0.89
Table 6: Percentages of linguistic phenomena in 2013’s training and development sets.
Comparing those phenomena’s collection frequencies to their tweet frequencies (presence) is in-
teresting to assess their diﬀerence. In Table 7, the collection frequencies and percentages of the
phenomena are shown on tweet polarity classiﬁcation training and development test sets. The only
signiﬁcant diﬀerence is in named entities in tweets as its occurrence nearly twice as its presence.
This may be due to either the fact that the tweets have been collected with a certain topic or its
nature. Nonetheless, the other phenomena have slight increases.
dataset training development
phenomenon/size 6,822 1,042
percent frequency percent frequency
implicit negation 0.04 298 0.05 50
explicit negation 0.17 1132 0.22 233
implicit & explicit negation 0.03 187 0.02 23
modality 0.30 2028 0.34 355
idiomatic expression 0.02 124 0.02 24
contrastive discourse cc 0.06 384 0.07 72
contrastive discourse adv 0.02 138 0.01 15
named entities 1.76 12,005 1.72 1,795
Table 7: Collection frequencies and percentages of linguistic phenomena in 2013’s training and
development sets.
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4.3.2 Statistics on SemEval Task 10B 2013, 2014 and 2015 Test Sets
The presence of those phenomena are also extracted from test sets over three years, presented with
their percentages in Table 8. The only notable unexpected distribution is the selected idiomatic
expressions in 2015 such that even the size of the 2015 test set is greater than 2014’s, idioms in
2015’s are far less than 2014’s.
dataset Twitter 2015 test Twitter 2014 test Twitter 2013 test
phenomenon/size 2,390 1,853 3,813
percent frequency percent frequency percent frequency
implicit negation 0.05 126 0.02 41 0.04 137
explicit negation 0.17 403 0.14 258 0.16 601
implicit & explicit negation 0.01 25 0.01 16 0.01 45
modality & explicit negation 0.16 376 0.10 186 0.13 504
modality & implicit negation 0.03 78 0.01 22 0.02 90
modality 0.31 748 0.24 447 0.29 1104
idiomatic expression 0.02 37 0.03 64 0.02 79
contrastive discourse cc 0.07 171 0.06 109 0.06 243
contrastive discourse adv 0.02 44.00 0.02 33 0.02 62.00
named entities 0.92 2,208 0.90 1,671 0.90 3,431
Table 8: Tweet frequency of linguistic phenomena in tweet test sets.
4.3.3 Statistics on Task 11 Training and Test Sets
We extracted the same structural statistical information from ﬁgurative language dataset as well.
In Table 9, it can be observed that ﬁgurative language datasets have more negation triggers than
modality ones in contrary to tweet polarity classiﬁcation datasets. This observation shows that those




percent frequency percent frequency
implicit negation 0.04 263 0.05 187
explicit negation 0.23 1,727 0.30 1,194
implicit & explicit negation 0.01 53 0.01 51
modality 0.16 1,195 0.21 857
idiomatic expression 0.01 67 0.01 33
contrastive discourse cc 0.05 398 0.08 335
contrastive discourse adv 0.02 128 0.02 95
named entities 0.24 1,753 0.25 1,014
Table 9: Tweet frequency of linguistic phenomena in Task 11 training and test sets.
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Chapter 5
Compiling a Lexical Resource
Automatically
In this chapter, a contribution of this work, an automatically compiled lexicon with distant supervi-
sion, namely Gezi, and its compilation technique are described with detailed analysis. Also, we use
Gezi on a pilot subtask of determining the strength of the terms, namely Task 10E, and we present
its usage in the task.
5.1 Gezi Lexicon
As described in Section 4.1, the Gezi resource consists of unigrams, bigrams and dependency triples is
an automatically created lexicon for sentiment analysis purposes. Modelled after (Mohammad et al.,
2013)’s approach, we streamed tweets containing a set of hashtags of sentiment-laden terms. The
set of 35 positive and 34 negative seed hashtags are obtained from the Oxford American Writer’s
Thesaurus (Moody and Lindberg, 2012) by expanding the adjectives good and bad1. Table 10
compares Gezi’s methodology with the NRC Hashtag Lexicon.
As Table 10 demonstrates, skip bigrams are not used in our study, dependency triples are used
instead since those triples have grammatical relation between two terms. Skip bigrams, however,




Collection Period April to December 2012 December 2013 to May 2014
Collection Size 775K 20M
Source Hashtags select tweets with 32 pos,
36 neg hashtags (Roget’s)
select tweets with 35 pos, 34 neg
hashtags (OAWT)
Preprocessing remove tweets with little text
and duplicates (→ 7.2M)
mark negation context:
Negation positive, negative positive, negated positive
negative, negated negative
POS parse, POS annotate entries
unigrams(54,128) unigrams(376,863)
Size bigrams(316,383) bigrams(922,773)
skip bigrams(308,791) dependency triples(850,074)
Association Scores scores between -5 and 5 scores between -8 and 8
Table 10: Methodological comparison of the Gezi with NRC Hashtag Sentiment Lexicon.
does not require a grammatical relation between the pair of terms. So, by skip bigrams’ nature,
they contain noisy entries as pairs occurred non-consecutively in a tweet. Therefore, in our feature
space, we keep unigrams and bigrams of the Gezi and NRC Hashtag Sentiment Lexicon separately to
compare with each other as feature subsets. Feature subsets of dependency triples are also encoded
separately, and we exclude them from comparison.
At the end of the streaming process, nearly 20 million tweets were collected. After this step, three
phases are applied to generate the resource in a pipeline; namely data cleaning and preprocessing,
data processing, and exporting resources.
5.1.1 Data Cleaning and Preprocessing
A tweet from the collection is removed under one of the following conditions listed.
• If the tweet contains non-English words determined using language detection2
• If the tweet is a duplicate such as a retweet or a modiﬁed tweet
• If both a negative and a positive seed hashtag exist in a tweet
2http://code.google.com/p/language-detection/
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• If non-content tweet tokens3 represent more than 40% of the tokens of tweet
All URLs are removed from the content of tweets. Then, all the tweets are annotated with the
polarity class of their seed hashtag.
5.1.2 Data Processing
We process the tweet collection with the modules that we designed in our sentiment pipeline. After
tokenizing the tweet collection with our hybrid tokenizing module, We split sentences in tweets and
POS tag the tokens. Then, we apply linguistic parsing module to parse tweets and identify negation
triggers and their scopes. After using these modules from our sentiment pipeline, we iterate over
tweets and register frequencies of unigrams, bigrams and dependency triples (type-head-modiﬁer)
in the context which they occur by taking negation scope into consideration. For instance, if a
term occurs in a positive-annotated tweet where it is not under negation scope, its positive count
is incremented, whereas if it is in a positive-annotated tweet and under negation scope, then its
negated positive count is incremented. Thus, reﬂection of diﬀerent contexts of the terms in the
lexicon is achieved by discriminating negated and non-negated context. In addition, we keep terms
with diﬀerent part-of-speech tags separately in the resources, in case diﬀerent POS tags have diﬀerent
impacts in terms of sentiment4.
In order to illustrate the process of registering terms with their polarity frequencies, Example 9
is to be processed. Assume that the tweet in the example is the n+1 th one in the collection that we
are processing while compiling the Gezi resource for unigrams5. Also let us assume we have recorded
frequencies of some terms from Example 9 in Table 11 after we processed n tweets.
Example 9. I am not relaxed, in fact I am pretty nervous #sad
sentiment:NEGATIVE
In Table 11, terms with their POS6 are represented with or without negation scope information7.
In the example, the scope of negation (underlined), is determined by a negation trigger (emphasized).
3URLs, hashtags, and usernames are deﬁned as non-content tweet tokens since they point to concepts without
being in the content of a clause.
4For instance, the adjective sense of the term just is positive, however the adverb sense remains neutral.
5The tweet’s sentiment is determined by the hashtag #sad as it occurs in our negative seed hashtags.
6Here the term pretty has an adverb part-of-speech, nevertheless the term’s adjective entry is also represented to
emphasize keeping the terms with their POS tags.
7In the Gezi resource, negation scope information was used. However, the hypothetical situation of not using
negation is demonstrated as well in Table 11.
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negation term POS positive negative negated neg. negated pos.
usage before after before after before after before after
used relaxed adjective 145 145 12 12 15 16 3 3
not used relaxed adjective 148 148 27 28 n/a n/a n/a n/a
used pretty adjective 132 132 23 23 11 11 0 0
not used pretty adjective 132 132 34 34 n/a n/a n/a n/a
used pretty adverb 89 89 32 33 8 8 9 9
not used pretty adverb 98 98 40 41 n/a n/a n/a n/a
used nervous adjective 5 5 97 98 3 3 9 9
not used nervous adjective 14 14 100 101 n/a n/a n/a n/a
Table 11: Representation of some terms in Gezi uniterms before and after processing Example 9.
After processing the n+1 th tweet of Example 9, the updated registries are illustrated in the
after columns in Table 11. Apart from how we generate the resource, this example directs to two
nuance points. The ﬁrst is that when negation context is determined, the terms could be registered
into appropriate categories. In Example 9, a positive term, relaxed, which is in the context of
negation occurs in a negative labelled tweet. If negation context information were not used, the
term’s negative frequency would have been incremented. This would not be right due to the fact
that its negated content is used to convey a negative sentiment (negated neg.), not itself. Second,
keeping term’s diﬀerent POS tagged entries may be useful as we saw in the sample of pretty. The
adverb form could be used both in negative and positive phrases, but its adjective form is generally
used in positive phrases.
Association scores are calculated using PMI (see Equation 1) per term, after registering counts
of the terms to positive, negative, negated positive, and negated negative categories by scanning all
the collection. Experiments are conducted for using ﬁne-grained polarity labels for terms, as to be
demonstrated in the Section 7.3.
In Equation 1, the general formula of PMI is illustrated as giving the relevance between individual
distributions and coincidences of the concepts of a and b.
PMI(a, b) ≡ log2 p(a, b)







As an application of Equation 1 to measure sentiment scores, Equation 2 calculates the mutual
information of a term for a particular sentiment class (positive or negative since we only have
these labels for tweets in the collection), where the concepts are namely a term, term, and a ,
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sentimentClass, that those may occur with, and N is the number of tweets in the collection. Here,
p(a,b) is a term’s frequency occurring in a tweet with a particular sentiment class, p(a) is the
term’s frequency in whole collection, and p(b) is basically the count of the tweets with the particular
sentiment class.




PMIs of terms related to negative and positive classes can be calculated since the collection of
tweets has positive and negative labels, prepared for creating a sentiment resource. Equation 3
leverages those information to calculate a sentiment score for a term:
sentimentScore(term) = PMI(term, positive)− PMI(term, negative) (3)
Expanding Equation 3 shows the equivalence in Equation 4, where R is the ratio of negative
instances to positive ones in the collection.
sentimentScore(term) = log2
freq(term, positive) ∗ freq(negative)N
freq(term, negative) ∗ freq(positive)N
= log2
freq(term, positive) ∗ freq(negative)






In this phase, we export unigram and bigram terms into speciﬁc gazetteers and dependency triples
into a database. For unigram and bigrams, we set variables to give terms prior polarity classes.
These classes may be chosen as either 3-class as positive, negative and neutral, or 5-class by adding
strong positive and strong negative.
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5: for all term ← terms do
6: if GeziBigramSet.contains(term) then
7: term.score ← GeziBigramSet.get(term).score
8: else if GeziUnigramSet.contains(term) OR aFinnSet.contains(term) then
9: if GeziUnigramSet.contains(term) AND aFinnSet.contains(term) then
10: term.score ← (GeziUnigramSet.get(term).score+aFinnSet.get(term).score)/2
11: end if
12: if GeziUnigramSet.contains(term) then
13: term.score ← GeziUnigramSet.get(term).score
14: end if
15: if aFinnSet.contains(term) then
16: term.score ← aFinnSet.get(term).score
17: end if
18: if term.inScopeOfNegation() then
19: term.score ← term.score ∗ −0.5
20: end if
21: else






5.2 Validating the Gezi Lexicon on a Task
5.2.1 Determining Strength of Association of Terms
In SemEval 2015 Task 10, a pilot subtask was given to provide association scores to terms extracted
from tweets (Subtask 10E ). A test set that consists of words or phrases was given to be associated
with scores between 0 and 1 where 1 stands for maximum of positive strength and 0 does for
maximum negative.
5.2.2 Validating Gezi on Subtask 10E
We followed a simple, rule-based approach: We normalize Gezi and AFINN-111 sentiment association
scores between [0,1] to treat them equally. Then, we apply the algorithm below to give association
scores to the terms supplied in the task.
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5.2.3 Evaluation metrics
The evaluation metrics are Kendall and Spearman rank correlation coeﬃcients (Nelson, 2001) for
subtask 10E between gold values of words or phrases and predicted values. Gold values are human
judgements from the compilation of the NRC lexicon (Kiritchenko et al., 2014).
5.2.4 Results
Our simple rule-based and lexicon-driven system submitted for Task 10E ranked 4th among 10 sub-
mitted systems in both correlation coeﬃcient evaluations. Our Kendall rank correlation coeﬃcient
result is 0.584 where all results range between 0.625 and 0.254, and our Spearman rank correlation
coeﬃcient result is 0.777 where results range between 0.817 and 0.373.
5.3 Determining Prior Polarity from Association Scores
PMI score derived lexica have continuous association scores for polarity. However, they do not
possess prior polarity classes attached to their entries. Those classes could be useful for feature
encoding since they are discrete in contrast to association scores. So, here this idea triggers another:
prior polarity classes can be assigned to terms by selecting thresholds. For instance, terms will be
deemed positive if their score is above 2 and as negative if their score is below -2, while the rest
is considered neutral. However, these thresholds must be chosen in a way that association scores
would ﬁt.
We segment polar classes by deﬁning thresholds. We assess the segmentation in two diﬀerent
ways: in two polarity classes as positive and negative and in four polarity classes as strong positive,
positive, negative, and strong negative by excluding neutrals in both ways. We attribute the lexica
by using them with 2 polar classes and 4 ﬁner level polar classes in an empirical method to overcome
which resource give better insight to analyze sentiment. The neutral category (association score
close to 0) denotes terms occurring nearly as often in tweets labelled negative as in positive ones
and a clear classiﬁcation is not possible. Another reason is that terms like stopwords, determiners,
or sentiment-free terms are likely to occur both in positive and negative labelled tweets. This makes
these terms are gathered around the score of 0, where we call this region as neutral zone.
36
Association scores for Gezi and the NRC Hashtag Sentiment Lexicon do not range over the
same scale. Their scales are not design points for automatically created lexica, rather results of the
mutual information formula. Scales of NRC Hashtag Lexicon and Gezi Lexicon are diﬀerent due to
diﬀerent collection size of tweets, and the term’s frequencies are relatively higher in Gezi than the
NRC Hashtag Sentiment Lexicon.
Here, a term is considered positive if it occurs at least twice as often in positive tweets as in
negative tweets. Thus positive terms have association scores greater than 1, calculated by PMI.
For a term to be categorized as strongly positive, its score has to be greater than the geometric
mean of the positive space gMean(1, 8) =
√
8 = 2.83. Similarly, a term is considered negative if its
association score lies below -1 and as strongly negative if its association score lies below -2.83. The
region between positive and negative ranging from -1 to 1 is accepted neutral zone.
The NRC Hashtag Sentiment Lexicon has association scores between -5 and 5. For our experi-
ments with it, we segment the same way as we did for Gezi.
polar class NRC unigrams Gezi unigrams NRC bigrams Gezi bigrams
strong-positive 3,390 24,739 20,636 73,087
positive 10,276 108,685 53,059 228,255
negative 8,447 62,333 49,566 199,443
strong-negative 3,605 24,639 27,104 105,169
no neutral 25,721 220,339 150,368 605,957
all 54,126 376,863 316,531 922,773
Table 12: Fine grained prior polarity class distribution of automatically compiled lexica.
In the neutral zone, stopwords, determiners, or sentiment-free terms are frequent and these terms
are mostly sentiment irrelevant. As a design decision, we remove the terms in the neutral zone to
increase the ratio of sentiment relevant terms. After removing these terms from the NRC Hashtag
Sentiment Lexicon, the size of unigrams decreases 52.48%, from 54,129 to 25,721, bigrams from
316,531 to 150,368. In the Gezi Lexicon, this removal resulted in the size of unigrams decreasing
41.49%, from 376,863 to 220.399, bigrams 34.33%, from 922,773 to 605,958. These diﬀerences and
the distributions of the terms per polarity class are shown in Table 12.
Giving prior polarity classes to terms and excluding terms in the neutral zone for automatically
created lexica changes their characteristics in terms of size and categories, represented in Table 5.
In Table 13 the updated characteristics are listed.
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Lexicon Categories Creation Assoc. sc. POS tag Size
AFINN-111 positive, negative manual yes no 2,477
Bing Liu positive, negative manual no no 6,786
MPQA positive, neutral, negative manual no yes 6,886
NRC strong positive, positive,
negative, strong negative
auto yes no 25,721
Gezi strong positive, positive,
negative, strong negative
auto yes yes 220.399





In this chapter, the ﬂow of our system architecture is described with the usage of the phenomena
discussed in earlier chapters as the tools, lexical resources, and linguistic notions.
Experiments conducted in this thesis aim to predict tweets’ sentiment labels. These rely on a
series of processes in a pipeline structure in order to create feature spaces and to apply supervision
techniques to test sets where training sets are supplied. Models are developed for these sets by
projecting their features extracted via leveraging lexical resources and several tools to determine
linguistic information.
6.1 System Architecture
The system architecture of this study is simply processing tweet data within a pipeline and creating
models for supervision techniques for sentiment prediction. We process tweets in the GATE frame-
work by (Cunningham et al., 2013), extract features, create feature combinations and run supervised
machine learning algorithms using Weka by (Witten and Frank, 2011) on these combinations.
The general ﬂow of system architecture is described in Figure 6. In the next sections, each step
of the ﬂow will be explained.
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Figure 6: General system architecture.
6.2 Sentiment Pipeline
The main study for processing data, which is made in a pipeline structure was generated in GATE by
(Cunningham et al., 2013), which is an NLP framework contains multiple tools and easy-to-develop
and easy-to-plug the tools in.
In order to show how lexical features incorporated with linguistic phenomena, dependency driven
features and other speciﬁc types of features are encoded within the pipeline, modules in the pipeline
are explained in this chapter. The order of the modules are as in Figure 7, which is the extended
part of the GATE Processing Pipeline from Figure 6.
6.2.1 Hybrid Tokenizer Module
This pipeline tokenizes with the ANNIE (Cunningham et al., 2002) and Twokenizer (Owoputi et al.,
2013) (CMU tokenizer hereafter) to two diﬀerent token sets. We run the Stanford sentence splitter
(Manning et al., 2014) to segment sentences in tweets and the CMU POS tagger (Gimpel et al.,
2011) on the CMU token set. Because the CMU tokenizer gives accurate results on tweet-speciﬁc
tokens, only the tokens related with speciﬁc POS tags1 are added into the hybrid set. Then, the
non-added CMU token set is compared with the ANNIE set to check if each compared tokens have
1hashtag (HT), retweet (RT), username (USR), and URL (URL). Also it works accurately for cardinal numbers
(CD).
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Figure 7: General pipeline overview.
the same start and end oﬀsets. The tokens in the ANNIE set which do not match with the rest of
the CMU tokens, are selected to be kept in the hybrid set as well. This comparison of oﬀsets is to
check whether there is an intersection between the selected tokens. Thus, the speciﬁc tokens from
CMU, mostly of social media related POS tags are selected and the other tokens are taken from
ANNIE.
The main reason for using a hybrid tokenizer module is that the CMU tokenizer is tokenizing
social media based tokens accurately2, however the ANNIE tokenizer is much more eﬀective in
tokenizing general text, even in the cases of misspelled text. So, the more accurate tokens of
pipelines are selected. For instance, the word isn’t is tokenized as one single token by the CMU
tokenizer and two tokens by ANNIE tokenizer as is and n’t in which we cannot make use of negation
trigger n’t with CMU, however we can with ANNIE. On the other hand, a URL is tokenized to
multiple tokens by ANNIE and one single token by CMU. One single token seems more meaningful,
so in this case CMU token works.
After sentence splitting, we prune sentences by excluding tweet speciﬁc tokens as hashtags,
usernames, URLs, interjections occurring at the beginning or the end of sentences of tweets. The
reason behind this is tweet-speciﬁc tokens are generally not in the context of the sentences. In
2The design of the tokenization rules are built specially for the informal language of tweets.
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addition, this normalization step relaxes statistical parsers, which are not trained with those tweet-
speciﬁc tokens.
Another step for optimizing tokens is ﬁnding named entities and fusing them into a single token.
In the next steps, lexical triggers found in the body of named entities are to be removed as well,
because named entities may not reﬂect the triggers’ sentiment.
The importance of having accurate tokens is that more accurate parse trees are created which
leads to a better context detection of linguistic notions. Consequently, more accurate features are
expected to be created since they heavily rely on linguistic phenomena.
In our experiments, we have observed that using the hybrid tokenizer method outperforms using
only ANNIE or CMU tokenizers. We demonstrate these experiments in Section 7.3.
Figure 8 shows this module as an overview of the ﬂow.
Figure 8: Hybrid tokenization module.
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6.2.2 Linguistic Parsing Module
After creating hybrid tokens and sentences of tweets with the hybrid tokenizer module, the CMU
part-of-speech tagger is used for tagging the tokens of sentences. Then, a simple sentence normal-
ization step was applied. In this step, tokens with speciﬁc part-of-speech tags occurring at the
beginning and end of the sentences are removed. Those speciﬁc tags are social media related such
as retweets, URLs, hashtags and usernames. The aim here is to give those sentences to the parser
in order to obtain better parse trees.
The GATE wrapper around the Stanford Parser (Klein and Manning, 2003) (de Marneﬀe and
Manning, 2008) hides the capability of the parser accepting tokens with partial POS tags3. For that,
the wrapper is updated so that it can accept partial POS tags. This process was applied because
sentences in tweets contain some POS tags that are incompatible with Penn Treebank style, namely
hashtag (HT), retweet (RT), username (USR), and URL (URL). When tokens having these POS
tags are sent to the parser without their POS tags, parser statistically predicts POS tags for those
tokens in Penn Treebank style format, create the linguistic parse, and then gives its syntax parse
trees and dependency parse trees.
6.2.3 Finding Negation and Modality Module
In order to incorporate lexical sentiment triggers with negation and modality, those phenomena’s
scopes are found by using their trigger sets (Rosenberg et al., 2012) in a module called Negator,
developed by (Rosenberg and Bergler, 2012).
(Rosenberg and Bergler, 2012) explain how to use this pipeline as it is necessary to supply
tokens, sentences, syntax trees and dependencies to Negator. GATE’s morphological analyzer and
verb phrase chunker are used before identifying the triggers and their scopes.
There are three diﬀerent negation scope types that the pipeline produces: explicit, implicit and
aﬃxal negation scopes. However, in our system, those diﬀerent types are not distinguished. The
modality scope has one single type produced in the pipeline.
3The Stanford Parser can parse a sentence, which some of its tokens may have their POS tags and others may not.
However, in the wrapper, the parser only accepts tokens either all with POS tagged or none.
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6.2.4 Lexical Trigger Lookup Module
In this module, entries of lexical resources are looked up and annotated if matches are found on
data. If features exist per lexical term, such as part-of-speech tag information or PMI score, those
have been carried over. As a post-processing step, part-of-speech tag compatibility is checked for
sentiment lexical entries. If an entry has POS tag and is matched with text, tokens are checked if
their POS tags are compatible with the entry’s.
Dependency Score Lookup phase in this module mainly relies on a resource built while compiling
Gezi sentiment unigram and bigram triggers. The resource is a database containing the depen-
dency triples extracted from Gezi tweet collection by using Stanford Parser’s dependency module
(de Marneﬀe and Manning, 2008). Dependency triples are dependency relations with head and mod-
iﬁer, described in (de Marneﬀe and Manning, 2008) in detail. An PMI score has been calculated for
each triple by keeping how many times they occurred in negative and positive tweets in the corpus,
in the same way it is calculated for Gezi unigrams and bigrams.
Notice that the tweets, sourced from twitter, are assumed to be either positive or negative
according to the initial hashtag that they carry. For using the resource eﬃciently, all the association
scores with the dependency relations from millions of tweets are kept in a database. Therefore, any
dependency relation of tweets in training or test sets could be queried as to whether there are any
association scores for dependencies. Then, these scores are attached to the head token annotation.
Thus, given that scores of the dependency relations are queried, two diﬀerent feature groups are
created per tweet as :
a. Scores of each speciﬁc dependency type
b. Polarity counts (for negative and positive polarities only) of each speciﬁc dependency type
6.2.5 Feature Extraction Module
This last module in the pipeline makes use of annotations produced to extract features and map
them into a feature space. The aim is simply to export those feature spaces to run supervised
machine learning experiments. We generate those experiments in the Weka environment (Witten
and Frank, 2011), thus we create Weka-speciﬁc arﬀ formatted ﬁles per tweet dataset.
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This last part of the pipeline will be investigated in the next section in detail.
6.3 Feature Creation and Feature Spaces
Our approach to sentiment analysis of tweets incorporates sentiment carrier terms with their negation
and modality context. We use supervised techniques for our approach on the tweet datasets. Firstly,
in our feature space, we represent diﬀerent polarity classes of terms for each lexicon by distinguishing
and separating them in which linguistic notion’s scope that those terms occur (inverse linguistic
scope). In simple words, we encode features per tweet looking up the lexical terms’ polarity classes,
lexical resources, and inverse linguistic scope. The reasons we use polarity classes of terms instead
of terms themselves, are to represent features per lexicon as polarity classes no matter how diﬀerent
terms the lexica keep, and to keep the feature space smaller. We deﬁne this group of features as
primary feature set and we group features for each lexical resource in a feature subset. Secondly,
we add features to the space that are frequencies of speciﬁc annotations (i.e. emoticons, implicit-
explicit negation triggers, modality triggers, named-entities, contrastive discourse connectors and
markers), frequencies and sentiment association scores for tokens with speciﬁc POS tags, POS tags
and sentiment association scores ﬁrst and last two tokens of tweets, and the highest and lowest
sentiment association scores within tweets. We call this group of features as secondary feature set.
Table 14 lists the feature sets and labels them with an id for later use. For illustration, the
number of features in each subset is indicated.
6.3.1 Primary Features
To represent our features compactly, we use compound primary features that encode polarity class
in linguistic context as described above paired with the lexical resource that supplied this score.
Abstracting away from actual sentiment terms to their polarity class helps to manage the feature
space dimensionality. It also smooths over the diﬀerent lexical gaps of each lexicon by mapping
sentiment terms to their polarity class. Primary features from a lexical resource are bundled under







f4 NRC unigrams 17
f5 NRC bigrams 17
f6 Gezi unigrams 17
f7 Gezi bigrams 17
f8 dependency scores 13
f9 dependency frequencies 8
Secondary Feature Subsets
f10 POS tag based scores and frequencies 9
f11 frequencies of speciﬁc annotations 12
f12 position and top-lowest scores 6
Table 14: Feature subset bundles.
The linguistic context features were encoded as occurrences. The general schema of this integra-
tion for our system can be formulated as polarityClass, lexicalResource, linguisticScope,
where polarityClass is one of positive, negative, neutral, strong positive, strong negative, lexicalResource
represents a lexical resource and linguisticScope is one of none, negation, modality, negation+modality.
For each tweet token, its prior polarity and any scope annotation is checked (a score feature is created
if a lexicon provides score information for its terms).
Table 15 shows the primary features created from the AFINN-111 lexical resource for Example 10.
perfect is the only sentiment carrier term from aFinn as a positive entry with a score of 3. In the
phrase of main verb of Example 104, there is a negation trigger which has the scope over the
constituent of an adjectival phrase containing the only sentiment carrier. Since the sentiment carrier
occurs within a negation scope, we treat it as a negated positive term. Therefore, the score of the
term which is 3, is multiplied by -0.5 as we discussed in Section 2.3, and the frequency feature
positive-aFinn-negated is incremented from 0 to 1 in Table 15.
Example 10. El Classico on a Sunday Night isn’t perfect for the Monday Morning !!
4Notice that the negation trigger is emphasized, the tokens in its scope are underlined, and the sentiment carrier











aFinn total score -1.5
Table 15: AFINN-111 subset features for Example 10.
6.3.2 Secondary Features
Secondary features are a collection of ad-hoc features, such as speciﬁc annotations (i.e. emoticons,
implicit-explicit negation triggers, modality triggers, named-entities, contrastive discourse connec-
tors and markers), frequencies and sentiment association scores for tokens with speciﬁc POS tags,
POS tags and sentiment association scores of the ﬁrst and last two tokens of tweets, and the highest
and lowest sentiment association scores within tweets.
In their detailed ablation study, (Kiritchenko et al., 2014) uses these type of ad-hoc features and
show them they are useful and beneﬁcial for sentiment analysis of tweets. They make use of terms
with highest and lowest sentiment scores within a tweet, last token’s score, POS tag related features.
We extend these features and represent them in our feature space as:
• POS counts and scores by type
• ﬁrst and last two tokens’ POS type and sentiment score
• highest and lowest sentiment scores within a tweet
• emoticons
• negation/modality triggers
• contrastive discourse markers (e.g. although)
• selected idioms (e.g. can’t wait)
• named entities
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In order to outline how the features are encoded, selected features of the tweet in Example 11
from primary and secondary feature sets with their values and their source attributes have been
represented in Table 17. The table takes its lexical information from Table 16.
Example 11. Working for 5 hours tonight with no help should be fun and joyful #NOT
In Example 11, negation and modality triggers, no and should, are in bold; negation scope is
in double underline; modality scope is in one underline and some selected sentiment-laden triggers,
listed in Table 16, occurred in the example which are emphasized.
In Table 16, the sentiment triggers’ ﬁnal sentiment association scores are calculated according
to the context they are in. Recall that for negation scope initial association score is multiplied with
-0.5 and this is 0.5 for modality scope as explained in Section 2.3.
trigger resource category in context of association score ﬁnal score
help AFINN-111 positive negation 2 2 *-0.5 = -1
fun AFINN-111 positive modality 4 4 * 0.5 = 2
joyful AFINN-111 positive modality 3 3 * 0.5 = 1.5
. . .
#NOT Gezi negative - -1.88 -1.88
. . .
Table 16: Some sentiment triggers’ representation for Example 11.
In Table 17, selected linguistic scope motivated lexical sentiment features, primary feature set,
are represented in the ﬁrst part as they are represented in the feature space. These features are
frequency and score-based ones as explained in detail for Example 10.
In the second part of the table, the secondary feature set is introduced with a few selected
features. Here basic structural features (as last token’s ﬁnal sentiment association score and POS
tag) and frequency-based features (as contrastive discourse marker and modality trigger frequencies)
are listed.
6.4 Feature Combinations
In their two-phase learning technique, (Shareghi and Bergler, 2013a) create every single feature
combination’s training model. Figure 9 describes their method. This is the ﬁrst phase of the two-
phase exhaustive feature combination technique of (Shareghi and Bergler, 2013a,b). We use this
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term score feature subset feature value
AFINN-111 positive-aFinn freq. 0
help AFINN-111 positive-aFinn-negated freq. 1
fun,joyful AFINN-111 positive-aFinn-mod freq. 2
AFINN-111 positive-aFinn-modNegated freq. 0
AFINN-111 negative-aFinn freq. 0
AFINN-111 negative-aFinn-negated freq. 0
AFINN-111 negative-aFinn-mod freq. 0
AFINN-111 negative-aFinn-modNegated freq. 0
help+(fun+joyful) -1+3.5 AFINN-111 aFinn total score 2.5
. . .
#NOT Gezi unigrams negative-GeziUnigrams freq. 1
. . .
#NOT -1.88 Gezi unigrams GeziUnigrams total score -1.88
. . .
#NOT -1.88 pos. and top-low sc. last token’s score -1.88
#NOT POS tag sc. and freq. last token’s POS HT
. . .
freq.s of speciﬁc ann contra. disc. freq. 0
should freq.s of speciﬁc ann modal trigger freq. 1
Table 17: Some sample features created for Example 11.
methodology in order to create every combination of the feature subsets described in Table 14.
Figure 9: First phase of (Shareghi and Bergler, 2013a)’s two-phase learning technique.
6.5 Supervised Learning
For Task 10B of SemEval 2015 (addressed in Section 7.4), we process each feature subset combination
with libSVM of (Chang and Lin, 2011) with RBF kernel5 and parameters of cost=5, gamma=0.001
5(Chang and Lin, 2011) states that RBF kernel is the most reasonable kernel to use since it is also able to handle
non-linearity relation between the gold labels and the attributes of the instances. Therefore, we make use of this
kernel.
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and weights=[neutral=1; positive=2; negative=2.9], and M5P by (Wang and Witten, 1997), a de-
cision tree regressor, to predict continuous values6 for Task 11 in Weka tool (Witten and Frank,
2011).
We make use of the Weka API to create classes for applying supervised learning. Since Task
10B, tweet-level sentiment polarity classiﬁcation, is a classiﬁcation task, we use the oﬀ-the-shelf
classiﬁers of Naive Bayes and Support Vector Machines available in Weka. On the other hand, Task
11, measuring the degree of sentiment of tweets in ﬁgurative language, is a task that both regression
and classiﬁcation can be applied given that both discrete and continuous gold labels exist. However,
the scale of -5 to 5 contains 11 discrete ordinal labels that makes the classiﬁcation harder due to






In this chapter, our experiments are described: baseline experiments, system development experi-
ments, and oﬃcial experiment on the SemEval challenges.
7.1 Baseline Study
For message polarity classiﬁcation, baseline experiments are applied to evaluate a basic approach
for sentiment analysis of tweets in comparison with gold standard data from SemEval 2013 Twitter
Sentiment Analysis Task (Task 10B of 2015). The basic approach is to classify the tweets based
on a term count method where terms come from a basis sentiment lexicon, namely MPQA. The
sentiment clue terms are labelled and the tweet is annotated as the class of which mostly occurs as a
rule-based prediction and in the case of a tie it is annotated as neutral; as applied in (Kennedy and
Inkpen, 2006). We extended this rule-based baseline approach also to analyze it with supervision
techniques. Count-based features are encoded per sentiment class in order oﬀ-the-shelf classiﬁers to
predict sentiment as machine learning baselines.
Results of Rule-based Baseline Evaluation This baseline is simply voting for a sentiment label
based on polarity term counting. Here, development and training sets of the data are combined,
since there is no training. Table 18 shows evaluation results of the rule-based baseline.
Macro in Table 18 is the average of F-measures (av. F ) of all three classes. In Task 10B, however,
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the evaluation was made only using macro F-measure averages of only positive and negative classes
taken into consideration as ﬁnal results, which can be seen at the last row of the table in italics.
This is expressed in Section 7.4 in detail.
Annotation Precision Recall av. F
negative 0.36 0.31 0.33
neutral 0.60 0.67 0.63
positive 0.57 0.52 0.54
Macro 0.51 0.50 0.50
Macro (pos+neg) 0.47 0.42 0.44
Table 18: Rule-based baseline results.
Classiﬁers’ Results After having the datasets annotated with the MPQA Subjectivity Lexicon,
three features of counts of term’s polarity classes (positives, negatives, and neutral) of each tweet
was written to an Weka-speciﬁc ﬁle, in order to classify and evaluate the development data. Naive
Bayes and SVM classiﬁers with default parameters are used for these experiments.
The oﬃcial evaluation metric of Task 10B is average F-measure of positive and negative classes.
Since neutrals are the most frequent labels in the datasets, the evaluation metric is optimized for
less frequent labels.
Table 19 shows results from Naive-Bayes baseline. Next, Table 20 and Table 21 show the results
of non-weighted and weighted1 SVM classiﬁers respectively. The reason for using weights on gold
polarity classes is as follows: When it comes to giving diﬀerent penalties on failing diﬀerent classes,
SVM classiﬁers can be conﬁgured to apply the given weights to the classes. In this case, distribution
of classes are not balanced in the datasets and since we evaluate average F-measures of positive and
negative classes, applying such weights improves the results for the evaluated less frequent classes,
especially the negative class.
As a result of baseline studies, the only supervised baseline that could beat the rule-based baseline
is weighted SVM. The reason behind this result is that Naive Bayes and non-weighted SVM prefer
predicting the most frequent class, neutral and recalls of neutral increases where the others’ decrease.
This shows the importance of using weights: When the data is unbalanced and the most frequent
class takes a little part in the evaluation metric, classiﬁers should be conﬁgured. This fact also
1weights=[neutral=1; positive=2; negative=2.9]
52
Class Precision Recall av. F
negative 0.57 0.19 0.28
neutral 0.51 0.84 0.63
positive 0.56 0.31 0.40
Macro 0.55 0.45 0.44
Macro (pos+neg) 0.56 0.25 0.34
Table 19: Results of Naive Bayes Classiﬁer on the Development Set.
Class Precision Recall av. F
negative 0.57 0.16 0.25
neutral 0.58 0.74 0.65
positive 0.55 0.57 0.56
Macro 0.57 0.49 0.49
Macro (pos+neg) 0.56 0.37 0.41
Table 20: Results of SVM Classiﬁer (without weights) on the Development Set.
concludes why supervision could not outperform a rule-based baseline.
In SemEval 2013 challenge, baseline was majority class voting. Positive class is selected as
majority class, although neutrals were major, given that evaluation metric does not include them.
Table 22 compares all these baselines, with their ranking if those baselines were submitted to the
challenge.
7.2 Experiments on Automatically-created Lexica
In order to assess how the Gezi Lexicon and NRC Hashtag Sentiment Lexicon perform relatively,
we run experiments of how they intersect and agree with manually-curated lexica and we also run
experiments with them on SemEval challenge data.
Class Precision Recall av. F
negative 0.38 0.46 0.42
neutral 0.61 0.61 0.61
positive 0.57 0.51 0.54
Macro 0.52 0.53 0.52
Macro (pos+neg) 0.48 0.49 0.48
Table 21: Results of SVM Classiﬁer (with weights) on the Development Set.
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Baseline Type av. F Ranking
weighted SVM 0.48 30/38
rule-based 0.44 34/38
non-weighted SVM 0.41 35/38
Naive Bayes 0.34 37/38
majority (oﬃcial) 0.29 37/38
Table 22: Comparison of baselines to oﬃcial baselines.
7.2.1 Term Intersection and Agreement between Lexica
To assess the relationship of size to unique content, we compared the ﬁve lexica and determined the
size of the Intersections of the terms covered, indicating separately in how many cases the assigned
sentiment prior polarity is the same (Agreement). Table 23 shows the intersection and the agreement
level of polarity labels for pairs of lexica separately according to the creation types of the pairs.
Lex A Lex B A ∩B Agreement AgreementA∩B A/B B/A
MPQA Liu 5,414 5,369 0.992 1,472 1,372
manual-manual AFINN-111 Liu 1,314 1,298 0.988 1,162 5,472
MPQA AFINN-111 1,246 1,202 0.965 5,640 1,230
AFINN-111 Gezi 1,911 1,624 0.850 565 218,488
AFINN-111 NRC 989 822 0.831 1,487 24,732
manual-auto Liu Gezi 4,028 3,386 0.841 2,758 216,371
Liu NRC 1,840 1,488 0.809 4,946 23,881
MPQA NRC 1,819 1,340 0.737 5,067 23,902
MPQA Gezi 4,105 2,993 0.729 2,781 216,294
auto-auto NRC Gezi 16,868 13,957 0.827 8,853 203,531
Table 23: Intersection and agreement between sentiment lexica.
The highest agreement rate is between manually created lexica. The lexicon pair with the highest
agreement rate is MPQA-Liu. This is expected since MPQA formed the seed for Liu. The lowest
rate of agreements are between MPQA and automatically created lexica since they have a lack of the
neutral category in our usage, Liu has a higher agreement ratio with automatically created lexica
since it also does not have neutral labelled entries.
Gezi agrees with and covers manually-created lexica more than the NRC Hashtag Lexicon does,
shows that when using negation context, having more entries and applying preprocessing can improve
the quality of automatically-created lexica.
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Another observation here is that larger lexica do not necessarily intersect and agree better pro-
portionally. Terms contained by small and manually-created lexica are core and frequent ones in
general; whereas automatically created lexica possess also relatively low-frequency terms that may
be domain-dependent and/or volatile.
The disagreements of the terms’ polarity classes between diﬀerent lexica may be due to sentiment-
laden terms that may have diﬀerent sentiment polarity values depending on contexts. This is ob-
served in (Andreevskaia and Bergler, 2006), described as sentiment-laden terms form a fuzzy set.
7.2.2 Comparing Gezi and NRC Lexica Feature Subsets
Table 24 illustrates results of feature subset combinations of NRC and Gezi resources. Each com-
bination for the subsets of unigrams and bigrams per lexicon has been shown in the table on 2
years’ tweet test sets. Also, two runs with Gezi dependency based features with NRC and/or Gezi
show that they contribute to some degree. It is noteworthy that when we use both lexica’s the fea-
ture subsets, the combination works better than the combination of each lexicon with dependency
features.
feature subsets Test 2014 Test 2013
av. F av. F
NRC&Gezi unigrams, bigrams 64.26 59.60
Gezi unigrams, bigrams 63.79 58.03
Gezi unigrams, bigrams, deps 63.38 59.13
Gezi unigrams, NRC bigrams 63.21 58.63
Gezi unigrams 60.81 57.86
NRC unigrams, bigrams, Gezi deps 59.44 56.94
NRC unigrams, Gezi bigrams 58.05 55.36
Gezi bigrams 56.40 50.45
NRC unigrams, bigrams 55.96 55.09
NRC bigrams 53.48 52.31
NRC unigrams 52.39 50.90
Table 24: Diﬀerent feature subset combinations of NRC and Gezi.
It is also noteworthy that dependencies improve NRC’s results more than it improves Gezi.
Since Gezi unigrams and bigrams are extracted from the same collection that the dependencies are
extracted, they may represent similar aspects as features and it may go well with another resource
which is compiled in a diﬀerent time frame and a diﬀerent collection.
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7.3 System Development Experiments
After studying the baseline, experiments have been conducted to examine the features with varying
settings with lexical and linguistic phenomena. These variations include running the pipeline with
diﬀerent tools and resources (tokenizers, POS taggers etc.), usage of the Stanford parser, encoding
features by scaling and non-scaling, encoding lexical features for automatically compiled lexica with
traditional 3 polarity classes and 5 ﬁner grained polarity classes and ﬁnally the eﬀect of negation
and modality on results by encoding features with or without them.
Test Sets and Feature Combinations Experiments are generated on test sets of 2013’s and
2014’s Sentiment Analysis of Tweet challenge by training the challenge’s only training set, given the
fact that the test sets were released by the time we started these experiments. The features used in
these experiments are the ones described in Chapter 6: primary feature set (negation and modality
context-aware lexical features) and secondary feature set (ad-hoc features of several annotations and
features makes use of structure of tweets). Their feature subsets are present in Table 25, illustrated
in Chapter 6 and revisited here. Due to the fact that we experiment on every single combination
of 12 feature subsets, 212 − 1 = 2047 combinations, a constrained number of results will be pointed






f4 NRC unigrams 17
f5 NRC bigrams 17
f6 Gezi unigrams 17
f7 Gezi bigrams 17
f8 dependency scores 13
f9 dependency frequencies 8
Secondary Feature Subsets
f10 POS tag based scores and frequencies 9
f11 frequencies of speciﬁc annotations 12
f12 position and top-lowest scores 6
Table 25: Feature subset bundles revisited.
Although those limited results will be listed for each experiment, the eﬀect of the components
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will be tested for testing statistical signiﬁcance with inclusion of every combination to the tests in
order not to conclude by chance for the experiments.
Statistical Signiﬁcance To observe whether any component brings improvement to the system,
signiﬁcance tests are conducted to the (possibly pairs of) result lists before and after applying the
component. Hypothesis Testing (Manning and Schu¨tze, 1999) is used for discovering change or
diﬀerence occurred by chance or not. In this test, a hypothesis, called the null hypothesis (H0), is
formulated in a way that diﬀerence occurs by chance. This test may make the null hypothesis come
true since looking only a small numbers of samples may give bias. In the light of this hypothesis,
the probability of the diﬀerence, p-value, and measure of the size of the diﬀerence relative to the
variance of the samples, t-value, are calculated; if probability of the diﬀerence, p-value, is lower than
the predeﬁned signiﬁcance level, α, the null hypothesis H0 can be rejected. In addition, t-value
supplies information whether this diﬀerence occurs as an improvement or the opposite. Generally,
signiﬁcance level is generally deﬁned as 0.05 or 0.01 in literature.
In this study, our samples are feature subset combinations’ result pairs, coming from results
before applying the component and after. Therefore, we have 2047 samples, N, and degree of
freedom, df = N-2 = 2045. For each experiment, our hypothesis will be that a component improves
the results (H1 : μ > 0), thus our null hypothesis should state reverse, which there is no improvement:
(H0 : μ ≤ 0). In consideration of this hypothesis and the structure of our paired samples, one-sided
and paired Student’s t-test (Press et al., 1988) is applied for the development experiments to see if
the changes are statistically signiﬁcant. We use a signiﬁcance level of 0.01 in our signiﬁcance tests.
Paired t-test requires sample data to be in intervals and normally-distributed (Moore and Mc-
Cabe, 1989). Our sample data fulﬁls the former as it is in intervals. For testing normality, Shapiro-
Wilk test is used as it is reported to be the best choice (Thode, 2002), (Ghasemi and Zahediasl,
2012). An oﬀ-the-shelf implementation exist in the R programming language for Shapiro-Wilk test2.
We fulﬁlled the latter requirement of normality via this tool for each experiment. If the data sam-
ples for any experiment weren’t be normally distributed, we would have to use Wilcoxon signed-rank
test3 (Woolson, 2008).
2https://stat.ethz.ch/R-manual/R-devel/library/stats/html/shapiro.test.html
3This is a non-parametric statistical hypothesis test.
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For each experiment described in this section, the experiment deﬁnition, constrained results and
statistical signiﬁcance test interpretations and decisions will be explained.
7.3.1 Experiments on Feature Scaling
Scaling features for machine learning experiments is reported to be advantageous by avoiding domi-
nance of large ranges of some attributes unequally over smaller ones. In their extensive user guide for
SVM applications, (Hsu et al., 2003) explains the importance in a similar way and points out sample
experiments to illustrate how scaling matters. In sentiment analysis domain, a general overview by
(Pang and Lee, 2008) also concludes the same way that scaling features bag-of-words approaches
gives improvements. Given that our system does not have a bag-of-words approach, scaling is tested
on the system’s features by scaling frequency-based features into a range of [-1,1]. This experi-
ment was conducted with the ANNIE tokenizer and the weighted SVM classiﬁer and its results are
available in Table 26 over the 2013 and 2014’s tweet test sets.
Scaled Features Non-scaled Features
ids Test2014 Test2013 Test2014 Test2013
av. F av. F av. F av. F
f1,2,3,6,7,10,11,12 67.88 65.12 67.98 65.23
f3,6,7,8,9,10,11,12 66.45 65.15 66.30 64.73
f1,3,4,5,7,8,9,10,11,12 68.63 67.60 69.05 67.94
f1,3,6,7,8,9,10,11,12 68.68 67.16 68.92 67.36
f1,2,3,4,5,6,7,8,9,10,11,12 68.74 67.18 69.12 67.63
f1,2,3,6,7,8,9,10,11,12 68.67 67.57 69.18 67.14
f1,3,5,6,7,8,9,10,11,12 68.11 67.01 68.34 67.44
f1,5 64.31 61.53 64.11 61.57
f1,6,7,8,9,10,11,12 67.95 66.83 68.78 67.07
f1,4 63.20 60.49 63.25 60.18
Table 26: Constrained results of scaled and non-scaled features.
In statistical signiﬁcance test on the results of the experiment, the null hypothesis that scaling
improves the results could not be rejected for both 2013 and 2014 test sets. For 2013 test set,
p-value is calculated as 0.14 which is not lower than signiﬁcance level of 0.01, meaning that the null
hypothesis cannot be rejected and signiﬁcance does not exist and t-value is 1.47. For 2014 test set,
p-value is 0.20 and t-value is -1.29, where again no signiﬁcance exists and conﬁdence level, t-value,
is low relatively. Therefore, we select to continue to our experiments without scaling the feature
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space.
7.3.2 Experiments with Diﬀerent Tokenizers
In this experiment, the hybrid tokenization module, explained in Chapter 6, is tested against CMU
and ANNIE tokenizer. Table 27 shows the results of diﬀerent tokenizer runs on the selected combi-
nations. Given that weighted SVM classiﬁer outperformed other classiﬁers, only it is used for this
experiment.
CMU ANNIE Hybrid module
ids Test2014 Test2013 Test2014 Test2013 Test2014 Test2013
av. F av. F av. F av. F av. F av. F
f1,2,3,6,8,9,10,11,12 64.31 68.74 65.91 68.78 66.64 68.76
f1,2,3,6,7,10,11,12 63.40 66.32 64.33 68.08 66.19 69.38
f3,6,7,8,9,10,11,12 60.72 64.36 62.02 65.16 64.46 66.66
f1,2,3,4,5,6,7,8,9,10,11,12 63.54 68.21 64.30 68.89 67.16 68.97
f1,3,4,5,7,8,9,10,11,12 64.84 67.96 65.04 67.98 67.75 69.06
f1,3,6,7,8,9,10,11,12 65.32 68.43 65.13 68.58 67.23 69.53
f1,2,3,6,7,8,9,10,11,12 63.17 67.21 65.23 69.20 67.24 69.64
f1,3,5,6,7,8,9,10,11,12 64.76 67.86 66.20 68.57 66.99 68.42
f1,6 61.85 63.37 62.03 64.31 62.32 65.08
f1,6,7,8,9,10,11,12 66.32 68.54 66.27 68.83 67.12 68.85
f1,4 60.12 63.22 61.50 63.52 61.45 63.61
Table 27: Constrained results of diﬀerent tokenizers.
The same Student’s t-tests are applied on the pairs of the hybrid tokenizer module and others. In
these experiments, a high signiﬁcant diﬀerence of hybrid tokenizer module is observed: Between the
samples of ANNIE and hybrid tokenizer, p-value is calculated as 0.44 ∗ 10−19 for 2013 test set which
is extremely low, meaning it is signiﬁcant and t-value is 9.37. From this point on such extremely low
p-values will be denoted as p < 0.001 in order to follow APA guidelines. For 2014 test set, p-value
is p < 0.001 again and t-value is 7.08, where again high signiﬁcance exists. For the samples between
CMU and hybrid tokenizers the probability of null hypothesis is even lower.
Since we observed that the hybrid tokenizer module is highly signiﬁcant, the experiments are to
be continued with only tokenizing with this module.
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7.3.3 Experiments with Diﬀerent Classiﬁers
For the baselines, weighted SVM classiﬁer outperformed non-weighted SVM and Naive Bayes clas-
siﬁers. We also tested these three classiﬁers on every feature subset combination. Table 28 shows
the results of these classiﬁer runs on the selected combinations and the table reﬂects that weighted
SVM outperforms other classiﬁers.
Naive Bayes non-weighted SVM weighted SVM
ids Test2014 Test2013 Test2014 Test2013 Test2014 Test2013
av. F av. F av. F av. F av. F av. F
f1,2,3,6,8,9,10,11,12 62.02 64.32 63.52 64.60 66.64 68.76
f1,2,3,6,7,10,11,12 62.61 65.82 63.23 64.54 66.19 69.38
f3,6,7,8,9,10,11,12 59.20 59.12 58.73 60.89 64.46 66.66
f1,2,3,4,5,6,7,8,9,10,11,12 60.92 63.48 62.83 64.68 67.16 68.97
f1,3,4,5,7,8,9,10,11,12 62.98 64.89 63.06 64.77 67.75 69.06
f1,3,6,7,8,9,10,11,12 61.56 64.12 62.84 63.73 67.23 69.53
f1,2,3,6,7,8,9,10,11,12 60.57 63.96 63.42 64.60 67.24 69.64
f1,3,5,6,7,8,9,10,11,12 62.34 63.81 62.70 64.26 66.99 68.42
f1,6 61.88 63.32 60.74 61.34 62.32 65.08
f1,6,7,8,9,10,11,12 61.05 62.08 63.08 64.31 67.12 68.85
f1,4 58.05 58.54 58.98 60.02 61.45 63.61
Table 28: Constrained results of diﬀerent classiﬁers.
In order to see if these results are signiﬁcant, one-sided Student’s t-tests are conducted on com-
bination pairs of weighted SVM/non-weighted SVM and weighted SVM/Naive Bayes. Null hypoth-
esis of weighted SVM’s diﬀerence is by chance is rejected for both tests by t-tests with extremely
low p-values (p < 0.001 for each test) and high t-values. T-values for sample pairs of weighted
SVM/non-weighted SVM are 36.95 for 2013 test set and 33.24 for 2014’s. For sample pairs of
weighted SVM/Naive Bayes these values are 53.83 and 56.95 respectively.
Given that weighted SVM is highly signiﬁcant, the experiments are to be continued with only
weighted SVM from this point on.
7.3.4 Experiments on Diﬀerent Parsing Modules
Creating accurate syntax parse trees and dependency graphs gives rise to have better scope of
negation and modality, and this also does creating more accurate features. The GATE framework
has a built-in Stanford parser plugins to create syntax parse and dependency tree annotations with
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its default settings which could be changed to improve results: Using POS tags created by the parser
and a probabilistic context-free grammar. We send POS tags that are existing in our annotations
thanks to our pipeline and to use a caseless probabilistic context-free grammar which is trained on
informal texts (Socher et al., 2013a).
To give our pipeline’s CMU POS tags, the obstacle of non Penn Treebank style POS tags (HT,
URL, USR, RT ) should be overcome since the parser accepts Penn Treebank style FPOS tags.
Given that Stanford parser accepts partial POS tags, we let the parser predict POS tags of tokens
with non Penn Treebank style POS tags by not sending their POS tags.
In this experiment, we tested these settings of partial POS tags and caseless PCFG grammar
against default settings4. Table 29 shows the results of these parser modules’ runs on the selected
combinations.
Parser with default settings Parser with new settings
ids Test2014 Test2013 Test2014 Test2013
av. F av. F av. F av. F
f1,2,3,6,8,9,10,11,12 67.02 69.17 68.24 69.67
f1,2,3,6,7,10,11,12 66.19 69.38 67.29 68.57
f3,6,7,8,9,10,11,12 63.81 66.78 64.55 65.85
f1,2,3,4,5,6,7,8,9,10,11,12 67.16 68.97 67.22 68.74
f1,3,4,5,7,8,9,10,11,12 67.75 69.06 67.65 69.35
f1,3,6,7,8,9,10,11,12 67.23 69.53 66.67 68.73
f1,2,3,6,7,8,9,10,11,12 67.24 69.64 67.15 69.76
f1,3,5,6,7,8,9,10,11,12 66.84 69.00 66.84 68.37
f1,6 62.32 65.08 65.67 67.58
f1,6,7,8,9,10,11,12 67.12 68.85 67.15 69.53
f1,4 61.45 63.61 62.04 63.36
Table 29: Constrained results of parsing module with diﬀerent settings.
For this experiment, the null hypothesis of improvements of the settings we used for the parser
could only be rejected in 2014 test set with an extremely low p-value (p < 0.001) and a t-value of
7.16. For 2013 test set, p-value is 0.03 and t-value 2.15; where p-value is slightly greater than our
signiﬁcance level of 0.01. If the traditional signiﬁcance level were deﬁned as 0.05; the improvements
would be signiﬁcant.
In the experiments after this one, the settings of partial POS tags and caseless PCFG5 grammar
are used for the parser module, because signiﬁcance was detected in one test set and was missed
4These settings are a general PCFG grammar and parsing the sentences by using parser’s POS tagger itself
5probabilistic context-free grammar
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slightly in the other.
7.3.5 Experiments with Diﬀerent Prior Polarity Classes
As stated in Chapter 4, prior polarities can be assigned to the terms of automatically compiled
lexica since their entries have only association scores initially. In our study, this is done by deﬁning
thresholds as described. The question that needs to be answered in this experiment is whether
assigning traditional prior polarity classes (positive, negative, and neutral) or more ﬁne-grained prior
polarity classes (adding strong-positive and strong-negative to traditional classes) is beneﬁcial. The
question arose scaling adjectives, as <strong negative, negative, neutral, positive, strong positive>,
to see if polar terms have a diﬀerence with its strong form (i.e. good as positive, excellent as strong
positive). Also, it is worth to check the behaviour of strong polarity classes under scope of negation
and modality.
After the mention of scaling sentiment-laden terms according to their polarity and their usage
with linguistic notions, some important studies come to mind: (Horn, 1984) brings Scalar Implica-
ture6 into terminology while expanding Grice’sMaxim of Quantity7 (Informativeness) (Grice, 1975).
In Horn’s theory of implicature, writers or speakers follow Maxim of Quantity and give suﬃcient
and necessary information. When it comes to making a statement of a scale in terms of quan-
tity, the statement implicates the negated higher scaled statement as in Example 12 in the scale of
<none,some,most,all>
Example 12. Most of the students came to the class.
Implicature: Not all of the students came to the class.
The reason pointing out Horn’s theory here is not to infer implication statements from adjective
scales. Notice that for diﬀerent scales implicatures can be diﬀerent in negated statements. If one
tries to see whether anything is implied by negated statements, it can be seen that nothing certain
can be implied (Carston, 1998): Not a certain implication in Example 13 can be inferred:
Example 13. Not most of the students came to the class.
6An implicit meaning is inferred from a statement which has a reason not supplying a more informative term on
the same scale with the term supplied
7A writer or speaker should be informative as much as needed.
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Here in Example 13, the reason that nothing certain could be implied comes from the nature of
negation. It states that one term in the scale is not the case, and others could be possible to be
true, but not certain. Looking from the perspective of negation, adjective scaling seems interesting:
When an adjective is used in negation scope coming from a scale of <terrible, bad, okay, good,
excellent>, it may be inferred not only cancelling the negated adjective but others are to be possible
to be cancelled as well:
Example 14. The ﬁlm was not good.
It, most probably, does not only cancel the quality of the ﬁlm as being good here, but it also
cancels being excellent as well. Even being okay may have a chance as an implication. However, in
the case of negating a strong polar adjective, the situation seems to become diﬀerent:
Example 15. The ﬁlm was not excellent.
The meaning in Example 15 by negating a strong positive adjective, may imply any other ad-
jective, including good8, in the scale depending on content it has, but apparently it has a diﬀerent
semantics than a non-strong positive adjective. The reasoning here is that given the information
should be informative, suﬃcient, and necessary, following Horn’s implicature theory; the necessity
level of the quantity should be given. Here in Example 15, the stronger term (excellent) as opposed
to the less strong one (good) is necessary. In addition, the idea of directly reversing the polarity
class seems not to work here as something not strong positive may be positive or neutral. There-
fore, it seems to be necessary to create ﬁner-grained prior polarity classes by including strong forms
of polarities, especially for usage of linguistic notion of negation, or even for modality, when it is
possible.
Consequently, the ideas above directed us to conduct an experiment by running our pipelines
separately with automatically-compiled lexica for traditional 3 prior polarity classes and ﬁner-grained
5-classes. Table 30 demonstrates the results of these separate runs on the selected combinations.
The null hypothesis that ﬁne-grained classes does not improve results is rejected for both tweet
test sets of 2013 and 2014 with extremely low p-values (p < 0.001) and t-values of 4.76 for 2013 test
set and 8.76 for 2014’s. Therefore, we see that leveraging ﬁne-grained prior polarity classes promises
8The quality of the ﬁlm could be thought a high-level one, but not as much as an excellent high-level.
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Traditional classes Fine-grained classes
ids Test2014 Test2013 Test2014 Test2013
av. F av. F av. F av. F
f1,2,3,6,8,9,10,11,12 66.96 69.25 69.95 70.31
f1,2,3,6,7,10,11,12 67.29 68.57 69.44 70.78
f3,6,7,8,9,10,11,12 64.53 65.40 67.80 68.37
f1,3,4,5,7,8,9,10,11,12 66.78 69.02 68.57 70.25
f1,2,3,4,5,6,7,8,9,10,11,12 67.22 68.74 69.98 70.81
f1,3,6,7,8,9,10,11,12 66.79 69.04 69.12 70.31
f1,2,3,6,7,8,9,10,11,12 67.15 69.76 69.63 70.44
f1,3,5,6,7,8,9,10,11,12 67.09 68.25 69.57 70.61
f1,6 61.55 62.81 63.60 64.89
f1,6,7,8,9,10,11,12 67.15 69.53 68.63 70.06
f1,4 61.83 62.65 63.01 64.15
Table 30: Constrained results of automatically-compiled lexica 3 vs. 5 classes discrimination.
to improve results signiﬁcantly. For the experiments after this one, ﬁne-grained prior polarity classes
for automatically compiled lexica with linguistic context are used.
7.3.6 Experiments on Linguistic Contexts
In the experiment of linguistic contexts of negation and modality as mentioned in Section 2.3, we
tested using context of negation and modality by incorporating them with lexical features. Thus, we
run our pipeline to create feature spaces separately by giving no context information, only negation
context, only modality context, and negation and modality contexts together. Then, after having
results of four diﬀerent runs, statistical signiﬁcance tests are conducted with three diﬀerent negation
and modality treatment experiment results against the experiment without scope information.
Table 31 gives results of experiment pairs of no linguistic treatment versus negation and modality
treatment together on tweet test sets of 2013 and 2014. Null hypothesis of negation and modality
treatment together does not improve results is rejected for both datasets with extreme low p-values
(p < 0.001) and t-values of 22.49 for 2014’s test set and 15.39 for 2013. As a result, linguistic
treatment leveraged with lexical features matters for sentiment analysis of tweets in these test sets.
Results of experiment pairs of no linguistic treatment versus only negation treatment on tweet
test sets of 2013 and 2014 are illustrated in Table 32. The null hypothesis that negation treatment
does not improve results is rejected again for both datasets with extreme low p-values (p < 0.001)
and t-values of 20.75 for 2014’s test set and 13.55 for 2013. Therefore, negation treatment does
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No Scope Negation & Modality
ids Test2014 Test2013 Test2014 Test2013
av. F av. F av. F av. F
f1,2,3,6,8,9,10,11,12 67.23 68.85 69.95 70.31
f1,2,3,6,7,10,11,12 65.48 66.17 69.44 70.78
f3,6,7,8,9,10,11,12 65.44 66.52 67.80 68.37
f1,2,3,4,5,6,7,8,9,10,11,12 67.05 68.93 69.98 70.81
f1,3,6,7,8,9,10,11,12 66.01 68.42 69.12 70.31
f1,3,4,5,7,8,9,10,11,12 66.35 68.45 68.57 70.25
f1,2,3,6,7,8,9,10,11,12 67.58 69.23 69.63 70.44
f1,3,5,6,7,8,9,10,11,12 67.28 69.31 69.57 70.61
f1,6 60.62 61.99 63.60 64.89
f1,6,7,8,9,10,11,12 67.98 68.56 68.63 70.06
f1,4 59.16 61.33 63.01 64.15
Table 31: Constrained results of negation and modality scope compared to no scope.
No Scope Only Negation
ids Test2014 Test2013 Test2014 Test2013
av. F av. F av. F av. F
f1,2,3,6,8,9,10,11,12 67.23 68.85 68.99 70.24
f1,2,3,6,7,10,11,12 65.48 66.17 68.79 70.28
f3,6,7,8,9,10,11,12 65.44 66.52 67.87 67.29
f1,2,3,4,5,6,7,8,9,10,11,12 67.05 68.93 69.13 70.24
f1,3,6,7,8,9,10,11,12 66.01 68.42 69.25 69.40
f1,3,4,5,7,8,9,10,11,12 66.35 68.45 69.11 69.57
f1,2,3,6,7,8,9,10,11,12 67.58 69.23 69.39 70.36
f1,3,5,6,7,8,9,10,11,12 67.28 69.31 69.39 70.50
f1,6 60.62 61.99 63.88 64.42
f1,6,7,8,9,10,11,12 67.98 68.56 69.17 69.30
f1,4 59.16 61.33 63.12 64.07
Table 32: Constrained results of only negation scope compared to no scope.
signiﬁcantly improve results.
Results of experiment pairs of no treatment versus only modality treatment on tweet test sets
can be seen in Table 33. Null hypothesis of modality treatment does not improve results could not
be rejected here for both datasets with p-values of (p = 0.071) for 2014 test set, (p = 0.088) for 2013
test set and t-values of 0.38 for 2014’s test set and 0.16 for 2013. This means modality treatment
slightly improves but this can be by chance. This may be due to the fact that we use modality
by over-generalizing its sub-branches. However, these results do not mean that modality is useless.
Using modality with negation produces higher t-values than using only negation.
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No Scope Only Modality
ids Test2014 Test2013 Test2014 Test2013
av. F av. F av. F av. F
f1,2,3,6,8,9,10,11,12 67.23 68.85 68.21 68.89
f1,2,3,6,7,10,11,12 65.48 66.17 64.47 66.74
f3,6,7,8,9,10,11,12 65.44 66.52 65.99 66.33
f1,2,3,4,5,6,7,8,9,10,11,12 67.05 68.93 67.62 68.78
f1,3,6,7,8,9,10,11,12 66.01 68.42 67.63 68.55
f1,3,4,5,7,8,9,10,11,12 66.35 68.45 67.00 68.47
f1,2,3,6,7,8,9,10,11,12 67.58 69.23 67.83 69.01
f1,3,5,6,7,8,9,10,11,12 67.28 69.31 68.04 69.03
f1,6 60.62 61.99 61.80 62.17
f1,6,7,8,9,10,11,12 67.98 68.56 68.08 68.38
f1,4 59.16 61.33 60.62 61.50
Table 33: Constrained results of only modality scope compared to no scope.
7.4 SemEval Tasks
In this section, descriptions of the tasks and systems that participated in 2013’s and 2014’s SemEval
Sentiment Analysis of Tweets challenge are pointed out ﬁrstly. Then, our participation is analysed.
7.4.1 Task Descriptions
Task 10B, Polarity Classiﬁcation of Tweets Polarity classiﬁcation of tweets at SemEval is a
ternary classiﬁcation of polarity classes. The problem is simply labelling a tweet as positive, neutral,
or negative; pointed out in detail in (Rosenthal et al., 2015).
Task 11, Sentiment Degree Association for Figurative Language Tweets Sentiment Anal-
ysis of Figurative Language in Twitter was a pilot task at SemEval 2015 (Ghosh et al., 2015). The
task is to determine the degree of sentiment in a ﬁne-grained level set of tweets containing rich
ﬁgurative language, Sarcasm, Irony and Metaphor and labelled with scores between -5 and 5 by
human annotators.
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7.4.2 Systems on Previous SemEval Sentiment Analysis of Tweets Chal-
lenges
(Nakov et al., 2013) and (Rosenthal et al., 2014) give details and analyze results of previous Sentiment
Analysis of Twitter challenges of 2013 and 2014. Some selected systems in those challenges are
investigated below.
(Mohammad et al., 2013) Team NRC-Canada, takes a bag-of-words approach. They make
use of word and character n-grams, several lexica, negation and twitter-speciﬁc surface-level syntax
features with an SVM classiﬁer for message polarity classiﬁcation task of 2013 challenge. They
contribute two new automatically compiled lexica. The usage of the scope of negation in their system
is the simple heuristic of taking every term between a negation trigger and following punctuation.
Their system ranked ﬁrst among 38 teams with an average of positive and negative F-measure of
69.02% outperforming the following team nearly 4%. For 2014’s task, the same system (Zhu et al.,
2014) is submitted with the improvements of negation over automatically compiled lexica. They
improved their results on 2013’s tweet dataset to F-measure of 70.75% by ranking 2nd on this
dataset, and their system performs 69.85% ranking 4th; for surprise sets of the challenges, which
are SMS, LiveJournal entries and sarcastic tweets, (Zhu et al., 2014) ranks ﬁrst for each; for overall
they ranked ﬁrst among 50 teams, for both macro and micro averaged F-measures of all datasets.
(Kiritchenko et al., 2014) gives a detailed explanations of the systems after giving a general overview
of the literature on sentiment analysis of short informal texts.
(Gu¨nther and Furrer, 2013) trains stochastic gradient descent as a linear classiﬁer with the
features created from SentiWordNet (Esuli and Sebastiani, 2006) and words that are stemmed with
the Porter stemmer (Porter, 1997) and clustered with Brown cluster9 (Owoputi et al., 2013). Word
clusters are used as bag of cluster of words in feature space. Negation scope is found as in (Moham-
mad et al., 2013) by marking words with a negation mark if they occur between a negation trigger
and a punctuation. Their result for tweet-level polarity classiﬁcation is reported an F-measure of
65.27% ranking as the second team. A more wide coverage system details and iterative experiments
9Clusters are sets of similar words, are used to map those terms into one in order to reduce the size of feature
space.
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for the system is pointed out in ﬁrst author’s thesis (Gu¨nther, 2013). (Gu¨nther et al., 2014) im-
proved their system for 2014’s task by using a Twitter-speciﬁc tokenizer, CMU tokenizer (Gimpel
et al., 2011), adding new features and sentiment lexica, namely opinion lexicon by Bing Liu (Hu
and Liu, 2004), the MPQA subjectivity lexicon (Wilson et al., 2005), and NRC Hashtag Lexicon
(Mohammad et al., 2013). They encoded bag-of-words features based on unigrams and bigrams,
and added features of POS tag based, presence of a question mark, and a hashtag or URL, presence
of positive or negative term’s domination from each lexica. They report an almost 4% improvement
over 2013’s tweet dataset, ranking 5th and they achieved a 69.95% F-measure, ranking 3rd in 2014’s
tweet dataset and overall.
(Miura et al., 2014) participated in the 2014’s challenge by training a logistic regressor with
a linear model by using weights for each polarity gold label given that the tweet datasets are im-
balanced. They apply preprocessing to data as unifying all URL’s into one single token, unicode
normalization, lowercasing and spelling correction. Then, preprocessed data is POS tagged with
both the Stanford POS tagger (Toutanova et al., 2003) and the CMU POS tagger (Gimpel et al.,
2011); and simple standard heuristic of labelling negation scope between negation trigger and fol-
lowing punctuation is applied. Word-sense disambiguation was applied on words with their POS
tag information from the Stanford POS tagger. As a design decision, lexica used in the study are
categorized as formal and informal lexica and processed separately: Formal lexica are MPQA Sub-
jectivity Lexicon (Wilson et al., 2005), General Inquirer (Stone et al., 1966), SentiWordNet (Esuli
and Sebastiani, 2006); and the informal ones are opinion lexicon of Bing Liu (Hu and Liu, 2004),
NRC Hashtag Lexicon (Mohammad et al., 2013), AFINN-111 (Nielsen, 2011) and Sentiment140
Lexicon (Mohammad et al., 2013). For formal lexica, features are extracted and encoded with nega-
tion and word-sense disambiguation information. For positive and negative polarity classes in each
lexicon, counts of matched sentiment term, total score per tweet, maximum score in a tweet, and last
token score features are encoded per tweet. Word and character n-grams and Brown clusters from
(Owoputi et al., 2013) are other features used in the system. Their system was the top-performer in
2013 and 2014’s tweet-level polarity classiﬁcation datasets by achieving 72.12% and 70.96% respec-
tively. However, their low results in the surprise sets lowered their overall micro-averaged result to
ﬁfth rank. This fact shows that their system is over-trained for tweets and giving weights to their
68
classiﬁer did not work as well on surprise sets as they did on tweet sets.
(Tang et al., 2014) creates a feature set called sentiment-speciﬁc word embeddings by making
use of a deep learning system trained with neural network on 10M positive and negative labelled
via distant supervision of emoticons; and they replicate the feature set of NRC-Canada’s 2013
participation (Mohammad et al., 2013). These feature sets are concatenated at the end and an SVM
classiﬁer is used for supervision. The system is submitted to 2014’s challenge. (Tang et al., 2014)
reports results separately on their concatenated feature space, sentiment-speciﬁc word embeddings
and NRC-Canada’s replication. Sentiment-speciﬁc word embeddings feature set achieves 68.69%
F-measure on 2013 tweet test set and 66.86% on 2014’s. When adding NRC-Canada’s replicated
feature set, which is the submitted version; results improve to 70.40% ranking third and 70.14%
ranking second respectively. They report results on NRC-Canada’s replicated feature set as 66.18%
on 2013 tweet test set and 67.07% on 2014’s. (Zhu et al., 2014) reports on their older system’s
performance as 69.02% and 68.88% respectively. These diﬀerences of comparative results may be
due to diﬀerent classiﬁer parameters and kernels, and the diﬀerent sizes of the training data two
diﬀerent team retrieved at diﬀerent years.
7.4.3 Task 10B: Polarity Classiﬁcation of Tweets
Approach We submitted our system, CLaC-SentiPipe (O¨zdemir and Bergler, 2015a), after the
development experiments, which we selected as parameters of the hybrid tokenizer module, multi-
classed automatically created lexica, the Stanford Parser supplied with partial POS tags, and using
negation and modality scopes; trained with weighted SVM classiﬁer on a non-scaled feature space,
using the ﬁrst phase of the exhaustive feature combination evaluation technique of (Shareghi and
Bergler, 2013a,b).CLaC-SentiPipe with 62.00% ranked 9th among 40 teams, a very strong placement
considering less than 3% separated our results from the top ranking one which achieved 64.84 f-
measure. The submitted combination, f1,2,3,6,8,9,10,11,12, contained feature subsets of AFINN-111,
MPQA, Liu, Gezi unigrams, dependencies and secondary feature set, 94 features in total.
Evaluation metric Average F-measure of positive and negative classes was used as the oﬃcial
evaluation metric calculated as in Equation 5 and Equation 6, where P stands for precision and R
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stands for recall:
Fav = 2 ∗ Fpos + Fneg
2
(5)
Fpos = 2 ∗ Ppos ∗Rpos
Ppos +Rpos
& Fneg = 2 ∗ Pneg ∗Rneg
Pneg +Rneg
(6)
Results Our submission achieved an average F-measure of positive and negative classes of 62.00%.
A comparison of the competing systems on the past two years’ data shows that our system ranked
7th on 2013 Twitter data, 10th on 2014 Twitter data, 6th on 2014 Live Journal data, 18th on SMS
messages from 2013, and 10th on Twitter 2014 Sarcasm data. Except SMS dataset, our results are in
similar ranks, which is a feature few other teams have. This demonstrates robustness in performance.
Also, the fact that our system ranked better on 2015 than on 2014 suggests no over-ﬁtting happened.
The detailed oﬃcial results of selected teams are shown in Table 34.
Team (40) # Tw15 Sarc15 Tw14 Sarc14 Live-J Tw13 SMS
Webis 1 64.84 53.59 70.86 49.33 71.64 68.49 63.92
unitn 2 64.59 55.01 73.60 55.44 72.48 72.79 68.37
Splusplus 5 63.73 60.99 74.42 42.86 75.34 72.80 67.16
IOA 7 62.62 65.77 71.86 51.48 74.52 71.32 68.14
CLaC-SentiPipe 9 62.00 58.55 70.16 51.43 73.59 70.42 63.05
Grad-Analytics 16 60.62 56.45 66.87 59.11 72.63 65.29 61.97
ECNU 18 59.72 52.67 66.37 45.87 74.40 65.25 68.49
average 57.13 52.12 64.88 47.02 68.13 63.22 60.19
median 59.42 54.48 66.21 47.00 69.98 65.68 62.05
Table 34: Selected teams’ average F-measure results from SemEval 2015 Task 10B
Our system’s detailed precision (P), recall (R) and average F-measure of negative and positive
classes (av. F) results for each polarity class over all datasets along with overall average F-measure
of positive and negative classes are illustrated in Table 35.
7.4.4 Task 11: Sentiment Degree Association for Figurative Language
Tweets
Approach We tested the robustness of our linguistically motivated lexical features by submitting
the same pipeline for text processing, feature creation and ﬁrst phase of the exhaustive feature
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positive negative neutral overall
dataset P R av. F P R av. F P R av. F av. F
Twitter2015 75.58 63.20 68.84 43.51 75.34 55.17 66.63 60.08 63.19 62.00
Twitter2015-sarcasm 55.56 55.56 55.56 61.54 61.54 61.54 43.75 43.75 43.75 58.55
LiveJournal2014 79.33 66.51 72.36 68.39 82.57 74.81 67.87 68.86 68.36 73.59
SMS2013 59.26 68.29 63.46 54.39 73.86 62.65 83.55 68.60 75.34 63.05
Twitter2013 73.45 75.13 74.28 59.50 75.54 66.57 75.66 66.52 70.80 70.42
Twitter2014 78.76 70.98 74.67 58.53 74.75 65.65 63.10 66.97 64.97 70.16
Twitter2014Sarcasm 50.91 84.85 63.64 90.91 25.00 39.22 40.00 61.54 48.48 51.43
Table 35: Oﬃcial CLaC-SentiPipe results for Task 10B in 2015
combination evaluation technique of (Shareghi and Bergler, 2013a,b) via 10-fold cross validation
on the training set with M5P (Wang and Witten, 1997), a decision tree regressor, with the same
pipeline parameters that we selected for Task 10B. We conducted 10-fold cross validation to create
predictions and then calculated correlation coeﬃcients (Nelson, 2001).
The extracted features are the same as the features we extracted for Subtask 10B. The only
diﬀerence is the gold labels since Task 11 requires continuous classes while these are discrete in
Subtask 10B.
We used ﬂoat-based gold labels for training data and treat the problem as a regression problem.
The output of our system’s predictions were then rounded to integer values, due to this was a
requirement of the task.
The submitted combination; f1,2,3,6,7,10,11,12 containing AFINN-111, MPQA, Liu, Gezi unigrams-
bigrams, and secondary feature set, totally 90 features10; is selected upon the results on 10-fold cross
validation experiment since it created the best performance.
Evaluation metrics The challenge reports two evaluation metrics: Cosine similarity and mean-
squared error. Given n-sized two vectors of t, vector of gold label values and e, vector of predicted
label values; formula for cosine similarity can be seen in Equation 7 and formula for mean-squared












10We excluded NRC unigrams-bigrams as Gezi has similar characteristics with NRC and performs better. Depen-







(ti − ei)2 (8)
Results The single submission of our system, CLaC-SentiPipe, ranked ﬁrst in both, cosine and
mean squared error measures. There were wide margins between the ﬁrst three systems.
Results for the diﬀerent forms of non-literal language can be seen in Table 36. In mean square
error, CLaC-SentiPipe ranked ﬁrst in the overall score, the metaphor, and other categories. For the
cosine measure, the third system of a competitor obtained best performance in the other category,
but with a high mean squared error.
The second best system, interestingly, does not hold best performance in a single category,
which demonstrates the good performance of a robust approach. The third ranked team obtained
best performance for irony both in cosine similarity and least squared error, but not in their best
performing submission.
Team (15) # Overall Sarcasm Irony Metaphor Other
Cosine CLaC-SentiPipe 1 0.758 0.892 0.904 0.655 0.584
UPF 2 0.711 0.903 0.873 0.520 0.486
LLT PolyU 3 0.687 0.896 0.918 0.535 0.290
elirf 5 0.658 0.904 0.905 0.411 0.247
MSE CLaC-SentiPipe 1 2.117 1.023 0.779 3.155 3.411
UPF 2 2.458 0.934 1.041 4.186 3.772
LLT PolyU 3 2.600 1.018 0.673 3.917 4.587
elirf 8 3.096 1.349 1.034 4.565 5.235
Table 36: Oﬃcial results of selected teams for SemEval Task 11.
Our system has shown robustness across Task 10B and Task 11, and the linguistic features




8.1 Analysis of Results
Results for diﬀerent feature bundles from our ablation studies are compared in Table 37. The results
in italics represent oﬃcial challenge results, while results in bold represent the best performing bundle
for given datasets.
Our choice of system for Task 10B, which has its result in italics in Table 37, was informed by
good performance on both, 2013 and 2014 datasets. Our best performing feature bundle is only
marginally better and leaves a 2% gap to the competition winner.
Our choice for Task 11, which has its result also in italics in Table 37, was the best performing
combination on correlation results on a 10-fold-cross validation experiment on the training data.
Note that our competition submission does not include dependency features, however, if we include
them instead of MPQA and Bing Liu feature subsets, performance increases by a cosine diﬀerence
of .01.
We notice that there is no feature bundle that performs best on all datasets. Since the best
performers for each dataset include almost all features, we conclude that the diﬀerent features are
compatible and at least to a small degree encode complementary information. However, the feature
bundle that contains all features is never the top performer, indicating some interference between
features.
Our single feature ablation performance table of each lexicon used as sole lexical resource is
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Task 10B F1 measures Task 11
feature ids 2015 2014 2013 Cosine
f1,3,5,6,7,8,9,10,11,12 62.64 69.57 70.61 0.763
f1,2,3,6,7,8,9,10,11,12 62.38 69.90 70.85 0.767
f1,2,3,4,5,6,7,8,9,10,11,12 62.18 69.98 70.81 0.765
f1,2,3,6,8,9,10,11,12 62.00 70.16 70.42 0.761
f1,3,6,7,8,9,10,11,12 61.88 68.97 70.03 0.765
f1,6,7,8,9,10,11,12 61.31 68.63 70.06 0.768
f1,3,4,5,7,8,9,10,11,12 61.25 67.96 70.36 0.757
f3,6,7,8,9,10,11,12 60.77 67.80 68.37 0.763
f1,2,3,6,7,10,11,12 60.17 65.80 66.91 0.758
f1,6 58.28 65.48 65.40 0.576
f1,4 57.33 63.01 64.15 0.617
Table 37: Performance of diﬀerent feature bundles.
illustrated in Table 38 across datasets. Surprisingly, AFINN-111, the smallest, manually compiled
lexicon, does not only outperform the others, but enhanced with our linguistic context annotations
performs only 12% worse than the best combination on 2015 test set. The reason behind this may
be the design criterion for AFINN-111 (Nielsen, 2011) to exclude terms that may have conﬂicting
sentiment prior polarities altogether.
Task 10B F1 measures Task 11
feature ids 2015 2014 2013 Cosine
f1:AFINN-111 54.97 60.26 62.19 0.558
f6:Gezi unigrams 54.65 60.81 57.86 0.554
f3:Bing Liu 53.88 53.90 57.20 0.555
f2:MPQA 52.22 51.42 53.39 0.548
f4:NRC unigrams 49.83 52.39 50.90 0.609
Table 38: Results on lexical feature subsets on Task 10B.
Comparing Gezi to NRC, we see that adding syntactic scope treatment while enlarging the size
of the tweet collection for automatically creating a resource increases its eﬃciency. This point is
also supported by the fact that Gezi intersects and agrees with manually created lexica to a higher
degree than NRC, mentioned in Section 7.2. Also, Gezi unigrams outperforms NRC unigrams in




Determining one system’s error cases, and analyzing them is salient to identify general confusion
situations of the system. By detecting errors and proposing possible solutions can establish future
directions.
We targeted frequent errors of our linguistically motivated lexical features oriented system on
our SemEval submissions after deﬁning what an error means for each task.
8.2.1 Errors on Polarity Classiﬁcation of Tweets
Deﬁnition of Error Deﬁning errors for polarity classiﬁcation is trivial, a misclassiﬁed tweet is an
error instance. In Table 39, where the confusion matrix of our 2015 SemEval Task10B’s submission,
non-bolded cells are error instances (e.g. positive gold labels predicted as negative).
Notice that since the oﬃcial evaluation metric is average F-measure of positive and negative
classes and negative instances are less frequent than positives, misclassifying negatives as another
class or misclassifying another class as negative give more penalty, especially misclassiﬁcation be-





neutral 596 244 58
positive 184 659 34
negative 207 135 273
Table 39: Confusion matrix of polarity classiﬁcation task submission.
Error Cases
• Tweets with contrastive discourse markers
The most frequent case of errors are coming from tweets with contrastive discourse connectors.
Out of 2340 instances of 2015’s test set, 171 conjuctors and 44 adverbs of contrastive discourse
connectors are present. In our system, their existence has only been checked. However, they
encode semantics in a way that one side of two sides contrasting each other is emphasized. The
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form of (modality(polarityX), but polarityY) − > sentiment(polarityY) occurs frequently as in
Example 16a and Example 16b. The reason that our system did not distinguish the meaning
behind, and does not encode it, thus it can fail easily.
Example 16. a. I may not like the walking dead but Norman reedus is pretty attractive.
(gold:positive, predicted:negative)
b. Yeah, Christian Ponder may be a great guy, but he is a complete dumpster ﬁre behind
center.
(gold:negative, predicted:positive)
c. @OﬀsideLiam Carlo Ancelotti after LVG and then may be Giggs. Not a big fan of Guardiola,
despite the success.
(gold:negative, predicted:positive)
In Example 16c another contrastive discourse marker, despite, encodes contrast in a diﬀerent
form: (polarityX, despite polarityY) − > sentiment(polarityX). Therefore, for each contrastive
discourse marker sentiment speciﬁc semantic compositionality rules might be adopted. This is
left as a future work.
• Tweets with comparatives
Comparatives can be tricky for sentiment. Since, there are two parts compared; one part is
better and the other is worse relatively. Yet, to identify an overall sentiment becomes harder. In
Example 17a, the user mentions a situation will get better implying that the current situation
is worse; and the emoticon occurring at the end shows that the person is unhappy about it.
Our system labels the tweet as negative also by relying on the negative emoticon, however,
annotators perceive it as a positive message since the new situation will be better. This is
arguable by depending on one’s interpretation.
Example 17. a. Nash’s and Skylynn’s video tomorrow ... I’m sure that the video will make
me feel better /:
(gold:positive, predicted:negative)




A special case in Example 17b is interesting such that a hypothetical situation which did not
happen is mentioned as something bad but could be worse implying that it was not really
bad. Here we see modality and conditional bring implication which matters for sentiment.
However, annotators saw this situation of something bad did not get worse as negative which
is arguable; since it might sound positive when approached optimistically. In the next section,
comparatives are investigated brieﬂy; however we leave it mostly for future work.
• Tweets with sentiment-laden terms of certain emotions
Sentiment is often expressed with emotions. If the attributes of emotional terms conveying
sentiment could be encoded, a better analysis is highly possible.
In Example 18a, a term of surprise is used. Although surprise occurs in positive context
generally, here the surprise term, wow, encode an attitude of something unexpected toward
something negative. Having positive sentiment score from lexica we use and being encoded as
a structural feature by occurring at the beginning of the message make classiﬁer biased and
it misclassiﬁed the tweet. Another case is emotions can be exaggerated by using idiomatic
expressions which may contain terms of opposite polarity (e.g. tears of joy). We see to die
because of excitement in Example 18b, where a very negative term fails our classiﬁer.
Example 18. a. wow the 4th season of AHS is like not good
(gold:negative, predicted:positive)
b. Tomorrow is the out of Steal My Girl, next day, out of WWAT ﬁlm, the next day,,, I’m
gonna DIE because of excitement...
(gold:positive, predicted:negative)
c. My sincere condolences to Lee Soo Man’s wife. May she rest in peace.
(gold:positive, predicted:negative)
Another question is what to do when emotions are positive towards a person in a negative
event? In Example 18c, positive wishes are expressed for someone who passed away. Our
classiﬁer labelled the tweet with the polarity of the event even though the tweet contains
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highly positive terms in it, yet failed. This is again a question of what perspective should be
taken towards text containing positive wishes on undesired events that needs to be answered.
• Adjective scope over sentiment-laden terms
Adjectives play an important role in sentiment analysis. They may not only be an attribute
of someone or something, but they may also have an impact on context. Although they
are extreme examples, Example 19a and Example 19b illustrate how interestingly adjectives
impact semantics. Example 19a implies that something desired did not come true, therefore
it created disappointment1. In Example 19b, a negative adjective which seems to be used as
an implicit negation trigger, scoped over a positive adjective which is under scope of negation;
created an overall meaning with strong positive sentiment.
Example 19. a. I know it was too good to be true OTL
(gold:negative, predicted:positive)
b. I ﬁnd it very diﬃcult not to be happy with him
(gold:positive, predicted:negative)
As a future work, adjective scope can be included into linguistic notions used for sentiment.
• Tweets with opposite sentiment triggers
In tweets having opposite sentiment triggers, generally one particular sentiment outweighs the
other. This may happen due to one particular focus as in Example 20a or quantitatively
outweighs as in Example 20b. In Example 20c and Example 20d, positive starts of messages
dominated against negative endings. For these errors, compositionality could be used to de-
termine which phrases or sentences are more focused or dominant.
Example 20. a. #DailyNBA Kobe Bryant looked like his old self against the Jazz during a
119-86 loss on Thursday, making 10-of-23 from the ﬁeld and ...
(gold:positive, predicted:negative)
b. Perseverance is failing 19 times and succeeding the 20th. Julie Andrews http://t.co/QaNj6I3Nbo
(gold:positive, predicted:negative)
1Notice that when something is good to be true, it may also imply that is desired which is positive. But, the
meaning here is implied by using past tense and a social-media term (OTL) used for disappointment
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c. Can’t wait for tomorrow. #ProperFootball Only problem is my usual pub is showing the
Arsenal game instead.
(gold:positive, predicted:negative)
d. @NiallOﬃcial i hope you wish me happy bday tomorrow Niall or i’ll be so sad
(gold:positive, predicted:negative)
• Tweets with unfamiliar terms or terms that require common-sense knowledge
Automatically compiled lexica may cover too many terms which may be recent and give an
idea about its general sentiment. However, the collections of the resources we used in our
system have tweets until May 2014. The term Ebola in Example 21a appeared after this date,
in which our system is incapable of having sentiment information about it. Second of all, the
phrase of to go crazy in Example 21b is generally used for negative sentiment, which exists
in our bigrams with a negative score. Nonetheless, in sports domain, the term is used for a
team or player played excellent. Therefore, domain-based common sense information seems
beneﬁciary for sentiment purposes.
Example 21. a. Obama is a ditherer. (Or you can call him a deep thinker. Both correct.)
But for the love of Ebola, DO SOMETHING. http://t.co/QGjbLVc2tg
(gold:negative, predicted:positive)
b. Bulls came back Butler went crazy in the 4th
(gold:positive, predicted:negative)
• Tweets with ﬁgurative language
One of the features of the nature of the social media is that users use ﬁgurative language
more frequently. In Example 22a, the annotators labelled the tweet without seeing the irony
explicitly stated by the hashtag at the end, which was captured by our system. However, when
ﬁgurative language is implicitly conveyed as in Example 22b, it becomes hard to be determined
especially when you have training data is not prepared for it.
Example 22. a. So today we think @WHO r going to complete their draft to destroy #ecigs
& Ashton is oﬃcially reinstated. Happy Friday guys. #sick
(gold:positive, predicted:negative)
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b. Ben Aﬄeck and Henry Cavill are in my city. Sucks to know that I’m only the 3rd sexiest
dude here for a day.
(gold:positive, predicted:negative)
8.2.2 Errors on Sentiment Degree Association for Figurative Language
Deﬁnition of Error For oﬃcial evaluation on Task 11, our regression model calculated continuous
real values between -5 and 5 as predictions. These values were required to be rounded to integers
for submission to create equality between participants using regression models or classiﬁcation ones.
Then, evaluation was performed by using the metrics of cosine similarity and mean-squared error
between those predicted rounded integer-based values and ﬂoat-based gold values. Deﬁning errors is
not trivial, since no schema is deﬁned for errors nor exactly matching of predicted and gold values,
even both are rounded to integers, does not give expected insight. Otherwise, the instances predicted
closely but not exactly can be found as errors (e.g. -2 predicted as -3). Therefore, after rounding
gold and predicted values to integers, we proposed some error schemas for the task:
1. if gold and predicted values are not equal (p = g)
2. if absolute value of diﬀerence of gold and predicted values is greater than 1 (|p− g| > 1)
3. if absolute value of diﬀerence of gold and predicted values is greater than 2 |p− g| > 2
When these conditions of error schemas are applied, the instance numbers accepted as correct
and errors, and the accuracy for each condition can be seen in Table 40.
error condition correct error accuracy
p = g 2518 1481 62.97
|p− g| > 1 3085 914 77.14
|p− g| > 2 3664 335 91.62
Table 40: Accuracy table for each error condition.
From these error conditions, we select |p− g| > 1 for our error schema, given that p = g is a very
strict condition deﬁnes highly close predictions as errors (e.g. -3 and -4), and |p− g| > 2 achieves a
high accuracy narrowing our error instances.
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When the gold and predicted values are rounded to integers for discretization of continuous
values, the confusion matrix of 11 discrete classes of our submission task is illustrated in Table 41.
The bolded cells demonstrates the correct instances according to the selected schema’s condition of
|p− g| > 1.
Gold
Predicted
-5 -4 -3 -2 -1 0 1 2 3 4 5
-5 1 1 0 2 0 0 0 0 0 0 0
-4 1 3 15 57 22 1 1 0 0 0 0
-3 1 18 113 456 120 22 6 1 0 0 0
-2 0 10 105 1073 277 66 6 3 0 0 0
-1 1 1 35 387 175 58 20 2 1 0 0
0 0 0 8 90 109 63 25 3 0 0 0
1 0 0 5 28 56 44 26 9 1 0 0
2 0 0 1 28 52 33 31 9 1 0 0
3 0 0 0 12 32 36 55 53 12 1 0
4 0 0 0 9 23 12 17 31 11 6 2
5 0 0 0 1 0 1 0 1 1 0 0
Table 41: Confusion matrix of sentiment degree association on ﬁgurative language task submission.
Error Cases Test set of the Task 11 contains both ﬁgurative and non-ﬁgurative language. There-
fore, to generate an error analysis, it is important to know whether a tweet has ﬁgurative language
or not and if it does, which ﬁgurative language type it is. However, those labels are not supplied
to participants by the organizers of the task, even though it was requested. For this reason, a
constrained error study has been conducted.
• Tweets with terms triggering literal meaning
One disadvantage of our non-bag-of-words approach is not able to represent terms as features in
the feature space. The terms like literally encodes literal meaning to avoid expressing ﬁgurative
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language as in Example 23a and Example 23b, but there are exceptions like Example 23c2.
Understanding if a tweet contains ﬁgurative language sometimes can be troublesome in the
cases it is encoded implicitly. In Example 23a, in the hypothetical situation that someone
receives a terrible news, the tweet becomes ironic.
Example 23. a. RT @FreakinNess: literally received the best news today. #GodIsGreat
(gold:4, predicted:-1)
b. apples are literally magical whenever im not feeling good i can eat just eat an apple and i
feel better
(gold:3, predicted:-2)
c. It’s literally the best feeling being ditched mid conversation #not
(gold:-3, predicted:-2)
• Training on structural features
In the training data, users gave speciﬁc hashtags at the end of the tweets stating irony and
sarcasm such as #not, #irony. Otherwise, the ﬁgurative language in body of tweets could not
be shown explicitly. Since conveying ﬁgurative language implicitly may avoid ﬁgurative lan-
guage captured by readers. These hashtags are represented in the Gezi Lexicon with negative
sentiment scores. Due to the fact that in our secondary features which contain also structural
features of last token’s sentiment score and last token’s POS tag, these features modelled train-
ing data highly with those hashtags indicating always ﬁgurative language. Recall that training
data contained ﬁgurative language. Therefore, the tweets having non-ﬁgurative language con-
tent and a hashtag at the end as in Example 24a and Example 24b, generally got predicted
incorrectly. This may be solved by taking an feature to diﬀerentiate between hashtags stating
ﬁgurative language and others.
One complaint of ours here is there are many non-ﬁgurative tweets repeatedly exist in test set
such as Example 24a.
Example 24. a. Hi angus It’s @nightskyxniall but I got on tweet limit To ﬁnally speak to my
sunshines means so much #Bumps5SOSFanCall
2Notice that this example is not an error and is given to outline the exception.
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(gold:2, predicted:-2)
b. Great to speak to Alan Kennedy again last night, top bloke @5timesco Both impressed with
@lfc18alberto so far #leftbackunion
(gold:4, predicted:-1)
8.3 Special Cases
8.3.1 Investigating Adverbs in SemEval 2013 Tweet Dataset
An adverb can modify a verb, an adjective, another adverb, a phrase, or a clause. An adverb
indicates manner, time, place, cause, or degree and answers questions such as how, when, where,
how much.3
Since adverbs are modiﬁers in contexts, it is worth to investigate them in Sentiment Analysis.
For such an experiment, part of speech tags are annotated in GATE environment. In order to do
that; a pre-annotator pipeline is built with the CMU tokenizer, Stanford Sentence Splitter and the
CMU POS tagger, which runs on training and development sets of SemEval 2013 Tweet Dataset.
Since the CMU tokenizer and POS tagger are trained on twitter data, they can deal with elongated,
upper-cased or mistyped expressions in the data.
The aim of the experiment is to ﬁnd the correlation between adverbs and diﬀerent polarity classes
of tweets.
After having tokens and part-of-speech tags in Penn Treebank style POS tags, in our pipeline 4
diﬀerent tags are used: RB (general adverb), RBR (comparative adverb), RBS (superlative adverb),
and WRB (Wh-adverb). Table 42 shows, how many adverbs occurred in diﬀerent sentiment classes
within two diﬀerent datasets. The information of how many adverbs occurred uniquely in those
datasets is also conveyed.
Data Set unique total positive negative neutral
training data 461 5165 2109 1121 1935
development data 179 822 316 246 260
Table 42: Adverb information per message-level data set.
3from http://www.writingcentre.uottawa.ca/hypergrammar/adverbs.html
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Occurrences of unique adverbs with no preprocessing from the Task 10B’s training data in dif-
ferent classes are recorded as they can be seen in Table 43.
adverb positive neutral negative
Hopefully 16 1 0
hopefully 9 2 0
forward 44 5 2
EVER 8 1 0
ever 45 14 9
Never 7 4 0
never 16 5 13
tho 14 5 1
When 6 15 1
Why 5 14 18
why 9 15 22
much 33 9 10
there 48 59 16
pretty 19 4 6
Pretty 2 0 3
more 59 58 21
too 53 25 20
SO 4 0 2
sooooooo 1 0 0
soo 3 0 0
NOT 3 1 4
not 63 74 116
fucking 2 1 3
fuckin 2 0 2
Unoﬃcially 0 7 1
anymore 1 1 6
damn 1 2 6
very 25 10 16
just 149 187 97
still 50 54 27
Table 43: Selected adverbs from of Task 10B’s training data
Since adverbs’ modiﬁcations do not always have wide scope over sentences, a better experiment
can be looking for adverbs in contextual gold standard data. However, Table 43 still gives us ideas
how adverbs behave diﬀerently: Some occurs in certain classes like hopefully, some are distributed
proportionally to sentiment classes according to the data like just. Some are in only sentiment-
laden classes like SO. In addition elongation and/or all-capitalization seem to have eﬀect on adverbs
behaviours.
Since most of the lexica that are built for sentiment analysis tasks do not have POS tags for
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adverbs, simple lookup may mislead systems. For example, pretty can be an adjective, which most-
likely modiﬁes a noun positively; or as an intensiﬁer adverb which may intensify a negative adjective
by increasing its negativity level. Again, it may occur to a diminisher adverb which modiﬁes an
adjective or a verb. Thus, a lexicon which keeps the terms with their part of speech tags should be
considered, like MPQA.
8.3.2 Comparatives and Superlatives
In error cases we demonstrated that our system may fail easily on tweets containing comparatives.
Here, we only give details on how many instances of comparatives there are in the Task 10B datasets.
The same is also applied for superlatives.
Comparatives and superlatives are identiﬁed in two ways: Relying on POS tags of comparatives
and superlatives from the CMU POS tagger and relying on the Gezi resources’ terms.
In both ways, unigram words are identiﬁed through RBR, RBS, JJR and JJS tags and bigram
words are identiﬁed with the same tags modifying adverbs or adjectives. In addition, we extracted
superlatives and comparatives from Gezi unigrams and bigrams, where bigrams only having the
adverbs of more and most.
In Table 44, apart from the last the row of Gezi’s terms’ superlatives and comparatives, rows
show how many diﬀerent types of superlatives and comparatives occur in diﬀerent data sets detected
with the CMU POS tagger. It is surprising that trigger counts are very close to total superlatives
and comparatives found by using POS tags. This can be seen by comparing the last two rows. Note
that the numbers next to the data set names are how many tweets they contain.
Since our automatically-compiled lexicon detects the comparatives in a wide coverage, its asso-
ciation score for a comparative can be used diﬀerently. This could be done by checking the cases in
which they behave according to the perspective or the condition in the messages. Then, semantically
compositional rules may be encoded to treat them in isolation.
8.3.3 Structure of Tweets
Tweets may have diﬀerent structures by the nature of the social media design: they can be a single
entry, a reply to another tweet, a retweet where a tweet is emphasized by another user, a modiﬁed
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Type POS tag Train Dev Test2013 Test2014
6,822 1,042 3,813 1,853
unigram with CMU POS RBR 143 13 91 30
unigram with CMU POS RBS 1 1 1 0
unigram with CMU POS JJR 155 25 93 32
unigram with CMU POS JJS 320 63 166 86
bigram with CMU POS RBR 25 0 19 5
bigram with CMU POS RBS 1 1 1 0
bigram with CMU POS JJR 8 3 6 3
bigram with CMU POS JJS 36 7 11 14
unigram with CMU POS total 619 102 351 148
bigram with CMU POS total 70 11 37 22
unigram+bigram with CMU POS total 689 113 388 170
Gezi unigram+bigrams - 655 109 361 159
Table 44: The occurences of unigrams, bigrams and lexical triggers (Gezi) in diﬀerent datasets.
tweet where a tweet is shared with additional comments from another user, or a URL with its content
from an external source.
In our study, we treated tweets assuming that they are single independent entries with their
content. This assumption is not necessarily true, however we made it for the reason that the data
supplied by the task organizers as individual instances.




We proposed and tested how beneﬁcial and useful it is to enhance lexical features with negation and
modality for sentiment analysis of tweets. We tested compact frequency-based and context-aware
lexical features by creating those features over polarity classes. This gave us the ease of adopting
negation and modality together for the feature space, even though it quadruples the lexical features.
Using modality context with negation for sentiment analysis of tweets is a novel approach.
Gezi is a negation-aware automatically created huge lexicon that is produced as a contribution of
this study. It is a replication of the NRC Hashtag Lexicon with several additional attributes such as
negation context and detailed preprocessing. In our ablation studies on sentiment polarity classiﬁ-
cation of tweets task and agreement-to-traditional-lexica studies, we observed that those additional
attributes made Gezi perform better. It yet cannot outperform AFINN-111, the smallest sentiment
lexicon which excludes terms having senses with diﬀerent polarity. In addition to these, we demon-
strated that automatically-compiled lexica can be adjusted to contain discrete prior polarity classes.
Finally, giving ﬁne-grained prior polarity labels are shown to be better than the basic categories of
positive, negative, and neutral, which is tested on sentiment polarity classiﬁcation of tweets task.
Creating linguistic information for informal text seems harder than formal text given that tok-
enizing and sentence splitting is required for parsing and these steps have new obstacles due to the
nature of informal text which contains new components of acronyms, emoticons and even intention-
ally mistyped words. We have shown that with a careful preprocessing (i.e. a hybrid tokenization,
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using appropriate POS tags and parser models) makes it feasible and useful by creating more accu-
rate tokens, sentences and POS tags practically.
Our decisions of the system design and selection of tools have been made by running comparative
experiments validated with statistical signiﬁcance tests. The main conclusions of these experiments
on the task of sentiment polarity classiﬁcation of tweets, and those conclusions are applied on the
task of determining strength of sentiment in ﬁgurative language of tweets:
• Scaling features does not improve the results on top of our system
• Using a hybrid tokenizer for tweet processing signiﬁcantly outperforms using a single tokenizer
for informal text
• Preprocessing steps are necessary for more accurate parse trees of tweets
• Fine-grained prior polarity labels for automatically-compiled lexica combined with linguistic
context improves the results signiﬁcantly for sentiment polarity classiﬁcation of tweets
• Using negation and modality context with sentiment lexica improves performance signiﬁcantly
for sentiment polarity classiﬁcation of tweets
Our performance in diﬀerent SemEval 2015 challenges demonstrated that our approach is robust.
In the tweet-level polarity classiﬁcation task, our system resulted within 3% margin of the best
performer system’s result.
Without adapting the system on measuring sentiment degree in ﬁgurative language pilot task,
our system achieved the best in competition results. Therefore, a regressor can eﬀectively derive
sentiment values for tweets with ﬁgurative language from these general features when explicitly
encoded without bias towards non-literal language. In addition, in our ablation studies, we observed
that using dependency-based features improves the results.
For diﬀerent lexica built for sentiment analysis purposes: although increasing the size of automat-
ically created lexicon may have an impact on improving the results, the bigger is not proportionally
better. For manually created lexica, we observe that the smallest lexicon performs the best with the
attributes of excluding terms that may have diﬀerent polarity senses depending on the context, and
of being compiled manually from tweets with both polarity classes and association scores.
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Our system could be improved by taking care of speciﬁc linguistic phenomena: Semantic com-
positionality for intensiﬁer and diminisher adverbs, contrastive discourse markers, comparatives,
and/or scopes of adjectives could be integrated to the feature space. These points together with the
other error cases discussed in Chapter 8 are left for future directions.
Another future work is beneﬁting from Grice’s Maxims (Grice, 1975) and Horn’s scalar impli-
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