Analytic and algebraic indices of elliptic operators associated with
  discrete groups of quantized canonical transformations by Savin, Anton & Schrohe, Elmar
ar
X
iv
:1
81
2.
11
55
0v
1 
 [m
ath
.O
A]
  3
0 D
ec
 20
18
ANALYTIC AND ALGEBRAIC INDICES OF ELLIPTIC
OPERATORS ASSOCIATED WITH DISCRETE GROUPS OF
QUANTIZED CANONICAL TRANSFORMATIONS
ANTON SAVIN, ELMAR SCHROHE
Abstract. We consider elliptic operators associated with discrete groups of
quantized canonical transformations. In order to be able to apply results from
algebraic index theory, we define the localized algebraic index of the complete
symbol of an elliptic operator. With the help of a calculus of semiclassical
quantized canonical transformations, a version of Egorov’s theorem and a the-
orem on trace asymptotics for semiclassical Fourier integral operators we show
that the localized analytic index and the localized algebraic index coincide. As
a corollary, we express the Fredholm index in terms of the algebraic index for
a wide class of groups, in particular, for finite extensions of Abelian groups.
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1. Introduction
Given a representation of a group G in a space of functions on a manifold M ,
there is an associated class of operators, called G-operators in the sequel, gener-
ated by the operators in the representation and the pseudodifferential operators on
M . This framework is quite broad and encompasses many interesting classes of
operators. The case of shift operators, where the action of G is induced by diffeo-
morphisms on M , is very well studied and goes back to the paper [7] by Carleman,
where he considers elliptic boundary value problems with nonlocal boundary con-
ditions associated with an involution of the boundary and reduces the problem to
treating G-operators on the boundary. Later, the ellipticity and Fredholm property
for G-operators associated with general groups G were studied by Antonevich and
his coauthors, see [2] and the references cited there. Alain Connes’ noncommuta-
tive geometry provided interesting classes of G-operators and efficient methods for
studying them, see e.g. [8, 10–13,27, 33, 42]). Index formulas were obtained for the
actions of finite groups [1], for isometric actions [35,46], and for general nonisomet-
ric actions [42,50]. Finally, we mention that G-operators have also been studied on
manifolds with additional structures, for instance, on contact manifolds [43] and on
manifolds with singularities [51].
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In a previous joint work with Boris Sternin [47, 48] we introduced a class of
operators associated with a representation of G by quantized canonical transforma-
tions. The main geometric difference between this situation and the case of shift
operators is that here the operators are associated with an action of G on T ∗0M ,
the cotangent bundle without the zero section, by homogeneous canonical trans-
formations, whereas in the case of shift operators we had a group action on the
base manifold. This framework includes the theory for shift operators as a special
case, but it also features new interesting examples: metaplectic operators, opera-
tors associated with the wave group on Riemannian manifolds or boundary value
problems for hyperbolic equations with conditions on the entire boundary, cf. [4].
In [47,48], we defined symbols for G-operators associated with finite-dimensional
Lie groups and showed the Fredholm property for elliptic operators. For discrete
groups, ellipticity requires the invertibility of the principal symbol in the maximal
C∗-crossed product C(S∗M) ⋊ G. There remains the problem of computing the
index of such operators. This is a rather difficult task; for instance, it contains as
a special case the Atiyah–Weinstein problem of determining the index of quantized
canonical transformations, which was solved in [16, 29].
We intend to tackle the index problem for operators associated with groups of
quantized canonical transformations using the approach of algebraic index theory,
see e.g. [17, 18, 20, 21, 37–39, 44] and the references cited there. In this framework
the problem of computing the Fredholm index is first reduced to a problem of
computing the so-called algebraic index, defined in terms of the complete symbols
of the operators (in some sense this is a passage from the index in analysis to the
index in algebra) and then computing the algebraic index in terms of the principal
symbol of the operator and the characteristic classes of the manifold (passage from
the index in algebra to the index in topology).
In this article we present a realization of the above described passage from the
Fredholm index to the algebraic index. Let us mention the main problems we met.
First, unlike earlier applications of algebraic index theory to pseudodifferential oper-
ators, where complete symbols are always considered on the entire cotangent bundle
T ∗M , when dealing with quantized canonical transformations, we have to exclude
the zero section, since homogeneous canonical transformations in general have sin-
gularities at the zero section. In the case of a single canonical transformation,
Leichtnam, Nest and Tsygan [29] handled the problem by a gluing construction.
With several transformations, this is no longer possible.
Second, to formulate the problem in terms of complete semiclassical symbols,
we also need to convert quantized canonical transformations in our representation
of the group G to semiclassical quantized canonical transformations, while in some
sense preserving the main properties of the representation. We show that this is
possible at least at the level of complete symbols. Let us remark that although there
is a vast literature on semiclassical methods, see e.g. [6, 22, 28, 30, 32, 34, 36, 45, 54],
we could not find there the composition formulas or Egorov’s theorem as needed in
our situation.
We now describe the contents of the paper in more detail. Sections 2–4 are de-
voted to the results in semiclassical analysis needed for applications to G-operators.
They might also be of independent interest. We start Section 2 by recalling the
main properties of semiclassical pseudodifferential operators. Then we introduce
quantized canonical transformations, define their semiclassical deformations and
establish the main properties of such deformations (estimates in Sobolev spaces,
invariance with respect to the choice of the phase function, composition formula).
A semiclassical version of Egorov’s theorem [15] with improved remainder estimates
is obtained in Section 3. In the next section, we obtain asymptotic expansions as
ANALYTIC AND ALGEBRAIC INDICES OF ELLIPTIC OPERATORS 3
h → 0 of the operator traces of semiclassical quantized canonical transformations
under certain transversality conditions (Theorem 11). It yields as special cases the
expansions in [22,53]. In Section 5, we apply the results of the previous sections to
elliptic G-operators, where G is a discrete group of quantized canonical transfor-
mations. To this end, we recall the definition of ellipticity for such operators and
define, for each element g ∈ G, an analytic index localized at g. Then we use the
results in Section 2 to define a semiclassical deformation of such operators. Egorov’s
theorem shows that complete symbols of such operators are elements of the crossed
product of the algebra of semiclassical symbols and the group G. This enables us
to define traces localized at conjugacy classes in G on the above mentioned crossed
product of semiclassical symbols in terms of the asymptotic expansion of the oper-
ator trace of the corresponding semiclassical operators. Given the crossed product
algebra of symbols and a trace on it, we define the algebraic index for elliptic (in-
vertible) elements in the crossed product algebra (Definition 26). Finally, we prove
that the analytic index of an elliptic operator is equal to the algebraic index of its
symbol (Theorem 28), which is the main result of this paper. As a corollary, this
result gives a formula for the Fredholm index as a sum of localized algebraic indices.
Let us make two final remarks. First, we mention that we work throughout the
paper with algebraic crossed products with G, since the main result of this paper
is mainly algebraic. Second, using similar techniques, one can study more general
analytic and algebraic indices associated with cyclic cocycles over the group algebra
of G (cf. [42]).
The authors are grateful to M. Doll, A. Gorokhovsky, V. Nazaikinskii, R. Nest,
T. Schick, and R. Schulz for useful discussions. This work was partially supported
by Deutsche Forschungsgemeinschaft, grant SCHR 319/8-1, RFBR, grant 16-01-
00373a, and RUDN University program 5-100.
2. Semiclassical Quantized Canonical Transformations
Semiclassical symbols. Let us first recall some facts regarding semiclassical sym-
bols and operators (see [6, 31, 39]); see also the books [22, 30, 36, 45].
Let M be an n-dimensional closed manifold. We write T ∗0M = T
∗M \ {0} for
the cotangent bundle of M with the zero section removed; it carries the natural
symplectic form ω =
∑n
j=1 dx
j ∧ dξj for the standard coordinates (x, ξ) of T
∗M .
A semiclassical symbol a = a(x, ξ, h) of order m in a chart in T ∗M with coordi-
nates (x, ξ) is a smooth family of symbols with parameter h ∈ R+, which has an
asymptotic expansion
(1) a(x, ξ, h) ∼
∑
j≥0
hjaj(x, ξ), as h→ 0,
with aj(x, ξ) ∈ S
m−j in the sense that, for all N ≥ 0, we have
h−N
(
a(x, ξ, h)−
∑
0≤j<N
hjaj(x, ξ)
)
−→ 0 in Sm−N as h→ 0.
The term a0 ∈ S
m is called the leading symbol of a.
We shall identify semiclassical symbols with the same expansion (1).
Given two semiclassical symbols a and b, their star product is defined by the
formula
(2) a ∗ b ∼
∑
k,l,|α|≥0
hk+l+|α|
α!
∂αx ak(x, ξ)D
α
ξ bl(x, ξ), where D
α
ξ = (−i)
|α|∂αξ .
This product is associative.
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To define the semiclassical symbols on a manifold, we need to describe how
semiclassical symbols transform under a change of coordinates. Given another
coordinate system (y, η) and a change of coordinates
(y, η) = ∂f(x, ξ) or y = f(x), η =
((
∂f
∂x
)t)−1
ξ,
the semiclassical symbol (1) in the new coordinate system is written as
(3) b(y, η, h) = (∂f−1)∗(La(x, ξ, h)),
where
La(x, ξ, h) = a+
∑
|α|≥2
(−ih)|α|
α!
(
∂α
∂tα
exp
i〈ξ, (f ′x)
−1(f(x+ t)− f(x)− f ′xt)〉
h
)∣∣∣
t=0
∂αa
∂ξα
.
A semiclassical symbol on M is a collection of semiclassical symbols in local charts
such that the symbol a in the chart with coordinates (x, ξ) and the symbol b in the
chart with coordinates (y, η) are related as in Eq. (3) on the intersection of the two
charts. Denote the space of semiclassical symbols of orders ≤ 0 on M by A. The
product (2) is compatible with the change of variables formula (3) and therefore A
is an associative algebra with respect to the star product. This algebra is filtered
by the ideals AN ⊂ A, which consist of semiclassical symbols (1) such that the
summation starts with j = N .
Let A′ ⊂ A be the ideal of semiclassical symbols which vanish in a neighborhood
of the zero section in T ∗M . More precisely, a symbol a ∈ A is in A′, if, for each
N ≥ 1, there exists a neighborhood U of the zero section such that the first N
components of a in the expansion (1) are equal to zero in U . We again have a
filtration by the ideals A′N ⊂ A
′, where the summation starts with j = N .
Semiclassical pseudodifferential operators. The definition of the quantization
mapping Oph, which takes semiclassical symbols to pseudodifferential operators, is
the same as in the classical theory of pseudodifferential operators. Choose a par-
tition of unity
∑
k χk(x) ≡ 1 subordinate to an atlas of charts on M and cut-off
functions ψk(x) supported in these charts such that χkψk = χk. Given a semiclas-
sical symbol a ∈ A, the corresponding semiclassical pseudodifferential operator is
given by
(4) Oph(a) =
∑
k
ψkAkχk,
where Ak is the semiclassical quantization in local coordinates defined by the oscil-
latory integral
Aku(x) =
1
(2πh)n
∫∫
e
i
h
(x−y)ξa(x, ξ, h)u(y)dydξ.
We identify two semiclassical pseudodifferential operators if their difference is of
order −∞ in the scale of Sobolev spaces for all h ∈ (0, 1] and its norm in any
pair of Sobolev spaces tends to zero faster than any power of h as h → 0. Denote
by Ψh(M) the space of semiclassical pseudodifferential operators defined as the
quotient of the range of this quantization mapping in the space of operator families
with parameter h ∈ (0, 1] acting on C∞(M) under the above identification.
It can be shown that semiclassical pseudodifferential operators form an algebra
under composition of operator families and the quantization mapping induces an
isomorphism
(5) Oph : A −→ Ψh(M)
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between the spaces of semiclassical symbols and operators. This isomorphism is
independent of the choice of atlas, partition of unity and cut-off functions.
Quantized Canonical Transformations. A homogeneous canonical transforma-
tion is a symplectomorphism
C : T ∗0M −→ T
∗
0M,
which is homogeneous of degree one in the fiber. Alternatively, we may ask that C
preserves the canonical one-form
∑n
j=1 ξjdx
j .
The graph of C, i.e. the set
graphC = {(x, ξ;x′, ξ′) ∈ T ∗0M × T
∗
0M | (x, ξ) = C(x
′, ξ′)}
is a Lagrangian submanifold of T ∗0M×T
∗
0M . Given a point (x0, ξ0;x
′
0, ξ
′
0) ∈ graphC
we find neighborhoods Ux0 of x0 and Ux′0 of x
′
0 as well as an open conic subset
Γ ⊂ Rd and a nondegenerate phase function1 ϕ : Ux0 × Ux′0 × Γ −→ R such that
the map
α : Critϕ → graphC; α(x, x
′, θ) = (x, ∂xϕ(x, x
′, θ), x′,−∂x′ϕ(x, x
′, θ))(6)
is a diffeomorphism from the set
(7) Critϕ = {(x, x
′, θ) | ∂θϕ(x, x
′, θ) = 0}
of critical points of ϕ to a conical neighborhood of (x0, ξ0;x
′
0, ξ
′
0) on graphC.
An operator
Φ : C∞(M)→ C∞(M)
is called a quantized canonical transformation, if microlocally, in conical neighbor-
hoods of the points (x0, ξ0) and (x
′
0, ξ
′
0) = C
−1(x0, ξ0), the operator Φ has an
integral kernel that can be written as an oscillatory integral
(8) KΦ(x, x′) =
∫
eiϕ(x,x
′,θ)b(x, x′, θ)dθ,
modulo smooth kernels, where
• ϕ(x, x′, θ) is a nondegenerate phase function as described above.
• b ∈ S(n−d)/2 is an amplitude function, which vanishes outside a small con-
ical neighborhood of Critϕ as well as for small |θ| and has an asymptotic
expansion
b(x, x′, θ) ∼
∑
j≥0
bj(x, x
′, θ) as |θ| → ∞,
with bj(x, x
′, θ) homogeneous of degree (n− d)/2− j in θ.
Remark 1. The phase function ϕ is assumed to be homogeneous of degree 1 in θ
and therefore might be singular near θ = 0. However, since b vanishes near θ = 0
we may as well assume ϕ to be a classical symbol in S1.
Semiclassical quantized canonical transformations. Given a quantized canon-
ical transformation Φ with its Schwartz kernel microlocally written in the form (8)
and ε > 0, N ∈ N, we define the semiclassical Fourier integral operator Φh,ε,N
associated with Φ as the operator with the integral kernel
(9) KΦh,ε,N (x, x
′) = h−d/2−n/2
∫
e
i
h
ϕ(x,x′,θ)
∑
0≤j<N
hjbj(x, x
′, θ)χ(x, x′, θ)dθ,
1 i.e., ϕ is real-valued, homogeneous of degree 1 in θ, d(x,x′,θ)ϕ 6= 0 and the differentials
d(x,x′,θ)(∂θjϕ), j = 1, . . . , d, are linearly independent whenever ∂θϕ = 0.
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where the smooth function χ is chosen such that, with α defined in (6),
χ(x, x′, θ) =

1 in an open neighborhood of α−1(T ∗0M × {|ξ
′| ≥ ε}),
which is conic at infinity,
0 in a small neighborhood of the zero section.
(10)
From now on we fix some Riemannian metric on M which allows us to define |ξ′|.
We call a subset U of M ×M × Rd conic at infinity, if there exists an R > 0 such
that (x, x′, λθ) ∈ U whenever (x, x′, θ) ∈ U , |θ| ≥ R, and λ ≥ 1. By possibly
shrinking the domain slightly, we can (and will) assume that χ ≡ 1 for large |θ|.
It follows from the homogeneity of the phase function and the bj that
KΦh,ε,N(x, x
′) = h(d−n)/2
∫
eiϕ(x,x
′,θ)
∑
0≤j<N
hjbj(x, x
′, hθ)χ(x, x′, hθ)dθ
=
∫
eiϕ(x,x
′,θ)
∑
0≤j<N
bj(x, x
′, θ)χ(x, x′, hθ)dθ.
Boundedness results. We recall the semiclassical Sobolev spaces:
Definition 2. The space Hsh(M) is the set of all distributions u on M such that
‖u‖Hs
h
= ‖(h2∆+ 1)s/2u‖L2 <∞,
where ∆ stands for the nonnegative Laplacian on M .
Lemma 3. Let ϕ and χ be as before, and let p(h; ·, ·, ·), 0 < h ≤ 1, be a bounded
family of symbols in S(n−d)/2−N for some N ∈ N0. Denote by Ψh the operator
given by the Schwartz kernel
KΨh (x, x
′) =
∫
eiϕ(x,x
′,θ)p(h;x, x′, θ)χ(x, x′, hθ) dθ.
Then
Ψh : H
s
h(M)→ H
s+N
h (M)
is bounded for every s ∈ R, and
‖Ψh‖B(Hs
h
,Hs+N
h
) = O(h
N ).(11)
We call an operator family satisfying (11) an O(hN )-family.
Proof. By interpolation and duality, it is sufficient to establish the assertion for
s ∈ N0. Choose an elliptic symbol a = a(y, η) ∈ S
−s, which vanishes for small η,
and consider the composition ΨhOph(a). It is then sufficient to show that for every
multi-index α with |α| ≤ s+N , the norm of the composition (hDx)
αΨhOph(a) in
B(L2(M)) is O(hN ).
In view of the fact that
DxjΨh(x, x
′) =
∫
eiϕ(x,x
′,θ)
×
(
∂xjϕ(x, x
′, θ)p(h;x, x′, θ)χ(x, x′, hθ) +Dxj
(
p(h;x, x′, θ)χ(x, x′, hθ)
))
dθ
and that derivatives of χ(x, x′, hθ) are in S0, uniformly in h we may reduce the
task to the following: Let p˜k(h; ·, ·, ·), 0 < h ≤ 1, be bounded in S
(n−d)/2−N+k for
k = 0, . . . , s+N , denote by Ψ
(k)
h the operator defined by the Schwartz kernel∫
eiϕ(x,x
′,θ)hkp˜k(h;x, x
′, θ)χ(x, x′, hθ) dθ
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and show that ‖Ψ
(k)
h Oph(a)‖B(L2(M)) = O(h
N ). Indeed, the composition Ψ
(k)
h Oph(a)
has the Schwartz kernel
(2π)−n
∫∫∫
eiψ(x,x
′,y,θ,η)c(h;x, y, θ, η) dηdydθ,
where ψ(x, x′, y, θ, η) = ϕ(x, y, θ) + (y − x′) · η and
c(h;x, y, θ, η) = hkp˜k(h;x, y, θ)χ(x, y, hθ)a(y, hη).
As the phase function ϕ parametrizes a neighborhood of a point on the graph of
C, we can assume that ∂yϕ(x, y, θ) 6= 0 for all (x, y, θ). Following an idea from the
proof of [25, Theorem 25.2.3] we show that there exist constants c1, c2 > 0 such
that
c1|η| ≤ |θ| ≤ c2|η|, if ∂yϕ(x, y, θ) + η = 0 :
In fact, if |η| = 1, then the 1-homogeneity implies that |θ| is bounded from above
and below, when |∂yϕ(x, y, θ)| = 1 = |η|. We next choose a smooth function H =
H(θ, η), homogeneous of degree zero, which is equal to 1, if c1|η|/2 ≤ |θ| ≤ 2c2|η|
and has its support in the conic set, where c1|η|/3 ≤ |θ| ≤ 3c2|η|. We define
d(h;x, y, θ, η) = c(h;x, y, θ, η)H(θ, η), and
r(h;x, y, θ, η) = c(h;x, y, θ, η)(1−H(θ, η)).
Then there exists a constant c0 such that |∂yϕ(x, y, θ)+ η| ≥ c0(|θ|+ |η|) on supp r
and c1|η|/3 ≤ |θ| ≤ 3c2|η| on supp d.
Let us first consider
R(x, x′) =
∫ ∫∫
eiψ(x,x
′,y,θ,η)r(h;x, y, θ, η) dθdηdy.
We define the first order differential operator
L = L(x, y, θ, η,Dy) =
∂yϕ(x, y, θ) + η
|∂yϕ(x, y, θ) + η|2
Dy
and observe that Leiψ(x,x
′,y,θ,η) = eiψ(x,x
′,y,θ,η). For any j ∈ N we therefore have
R(x, x′) =
∫ ∫∫
eiψ(x,x
′,y,θ,η)(Lt)jr(h;x, y, θ, η) dθdηdy.(12)
In view of the fact that there exists some δ > 0 such that χ(x, y, θ) and a(y, η)
vanish for |θ| ≤ δ and |η| ≤ δ, respectively, we see that the amplitude vanishes
unless h(|θ|+ |η|) ≥ 2δ. In this case, however, there exists a constant cδ such that
(1 + |θ|+ |η|)−1 ≤ cδh(1 + h|θ|+ h|η|)
−1.(13)
Hence the amplitude in (12) as well as its derivatives can be estimated by O(hℓ(1+
|θ| + |η|)−ℓ) for arbitrary ℓ, if we choose j sufficiently large. So we obtain the
assertion in this case.
Next consider the operator with the kernel
Dh(x, x′) =
∫ ∫∫
eiψ(x,x
′,y,θ,η)d(h;x, y, θ, η) dθdηdy.
Since p˜k(h; ·, ·, ·) ∈ S
(n−d)/2−N+k, uniformly in h, and a ∈ S−s we conclude that,
with suitable constants cα,β,γ ,
|DαθD
β
x,yD
γ
ηd(h;x, y, θ, η)| ≤
{
cα,β,γh
k〈θ〉(n−d)/2−N+k−|α|h|γ|〈hη〉−s−|γ|, h|θ| ≥ δ
0 else.
We note that hk〈θ〉k ≤ 〈hθ〉k, that 〈θ〉−N ≤ c′δh
N〈hθ〉−N for |hθ| ≥ δ and some
c′δ, and that h
|γ|〈hη〉−|γ| ≤ 〈η〉−|γ|. Since, moreover, c1|η|/3 ≤ |θ| ≤ 3c2|η| on
supp d we can estimate the last expression by c3h
N (1 + |θ| + |η|)(n−d)/2−|α|−|γ|,
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uniformly in h, for a suitable constant c3. Hence h
−NDh is a conormal distribution
with uniform bounds in I0(M ×M,C), and the associated operator is bounded on
L2(M), uniformly in h, by [24, Corollary 25.3.2]. This completes the argument. 
Lemma 4. Consider a semiclassical Fourier integral operator Ψ given by a kernel
of the form
KΨ(x, x′) =
∫
e
i
h
ϕ(x,x′,θ)p(h;x, x′, θ) dθ,
where the phase function ϕ is as before and p(h; ·, ·, ·), 0 < h ≤ 1, is a uniformly
bounded family in S(n−d)/2. We assume that p(h;x, x′, θ) vanishes for small and
large |θ|, uniformly in h, and, moreover, in an open neighborhood of α−1(T ∗0M ×
{|ξ′| ≥ ε}), which is conic at infinity, also independent of h. Furthermore, let
a = a(y, η) be a symbol which vanishes for |η| ≤ 2ε. Then ΨOph(a) is an O(h
∞)-
family.
Proof. The Schwartz kernel of ΨOph(a) is given by the oscillatory integral
(2π)−nh−n
∫∫∫
e
i
h
ψ(x,x′,y,θ,η)p(h;x, y, θ)a(y, η) dηdydθ
= (2π)−nhd
∫∫∫
eiψ(x,x
′,y,θ,η)c(h;x, y, θ, η) dηdydθ,
where ψ(x, x′, y, θ, η) = ϕ(x, y, θ) + (y − x′) · η and
c(h;x, y, θ, η) = p(h;x, y, hθ)a(y, hη).
We are now in a situation similar to that in the proof of Lemma 3 and let
d(h;x, y, θ, η) = c(h;x, y, θ, η)H(θ, η), and
r(h;x, y, θ, η) = c(h;x, y, θ, η)(1−H(θ, η)).
with H as before, recalling that there exist positive constants c0, c1, c2, such that
|∂yϕ(x, y, θ) + η| ≥ c0(|θ|+ |η|) on supp r and c1|η|/3 ≤ |θ| ≤ 3c2|η| on supp d. As
in the proof of Lemma 3 we see that the Schwartz kernel
Rh(x, x′) =
∫ ∫∫
eiψ(x,x
′,y,θ,η)r(h;x, y, θ, η) dθdηdy,
defines an O(h∞)-family.
We shall show that the same is true for the operator with the kernel
Dh(x, x′) =
∫ ∫∫
e
i
h
ψ(x,x′,y,θ,η)d
(
h;x, y,
θ
h
,
η
h
)
dθdηdy.(14)
Here, the amplitude d can be assumed to have compact support, since p vanishes
for large |θ| and since |η| and |θ| are comparable on the support of d.
The phase ψ is stationary, if and only if
∂θϕ(x, y, θ) = 0, y = x
′, η = −∂yϕ(x, y, θ).
In this case, (x, x′, θ) belongs to the critical set of ϕ and η equals the ξ′-component
of α(x, x′, θ). By assumption, however, p vanishes in an open neighborhood of
α−1(T ∗0M×{|ξ
′| ≥ ε}), while a(y, η) vanishes for |η| ≤ 2ε. As a result, the gradient
of the phase function is bounded away from zero on the support of the amplitude.
Integration by parts in (14) with the operator
L˜ =
∂θϕ(x, y, θ)∂θ + (y − x
′)∂η + (η + ∂yϕ(x, y, θ))∂y
|∂θϕ(x, y, θ)|2 + |y − x′|2 + |η + ∂yϕ(x, y, θ)|2
in connection with Estimate (13) then shows that the integrand together with its
derivatives is O(hℓ(1 + |θ| + |η|)−ℓ) for arbitrary ℓ in N. Hence (14) defines an
O(h∞)-family. 
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Correctness of the definition. Consider the Schwartz kernels (9) for two choices
χ and χ˜ of excision functions with the properties in (10). Denote, for the moment,
the associated kernels by KΦh,ε,N and K˜
Φ
h,ε,N . From the fact that χ− χ˜ vanishes in
an open neighborhood of α−1(T ∗0M × {|ξ
′| ≥ ε}), which is conic near infinity, and
Lemma 4 we conclude:
Corollary 5. If a is a pseudodifferential symbol with a(y, η) = 0 for |η| ≤ 2ε and
Φh,ε,N and Φ˜h,ε,N are the operators associated with the Schwartz kernels K
Φ
h,ε,N
and K˜Φh,ε,N , then
(Φh,ε,N − Φ˜h,ε,N)Oph(a) is an O(h
∞)-family.(15)
Changing phase and amplitude. The kernel KΦ in (8) can be represented by
various choices of a phase function ϕ and an amplitude b. To what extent does
the kernel KΦh,ε,N in (9) depend on these choices? In Proposition 8, below, we
will show the following result: The operator family Φh,ε,N is independent of the
choice modulo O(hN )-operator families and families whose Schwartz kernel has the
properties in Lemma 4.
It is known from the work of Ho¨rmander [23, Section 3] that the changes in phase
and amplitude can be reduced to two cases, namely those, where the new phase and
the new amplitude arise from the previous ones by either a change of coordinates
or an increase, respectively a reduction of θ-variables. We consider the two cases
separately.
Change of variables. Let U be a conic open set in Rn × Rn × Rd which maps to
a neighborhood of the point (x0, ξ0;C
−1(x0, ξ0)) under the diffeomorphism α in
(6). Suppose there exist another conic open set U˜ ⊆ Rn × Rn × Rd and a map
s : U˜ → Rd, positively homogeneous of degree one in the Rd-variable, such that
the map S : U˜ → U given by S(x, x′, η) = (x, x′, s(x, x′, η)) is a diffeomorphism of
open sets.
This leads to another representation of the kernel KΦ in (8): Define ϕ˜ : U˜ → R,
b˜ : U˜ → C by
ϕ˜(x, x′, η) = ϕ(x, x′, s(x, x′, η))
b˜(x, x′, η) = b(x, x′, s(x, x′, η))Js(x, x
′, η),
where Js is the Jacobian, defined by Js(x, x
′, η) =
∣∣ det ∂ηs(x, x′, η)∣∣, and write
KΦ(x, x′) =
∫
eiϕ˜(x,x
′,η)b˜(x, x′, η) dη.(16)
Lemma 6. Let KΦh,ε,N and K˜
Φ
h,ε,N be the kernels defined from the representations
(8) and (16), respectively, of KΦ in the sense of (9). Then the difference between
both kernels has the properties in Lemma 4.
Proof. Note that S provides a diffeomorphism between Critϕ˜ and Critϕ, since
∂ηϕ˜(x, x
′, η) = ∂θϕ(x, x
′, s(x, x′, η))∂ηs(x, x
′, η),
and ∂ηs(x, x
′, η) is invertible. Moreover, we observe that the asymptotic expansion
of b˜ is given by b˜ ∼
∑
b˜j, where b˜j(x, x
′, η) = bj(x, x
′, s(x, x′, η))Js(x, x
′, η) in view
of the fact that s is homogeneous of degree 1 and Js is homogeneous of degree 0.
Next choose an excision function χ˜ : U˜ → R such that χ˜ vanishes for small |η|
and χ˜ ≡ 1 in an open neighborhood of α−1(T ∗0M × {|ξ
′| ≥ ε}), conic at infinity.
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Write χ(x, x′, θ) = χ˜(x, x′, s−1(x, x′, θ)) with the inverse function s−1 to s. Then
K˜Φh,ε,N (x, x
′) =
∫
eiϕ˜(x,x
′;η)
∑
j<N
b˜j(x, x
′, η)χ˜(x, x′, hη) dη
=
∫
eiϕ(x,x
′;θ)
∑
j<N
bj(x, x
′, θ)χ(x, x′, hθ) dθ.
It remains to show that χ(x, x′.θ) is an excision function with the properties in
(10). For (x, x′, θ) ∈ Critϕ we have
∂x′ϕ(x, x
′, θ)
= (∂x′ ϕ˜)(x, x
′, s−1(x, x′, θ)) + (∂θϕ˜)(x, x
′, s−1(x, x′, θ))∂x′s
−1(x, x′, θ),
where the second summand vanishes, since (x, x′, s−1(x, x′, θ)) ∈ Critϕ˜. Therefore,
if (x, x′, θ) ∈ Critϕ and |∂x′ϕ(x, x
′, θ)| ≥ ε, then (x, x′, s−1(x, x′, θ)) ∈ Critϕ˜ and
|(∂x′ ϕ˜)(x, x
′, s−1(x, x′, θ))| ≥ ε. Since χ˜ is assumed to vanish in a neighborhood
of these latter points which is conic at infinity, χ will vanish in a neighborhood of
the former points, which is conic at infinity. Moreover, χ(x, x′, θ) also vanishes, if
|θ| is small. Hence KΦh,ε,N and K˜
Φ
h,ε,N differ at most in the choice of the excision
function. 
Reduction of θ-variables. In this case one chooses another phase function describ-
ing C with a smaller number of θ-variables. We follow the set-up for the proof
of Theorem 2.3.4 in Duistermaat [14]. Assume that there exists a conic neigh-
borhood of a point (x0, x
′
0, θ0) and, after a linear transformation of coordinates, a
splitting θ = (θ′, θ′′) with θ′ = (θ1, . . . , θk), θ
′′ = (θk+1, . . . , θd), 0 < k < d, such
that ∂2θ′,θ′ϕ(x0, x
′
0, θ0) = 0, ∂
2
θ′,θ′′ϕ(x0, x
′
0, θ0) = 0 and ∂
2
θ′′,θ′′ϕ(x0, x
′
0, θ0) is non-
degenerate. Without loss of generality we assume that θ′′0 = 0. The implicit func-
tion theorem implies that there exists a function s = s(x, x′, θ′), defined in a conic
neighborhood of (x0, x
′
0, θ
′
0), such that the (unique) solution to ∂θ′′ϕ(x, x
′, θ) = 0
near (x0, x
′
0, θ0) is given by (x, x
′, θ′, s(x, x′, θ′)) with s(x0, x
′
0, θ
′
0) = θ
′′
0 = 0.
One defines ϕ˜(x, x′, θ′) = ϕ(x, x′, θ′, s(x, x′, θ′)) and writes
ϕ(x, x′, θ′, θ′′) = ϕ˜(x, x′, θ′) + ψ(x, x′, θ′, θ′′).
Then the kernel in (8) takes the form
KΦ(x, x′) =
∫
eiϕ˜(x,x
′,θ′)
∫
eiψ(x,x
′,θ′,θ′′)b(x, x′, θ′, θ′′) dθ′′ dθ′,(17)
so that KΦ has the alternative representation with the phase ϕ˜ and the amplitude
b˜(x, x′, θ′) =
∫
eiψ(x,x
′,θ)b(x, x′, θ) dθ′′.(18)
It can be shown that b˜ is a classical symbol in S(n−k)/2; for a full proof see [23,
p. 144]. We write b˜ ∼
∑
b˜j for the corresponding asymptotic expansion. Note that∫
eiψ(x,x
′,θ)
∑
j<N
bj(x, x
′, θ) dθ′′ −
∑
j<N
b˜j(x, x
′, θ′) =: r(x, x′, θ′)(19)
is an element of S(n−k)/2−N .
Lemma 7. The two representations for the kernel KΦ given by (8) and (17)/ (18)
lead to kernels KΦh,ε,N and K˜
Φ
h,ε,N . The associated operators differ only by O(h
N )-
families and operators whose Schwartz kernels have the properties described in
Lemma 4.
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Proof. Choose an excision function χ with the properties in (10). We claim that
also the function χ˜(x, x′, θ′) = χ(x, x′, θ′, s(x, x′, θ′)) is admissible in the sense of
(10) for the corresponding map α˜ : Critϕ˜ → graph C given by
α˜(x, x′, θ′) = (x, ∂xϕ˜(x, x
′, θ′);x′,−∂x′ϕ˜(x, x
′, θ′)).
By construction, s is one-homogeneous in θ′, so χ˜ vanishes for small |θ′|. Suppose
that (x, x′, θ′) ∈ α˜−1(T ∗0M×{|ξ
′| ≥ ε}), i.e. (x, x′, θ′) ∈ Critϕ˜ with |∂x′ ϕ˜(x, x
′, θ′)| ≥
ε. The definition of s implies that
∂θ′ϕ˜(x, x
′, θ′) = (∂θ′ϕ)(x, x
′, θ′, s(x, x′, θ′)) and
∂x′ϕ˜(x, x
′, θ′) = (∂x′ϕ)(x, x
′, θ′, s(x, x′, θ′))
which implies that (x, x′, θ′, s(x, x′, θ′)) ∈ α−1(T ∗0M ×{|ξ
′| ≥ ε}). As χ equals 1 in
a neighborhood of these points, χ˜ ≡ 1 near (x, x′, θ′). This neighborhood is conic
near infinity due to the 1-homogeneity of s, which proves the claim.
The Schwartz kernel associated with the representation (17)/(18) of KΦ and the
choice of χ˜ as an excision function is given by
K˜Φh,ε,N (x, x
′) =
∫
eiϕ˜(x,x
′,θ′)
∑
j<N
b˜j(x, x
′, θ′)χ˜(x, x′, hθ′) dθ′;
it differs from KΦh,ε,N(x, x
′) by
(KΦh,ε,N − K˜
Φ
h,ε,N)(x, x
′) =
∫
eiϕ˜(x,x
′,θ′)r(x, x′, θ′)χ˜(x, x′, hθ′) dθ′
+
∫
eiϕ(x,x
′,θ)
∑
j<N
bj(x, x
′, θ)(χ(x, x′, hθ)− χ˜(x, x′, hθ′)) dθ.
The first integral on the right hand side furnishes an O(hN )-family by Lemma 3. In
order to see that the second term has the properties in Lemma 4, let us check that χ˜
also satisfies the properties in (10) for α. Indeed, χ˜ vanishes for small |θ|. Moreover,
suppose that (x, x′, θ) ∈ α−1(T ∗0M × {|ξ
′| ≥ ε}). Then ∂θϕ(x, x
′, θ) = 0, so that in
particular ∂θ′′ϕ(x, x
′, θ) = 0, which implies that θ′′ = s(x, x′, θ′). Hence χ˜ ≡ 1 in a
neighborhood of (x, x′, θ), which is conic at infinity due to the 1-homogeneity of s.
This concludes the proof. 
We can summarize the previous discussion in the following proposition.
Proposition 8. (Correctness of the definition) The operator family Φh,ε,N with the
Schwartz kernel (9) is independent of the choice of the representation (8) and the
function χ modulo sums of O(hN ) operator families and operators whose Schwartz
kernels have the properties described in Lemma 4.
Compositions.We next study the behavior of the semiclassical operators asso-
ciated with a quantized canonical transformation under compositions. Suppose
that Φ1 and Φ2 are quantized canonical transformations and Φ = Φ1Φ2. For a
semiclassical symbol a ∈ A′/A′N we study the difference
Φh,ε,NOph(a)− Φ1,h,ε,NΦ2,h,ε,NOph(a).
Denote by C1 and C2 the canonical relations associated with Φ1 and Φ2. We recall
that there exist changes of coordinates on M such that C1 and C2, respectively,
can be written with phase functions of the form
ϕ1(x, y, θ) = S(x, θ)− y · θ;
ϕ2(y, x
′, τ) = y · τ − T (x′, τ),
with suitable functions S and T , homogeneous of degree 1 in θ and τ , respectively
(note that this implies that d = n), see [25, Proposition 25.3.3]. We also know from
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Proposition 8 that this transition changes the associated semiclassical operators
at most by O(hN )-families and families with the properties in Lemma 4 for the
corresponding canonical relations. So we consider the representations
KΦ1(x, y) =
∫
ei(S(x,θ)−y·θ)b1(x, y, θ) dθ,(20)
KΦ2(y, x′) =
∫
ei(y·τ−T (x
′,τ))b2(y, x′, τ) dτ.(21)
The kernel KΦ of the composition Φ = Φ1Φ2 then is given by
KΦ(x, x′) =
∫
KΦ1(x, y)KΦ2(y, x′) dy
=
∫ ∫∫
ei(S(x,θ)−T (x
′,τ)+y·(τ−θ))b1(x, y, θ)b2(y, x′, τ) dτdθdy.(22)
Proposition 9. (Composition formula) Given quantized canonical transformations
Φ1,Φ2 associated with the canonical transformations C1 and C2, and Φ = Φ1Φ2,
we have
Φh,ε,NOph(a) = Φ1,h,ε,NΦ2,h,ε,NOph(a) mod O(h
N )-families
for any semiclassical symbol a ∈ A′/A′N , provided that ε > 0 in (10) is chosen such
that a vanishes on the subsets {|ξ| < 2ε}, C2
−1{|ξ| < 2ε} ⊂ T ∗0M . A corresponding
statement is valid, if we take the product with Oph(a) on the left and choose ε
appropriately.
Proof. Going over to adjoints and noting that these have the inverse canonical
relations, we see that it is sufficient to study the case, where Oph(a) acts from the
right.
1. Let us first assume that the kernels of Φ1,h,ε,N and Φ2,h,ε,N are derived from
the representations (20) and (21), continuing the discussion above. According to
Lemma 3, neglecting terms of order ≤ −N in the asymptotic expansion of the
amplitude results in errors which are O(hN )-families. Composition with Oph(a)
then also furnishes O(hN )-families.
So let us fix excision functions χ1 and χ2 satisfying condition (10) for C1 and
C2, respectively. As pointed out after (10), we may assume that χ1(x, y, θ) ≡ 1 and
χ2(y, x
′, τ) ≡ 1 for large |θ| and |τ |, respectively. The kernel of Φ1,h,ε,NΦ2,h,ε,N is
K(x, x′) =
∫ ∫∫
e
i
h
(S(x,θ)−T (x′,τ)+y(τ−θ))
∑
j,k<N
hj+k−2nb1j(x, y, θ)b
2
k(y, x
′, τ)
× χ1(x, y, θ)χ2(y, x
′, τ) dydτdθ
with symbols b1j and b
2
k, positively homogeneous of degrees −j and −k, respectively.
As in the proof of Lemma 3, we choose a function H = H(θ, τ), positively
homogeneous of degree zero, such that H(θ, τ) = 1 when |τ |/2 ≤ |θ| ≤ 2|τ | and H
has support in {|τ |/3 ≤ |θ| ≤ 3|τ |}, We split the amplitude into the two terms
c(h;x, x′, y, τ, θ) =
∑
j,k<N
hj+k−2nb1j(x, y, θ)b
2
k(y, x
′, τ)χ1(x, y, θ)χ2(y, x
′, τ)H(θ, τ)
r(h;x, x′, y, τ, θ) =
∑
j,k<N
hj+k−2nb1j(x, y, θ)b
2
k(y, x
′, τ)χ1(x, y, θ)χ2(y, x
′, τ)(1 −H(θ, τ)).
Again, the term associated with r induces an O(h∞)-family via an integration by
parts with respect to y. The terms in the amplitude c with j+k ≥ N furnish O(hN )-
families, so they can be ignored in the sequel and we can restrict the summation to
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j + k < N . In order to bring the integral to a standard form, we moreover make
the coordinate transform
w = (w1, w2, w3) = (y|θ, τ |, θ, τ) ∈ R
3n
suggested by Ho¨rmander in the proof of Theorem 25.2.3 in [25] and express all
items in terms of w. This makes the phase 1-homogeneous in w. In this context we
note that dy = |w2, w3|
−ndw1.
Next choose an excision function χ3 satisfying the assumptions (10) for the phase
ϕ parametrizing C1 ◦ C2
ϕ(x, x′, w) = S(x,w2)− T (x
′, w3) +
w1
|w2, w3|
(w3 − w2).
Without loss of generality we also assume that χ3(x, x
′, w) ≡ 1 for large |w|. We
then study the composition
((Φ1Φ2)h,ε,N − Φ1,h,ε,NΦ2,h,ε,N)Oph(a).
It has the integral kernel
(2π)−n
∫ ∫∫
e
i
h
(ϕ(x,z,w)+(z−x′)·η)d˜(x, z, w)a(z, η) dwdzdη.
Here,
d˜(x, z, w) =
( ∑
j+k<N
hj+k−3nb1j
(
x,
w1
|w2, w3|
, w2
)
b2k
( w1
|w2, w3|
, z, w3
))
×
(
χ3(x, z, w)− χ1
(
x,
w1
|w2, w3|
, w2
)
χ2
( w1
|w2, w3|
, z, w3
))
×H(w2, w3)|w2, w3|
−n.
Formally, the amplitude does not belong to one of the Ho¨rmander symbol classes.
We can fix this problem as before by introducing a function H˜ = H(w, η), ho-
mogeneous of degree zero, such that H˜(w, η) = 1, when c12 |η| ≤ |w| ≤ 2c2|η| for
suitable positive constants c1 and c2, and H˜ has support in {
c1
3 |η| ≤ |w| ≤ 3c2|η|}.
Multiplying by H˜ we obtain an amplitude in S0, at the expense of changing the
expression by an O(h∞)-family, which does not affect the result.
We note that the amplitude d˜H˜ now has compact support that lies outside a
neighborhood of w = η = 0. In fact, χ1(x,w1/|w2, w3|, w2), χ2(w1/|w2, w3|, z, w3)
and χ3(x, z, w) vanish for small |w|. For large values of |w|,
H(w2, w3)
(
χ3(x, z, w)− χ1(x,w1/|w2, w3|, w2)χ2(w1/|w2, w3|, z, w3)
)
= 0
by assumption. Moreover, for large values of |η| also |τ | = |w3| will be large, hence
the amplitude also vanishes.
The critical points of the phase function
ϕ(x, z, w) + (z − x′) · η = S(x,w2)− T (z, w3) +
w1
|w2, w3|
· (w3 − w2) + (z − x
′) · η
are given by
w2 = w3
∂θS(x,w2) =
w1
|w2, w3|
= ∂τT (z, w3)
∂zT (z, w3) = η
z = x′.
We claim that the amplitude d˜H˜a vanishes in a neighborhood of these. To this
end we recall that χ1(x, y, θ) = 1 in a neighborhood of all points (x, y, θ) with
∂θS(x, θ) = y and |θ| ≥ ε and that χ2(y, z, τ) = 1 near all points (y, z, τ), where
14 ANTON SAVIN, ELMAR SCHROHE
∂τT (z, τ) = y and |∂zT (z, τ)| ≥ ε. Finally, χ3(x, z, w) = 1 near all (x, z, w),
where ∂θS(x,w2) =
w1
|w2,w3|
= ∂τT (z, w3), w2 = w3 and |∂zT (z, w2)| ≥ ε. As a
consequence
χ3(x, z, w)− χ1
(
x,
w1
|w2, w3|
, w2
)
χ2
( w1
|w2, w3|
, z, w3
)
vanishes near all those critical points of ϕ(x, z, w), where |w2| ≥ ε and |∂zT (z, w3)| ≥
ε. By assumption, a(z, η) vanishes on {|ξ| ≤ 2ε} and C−12 ({|ξ| < 2ε}) ⊂ T
∗
0M .
Now, given (y, z, τ) ∈ Critϕ2 , C2 maps (z, ∂zT (z, τ)) to (y, τ). On the critical set of
the phase, (z, η) = (z, ∂zT (z, w3)) = C
−1
2 (z, w3), so that a(z, η) vanishes whenever
|w3| < 2ε or |∂zT (z, w3)| ≤ 2ε. Hence the amplitude indeed vanishes near the crit-
ical set, so that the integral defines an O(h∞)- family. This shows the proposition
for the case of kernels with the representations (20) and (21).
2. In order to treat the general case, denote by KΦ1h,ε,N and K
Φ2
h,ε,N the Schwartz
kernels derived from the original representations of KΦ1 and KΦ2 , respectively, and
by K˜Φ1h,ε,N and K˜
Φ2
h,ε,N those derived from the representations (20) and (21). Let
Φj,h,ε,N and Φ˜j,h,ε,N , j = 1, 2, be the associated operators.
We already know from Proposition 8 that the difference of the Schwartz kernels
K
Φj
h,ε,N − K˜
Φj
h,ε,N , j = 1, 2, has the properties in Lemma 4 for the corresponding
canonical relations modulo an O(hN )-family. We conclude from Lemma 4 and the
fact that Φ1,h,ε,N and Oph(a) are O(1)-families by Lemma 3 that
Φ1,h,ε,N (Φ2,h,ε,N − Φ˜2,h,ε,N)Oph(a),
is an O(hN )-family.
It remains to study (Φ1,h,ε,N − Φ˜1,h,ε,N)Φ˜2,h,ε,NOph(a). The Schwartz kernel of
Φ˜2,h,ε,NOph(a) is
K(y, x′) = (2π)−nh−2n
×
∫ ∫∫
e
i
h
ψ(y,x′,z,η,τ)
∑
k<N
hkb2k(y, z, τ)χ2(y, z, τ)a(z, η) dzdηdτ.
Here, the phase is ψ(y, x′, z, η, τ) = y · τ −T (z, τ)+(z−x′) ·η. It has critical points
precisely, when y = ∂τT (x
′, τ), z = x′ and η = ∂x′T (x
′, τ). After multiplication by
a cut-off function H = H(τ, η) as above, |τ | ∼ |η| on suppH , and the amplitude
belongs to S0, uniformly in h. We moreover find that
• χ2 vanishes for small τ , hence so does the full amplitude;
• the amplitude vanishes for |∂x′T (x
′, τ)| < 2ε, since η = ∂x′T (x
′, τ).
We know that Φ1,h,ε,N − Φ˜1,h,ε,N is the sum of an O(h
N )-family and an op-
erator with the properties in Lemma 4. When composing it from the right with
Φ˜2,h,ε,NOph(a), the O(h
N )-family produces an O(hN )-family. So let us consider the
composition with the operator having the properties in Lemma 4. We can write it
with a kernel of the form
h−(d+n)/2
∫
e
i
h
ϕ˜(x,y,θ)c˜(x, y, θ) dθ,
where c˜ vanishes for small and large |θ| and furthermore vanishes in a neighborhood
of all points in Critϕ˜, for which |∂yϕ˜(x, y, θ)| ≥ ε. As a consequence, the Schwartz
kernel of the composition has the form
K˜(x, x′) = (2π)−nh−2n−(n+d)/2
×
∫ ∫∫ ∫∫
e
i
h
ψ˜(x,x′,y,z,θ,τ,η)d(h;x, x′, y, z, θ, τ, η) dydθdzdτdη,
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where
ψ˜(x, x′, y, z, θ, τ, η) = ϕ˜(x, y, θ) + y · τ − T (z, τ) + (z − x′) · η
and
d(h;x, x′, y, z, θ, τ, η)) = c˜(x, y, θ)
∑
hkb2k(y, z, τ)χ2(y, z, τ)a(z, η).
For the critical points of this phase, we obtain the additional conditions
τ = −∂yϕ˜(x, y, θ), ∂θϕ˜(x, y, θ) = 0.
In particular, whenever we are on the critical set of ψ˜, (x, y, θ) lies on the critical
set of ϕ˜, and so, c˜(x, y, θ) = 0, whenever |∂yϕ˜(x, y, θ)| > ε. On the critical set
we moreover have (x′, η) = (x′, ∂x′T (x
′, τ)) = C−12 (y, τ) = C
−1
2 (y,−∂yϕ˜(x, y, θ)).
As a(y, η) = 0 on C−12 ({|ξ| ≤ 2ε}), the amplitude vanishes in a neighborhood of
all critical points, so that the composition is an O(h∞)-family. This concludes the
proof. 
3. Egorov’s Theorem for Semiclassical Operators
Theorem 10. (Semiclassical Egorov theorem) Given a semiclassical symbol a ∈
A
′/A′N , the composition
(23) Φh,ε,NOph(a)Φ
−1
h,ε,N ,
where Φ−1h,ε,N is a semiclassical quantized canonical transformation associated with
Φ−1, is a semiclassical pseudodifferential operator with symbol
(24) σ(Φh,ε,NOph(a)Φ
−1
h,ε,N ) ≡
[
1 +
∑
1≤k<N,
0<|α|+|β|≤2k
hkµk,α,βD
α
xD
β
ξ
]
(C−1)∗a
modulo symbols which induce O(hN )-families.
Here ε is chosen such that a vanishes on the sets {|ξ| < 2ε}, C−1{|ξ| < 2ε} ⊂
T ∗M . Moreover, the coefficients µk,α,β(x, ξ) are homogeneous functions in ξ of
degree |β| − k, and are expressed in terms of the amplitudes and phase functions of
Φ and Φ−1; they do not depend on the choice of the cut-off functions χ, ε, etc.
The proof refines (and relies on) the argument given by Martinez [30, Proof of
Proposition 5.5.4] in that we are working with classical symbols and control both
the expansion in h and the orders of the symbols.
Preliminaries. For the canonical transformation C consider a point (x0, ξ0) =
C(y0, η0) in T
∗
0M . Possibly after a change of coordinates, we may assume that
locally near (x0, ξ0; y0, η0), the operators Φ and Φ
−1 are given by Schwartz kernels
KΦ and KΦ
−1
of the form
KΦ(x, y) =
∫
ei(x·η−S(y,η))p(x, y, η) dη, and(25)
KΦ
−1
(x, y) =
∫
ei(S(x,η)−y·η)q(x, y, η) dη(26)
with amplitudes p ∼
∑
pj and q ∼
∑
qj of order zero (since now d = n). Note that
in contrast to the notation used before, S here is a generating function for C−1.
We also note that p(x, y, η) in (25) can be assumed to vanish outside a conical
neighborhood of (x0, y0, η0). Similarly, q(x, y, η) in (26) vanishes outside a conical
neighborhood of (y0, x0, ξ0).
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We write Φ˜h,ε,N and Φ˜
−1
h,ε,N for the operators with the Schwartz kernels
K˜Φh,ε,N (x, y) = h
−n
∫
e
i
h
(x·η−S(y,η))
∑
j<N
hjpj(x, y, η)χp(x, y, η) dη
=
∫
ei(x·η−S(y,η))p(h;x, y, η) dη and
K˜Φ
−1
h,ε,N (x, y) = h
−n
∫
e
i
h
(S(x,η)−y·η)
∑
j<N
hjqj(x, y, η)χq(x, y, η) dη
=
∫
ei(S(x,η)−y·η)q(h;x, y, η) dη,
where χp and χq are excision functions for Φ and Φ
−1, respectively, with the cor-
responding properties in (10) and
p(h;x, y, η) =
∑
j<N
pj(x, y, η)χp(x, y, hη),
q(h;x, y, η) =
∑
j<N
qj(x, y, η)χq(x, y, hη).
We know by Proposition 8 that Φ˜h,ε,N − Φh,ε,N and Φ˜
−1
h,ε,N − Φ
−1
h,ε,N are sums of
O(hN )-families and operators whose Schwartz kernels have the properties in Lemma
4 for C and C−1, respectively. Since a is assumed to vanish on the sets {|ξ| < 2ε},
and C−1{|ξ| < 2ε} ⊂ T ∗0M , composition with Oph(a) furnishes O(h
N )-families. As
the statement only concerns powers of h up to order N − 1, it will be sufficient to
work in the sequel with Φ˜h,ε,N and Φ˜
−1
h,ε,N .
The symbol of Φ˜h,ε,NOph(a)Φ˜
−1
h,ε,N . We suppose that a(y, η) is supported in a
sufficiently small conic neighborhood of (y0, η0). Then
Oph(a)Φ˜
−1
h,ε,Nu(y)
= (2π)−n
∫∫ ∫∫
ei(y−y
′)·ηei(S(y
′,ξ′)−x′·ξ′)a(y, hη)q(h; y′, x′, ξ′)u(x′) dx′dξ′dy′dη
and
Φ˜h,ε,NOph(a)Φ˜
−1
h,ε,Nu(x) = (2π)
−n
∫∫
ei(x−x
′)·ξb(h;x, x′, ξ)u(x′) dx′dξ,
where
b(h;x, x′, ξ) =
∫∫ ∫∫
ei(y−y
′)·ηei(S(y
′,ξ′)−S(y,ξ))eix
′·(ξ−ξ′)
×p(h;x, y, ξ)a(y, hη)q(h; y′, x′, ξ′)dydy′dηdξ′.
Write
S(y, ξ)− S(y′, ξ′) =M1(y, y
′, ξ)(y − y′) +M2(y
′, ξ, ξ′)(ξ − ξ′)
with
M1(y, y
′, ξ) =
∫ 1
0
∂yS((1− s)y
′ + sy, ξ) ds;
M2(y
′, ξ, ξ′) =
∫ 1
0
∂ξS(y
′, (1 − s)ξ′ + sξ) ds.
From the corresponding properties of S we deduce that M1 is one-homogeneous in
ξ and M2 is zero-homogeneous in (ξ, ξ
′). Since p and q vanish for small |ξ| and |ξ′|,
respectively, we can assume S to be an element of the symbol class S1, and M1
and M2 can be assumed to be elements of S
1 and S0, respectively, for ξ, ξ′ in small
conic neighborhoods of ξ0.
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With the translation η 7→ η +M1 we can rewrite b in the form
b(h;x, x′, ξ) =
∫∫ ∫∫
ei(y−y
′)·ηei(x
′−M2(y
′,ξ,ξ′))·(ξ−ξ′)
×p(h;x, y, ξ)a(y, h(η +M1(y, y
′, ξ)))q(h; y′, x′, ξ′)dydy′dηdξ′.
Since S is a generating function for C−1, M1(y, y
′, ξ) is close to η0 for y, y
′ close to
y0, and ξ close to ξ0. We conclude that (y, y
′, η, ξ) 7→ a(y, η +M1(y, y
′, ξ)) then is
a symbol of order zero.
Next we observe that, for ξ, ξ′ in the small conic neighborhood of ξ0 and y
′ close
to y0, the map
y′ 7→M2(y
′, ξ, ξ′)(27)
is invertible. Indeed, this follows from the fact that y 7→ ∂ξS(y, ξ0) is a diffeomor-
phism from a neighborhood of y0 to a neighborhood of x0 and the fact that, due
to the 0-homogeneity of ∂ξS,
∂ξS(y, ξ)− ∂ξS(y, ξ0) = ∂ξS(y, ξ/|ξ|)− ∂ξS(y, ξ0/|ξ0|)
can be made arbitrarily small by choosing the conic neighborhood of ξ0 small. We
denote the inverse of (27) by M−1ξ,ξ′ . From the above consideration we see that
(z, ξ, ξ′) 7→M−1ξ,ξ′(z) is homogeneous of degree zero in (ξ, ξ
′); moreover, (z, ξ, ξ′) 7→
M−1ξ,ξ′(z) can be regarded as an element in S
0. Letting y′ = M−1ξ,ξ′(z
′) and y =
M−1ξ,ξ′(z), the expression for b becomes
b(h;x, x′, ξ) =
∫∫ ∫∫
e
i(M−1
ξ,ξ′
(z)−M−1
ξ,ξ′
(z′))·η
ei(x
′−z′)·(ξ−ξ′)p(h;x,M−1ξ,ξ′(z), ξ)
× a(M−1ξ,ξ′(z), h(η +M1(M
−1
ξ,ξ′(z),M
−1
ξ,ξ′(z
′), ξ)))q(h;M−1ξ,ξ′(z
′), x′, ξ′)
× |JM−1
ξ,ξ′
(z′)| |JM−1
ξ,ξ′
(z)| dzdz′dηdξ′.
where J• denotes the corresponding Jacobians. For
V (z, z′, ξ, ξ′) =
∫ 1
0
∂xM
−1
ξ,ξ′(sz + (1 − s)z
′) ds
we have
M−1ξ,ξ′(z)−M
−1
ξ,ξ′(z
′) = V (z, z′, ξ, ξ′)(z − z′).
Then V is zero-homogeneous in (ξ, ξ′) and actually can be considered a symbol in
S0. Write
b(h;x, x′, ξ) =
∫∫ ∫∫
eiV (z,z
′,ξ,ξ′)(z−z′)·η+i(x′−z′)·(ξ−ξ′)p(h;x,M−1ξ,ξ′(z), ξ)(28)
× a(M−1ξ,ξ′(z), h(η +M1(M
−1
ξ,ξ′(z),M
−1
ξ,ξ′(z
′), ξ))) q(h;M−1ξ,ξ′(z
′), x′, ξ′)
× |JM−1
ξ,ξ′
(z′)| |JM−1
ξ,ξ′
(z)| dzdz′dηdξ′
=
∫∫ ∫∫
ei(z−z
′)·σ+i(x′−z′)·(ξ−ξ′)p˜(h;x, z, ξ, ξ′)
× a˜(h; z, z′, σ, ξ, ξ′)q˜(h; z′, x′, ξ, ξ′) J˜(z, z′, ξ, ξ′) dzdz′dσdξ′,
where
p˜(h;x, z, ξ, ξ′) = p(h;x,M−1ξ,ξ′(z), ξ),
a˜(h; z, z′, σ, ξ, ξ′) = a(M−1ξ,ξ′(z), h(V
t(z, z′, ξ, ξ′)−1σ +M1(M
−1
ξ,ξ′(z),M
−1
ξ,ξ′(z
′), ξ))),
q˜(h; z′, x′, ξ, ξ′) = q(h;M−1ξ,ξ′(z
′), x′, ξ′),
J˜(z, z′, ξ, ξ′) = |JM−1
ξ,ξ′
(z′)| |JM−1
ξ,ξ′
(z)| | detV (z, z′, ξ, ξ′)|−1.
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The asymptotic expansion of the symbol. We shall see that this indeed fur-
nishes the desired expansion (24). In order to sketch the idea let
c(h; z, z′, x, x′, σ, ξ, ξ′) = p˜(h;x, z, ξ, ξ′)a˜(h; z, z′, σ, ξ, ξ′)q˜(h; z′, x′, ξ, ξ′) J˜(z, z′, ξ, ξ′).
In a first step, we apply a Taylor expansion in z at z = z′:
c(h; z, z′, x, x′, σ, ξ, ξ′) =
∑
|α|<N
1
α!
∂αz c(h; z, z
′, x, x′, σ, ξ, ξ′)|z=z′(z − z
′)α,
+rN (h; z, z
′, x, x′, σ, ξ, ξ′)
with
rN (h; z, z
′, x, x′, σ, ξ, ξ′)(29)
= N
∑
|γ|=N
(z − z′)γ
γ!
∫ 1
0
(1− s)N−1∂γz c(h; z
′ + s(z − z′), z′, x, x′, σ, ξ, ξ′) ds.
We can then decompose c = c1+c2, where c1 contains the terms from the expansion
and c2 those from the remainder.
Let us first consider c1. Integration by parts together with the evaluation of the
oscillatory integral over z and σ shows that∫∫ ∫∫
ei(z−z
′)·σ+i(z′−x′)·(ξ′−ξ)∂αz c(h; z, z
′, x, x′, σ, ξ, ξ′)|z=z′(z − z
′)α dzdz′dσdξ′
=
∫∫
ei(z
′−x′)·(ξ′−ξ)∂αzD
α
σ c(h; z, z
′, x, x′, σ, ξ, ξ′)|z=z′,σ=0 dz
′dξ′.
Assuming for the moment that the expansion makes sense, we can iterate the
procedure by applying a Taylor expansion up to order N − 1 in z′ at z′ = x′.
This yields an expansion for b of the form
b(h;x, x′, ξ) ∼
∑
|β|<N
1
β!
∂βz′D
β
ξ′
( ∑
|α|<N
1
α!
∂αzD
α
σc(h; z, z
′, x, x′, σ, ξ, ξ′)|z=z′,σ=0
)
|z′=x′,ξ′=ξ
up to the corresponding remainder terms. Assuming also that b is an amplitude in
S0, we find a corresponding symbol b˜ = b˜(h;x, ξ); it has the expansion
b˜(h;x, ξ) ∼
∑
γ
1
γ!
∂γx′D
γ
ξ b(h;x, x
′, ξ)|x=x′ .
Summing up we expect that
σ(Φh,ε,NOph(a)Φ
−1
h,ε,N ) ∼
∑
|α|,|β|,|γ|<N
1
α!β!γ!
(30)
×Dγξ ∂
γ
x′
(
Dβξ′∂
β
z′
(
Dασ∂
α
z
(
c(h; z, z′, x, x′, σ, ξ, ξ′)
)
|z=z′,σ=0
)
|z′=x′,ξ′=ξ
)
|x′=x
modulo symbols which induce O(hN )-families.
It now remains to check two facts:
• The terms in this expansion are actually of the form in (24)
• The remainder terms give O(hN )-families.
The terms in the expansion. We first note that
Dσa˜(h; z, z
′, σ, ξ, ξ′)|σ=0
= h Dηa
(
M−1ξ,ξ′(z), hM1(M
−1
ξ,ξ′(z),M
−1
ξ,ξ′(z
′), ξ)
)
(V t(z, z′, ξ, ξ′))−1.
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Corresponding formulae hold for other derivatives with respect to the various vari-
ables. Recalling that (y, y′, ξ) 7→ M1(y, y
′, ξ) and (z, ξ, ξ′) 7→ M−1ξ,ξ′(z) are actually
symbols in S1 and S0, respectively, and that we can write, for example,
∂ξ(M
−1
ξ,ξ′(z)) = h∂ξ˜(M
−1
ξ˜,ξ˜′
(z))|ξ˜=hξ,ξ˜′=hξ′
we find by induction that
DαξD
α′
ξ′ D
β
zD
β′
z′D
γ
σa˜(h; z, z
′, σ, ξ, ξ′)|σ=0 = a˘(z, z
′, hξ, hξ′)h|α|+|α
′|+|γ|,
where a˘ is a symbol of order −|α| − |α′| − |γ|.
Next consider derivatives of
p˜(h;x, z′, ξ, ξ′) =
∑
j<N
pj(x,M
−1
ξ,ξ′(z
′), ξ)χp(x,M
−1
ξ,ξ′(z
′), hξ)(31)
In view of the above observations,
(x, z′, ξ, ξ′) 7→
∑
j<N
pj(x,M
−1
ξ,ξ′(z
′), ξ)
defines a symbol of order zero off the zero section.
A corresponding argument applies to q˜, and also (z, z′, ξ, ξ′) 7→ J˜(z, z′, ξ, ξ′) is
seen to be a symbol of order zero smooth off the zero section.
This shows that the expansion (30) contains the symbols of decaying order and
increasing powers of h. We notice additionally that derivatives with respect to σ
always produce powers of h together with decay; derivatives with respect to ξ and
ξ′ lower the order, but produce powers of h only if they fall on a˜.
As a consequence, we also obtain a corresponding expansion for the terms on the
right hand side of (30). More is true: For ξ = ξ′, we have M2(y
′, ξ, ξ) = ∂ξS(y
′, ξ).
Since S is by construction a generating function for C−1, M−1ξ,ξ (x) is the base point
component of C−1(x, ξ) and thus M1(M
−1
ξ,ξ (x),M
−1
ξ,ξ (x), ξ) is the component in the
fiber, so that a and its derivatives in (30) are evaluated at C−1(x, hξ).
We claim that in (30) after the substitutions z = z′ = x = x′, ξ = ξ′, σ = 0
we have χp = χq ≡ 1 on the support of a so that all terms with derivatives of
χp and χq are equal to zero and in the remaining terms these functions can be
replaced by 1. Indeed, a and its derivatives in (30) are evaluated at the point
C−1(x, hξ) = (y, ∂yS(y, hξ)), where y is the solution of ∂ξS(y, ξ) = x. Thus, a
vanishes, whenever we have
|∂yS(y, hξ)| ≤ 2ε(32)
by the assumption in our theorem. Moreover, χp and its derivatives in (30) are
evaluated at (x, y, hξ) and it is identically equal to 1 in a neighborhood of the set
{(x, y, ξ) | α(x, y, hξ) satisfies |ξ′| ≥ ε},
see (10). But in this case we have the phase function ϕ(x, y, ξ) = x · ξ − S(y, ξ).
Hence
α(x, y, hξ) = (x, ∂xϕ, y,−∂yϕ) = (x, ξ, y, ∂yS(y, ξ)).
Thus, χp is identically equal to 1, whenever we have
|∂yS(y, hξ)| ≥ ε.(33)
Thus, from (32) and (33) we obtain the desired statement that χpa = a in (30).
The proof of the identity aχq = a is similar.
Recall now that, in order to obtain the symbol of the composition as a semi-
classical symbol, we have to undo the scaling of the covariable by h and replace hξ
by ξ. Hence the derivatives of a are evaluated at C−1(x, ξ), those of p and q at
C−1(x, ξ/h). As pj(x, y, ξ/h) = h
jpj(x, y, ξ) with corresponding relations for the
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derivatives, each derivative of p with respect to ξ or ξ′ will contribute a factor h
after rescaling.
It is well-known that the leading term in the expansion is a(C−1(x, ξ)). It can
be determined by considering the contribution for |α| = |β| = |γ| = 0. In view of
the fact that p and q are the amplitudes in the Schwartz kernels (25) and (26) of
Φ and Φ−1, we have
p(x,M−1ξ,ξ (z), θ)q(M
−1
ξ,ξ (z), x, θ)| det ∂zM
−1
ξ,ξ (z)| = 1.
This shows the assertion.
The remainder terms. In order to understand the contribution of the remainder
term, consider first one of the terms in the summation on the right hand side of
(29). After an integration by parts, its contribution to the amplitude b is given by
N
γ!
∫∫ ∫∫ ∫ 1
0
ei(z−z
′)σ+i(z′−x′)(ξ−ξ′)(1− s)N−1
Dγσ∂
γ
z c(h; z
′ + s(z − z′), z′, x, x′, σ, ξ, ξ′) dsdzdσdz′dξ′.
Now we see from (an analog of) [26, Lemma II.2.4] that the inner three integrals
furnish an amplitude whose symbol seminorms can be estimated as before by those
for p˜, a˜, and q˜. In particular, since we take N derivatives with respect to σ, we
obtainN powers of h and symbol order −N . The corresponding consideration holds
for the Taylor expansion in the next step. Hence the remainder terms preserve the
asymptotic expansion found above.
The proof of Egorov’s theorem is now complete.
4. Trace Asymptotics for Fourier Integral Operators
Consider a semiclassical Fourier integral operator Φh associated with a homoge-
neous Lagrangian manifold L ⊂ T ∗0 (M ×M) with a Schwartz kernel equal to
(34) Φh(x, x
′) = h−d/2−n/2
∫
e
i
h
ϕ(x,x′,θ)a(x, x′, θ)dθ, θ ∈ Rd,
where we suppose that the support of the amplitude a is sufficiently small such
that in a neighborhood of this support ϕ is a nondegenerate phase function, which
parametrizes L. In particular, the critical set (7) is a smooth submanifold and we
have a local diffeomorphism α as in (6), defined in a small conical neighborhood of
a point in L.
Theorem 11. Suppose that L and the diagonal ∆ = {(x, p;x, p)} ⊂ T ∗0 (M ×M)
intersect cleanly and a ∈ Sm+(n−d)/2, where m + n/2 + d/2 < 0. Then the trace
TrΦh exists and admits an asymptotic expansion as h→ 0
(35) Tr(Φh) ∼ h
− dim(L∩∆)/2
∑
j≥0
αjh
j , where αj =
∫
L∩∆
mj .
Here the smooth densities mj are identically equal to zero in a small neighborhood of
the zero section and the integral converges absolutely at infinity. Moreover, locally
mj can be expressed in terms of a finite number of derivatives of the phase and the
amplitude.
Remark 12. This result is close to Theorem 2 in [53], where a formula for the
leading term of the asymptotic is stated, and a sketch of the proof is given. For the
algebraic indices, we need the existence of a full asymptotic expansion and not just
the leading term. Moreover, it turns out that special estimates at infinity in L∩∆
are necessary, since the critical set and the support of the amplitude function are
noncompact so that we can not apply the stationary phase method directly.
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Proof. 1. The integral in (34) is absolutely convergent for any given h by our
assumption on the order of the amplitude (since m + (n − d)/2 < −d), and is an
oscillatory integral as h → 0. Since the integral in (34) is absolutely convergent
and depends continuously on x, x′, it follows that Φh is of trace class and its trace
is equal to
(36) TrΦh = h
−d/2−n/2
∫∫
e
i
h
ϕ(x,x,θ)a(x, x, θ)dxdθ.
Unfortunately, we can not compute this integral directly by the stationary phase
method, since the support of the amplitude is noncompact and so is the set of
stationary points.
2. Let us compute the stationary point set in (36). Denote the phase by ψ(x, θ) =
ϕ(x, x, θ). We identify the set of stationary points of ψ and the set
(37) C = {(x, x, θ) | ∂θψ(x, θ) = 0} ⊂ Critϕ
using the mapping (x, θ) 7→ (x, x, θ). Since locally we have equality of the sets
α(C) = L ∩∆ (this follows from (6) and (37)) and the intersection of L and ∆ is
clean, we obtain that C is a submanifold.
3. Let us now show that the phase in (36) is nondegenerate in all directions
transverse to C. This follows from the following lemma.
Lemma 13. Given a point (x0, θ0) ∈ C, we have
Tx0,θ0C = kerHessx0,θ0 ψ,
where Hessx0,θ0 ψ is the Hessian of the function ψ evaluated at the point (x0, θ0).
Proof. In this proof, we deal with tangent spaces at the points (x0, x0, θ) ∈ C and
α(x0, x0, θ) ∈ L. For brevity, we omit these points in the notation.
Note that TCϕ = kerd(∂θϕ), since ϕ is a nondegenerate phase function. Hence,
TL = α∗(TCϕ) =
{
(X, d(∂xϕ)(X,X
′,Θ), X ′,−d(∂x′ϕ)(X,X
′,Θ)) | (X,X ′,Θ) ∈ TCϕ
}
.
Since L and ∆ intersect cleanly, we have T (L ∩∆) = TL ∩ T∆, and we get
T (L∩∆) =
{(
X, d(∂xϕ)(X,X,Θ), X, d(∂xϕ)(X,X,Θ)
) ∣∣∣∣ d(∂θϕ)(X,X,Θ) = 0 andd(∂xϕ+ ∂x′ϕ)(X,X,Θ) = 0
}
.
Hence, TC = (α∗)
−1T (L ∩∆) is equal to
TC = {(X,Θ) | (X,Θ) ∈ kerd(∂θψ); (X,Θ) ∈ ker d(∂xψ)}.
This equality proves the lemma, since its right hand side is equal to the kernel of
the Hessian of ψ. 
3. To apply the stationary phase method, write the integral (36) in spherical
coordinates
θ = rω, r > 0, |ω| = 1, dθ = rd−1drdω,
where dω is the volume form on Sd−1. Due to the homogeneity of the phase function
TrΦh = h
−d/2−n/2
∫∫∫
e
ir
h
ϕ(x,x,ω)a(x, x, rω)rd−1dxdrdω(38)
≡ h−d/2−n/2
∫ ∞
0
rd−1I(r, h′)dr,
where h′ = h/r and
(39) I(r, h′) =
∫∫
e
i
h′
ϕ(x,x,ω)a(x, x, rω)dxdω.
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This is an oscillatory integral with parameter h′ → 0. Note also that its amplitude
depends on an additional positive parameter r > ε, where ε is chosen such that
a(x, x, rω) ≡ 0, whenever r < ε. Since the phase function in the latter integral is
independent of r, the stationary set of the integral (39) also does not depend on
r and we can obtain uniform estimates in r of this integral using the stationary
phase method, see e.g. [54]. Note that we can apply the stationary phase method
in this situation, when we have a smooth compact manifold of stationary points of
the phase and the Hessian of the phase is nondegenerate in the normal directions to
this submanifold. Indeed, since the phase function in (39) is just the restriction of
the phase function in (36) to the sphere |θ| = 1, it follows that this phase function
is nondegenerate on the critical set C0 = C ∩{|θ| = 1}, where C was defined in (37).
Thus, we obtain the asymptotic expansion as h′ → 0
(40) I(r, h′) ∼
∑
j≥0
h′j+codim C0/2
∫
C0
[
A2ja(x, x, rω)
]
volC0 ,
from the stationary phase formula, where A2j = A2j(x, ω,Dx, Dω) are linear differ-
ential operators with smooth coefficients of order ≤ 2j and volC0 denotes a volume
form on C0. This formula has no oscillatory exponential factors, since the phase is
equal to zero on C0: indeed, ϕ(x, x, θ) is expressed in terms of the differential at
this point by Euler’s formula, but the differential is zero, hence, so is the phase.
Substituting (40) in (38), we formally obtain the desired asymptotic expansion (35)
(41) Tr(Φh) = h
−d/2−n/2
∫ ∞
0
rd−1I(r, h′)dr ∼
∼
∫ ∞
0
∑
j≥0
rd−1−j−codimC0/2h−d/2−n/2+j+codimC0/2
(∫
C0
A2ja(x, x, rω) volC0
)
dr =
= h−(dimL∩∆)/2
∑
j≥0
hj
∫
C
rd−1−j−codimC0/2A2ja(x, x, rω) volC0 dr.
To complete the proof of Theorem 11, it suffices to show that all integrals in (40)
converge absolutely and to estimate the error terms in the asymptotic expansions.
First, the convergence at r = 0 is trivial, since the amplitude is identically zero
in a neighborhood of the zero section {θ = 0}. Second, one checks by explicit
differentiation that
|A2ja(x, rω)| ≤ Cr
m+(n−d)/2 uniformly in r ≥ ε
Hence, the integrand in the j-th term in (41) is of the order
O(rd−1+m+(n−d)/2−j−codim C0/2) ≤ Crd−1+m+(n−d)/2
and its integral with respect to r absolutely converges, since m + n/2 + d/2 < 0
by assumption. Finally, we estimate the remainders in the asymptotic expansions.
We use the estimate of the difference between I(r, h′) and the first N terms in the
sum (40), see [54, Theorem 3.16], and obtain that this difference is bounded by an
expression of the form
CNh
′N+codimC0/2
∫∫
max
(x,x,rω)∈suppa,|α|+|β|≤2N+codimC0+1
∣∣∣∣ ∂α+β∂xα∂ωβ a(x, x, rω)
∣∣∣∣ dxdω
This expression is of the order h′
N+codimC0/2rm+(n−d)/2 for r large. Integration of
this estimate with respect to r shows that (41) is indeed an asymptotic expansion
as h→ 0.
The proof of Theorem 11 is now complete. 
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Application to quantized canonical transformations. Let Φ be a quantized
canonical transformation associated with the homogeneous canonical transforma-
tion
C : T ∗0M → T
∗
0M.
And suppose that C is of finite order (Ck = Id for some k ≥ 1). Then C is
nondegenerate in the sense that its fixed point set (denoted by T ∗0M
C) is a smooth
submanifold and at each point in T ∗0M
C we have (cf. [3])
(42) ker(1− dC) = T (T ∗0M
C),
where dC is the differential of C, i.e., the eigenspace with eigenvalue equal to 1
coincides with the tangent space to the fixed point set.
A direct computation shows that (42) is equivalent to the condition that the
intersection
graphC ∩∆ ⊂ T ∗(M ×M)
of the graph of C and the diagonal in the product is clean.
Thus, we can apply Theorem 11 to operators of the form
Oph(a)Φh,ε,N ,
where a ∈ A′ is a semiclassical symbol of sufficiently negative order (it suffices to
take orda < −2 dimM), and we obtain the asymptotic expansion
(43) Tr(Oph(a)Φh,ε,N ) ∼ h
− dimT∗MC/2
∑
j≥0
αjh
j , where αj =
∫
T∗MC
mj
in integer powers of h (indeed, by [19], the fixed point sets T ∗MC are even-
dimensional). The coefficients αj in (43) do not depend on the choice of Φh,ε,N
up to j = N − 1. This is proved using the following lemma.
Lemma 14. (1) If a ∈ Sm,m ≤ 0 and j ≥ 0, then hjOph(a) is an O(h
N )-
family, where N = min(j,−m);
(2) If Ah is an O(h
N )-family and N > dimM , then the operator Ah : L
2(M) −→
L2(M) is of trace class and we have
(44) TrAh = O(h
N−dimM ).
Proof. 1. We set N = min(j,−m) and obtain
‖Oph(a)‖B(Hs
h
(M),Hs+N
h
(M)) ≤ ‖Oph(a)‖B(Hs
h
(M),Hs−m
h
(M))·‖Id‖B(Hs−m
h
(M),Hs+N
h
(M))
and the two factors in this formula are obviously uniformly bounded as h → 0.
This implies the desired statement.
2. Let us write Ah as the composition
(45) Ah = (AhΛ
N
h )Λ
−N
h , where Λ
k
h = (h
2∆+ 1)k/2 : Hsh(M) −→ H
s−k
h (M).
Then the composition AhΛ
N
h is uniformly bounded in L
2, while Λ−Nh is of or-
der −N < − dimM . Hence, it is of trace class and therefore the composition
(AhΛ
N
h )Λ
−N
h is of trace class. Let us now estimate the trace. We have
(46) |TrAh| ≤ ‖Ah‖1 ≤ ‖AhΛ
N
h ‖‖Λ
−N
h ‖1 ≤ C TrΛ
−N
h ,
where ‖B‖ denotes the norm of operator B and ‖B‖1 denotes its trace norm (recall
that ‖B‖1 = Tr |B|) and we use standard properties of the trace norm (see, e.g. [52],
Proposition D3.7). Thus, it remains to estimate the trace of operator Λ−Nh . The
principal symbol of this operator is (h2ξ2 + 1)−N/2. Therefore, the trace of this
operator is estimated by an expression of the form
C
∫∫
dxdξ
(h2ξ2 + 1)N/2
= Ch− dimM
∫∫
dxdξ
(ξ2 + 1)N/2
= O(h− dimM ).
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In the last equality we used the fact that N > dimM by the assumption in our
lemma.
This completes the proof of the lemma. 
5. Application to Elliptic G-operators
Elliptic G-operators. Let G be a finitely generated discrete group, represented
on L2(M) by quantized canonical transformations, i.e., there is a map g 7→ Φg,
g ∈ G, which associates to a group element g a quantized canonical transformation
Φg, such that Φe = I and ΦgΦh = Φgh. In [47] we considered G-operators, i.e.
bounded operators of the form
D =
∑
DgΦg : L
2(M) −→ L2(M),(47)
where the Dg are pseudodifferential operators of order zero and only finitely many
of the Dg in the sum are different from zero. Below by a G-operator we mean an
operator of the form (47) and a choice of coefficients Dg.
Egorov’s theorem [15] states that for a pseudodifferential operator A with prin-
cipal symbol σpr(A), the operator ΦgAΦ
−1
g is again a pseudodifferential operator
with principal symbol σpr(A)◦C
−1
g , where Cg is the canonical transformation asso-
ciated with Φg. It is a consequence of this theorem that the operators of the form
D +K, where D is as in (47) and K ∈ K(L2(M)) is compact, form an algebra.
To an operator D as in (47), more precisely, to this particular representation
of D, we associate a principal symbol, namely the tuple {σpr(Dg)}g∈G of principal
symbols of Dg, which can be seen as an element in the maximal C
∗-crossed product
C(S∗M) ⋊ G of the algebra of continuous functions on the cosphere bundle S∗M
of M . It turns out that D is a Fredholm operator, if its symbol is invertible in
C(S∗M) ⋊ G, see [47, Theorem 1]. In general, the inverse symbol has infinitely
many nonzero components and, therefore, it is difficult to write explicity a G-
operator with this symbol. In this paper, we shall work in the situation, when the
inverse symbol has finitely many components. The general case will be considered
elsewhere. Thus, we introduce the following definition.
Definition 15. A G-operator is elliptic, if its principal symbol
σpr(D) ∈ C
∞(S∗M)⋊G
is invertible in the algebraic crossed product.
One easily proves that ellipticity implies the Fredholm property in Sobolev
spaces. More precisely, the following lemma holds. To formulate it, we introduce
the algebraic crossed product Ψ(M)⋊G of the algebra of classical pseudodifferential
operators and G acting on Ψ(M) by conjugation: A ∈ Ψ(M), g ∈ G 7→ ΦgAΦ
−1
g .
Let Ψm(M) ⊂ Ψ(M) be the space of operators of order ≤ m.
Lemma 16. Let D be an elliptic G-operator. Then for each N ≥ 1 there exists a
G-operator R ∈ Ψ0(M)⋊G such that
(48) 1−DR, 1−RD ∈ Ψ−N (M)⋊G.
Proof. Since D is elliptic, there exists an inverse symbol
σpr(D)
−1 = {rg} ∈ C
∞(S∗M)⋊G.
We define the almost inverse G-operator R0 by
R0 =
∑
g
RgΦg, where σpr(Rg) = rg.
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Then 1−R0D, 1−DR0 ∈ Ψ
−1(M)⋊G, and we set
R = (1 +K1 + . . .+K
N−1
1 )R0, where K1 = 1−R0D.

Remark 17. In general, inverses modulo smoothing operators of ellipticG-operators
can not be represented as finite sums as in (47). For instance, consider the operator
D = 1 − αBΦ, where α is a number, B is a pseudodifferential operator of nega-
tive order and Φ is an invertible quantized canonical transformation. This elliptic
operator is invertible for small |α| and the inverse is equal to the infinite sum
D−1 = 1 + αBΦ + (αBΦ)2 + . . . ,
and in general can not be represented as a finite sum.
Analytic indices localized at conjugacy classes in G. Given an element g ∈ G,
we define a linear functional
(49)
Trg : Ψ
−N(M)⋊G −→ C∑
l
KlΦl 7−→
∑
l∈〈g〉
Tr (KlΦl) ,
where 〈g〉 ⊂ G stands for the conjugacy class of g, and Tr is the operator trace for
operators in L2(M). The traces in (49) are defined whenever N > dimM . A direct
computation shows that Trg is a trace. Moreover, one has
Trg(AB) = Trg(BA), for all A,B ∈ Ψ(M)⋊G such that ordA+ordB < − dimM.
Definition 18. Given an elliptic G-operator D, we define its index localized at the
conjugacy class 〈g〉 ⊂ G as
(50) indgD = Trg(1 −RD)− Trg(1 −DR) = Trg[D,R] ∈ C,
where R is an almost-inverse element as in (48) with N > dimM .
Proposition 19. The localized index indgD is independent of the choice of the
almost-inverse operator and therefore a well-defined invariant of the complete sym-
bol of D. It satisfies the following properties:
1) Consider D as a Fredholm operator
D : Hs(M) −→ Hs−m(M)
for some s. Then its Fredholm index indD is given by
indD =
∑
〈g〉⊂G
indgD,
where the sum is over all conjugacy classes in G;
2) We have
(51) indgD = Trg(WDP0W
−1
D − P0),
for the invertible WD and projection P0 defined as
(52) WD =
(
(2−DR)D 1−DR
RD − 1 R
)
, P0 =
(
1 0
0 0
)
,
where R is an almost-inverse operator such that (48) holds.
3) If Dt is a smooth family with parameter t ∈ [0, 1] of elliptic operators and
there exists a smooth family of operators Rt such that (48) holds, then
indgDt does not depend on t.
26 ANTON SAVIN, ELMAR SCHROHE
Proof. It is standard to prove that indg D is well defined, that is, it does not depend
on the choice of R, using the property that Trg is a trace.
Property 1) is obvious.
Property 2) follows by a direct computation. Indeed, WD is invertible and the
inverse is equal to
W−1D =
(
R RD − 1
1−DR D(2 −RD)
)
.
Then we calculate the right-hand side in (51) and obtain
Trg(WDP0W
−1
D −P0) = Trg((2−DR)DR+(RD−1)
2−1) = Trg[D, 2R−RDR]) = indg D.
Here we used the fact that 2R− RDR is an almost-inverse for D and that indg D
does not depend on the choice of the almost-inverse operator.
Let us now prove 3). We first note that the invertible element WDt defined
in (52) and the projection WDtP0W
−1
Dt
are also smooth in t. Hence, the trace
Trg(WDtP0W
−1
Dt
− P0) does not depend on t. Thus, by 2) indgDt also does not
depend on t. 
Remark 20. The expressions in (51) and (52) are just an explicit form of the
boundary mapping in algebraic K-theory, see e.g. [5, 40]). Note however, that we
can not use the graph projection as in [39], since the algebraic crossed products we
use are not spectrally invariant.
Action of G on semiclassical symbols. Now, given g ∈ G, we have a quantized
canonical transformation Φg. We denote the corresponding semiclassical quantized
canonical transformation as Φg,h,ε,N .
Let us define the action of g ∈ G on semiclassical symbols a ∈ A′/A′N by the
formula
(53) ϕg,N (a) = σ(Φg,h,ε,NOph(a)Φg−1,h,ε,N ) ∈ A
′/A′N ,
where ε = ε(a) is chosen as in Theorem 10. This element is well defined, since
conjugation with Φg,h,ε,N preserves the filtration of A (this follows from Eq. (24)).
Clearly, the element (53) will not change if we take a larger N or a smaller ε.
Moreover, this element is independent of the choice of cut-off functions. Therefore,
below we omit ε for brevity.
Proposition 21. (1) The mapping
ϕg,N : A
′/A′N −→ A
′/A′N
a 7−→ ϕg,N (a)
is an automorphism of the algebra A′/A′N and the collection of all such
mappings for g ∈ G defines an action of G on A′/A′N .
(2) The actions ϕN for different N are compatible, i.e., the following diagram
commutes:
(54) A′/A′N+1
ϕg,N+1
//

A′/A′N+1

A′/A′N
ϕg,N
// A′/A′N .
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Proof. 1. Let us first prove that ϕg,N is an automorphism. Indeed, given a, a
′ ∈ A′,
we have equalities modulo O(hN )-families
(55) Oph(ϕg,N (a1 ∗ a2)) = Φg,h,NOph(a1 ∗ a2)Φg−1,h,N
= Φg,h,NOph(a1)Oph(a2)Φg−1,h,N
= Φg,h,NOph(a1)Φg−1,h,NΦg,h,NOph(a2)Φg−1,h,N
= Oph(ϕg,N (a1))Oph(ϕg,N (a2)) = Oph(ϕg,N (a1) ∗ ϕg,N (a2)).
Here the first equality is true by the definition of ϕg,N , the second and the last
equalities are true, since Oph is a homomorphism, the third equation follows from
Proposition 9; the fourth equality is again just the definition of ϕg,N .
2. Let us now prove that the collection {ϕg,N}g∈G defines a group action. Given
g1, g2 ∈ G, we have to show that
(56) ϕg1,N(ϕg2,N(a)) = ϕg1g2,N(a).
Indeed, the left hand side of this equality is the symbol of the composition
(57) Φg1,h,NΦg2,h,NOph(a)Φg−1
2
,h,NΦg−1
1
,h,N .
However, by Proposition 9 we have
Φg1,h,NΦg2,h,NOph(a) = Φg1g2,h,NOph(a) mod O(h
N )-families
and also
Oph(a)Φg−1
2
,h,NΦg−1
1
,h,N = Oph(a)Φg−1
2
g−1
1
,h,N mod O(h
N )-families.
Hence, the left hand side in (57) is equal to
Φg1g2,h,NOph(a)Φg−1
2
g−1
1
,h,N mod O(h
N )-families,
which is just the right hand side in (56). Hence, we showed that {ϕg,N}g∈G is a
representation of G by automorphisms of A′/A′N .
3. Compatibility of representations ϕg,N for different N follows from the fact
that the element (53) does not change, if we take larger N and smaller ε on the
right hand side. 
Corollary 22. The formula
(58) g ∈ G, a ∈ A′ 7−→ ϕg(a) =
[
1+
∑
k≥1,0<|α|+|β|≤2k
hkµg,k,α,βD
α
xD
β
ξ
]
C−1g
∗
a,
where the coefficients µg,k,α,β(x, ξ) were defined in (24), defines an action of G on
A
′.
Hence, we can define the algebraic crossed product A′⋊G. Its elements are called
semiclassical G-symbols. We denote the product of two semiclassical G-symbols by
“*”.
Ellipticity and parametrix construction. G acts on T ∗0M by homogeneous
canonical transformations. Thus, we have crossed products Sj(T ∗0M)⋊G of spaces
of symbols of order j, which vanish in a neighborhood of the zero section.
Definition 23. A symbol a ∈ A′ ⋊G of order zero is elliptic if its leading symbol
a0 ∈ S
0(T ∗0M) ⋊ G is invertible modulo symbols of order −1, i.e., there exists a
classical leading symbol r0 ∈ S
0(T ∗0M)⋊G such that the differences
(59) a0r0 − 1, r0a0 − 1 are of order ≤ −1.
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Denote by B the algebra A′⋊G with adjoint unit. Its elements can be represented
as collections
(60)
∑
j≥0
hjal,j(x, ξ)

l∈G
,
where the coefficients al,j(x, ξ) satisfy all the properties for elements in A
′, except
that ae,0(x, ξ) is allowed to be equal to a nonzero constant in a neighborhood of
the zero section in T ∗M . Denote by BN ⊂ B the ideal of elements (60), whose
coefficients al,j(x, ξ) have order ≤ −N .
Lemma 24. Let a ∈ B be an elliptic symbol of order zero. Then for each N ≥ 1
there exists a symbol rN ∈ B such that
(61) 1− a ∗ rN , 1− rN ∗ a ∈ BN .
Proof. Since a is elliptic, there exists r0 ∈ S
0(T ∗0M) ⋊ G such that (59) holds.
Clearly, r0 ∈ B and we have
a ∗ r0 =
a0 + ∑
1≤j≤N
hjaj
 ∗ r0 = a0r0 + ∑
1≤j≤N
hjbj ≡ 1− w,
where
w = (1− a0r0)−
∑
1≤j≤N
hjbj ∈ B1.
Hence, we obtain
a ∗ r0 ∗ (1+w+w ∗w+ ...+w
N) = (1−w) ∗ (1+w+w ∗w+ ...+wN) = 1−wN+1,
where wN+1 ∈ BN+1. Therefore, if we set r = r0 ∗ (1 +w +w ∗w+ ...+w
N ), then
we have
a ∗ r − 1 = −wN+1 ∈ BN+1.
A computation shows also that r ∗ a− 1 ∈ BN+1. Hence, (61) is valid. 
Localized traces of G-operators. Given a finite order element g ∈ G and a
number N > 2 dimM , we now define a linear functional on elements
a = {al}l∈G ∈ A
′
⋊G such that orda < −2 dimM.
The desired functional, denoted by τg,N , is defined as
(62) τg,N (a) =
∑
l∈〈g〉
Tr(Oph(al)Φl,h,ε,N ) ∈
(
h− dimT
∗Mg/2
C[h]
)
/hN−dimM ,
where
(
h− dimT
∗Mg/2C[h]
)
/hN−dimM stands for the space of Laurent polynomials∑
− dimT∗Mg/2≤j<N−dimM
cjh
j
and ε in Φl,h,ε,N is chosen such that the first N components in the expansion of
al ∈ A
′ in powers of h are equal to zero on the set Cl{|ξ| < 2ε} ⊂ T
∗M .
We claim that τg,N (a) in (62) is independent of the choice of ε and Φl,h,ε,N .
Indeed, a different choice of these data gives an operator family, which differs from
the original family by an O(hN )-family according to Proposition 8. As the trace
of such a family is O(hN−dimM ) by Lemma 14, it is equal to zero in the quotient
(62). Moreover, the traces for different N are compatible:
τg,N+1(a) ≡ τg,N (a) mod h
N−dimM .
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Hence, in the limit N →∞ these functionals assemble in a functional denoted by
(63) τg : A
′
⋊G −→ h− dimT
∗Mg/2
C[[h]]
defined on symbols of order < −2 dimM . Here C[[h]] stands for the algebra of
formal power series in h.
Proposition 25. The functional (63) is a trace: Given a, b ∈ A′ ⋊ G such that
orda+ ord b < −2 dimM , we have
τg(a ∗ b) = τg(b ∗ a).
Proof. It suffices to prove the trace property for a and b with only one nonzero
component denoted by al and bk, where lk ∈ 〈g〉. Then a ∗ b also has only one
nonzero component denoted by (a ∗ b)lk.
By the definitions of the star product and the crossed product and Theorem 10,
we have
(a ∗ b)lk ≡ al ∗ σ(Φl,ε,NOph(bk)Φ
−1
l,ε,N )
modulo symbols of O(hN )-families. Hence, we obtain for the corresponding opera-
tors
(64) Oph
[
(a ∗ b)lk
]
≡ Oph(al)Φl,ε,NOph(bk)Φ
−1
l,ε,N mod O(h
N )-families.
We can now compute the trace functionals:
(65)
τg(a ∗ b) ≡ Tr(Oph
[
(a ∗ b)lk
]
Φlk,ε,N ) ≡ Tr(Oph(al)Φl,ε,NOph(bk)Φ
−1
l,ε,NΦlk,ε,N )
≡ Tr(Oph(al)Φl,ε,NOph(bk)Φk,ε,N ) ≡ Tr(Oph(bk)Φk,ε,NOph(al)Φl,ε,N ) ≡ τg(b∗a).
Here all comparisons are modulo hN−dimM : The first is the definition of τg, the
second follows from (64), the third follows from the composition formula in Propo-
sition 9, the fourth follows since the operator trace has the trace property, while the
final comparison follows from all previous comparisons, if we consider b ∗ a instead
of a ∗ b. This completes the proof. 
Algebraic indices. Let g ∈ G be an element of finite order.
Definition 26. Given an elliptic symbol a ∈ B, its algebraic index localized at the
conjugacy class 〈g〉 ⊂ G is defined as
(66)
i˜ndg,Na = τg(1−rN∗a)−τg(1−a∗rN) = τg[a, rN ] ∈
(
h− dimT
∗Mg/2
C[h]
)
/hN−dimM ,
where r is an almost-inverse symbol for a such that (61) holds.
The algebraic index (66) is independent of the choice of the almost-inverse symbol
rN and the algebraic indices for different N are compatible
i˜ndg,Na ≡ i˜ndg,N+1a mod h
N−dimM .
They define the algebraic index as N →∞
(67) i˜ndga ∈ h
− dimT∗Mg/2
C[[h]].
Proposition 27. We have
(68) i˜ndga ≡ τg(wa ∗ p0 ∗ w
−1
a − p0) mod h
N−dimM ,
where
(69) wa =
(
(2− a ∗ rN ) ∗ a 1− a ∗ rN
rN ∗ a− 1 rN
)
, p0 =
(
1 0
0 0
)
,
while rN is an almost-inverse symbol as in (61).
30 ANTON SAVIN, ELMAR SCHROHE
Proof. Property (68) follows by a direct computation. Indeed, wa is invertible in B
and the inverse is equal to
w−1a =
(
rN rN ∗ a− 1
1− a ∗ rN a ∗ (2− rN ∗ a)
)
.
Then we calculate the right-hand side in (68) and obtain
τg(wa ∗ p0 ∗ w
−1
a − p0) = τg((2− a ∗ rN ) ∗ a ∗ rN + (rN ∗ a− 1)
2 − 1) =
= τg[a, 2rN − rN ∗ a ∗ rN ] ≡ i˜ndga mod h
N−dimM .
Here we used the fact that 2rN − rN ∗ a ∗ rN is an almost-inverse for a and that
i˜ndga does not depend on the choice of the almost-inverse symbol. 
Analytic and algebraic indices are equal. Given an elliptic symbol a ∈ B, we
define the semiclassical G-operator (cf. (62))
Oph(a) =
∑
l∈G
Oph(al)Φl,h,ε,N .
This Fredholm family is constant in h modulo infinitely smoothing operators.
Hence, its analytic index indg Oph(a) (see (50)) is constant in h by Proposition 19.
On the other hand, our elliptic symbol a has algebraic index localized at g
i˜ndga ∈ h
− dimT∗Mg/2
C[[h]].
The following theorem is the main result of this paper.
Theorem 28. Given a finite order element g ∈ G, the algebraic index localized at
g has no negative and no positive powers of h, and its constant term is equal to the
analytic index:
(70) indg Oph(a) =
(
i˜ndga
)∣∣∣
h=0
.
Proof. Given N > 2 dimM , we consider the element (see (69))
wa =
(
(2− a ∗ rN ) ∗ a 1− a ∗ rN
rN ∗ a− 1 rN
)
∈ B,
where an almost inverse symbol rN is chosen such that (61) holds.
Denote for brevity A = Oph(a) and similarly R = Oph(rN ). Then the analytic
index of A is independent of h, and by Proposition 19 we have for the analytic
index
(71) indg A = Trg(WAP0W
−1
A − P0),
where (cf. (52))
WA =
(
(2−AR)A 1−AR
RA− 1 R
)
.
By the definition of the ∗-product in B the difference
WAP0W
−1
A −Oph(wa ∗ p0 ∗ w
−1
a )
is an O(hN )-family. Further, we obtain the comparison
(72) Trg(WAP0W
−1
A − P0) ≡ τg(wa ∗ p0 ∗ w
−1
a − p0) mod h
N−dimM .
by the definition of the trace τg in (62) and Lemma 14. Finally, the right hand side
in (72) is equal to the algebraic index mod hN−dimM by Proposition 27:
(73) τg(wa ∗ p0 ∗ w
−1
a − p0) ≡ i˜ndga mod h
N−dimM .
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Therefore, equalities (71), (72) and (73) imply that the algebraic index has only
the constant term and is equal to the analytic index, i.e., we obtain the desired
formula (70).
This ends the proof of Theorem 28. 
The Fredholm index. Theorem 28 treats indices localized at torsion elements
of the group. It turns out that for some infinite order elements of the group the
localized index is always equal to zero. More precisely, the following vanishing
result holds, cf. Proposition 9.4 in [35].
Proposition 29. Given an elliptic operator D and g0 ∈ G, we have
indg0 D = 0,
whenever there exists a group homomorphism χ : G→ Z such that χ(g0) 6= 0.
Proof. We use χ to define the family of unital automorphisms
Ut ∈ Aut(Ψ(M)⋊G), Ut{Dg} = {e
itχ(g)Dg}, t ∈ [0, 2π].
Given an elliptic operatorD with almost-inverseR, the homotopiesDt = Ut(D), Rt =
Ut(R) satisfy the assumptions of Proposition 19, and hence the index of this family
does not depend on t:
(74) indg0 Dt = indg0 D.
On the other hand, by the definition of the localized index we have
indg0 Dt = Trg0 [Dt, Rt]
= Trg0 Ut([D,R]) = e
itχ(g0) Trg0 [D,R] = e
itχ(g0) indg0 D.(75)
It now follows from (74) and (75) and our condition χ(g0) 6= 0 that indg0 D = 0. 
The conditions of this proposition are satisfied for all infinite-order elements in
finite extensions of Abelian groups (in particular, for all finite groups and Abelian
groups). Hence, we obtain the following corollary from Propositions 19, 29 and
Theorem 28.
Corollary 30. Given an elliptic symbol a ∈ C∞(S∗M) ⋊ G, where G is a finite
extension of an Abelian group, the Fredholm index of the corresponding G-operator
denoted by A is equal to the sum of localized algebraic indices over torsion conjugacy
classes in G:
(76) indA =
∑
〈g〉⊂Tor G
(
i˜ndga
)∣∣∣
h=0
.
Here Tor G is the torsion subgroup of G.
Remark 31. Formula (76) also holds for torsion free groups of polynomial growth.
The proof follows from the equality indD = indeD, which can be obtained as
in [49].
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