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A hydrodynamic approach to QGP instabilities
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We show that the usual linear analysis of QGP Weibel instabilities based on the Maxwell-
Boltzmann equation may be reproduced in a purely hydrodynamic model. The latter is derived
by the Entropy Production Variational Method from a transport equation including collisions, and
can describe highly nonequilibrium flow. We find that, as expected, collisions slow down the growth
of Weibel instabilities. Finally, we discuss the strong momentum anisotropy limit.
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I. INTRODUCTION
The hot and dense fireball of nuclear matter created in heavy ion collisions at the Relativistic Heavy Ion Collider
and the Large Hadron Collider behaves as an almost perfect fluid, with a viscosity-to-entropy ratio not far from the
lower bound η/s = 1/(4π) derived from the Anti de Sitter/Conformal Field Theory correspondence [1]. This implies
that, in spite of the rapid longitudinal expansion, which limits the effectiveness of particle collision in equilibrating
the system, the fireball isotropizes extremely fast with characteristic times . 1 fm/c.
Mro´wczyn´ski was the first to show that there exists an instability to chromomagnetic fluctuations in the Quark-
Gluon Plasma (QGP) for wavevectors tranverse to the chromomagnetic field [2, 3] (see also [4–6]). These are the
analog of the Weibel instabilities in a electromagnetic (EM) plasma [7] and occur if the one-particle distribution is
anisotropic in momentum space (see also [8–10]). This type of distribution function is relevant in heavy ion collisions
because the longitudinal expansion of the fireball causes the system to become much colder in the longitudinal direction
than in the transverse ones, implying
〈
p2L
〉 ≪ 〈p2T 〉 in the local rest frame, where pL,T is the particle momentum in
the longitudinal and transverse direction.
The transverse instabilities are found to have a strong impact on the fireball’s evolution due to the large momentum
anisotropy present at early times, speeding up the isotropization and equilibration process. Basically, the instability
causes the soft sector of the magnetic field to become rapidly amplified, which leads to large-angle scattering of hard
particles thus leading to faster isotropization and thermalization. Therefore, the thermalization process in the QGP
is not controlled solely by particle collisions, but the role of collective effects (such as Weibel instabilities) must be
taken into account as well.
The chromo-Weibel instability has been extensively studied [2–6, 11–24], both analytically in linear response and
numerically in the fully non-linear case, either within the Hard-Thermal Loop framework or directly from the non-
linear Vlasov equations for anisotropic plasmas (which go beyond the HTL approximation, see e.g. [25] and references
therein). One of the most important results that comes out from these studies is that the non-linear gauge self-
interactions slow down the growth rate of the Weibel instability, an effect that could be studied with a suitable
generalization to the non-Abelian case of the formalism presented in this work.
More directly connected to our study is the work by Schenke and coworkers [11], in which the authors study stable
and unstable modes as obtained from the Boltzmann-Vlasov equation for non-Abelian fields (but in the effective
Abelian approximation) with a Bhatnagar-Gross-Krook collision operator. We shall compare our results to those of
Ref. [11] along the way.
The usual kinetic theory approach to study plasma instabilities combines a collisionless transport equation for a
one-particle distribution function with the Maxwell equations for the EM field, see e.g. [26, 27]. In the background
the distribution function is position independent and the Maxwell field vanishes (see however Ref. [12] where initial
fluctuations of the currents are taken into account). The linearized equations are a simple transport equation for the
perturbation of the distribution function with a source which depends on the linearized Maxwell field. This equation
may be solved exactly, leading to an integro-differential equation for the Maxwell field. Since the background is
homogeneous, the perturbations may be Fourier analyzed, whereby a dispersion relation follows.
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2In this paper we show that the ordinary analysis of QGP instabilities based on the Maxwell-Boltzmann equation
may be reproduced in a purely (viscous) hydrodynamic model. To our knowledge, this is the first attempt of this
kind that deals with a relativistic plasma and includes the effect of collisions. Manuel and Mro´wczyn´ski have derived
ideal hydrodynamic-like equations that are applicable to short-time scale color phenomena in the QGP and applied
them to study the collective modes in a two-stream system [28]. An alternative set of hydrodynamic equations for
a non-Abelian plasma is derived in [29]. Using the chromo-hydrodynamic formalism developed in [28], Mannarelli
and Manuel investigated jet-induced stream instabilities in Ref. [30] and compared the results with those obtained
with kinetic theory in Ref. [31]. Based on a particular closure and neglecting collisions, Basu has studied the Weibel
instabilities in a non-relativistic plasma within a hydrodynamic model and has been able to reproduce, in the strong
anisotropy limit, the results from kinetic theory [32].
For simplicity, we shall restrict ourselves to the instability of a homogeneous configuration of an EM plasma (i.e. the
background EM field and the background one-particle distribution function are independent of spatial coordinates).
We shall reproduce the kinetic theory analysis with a hydrodynamical effective theory derived from kinetic theory
by use of the so-called Entropy Production Variational Method (EPVM) – see Refs. [33, 34] for a detailed account
of this method, and Refs. [35, 36] for its connection to nonequilibrium statistical mechanics. We note that similar
approaches to the EPVM have been applied to diverse transport phenomena in Refs. [37–41].
As indicated above, we shall deal with an Abelian plasma. The extension to a non-Abelian plasma is left for the
future, but it is worth mentioning that the developments presented here are relevant to the non-Abelian case under
the Abelian dominance approximation valid for weak gauge fields A ≪ ph, where A and ph are the vector potential
amplitude and the characteristic momentum of hard particles (see, e.g., [11, 12, 22]).
This paper is organized as follows. In Section II we give a brief overview of the kinetic theory and hydrodynamics
of a charged fluid, and describe the closure obtained from the EPVM that we use to go from kinetic theory to the
hydrodynamic effective theory on which our developments are based. In Section III we analyze the Weibel instability
as obtained from the effective theory, study the dependence of its growth rate on the collision time and compare our
results to those obtained from kinetic theory. Finally, in Section IV we present our conclusions and outlook.
II. THEORETICAL SETUP
A. Kinetic theory and hydrodynamics of a charged fluid
Let us begin by briefly reviewing the kinetic theory and hydrodynamics of a charged fluid.
The fluid has two conserved quantities, the energy-momentum tensor T µν and current Jµ. They obey conservation
laws and the Maxwell equations
T µν,ν = F
µρJρ
Jµ,µ = 0
Fµν,ν = J
µ (1)
where Fµν is the strength tensor
Fµν =


0 E1 E2 E3
−E1 0 B3 −B2
−E2 −B3 0 B1
−E3 B2 −B1 0

 (2)
For an ideal fluid (which is not the case studied here) we would have
T µν = (ρ+ p)uµuν + pgµν
Jµ = quµ (3)
where ρ is the energy density, p is the pressure, and q is the charge density.
In the kinetic theory description the transport equation reads
pµ
[
∂µf − eFµν ∂f
∂pν
]
=
−1
τ
sign
(
p0
)
Icol (4)
3where f = f(xµ, pµ, t) is the one-particle distribution function, e and pµ are the particles’ charge and momentum, Icol
is the collision operator, and τ is the collision time. We shall specify Icol later on. The current is
Jµ = e
∫
Dp pµf (5)
and the energy-momentum tensor is
T µν =
∫
Dp pµpνf (6)
where the measure is given by
Dp =
2d4pδ
(
p2
)
(2π)
3
=
d4p
(2π)
3
p
(
δ
(
p0 − p)+ δ (p0 + p)) (7)
For simplicity we assume massless particles. To enforce the conservation laws we require
∫
Dp sign
(
p0
)
Icol =
∫
Dp sign
(
p0
)
pµIcol = 0 (8)
We parametrize the distribution function as follows
f = fB (1 + Z) (9)
with Z = 0 at equilibrium. fB is the background solution. Following Weibel [7], we assume fB is independent of
spatial coordinates. Later on we shall specify fB, but the moment we leave this choice open.
Our developments will be based on the EPVM, so we shall make use of the expression giving the entropy production.
We assume a simple Boltzmann type relative entropy flux [42–44]
Sµ = −
∫
Dp
(
sign
(
p0
))
pµ
[
f ln
(
f
fB
)
− (f − fB)
]
(10)
so we get the relative (with respect to fB) entropy production
Sµ,µ =
1
τ
∫
Dp Icol ln (1 + Z) (11)
To continue we must make an ansatz regarding the collision operator. We shall assume a linear collision term of
the form
Icol (p) =
∫
Dp′ K [p, p′]Z (p′) (12)
where K is a symmetric operator. The idea behind Eq. (12) is that the antisymmetric part of the kernel of the
linear collision operator does not affect the entropy production to lowest order. Retaining only the symmetric kernel
in the linear collision term, we focus on the part of the dynamics which is directly related to the relaxation of the
system towards homogeneity, since this relaxation entails an entropy increase. The conservation laws then mean that
sign
(
p0
)
and sign
(
p0
)
pµ are homogeneous solutions. This suggests writing
Icol (p) = F (p) fB (p)
{
Z (p)− sign (p0) [A[Z] + pµBµ[Z]}] (13)
where F is some even function of pi (i = 1, 2, 3), and the quantities A[Z] and Bµ[Z] are functionals of Z introduced
to enforce the constraints, namely
4∫
Dp (A+Bνp
ν)FfB =
∫
Dp sign
(
p0
)
FfBZ∫
Dp pµ (A+Bνp
ν)FfB =
∫
Dp sign
(
p0
)
pµFfBZ (14)
We shall not need the explicit expressions for A[Z] and Bµ[Z], but they can be calculated following Ref. [29].
For the moment, we need not specify the function F (p), but we note that F = p corresponds to Anderson-Witting’s
ansatz for the collision term [45, 46], which we shall use in the subsection III B.
B. Closure from the EPVM
In order to go from kinetic theory to a fluid description, we need to express Z (the deviation from equilibrium) in
terms of hydrodynamic variables, i.e., to provide a closure. The most well-known approaches are the Chapman-Enskog
expansion and Grad’s quadratic ansatz. As mentioned in the Introduction, in this paper we will use the closure that is
obtained from the EPVM (a review can be found in Ref. [33]). We will now briefly review this formalism, focusing on
the derivation of the hydrodynamic effective theory that will serve as our basis. A detailed account of this derivation
can be found in Refs. [29, 47]; see also [48, 49] for concrete applications to heavy ion collisions.
Traditional fluid dynamics derived from kinetic theory by the Chapman-Enskog expansion or Grad’s ansatz has
two important limitations. First, it relies on an expansion in gradients of hydrodynamic variables, which necessarily
implies that the system is sufficiently close to equilibrium so that these gradients are small. In turn, this means that
the system is also very close to being isotropic in momentum space. Second, it breaks down at large shear viscosity η.
The formalism obtained from the EPVM does not suffer from these drawbacks and can succesfully track the evolution
as given by kinetic theory even for highly nonequilibrium flow. By direct comparison to solutions to Boltzmann’s
equation, we have shown in [48] that for the boost-invariant 1D expansion of matter created in heavy ion collisions the
model obtained from the EPVM can reproduce the kinetic theory results, even for highly nonequilibrium situations
and/or large values of the shear viscosity of the QGP. Instead, it is well-known that the full Israel-Stewart formalism
[50–52] (based on Grad’s ansatz) fails in these cases, because the pressure becomes negative due to the large values
of the shear tensor (see, e.g., [53]).
If deviations from equilibrium are small, the EPVM closure reduces to Grad’s quadratic ansatz [47]. The effective
theory includes nonhydrodynamic variables in addition to the usual hydrodynamic ones (we shall call them ζλσ and ζλ
in what follows). These variables model the backreaction of f –that may describe a highly nonequilibrium situation–
on the hydrodynamic modes which relax much more slowly. In other words, on time scales short with respect to τ
the fluid relaxes to a steady nonequilibrium state characterized by a nonvanishing viscous energy momentum tensor;
the relaxation to true equilibrium is a much slower process.
In the EPVM, ζλσ and ζλ are identified with the Lagrange multipliers of the variational problem whose solution
gives the f that extremizes the entropy production given fixed values of T µν and Jµ. Physically, one can think of the
EPVM as selecting the dynamics of these nonhydrodynamic variables in such a way as to extremize the production
of entropy during the evolution of the system [33, 34, 47].
The EPVM leads, to first order in Lagrange multipliers to the equation (see Refs. [29, 47] for details)
2Icol [Z] = τfB
[
ζλσp
λpσ + ζλp
λ
]
(15)
Consistency requires
∫
Dp fBsign
(
p0
) [
ζλσp
λpσ + ζλp
λ
]
= 0∫
Dp fBsign
(
p0
)
pµ
[
ζλσp
λpσ + ζλp
λ
]
= 0 (16)
We now get
Z =
τ
2F
[
ζλσp
λpσ + ζλp
λ
]
+ Zhom (17)
where
5Zhom = sign
(
p0
) [
α+ βλp
λ
]
(18)
Inserting this into the linearized transport equation we get
pµ
[
fB∂µ
{ τ
2F
[
ζλσp
λpσ + ζλp
λ
]
+ sign
(
p0
) [
α+ βλp
λ
]}− eFµν ∂fB
∂pν
]
=
−1
2
sign
(
p0
)
fB
[
ζλσp
λpσ + ζλp
λ
]
(19)
The idea is to get equations for ζλσ, ζλ, βλ and α by taking moments of this equation [29, 54, 55]. We shall do this
at linear order in the next section.
III. WEIBEL INSTABILITY
To focus on the physics of unstable modes, we assume fB = f (~p) θ
(
p0
)
, where f is even but anisotropic (as in
Weibel’s seminal paper [7]). More concretely, f = C (β, b) fβb (p), where
fβb = e
−βpe−b
2p2
z (20)
as advocated in [8]. C(β, b) is a normalization factor to be fixed later on, and b2 is a measure of the momentum
anisotropy of the background configuration.
Note that considering the collisionless transport equation in the usual approach corresponds to the τ → ∞ limit.
In the absense of a Maxwell field, in this limit only terms containing derivatives of the hydrodynamic fields remain
in the equations of motion. In other words, any space-time independent configuration of fields α, βµ, ζµ and ζµν
will be a solution of the hydrodynamic equations, provided the EM current vanishes (since we want to avoid having
a background EM field). To achieve this, we assume that there is a compensating static background. On the other
hand, it makes no sense to linearize in τ (this rules out the possibility of using the closure provided by Grad’s ansatz
or the Chapmann-Enskog expansion). For this reason, we shall not write down the full equations of motion, but derive
the linearized equations directly from kinetic theory instead.
To be even more concrete and to simplify matters, we seek solutions with (a = 1, 2) ζ00 = ζab = ζ0a = ζ03 = ζ33 = 0,
ζλ = α = 0, β0 = β3 = 0. We further assume a plane wave solution propagating in the z direction, namely the space
time dependence of all factors is of the form exp {i (kz − ωt)}. The consistency conditions hold, and the transport
equation becomes
ifβb
(
kp3 − ωp){ τ
F
ζb3p
bp3 + βbp
b
}
− epµFµν ∂fβb
∂pν
= −fβbζb3pbp3 (21)
Observe that the normalization drops out.
To compute the moments of this equation, observe that
∫
Dp pµFµν
∂fβb
∂pν
= 0∫
Dp pλp
µFµν
∂fβb
∂pν
= −
∫
Dp pµFµλfβb∫
Dp pλpρp
µFµν
∂fβb
∂pν
= −
∫
Dp pµ [Fµλpρ + Fµρpλ] fβb (22)
We introduce the notation
〈A〉 =
∫
d3p
(2π)
3
p
fβbA (23)
The nontrivial first order moments of the kinetic equation are
6ikτζb3
〈
1
F
papbp23
〉
− iωβb
〈
ppapb
〉
+ eF0a 〈p〉 = 0
F03 〈p〉 = 0
(24)
The nontrivial second order moments are
ikτζb3
〈
1
F
ppapbp23
〉
− iωβb
〈
p2papb
〉
+ e
[
Fb0
〈
papb
〉
+ F0a
〈
p2
〉]
= 0
ikβb
〈
papbp23
〉− iωτζb3
〈
1
F
ppapbp23
〉
+ e
[
F3a
〈
p23
〉
+ Fb3
〈
papb
〉]
= −ζb3
〈
papbp23
〉
(25)
We shall only use the second of these equations. Finally the current is
Jµ = eC (β, b)
〈
pµ
[ τ
F
ζb3p
bp3 + βbp
b
]〉
(26)
The only nonzero component of the current is
Ja = eC (β, b)βb
〈
papb
〉
(27)
So, the nontrivial Maxwell equations are
iωFa0 + ikFa3 = Ja = eC (β, b)βb
〈
pap
b
〉
(28)
and
− iωFa3 − ikFa0 = 0 (29)
To write the final forms of the equations we observe that
〈
papbA
(
p, p3
)〉
=
1
2
δab
〈(
p2 − p23
)
A
(
p, p3
)〉
(30)
Let us call
〈p〉 = n
C
1
2
C
〈(
p2 − p23
)〉
= px〈
p2 − 3p23
〉
=
2
C
(px − pz) (31)
and
〈
p
(
p2 − p23
)〉
= A3〈(
p2 − p23
)
p23
〉
= A4〈
1
F
(
p2 − p23
)
p23
〉
= A4F〈
1
F
p
(
p2 − p23
)
p23
〉
= A5F (32)
7Therefore


ω k iepx 0
k ω 0 0
−i2e nC 0 ωA3 −kτA4F
0 2ieC (px − pz) −kA4 iA4 + ωτA5F




Fa0
Fa3
βa
ζa3

 = 0 (33)
If k = 0, the dispersion relation is
[iA4 + ωτA5F ]ω
[
A3ω
2 − 2e2 n
C
px
]
= 0 (34)
Thus we identify the plasma frequency
ω2p =
2e2n
CA3
px (35)
In general, the dispersion relation is
[iA4 + ωτA5F ]A3ω
[
ω2 − k2 − ω2p
]− k2τA4F
[
A4
(
ω2 − k2)+ 2e2px
C
(px − pz)
]
= 0 (36)
Let us call
k2st =
2e2px
CA4
(px − pz) (37)
Note that kst is a measure of the anisotropy of the background distribution function fB.
Defining
τ0 =
A4
A5F
(38)
λ =
A4FA4
A3A5F
(39)
and putting
ω = iσ (40)
the dispersion relation becomes
P [σ] = σ4 +
τ0
τ
σ3 +
{
k2 + ω2p + λk
2
}
σ2 +
τ0
τ
[
k2 + ω2p
]
σ − λk2 {k2st − k2} = 0 (41)
It is clear that P [σ] increases with σ when σ is real and positive. Therefore, for 0 < k2 < k2st there is one (and only
one) real positive root. This root corresponds to the Weibel instability, on which we focus in what follows.
A. Collision time dependence
To investigate how the growth rate of the Weibel instability depends on τ , observe that if σ (τ) denotes the root
for a given τ , then
8P ′ [σ (τ)]
dσ
dτ
− τ0
τ2
P2 [σ (τ)] = 0 (42)
where
P2 [σ] = σ
[
σ3 + k2 + ω2p
]
(43)
Since P ′ and P2 are positive for positive σ, we must have dσ/dτ ≥ 0. Also write
P [σ] = P1 [σ] +
τ0
τ
P2 [σ] (44)
P1 [σ] = σ
4 +
{
k2 + ω2p + λk
2
}
σ2 − λk2 {k2st − k2} = 0 (45)
Then we must have
P1 [σ (τ)] ≤ 0 (46)
which implies σ (τ) ≤ σmax, where
σ2max =
1
2
[√
4λk2 {k2st − k2}+
{
k2 + ω2p + λk
2
}2 − {k2 + ω2p + λk2}
]
(47)
Since σ2max = 0 both for k
2 = 0 and k2 = k2st, it must have a maximum in k. The maximum is achieved when
(1 + λ) σ2max − λk2st + 2λk2 = 0 (48)
We have σ (τ) → σmax for τ → ∞, which corresponds to the collisionless limit usually assumed to study the Weibel
instability. This means that, as expected on physical grounds, collisions slow down the growth of the unstable mode.
The particles with momentum orthogonal to the magnetic field, which are responsible for the Weibel instability, can
scatter with other particles and avoid getting trapped in the background magnetic field, so a smaller current and
therefore a smaller induced magnetic field are generated. This has been verified directly from kinetic theory with a
BGK collision term [11].
For τ → 0, corresponding to the ideal fluid limit, we get instead
σ (τ) =
τ
τ0
λk2
k2 + ω2p
(
k2st − k2
)
(49)
In this regime, the maximum growth rate is achieved at
k2 = ω2p
[√
1 +
k2st
ω2p
− 1
]
(50)
and takes the value
σ (τ) =
τ
τ0
λω2p
[√
1 +
k2st
ω2p
− 1
]2
(51)
This shows that the instability dissappears for all practical purposes when τ is small enough, because there is a
maximum time scale over which the theory makes sense given by the time scale on which the background solution
relaxes to equilibrium. This feature is also present in the kinetic theory approach of Ref. [11].
9B. Anisotropy dependence
We wish to discuss now how the instability growth rate depends on the parameters β and b. In order to obtain
analytic results, we shall restrict our discussion to the strong anisotropy limit b→∞. We use the Anderson-Witting
collision term [45, 46], that corresponds to F = p.
Let us define
〈1〉 =
∫
d3p
(2π)3
p−1e−βpe−bp
2
z =
1
(2π)2
∫ ∞
0
p dp
∫ pi
0
sin θ dθ e−βpe−b
2p2 cos2 θ (52)
The idea is that all the necessary expectation values may be obtained as derivatives of 〈1〉 according to the rule
〈
pA
(
p2z
)B〉
= (−1)A+B ∂
A+B
∂βA∂ (b2)B
〈1〉 (53)
Note, however, that for the Anderson-Witting collision term [45, 46] A4F cannot be obtained this way, but rather
from the solution to the equation
− ∂
∂β
A4F = A4 (54)
Call q = b/β
〈1〉 = 1
2π2β2
∫ ∞
0
t dt
∫ 1
0
dx e−te−q
2t2x2 (55)
Following [56], we define the error function
Φ [z] = erf [z] =
2√
π
∫ z
0
dt e−t
2
(56)
so we get
〈1〉 = 1
4π3/2βb
[
1− Φ
[
1
2q
]]
e1/4q
2
(57)
Note that no approximation regarding the value of b has been done to get Eq. (57).
In the strong anisotropy limit b→∞, (57) reduces to
〈1〉∞ =
1
4π3/2β (b2)
1/2
(58)
In this regime we obtain (in all cases to leading order in b−1):
〈p〉 = n
C
=
1
4π3/2
1
β2b〈
p2
〉
=
2px
C
=
1
4π3/2
2
β3b〈
p3
〉
= A3 =
1
4π3/2
6
β4b〈
p2p2z
〉
= A4 = A5F =
1
4π3/2
1
β3b3〈
pp2z
〉
= A4F =
1
4π3/2
1
2β2b3
(59)
10
We wish to consider configurations with different anisotropy parameter ξ = b2/β2 but the same β and particle
density n = n0. Thus we define
C =
n0
〈p〉 = 4π
3/2n0β
2b (60)
In this case
ω2p =
1
3
e2n0β (61)
and τ0 = 1. The quantity k
2
st is unbounded
k2st = 2
(
n0β
3
) b2
β4
(62)
Instead λ goes to zero
λ =
β2
12b2
(63)
Note that the product λk2st = n0β/6 remains bounded. If τ is small (but not so small as to make the Weibel instability
dissappear –see the discussion after Eq. (51)), we have from Eq. (49) that
σ(τ) = τ [λk2st]
k2
k2 + w2p
(64)
The behavior of σ with increasing k that we obtain agrees well with the kinetic theory results of [11] (see Fig. 11
of that reference). The growth rate increases with increasing k as given by Eq. (64) and for large k it saturates at
τ [λk2st].
IV. CONCLUSIONS
We have studied the Weibel instability within the framework of an hydrodynamic effective theory derived by the
Entropy Production Variational Method from the relativistic Maxwell-Boltzmann equation. This method provides a
fluid closure that yields an effective theory capable of describing highly nonequilibrium flows.
We have found that the usual linear analysis of QGP Weibel instabilities based on the Maxwell-Boltzmann equation
may be reproduced in this particular hydrodynamic model. We have analyzed the dependence of the growth rate of
the Weibel instability on the collision time and found that, as expected, the effect of collisions is to slow down the
growth of the magnetic field’s amplitude. We have also shown that if the collision time is too short, corresponding
to a nearly perfect fluid, the Weibel instability dissapears. Our results agree with those obtained from kinetic theory
with a BGK collision term [11].
We believe that this study opens up the possibility of investigating the effect of non-linear self-interactions of the
gauge fields on the chromo-Weibel instability relevant to QGP dynamics, within a framework that is simpler than
the kinetic theory of non-Abelian plasmas including particle collisions. This may be useful to investigate some issues
which are hard to attack from kinetic theory, such as the backreaction of Weibel instabilities on the dynamics of
the rapidly expanding QGP [16–18, 22]. To this end, we must rely on the extension to non-Abelian plasmas of the
effective hydrodynamic formalism presented here, which we have carried out in [29], and study the development of
the chromo-Weibel instability in this setting. Work is in progress along this line.
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