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Abstract
In this paper we describe the varieties of commutative semigroups that are meet- and join-
irreducible in the lattice of the varieties of commutative semigroups. We apply the method of
A. Kisielewicz [Trans. Amer. Math. Soc. 342 (1994) 275–305]. This leads to investigation of
the covering relation in the lattices of remainders and the algebraic structure of the remainders,
involving permutation groups acting on the sequences of positive integers. In particular, along the
way, we prove a theorem about existence of unique minimal generators for remainders, and provide
algorithms to determine all the covers and dual covers of a given variety of commutative semigroups.
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This paper is a continuation of [2], where a general result on the covering relation for
equational theories of commutative semigroups has been obtained. We continue to make
use of the duality between lattices of varieties and of equational theories. Describing meet-
and join-irreducible elements in these lattices requires a deeper insight into the algebraic
structure of the remainders, and this is the subject of the present paper.
For the terminology and the method we apply, the reader is assumed to have read the
introduction in [2]. We need also the following additional notation.
Following [3], let Γ+ denotes the set of finite sequences (α1, . . . , αn) of positive
integers. We define unary operations hγ and gij on Γ+ as follows:
hγ
(
(α1, . . . , αn)
)= (α1, . . . , αn, γ )
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(α1, . . . , αn)
)= (α1, . . . , αi + αj , . . . , αn)
(where (α1, . . . , αi +αj , . . . , αn) is a sequence obtained from (α1, . . . , αn) by replacing αi
by αi + αj , and deleting αj , provided i < j  n; otherwise, gij is the identity operation
on Γ ).
By H we denote the set of operations on Γ+ generated by all hγ . We assume that it
contains also the identity operation denoted h0 or id. By G we denote the set of operations
on Γ+ generated by all gij . Finally, by P we denote the set of all permutations of the
sequences. We consider P as the union of all the symmetric groups Sn, assuming that
p ∈ Sn acts in the natural way on the sequences of the length n, and it acts as the identity
on the sequences of other length.
The notationsPH, PGH, etc., are used for the sets of all operations generated by P∪H
and P ∪G∪H, respectively. Note thatPHmay be characterized as the set of all operations
of the form ph with p ∈ P and h ∈H. ForPGH, in general, the analogous characterization
is not true. Yet, if the domain is restricted to the sequences of the same length, then every
f ∈PGH may be presented in the form pgh with p ∈P , g ∈ G, and h ∈H.
With such a notation, for a,b ∈ Γ+, we have a  b if and only if there is f ∈ PGH
such that f (a)= b. The elements a,b ∈ Γ+ are equivalent in the quasi-order if and only
if a = p(b) for some p ∈P .
Note that in this paper we restrict to the set Γ+ of finite sequences of positive integers.
The set GH is the restriction of the set O in [3] to the operations on Γ+.
For the background on lattices and varieties see [4].
1. Algebraic properties of the remainders
As it was mentioned in the introduction, first we need a deeper insight into the structure
of the remainders.
In this section we recall the properties of the remainders, and along the way, we establish
some further algebraic properties imposed by the defining conditions. In the next section
we prove a result about existence of unique minimal generators for remainders, which
makes a base for the further investigation.
By definition, a remainderπ of type (J,m, r) is an equivalence relation on the set Γ+\J
satisfying conditions (π0)–(π4) (given in [2]). We note at this point, that the condition
(π1) maybe, in fact, restricted to checking conditions (N3) and (N4), since (N1) and
(N2) follow from (π4) and (π2). (We will make use of this fact in our proofs without
further mention.)
The set L(J,m, r) of remainders of type (J,m, r) is a sublattice of the lattice of all
equivalence relations on the set Γ+ \ J . The finest equivalence relation θ on the set
Γ+ \ J (i.e., that consisting of the pairs (a,a)) is the smallest element in L(J,m, r) (such
remainders are referred to as trivial).
A key point, facilitating investigation of remainders, is that this lattice has also the
greatest element ρ = ρ(J,m, r) that can be described as the set of all pairs (a,b) ∈
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(Γ+ \ J )2 such that conditions (π0), (π1), and (π3) are satisfied, and in addition, for all
f ∈ GH, f (a) ∈ J if and only if f (b) ∈ J (see [3, Section 4.13]). This follows, in general,
from the fact that the lattice of partitions is complete, and that the properties (π0)–(π4)
are transitive (which for (π1) and (π3) is not quite obvious).
Now, all the remainders π of type (J,m, r) may be characterized as the equivalence
relations on Γ+ \ J contained in ρ(J,m, r) and satisfying the conditions (π2) and (π4)
(the remaining conditions are obviously satisfied in any subset of ρ).
For our purposes, it will be more convenient to view remainders as the corresponding
partitions and consider an algebraic structure on the set of blocks imposed by the defining
conditions. A partition satisfying the conditions (π2) and (π4) will be referred to as P-
and GH-invariant, respectively. Accordingly, we use the notation B ∈ π to express that
B is a block of the partition π , but following the notation in the previous paper we still
write π1 ⊆ π2 to describe the inclusion of the equivalence relations, i.e., the ordering
in L(J,m, r).
Let π be a fixed remainder of type (J,m, r). The condition (π0) means that each block
B of π consists of sequences of the same length. This length will be denoted by n(B).
As it was observed in [3], this implies also that each block is finite, since the elements of
sequences are bounded by k(J ).
The condition (π2) means that each block B is also the block for the symmetric group
Sn under its the natural action on the sequences of length n. Consequently, we have the
induced action of Sn on the blocks B with n(B) = n. By GB we denote the setwise
stabilizer of B in Sn under this action.
In [3], it is stated that every block is an antichain in (Γ,), which should be understood,
of course, up to equivalence. More precisely, each block B is determined by a subgroup of
Sn and a maximal antichain A in B as follows.
Lemma 1.1. For each block B of a remainder π , if A is a maximal antichain contained
in B , then B =GBA= {ga: g ∈GB, a ∈A}.
We will consider the quasi-ordering on the blocks of π , induced by the quasi-ordering
(Γ,). Namely, for B,C ∈ π , we define B  C if and only if f (B) ⊆ C for some
f ∈ PGH. Since PGH is closed under composition and contains the identity operation,
this defines a quasi-ordering. Moreover, we have the following.
Lemma 1.2. For B,C ∈ π ,
(i) B  C if and only if there exists b ∈B such that f (b) ∈ C for some f ∈ PGH.
(ii) B and C are equivalent if and only if p(B)= C for some p ∈P .
Proof. First, (i) is immediate, in view of the fact that π is PGH-invariant.
A nontrivial part of (ii) is the “only if” one. Suppose that B and C are equivalent. Then,
by definition, there are f1, f2 ∈ PGH such that f1(B) ⊆ C and f2(C) ⊆ B . Obviously,
since B,C are finite, it is enough to show that f1 ∈P .
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Given a = (α1, . . . , αn), let M(a) denotes the arithmetical mean ∑αi/n. Observe
that for any f ∈ PGH, M(f (a)) M(a). Moreover, if f ∈ GH and is nontrivial, then
M(f (a)) >M(a).
Consider now a ∈B with the largestM(a). Since f2f1(B)⊆ B , we haveM(f2f1(a))=
M(a). It follows that f1 ∈ P , as required. ✷
Throughout the paper, speaking about minimal blocks and comparing blocks, we always
refer to this natural quasi-ordering.
We note that the classes of equivalent blocks in π are the orbits under the action of Sn
on the blocks of the length n. If, according to Lemma 1.1, B = GBA is a block in such
a class, then other blocks are of the form hGBA, where hGB are the cosets of GB in Sn.
The stabilizer of hGBA is the conjugate hGBh−1. Consequently, the equivalence class of
a block B is determined uniquely by a maximal antichain A contained in B and a subgroup
G=GB of Sn. We will denote such a class [B] = [G,A].
Further, we note that, by definition,GB contains all the pointwise stabilizers of elements
of B . In the sequel we will need also the following partial converse of this fact and
Lemma 1.1.
Lemma 1.3. If A is an antichain in Γ+ consisting of sequences of the same length n, and
H a subgroup of Sn containing all the pointwise stabilizers of elements of A, then B =HA
is a block for Sn and GB =H .
We remark, that this is, actually, a general fact in permutation groups. The acting group
may be arbitrary, and the property of A we need is that no two elements in A belong to the
same orbit.
Proof. We show that, for all p ∈ Sn, the sets HA and pHA are equal or disjoint. Assume
that b ∈ (HA∩ pHA). Since A is an antichain, b = h1(a)= ph2(a) for some a ∈A and
h1, h2 ∈H , and consequently, h−12 p−1h1(a)= a. Hence, by assumption, h−12 p−1h1 ∈H .
It follows that p−1 ∈H , and therefore HA= pHA, as required. ✷
As a result, every permutation group can be obtained as a stabilizer of some block in
some remainder.
We will use a general notation [H,A] for the family of sets of the form pHA with
p ∈ Sn. The lemma above guarantees that this family is, in fact, the set of blocks, provided
H and A satisfy the assumptions. Also, this notation coincides with the notation for blocks
[B] = [GB,A] introduced earlier.
Finally, as for the filters and remainders, we introduce integer parameters for blocks,
as follows. Given a nontrivial block B of a remainder π , by m(B) we denote the greatest
m such that mmin(αi , βi) for all (α1 . . .αn), (β1 . . .βn) ∈ B and all i  n with αi = βi .
For a trivial (one-element) block B we define m(B)=∞. By r(B) we denote the greatest
r such that r divides αi − βi for all (α1 . . .αn), (β1 . . .βn) ∈ B and i  n.
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2. Minimal PH-generator
By virtue of Proposition 4.14 in [3], for every remainder π there exists a finite set of
pairs π0 such that each pair e ∈ π is, up to permutation, of the form
(α1 . . .αnγ1 . . . γs, β1 . . . βnγ1 . . . γs)
for some (α1 . . .αn,β1 . . .βn) ∈ π0 and γ1, . . . , γs > 0, s  0. Moreover, γj min(αi , βi)
for all j and i (note a misprint < instead of in [3]). In terms of blocks and partitions, this
means that there exists a finite set of blocks π ′0 ⊆ π such that each block B ∈ π is the union
of sets of the form f (C) for some f ∈ PH, and with C ∈ π ′0. In order to work conveniently
with blocks and partitions we will need a stronger version of this fact. If such a set π ′0 has
a property that each block B ∈ π is of the form f (C) for some f ∈ PH and C ∈ π ′0, and
in addition, π ′0 is closed on operations in P , then it will be called a PH-generator of π .
The aim of this section is to prove that finite PH-generators exist and moreover, the
minimal PH-generator is unique for every π . To this aim we introduce first some notation
and prove some lemmas.
Let a = (α1, . . . , αn). By δ(a) we denote min(α1, . . . , αn), and for a block B , by δ(B)
we denote min(δ(b): b ∈ B). Moreover, for a nonnegative integer n, by Hn we denote set
of operations generated by hi with i  n.
Lemma 2.1. If f1(a) = f2(b), for a,b ∈ Γ+, and f1 and f2 are respectively in PHδ(a)
and PHδ(b), then either a = f (b) or b= f (a), for some f ∈PH.
Proof. If δ(a) < δ(b), then it is easy to see that up to permutation of the terms, b is
a subsequence of a. Consequently, a = f (b) for some f ∈ PH, as required. If δ(a)= δ(b),
then up to permutation of sequences, a and b differ only in the number of terms δ(a). If
b is shorter or of the same length as a, then again, a = f (b) for some f ∈ PH. The other
cases are symmetric. ✷
Now, let π0 be as at the beginning of this section, and define π¯0 to be the set of those
blocks B ∈ π for which there exists (a,b) ∈ π0 and p ∈P such that p(a) ∈B . Obviously,
π¯0 is finite and closed on P . We proceed to show that π¯0 is a PH-generator.
First we make some observations. Let a,b be (not necessarily distinct) elements of
a block B ∈ π . Then, by definition of π0, there exists a block C ∈ π¯0 and c,d ∈ C such
that a = f (c), b = f (d) for some f ∈PHδ(c) ∩PHδ(d). In fact, we have a little more.
Lemma 2.2. Under the conditions above, f (C)⊆ B , and f ∈PHδ(C).
Proof. The first statement is by PH-invariance of π .
For the second, suppose that for some e ∈ C, f /∈ PHδ(e). Then, δ(e) < δ(c), and by
virtue of (π3), f (e) ∈ J . This contradicts the first statement. ✷
Note, further, that if a is a member of a block B and p(a)= a for a permutation p ∈ P ,
then by P-invariance, p(B)= B . This can be strengthened as follows.
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Lemma 2.3. Let a ∈B , a block in π , and let f ∈PH be such that f (a) /∈ J . If p ∈ P and
pf (a)= f (a), then pf (B)= f (B).
Proof. Let f = p1h with p1 ∈ P and h ∈H. In view of the remark preceding the lemma
we may assume that h is nontrivial.
Let k ∈ P be such that pp1 = p1k. Then k = p−11 pp1, and as it is easy to compute,
kh(a) = h(a). It follows that the equal elements in the sequence h(a) correspond to the
orbits of k. In particular, define t to be the largest integer adjoined to a sequence by
applying the operation h to it. Then, assuming that h(a) = (α1, . . . , αn), we denote by
T the set of those indices i for which αi  t , and by S the set of remaining indices. Then
the set {1, . . . , n} is a disjoint union of T and S, which in turn, are the unions of orbits of k.
It follows, that k may be written as a product of disjoint permutations k = k1k2 with k1
fixing every point in T and k2 fixing every point in S. Moreover, both k1 and k2 belong to
the stabilizer of h(a).
Since f (a) /∈ J , h(a) /∈ J , and consequently, by PGH-invariance, h(B) has no point in
common with J . Hence, it follows by (π3), that the integers not exceeding t occur in the
same places of the sequences of B . This remains true for the sequences of h(B). Thus, the
occurrence of the integers not exceeding t in the sequences of h(B), is the same as that
in h(a). Yet, k2h(a)= h(a). It follows that k2h(b)= h(b) for every b ∈B .
Further, since k1 fixes individually the points in T , k1h(b)= hk3(b) for all b ∈ B , where
k3 is a restriction of k1 to the first n(B) indices.
Now, k3(B)= B , since π is P-invariant. Using all this we calculate:
pf (B) = pp1h(B)= p1kh(B)= p1k1k2h(B)= p1k1h(B)= p1hk3(B)
= p1h(B)= f (B). ✷
Now, we are in position to prove the following lemma.
Lemma 2.4. The set of blocks π¯0 defined above is a finite PH -generator of π .
Proof. We have already observed that π¯0 is finite and closed on P .
To complete the proof assume that there is a block B ∈ π that is not of the form f (C)
for any C ∈ π¯0 and any f ∈PH.
By Lemma 2.2, B contains a set of the form Q= f1(C) with C ∈ π¯0 and f1 ∈ PHδ(C).
Let us assume that Q is a maximal set of this form contained in B . Fix C and a ∈ C.
By assumption there exists b ∈ B \Q, and by Lemma 2.2, again, there exists D ∈ π¯0 and
c,d ∈D such that the pair (f1(a),b) is of the form (f2(c), f2(d)) for some f2 ∈ PHδ(D).
By Lemma 2.1, there exists f ∈ PH such that either a = f (c) or c= f (a).
Consider first the case when a = f (c). Then f1f (c) = f1(a) = f2(c), and conse-
quently, since f2 ∈ PH, pf1f = f2 for some permutation p ∈ P (for the sequences
of length n(C)). Moreover, since pf1(a) = pf1f (c) = f1f (c) = f1(a), by Lemma 2.3,
pf1(C) = f1(C) = Q. Since f (c) ∈ C and π is PGH-invariant, f (d) ∈ C. Hence,
b= f2(d)= pf1f (d) ∈ pf1(C)=Q, a contradiction.
In the case c = f (a), similarly as above, we get f1 = pf2f , for some permutation
p stabilizing f2(c), and by Lemma 2.3, pf2(D) = f2(D). Now, by PGH-invariance,
M. Grech / Journal of Algebra 261 (2003) 207–228 213
f (C) ⊆ D, and consequently, Q = f1(C) = pf2f (C) ⊆ pf2(D) = f2(D). Since b ∈
f2(D), f2(D) is properly larger than Q, which contradicts the maximality of Q. ✷
The PH-generator π¯0 in the lemma above is not necessarily minimal. It is not excluded
that a proper subset of blocks may also form a PH-generator. Yet, we have the following
Theorem 2.5. For every remainder π of an arbitrary type (J,m, r) there exist a unique
finite PH-generator π¯ which is minimal in the sense that all its blocks are contained in
every other PH-generator.
Proof. In view of Lemma 2.4, it is enough to prove that if π1 and π2 are minimal PH-
generators, then they are equal.
Suppose, for example, to the contrary, that there is a block B ∈ π2 which is not in π1.
Then, there exists a block D ∈ π1 such that f1(D)= B , for some f ∈ PH \P . It follows,
in turn, that there exists a block C ∈ π2 such that f1(C)=D, for some f1 ∈ PH. Hence
ff1(C) = B . Since f /∈ P , ff1 /∈ P . Consequently by Lemma 1.2, C is not equivalent
to B . As a result, π2 after deleting all the blocks that are equivalent to B , is still a PH-
generator of π , a contradiction. ✷
The unique minimal PH-generator of π will be denoted π¯ and called, simply, the
minimal PH-generator of π .
Let us note that π¯ may be, in general, smaller than π¯0. Also, in view of Lemma 2.2, each
block B ∈ π is of the form f (C) for some C ∈ π¯ and f ∈ PHδ(C) (the latter is stronger
that the condition in the definition, and in some situations, may be useful).
3. Dual covers
In this part we deal with the dual covers in the lattice L(J,m, r). We show that, for a
given remainder π of type (J,m, r) there may be two kinds of the dual covers obtained by
modifying an equivalence class [G,A] in π : one by replacing G by a maximal subgroupH
of G, and the second by partitioningA into two subset A1 and A2. A partition A=A1∪A2
is called nontrivial if both A1 and A2 are nonempty.
Theorem 3.1. Let π be a remainder of type (J,m, r). Then, a GH-invariant partition π1
of Γ+ \ J is a dual cover of π in L(J,m, r) if and only if there exists a block B ∈ π¯ such
that one of the following holds:
(a) π1 is obtained from π by replacing the equivalence class [B] by the set of blocks
[H,A] for some maximal antichain A in B and some maximal subgroup H of GB
containing all the stabilizers of the elements of A.
(b) π1 is obtained from π by replacing the equivalence class [B] by the sets of blocks
[G,A1] and [G,A2] for some nontrivial partitionA=A1∪A2 of a maximal antichain
A in B .
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Proof. First we prove the “if” part, which is easy.
By assumption, π1 is a GH-invariant partition of Γ+ \ J . By Lemma 1.3, it follows that
it is also P-invariant (for (b) we need to observe that G contains all the point stabilizers of
A1 and A2, and the two sets of blocks in question have no point in common). Moreover,
since π1 ⊆ π ⊆ ρ(J,m, r), π1 ∈L(J,m, r).
We prove that in both the cases π1 is a dual cover of π . Let π2 ∈L(J,m, r) be such that
π1 ⊆ π2 ⊆ π . We show that π2 = π1 or π2 = π .
(a) By the definition of π1, if π2 is different from π1, then there exist p1,p2 ∈ P such
that p1HA = p2HA, and both this blocks are contained in a block C′ ∈ π2. Further, it
follows that HA,p−11 p2HA⊆ p−11 C′ = C, and p−11 p2 ∈GC \H . It follows that GC ⊇H
and GC =H . On the other hand, GBA= B ⊇ C ⊇GCA (B ⊇ C, since both contain A),
and consequentlyGB ⊇GC . Hence, by maximality of H , we get GC =GB . It follows that
C ⊇GCA⊇GBA= B , and so C = B . Since π1 differs from π only within the class [B],
we get π2 = π , as required.
(b) Similarly like in (a), if π2 differs from π1, then there exist p1,p2 ∈ P such
that p1GBA1 = p2GBA2, and both this blocks are contained in a block C ∈ π2. Since
π2 ⊆ π , we have C ⊆ pB for some p ∈ P . Consequently, p1B = p2B = pB , and since
A1 ∪A2 =A, C = pB . It follows that, for all p ∈P , the sets pB are the blocks in π2, and
consequently, π2 = π .
To prove the “only if” part we must show that every dual cover of π has the form given
in (a) or (b). This requires some lemmas.
Let π1 be a dual cover of π in L(J,m, r). Let B be a block in π which is not in π1,
minimal with this property. If D /∈ π1 and D = hC, for some C ∈ π and h ∈ H, then
C ∈ π1. Hence, B ∈ π¯ . Now, let us define π2 as the set of blocks obtained from π by
replacing the equivalence class [B] by the union of the classes [C] for all those C ∈ π1 that
are contained in B .
Lemma 3.2. If π2 is as above, then π2 ∈L(J,m, r). Moreover, π1 ⊆ π2 ⊆ π .
Proof. Obviously, π2 is a partition of Γ+ \ J , and π2 ⊆ π . For the first inclusion, note
that if C ∈ π1 is different from id , then C ⊆D for some D ∈ π . Unless D = pB for some
p ∈P , D ∈ π2. If C ⊆ pB , then C ∈ π2. Consequently, π1 ⊆ π2.
Since π2 ⊆ π , we need only to check that π2 is PGH-invariant. First, let f ∈ GH, and
C ∈ π2. Assume that f (C) /∈ J . If C ∈ π1, then f (C)⊆D for some block D ∈ π1. Since
D ⊆ E for some E ∈ π2, then f (C) ⊆ E. If C /∈ π1, then C ∈ π , and hence, f (C) ⊆ D
for some D ∈ π . Now, B is a minimal block in π that is not in π1. Hence, D = pB
for any p ∈ P . It follows that D ∈ π2, as required. P-invariance is immediate from the
definition. ✷
In view of Lemma 3.2, since π1 is a dual cover and π2 = π , we get π2 = π1. Thus,
we have proved that there exists a block B ∈ π¯ such that B /∈ π1, and for all the blocks
C ∈ π , which are not the blocks in π1, there exists p ∈P such that C = pB . Consequently,
π1 differs from the π only within the equivalence class [B]. We show that this difference
can be only of the kind given in (a) or (b). For the sequel we assume that B is a block
satisfying the above conditions.
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Now, for every block C ∈ π1, such that C ⊆ pB for some p ∈ P , we define CB =
GpBC. Then, in particular, C ⊆ CB ⊆ pB .
Lemma 3.3. Let C,D ∈ π1 be such that C ⊆ p1B,D ⊆ p2B for some p1,p2 ∈ P . Then
CB =DB or CB ∩DB = ∅.
Proof. Assume that b ∈ (CB ∩DB). Then p1B = p2B = pB and CB,DB ⊆ pB . More-
over, there exist b1 ∈C,b2 ∈D such that b= g1(b1)= g2(b2) for some g1, g2 ∈GpB . The
blocks C,D are in π1, hence, D = f (C) for some f ∈ P such that g−12 g1 ∈ fGC . Now,
C ⊆ pB , and hence, GC is a subgroup of GpB . We know also that g−12 g1 ∈GpB . It follows
that f ∈GpB , and consequently,D ⊆ CB . Obviously, (CB)B = CB , hence, DB ⊆ CB . By
symmetry, we get also CB ⊆DB . ✷
Now, let us define π3 as the set of blocks obtained from π1 by replacing all the blocks
C such that C ⊆ pB for some p ∈ P by the sets CB .
Lemma 3.4. If π3 is as above, then π3 ∈L(J,m, r). Moreover, π1 ⊆ π3 ⊆ π .
Proof. It is immediate by definition and Lemma 3.3 that π3 is a partition of Γ+ \ J and
π1 ⊆ π3 ⊆ π . For the remaining, it is enough to check conditions (π2) and (π4) only for
the blocks of the form CB . For (π2), note that if p ∈ P , then p(CB)= (p(C))B . For (π4),
let f ∈ GH be different from id. Since CB ⊆ pB , if f (CB) ⊆ J , then f (pB) ⊆ D for
some block D ∈ π . It means that pB D and pB =D. Consequently, by the properties
of B , D ∈ π1 and D ∈ π3. It follows that f (CB)⊆D, as required. ✷
By Lemma 3.4 we obtain that either π3 = π or π3 = π1. We show that these two
possibilities lead to the possibilities (a) and (b) in Theorem 3.1, respectively.
First, assume that π3 = π . Take C ∈ π1 which is contained in B , and let AC be
a maximal antichain in C. Since π3 = π , we have CB = B . It follows that for all b ∈ B
there exist c ∈ C and g ∈ GB such that b = g(c). Moreover, for all c ∈ C there exist
a ∈AC and k ∈GC such that c= k(a). Hence, b= gk(a). Consequently,AC is a maximal
antichain in B .
We must show that GC is a maximal subgroup of GB . Let H ⊇ GC be a maximal
subgroup of GB . Let π4 be a partition of the set Γ+ \ J obtained from π1 by replacing the
classes [C] in π1, for C ⊆ B , by the classes [HC].
Lemma 3.5. If π4 is as above, then π4 ∈L(J,m, r). Moreover, π1 ⊆ π4 ⊆ π .
Proof. For all p ∈ P , pHC ⊆ pCB , hence, π4 ⊆ π . The rest of the proof is the same as
that of Lemma 3.4. ✷
Since H =GB , π4 = π . Hence, by the lemma above, π4 = π1. It follows that GC =H ,
which means that π1 is of the form given in (a).
For the second case, assume that π3 = π1. Take C ∈ π1 contained in B . We have
CB = C, hence, GC = GB and B = C1 ∪ · · · ∪ Cn, where n > 1. Let Ai be maximal
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antichains in Ci for i = 1, . . . , n. It is easy to see that A = A1 ∪ · · · ∪ An is a maximal
antichain in B . Denote, A1 = A1,A2 = A2 ∪ · · · ∪ An, and let us define a partition π5 of
Γ+ \ J as follows: π5 is obtained from π1 by replacing the class [G,A] by the classes
[G,A1], [G,A2].
Lemma 3.6. If π5 is as above, then π5 ∈L(J,m, r). Moreover, π1 ⊆ π5 ⊆ π .
Proof. By definition, we have immediately that π5 is a P-invariant partition of Γ+ \ J ,
and inclusions π1 ⊆ π5 ⊆ π hold. To check that it is GH-invariant, it is enough to
consider only the blocks GAi , i = 1,2. Let f ∈ GH be different from id. Since GAi ⊆ B ,
f (GAi)⊆ f (B). If f (GAi) ⊆ J , then f (B)⊆ C ∈ π for some block C. Since B  C and
B = C, we have that C ∈ π1. Consequently, C ∈ π5, as required. ✷
By definition, π5 = π . Hence, by Lemma 3.6, π5 is equal π1, which is of the form (b).
This completes the proof of the theorem. ✷
Theorem 3.1 shows that there is a finite procedure to obtain all the dual covers for
a remainder π .
First we take an arbitrary block B from π¯ (which, recall, is finite). Then, to obtain
dual covers of type (a), we take an arbitrary maximal antichain contained in B (since B
is finite, there are finitely many such antichains). Next, we form a subgroup Gs(A) of
GB generated by all the point stabilizers of elements of A, and consider all the maximal
subgroups H ⊆ G containing Gs(A) (since GB ⊆ Sn this is also a finite procedure). For
every triple (B,A,H) we form π1 as described in the theorem and check, finally, if it is
GH-invariant. If so, we add π1 into the list of the dual covers of π (note that the remainders
can be handled as a finitely generated objects, as described in the introduction).
To obtain the dual covers of type (b), it is enough to choose one fixed maximal antichain
A contained in the block B , and consider all its nontrivial partitions into two sets A1
and A2. For every such partition we form π1 as described in the theorem and check, again,
if it is a GH-invariant.
Input: The minimal PH-generator π¯ of a remainder π of type (J,m, r)
Output: List L of all the dual covers of π in L(J,m, r)
begin
for all blocks B ∈ π¯ do
(a) for all maximal antichains A⊆ B
for all maximal subgroups H ⊆G containing all the stabilizers of elements of A
form π1 by replacing the equivalence class [B] in π by the set of blocks [H,A]
if π1 is GH-invariant then add π1 into the list L
(b) choose a maximal antichain A⊆ B
for all nontrivial partitions A=A1 ∪A2
form π1 by replacing the equivalence class [B] in π by the sets of blocks [G,A1] and [G,A2]
if π1 is GH-invariant then add π1 into the list L
end
Fig. 1. Algorithm: Dual covers.
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Note that checking GH-invariance, it is enough to deal only with the blocks that are less
than B , because other pairs of blocks are the same in π and π1.
The fact (which follows, in particular) that every element ofL(J,m, r) has finitely many
dual covers was known earlier as a consequence of a result of Almeida [1], that there are
no infinite antichains in the lattices of theories containing a given nontrivial theory.
The produced list of dual covers may contain duplications. There are two sources of
repetitions. One is that blocks B and pB lead to the same dual covers, and the other
is that, in the case (a), for different antichains A1,A2 one obtains the same dual covers
whenever A1 ⊆ HA2. This should be taken into account in the algorithm, if we wish to
avoid duplications.
We close these remarks with an example showing that, while in the case (b) it is enough
to choose one antichain for every block, various antichains must be still considered in the
case (a).
Example. Let J be generated by the elements (4,2,1), (5,1,1), m = 1, r = 1. Then the
equivalence relation π , where the only nontrivial block is B = {(2,4), (4,2), (1,5), (5,1)}
satisfies the conditions (π0)− (π4). It means that π is a remainder of type (J,m, r). Ob-
viously, GB = S2, and A1 = {(2,4), (1,5)},A2 = {(2,4), (5,1)} are maximal antichains
in B . Let H be the subgroup of S2 containing only the identity. Then H is maximal in GB ,
and contains all the stabilizers of elements of B (since the only permutation stabilizing an
element in B is the identity). It is easy to see that [H,A1] and [H,A2] lead to two different
dual covers of π of type (a).
4. Covers
In this section, using Theorem 3.1, we formulate and prove an analogous result for
covers. Clearly, again we will have two types of them.
Let π be a remainder of type (J,m, r). By π¯(−1) we denote the least set of blocks
of π , closed on the operations in P , and containing all the blocks B ∈ π such that h1(B)
is contained in J or in a member of π¯ . We note that, since π¯ is finite, and J is finitely
generated, π¯(−1) is also finite. Moreover, given π¯ and generators of J , π¯(−1) can be easily
computed.
With this notation we have the following.
Theorem 4.1. Let π be a remainder of type (J,m, r). Then, a GH-invariant partition π1
of Γ+ \ J contained in ρ(J,m, r) is a cover of π in L(J,m, r) if and only if one of the
following holds:
(a) There exists a block B ∈ π¯(−1) such that π1 is obtained from π by replacing the
equivalence class [B] by the set of blocks [G,A] for some maximal antichain A in
B and some supergroup G containing GB as a maximal subgroup.
(b) There exist two nonequivalent blocks B,C ∈ π¯(−1) with GB =GC =G such that π1 is
obtained from π by replacing the equivalence classes [B] and [C] by the set of blocks
[G,A1 ∪A2], where A1 and A2 are maximal antichains in B and C, respectively.
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Input: The minimal PH-generator π¯ of a remainder π of type (J,m, r)
Output: List L of all the covers of π in L(J,m, r)
begin
compute π¯(−1)
(a) for all blocks B ∈ π¯(−1)
for some maximal antichain A⊆ B
for all groups G containing GB as maximal subgroup do
form π1 by replacing the equivalence class [B] in π by the set of blocks [G,A]
if π1 satisfies the conditions π1,π3 and π4 then add π1 into the list L
(b) for all pairs of nonequivalent blocks B,C ∈ π¯(−1) with GB =GC do
choose maximal antichains A1 ⊆ B and A2 ⊆ C
form π1 by replacing the equivalence classes [B] and [C] in π by the set of blocks [G,A1 ∪A2]
if π1 satisfies the conditions π1,π3 and π4 then add π1 into the list L
end
Fig. 2. Algorithm: Dual covers.
Proof. First, we prove the “if” part. By assumption, π1 is a GH-invariant partition
contained in ρ(J,m, r). Note that in both the cases the group G contains the stabilizers
of the elements of A. Hence, by Lemma 1.3, π1 ∈ L(J,m, r).
Moreover, in the case (a), π can be obtained from π1 by replacing the equivalence class
[G,A] by the set of blocks [GB,A], where GB is a maximal subgroup of G and contains
all the stabilizers of the elements of A. Hence, in view of Theorem 3.1, π is a dual cover
of π1, and therefore, π1 is a cover of π . Similarly, in the case (b), π can be obtained
from π1 by replacing the equivalence class [G,A1 ∪A2] by the sets of blocks [G,A1] and
[G,A2], and therefore π1 is a cover of π .
We show that every cover π1 of π is of the form (a) or (b).
Since π1 is now, by assumption, a remainder of type (J,m, r), in particular, it is a GH-
invariant partition of Γ+ \ J contained in ρ.
Since π is a dual cover of π1, by Theorem 3.1, (a) and (b) hold. We need only to prove
that the blocks B and C in question belongs to π¯(−1).
For (a), if h1(GA) ⊆ J , then obviously, h1(B) = h1(GBA) ⊆ J . Otherwise,
h1(GA)⊆D, for some block D ∈ π1. Then, D ∈ π , and since B = GBA is properly
contained in GA, h1(B) is properly contained in D. It follows that D is contained in π¯ .
Consequently, B ∈ π¯(−1).
For (b), again, if h1(G(A1 ∪ A2)) ⊆ J , then since B = GA1, C = GA2, both
h1(B),h1(C)⊆ J . Otherwise, h1(G(A1 ∪A2))⊆D, for some block D ∈ π1, and D ∈ π ,
and both h1(GA1), h1(GA2) are properly contained in D. As above, it follows that D is
contained in π¯ , and both B =GA1, C =GA2 belongs to π¯(−1). ✷
Again, Theorem 4.1 shows that there is a finite procedure to obtain all the covers for
a remainder π , which are finite in number (the latter fact follows also from the mentioned
result of Almeida [1]).
A pseudocode of the algorithm is presented in Fig. 2. We only note, that similar remarks
as in the previous case apply. In particular, in line 3 of the algorithm it is enough to choose
just one antichain contained in B . These and other details are left to the reader.
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5. Join irreducible theories
Now we turn to using the results of the previous sections to describe the join- and
meet-irreducible theories. Of course, now we apply also the results of the previous paper,
especially, Theorems 2.2 and 3.1. These theorems show that both for covers and dual
covers there are four types of them corresponding to the cases (i)–(iv) in the theorems.
Accordingly, we will speak about (dual) covers of type 1, 2, 3, or 4. Theorems 3.1 and 4.1
in the present paper show that the type 4 has, in each case, two subtypes. We will refer to
them as to types 4a and 4b, respectively.
We start from the join irreducible theories, which is a simpler case. In view of
Perkins [5] result, that the lattice L(Com) of equational theories of commutative
semigroups has no infinite ascending chains, every theory in L(Com) has at least one dual
cover, and the join irreducible theories coincide with the theories having exactly one dual
cover.
We show that such theories are generated by the identities
x
α1
1 . . . x
αn
n = xβ11 . . . xβnn
where (α1, . . . , αn), (β1, . . . , βn) ∈ B for a fixed block B of the remainder. All such
nontrivial identities will be referred to as the identities corresponding to the block B and
denoted by Id(B). Note that if a theory E = E(J,m, r,π) is generated by Id(B) for a
block B ∈ π , than J is the least filter such that B occurs as a block in a remainder of type
(J,m, r).
For a set A of sequences of the same length n, by Gs(A) we denote the subgroup of Sn
generated by all the point stabilizers of elements of A. Then we have
Theorem 5.1. A theory E = E(J,m, r,π) has exactly one dual cover if and only if E is
generated by the identities corresponding to a block B = GBA ∈ π such that one of the
following holds:
(a) A has exactly two elements, and GB = Gs(A), for every antichain A such that
B =GBA,
(b) A has exactly one element, and there is a unique maximal subgroup of GB
containing Gs(A).
Moreover, in such a case, up to equivalence,B is the only minimal nontrivial block of π .
Proof. First, we prove the “if” part.
Since E is generated by Id(B), we have m=m(B), r = r(B). Since m(B)m(π), and
r(B)  r(π), in view of Theorem 2.2 in [2], E has no covers of type 1 and 2. Since, J
is the least filter such that B occurs as a block in a remainder of type (J,m, r), E has no
covers of type 3, neither. It follows that every dual cover of E is of type 4.
Now, from the fact that E is generated by Id(B), it follows also that the only dual covers
of the E are those covers of type 4 obtained, according to Theorem 3.1, by dividing the
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block B . Since every theory has at least one dual cover, we need only to observe that by
conditions (a) and (b) of the present theorem there may be at most one dual cover.
Indeed, in the case (a) there is no dual cover of type 4a. Moreover, every antichain
A⊆ B has two elements, so we can divide it onto two parts only in one way. In the case (b)
there is no dual cover of type 4b, and since only one maximal subgroup of GB contains the
stabilizers of a, there is at most one dual cover of type 4a.
To prove the second statement, we need the following lemma, which we apply also in
the next part of the proof.
Lemma 5.2. If a remainder π of type (J,m, r) has exactly one dual cover in L(J,m, r),
then π has a block B that, up to equivalence, is the unique nontrivial minimal block in π .
Moreover, the identities corresponding to any block in π are consequences of Id(B).
Proof. Let B be a minimal nontrivial block in π¯ . First we note that π has a dual cover π1
obtained by dividing the block B .
Indeed, let [B] = [G,A]. If A has more than one element, then we can divide A onto
two nontrivial parts A1 and A2, and form π1 as in Theorem 3.1(b). Since B is minimal
in π , π1 is GH-invariant, and consequently π1 is a dual cover of π . If A has one element,
then since B = GBA has, by assumption, more than one element, Gs(A) = GB . In this
case, we form π1 as in Theorem 3.1(a), and as above, we conclude that π1 is a dual cover
of π .
Now, note that if C is a minimal block in π , not equivalent to B , then no identity in
Id(C) is a consequence of Id(B). Hence, to prove that B is the unique minimal block, it is
enough to prove the second statement.
Assume to the contrary that there is a block C in π and a,b ∈ C such that the identity
corresponding to the pair (a,b) is not a consequence of Id(B). Then, the least remainder
π2 containing B as a block is properly contained in π . Since, by Perkins result [5], there
are no infinite ascending chains in L(Com), there is a dual cover of π containing π2. Since
the dual cover π1 does not contain π2, we get a contradiction with the assumption that
there is only one dual cover.
We prove the “only if” part.
Let E = E(J,m, r,π) be a theory with exactly one dual cover. First note that π is
nontrivial, since otherwise, in view of Theorem 2.2(ii), E has infinitely many dual covers.
By Lemma 5.2, it follows that π has a nontrivial minimal block B = GBA, which is
unique up to equivalence. Since B is minimal in π , every way of dividing B , according to
Theorem 3.1 leads to a GH-invariant partition, and in consequence, to a dual cover of π .
Hence, taking into account type 4b, there must be at most one way to divide A into two
nontrivial parts. It follows that the cardinality |A| 2. If |A| = 2, then by assumption, we
cannot have a dual cover of type 4a. This implies that for every maximal antichain A⊆ B
the equation GB = Gs(A) holds. If |A| = 1, then, since B is nontrivial, there is a dual
cover of type 4a obtained by dividing B . It follows, that GB may have only one maximal
subgroup containing Gs(A), in this case. This shows that one of the conditions (a) or (b)
holds.
It remains to prove that Id(B) generates E . From Lemma 5.2, we know that Id(B)
generates all the identities corresponding to π . If there is any nontrivial identity left, then
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according to Theorem 5.6 in [3] (cf. Theorem 1.1 in [2]), it belongs to E0 =E(J,m, r, θ),
where θ is the trivial remainder. It follows that E is a join of two different theories,
E0 and the theory generated by Id(B). Consequently, E has more than one dual cover,
a contradiction. ✷
To close this section, we note that join irreducible theories must be one-based in
the sense, that they are generated by a single identity, apart from associativity and
commutativity. It is not difficult to prove that as a generating identity we may always
choose one from the minimal block B in Theorem 5.1.
The opposite statement is not true.
Example. Let E = E(J,1,1,π), where J consists of all sequences greater then (4,4,1)
and (3,3,2). Moreover, the only one nontrivial block in π is B = {(4,4,1), (4,1,4),
(1,4,4), (3,3,2), (3,2,3), (2,3,3)}. It is easy to check that E is a theory gener-
ated by identity 〈(4,4,1), (2,3,3)〉. But there exists a two element antichain A =
{(4,4,1), (3,3,2)} contained in B , such that Gs(A) = S2 × S1 and GB = S3. Hence E
is not join irreducible.
Given a theory E = E(J,m, r,π) one can check if it is join irreducible, combining
Theorem 5.1 with Algorithm 5.5 in [3] for finding E(J,m, r,π) form. Moreover, Theo-
rem 5.1 can be also easily used to generate all the join irreducible theories in L(Com).
6. Theories with no covers
Since there are infinite descending chains of theories in L(Com), the description of all
the meet irreducible theories is more complicated. In the remaining of this paper we use
several times the following simple construction.
Given a theory E = E(J,m, r,π) and a sequence a /∈ J , by E(J + a) we denote the
least theory containing E whose filter contains J and a. We always apply this construction
for a sequence a = (α1, . . . , αn) with max(α1, . . . , αn)m. Then, obviously, E(J + a)=
E ∨E([a],m, r, θ). By Theorem 6.2 in [3], E(J + a)=E(J ∪C′,m, r,π \C2), where C
is the union of all blocks in π that have a point in common with the filter [a], completed
with all the sequences obtained by permutations, and C′ is C completed with the sequences
obtained by adjoining zeros.
If a belongs to B ∈ π , then C may be described as the union of the blocks in
the equivalence classes [f (B)] for all f ∈ PGH. If B is nontrivial, then the condition
max(α1, . . . , αn)m is satisfied by (N4) of (π1). So, we use also the notation E(J + B)
for E(J + a), and call it the theory obtained from E by moving the block B to the filter.
Note that the covers of type 3 in Theorem 3.1 [2] are of the form E(J + a), where a is
a maximal element in Γ \ J . Moreover if m 1 and r = 1, then the conditions πa ⊆ π , in
terms of blocks, reads simply GB = Sn(a).
Note finally, that if C has a finite number of elements, then since the theories contained
between E(J +a) and E are all of this form, there is a finite number of them, and therefore,
in particular, E has at least one cover.
In this section, we start from describing the theories that have no covers.
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Theorem 6.1. A theory E = E(J,m, r,π) has no covers in L(Com) if and only if the
following conditions hold:
(a) m= 0, r = 1,
(b) J is generated by sequences of integers greater than 1,
(c) every block B ∈ π¯ consists of sequences of integers greater than 1.
Proof. We prove the “if” part first.
Assume that the conditions (a)–(c) hold for E . From (a), and Theorem 3.1 in [2],
it follows that E has no covers of type 1 and 2. For other types we first establish two
conditions equivalent to (b).
Lemma 6.2. The following conditions are equivalent:
(i) J is generated by sequences of integers greater than 1,
(ii) if h1(a) ∈ J , then a ∈ J ,
(iii) Γ+ \ J has no maximal element.
Proof. For the implication (i) ⇒ (ii) it is enough to see that if (ii) is not true, for
some a, then for every generator b of J which is smaller than h1(A), there exists c such
that b = h1(c). From (ii), it follows that, if a ∈ Γ+ \ J , then h1(a) ∈ Γ+ \ J . Hence,
(ii) implies (iii). Finally, for the implication (iii) ⇒ (i), assume to the contrary, that h1(a)
is among the sequences generating J , and a /∈ J . Consider the set S of the sequences
b ∈ Γ+ \ J such that b  a. Note that, since h1(a) ∈ J , every element in S is of the form
pg(a) with p ∈ P and g ∈ G. It is not difficult to see that the number of such sequences
is finite. It follows that there is a maximal element in S, which is a maximal element in
Γ+ \ J , a contradiction. ✷
Now, by Theorem 3.1 [2], in view of Lemma 6.2(iii), it follows that E has no covers
of type 3. Further, conditions (b) and (c) and Lemma 6.2(ii) yield that π¯(−1) is empty.
Consequently, E has no covers of type 4, either. This proves the “if” part of the theorem.
For the “only if” part assume that E has no covers. By Theorem 3.1, (i) and (ii), in [2],
we have that m= 0 and r = 1, that is, (a) holds.
By Lemma 6.2, to prove (b) we must only show that Γ+ \ J has no maximal element.
Assume to the contrary that a is such an element. Then, in view of the remarks at the
beginning of this section, there is only a finite number of theories between E and E(J +a),
which means that E has a cover, a contradiction. Thus, we have proved that all the
equivalent conditions in Lemma 6.2 hold. We make use of this fact in the rest of the proof.
It remains to prove the condition (c). First observe that if in a block B there is a
sequence with the last term equal to 1, then all the sequences in B have this property.
Indeed, otherwise, m(B)= 1, and by (π3), we have h1(B)⊆ J , which is in contradiction
with Lemma 6.2(ii). In view of this fact, it is enough to show that, for any set B ⊆ Γ+, if
h1(B) ∈ π , then B ∈ π .
Assume to the contrary that there exists B /∈ π with h1(B) ∈ π . Obviously h1(B) ∈ π¯
(since otherwise one may prove that B ∈ π ). Assume that B is the maximal block in π¯ with
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this property (recall that π¯ is finite). Note that B is the union of blocks in π . Indeed, if a
block C has a point in common with B , then by (π4), h1(C)⊆ h1(B), and consequently,
C ⊆ B .
We form the partition π1 by replacing the class [C] in π by pB , for all C ∈ B and
p ∈ P . Since B /∈ π , π is properly contained in π1. We show that π1 is a remainder
of type (J,0,1). Obviously, π1 is a well defined partition and conditions (π0), (π2)
hold. For the remaining conditions it is enough to check them only for the block B .
For (π1), note that m(B) = m(h1(B)) and r(B) = r(h1(B)) (recall that it is enough to
check only the conditions (N3) and (N4)). We use this observation also to prove (π3). Let
γ =m(h1(B))=m(B). Then, by (π3) for π , hγ (h1(B))⊆ J . Hence, h1hγ (B)⊆ J , and
by Lemma 6.2(ii), similarly as above, hγ (B) ⊆ J , as required. For (π4), it is enough to
show that for any f ∈ GH, f (B) is contained in a block of π1 (in fact, π ) or J . Since
h1(B) ∈ π , we have to check only f = gij .
Assume that gij (B) is not contained in J . Then, by Lemma 6.2(ii) as above, h1gij (B) ⊆
J , either. Yet h1gij (B)= gij (h1(B)), and h1(B) ∈ π . Hence, gij (h1(B))= h1(gij (B)) ∈
π . By assumption about maximality of B , gij (B) ∈ π , as required.
Now, since B is finite, there may be only a finite number of remainders between π
and π1. It follows that π has a cover of type 4, which is a contradiction, proving (c) and
completing the proof of the theorem. ✷
7. Theories with one cover and finite remainder
In this section we assume that Γ+ \ J is finite. Note that this is equivalent to that J has
a sequence of the form (1,1, . . . ,1), and implies that m(J ) 1.
Let M be a set of all maximal elements of Γ+ \ J of the same length, and B ⊆M be
a set such that [B] is a P-invariant partition of M . Then by ρB(J,m, r) we denote the set
of all pairs (a,b) ∈ ρ such that for all f ∈PGH, f (a) ∈B if and only if f (b) ∈B .
Note that ρB(J,m, r) is a remainder of type (J,m, r), the largest one with the block B .
Moreover, if GB = Sn(B), then B = M , and ρB = ρ (since the condition with B is no
restriction in this case).
Recall that by θ we denote the trivial remainder. Then we have
Theorem 7.1. Let E = E(J,m, r,π) be a theory such that Γ+ \ J is finite. Then E has
exactly one cover in L(Com) if and only if one of the following holds:
(a) E =E(Γ,1,1, θ) or E =E(Γ,0,pt , θ), for some t  1 and p prime.
(b) m= 0, r = 1, and there is the only one, up to equivalence, maximal block B in π .
Moreover, GB is meet irreducible in the lattice of subgroups of Sn(B), and π = ρB .
Proof. We prove the “if” part first. In case (a) the statement is obvious. The only cover
is either L(Com) = E(Γ,0,1, θ) or E(Γ,0,pt−1, θ). For (b), first note that since m = 0
and r = 1, by Theorem 3.1 in [2], there is no cover of type 1 and 2. If GB = Sn(B), then
π = ρ, and there is no cover of type 4. Moreover, B = Jb ∩ Γ+, for any maximal element
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b in Γ+ \ J . Hence, there is only one cover of type 3 which has a form E(J + b) with
b ∈ B . If GB = Sn(B), then there is no cover of type 3. Since π = ρB , the only covers
may be obtained, according to Theorem 4.1, by replacing the class [B] by the set [HB]
for some minimal supergroup of GB . Since the union of all pB is in ρ(J,0,1), every such
construction leads to a remainder of type (J,0,1). Since GB is meet irreducible, there is
exactly one cover of type 4.
Now, we deal with the “only if” part. Since Γ+ \ J is finite, m(J )  1. Assume first
that J = Γ . Then π = θ , and obviously, E has no covers of type 3 and 4. If it has a cover
of type 1, then m = 1 and r = 1. If it has a cover of type 2, then m = 0 and r is meet
irreducible in the lattice of positive numbers with division. It follows that r = pt , for some
positive t and prime p. This is the case (a).
So, we may assume now that J = Γ . This implies that there is at least one maximal
block B in π . Note, that in view of the proof of Theorem 6.1, E has a cover of type 3 or 4,
obtained from E by “moving” B to J or enlarging GB . Hence, E has no cover of type 1
and 2. Consequently,m= 0 and r = 1. Moreover, the assumption implies that B is the only
one, up to equivalence, maximal block in π , and π = ρB . As in the “if part”, every partition
which is obtained from π by replacing class [B] by the set [HB], for some supergroup H
of GB , is a remainder of type (J,0,1). If the cover is of type 3, then GB = Sn(B). If the
cover is of type 4, then GB = Sn(B) , and GB have to be meet irreducible in the lattice of
subgroups of Sn(B). Thus, we have the case (b). ✷
8. Meet irreducible theories with one cover
Now we formulate and prove our results on meet irreducible theories. There are two
quite different cases, according to whether such a theory has a cover or not. So, we
formulate two separate theorems.
Theorem 8.1. A theory E =E(J,m, r,π) with one cover is meet irreducible if and only if
one of the following holds:
(a) J contains a sequence (1,1, . . . ,1) with 1 occurring k  1 times,
(b) m 1, r = 1, J = [(m)], and π = θ .
Proof. We start with the “if part.”
Let E be as in (a). Then, Γ+ \ J is finite, and by Theorem 7.1 we have two cases to
consider. The theories in Theorem 7.1(a) are obviously meet irreducible. So, let us assume
that the conditions given in Theorem 7.1(b) hold. In this case, as it is observed in the
proof of Theorem 7.1, the cover E1 = E(J1,0,1,π1) of E is obtained from E either by
moving [B] to J or by enlarging GB to its cover in lattice of subgroups of Sn(B) . It is
enough to show that for every theory E2 ⊇ E and different from E , we have E2 ⊇ E1. By
Theorem 1.2 in [2], E2 = E(J2,0,1,π2), where J2 ⊇ J and π2 ∪ J 22 ⊇ π . If J2 = J , then
since the block B is the greatest, up to equivalence in π , B ⊆ J2. Moreover, π1 \ [B] = π ,
hence, π2 ∪ J 22 ⊇ π1. It follows that E2 ⊇ E1. In the case when J2 = J , it is easy to see
that π = ρB = ρ. Hence, GB = Sn(B) . Since ρB is the greatest remainder of type (J,0,1)
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containing B as a block, in π2, the class [B] must be replaced by the class [HB] for some
H ⊇GB . Yet, GB is meet irreducible in lattice subgroups of Sn(B) . Hence, every such H
contain a cover of GB . It follows that π2 ⊇ π1, and consequently, E2 ⊇ E1, as required.
Now, let E be as in (b). In this case E1 = E(J,m− 1, r,π) is a cover of E . We need
to show that for every E2 = E(J2,m2, r2,π2) ⊇ E we have either E2 ⊇ E1 or E2 = E .
By Theorem 1.2 of [2], m2  m, r2 = 1, and J2 ⊇ [(m)]. Moreover, if m2 < m, then,
obviously, E2 ⊇ E1. Assume that m2 =m. Then, since by definition J2 ⊆ [(m2)], we have
J2 = J = [(m)]. Furthermore, by (π3), ρ(J,m,1)= θ . It follows that π2 = θ either, and
consequently, E2 = E , as required.
We prove the “only if part” of the theorem. Let E = E(J,m, r,π) be meet irreducible
with the unique cover E1 =E(J1,m1, r1,π1).
First assume that m 1. In this case the only cover is that with: J1 = J , m1 =m− 1,
r1 = r = 1, π1 = π . Put E2 =E([(m)],m,1, θ). Then it is easy to see that E = E1 ∧ E2. It
follows that E = E2. This is the case (b) (and for m= 1 this is also covered by (a)).
Now, we deal with the case m= 0. Let t be an integer exceeding the sum of elements of
any sequence a ∈ π¯ , and let E2 = E(J + a), where a = (1, . . . ,1) with 1 occurring t times.
We show that E1 ⊆ E2. If m1 = m or r1 = r , then this is obvious. So, we check the
case when m= 0 and r = 1. Let E2 = E(J2,0,1,π2). Observe that for any block B ∈ π¯ ,
B ⊆ J2, since a has the length t . Hence, B ∈ π2. On the other hand, by Theorem 3.1 [2]
and Theorem 4.1, there exists a block B ∈ π¯ such that either B ⊆ J1 or HB ∈ π1, for some
group H greater than GB . In the first case, J1 ⊆ J2; in the second case, π1 ⊆ π2 ∪ J 22 .
Hence, in view of Theorem 1.2 of [2], E1 ⊆ E2.
It follows, that E = E1 ∧ E2, and since E is meet irreducible, E2 = E . Consequently,
a ∈ J , and E satisfies (a), which completes the proof of the theorem. ✷
9. Meet irreducible theories with no cover
Finally, we deal with meet irreducible theories without covers. Whether a theory with
no cover is meet irreducible or not depends on the existence of infinite descending chains
of theories corresponding to certain chains of blocks in the remainder. To handle this we
introduce additional notation.
Let E =E(J,0,1,π) be a theory with no cover. For a block B ∈ π , by γ (B) we denote
the largest number γ such that hγ (B) ⊆ J . By π∗ we denote the set of those blocks B ∈ π
that satisfy γ (B)  δ(B), and hnγ (B)(B) ∈ π for all n  1 (hn denotes the product of n
operations h; δ(B) is defined in Section 2). Note that if B ∈ π∗, then both hγ (B)(B) and
p(B) ∈ π∗, for every p ∈ P .
Next, we define relation ≡∗ on π∗ by B ≡∗ C if there exists p ∈ P such that
C = phn
γ (B)
(B) or B = phn
γ (C)
(C) for some n  0. Observe, that B ≡∗ C implies
γ (B) = γ (C). Hence, ≡∗ is an equivalence relation. The equivalence class of a block
B under this relation will be denoted [B]∗. Note that if B ∈ π∗, then hγ (B)(B) ∈ [B]∗, and
p(B) ∈ [B]∗, for every p ∈P . In particular, [B] ⊆ [B]∗.
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In fact, each equivalence class of π∗ can be presented as [B]∗, where B is the unique, up
to permutation, minimal block of [B]∗, and every C ∈ [B]∗ is of the form C = phnγ (B)(B)
for some n 0, and γ (C)= γ (B). (Note, that B need not to be in π¯ .)
It is possible that all minimal blocks are contained in π¯ .
It may happen that δ(B) = γ (B), that is the sequences in B have also the terms equal
γ (B). Yet, in view of condition (π3) one may choose a set of sequences C (not necessarily
a block) such that, δ(C) > γ (B), and B = phmγ (B)(C) for some m  0. The length n(C)
of the sequences in C will be denoted n∗(B). The stabilizer GC of C will be denoted G∗B .
Obviously we can chooseB such that p = id. Note, that in this case GB =G∗B×Sm, where
m= n(B)− n∗(B).
Note that, in view of the definition of γ (C), n(C) d(J ) (where as in [3], d(J ) denotes
the maximal length of a sequence in the minimal set of generators for J ). Also, the integers
in the sequences of C are less than k(J ). It follows, that there are finitely many sequences
that are possible members of C, and therefore the number of the equivalence classes [B]∗
is finite. Moreover, these classes can be easily computed from π¯ and the generators of J .
Generally, it may happen that π∗ is empty. But observe, that if J is generated by
sequences of integers greater than 1, then π∗ is not empty. Indeed, for every B ∈ π , and
n 1, hn1(B) ⊆ J . From this, it is not difficult to see that there have to exist C ∈ π∗ such
that B C.
Furthermore, we consider the following natural relation on the equivalence classes
of ≡∗: [B]∗ ∗ [C]∗ if for every B1 ∈ [B]∗ there exists a C1 ∈ [C]∗ such that B1  C1.
Lemma 9.1. Relation ∗ defined as above is an ordering.
Proof. It is easy to see that ∗ is reflexive and transitive. For antisymmetricity, let
[B]∗ ∗ [C]∗ and [C]∗ ∗ [B]∗. By definition f1(B) ⊆ C1 for some f1 ∈ PHG and
C1 ∈ [C], and f2(C1) ⊆ B1 for some f2 ∈ PGH and B1 ∈ [B]. Assuming that B is
minimal in [B]∗, B2 has a form phnγ (B)(B), for some p ∈ P and n  0. Hence, we have
f2f1(B)= phnγ (B)(B), and consequently, f1(B)= qhmγ (B)(B)= C1, for q ∈P and natural
number m 0. Consequently C1 ∈ [B]∗, and therefore [B]∗ = [C]∗, as required. ✷
Let [B]∗ be any equivalence class in π∗. Then by ρB∗(J,0,1) we denote the partition of
Γ+ \ J contained in ρ(J,0,1) such that (a,b) ∈ ρB∗ if for every f ∈PGH and D ∈ [B]∗,
f (a) ∈ D if and only if f (b) ∈ D. As in Section 7, we observe that ρB∗(J,0,1) is
a remainder of type (J,0,1), the greatest one with the set of blocks [B]∗.
With this notation we formulate our last result. Note that, as it was observed in [3], the
trivial theory E∅ is meet irreducible and has no covers. For other such theories we have
Theorem 9.2. Let E = E(J,0,1,π) be a nontrivial theory without any covers. Then E is
meet irreducible if and only if there exists a blockB ∈ π∗ such that the following conditions
hold:
(a) [B]∗ is the greatest element among ∗ equivalence classes of π∗,
(b) GB∗ is a meet irreducible element in lattice of subgroups of Sm, where m= n∗(B),
(c) π = ρB∗.
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Proof. First we prove the “only if part”. Assume that E is meet irreducible. If B1 and B2
were two∗-maximal classes in π∗, then E(J +B1) and E(J +B2) would be two properly
larger theories than E , whose intersection is E . This contradicts that E is meet irreducible,
and therefore there exists B such that (a) holds. In the sequel, we assume that B is chosen
to be minimal in [B]∗.
Suppose now that H is a cover of GB∗ in the lattice of subgroups of Sm. By π1 we
denote the partition of Γ+ \ J obtained from π by replacing all the classes [h(B)] with
h ∈H, by the classes [h((H × Sn−m)B)]. Since [B]∗ is the ∗-greatest class in π∗, then
all condition (π0)–(π4) hold. Hence, π1 ∈ L(J,0,1) and π ⊆ π1. Now, if GB∗ has two
covers, then similarly as above, we have again two theories larger than E whose intersection
is E . Consequently, there exists at most one cover of GB∗, which for Sm, since it is finite,
means that GB∗ is meet irreducible.
Finally, let E2 = E(J2,0,1,π2) be a theory obtained form E by moving all the classes
[h(B)], with h ∈H, from π to J2 (π2 = π \ J 22 ), and let E3 = E(J,0,1, ρB∗). Then, it is
easy to see that E2∧E3 = E . Since E2 is larger than E , we get that E3 = E , which proves (c).
Now, we prove the “if part”. Here, we distinguish two cases according to whether G∗B
is the full symmetric group Sm or not. First we assume that it is.
Lemma 9.3. Let GB∗ = Sm. Then for every theory properly containing E , its filter contains
at least one block from [B]∗.
Proof. First note that in this case ρB∗ = ρ. Assume that E1 = E(J1,0,1,π1) is greater
than E . Since π = ρ, J1 = J . It follows that there exists a ∈ Γ+ \J such that a ∈ J1. Since,
[B]∗ is the ∗-greatest in π∗, there exists B1 ∈ [B]∗ and f ∈ PHG such that f (a) ∈ B1.
Yet, f (a) ∈ J1, and therefore, B1 ⊆ J1, as required. ✷
Now, let E2 = E(J2,0,1,π2) and E3 = E(J3,0,1,π3) be two theories greater than E .
By the lemma above there exist B2,B3 ∈ [B]∗ such that B2 ⊆ J2, B3 ⊆ J3. Since B2 =
hn
γ (B)
(B3) or B3 = hnγ (B)(B2), we have that either B2 ⊆ J3 or B3 ⊆ J2. It follows that
J2 ∩ J3 = J , and consequently, E2 ∧ E3 = E , completing the proof for the first case.
For the second case, assume that H is the unique cover of G∗B in the lattice of subgroup
of Sm. Assume also that B is minimal in [B]∗. Then we have
Lemma 9.4. For every theory E1 = E(J1,0,1,π1) properly containing E , there exists
h ∈Hγ (B) such that h(B) ∈ π and the set h((H × Sn−m)B) is contained either in a block
in π1 or in J1.
Proof. If J1 = J , then we just follow the proof of the Lemma 9.3. Otherwise, since
π = ρB∗, there exists B1 ∈ [B]∗ of the form h(B) for h ∈Hγ (B), and C ∈ π1 such that
B1 ⊆ C and B1 = C. Since hγB (C) ⊆ J , GC = H1 × Sm, where G∗B ⊆ H1, G∗B = H1.
Since H is the unique cover of G∗B , H ⊆H1. ✷
Consequently, if we have any two theories greater than E then there exists h ∈Hγ (B)
such that h(B) ∈ π and the set h((H × Sn−m)B) is contained, for both the theories, in a
block of the remainder or in the filter. It follows that the set h((H × Sn−m)B) is contained
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in a block of the remainder or in the filter in the meet of the theories. Consequently, E is
not a meet of this theories.
This completes the proof of the theorem. ✷
To close, note that E∅ is not only meet-irreducible, but as the zero in the lattice of
all equational theories of commutative semigroups, it is also join-irreducible. Using our
results, it is not difficult to see that, in fact, this is the only theory with this property.
Indeed, by Theorem 5.1, if E =E(J,m, r,π) is both meet- and join-irreducible, then it
is generated by the identities corresponding to a block in π . It follows, in particular, that
m > 0, and no sequence of the form (1,1, . . . ,1) belongs to J . By Theorem 6.1, E has
a cover, and by Theorem 8.1, E = E([(m)],m,1, θ). Yet, such a theory is the join of the
theories E([(m)],m,p1r, θ) and E([(m)],m,p2r, θ), for any primes p1 = p2.
Hence, every nontrivial equational theory of commutative semigroups is either a meet
or else a join of two other such theories.
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