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Abstract—We introduce a new class of extremum seeking con-
trollers able to achieve fixed time convergence to the solution of
optimization problems defined by static and dynamical systems.
Unlike existing approaches in the literature, the convergence
time of the proposed algorithms does not depend on the initial
conditions and it can be prescribed a priori by tuning the
parameters of the controller. Specifically, our first contribution
is a novel gradient-based extremum seeking algorithm for cost
functions that satisfy the Polyak-Lojasiewicz (PL) inequality with
some coefficient κ > 0, and for which the extremum seeking
controller guarantees a fixed upper bound on the convergence
time that is independent of the initial conditions but dependent on
the coefficient κ. Second, in order to remove the dependence on κ,
we introduce a novel Newton-based extremum seeking algorithm
that guarantees a fully assignable fixed upper bound on the
convergence time, thus paralleling existing asymptotic results in
Newton-based extremum seeking where the rate of convergence
is fully assignable. Finally, we study the problem of optimizing
dynamical systems, where the cost function corresponds to
the steady state input-to-output map of a stable but unknown
dynamical system. In this case, after a time scale transformation
is performed, the proposed extremum seeking controllers achieve
the same fixed upper bound on the convergence time as in the
static case. Our results exploit recent gradient flow structures
proposed by Garg and Panagou in [3], and are established by
using averaging theory and singular perturbation theory for
dynamical systems that are not necessarily Lipschitz continuous.
We confirm the validity of our results via numerical simulations
that illustrate the key advantages of the extremum seeking
controllers presented in this paper.
Index Terms—Extremum seeking, Robust optimization, Adap-
tive Control.
I. INTRODUCTION
IN several applications it is of interest to recursively min-imize a particular cost function whose mathematical form
is unknown and which is only accessible via measurements.
For these types of problems, extremum seeking control (ESC)
has shown to be a powerful technique with provable sta-
bility, convergence, and robustness guarantees [4], [5], [6],
[7]. The main underlaying idea behind extremum seeking
control is to induce multiple time scales in the dynamics
of the closed-loop system in oder to emulate the behavior
of a target nominal optimization algorithm chosen a priori
to solve a particular type of optimization problem. Typical
target nominal algorithms include gradient descent for convex
optimization [8], [9], Newton-like methods [10], Riemannian
gradient flows for constrained optimization [11], gradient
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descent with momentum [12], accelerated gradient descent
[13], hybrid gradient descent on manifolds [14], gradient and
Newton flows with delays [15], gradient descent with time-
varying costs [16], distributed gradient systems for multi-
agent systems [17], and switched gradient flows modeled as
hybrid systems [18]. Other ES approaches based on parameter
estimation in adaptive control have also been considered in
[19], [20], [21], [22]. Modifications to improve accuracy in
ES were also presented in [23]. The previous approaches have
been successfully used in several engineering applications such
as wind turbine control and power converter optimization [10],
resource allocation problems [11], optimization of robotic
systems [24], price seeking in dynamic markets [25], dynamic
tolling for transportation systems [26], and traffic light control
[27], to just name a few. However, even though significant
progress has been made in the analysis and design of ESC
during the last years, obtaining a good transient performance
characterized by fast rates of convergence remains a persistent
challenge. This issue has recently motivated the development
of fast ESCs based on Netwon-like flows [10], gradient
algorithms with time-invariant momentum [12], discontinuous
gradient descent with finite-time stability properties [18, Sec.
6.1], and hybrid gradient flows with momentum resetting [13].
An early use of non-smooth feedback in extremum seeking can
be found in control laws (48) and (55) in [28], as well as finite-
time (initial condition-dependent) convergence in Figures 2, 4,
and 6 of [28]. Nevertheless, while these recent approaches
can significantly improve the transient performance of the
system, the convergence properties of all these ESCs are still
of (practical) asymptotic nature in the sense that for each small
neighborhood N that contains the set of optimizers, and for
each compact set of initial conditions K0, the controller can
be tuned to guarantee convergence to N in finite time, but, in
general, as Nε shrinks and K0 grows, the convergence time
grows unbounded.
On the other hand, recently there has been significant efforts
in designing and analyzing control, estimation, and optimiza-
tion algorithms with non-asymptotic convergence properties.
These algorithms guarantee convergence to the desired target
in a fixed time that is finite and independent of the initial
conditions. Algorithms with fixed time stability properties have
been recently studied in [29], [30], [31], [32], [33], [3] and
[34]. As shown in [31] and [33], this type of convergence
property can be established via Lyapunov functions for a class
of continuous-time dynamical systems, which has opened the
door to novel optimization algorithms characterized by contin-
uous vector fields with non-asymptotic convergence properties;
e.g., [3] and [35]. However, to the best of our knowledge,
all existing optimization algorithms with fixed-time stability
properties are model-based and require access to the first or
second derivatives of the cost functions.
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2A. Contributions
In this paper, we present a new class of extremum seeking
dynamics able to achieve fixed-time (semi-global practical)
convergence in static and dynamical systems. This type of
convergence guarantees that a fixed upper bound on the
convergence time can be prescribed a priori independently of
the initial conditions. More precisely the contributions of this
paper are the following:
1) We present a novel fixed-time gradient-based extremum
seeking (FTGES) algorithm for cost functions described
by smooth static maps that attain its minima and that
satisfy the Polyak-Lojasiewicz (PL) inequality with some
coefficient κ > 0. For any function satisfying these
properties, we establish the existence of tunable param-
eters that guarantee (semi-global practical) fixed time
convergence to a neighborhood of the optimizers, with
an upper bound on the convergence time that depends on
the coefficient κ. This establishes a clear advantage in
comparison to existing accelerated and non accelerated
gradient based extremum seeking controllers for which
the convergence time grows unbounded with unbounded
initial conditions of the optimizing state.
2) In order to remove the dependence of the convergence
time on the parameters of the cost function, we intro-
duce a new fixed-time Newton-based extremum seeking
algorithm (FTNES), for which the upper bound in the
convergence time is completely assignable a priori. Given
that Newton-based ESCs carry out the estimation of the
inverse of the Hessian matrix of the cost function by using
a Riccati differential equation that has multiple equilibria,
our convergence results are local by nature. However,
unlike existing results in the literature, the convergence
time to an arbitrarily small neighborhood of the optimizer
can be upper bounded by a positive number that is
independent of the initial conditions of the optimizing
state and the Hessian of the cost function, and which
can be prescribed a priori by the designer. This exhibits
a clear advantage in comparison to traditional Newton-
based extremum seeking schemes whose convergence
times depend on the initial conditions.
3) We extend our previous results to dynamic settings where
the cost function corresponds to the steady-state input-
to-output mapping of a stable dynamical system. In this
case, we show that equivalent fixed-time convergence
results can be obtained after a time scale transformation
is performed. In turn, this implies that in the original time
scale the fixed upper bound is scaled by the inverse of a
gain of the extremum seeking controller that needs to be
selected sufficiently small in order to guarantee stability
of the closed-loop system.
4) Finally, we show that, under a certain choice of param-
eters, the proposed algorithms reduce to the standard
gradient-based and Newton-based extremum seeking dy-
namics, and we recover the existing asymptotic results
found in the literature of ESC. In this way, the dynamics
introduced in this paper can be seen as generalizations of
the standard gradient-based and Newton-based ESC.
In order to analyze the extremum seeking dynamics considered
in this paper, we make use of averaging theorems developed
for non-smooth and set-valued systems [36], [37], [13]. This
allows us to link the KL bound of the average system with the
KL bound that characterizes the properties of the extremum
seeking dynamics, thus establishing a semi-global practical
fixed-time convergence property. We illustrate the performance
of our ESCs via simulations in different scenarios of single-
variable and multi-variable optimization problems, comparing
the trajectories generated by the algorithm with the trajectories
generated by the standard vanilla gradient-based and Newton-
based ESCs of [5] and [38], respectively. To the knowledge of
the authors, our results correspond to the first averaging-based
extremum seeking algorithms with fixed-time convergence
properties for static maps and dynamical systems.
B. Additional contributions with respect to the conference
submissions [1] and [2]
In contrast to the preliminary results presented in the confer-
ence submissions [1] and [2], in this journal paper we present
the complete stability proofs of the algorithms by exploiting
continuity of the vector fields. We also present a detailed
analysis of the existence of complete solutions, as well as
novel closed-loop architectures, stability results, and numerical
examples for fixed-time gradient-based and Newton-based
extremum seeking controllers applied to dynamical systems.
We further establish connections with previous results in the
literature, that illustrate the advantages and generality of the
proposed algorithms.
C. Organization
The rest of this paper is organized as follows: Section II
introduces the notation and some preliminaries on dynamical
systems. Sections III and IV present the fixed-time gradient-
based and Newton-based extremum seeking algorithms, re-
spectively, as well as their main convergence properties and
stability analysis. Section V presents the results of the ex-
tremum seeking algorithms applied to dynamical systems, and
finally Section VI ends with the outlook and some conclusions.
Our theoretical results are illustrated throughout the paper by
means of numerical examples.
II. PRELIMINARIES
A. Notation
We denote by R (R>0) the set of real numbers (resp. positive
real numbers), and by Z (Z>0) the set of integers (resp.
positive integers). Given a compact set A ⊂ Rn and a vector
z ∈ Rn, we use |z|A := mins∈A ‖z− s‖2 to denote the mini-
mum distance of z to A. We use S1 := {z ∈ R2 : z21+z22 = 1}
to denote the unit circle in R2, and rB to denote a closed ball
in the Euclidean space, of radius r > 0, and centered at the
origin. A function α : R≥0 → R≥0 is of class K∞ if it is
zero at zero, continuous, strictly increasing, and unbounded.
A function β : R≥0 × R≥0 → R≥0 is of class KL if it
is nondecreasing in its first argument, nonincreasing in its
second argument, limr→0+ β(r, s) = 0 for each s ∈ R≥0,
3and lims→∞ β(r, s) = 0 for each r ∈ R≥0. We define the
matrix D ∈ Rn×2n as the binary matrix that maps a vector
z = [z1, z2, z3, . . . , z2n]
> ∈ R2n to a vector z˜ having only the
odd components of z, i.e., z˜ = Dz = [z1, z3, z5, . . . , z2n−1]>.
B. Dynamical Systems and Stability Notions
In this paper, we consider constrained dynamical systems
with state x ∈ Rn and dynamics of the form
x ∈ C, x˙ = F (x), (1)
where F : Rn → Rn is a continuous function and C ⊂ Rn
is a closed set. A solution to system (1) is a continuously
differentiable function x : dom(x) → Rn that satisfies: a)
x(0) ∈ C; b) x(t) ∈ C for all t ∈ dom(x); and c) x˙(t) =
f(x(t)) for all t ∈ dom(x). A solution is said to be complete
if dom(x) = [0,∞). Given a compact set A ⊂ C, system (1)
is said to render A uniformly globally asymptotically stable
(UGAS) if there exists a class KL function β such that every
solution of (1) satisfies
|x(t)|A ≤ β(|x(0)|A, t), ∀ t ∈ dom(x). (2)
In this paper we will also consider ε-perturbed or parame-
terized dynamical systems of the form
x ∈ Cε, x˙ = fε(x), (3)
whose stability properties can be established only in a semi-
global practical way. In particular, a compact set A ⊂ C is said
to be semi-globally practically asymptotically stable (SGPAS)
as ε → 0+ if there exists a class KL function β such that
for each pair δ > ν > 0 there exists ε∗ > 0 such that for all
ε ∈ (0, ε∗) every solution of (3) with |x(0)|A ≤ δ satisfies
|x(t)|A ≤ β(|x(0)|A, t) + ν, ∀ t ∈ dom(x). (4)
The notion of SGPAS can be extended to systems that depend
on multiple parameters ε = [ε1, ε2, . . . , ε`]>. In this case,
and with some abuse of notation, we say that the system (3)
renders the set A SGPAS as (ε`, . . . , ε2, ε1) → 0+, where
the parameters are tuned in order starting from ε1, i.e., the
parameters (ε`, . . . , ε2, ε1) may not be selected independently.
This type of stability notion is standard in extremum seeking
control, see [5], [18].
C. Dynamic Oscillators
Our model-free optimization algorithms make use of several
sinusoid signals that facilitate the extraction of gradient and
hessian-related information of the cost function. In order to
model these excitation signals, we consider n uncoupled linear
dynamic oscillators evolving on the n-torus Sn = S1 × S1 ×
. . .× S1 ⊂ R2n with overall state µ ∈ R2n and dynamics
µ ∈ Sn, µ˙ = −2pi
ε1
Rκµ, (5)
where ε1 > 0. The matrix Rκ ∈ R2n×2n is block diagonal
and parametrized by a vector of gains κ = [κ1, κ2, . . . , κn]>.
The ith diagonal block of Rκ is defined as
Ri :=
[
0 −κi
κi 0
]
,
where κi > 0. Since the n oscillators are uncoupled, the odd
entries µi of the solutions µ generated by (5) with µ(0) ∈ Sn
are given by
µi(t) = µi(0) cos
(
2pi
ε1
κit
)
+ µi+1(0) sin
(
2pi
ε1
κit
)
, (6)
with µi(0)2 + µi+1(0)2 = 1, for all i ∈ {1, 3, 5, . . . , n − 1}.
Indeed, by the structure of the oscillators, the set Sn is forward
invariant, i.e., if µ(0) ∈ Sn then µ(t) ∈ Sn for all t ≥ 0.
Moreover, since no solution of (5) is defined outside the n-
torus, the set Sn is trivially globally attractive. Therefore,
system (5) actually renders UGAS the set Sn. This property
will facilitate the stability analysis of our algorithms via
averaging theory for non-smooth systems [36].
III. GRADIENT-BASED FIXED-TIME EXTREMUM SEEKING
FOR STATIC MAPS
We start by considering the fixed-time extremum seeking
problem for static maps using a gradient descent-based archi-
tecture. In particular, we consider the following unconstrained
optimization problem
min
z∈Rn
φ(z), (7)
where φ : Rn → R is an unknown mathematical function that
satisfies infz∈Rn φ(z) > −∞. Our goal is to design a robust
feedback-based optimization algorithm that steers the state z
to a neighborhood of the set of solutions of (7) in a fixed
time, by using only measurements of φ. Since algorithms of
this form have no access to the first or second derivatives of φ,
they are usually referred to as zero-order methods or extremum
seeking controllers.
A. Qualitative Properties of the Cost Functions
In order to solve problem (7), we start by considering cost
functions that satisfy the following assumption:
Assumption 1. The function φ : Rn → R is twice continuously
differentiable, radially unbounded, has a unique minimizer
z∗ ∈ Rn, and there exists a constant κ > 0 such that the
function φ satisfies the Polyak-Lojasiewicz (PL) inequality:
φ(z)− φ∗ ≤ 1
2κ
|∇φ(z)|2, (8)
for all z ∈ Rn, where φ∗ := φ(z∗). 
The PL inequality (8) is satisfied by any strongly convex
function, i.e., any function φ that satisfies
φ(z1) ≥ φ(z2) +∇φ(z2)>(z1 − z2) + κ
2
|z1 − z2|2,
for all z1, z2. Twice continuously differentiable strongly con-
vex functions also satisfy ∇2φ(z) ≥ κI , for all z ∈ Rn, see
[39, Exercise 7.26]. Since under Assumption 1 the function
φ is radially unbounded, all the nonempty level sets of φ are
compact.
4B. Gradient-Based Fixed-Time Dynamics
In order to solve problem (7) using only measurements of
φ, we consider a Fixed-Time Gradient Extremum Seeking
(FTGES) algorithm with state (u, ξ, µ) ∈ Rn × Rn × R2n,
evolving on the set
(u, ξ, µ) ∈ C := Rn × ηB× Sn, (9)
with dynamics
u˙
ξ˙
µ˙
 = −

k
(
ξ
|ξ|α1 +
ξ
|ξ|α2
)
1
ε2
(
ξ − FG(φ, µ)
)
2pi
ε1
Rκµ,
 , (10)
where the right-hand side of u˙ is defined as zero whenever
ξ = 0. The mapping FG is given by
FG(φ, µ) := φ(z)M(µ), (11)
and where the argument of φ(·), and the signal M(µ), are
defined as
z := u+ aDµ, M(µ) := 2
a
Dµ, (12)
with a ∈ R≥0 being a tunable parameter. The constants α1
and α2 are defined as
α1 :=
q1 − 2
q1 − 1 , α2 :=
q2 − 2
q2 − 1 , (13)
where (q1, q2) ∈ R2>0 are tunable parameters that are said to
be admissible if they satisfy
q1 ∈ (2,∞) and q2 ∈ (1, 2).
In particular, admissible parameters (q1, q2) guarantee that
α1 is positive and α2 is negative. Figure 1 shows a scheme
illustrating the FTGES dynamics.
The proposed algorithm defines an extremum seeking con-
troller with excitation signals µ generated by a linear oscillator,
and a constrained low-pass filter with state ξ evolving on a pre-
defined compact set ηB. In practice, this compact set can be
taken arbitrarily large by choosing a large η, and it is used only
for the purpose of analysis in order to apply averaging results
for nonsmooth singularly perturbed systems. In (10), the
optimizing state u is governed by learning dynamics that are
designed to approximate a gradient flow with fixed-time con-
vergence properties [3]. However, said approximation requires
suitable tuning of the parameters (ε1, ε2, k, q1, q2, κ, a) that
characterize the closed-loop system. The following assumption
provides some general tuning guidelines.
Assumption 2. The parameters of the FTGES dynamics satisfy
the following conditions:
1) The parameters (q1, q2) are admissible.
2) The gain k is positive, and 0 < a 1.
3) For each i ∈ {1, 2, . . . , n} the parameter κi is a positive
rational number, and κi 6= κj for all i 6= j
4) The parameters (ε1, ε2) satisfy 0 < ε1  ε2  1.

φ(z)
ε1µ˙ = 2piRκµ
+ ×
aDµ
−k
s + ξ
|ξ|α2
ξ
|ξ|α1 1
ε2s+1
M(µ)
Fig. 1: Scheme of the Fixed-Time Gradient-based Extremum Seeking
(FTGES) algorithm for a static map φ.
Under Assumption 2, the vector field describing the FTGES
dynamics is continuous. In particular, since 1 − α1 > 0 and
1− α2 > 0 we have that∣∣∣∣ limξ→0 ξ|ξ|α1
∣∣∣∣ = limξ→0
∣∣∣∣ ξ|ξ|α1
∣∣∣∣ ≤ limξ→0 |ξ|1−α1 = 0.
Similarly,∣∣∣∣ limξ→0 ξ|ξ|α2
∣∣∣∣ = limξ→0
∣∣∣∣ ξ|ξ|α2
∣∣∣∣ ≤ limξ→0 |ξ|1−α2 = 0.
Therefore, the dynamics of the state u are continuous at ξ = 0.
Continuity at points satisfying ξ 6= 0 follows trivially by the
structure of the right-hand side of (10). Existence of solutions
follows then directly by [40, Lemma 5.26].
The behavior of the FTGES can be roughly explained as
follows: The dynamic oscillator generates sinusoid signals
of the form (6) with frequency proportional to 1/ε1. Thus,
for values of ε1 sufficiently small, the dynamics of u and
ξ can be analyzed via averaging theory. By the construction
of FG in (11), the average dynamics of ξ will receive as
input a perturbed estimation of the gradient of φ, which
is then feed to the dynamics of u in order to carry out
the optimization process. Provided ε2 is sufficiently small,
the qualitative behavior of the dynamics of u can then be
approximated by a simplified reduced system obtained via
singular perturbation theory. Thus, under an appropriate tuning
of the parameters (ε1, ε2), the FTGES dynamics exhibit a
multi-time scale behavior with three time scales, with the
oscillator dynamics operating at the fastest time scale, and the
optimization dynamics of u operating at the slowest time scale.
However, in contrast to existing smooth extremum seeking
controllers, the FTGES dynamics cannot be analyzed using
averaging theory and singular perturbation theory for Lipschitz
continuous systems. Instead, we will use generalized averaging
results developed for set-valued systems and hybrid dynamical
systems with possibly non-unique solutions [36], [13], which
for ODEs only require continuity of the vector field.
C. Main Result for the FTGES
In order to state the main convergence result for the FTGES
dynamics (10), we define for each admissible pair of parame-
ters (q1, q2) and each constant κ satisfying the PL inequality
(8), the positive constants
γ1 = 2
8−3α1
4 κ
2−α1
2 , γ2 = 2
8−3α2
4 κ
2−α2
2 , (14)
5where α1 and α2 are defined in (13). Using (14), for each gain
k > 0, we define the value
T ∗G :=
4
k
(
1
γ1α1
− 1
γ2α2
)
(15)
Since (q1, q2) are admissible, the term inside the parenthesis
is positive. Thus, for any desired T ∗G > 0 equation (15) can
be satisfied by selecting the gain k as
k =
4
T ∗G
(
1
γ1α1
− 1
γ2α2
)
. (16)
We are now ready to state the first main result of this paper.
Theorem 1. Suppose that φ satisfies Assumption 1 and that
Assumption 2 holds. Then, for any T ∗G > 0 there exists
admissible parameters (q1, q2) and gain k > 0 such that:
for each pair δ > ν > 0 there exists η > 0 and ε∗2 > 0
such that for each ε2 ∈ (0, ε∗2) there exists a∗ > 0 such
that for each a ∈ (0, a∗) there exists ε∗1 > 0 such that
for each ε1 ∈ (0, ε∗1) the FTGES dynamics (9)-(10) with
(u(0), ξ(0), µ(0)) ∈ ({z∗}+ δB) × ηB × Sn generates solu-
tions with unbounded time domain, and each of these solutions
satisfies |z(t)− z∗| ≤ ν, for all t ≥ T ∗G. 
Proof: In order to analyze the FTGES dynamics, we will use
averaging tools for dynamical systems that are not necessarily
Lipschitz continuous, e.g., [36], [13]. A key feature of these
tools is that the KL bound that characterizes the rate of
convergence of the “slow state” in a singularly perturbed
system is completely characterized by the KL bound of its
average system. Based on this, we will divide the proof in
two steps. First, by studying the stability properties of the
compact set A×Sn, where A := {z∗}×ηB, we will establish
a SGPAS result for the FTGES dynamics, which preserves the
KL bound of the average dynamics in the slowest time scale.
After this, we will exploit the SGPAS result and the linearity
of the low pass filter dynamics to show that the restriction of
ξ to the compact set ηB is inconsequential for compact sets
of initial conditions LB whenever η  L is sufficiently large.
Step 1: We start with the following lemma, which follows
directly by computation:
Lemma 1. Under item 3) of Assumption 2 there exists a T > 0
such that every solution µ of the oscillator (5) with ε1 = 1
satisfies
1
`T
∫ `T
0
µ˜(t)µ˜(t)dt =
1
2
In, (17a)
1
`T
∫ `T
0
µ˜(t)dt = 0. (17b)
for all ` ∈ Z≥1, where µ˜ = Dµ. 
By using the properties (17), we can average the dynamics
of u and ξ along the solutions µ of the oscillator. To find the
average dynamics of system (10), and for a > 0 sufficiently
small, consider a Taylor expansion of φ(u+ aµ˜) around u:
φ(u+ aµ˜) = φ(u) + aµ˜>∇φ(u) +O(a2),
where we used µ˜ := Dµ to shorten notation. Substituting in
(11) and using the properties (17), we obtain the following
average dynamics with state (ua, ξa): u˙a
ξ˙a
 = −
 k
(
ξa
|ξa|α1 +
ξa
|ξa|α2
)
1
ε2
(
ξa − F˜G(∇φ)
)
 (18)
which are defined in the set
(ua, ξa) ∈ Rn × ηB
and where the function F˜G(∇φ) is given by
F˜G(∇φ) := ∇φ(ua) +O(a).
System (18) is an O(a)-perturbed version of a nominal aver-
age system with dynamics u˙a
ξ˙a
 = −
 k
(
ξa
|ξa|α1 +
ξa
|ξa|α2
)
1
ε2
(
ξa −∇φ(ua))
 . (19)
Indeed, since system (19) is continuous, by [40, Thm. 7.21]
suitable stability properties will be preserved in a semi-global
practical way provided a is sufficiently small. Therefore, we
proceed to analyze the stability and convergence properties of
the nominal system (19).
For ε2 sufficiently small, system (19) is in singular perturba-
tion form, with the dynamics of ξa acting as fast dynamics. To
find the boundary layer dynamics of this system, we introduce
the new time scale τ = t/ε2, which leads to ∂u
a
∂τ
∂ξa
∂τ
 = −
 ε2k( ξa|ξa|α1 + ξa|ξa|α2
)
ξa −∇φ(ua)
 .
The boundary layer dynamics are obtained by setting ε2 = 0,
that is ∂u
a
bl
∂τ = 0 and
ξbl ∈ ηB, ∂ξ
a
bl
∂τ
= −
(
ξabl −∇φ(uabl)
)
. (20)
For each fixed ubl, i.e., u˙bl = 0, the solutions of this system
satisfy∣∣ξabl(t)−∇φ(uabl)∣∣ ≤ c1e−c2t∣∣ξabl(0)−∇φ(uabl)∣∣,
for all t ∈ dom(ξbl, ubl), for some c1, c2 > 0. Thus, the
singularly perturbed system (19) has a well-defined reduced
system [36, Ex. 1]. This reduced system is obtained by
substituting ξa by its steady-state value ∇φ(ua), which leads
to the following unconstrained dynamics with state ur:
ur ∈ Rn, u˙r = −k
( ∇φ(ur)
|∇φ(ur)|α1 +
∇φ(ur)
|∇φ(ur)|α2
)
. (21)
In order to analyze system (21), we can follow the ideas of
[3] by considering the Lyapunov function
VG(ur) =
1
2
(φ(ur)− φ∗)2,
which, under Assumption 1, satisfies V (ur) > 0 for all ur 6=
z∗, and V (ur) = 0 if an only if ur = z∗. Moreover, all
6the level sets of V (ur) are bounded. The derivative of V (ur)
along the solutions of (21) is given by
V˙G(ur) = −k(φ(ur)− φ∗)
(
|∇φ(ur)|α˜1 + |∇φ(ur)|α˜2
)
,
where α˜1 = 2 − α1 > 0 and α˜2 = 2 − α2 > 0. Using the
PL inequality (8) we have that −|∇φ(ur)| ≤ −
√
2κ
(
φ(ur)−
φ∗
) 1
2 . Thus, the derivative V˙G can be upper bounded as
V˙G(ur) ≤ −k
(
(2κ)
α˜1
2 (φ(ur)− φ∗)
2+α˜1
2
+ (2κ)
α˜2
2 (φ(ur)− φ∗)
2+α˜2
2
)
,
= −k
(
(2κ)
α˜1
2 (2V (ur))
2+α˜1
4 + (2κ)
α˜2
2 (2V (ur))
2+α˜2
4
)
,
= −k
(
c1VG(ur)
γ1 + c2VG(ur)
γ2
)
< 0,
for all ur 6= z∗, where
c1 := 2
2+3α˜1
4 κ
α˜1
2 > 0,
c2 := 2
2+3α˜2
4 κ
α˜2
2 > 0,
and
γ1 : =
2 + α˜1
4
∈ (0, 1),
γ2 : =
2 + α˜2
4
> 1.
This establishes UGAS of z∗ for the reduced dynamics.
Moreover, by [31, Lemma 1], the Lyapunov function evaluated
along the solutions of (21) satisfies VG(ur(t)) = 0 for all
t ≥ T ∗G, where T ∗G is given by (15). By the definition of
VG(ur) and Assumption 1, this implies that ur(t) = z∗ for
all t ≥ T ∗G.
The UGAS property implies the existence of a KL bound
βu such that all solutions of (21) satisfy
|ur(t)− z∗| ≤ βu(|ur(0)− z∗|, t), ∀ t ≥ 0. (22)
As noted in [40, Thm. 3.40], the function βu can be con-
structed as βu(r, s) = max{0, β0(r, s)}, where:
β0(r, s) := sup
{
|ur(t)− z∗| : ur is a solution of (21)
with ur(0) = u0, |u0 − z∗| ≤ r, t ≥ s
}
.
(23)
Since the solutions of (21) exists and are defined for all
t ≥ 0, the supremum is well defined and the function is
nondecreasing in r and nonincreasing in s. Moreover, it
satisfies limr→0+ βu(r, s) = 0 for each s ∈ R≥0 since
βu(r, s) ≤ α(r), where α ∈ K∞ is generated by the uniform
global stability property. Finally, lims→∞ βu(r, s) = 0 for
each r due to the finite time convergence property, where the
limit can be taken independent of r. Therefore, βu(r, s) is a
valid class KL function that bounds every solution of (21),
and by construction it satisfies
βu(|ur(0)− z∗|, t) = 0 (24)
for all t ≥ T ∗G and all ur(0) ∈ Rn.
Having established UGAS and fixed time convergence for
the reduced dynamics (21), we can now use [36, Thm. 2]
to establish that system (19) renders the compact set A :=
{z∗}×ηB SGPAS as ε2 → 0+ with KL bound βu. Moreover,
by the definition of solutions we have that |ξa(t)|ηB = 0 for all
t ∈ dom(ua, ξa), which implies that |ζa(t)|A := |ua(t)− z∗|,
where ζa = (ua>, ξa>)>. Thus, for each δ > ν > 0 there
exists ε∗2 > 0 such that for all ε2 ∈ (0, ε∗2) every solution
of system (19) with ζa(0) ∈ ({z∗} + δB) × ηB satisfies the
following bound:
|ζa(t)|A ≤ βu(|ζa(0)|A, t) + ν, (25)
for all t ∈ dom(ζa). Having established the bound (25), we
can now exploit the structural robustness properties of system
(19), which follow by the continuity of the right hand side of
the dynamics, in order to establish via [40, Thm. 7.21] and
[13, Prop. 6], that the O(a)-perturbed system (18) renders the
same compact set A SGPAS as (a, ε2)→ 0+ with KL bound
βu, i.e., for each pair δ > ν > 0 there exists ε∗2 > 0 such
that for all ε2 ∈ (0, ε∗2) there exists a∗ > 0 such that for all
a ∈ (0, a∗) every solution of the perturbed system (18) with
ua(0) ∈ {z∗}+ δB satisfies a bound of the form (25).
Finally, since the fast oscillator dynamics of (10) render
UGAS the set Sn and generate a well-defined average system
corresponding to (18), by averaging results for perturbed non-
Lipschitz systems [13, Thm. 9] we obtain that the FTGES
dynamics render the set A × Sn SGPAS as (ε1, a, ε2) → 0+
with KL bound βu. In particular, this establishes that for each
k > 0, each tuple of admissible parameters (q1, q2), and each
pair δ > ν > 0 there exists ε∗2 > 0 such that for each
ε2 ∈ (0, ε∗2) there exists a∗ ∈ (0, ν/2) such that for each
a ∈ (0, a∗) there exists ε∗1 > 0 such that for each ε1 ∈ (0, ε∗1)
each solution of the FTGES dynamics (9)-(10) satisfies the
bound
|ζ(t)|A ≤ βu(|ζ(t)|A, t) + ν
2
, (26)
for all t ∈ dom(ζ, µ), where ζ := (u>, ξ>)>. Given that by
definition of solutions we have that |ξ|ηB = 0 and therefore
|ζ|A = |u − z∗|, it then follows that each solution of the
FTGES dynamics (9)-(10) satisfies the bound
|u(t)− z∗| ≤ βu(|u(t)− z∗|, t) + ν
2
, (27)
for all t ∈ dom(ζ, µ), where ζ := (u>, ξ>)>. Since the KL
bound βu satisfies the property of equation (24), we obtain that
|u(t) − z∗| ≤ ν/2 for all t ∈ dom(u, ξ, µ) such that t ≥ T ∗G,
namely, solutions with a time domain larger than T ∗G achieve
fixed-time convergence to a ν-neighborhood of z∗. Using (12),
the triangle inequality, and the fact that a ∈ (0, ν/2), we obtain
that |z(t)− z∗| ≤ ν for all t ∈ dom(u, ξ, µ) such that t ≥ T ∗G.
Step 2: We now exploit the KL bound βu of system
(21) in order to establish the existence of complete solutions
for the FTGES dynamics from arbitrarily large compact sets
({z∗}+ δB)× LB× Sn of initial conditions. Without loss of
generality we assume that ν < 1. Due to the bound (27), the
fact that for any η > 0 the set ηB is compact, and the forward
invariance of the compact set Sn, by the results of Step 1 the
FTGES dynamics have no finite escape times from compact
sets of initial conditions {z∗} + δB and for suitable choices
of parameters (ε2, a, ε1). Thus, any solution of (9)-(10) with
7dom(u, ξ, µ) < ∞ must stop due to ξ leaving the set ηB. In
order to establish the existence of solutions that do not stop,
we note that for any uniformly bounded input s the solutions of
the linear dynamics ξ˙a = 1ε2 (−ξa + s(t)), satisfy the bound
|ξa(t)| ≤ exp
(
− 1
ε2
t
)
|ξa(0)|+ sup
t≥0
|s(t)|, (28)
for all t ≥ 0 and all ε2 > 0, see [41, pp. 174]. Fix the
admissible parameters (k, q1, q2) which define the fixed time
T ∗G. Fixed the constants δ > ν with ν ∈ (0, 1), and define the
set
K˜ :=
{
u ∈ Rn : |u− z∗| ≤ βu
(
max
u0∈{z∗}+δB
|u0 − z∗|, 0
)
+ 1
}
.
By construction, this set is compact since without loss of
generality βu can be taken to be continuous [40, pp. 69].
Thus, there exists M > 0 such that K˜ ⊂ MB. Since φ is
C2, we have that |u| ≤ M implies |∇φ(u)| ≤ M ′ for some
M ′ > 0. Let L > 0 and consider the compact set LB ⊂ Rn.
Let M ′′ > L and define the constant Γ := M ′′ + M ′. Let
η := 2Γ and let Step 1 generate the values of (ε∗1, a
∗, ε∗2)
that induce the bound (27). Then, by the results of Step 1,
for all ε2 ∈ (0, ε∗2) every solution of the singularly-perturbed
system (19) with ua(0) ∈ {z∗} + δB and ξa(0) ∈ LB
generates trajectories ua that satisfy a bound of the form
|ua(t)−z∗| ≤ βu(|ua(0)−z∗|, 0)+ν/2. Moreover, by linearity
of the dynamics of the low-pass filter, the trajectories ξa satisfy
a bound of the form (28), which, by the construction of ΓB
and the choice of η, implies that ξa(t) ∈ ΓB ⊂ int(ηB)
for all t ≥ 0. Thus, said solutions satisfy dom(ua, ξa) =
[0,∞). Since ∇φ is locally Lipschitz, ∇φ(z∗) = 0, and
since |ua(t) − z∗| ≤ ν for all t ≥ T ∗G, it follows that
|∇φ(ua(t))| ≤ Lz∗ν for all t ≥ T ∗G, where Lz∗ > 0. Thus,
by using the bound (28) with supt≥0 |s(t)| = Lz∗ν it follows
that trajectories ξa of (19) with ξa(0) ∈ LB converge to a
Lz∗ν-neighborhood of zero.
Finally, we use -closeness of solutions on compact time
domains ([40, Def. 5.23]) between perturbed and unperturbed
ODEs with a continuous right-hand side in order to establish
the existence of complete solutions for the original FTGES
dynamics: By [40, Prop. 6.34], there exists a∗∗ > 0 such that
for all a ∈ (0,min{a∗, a∗∗}) and each solution of the O(a)-
perturbed average dynamics (18) there exists a solution of the
nominal average dynamics (19) that is -close on compact time
domains. Thus, since int(ηB) is an open set there exists  > 0
such that for any T¯ > T ∗G there exists a
∗∗∗ > 0 sufficiently
small such that for all a ∈ (0, a∗∗∗) the trajectories ξa of
system (18) with (ua(0), ξa(0)) ∈ ({z∗}+ δB) × LB also
satisfy ξa(t) ∈ (Γ + /2)B ⊂ int(ηB) for all t ∈ [0, T¯ ]. By
using again closeness of solutions between systems (10) and
(18), we obtain the existence of ε∗∗1 > 0 such that for all ε1 ∈
(0,min{ε∗1, ε∗∗1 }) for each trajectory of the original FTGES
dynamics with (u(0), ξ(0), µ(0)) ∈ ({z∗}+ δB) × LB × Sn
there exists a solution of the average dynamics (18) that is /2-
close on compact time domains. Thus, the trajectories (u, ξ) of
the FTGES dynamics (10) with (u(0), ξ(0)) ∈ ({z∗}+ δB)×
LB also satisfy ξ(t) ∈ (Γ + )B ⊂ int(ηB) for all t ∈ [0, T¯ ],
where T¯ ≥ T ∗G. Convergence of ξ to an Lz∗ν-neighborhood
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Fig. 2: Evolution of u for the cost function φκ of (29) with
three different parameters κ ∈ {0.25, 1, 2} and with fixed
parameters in the algorithm. Each trajectory corresponds to
a different cost φκ, and it converges to the set [1− ν, 1 + ν],
with ν = 0.003, before the theoretical upper bound on the
convergence time.
of the origin follows now directly by the bounds (28) and
(27), and the -closeness of solutions on compact time domains
between solutions of the FTGES dynamics and system (19).
In turn, this implies that ξ(t) ∈ int(ηB) for all t ≥ 0, which
establishes that every solution of the FTGES dynamics from
the compact set of initial conditions ({z∗}+δB)×LB×Sn ⊂
Rn × ηB× Sn satisfies dom(u, ξ, µ) = [0,∞). 
D. Discussion and Numerical Examples
From the proof of Theorem 1 we can observe that the
fixed time convergence property, established in Step 1, is
achieved by selecting admissible parameters q1 and q2 that also
guarantee continuity of the vector field1, and by an appropriate
orderly tuning of the parameters (ε2, a, ε1). Moreover, since
only positivity is required for the gain k, any fixed time
T ∗G > 0 can be assigned a priori by using equation (16).
Note, however, that T ∗G depends on the parameter κ that
characterizes the cost function in Assumption 1, which is
assumed to be unknown. Therefore, in order to induce a
particular fixed-time T ∗G, a conservative estimate of κ should
be used in order to tune the parameters of the FTGES.
Remark 1. The stability analysis of the FTGES relies on the
convergence properties of the gradient flow (21), which we
use to qualitatively approximate the asymptotic behavior of
the state u in the FTGES. This is achieved by designing
the FTGES dynamics (10) to be in standard form for the
application of singular perturbation theory [36], [13], and by
restricting a priori the state ξ of the filter to the compact set
ηB. Since, as shown in Step 2, the constant η > 0 can be
taken arbitrarily large to encompass any complete solution of
practical interest, the restriction of ξ to ηB does not impose
any practical constraint in the algorithm, and it is used only
for the purpose of analysis. 
1The conference submission [1] analyzed the FTGES dynamics using
tools for discontinuous systems, e.g., Krasovskii regularizations. Since the
Krasovskii regularization of a time-invariant continuous vector field is just
the same vector field, said approach is still valid for the analysis. However,
in this paper we are able to present a much simpler proof of the stability
analysis of the FTGES by exploiting the continuity of the vector field (10).
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Fig. 3: Evolution of u for the cost function φκ of (29) with
three different values of κ ∈ {0.25, 1, 2} and with fixed
prescribed time T ∗G = 1.1. Red line corresponds to κ = 0.25,
blue line corresponds to κ = 1, and green line corresponds to
κ = 2. In this case, the parameters of the ES dynamics were
tuned to guarantee convergence to the set [1− ν, 1 + ν], with
ν = 0.003, before T ∗G seconds. The insets show the overshoot
and the convergence to the neighborhood of the optimizer.
Remark 2. Unlike the model-based fixed-time gradient dy-
namics of [3] and [35], the FTGES dynamics are model-free
and only need measurements of the cost function φ. Because
of this, their stability properties are highly dependent on an
appropriate ordered tuning of the parameters (ε2, a, ε1). Since
standard averaging theory requires Lipschitz continuity of the
vector field, the analysis of the FTGES dynamics cannot
be carried out using standard averaging tools for smooth
extremum seeking controllers such as in [4] or [42]. Instead, in
this paper we used generalized averaging tools for non-smooth
and hybrid systems [36], [13]. 
In order to illustrate the performance of the FTGES dynam-
ics, we consider first the scalar cost function
φκ(z) =
κ
2
(z − z∗)2, κ > 0, (29)
which satisfies ∇2φ(z) = κ. For the purpose of simulation,
we initially consider the case where q1 = 3, q2 = 1.5,
a = 0.1, ε1 = 0.02, ε2 = 0.1. We consider constants
κ ∈ {0.25, 1, 2} which generate the theoretical upper bounds
T0.25 = 8.25, T1 = 2.06, T2 = 1.03. Figure 2 shows
the behavior obtained under the FTGES dynamics. For each
different κ it can be seen that the trajectories converge to a
small ν-neighborhood of the optimal point in a finite time
bounded by T ∗G. The controllers were tuned to induce this
behavior with ν = 0.003. On the other hand, we also consider
the case when the finite time convergence is fixed at T ∗G = 1.
In this case, for all cost functions φκ the FTGES dynamics are
tuned to guarantee that the convergence time is upper bounded
by 1. In order to achieve this property, the parameters were
selected as a = 0.1, ε1 = 0.001, ε2 = 0.05, q1 = 3, q2 = 1.5,
and the gain k was obtained via equation (16). Figure 3 shows
the trajectories of u for κ ∈ {0.25, 1, 2}. As expected all the
trajectories converge to the set [1 − ν, 1 + ν] in finite time
bounded by T ∗G = 1, where ν = 0.005. All the auxiliary states
ξ were initialized at zero.
We finish this section by considering the multi-variable case,
where the cost function has the form φ(z) = 12z
>Qz + b>z.
Fig. 4: Trajectories of u generated by the FTES dynamics
applied to a multi-variable optimization problem. The dotted
lines show the trajectories generated by the classic vanilla
gradient descent based-ES.
We let T ∗G = 1, and we tuned the parameters of the FTGES
to generate trajectories that converge to a neighborhood of the
optimal set in a finite time bounded by T ∗G. The matrix Q ∈
R2×2 is selected as a diagonal positive definite matrix, and the
vector b is selected such that the unique minimizer of φ is z∗ =
[1, 2]>. Figure 4 shows the evolution of the solutions generated
by the FTGES dynamics. The parameters were selected as
q1 = 3, q2 = 1.5, k = 2.1, a = 0.1, ε1 = 0.001, ε2 = 0.05.
It can be observed that the trajectories converge to a small
neighborhood of the optimal point z∗ before T ∗G. In order to
make a clear comparison with the standard ES dynamics, we
have also have plotted the solutions of the classic gradient-
based ES dynamics considered in [43], [44].
IV. NEWTON-BASED FIXED-TIME EXTREMUM SEEKING
While the FTGES dynamics (10) are able to solve problem
(7) in a fixed time T ∗G, as shown in equations (14) and (15) the
value of T ∗G depends on the unknown coefficient κ that char-
acterizes the cost function in Assumption 1. This dependence
was further illustrated in Figure 2, where the FTGES dynamics
with identical parameters were applied to three cost functions
with different coefficients κ. Since the standing assumption in
extremum seeking is that φ is unknown, absence of knowledge
of the coefficient κ presents a challenge for the tuning of
the FTGES. Motivated by this limitation, in this section we
now present a Fixed Time Newton-based Extremum Seeking
algorithm that removes the dependence on the coefficient κ in
the upper bound of the convergence time, thus facilitating the
tuning of the control parameters.
A. Qualitative Properties of the Cost Function
For the Newton-based fixed time extremum seeking dynam-
ics (FTNES) we consider the following assumption on the cost
function φ.
Assumption 3. The function φ : Rn → R is twice continuously
differentiable, the Hessian matrix ∇2φ(z) is positive definite
for all z ∈ Rn, and the norm |∇φ| has bounded level sets. 
Since by assumption infz∈Rn φ(z) > −∞, the function φ
attains a minimum. Thus, since ∇2φ(z) > 0 implies strict
convexity, the minimizer z∗ is unique and ∇φ(z) = 0 if and
9only if z = z∗. Since there are strictly convex functions that
do not satisfy the PL inequality (8), the FTNES dynamics can
be applied to cost functions φ that do not satisfy Assumption
1.
B. Newton-based Fixed-Time Dynamics
In order to solve problem (7) for functions satisfying As-
sumption 3, we now consider an extremum seeking controller
with state (u, ξ1, ξ2, µ) ∈ Rn × Rn × Rn×n × R2n, evolving
on the set
(u, ξ1, ξ2, µ) ∈ C := Rn × ηB× ηB× Sn, (30)
with dynamics
u˙
ξ˙1
ξ˙2
µ˙

= −

kξ1
(
ξ2
|ξ2|α1 +
ξ2
|ξ2|α2
)
1
ε2
(
ξ1FH(φ, µ)ξ1 − ξ1
)
,
1
ε2
(
ξ2 − FG(φ, µ)
)
2pi
ε1
Rκµ,

. (31)
where the right-hand side of u˙ is defined as zero whenever
ξ2 = 0. The parameters (α1, α2) are again given by (13), the
mapping FG is given by (11), the input z and the function M
are given by (12), and the dynamic oscillator is the same of
(10).
The FTNES has an extra state ξ1 with dynamics depending
on the mapping FH , defined as
FH(φ, µ) := φ(z)N(µ),
where
N(µ) :=

N11 N12 . . . N1n
N21 N22 . . . N2n
...
...
...
...
Nn1 Nn2 . . . Nnn
 , (32)
and where the entries Nij satisfy Nij = Nji, as well as the
following conditions:
Nij =
16
a2
(
µ˜2i −
1
2
)
, ∀ i = j,
Nij =
4
a2
µ˜iµ˜j , ∀ i 6= j.
where µ˜ = Dµ.
The structure of the NFTES is similar to the multi-variable
Newton-based extremum seeking controller considered in [38],
where, on average, the state ξ2 serves as an estimation of
the gradient, and the state ξ1 approximates the inverse of the
Hessian ∇2φ(z). However, the NFTES dynamics have two
main differences: a) for admissible parameters (q1, q2), the
dynamics of u are continuous but not Lipschitz continuous,
and they aim to approximate a Newton-based flow with fixed-
time convergence properties [3], [35] instead of the standard
Newton-based flow x˙ = −∇2φ(x)−1∇φ(x) considered in
[38]; b) the excitation signals N(·) and M(·) are both gener-
ated by a time-invariant linear oscillator, which facilitates the
analysis of the algorithm via averaging theory for non-smooth
φ(z)
ε1µ˙ = 2piRκµ
+
×
aDµ
−k
s
+
ξ2
|ξ2|
α2
ξ2
|ξ2|
α1 1
ε2s+1
M(µ)
N(µ)
×
ε2ξ˙1 = ξ1 − ξ1Hˆξ1×
Gˆ
Hˆ
ξ2
u
z
µµ
Fig. 5: Scheme of the Fixed-Time Newton-based Extremum
Seeking (FTNES) algorithm for a static map φ.
time-invariant dynamical systems [36]. A scheme illustrating
the FTNES dynamics is shown in Figure 5.
Remark 3. In equation (31) the state ξ1 corresponds to an n×n
matrix. Therefore, the dynamics of ξ1 must be understood as a
matrix differential equation. This notation is used to simplify
our presentation, and it is consistent with the standard Newton-
based extremum seeking controllers of [38]. There is no loss
of generality in analyzing these dynamics in vectorial form,
such as in [45]. 
Since admissible parameters (q1, q2) guarantee that 1−α1 >
0 and 1− α2 > 0, the dynamics of u in (10) also satisfy∣∣∣∣ limξ2→0 ξ1ξ2|ξ2|α1
∣∣∣∣ = limξ2→0
∣∣∣∣ ξ1ξ2|ξ2|α1
∣∣∣∣ ≤ limξ2→0 |ξ1| |ξ2||ξ2|α1
≤ |ξ1| lim
ξ2→0
|ξ2|1−α1
= 0.
and ∣∣∣∣ limξ2→0 ξ1ξ2|ξ2|α2
∣∣∣∣ = limξ2→0
∣∣∣∣ ξ1ξ2|ξ2|α2
∣∣∣∣ ≤ limξ2→0 |ξ1| |ξ2||ξ2|α2
≤ |ξ1| lim
ξ2→0
|ξ2|1−α2
= 0.
Therefore, admissible parameters guarantee continuity of the
FTNES dynamics. Moreover, since the algorithm has the
same tunable parameters (q1, q2, k, ε1, ε2, a) of the FTGES
algorithm (10), under an appropriate tuning of the parameters
a multi-time scale behavior can be induced in the closed-loop
system.
C. Main Result
In order to state the main convergence result for the FTNES
dynamics, for each pair of admissible parameters (q1, q2) we
now define the positive constants
γ˜1 := 2
α1
2 , γ˜2 := 2
α2
2 ,
and the upper bound
T ∗N :=
1
k
(
γ˜1
α1
− γ˜2
α2
)
, (33)
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where (α1, α2) are defined as in (13) and k > 0. For
admissible parameters (q1, q2), the term inside the parentheses
of (33) is positive. Moreover, T ∗N does not depend on any
parameter of the cost function φ. Thus, for each desired
T ∗N > 0 one can always satisfy equation (33) by choosing
admissible parameters (q1, q2, k) with
k =
1
T ∗N
(
γ˜1
α1
− γ˜2
α2
)
. (34)
The following Theorem states the main convergence result for
the FTNES dynamics:
Theorem 2. Consider the NFTES dynamics and suppose that
Assumptions 2 and 3 hold. Then, for admissible parameters
(q1, q2), k > 0 and each ν > 0, there exists η > 0 and
ε∗2 > 0 such that for each ε2 ∈ (0, ε∗2) there exists a∗ >
0 such that for each a ∈ (0, a∗) there exists ε∗1 > 0 such
that for each ε1 ∈ (0, ε∗1) there exists a neighborhood N of
p∗ := (z∗,∇2φ(z∗)−1,∇φ(z∗)) such that every solution with
(u(0), ξ(0), µ(0)) ∈ N ×Sn is defined for all time t ≥ 0, and
satisfies |z(t)− z∗| ≤ ν for all t ≥ T ∗N . 
Proof: The proof of Theorem 2 is similar to the proof of
Theorem 1. We start with the next auxiliary Lemma which
follows by direct computation.
Lemma 2. Under item 3) of Assumption 2 there exists a T > 0
such that for all solutions µ of the linear oscillator (5) with
ε1 = 1 the following holds:
1
`T
∫ `T
0
µ˜i(s)ds = 0, ∀ i ∈ {1, 2, . . . , n}.
1
`T
∫ `T
0
µ˜i(s)
2ds =
1
2
,
1
`T
∫ `T
0
µ˜i(s)µ˜j(s)ds = 0, ∀ i 6= j,
1
`T
∫ `T
0
µ˜i(s)
2Nii(s)ds =
1
8
, ∀ i ∈ {1, 2, . . . , n},
1
`T
∫ `T
0
µ˜i(s)
2Njj(s)ds = 0, ∀ i 6= j,
1
`T
∫ `T
0
µ˜i(s)
2Nij(s)ds = 0, ∀ i 6= j,
1
`T
∫ `T
0
µ˜i(s)Nij(s)ds = 0, ∀ i 6= j,
1
`T
∫ `T
0
µ˜i(s)Nii(s)ds = 0, ∀ i ∈ {1, 2, . . . , n},
1
`T
∫ `T
0
µ˜i(s)Njj(s)ds = 0, ∀ i 6= j,
1
`T
∫ `T
0
µ˜i(s)µ˜j(s)Nij(s)ds =
1
4
, ∀ i 6= j,
1
`T
∫ `T
0
µ˜i(s)µ˜j(s)Nii(s)ds = 0, ∀ i 6= j.
for all ` ∈ Z≥1, where µ˜ = Dµ. 
Lemma 2 is instrumental for the application of averaging
theory in order to obtain estimations of ∇φ and ∇2φ of order
O(a). In particular, by taking again a Taylor expansion of
φ(u + aµ˜) around u for small values of a, and retaining the
second order terms, we obtain:
φ(u+ aµ˜) = φ(u) + aµ˜>∇φ(u) + a
2
2
µ˜>∇2φ(u)µ˜+O(a3).
Using this expansion, and the definitions of the mappings M ,
N , FG, and FH , as well as the integrals of Lemma 2, we obtain
the following average functions, where the average is taken
with respect to the solutions of the oscillator, i.e., keeping
(u, ξ1, ξ2) constant:
1
`T
∫ `T
0
FG(φ(s), µ(s))ds = ∇φ(u) +O(a),
and
1
`T
∫ `T
0
FH(φ(s), µ(s))ds = ∇2φ(u) +O(a).
Therefore, the average dynamics of (31) are given by
u˙a
ξ˙a1
ξ˙a2
 = −

kξa1
(
ξa2
|ξa2 |α1
+
ξa2
|ξa2 |α2
)
1
ε2
(
ξa1∇2φ(ua)ξa1 − ξa1 +O(aξ2a1 )
)
,
1
ε2
(
ξa2 −∇φ(ua) +O(a)
)
 .
(35)
System (35) is a perturbed version of the nominal average
system
u˙a
ξ˙a1
ξ˙a2
 = −

kξa1
(
ξa2
|ξa2 |α1
+
ξa2
|ξa2 |α2
)
1
ε2
(
ξa1∇2φ(ua)ξa1 − ξa1
)
,
1
ε2
(
ξa2 −∇φ(ua))
)
 . (36)
Thus, we analyze again the stability properties of system (35)
by studying the properties of system (36), and using standard
robustness results for perturbed ODEs with a continuous right-
hand side, e.g., [40, Thm. 7.21].
When ε2 is sufficiently small, system (36) is a singularly
perturbed system. The boundary layer dynamics are obtained
in the τ = t/ε2 time scale by setting ε2 = 0, which leads to
∂ua
∂τ = 0 and
∂ξa1
∂τ
= ξa1 − ξa1∇2φ(ua)ξa1 , (37a)
∂ξa2
∂τ
= −ξa2 +∇φ(ua). (37b)
For fixed values of ua, the stability properties of system (37)
can be analyzed as follows: denote by ru := ∇φ(ua) and
Hu := ∇2φ(ua), and consider the errors ξ˜a1 = ξa1 −H−1u and
ξ˜a2 = ξ
a
2 − ru. The error boundary layer dynamics are then
given by the following decoupled equations:
˙˜
ξa1 = −ξ˜a1Hu
(
ξ˜a1 +H
−1
u
)
(38a)
˙˜
ξa2 = −ξ˜a2 . (38b)
System (38b) has the origin globally exponentially stable, and
system (38a) has the origin locally exponentially stable given
that its linearization around the origin has the Jacobian −I ,
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see [38, pp. 1761]. Therefore, for each fixed ua, the boundary
layer dynamics render the quasi-steady state mapping
ξ∗ =
(∇2φ(ua)−1,∇φ(ua)) ,
locally exponentially stable, uniformly on ua. Using this
stability property we can now obtained the reduced dynamics
associated to system (36) by substituting ξ∗ in the dynamics
of ua:
u˙r = −k∇2φ(ur)−1
( ∇φ(ur)
|∇φ(ur)|α1 +
∇φ(ur)
|∇φ(ur)|α2
)
. (39)
Following the ideas of [3], we can analyze the stability prop-
erties of system (39) by considering the Lyapunov function
VH(ur) =
1
2
|∇φ(ur)|2,
which, under Assumption 3, is radially unbounded and positive
definite with respect to the point {z∗}. The derivative of VH
along the solutions of (39) satisfies
V˙H(ur) = −kρ1VH(ur)χ1 − kρ2VH(ur)χ2 < 0, (40)
for all ur 6= z∗, where
ρ1 = 2
χ1 > 0, ρ2 = 2
χ2 > 0
and
χ1 =
2− α1
2
∈ (0.5, 1), χ2 = 2− α2
2
> 1.
Therefore, system (39) renders the point z∗ UGAS and by
[31, Lemma 1], the Lyapunov function evaluated along the
solutions of (39) satisfies VH(ur(t)) = 0 for all t ≥ T ∗N ,
where T ∗N is given by (33). Thus the convergence of ur to z
∗
occurs in a finite time bounded by T ∗N . UGAS of {z∗} implies
the existence of a class KL function β′u, constructed as (23),
such that all solutions of (39) satisfy the bound
|ur(t)− z∗| ≤ β′u(|ur(0)− z∗|, t),
for all t ≥ 0, and where β′u(r, t) = 0 for all t ≥ T ∗ and all
r > 0. From here, the stability analysis follows the exact same
steps of the proof of Theorem 1, using [36, Thm.2] and [40,
Thm. 7.21] successively to link the stability properties of the
original dynamics (10) and its average perturbed dynamics
(35). Local existence of complete solutions from the neigh-
borhood N follows directly by the local stability properties of
(36) and the closeness of solutions between (36) and (31). 
D. Discussion and Numerical Examples
The convergence result of Theorem 2 is local with respect to
the initial conditions, and practical with respect to the param-
eters (ε1, ε2, a) and the neighborhood {z∗} + νB. However,
unlike existing results in the literature, an upper bound on the
convergence time of the FTNES dynamics can be prescribed
a priori by selecting admissible parameters (q1, q2) and a gain
k that satisfies equation (34), and by initializing the states
(ξ1, ξ2) in a pre-defined compact set ηB. This represents a
clear advantage in comparison to the existing Newton-based
extremum seeking algorithms.
Fig. 6: Evolution in time of the state u. Blue line corresponds
to u1, and red line corresponds to u2. The dotted lines
correspond to the trajectories generated by the traditional
Newton-based ESC of [38]. The solid lines correspond to
the trajectories generated by the NFTES. The inset shows the
trajectories of the state ξ1 and the cost function φ(z).
Remark 4. The local convergence result of Theorem 2 is due
to the existence of multiple equilibria in the dynamics
ξ˙1 =
(
ξ1 − ξ1∇2φ(z)ξ1
)
, (41)
which emerge in the nominal average system (36). Similar
local results emerge in Newton-based ESCs with asymp-
totic convergence properties; see for instance [38]. While it
is possible to design Newton-based ESCs with semi-global
practical asymptotic stability results by computing the vector
∇2φ(x)−1∇φ(x) using the singular perturbation approach
presented in [46, Sec. 3], see for instance [45], said approach
cannot be used in this case since it will generate learning
dynamics for the state u with discontinuous vector fields that
are not locally bounded when ∇φ = 0. 
To illustrate the performance of the NFTES, and to highlight
the differences with respect to the the standard Newton-based
extremum seeking controller of [38], consider the quadratic
function
φ(z) =
1
2
z>Hz + b>z + c,
which satisfies
∇φ(z) = Hz + b,
∇2φ(z) = H.
The parameters of the cost function are selected as
H =
[
4 1
1 2
]
, b =
[ −4
−6
]
, c = 11.
The inverse of the Hessian matrix is given by
H−1 =
[
0.2857 −0.1429
−0.1429 0.5714
]
,
and the function φ(z) has a global minimizer at the point
z∗ = −H−1b =
[
2
7
,
20
7
]>
.
In order to find z∗ in fixed time, we implement the NFTES
dynamics with parameters a = 0.1, ε1 = 0.1 and ε2 = 10.
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Fig. 7: Evolution in time of several solutions x initialized in a
neighborhood of the optimizers. The solid black line indicates
the upper bound T ∗ on Tc.
The constants (k, q1, q2) were selected as η = 50, k = 0.025,
q1 = 3, and q2 = 1.5, which generates an upper bound T ∗N
approximately equal to T ∗N = 123.4. We have also simulated
the Newton-based ESC of [38], which has learning dynamics
of the form x˙ = −ξ1ξ2. To obtain a smooth approximation
of H−1, we have also implemented an additional low-pass
filter that receives as input ξ1 and ξ2, and which generates
filtered outputs ξf1 and ξ
f
2 that serve as inputs to the learning
dynamics. As shown in [38], the incorporation of these filters
does not affect the stability analysis of the algorithm. Figure
6 shows the trajectories generated by the NFTES dynamics
as well as the trajectories of the standard Newton-based ESC.
It can be observed that the NFTES dynamics exhibit a much
better transient performance in terms of less oscillations and
faster convergence time to a neighborhood of z∗. The insets
show the evolution of the components of the state ξ1, which
correspond to the entries of H−1, as well as the evolution
in time of the cost function φ(z). As it can be observed, the
trajectories of the entries of ξ1 converge to a neighborhood of
the true values of the entries of H−1.
To further illustrate the fixed-time convergence property of
the NFTES dynamics, we have also simulated the case where
the upper bound in the convergence time is fixed to T ∗N = 100,
which can be obtained in the NFTES dynamics by choosing
k = 0.03085, q1 = 3, and q2 = 1.5. Figure 7 shows the
evolution in time of 50 different trajectories u(t) initialized
randomly in the set [−10, 10] × [−10, 10]. The inset shows
the evolution in time of the cost functions φ(z) along the
trajectories of z. As it can be observed, the NFTES dynamics
guarantee convergence to a small neighborhood of z∗ before
the time T ∗.
It is important to note that in order to obtain the convergence
result of Theorem 2, the parameters (a, ε1, ε2) need to be
appropriately tuned. In particular, these parameters depend on
the constants (q1, q2, k), which, in turn, fix the bound T ∗N .
Thus, smaller values of T ∗N may require smaller values for
(a, ε1, ε2). Since ε2 is related to the frequency of the oscillator,
in order to implement in discrete time the NFTES algorithm
for small values of T ∗N , one may need to use a sufficiently
small step size to avoid aliasing issues. This indicates a
potential tradeoff between achieving small finite convergence
times and the computational complexity of the discretization
of the algorithm. Also, larger sets ηB may require smaller
values of (a, ε1, ε2).
V. ε0-FIXED-TIME EXTREMUM SEEKING FOR DYNAMIC
SYSTEMS
We now consider the more general extremum seeking prob-
lem, where the cost function φ corresponds to the steady state
input-to-output mapping of a dynamical system. In particular,
we consider the following dynamical system
x˙ = f(x, z) (42a)
y = h(x, z), (42b)
where x ∈ Rp is the state of the system, z ∈ Rn is the
input, f is a continuous function characterizing the dynamics
of the plant, and h is an output function. We assume that the
plant (42a) has already been stabilized such that the state x
evolves in a compact set Ξ ⊂ Rp for any input z of interest.
While this may look like a strong condition, it is a reasonable
assumption given that we will consider plants (42) that have a
quasi-steady state continuous manifold z 7→ `(z), and we will
tune our controller to operate from particular compact sets Kz ,
which will generate uniformly bounded trajectories z that will
keep x uniformly bounded.
In order to have a well-defined extremum seeking problem
we also make the following stability assumption.
Assumption 4. There exists a continuous quasi-steady state
manifold ` : Rn → Rp such that for each compact set Kz ⊂
Rn the dynamics of the plant, with frozen input, given by
(x, z) ∈ Ξ×Kz,
{
x˙ = f(x, z)
z˙ = 0
render UGAS the compact set MKz := {(x, z) ∈ Ξ × Kz :
x = `(z)}. 
The stability conditions of Assumption 4 are standard in
extremum seeking problems, and they can be further relaxed to
allow for set-valued quasi-steady state manifolds ` : Rn ⇒ Rp,
see [18], [47]. However, for simplicity we assume that ` is a
continuous function, which allow us to avoid introducing extra
definitions for set-valued maps.
Using the quasi-steady state manifold ` and the output (42b),
we define the quasi steady-state input-to-output mapping of the
dynamical system (42) as
φ(z) := h(`(z)). (43)
As before, we will assume that φ attains its minimum at some
point z∗ ∈ Rn, i.e., infz∈Rn φ(z) > −∞.
A. Closed-Loop Dynamics
In order to optimize the steady-state input-to-output map-
ping of system (42) using the FTGES, we consider the
following closed-loop system
u˙
ξ˙
µ˙
x˙
 =

−k1
(
ξ
|ξ|α1 +
ξ
|ξ|α2
)
−k2
(
ξ − FG(y, µ)
)
−k3Rκµ
f(x, u+ aDu)
 , (44)
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x˙ = f(x, z)
µ˙ = k3Rκµ
+
×
aDµ
−k1
s
+
ξ2
|ξ2|
α2
ξ2
|ξ2|
α1 k2
s+k2
M(µ)
N(µ)
×
ξ˙1 = k2(ξ1 − ξ1Hˆξ1)×
Gˆ
Hˆ
ξ2
u
z
µµ
y = h(x, z)
y
Fig. 8: Closed-loop system generated by the interconnection of the
FTNES dynamics and the plant (42).
evolving in the set
(u, ξ, µ, x) ∈ C := Rn × ηB× Sn × Ξ, (45)
where k1 := ε0k, k2 := ε0ε2 , k3 :=
ε02pi
ε1
, and where ε0 is a
new tunable parameter that satisfies 0 < ε0  1. In contrast to
the static case considered in Section III, the FTGES dynamics
in (44) receive as input direct measurements of the output of
the plant (42). Since the rate of convergence of the state x is
unknown, it is not possible to prescribed a priori a convergence
time for the complete closed-loop system operating in the
original time scale t. Therefore, we study the convergence
properties of system (44) in a new time scale τ := tε0. It then
follows that dt = dτ/ε0, and the dynamics (44) in the τ -time
scale become
du
dτ
dξ
dτ
dµ
dτ
dx
dτ

=

−k
(
ξ
|ξ|α1 +
ξ
|ξ|α2
)
− 1
ε2
(
ξ − FG(y, µ)
)
−2pi
ε1
Rκµ
1
ε0
f(x, u+ aDµ)

. (46)
System (46) is now in standard form for the application of
singular perturbation theory. The boundary layer dynamics are
obtained by setting ε0 = 0 in (44), which leads to u˙ = 0,
ξ˙ = 0, µ˙ = 0, and the dynamics
x ∈ Ξ, x˙ = f(x, u+ aDµ), (47)
which, by Assumption 4, renders UGAS the quasi-steady state
manifold x = `(u+aDµ). Thus, the reduced system associated
to the singularly perturbed system (46) is given by
du
dτ
dξ
dτ
dµ
dτ
 =

−k
(
ξ
|ξ|α1 +
ξ
|ξ|α2
)
− 1
ε2
(
ξ − FG(h(`(u+ aDµ)), µ)
)
−2pi
ε1
Rκµ
 .
(48)
Using the definition of φ in (43) we can see that this system
corresponds to the same system (10). From the proof of
Theorem 1 we know that this system renders SGPAS as
(ε2, a, ε1) → 0+ the set A = {z∗} × ηB × Sn with KL
bound βu, where the parameters (ε2, a, ε1) must be tuned or-
derly. Since the boundary layer dynamics (47) are constrained
to the set Ξ, the complete system (46) renders SGPAS as
(ε2, a, ε1) → 0+ the set A = {z∗} × ηB × Sn × Ξ with
KL bound βu, i.e., from compact sets of initial conditions and
under suitable order tuning of the parameters of the controller,
every solution of the closed-loop system generates trajectories
u that satisfy
|u(τ)− z∗| ≤ βu(|u(0)− z∗|, τ) + ν,
for all t in the domain of the solutions, where ν can be made
arbitrarily small, and where βu(|u(0) − z∗|, τ) = 0 for all
τ ≥ T ∗G, with T ∗G given by (15). Therefore, in the τ -time
scale, the closed-loop system achieves fixed-time extremum
seeking. We summarize with the following theorem.
Theorem 3. Consider the closed-loop system (46), and suppose
that Assumptions 2 and 4 hold, and that the steady state input-
to-output map (43) satisfies Assumption 1. Then for any pair
of admissible parameters (q1, q2), k > 0, δ > ν > 0, there
exists η > 0 and ε∗2 > 0 such that for all ε2 ∈ (0, ε∗2) there
exists a∗ > 0 such that for all a ∈ (0, a∗) there exists ε∗1 >
0 such that for all ε1 ∈ (0, ε∗1) there exists ε∗0 > 0 such
that for all ε0 ∈ (0, ε∗0) system (46) with initial conditions
(u(0), ξ(0), µ(0), x(0)) ∈ ({z∗}+δB)×ηB×Sn×Ξ generates
complete solutions and each trajectory satisfies |z(τ)− z∗| ≤
ν, for all τ ∈ dom(u, ξ, µ, x), such that τ ≥ T ∗G. 
It is important to note that the fixed time convergence result
of Theorem 3 holds in the τ -time scale. Since τ = tε0, the
convergence result in the original time scale would translate
to t ≥ T ∗G/ε0. Thus, smaller values of ε0 generate larger
values for the upper bound of the convergence time. This
observation illustrates the key difference between fixed-time
extremum seeking in dynamic plants versus static maps.
We finish this section by presenting the convergence result
for the FTNES algorithm applied to the plant dynamics (42). In
this case, the closed-loop system is shown in Figure 8, where
the gains ki for i ∈ {1, 2, 3} are defined as in the FTGES
of (44). Since the proof is almost identical to the proof of
Theorem 3 by using the result of Theorem 2, we present this
result as a Corollary.
Corollary 1. Consider the closed-loop system shown in Figure
8 in the τ -time scale, and suppose that Assumptions 2 and 4
hold and that the steady state input-to-output mapping (43) sat-
isfies Assumption 3. Then, for admissible parameters (q1, q2),
k > 0, and each ν > 0 there exists η > 0 and ε∗2 > 0 such that
for each ε2 ∈ (0, ε∗2) there exists a∗ > 0 such that for each
a ∈ (0, a∗) there exists ε∗1 > 0 such that for each ε1 ∈ (0, ε∗1)
there exists ε∗0 such that for each ε0 ∈ (0, ε∗0) there exists
a neighborhood N of p∗ := (z∗,∇2φ(z∗)−1,∇φ(z∗), `(z∗))
such that every solution with (u(0), ξ(0), x(0), µ) ∈ N × Sn
is defined for all time τ ≥ 0, and satisfies |z(τ) − z∗| ≤ ν,
for all τ ≥ T ∗N . 
As in the gradient-based case, the convergence result of
Corollary 1 would imply that in the t-time scale the input
satisfies |z(t)− z∗| ≤ ν for all t ≥ T ∗N/ε0. Thus, as ε0 → 0+
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Fig. 9: Time history of 70 different trajectories of the the states u1 and u2 generated by the FTGES from 70 different initial conditions,
and applied to the dynamic plant (49). The trajectories were randomly initialized in the interval [−10, 10]. The inset shows the trajectories
of the states x1 and x2 of the plant.
the convergence time grows unbounded since the controller
is “slowed down” to guarantee enough time scale separation
with respect to the plant dynamics (42). Nevertheless, for the
FTNES dynamics the value of T ∗N does not depend on the cost
function φ.
B. Numerical Example
To illustrate the application of the fixed-time extremum
seeking controller in dynamic plants, we consider the follow-
ing dynamical system
x˙1 = −20x1 + 5x2 + 5z1
x˙2 = −20x2 + 5z2,
(49)
with output function given by
y = 10x21 + 10x
2
2 +
x1
2
+
x2
5
.
The quasi-steady state manifold is given by `(z) =(
z2
16 +
z1
4 ,
z2
4
)
, and the steady state input-to-output mapping
is
φ(z) = h(`(z)) = 10
(z1
4
+
z2
16
)2
+
5z22
8
+
13z2
160
+
z1
8
,
which is strongly convex and has a minimum at z∗ =
(−0.09,−0.04). We implement the FTGES using only mea-
surements y of the output plant, and parameters ε0 = 0.1,
ε1 = 0.0015, ε2 = 0.05, q1 = 3, q2 = 1.5, and k = 0.2.
We simulated 70 different trajectories of the closed-loop
system, each trajectory with an initial condition u(0) selected
randomly from a compact set Ω10 using a uniform distribution.
Figure 9 shows the time history of the resulting 70 trajectories,
as well as the theoretical upper bound on the convergence time
in the τ -time scale normalized by ε0. The insets show the
evolution of the states x1 and x2, which were initialized at
the origin, as well as the residual error after the convergence
time. As it can be observed, all the trajectories of u converge
to a small neighborhood of z∗ at a time that is upper bounded
by the theoretical bound T ∗G normalized by ε0. Since the plant
is stable, the states x1 and x2 eventually also converge to a
neighborhood of the quasi-steady state manifold `(z∗).
C. Connections with Existing Results in the Literature
We now discuss some connections between the ES dy-
namics presented in this paper and the existing gradient and
Newton-based ES algorithms considered in [5] and [38]. In
particular, we show that when α1 = α2 = 0, the FTGES
and FTNES dynamics recover the existing schemes in the
literature which have only asymptotic (semi-global practical)
convergence properties.
1) Gradient-Based Scheme: The proposed FTGES (10) can
be seen as a generalizations of the existing gradient-based ES
algorithms. In particular, when α1 = α2 = 0, the FTGES
dynamics applied to the dynamic plant (42) become
u˙
ξ˙
µ˙
x˙
 =

−2k1ξ
−k2
(
ξ − FG(y, µ)
)
−k3Rκµ
f(x, u+ aDu)
 . (50)
In this case, by setting k = 0.5, the reduced average dynamics
of (50) are given by
u˙r = −∇φ(ur), (51)
which is just a classic gradient descent. Under condition
(8), the function φ(ur) is invex [48], which implies that
A := {u∗r ∈ Rn : ∇φ(u∗r) = 0} = {u∗r ∈ Rn : u∗r =
arg minur∈Rn φ(ur)}, i.e., every critical point is a global
minimizer [49]. Thus, the Lyapunov function V = φ(ur)−φ∗
satisfies V˙ = −|∇φ(ur)|2, which is zero only at points
that minimize the function φ. Since the cost function is
radially unbounded and φ attains its minimum value, the
set A is compact and UGAS under the dynamics (51). If
one further assumes that ∇φ is globally Lipschitz, the set
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A is indeed uniformly globally exponentially stable (UGES).
Thus, in this case the KL bound that characterizes the con-
vergence of u in the original dynamics will be of the form
β(s1, s2) = c1s1 exp(−c2s2), for some c1, c2 > 0, see also
[13]. Therefore, the choice α1 = α2 = 0 recovers the existing
results for gradient-based ES of [8] and [5]. Finally, we note
that when α1 = α2 = 1, and ur is a scalar, we recover
the finite-time gradient-based ES algorithm presented in [18,
Sec. 6.1], which is discontinuous at the set of minimizers, and
which has a convergence time that is dependent on the initial
conditions of the optimizing state u.
2) Newton-based Schemes: For the Newton-based case,
setting α1 = α2 = 0 in the FTNES dynamics applied to the
plant (42) results in the closed-loop system:
u˙
ξ˙1
ξ˙2
µ˙

= −

2k1ξ1ξ2
k2
(
ξ1FH(φ, µ)ξ1 − ξ1
)
,
k2
(
ξ2 − FG(φ, µ)
)
k3Rκµ
f(x, u+ aDu)

. (52)
By choosing k = 0.5γ, the reduced average dynamics of (52)
become
u˙r = −γ∇2φ(ur)−1∇φ(ur),
which is a classic Newton-flow. Under Assumption 3, this
dynamics render the unique minimizer z∗ locally exponentially
stable with rate of convergence proportional to the tunable gain
γ, which is consistent with the results from [38].
VI. CONCLUSIONS AND OUTLOOK
In this paper we presented a novel class of extremum
seeking controllers that achieve fixed-time convergence with a
convergence time that is independent of the optimizing state.
We considered both model-free gradient-based algorithms and
model-free Newton-based algorithms for different classes of
cost functions, and we showed that for the gradient-based
algorithm the upper bound on the convergence time of the
extremum seeking controller depends on the parameters of
the cost. On the other hand, for the Newton-based dynamics
the upper bound is independent of the cost function and can
be prescribed a priori. Both results were established by using
generalized averaging theory for non-smooth systems. We also
extended these extremum seeking controllers to dynamical
systems that generate well-defined steady state input-to-output
mappings, and for which the fixed-time convergence property
holds after a time scale transformation is performed. Our
results were further validated by means of different single-
variable and multivariable numerical examples.
The results of this paper open the door to novel opportuni-
ties for the development of other type of fixed-time extremum
seeking controllers. In particular, the results of this paper can
be extended and generalized for the solution of constrained
extremum seeking problems, Nash seeking problems in games,
tracking of time-varying optimizers, and hybrid extremum
seeking controllers with fixed-time convergence properties.
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