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Abstract
Huntingtons disease (HD) is a neurodegenerative disorder which lead to death within a couple
of decades. It causes uncontrolled movements, loss of intellectual faculties and emotional distur-
bance. HD is a familial disease, passed from parent to child through a mutation in a specific gene,
the HTT gene. This gene provides the genetic information for a protein called ”Huntingtin” (Htt).
Part of this gene is constituted by a repeated triplet of the nucleotides cytosine-adenine-guanine.
This triplet encodes for a particular amino acid, glutamine (whose one letter code symbol is Q).
The number of triplets varies between individuals and generations. If the number of triplets con-
sists of 36 or more the gene encodes for an altered form of the protein, called mutant Huntingtin
protein (mut-Htt), with an elongated stretch of Qs (PolyQ). PolyQ, within mut-Htt, may interact
abnormally with other proteins. It may also form, in a complex process called misfolding and
aggregation, inclusion bodies (aggregates) within cells. The process can be affected rather dra-
matically by PolyQ’s neighboring (or flanking) regions, in particular by the seventeen amino acids
preceding the PolyQ, called N17. These regions may also modulate aggregation by interacting
with cellular partners.
The resulting aggregates may interfere with the transmission of information within neurons lead-
ing to brain damage.
Here I have used computational methods to unravel key aspects of the PolyQ stability (i) (which
may in turn explain their formation) and of the interactions between N17 and one of its putative
cellular partners (ii).
(i) By using classical molecular dynamics, I have shown that key factors contributing to PolyQ sta-
bility depend mainly on their ability to create well organized net of tight intramolecular hydrogen-
bond interaction. By using quantum-chemistry methods, I have discovered particular features of
those interaction networks that are strictly connected with PolyQ polarity and the shape of their
electron density. The latter has never been characterized before for such kind of systems. It may
be very important to modulate aggregation properties of the PolyQ in mut-Htt.
(ii) I have used simulation methods to predict the possible shapes (or conformations) that N17
assumes in aqueous solution. The prediction is fully consistent with the available experimental
biophysical data. Hence, I used the results obtained from the simulations about N17 confor-
mations to understand how it can interact with possible cellular partners. For this purpose, in
the last part of the thesis, I created a model of N17 interaction with F-actin, which was identi-
fied experimentally as a possible mut-Htt interactor by Prof. M. Diamond (U. Washington, San
Luis, US). F-actin has been observed to affect intracellular aggregation of mut-Htt. Our model
has been successfully validated by a variety of in cell experiments performed by Prof. M. Dia-
mond. It is able to give a reasonable explanation for the effect of F-actin on mut-Htt-aggregation.
This approach is one of the first investigations employing biocomputing methods, to investigate
Htt-interactor binding at the molecular level.
In this thesis, we use several computer-based methods, from atomistic classical and quantum-
mechanical simulations to bioinformatics techniques, to investigate a very important disease-
linked protein. These approaches successfully allowed me to elucidate some of the crucial facets
in HD mechanisms at molecular level. The approaches are generally applicable and hence they
are promising tools to clarify issues in other neurodegenerative diseases as well.
Ho visto cose bellissime, grazie alla diversa prospettiva suggerita dalla mia
perenne insoddisfazione, e quel che mi consola ancora, e´ che non smetto di
osservare.
Edgard Degas
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1Introduction
Huntingtons disease (HD) is a progressive, fatal, neurodegenerative disorder caused by
an expanded CAG repeat in the huntingtin gene (HTT). This encodes an abnormally
long polyglutamine tract (PolyQ) in the huntingtin protein (Htt) (132; 195).
HD is inherited in an autosomal dominant manner with age-dependent penetrance:
longer Q repeats correlates with an earlier age of onset (112; 259). 1 Clinical features
of HD include progressive motor dysfunction, cognitive decline, and psychiatric distur-
bance (258; 318). They both are likely to be caused by both neuronal dysfunction and
neuronal cell death. The prevalence of HD is 4− 10 per 100 000 in the western world.
Up to date there is no cure for this disease (264).
A seminal contribution to the investigation of HD was given by more than 15
years ago by Mangiarini et al. (196). These authors developed an HD mouse model
using transgenic insertion technology (196). They expressed the first exon of mutant
human Htt with polyQ expansion (Mut Htt Exon 1 in Fig. 1.1) as a transgene in the
mouse. The resultant mouse lines developed severe disease in as short as 3 weeks, and
obvious movement disorders that resembled those of HD, as well as some brain mass
as in HD (196). Indeed, Mut Htt Exon 1 is sufficient to lead to the apoptosis of the
cell (25; 55; 150; 206; 262; 297), to cause the disease (196) and to feature the same
aggregation properties of the full-length of the mutated protein (mut-Htt) both in vivo
and in vitro (55).
Mut Htt Exon 1 contains the polyQ expansion (1.1). The latter is followed by a
polyproline (PolyP) rich region and it is preceded by 17 aminoacids (N17). N17 is
1Expansions of 50 and more repeats generally cause the juvenile form of the disease (112).
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1. INTRODUCTION
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Figure 1.1: Htt and Exon 1 : - Scheme of Exon 1 regions (A) with the corresponding
primary sequence (B).
conserved across all vertebrates and modulates the toxicity of mut-Htt (15). Neuronal
intra-nuclear and intra-cytoplasmic inclusions of Mut Htt Exon 1 and other fragments
of the mut-Htt, are pathological hallmarks of the disease (81).
In this thesis, we have investigated by computational methods key aspects of the
polyQ expansion (i) and N17 (ii).
Our study on the polyQ expansion was prompted by the late, classic work of the No-
bel laureate Max Perutz, who was the first to suggest that the structural determinants
of PolyQ are insoluble pleated β-sheet-based structures (241). The latter would form
tighter interactions upon increasing the PolyQ length, thus explaining the correlation
between the latter and the severity of the disease. Perutz (241), based on atomistic
models, showed that polyQ can form β-sheets held together by main and side chains
atoms in a ”polar zipper interaction”. Perutz’s suggestion was that Q side chains,
being similar to the backbone units, are able to establish an extensive hydrogen bond
network stabilized in a cooperative mode. Such cooperative effect (CE) causes an extra
stabilization of the network with respect to the isolated components. CE on HB has
been suggested to be very important for the stability of polyQ chains (158; 241; 245).
Hence, we have investigated the role of the H-bond content, along with the shape
of the aggregated structure, for the CE. Then, we have asked ourselves to what extent
the CE depends on how the electron density is distributed around the polypeptide
structure. Specifically, we have used quantum mechanical approaches to predict the
2
rearrangement of the electronic density on passing from the isolate Q units to structure
of increasing complexity.
(ii) Recently, it has been shown that N17 dramatically affects Mut Htt Exon 1 (and
Mut Htt) aggregation (35; 63; 155; 176; 257; 298; 328). Indeed the deletion of this part
brings to a large decrease of Mut Htt Exon 1 aggregation (298) in vitro. In addition,
antibodies directed against the N17 (63; 180) decrease the aggregation of Htt protein,
whereas antibodies directed against the polyQ increase aggregation (154; 187). The role
of N17 for aggregation is currently subject of a very vivid debate. Several hypotheses
have been suggested: N17 could nucleate Htt aggregation (136; 298; 299) but may also
influence Htt aggregation by affecting mut-Htt cellular localization (15; 306). N17 could
also interact with several cellular partners that could in principle affect Htt aggregation
(115; 148; 278; 284; 294). In particular, Prof. M. Diamond (Washington University
School of Medicine) (10; 250) and others (21; 44; 207; 208; 289) have pointed to a
role for actin in Htt aggregation and suggested that actin may bind to N17. In this
thesis, we use molecular modeling combined with cellular essays by Prof. Diamond
to investigate the role that N17-mediated interactions with actin for regulating Htt
aggregation. On the basis of available actin complexes with other binding partner,
we have created a structural model of N17 peptide bound on actin surface. On the
hypothesis that this bind could decrease Htt aggregation by masking N17 region, we
have predicted N17 mutants able to affect the binding. We then test our hypothesis
by detecting Htt Exon 1 aggregation in cell with FRET and fluorescence techniques,
in collaboration with prof. Diamond.
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2Huntington’s disease and the
Huntingtin protein.
2.1 Huntington’s Disease.
Huntingtons disease (HD) is a devastating neurodegenerative human disease, for which
there is currently no cure. HD is a autosomal dominant 1 disease, characterized by
progressive motor, cognitive, and psychiatric symptoms (132).
The gene responsible for HD (HTT) encodes the ubiquitously expressed, large hu-
man Huntingtin protein (Htt, molecular weight 348 kDa) (195). The causative mutation
is an abnormal expansion of CAG trinucleotide repeats within the coding sequence of
the gene. The expansion leads to an elongated stretch of Q residues beyond the first
17 amino acid (N17)(195).
In health individuals, the number of Q repeats is 35 or fewer, with 17-20 repeats
found most commonly (215). 2. Most adult-onset HD cases have 40-50 Qs, featuring
a mutated form of the protein (mut-Htt). Expansions of 50 and more repeats are
often associated with the juvenile form of the disease (112). There is a strong inverse
correlation between the age of onset of HD and the number of Qs (112). The longer
polyQ tracts, the earlier age of the onset (112; 259). However, there is a wide variation
1Autosomal dominant conditions are achieved in case a mutated gene from one parent is sufficient
to cause a disease, in spite of the presence of a normal gene inherited from the other parent.
2Repeats between 27 and 35 are rare and are not associated with disease. However they are
meiotically unstable. They can expand into the HD range when they are 36 and above. The disease
seems not to be fully penentrant in individuals with 36-41 repeats (112)
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in the age of onset with a given Q number (137).
Htt is essential for brain development (255), although its exact biological function is
unknown. It is located mostly in the cytoplasm and, to a smaller extent, in the nucleus
(151). The protein can dynamically travel back and forth between the cytoplasm
and the nucleus (151). It may be associated also with the plasma membrane, with
the endocytic and autophagic vesicles, with the endosomal compartments, with the
endoplasmic reticulum, the Golgi apparatus, mitochondria and microtubules (15; 51;
151; 152; 257; 287). This chapter focuses on molecular and structure aspects of the Htt
protein, as well as on some of facets of mut-Htt responsible for HD.
2.2 The Human Huntingtin Protein
Htt is a large, multidomain protein of (∼ 3144 aa) for which structural information
at atomic resolution is not avaliable (335). Htt has been proposed to be an elongated
super-helical solenoid with a diameter of ∼ 200 A˚ (188). We next briefly review key
molecular aspects of the protein for which biophysical or biochemical information is
available.
Exon 1. The best-characterized part of the protein is the Htt Exon 1. It consists
of the following regions: N17, the variable polyQ region (less than 36 Q in healthy
individuals (195) and a polyP-rich region(296) (Fig. 1). Htt Exon 1 is sufficient to cause
HD-like pathology in animal models (196) and the typical formation of Htt aggregates
(20; 75; 196). Hence, investigations of Htt Exon 1 may help understand key aspects of
the disease.
N17 is fully conserved across all vertebrate species. It was originally annotated as
unstructured (243). However, mutational analysis in vivo, as well as CD(15; 298) and
NMR(298) spectroscopy studies in vitro have shown that N17 may be an amphipathic
α-helix, with membrane-associating properties with regard to the endoplasmic reticu-
lum (15). N17 is particularly susceptible to post-translational modifications, including
phosphorylation, ubiquitination, and SUMO attachment (257). In particular, Thr3
phosphorylation influences toxicity(3). Ser 13 and Ser 16 phosphorylation has mostly
protective effects in vivo (109).
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PolyQ is a key regulator of Htt binding to its cellular partners (115; 241) (8)
(155; 335). Its binding capability might be due to its flexible and multifunctional
structures able to assume specific conformations and activities depending on its binding
partners, sub-cellular location, and time of maturation in a given cell type and tissue
(155; 335).1
PolyP may stabilize of the polyQ tract by keeping it soluble (35). It may work also
as a protein-interaction domain (306). Consistently with these hypotheses, structural
data provided hints that the polyQ repeat at the N-terminal is influenced by the COOH-
terminal polyP region (35; 155).
HEAT repeats. HEAT repeats are ∼40-amino-acid domains, which fold in two anti-
parallel α-helices forming a hairpin (229). Htt features 16 of these repeats (8; 188; 229),
organized in 4 clusters (296). HEAT may be involved in protein-protein interactions
(9; 217; 240).
Caspase and Calpain Cleavage Sites. These are sites recognized by proteolytic
enzymes (including caspases 1, 3, 6, 7 and 8, calpain and an unidentified aspartic
protease). As a result, a wide range of fragments are generated (98; 118; 157; 194; 325).
The role of Htt proteolysis for its physiological function is not fully elucidated. However,
full-length mutHtt is less toxic than its N-terminal fragments (99; 106).
2.3 Mutated Huntingtin
2.3.1 General features
Mut-Htt abnormally interacts with other proteins (129; 178; 179; 271). It causes
brain damage (38) producing oxidative stress, excitotossic processes and metabolism
deregulation (108; 271). The expression of long Q tracts alone disrupts a wide variety
of biological functions in cells and model organisms (142; 196; 334).
1The first Htt orthologs multi-alignment provides evidence that the polyQ is an ancient acquisition
of Htt (296). Its appearance dates back to sea urchin that features a NHQQ sequence. This sequence
consists of a group of four hydrophilic amino acids that can be considered bio-chemically comparable to
the four glutamines (QQQQ) found in fish, amphibians, and birds (296). The polyQ has then expanded
gradually in mammals. The longest and most polymorphic polyQ is in humans (296). Human Htt
function may arise from the binding of different sets of interactors. Many proteins in the cells contain
a polyQ, in particular transcription factors and transcriptional regulators (53).
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The length of the CAG repeat accounts for only about 
50–70% of the overall variance in age of onset, and less for 
later onset cases. Only a few linkage and association studies 
have been done to date, in which several candidate modifi er 
genes were identifi ed, including HAP1, GRIK2 (formerly 
GLUR6), and TCERG1 (formerly CA150).40–42 Further 
systematic studies of larger samples for linkage or 
genome-wide association studies, or resequencing of 
families, could potentially yield additional therapeutic 
targets. Importantly, several genetic modifi ers code for 
proteins known to interact with HTT (eg, HAP1 
[huntingtin-associated protein 1] and CA150 [transcription 
elongation regulator 1]) or are believed to be in Huntington’s 
disease pathogenic pathways (eg, GLUR6 [glutamate 
receptor ionotropic, kainate 2] and PGC1α [peroxisome 
proliferator-activated receptor γ, coactivator 1α]), suggesting 
that study of genetic modifi ers will continue to be a fruitful 
source of potential therapeutic targets. Modifi er genes for 
progression might provide entirely novel information.  
In addition to cell autonomous processes arising within 
vulnerable neurons, cell interactions likely play a part in 
pathogenesis, including both interneuronal interactions 
and interactions between glial cells and neurons (see 
Excitotoxicity, infl ammation, and the quinolinic acid 
pathway; fi gure 4).43 For instance, fi ndings of neuronal-
glial co-culture experiments showed that expression of 
mutant HTT in glia triggered the death of neurons not 
expressing mutant HTT and that mutant HTT in glia 
contributed to neuronal excitotoxicity.44 Similarly, 
transgenic expression of mutant HTT in astrocytes in 
mice causes a Huntington’s disease-like phenotype on its 
own, or exacerbates the neuronal phenotype in the N171-
82Q model (panel 1).45 Possibilities for exploitation of cell 
interactions for therapeutic development include 
infl ammation or excitotoxicity (see Excitotoxicity, 
infl ammation, and the quinolinic acid pathway). The 
striatum receives massive neuronal projections from the 
cortex, releasing glutamate as the neurotransmitter and 
BDNF as an important neuromodulator and trophic 
factor (fi gure 4). These pathways could contribute to 
selective striatal vulnerability and might be valuable 
therapeutic targets.  
Currently, we do not understand fully the extent to 
which signs and symptoms of Huntington’s disease arise 
from cell death compared with cell dysfunction. The early 
predominance of chorea has been ascribed to46 diﬀ erences 
in cell death in striatal output subcircuits (eg, timing of 
degeneration of neurons containing enkephalin vs 
substance P). However, another possibility might be that 
neuronal dysfunction happens before cell death (fi gure 1). 
This distinction would have many implications for timing 
of diﬀ erent therapeutic strategies.  
Selected mechanisms, targets, and experimental 
treatments
The directionality and sequence of pathogenic events in 
Huntington’s disease is still poorly understood. Ideally, 
therapeutic interventions would target early steps in a 
pathogenic chain of events. With our currently limited 
knowledge, it is diﬃ  cult to identify the crucial steps 
(after those that include HTT) in the pathogenic 
pathways. Furthermore, some cellular eﬀ ects, which 
might appear relatively far downstream, such as 
alterations in cellular metabolism (fi gure 3), could feed 
back to infl uence early steps in the pathogenic pathway. 
Cells with impaired energy supplies due to proteotoxic 
stress might be unable to handle toxic forms of mutant 
HTT so metabolic therapies could aﬀ ect early stages of 
pathogenesis. We should be open-minded about what 
kind of screening approaches will be most likely to 
generate therapeutic leads (panel 2). A compendium of 
mechanisms and targets can be found on the 
Huntington’s disease Research Crossroads website, 
which summarises target validation data for more than 
600 genes and includes data for compounds and 
interventions. 
Transcription, translation, and clearance of mutant HTT
One therapeutic strategy in gain-of-function neuro-
degenerative diseases is to reduce the amount of 
pathogenic protein—either by decreasing production or 
by increasing clearance. Shutting oﬀ  expression of 
mutant HTT in an inducible transgenic mouse system 
led to partial recovery of both behavioural and pathological 
features,54 although little futther study of this model has 
been done. Since the HTT gene seems to have a so-called 
housekeeping promoter (ie, a promoter yielding 
widespread constitutive expression with little regulation), 
Figure 2: HTT domain structure and post-translational modifi cations
Human HTT is predominantly composed of HEAT repeats. A polyglutamine stretch (polyQ) is located at the 
N terminus. Proteolytic cleavage—by caspase 6 and other (as yet, uncharacterised) proteases—forms toxic 
N-terminal fragments, examples of which are shown (eg, cp-1 and cp-2). The exact size of these fragments and the 
relevant cleavage enzymes are currently unknown. Many post-translational modifi cations (eg, acetylation [Ac], 
phosphorylation [P], and addition of small ubiquitin-like modifi ers [SUMO]) can alter HTT’s cell biology and toxic 
eff ects. IVLD and NLPR are amino acid cleavage sequences. NES=nuclear export signal. 
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Figure 2.1: Htt - A) Human Htt is predominantly composed of HEAT repeats. The
polyglutamine stretch (polyQ) is located at the N terminus. Proteolytic cleavage by caspase
6 and other (as yet, not characterized) proteases may lead to toxic N-termi al fragments,
such as cp-1 and cp-2 in the figure. Th ex ct size of th se fragments and the relevant
cleavage enzymes are currently unknown. Many post-translational modifications (eg, acety-
lation [Ac], phosphorylation [P], and addition of small ubiquitin-like modifiers [SUMO])
can alter HTTs cell biology and toxic effects. IVLD and NLPR are amino acid cleavage
sequences. NES=nuclear export signal. Adapted from ref. (264). B) Proposed model of
Htt structures. The HEAT domain is magnified.
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Neuronal intra-nuclear and intra-cytoplasmic inclusions rich in polyQ are patholog-
ical hallmarks of HD (81; 304). The formation of inclusions proceeds through steps
that generate different aggregated species, including nuclei, oligomers, protofibrils and
large fibres, which form the microscopic aggregates found in patient neurons (262).
The aggregation occurs through formation of a reservoir of soluble intermediates whose
populations and stabilities may increase with polyQ length (43).
Inclusions have been proposed to be toxic, because they physically block axonal
transport between the cell body and the synaptic terminal(335). In addition, they
recruit other polyQ-containing proteins, mainly transcription factors. The latter might
indeed lose their physiological function and cause cell death (111; 182; 186; 231).
However, these inclusions have been also proposed to result from an attempt of
the cells to proteolytically degrade or inactivate mut-Htt (168; 272). This proposal
is supported by the fact that cells forming Htt inclusions had an improved survival
relative to those that did not form inclusions (13). Accordingly, there is little correlation
between inclusion burden and the areas of the brain most affected in HD (113; 168)
The exact degree of toxicity of the other species involved in fibrillation is not known.
Little information is available for the protofibrils (335). Recent studies have instead
highlighted the roles of oligomeric species. The oligomeric species could be formed in
several ways, including via N-terminal interactions or direct polyQ interactions (183;
225; 252). They may be highly reactive toward cellular environment (216; 260; 262;
306). However, these species might not be involved in the pathway to polyQ large
inclusion formation (264).
2.3.2 Structural facets of polyQ and its aggregation propensity.
Perutz first showed that polyQ may form β-sheet rich structures. These structures
may establish interactions with increasing strength with the number of Qs. These
potentially affect the severity of disease (241). He suggested that the latter peculiarity
is due to the Q side chain, which is able to establish inter and intra molecular hydrogen
bonds interactions.1 Subsequently other β-rich PolyQ models were proposed. They
were stabilized by main and side chains H-bonds (12; 91; 94; 153; 197; 198; 199; 209;
224; 241; 244; 279; 280; 286; 290; 291; 331). Examples include Atkins’s model, in which
1Notice that aggregates are not observed in proteins expressing polyN. PolyN contains amino acids
that differ from Q by only one methylene group(226).
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the H-bond network of the Q side chains allows for high-density packing (280) as well
as Perutz’s circular β-helix (242) and triangular β-helix models (251; 286), which are
parallel β-sheets held together by main and side chain hydrogen bonds.
Obtaining experimentally structural information on polyQ in proteins turns out to
be difficult, as short wild-type polyQ (lees than 30) lengths tend to be insoluble at
the high concentrations required for crystallographic or NMR studies (306). A search
of the Protein Data Bank (http://www.rcsb.org/) reveals that polyQ tracts seen in
a variety of normal cellular proteins are annotated as ”unstructured” or have to be
removed to facilitate crystallization (306). Only one structure exists of the N-terminal
part of Htt with 17 Qs, obtained by a fusion with maltose-binding protein. It features
polyQ stretch that can adopt either an α-helical, random-coil, or an extended-loop
conformation (155).
2.3.2.1 Role of the number of Q’s.
It is not clear whether the toxicity can be triggered by a specific structural transi-
tion that occurs only when the number of Qs is larger than 36. Hence, several efforts
have been spent for hunting the elusive toxic polyQ conformer (306). Investigations on
anti-polyQ monoclonal antibodies, able to specifically recognize expanded toxic polyQ
tracts, have leaded to the suggestion that a generic conformational epitope might form
only above a certain polyQ length. Alternatively polyQ tracts could be simply in-
herently toxic sequences, whose deleterious effect gradually increases with their length
(158).
2.3.2.2 Role of the flanking regions.
Originally, Htt aggregation has been thought to involve only the polyQ region (19; 261;
322). However, N17 (i) and polyP (ii) have been found to influence aggregation(306;
335) and to modulate toxicity and aggregation in Htt Exon 1 (15; 36; 306). 1 Specifi-
cally:
(i) The deletion of PolyP in Htt Exon 1 greatly increases the toxicity of Htt Exon
1 fragments in yeast, which are otherwise innocuous (78). Therefore, PolyP appears
1Also sequences exogenous to Htt Exon 1 modulate aggregation(86; 136; 241).
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to be protective against the effects of expanded polyQ (36; 78). 1
(ii) N17 modulates the toxicity of mut-Htt in a structure-dependent manner in
mouse models (15; 306). A single point mutation in the middle of N17, shown to disrupt
the possibility to reach an alpha-helical structure, completely abrogating any visible
aggregates of mut-Htt (15). However the role of N17 in both polyQ aggregation and
toxicity has been extensively discussed (63; 155; 176; 257; 298; 328). It has been shown
that N17 controls sub-cellular localization, aggregation, and cytotoxicity of Htt Exon
1 fragments in mammalian or yeast cells (15; 257). It has been proposed to nucleate
Htt aggregation (136; 298; 299); to regulate the type of aggregate that forms (36; 328);
and to mediate binding to cellular partners (115; 148) such as the chaperonin Tric
(294), SUMO (284), and F-actin (278). Additionally intracellular antibody (intrabody)
fragment binding to N17 decreases Htt exon1 aggregation, possibly by masking N17
(63). Finally deletion of N17 altogether reduces overall Htt aggregation (10), which may
indicate a role for N17-mediated protein interactions in regulating protein misfolding
(69; 328). Accordingly, the deletion in vitro of this region, strongly reduce polyQ
aggregation (298).
A current proposal for Htt Exon 1 (149; 298) points to the formation of oligomers
having N17 in its core and polyQ exposed on the surface. When polyQ increases,
the structure would decompact and the oligomers or protofibrils would rearrange into
amyloid-like structures. The latter would rapidly propagate via monomer addition
(149; 298).
1Because PolyP emerged in concomitance with longer polyQ regions (284), it may protect polyQ
against its conformational collapse (296). Accordingly, the deletion in vitro of this region reduce polyQ
aggregation (35; 72; 298).
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3Structural Properties of
Polyglutamine Aggregates
Investigated via Molecular
Dynamics Simulations
Polyglutamine (polyQ) β-stranded aggregates constitute the hallmark of Huntington
disease. The disease is fully penetrant when Q residues are more than 36-40 (disease
threshold). Here, based on a molecular dynamics study on polyQ helical structures of
different shapes and oligomeric states, we suggest that the stability of the aggregates
increases with the number of monomers, while it is rather insensitive to the number
of Qs in each monomer. However, the stability of the single monomer does depend on
the number of side-chain intramolecular H-bonds, and therefore on the number of Qs.
If such number is lower than that of the disease threshold, the -stranded monomers
are unstable and hence may aggregate with lower probability, consistently with exper-
imental findings. Our results provide a possible interpretation of the apparent polyQ
length dependent-toxicity and, they do not support the so-called structural threshold
hypothesis, which supposes a transition from random coil to a β-sheet structure only
above the disease threshold.
3.1 Introduction
Huntington disease (HD) is an autosomal-dominant polyglutamine (polyQ) disorder.(38)
It is caused by expanded CAG trinucleotide repeats in the gene that encodes the pro-
tein Huntingtin (Htt). The resulting mutant (mut-Htt), with an extended polyQ tract,
interacts abnormally with other proteins and causes brain damage by leading to a
generalized neuronal dysfunction,(38; 81; 271) including oxidative stress, excitotossic
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processes and metabolism deregulation (Fig. 3.1) 1.(108)
Figure 3.1: Huntingtin and Huntington Disease - (a) Schematic representation of
mutated hungtinin (Mut-Htt). (b) Scheme of the events leading to cell death. The figure
is based on studies by Borrell et al. (38)
The proteolytic processing of mut-Htt(194) exposes the toxicity of the mutant
protein by releasing short N-terminal polyQ-containing fragments of 100-150 residues
( exon-1). These fragments form in vivo and in vitro insoluble, β-sheet-containing
aggregates,(33; 56; 64; 75; 275; 276; 295) that constitute the hallmark of the disease
(Fig. 3.1).(64; 275) PolyQ peptides, as well as the exon-1 with a pathogenic Q tract,
are sufficient to lead to the apoptosis of the cell 2,(25; 55; 150; 206; 262; 297) to cause
the disease(196) and to feature the same aggregation properties of the full-length mut-
Htt,(55) both in vivo and in vitro. The polyQs are toxic per se and the aggregation
can be therefore studied by considering only polyQ peptides.(276)
The polyQ length correlates with the severity of the HD and with the age of its
onset.(285; 334) The fully penetrant form of the disease involves polyQ tracts longer
1Early neuropathology involves alteration in the expression of neurotransmitter receptors(113; 185;
189; 271; 303; 314) and deregulated mitochondrial homeostasis(23; 230) that consequently disrupts
calcium handling.(34) This in turn activates proteases such as calpain and caspase.(37)
2The Htt fragments have been observed in nuclear inclusion not only in Huntington but also in
other polyQ diseases.(81; 194; 324; 326)
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than 36-40 Qs (disease threshold),(268) as observed in other polyQ disorders.(334) This
threshold varies, however, among polyQ diseases.(206) Consistent with these observa-
tions are the following considerations: (i) polyQ tracts longer than the toxicity threshold
can form in vitro and in vivo SDS insoluble aggregates.(75; 103; 124; 275; 276) (ii) Spe-
cific recognition of expanded toxic polyQ tracts by an anti-polyQ monoclonal antibody
has been observed, suggesting the existence of a generic conformational epitope formed
only above a certain polyQ length.(148; 288; 304)
These facts have led to the so-called ”structural threshold hypothesis”, stating that
only above the critical length of 36-40 Qs the polyQs do undergo a structural transi-
tion from random coil to a well defined structure based on β-sheet. This hypothesis
has however been challenged by various experimental evidences. First, polyQ fragments
shorter than the disease threshold also aggregate adopting similar structures to those
peptides longer than threshold(25; 158; 206; 295) and exhibit toxicity in an eukaryote
organism (Caenorhabditis elegans).(212) Second, the polyQ length turned out to af-
fect more the kinetics of the aggregates formation rather than their stability.(158) In
fact, the kinetics of polyQ aggregation is that of nucleated-grow polymerization;(55)
aggregation is initiated by a monomer that functions as the critical nucleus with the
nucleation event consisting of a random coil to β-sheet transition within an individ-
ual monomer (lag phase), then fibril formation proceeds via linear addition of single
polyQ chains (elongation phase).(55; 276),(56) It has been shown that polyQ length
influences the stability of the initial aggregation seed and that may affect the kinetics
of its formation.(56) In contrast, the kinetics of the elongation phase is independent of
the polyQ length.(57)
Experimental structural information on polyQ aggregates could shed light on the
role of polyQ length for the aggregation process. Unfortunately, due to the insolubility
of the aggregates, NMR and X-ray structures are so far lacking. Molecular modeling
has therefore been the method of choice to have such insights.(12; 91; 94; 153; 197;
198; 199; 209; 224; 280; 286; 331) Several theoretical models of the aggregated polyQ
units, consistent with the available experimental data (electron microscopy and X-ray
data)(241; 244; 279; 280; 290; 291) have been proposed. These models are based
on Perutzs suggestion that Q side chains, being similar to the backbone units, are
able to establish an H-bond net.(241; 243) Thus, the proposed models are -sheet-
containing structures stabilized by main and side chains H-bonds. Examples include
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Atkinss model, in which the H-bond network of the Q side chains allows for high-
density packing(280) as well as Perutzs circular β-helix(242) and triangular β-helix
models,(251; 286) which are parallel β-sheets held together by main and side chain
hydrogen bonds (Fig. 3.3 a,c and Fig. 3.2).
a 
b 
Figure 3.2: Circular β-helix - Molecular view of circular β-helix structure with partic-
ular of: (a) external HB net; (b) internal HB net. A similar H-bond scheme is observed
also for the triangular β-helix structure.
Molecular simulations of the proposed models have provided valuable insights into
their stability,(12; 91; 94; 197; 198; 199; 209; 224; 280; 286; 331) and the dependence
of the structural stability on Q number has been partially addressed for the circular
β-helix.(153; 209; 224; 286) In particular, an interesting report based on the circular
β-helix model suggested that the stability of the structure increases with a repeated
number of Q, and that above a critical Q number ( 30) the structure of the β-helix is kept
stable.(224) Unfortunately such conclusions, being based on only one structural model,
might depend on the initial structure. Furthermore, as discussed by the authors, the
relatively short time-investigated (1 ns) might not allow equilibrating manually-built
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models (as opposed to X-ray or NMR structures). In addition, the key issues on if
and how the presence of a number of Qs larger than the disease threshold affects the
stability of the polyQ structures in different shapes still need to be considered. Here we
address these issues by performing 20 ns long molecular dynamics (MD) simulations on
models in aqueous solution featuring a number of Qs well beyond the disease threshold,
considering the circular β-helix(251) (Fig. 3.3 a) and triangular β-helix(286) (Fig. 3.3 c)
models. These models are the only consistent with the structural threshold hypothesis
(the outbreak of the disease above the 36-40 residues was explained on the basis of a
structural change of the polyQ chain above this number). Therefore these models have
been chosen to validate or discard such hypothesis.
Moreover by varying systematically the number as well as the size of the polyQ
units in these models, and considering both the monomeric and oligomeric states, our
calculations shed light on the dependence of the stability of the -helix structures upon
the number of monomers, independently of the structural model chosen.
3.2 Results and Discussion
Predicting the thermodynamics stability of the models considered here (Fig. 3.3) in
aqueous solution is currently not feasible with molecular simulations methods.
Structural features, instead, can be evaluated by MD simulations. In fact, previ-
ous theoretical works have introduced structural stability concepts using a variety of
criteria, including the conservation of a specific conformation,(286) the acquisition of
β-strand-like values of backbone dihedral angles(153) and the overall number of hydro-
gen bonds.(224) To simplify our discussion we qualitatively introduce the structural
stability (SS) as a quantity which increases with: (i) the compactness of the structure,
as measured by the plots of the RMSD of backbone atoms, as well as the Rg versus
time; (ii) the hydrogen bond content (HBC), defined as the total number of H-bonds
formed within the structural models, divided by the total number of H-bond donor
functionalities.
Each quantity on which the SS depends is calculated based on 20 ns MD simulations
for each model considered. We used SS to compare systematically the polyQ stability
as a function of shape, number of monomers and number of Qs in a given monomer.
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Figure 3.3: PolyQ models - PolyQ models undergoing MD simulations in water (not
shown here for clarity). (a,c) side and front views of the large monomeric models. These
are the circular (P) and triangular (T) β-helix monomers composed by a Q number well
above the disease threshold.(303) (b,d) The oligomeric models are two series of oligomers
(PAD, PAC , PAB , PA and TAD, TAC , TAB , TA, as well as the oligomer PAH25. (e) The
small monomeric models are 4 monomers in circular β-helix conformation composed by 25,
30, 35, 40 Qs.
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The dependence of SS on the shape is investigated in the two large monomeric
models of circular (P) and triangular (T) β-helix reported in Fig. 3.3 a,c. These feature
a number of Qs (266 Qs for P and 179 Qs for T) well above the disease threshold.(303)
This number of Qs has never been observed in patients suffering from HD. Therefore,
these models are also used as reference for the other systems considered here.
The dependence of the SS on the different number of monomers is studied in poly-
meric structures within the same shape (either circular or triangular shape), but with
a different number of monomers, from 4 (PAD and TAD) to 1 (PA and TA) (Fig. 3.3
b,d) and composed by short monomers of 40 and 36 Qs, respectively.
Finally, the dependence of the SS on the number of Qs per monomer is investigated
in small monomeric models in circular β-helix shape, composed by a number of Qs
below and above the disease threshold (Fig. 3.3 e).
In most cases, the quantities on which SS depends turn out to fluctuate around an
average value after few ns (See A). Few models, specified in the following text, turn out
not to equilibrate in the timescale investigated. Obviously, for those systems, averages
cannot be taken. However, qualitative comparisons can still be made (see for instance
ref. (31)).
3.2.1 Large monomeric models.
In our 20 ns MD runs, the RMSD of these models (P and T) fluctuate around average
values of 0.18 and 0.25 nm, after 0.25 ns and 1.0 ns, respectively (Tab. 3.1 and Fig.
A.1). The larger RMSD and the longer equilibration time of T, relative to that of P,
might be caused, at least in part, by the fact that T is a purely theoretical model,
whilst P is a model based on X-ray data interpretation.(244)
Rg decreases by few percent values during the dynamics, indicating that the MD
models are more compact than the initial structures (Fig. A.2). The HBC of P and T
is ∼ 70% (Tab.1, Fig. 3.4). The contributions of backbone and side-chains are similar
(Tab.1, Fig. A.3 A). However, the -sheet content 1 (βSC) of P is large, whilst that of T
is just above 50% (Tab.1, Fig. 3.4; see also Fig. A.3 B). Thus, the stability of the two
helices, which has been related to their HBC, seems not to be necessarily associated
with a large content of secondary structure elements.
1The βSC is calculated here using the definition of W. Kabsch and C. Sander.(146)
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Figure 3.4: Secondary Structure - Percentage of residues in β-sheet (green line) and
in random coil (red line) conformations in the large monomeric models considered here:
the circular and the triangular β-helices in (a) and (b), respectively. Percentage of donor
atoms involved in H-bonds in the whole protein (black line), in the main (blue line) and
in the side chains (violet line) for the circular and the triangular β-helices in (c) and (d),
respectively.
20
3.2 Results and Discussion
3.2.2 Oligomeric models.
For both the P and T series, the RMSD increases by decreasing the monomers from
four to one (Tab. 3.1, Fig. A.5 A).
The Rg values of the oligomers which feature four and three monomers (Tab.3.1,
Fig. ?? B) (PAD, PAC , TAD, TAC), are similar to those of P and T (Fig. ??). Those
with two or one monomers (PAB, PA and TAB, TA) do not preserve compact folds (See
SI).
The HBC of PAD, TAD is not much smaller than those of P and T. Those featuring
three monomers are still significantly large. However, the values decrease rapidly by
decreasing the number of monomers (3.1, Fig. 3.5). In all circumstances, the largest
contribution to HBC is due mainly to the backbone rather than to the side-chains. The
secondary structure content follows the same trend of the HBC (Fig. 3.6).
Thus, the SS of the assemblies of four and three monomers are similar to those
of the single chain systems P and T. This means that in the short monomers forming
the oligomeric systems the Qs interact with each other almost as they do in the large
monomeric models. This result does not depend on the shape, as PAD, PAC , TAD, TAC
behave similarly.
However, the SS of PAB, TAB dimers are much smaller than that of T, P and this
feature is even more pronounced in the case of the monomers PA and TA. Also in
these cases the SS does not depend on the shape. Therefore, the SS decreases with a
decreasing number of monomers, independently of the shapes.
Because SS does not depend on shape and T features a different number of glu-
tamines with respect to P, we suggest that the stability of oligomeric structures may not
depend on the number of Qs in each monomer. To test this hypothesis, we construct an
oligomer equivalent to PAD (i.e. PAH25), except that each monomer features a smaller
number of Qs. This is a circular β-helix oligomer composed by 8 monomers, each 25
Q long (model PAH25 in Fig.2b). The values of the quantities on which SS depends
turn out to be similar to those of PAD (Fig. A.6), corroborating the hypothesis that
SS is not influenced by the number of Qs composing each monomer.
We conclude that SS depends on the number of monomers independently of their
shape and of their length (number of Qs in each monomer). This is consistent with
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* Systems which do not equilibrate in the timescale investigated. Values are, however, taken from the last 
snapshot of the dynamics, as the systems are not equilibrated in the 20 ns of dynamics (See SI)  
 
Figure 5: Percentage of H-bonds in P series (first column), T series (second column) and monomeric series (third 
column). Blue histograms represent the total HBC, green and red ones represent main chain and side chain HBC, 
respectively.  
 
Figure 3.5: HBC in P and T series - Percentage of H-bonds in P series (first column),
T series (second column) and monomeric series (third column). Blue histograms represent
the total HBC, green an red ones represent main chain and side chain HBC, respectively.
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Figure 3.6: Secondary Structure of oligomers - βSC (green) and random coil con-
formation (red) of oligomers in circular (left panel) and triangular (right panel) β-helix
conformations.
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NMR data of Klein et al. (158) showing that aggregates formed by short and long
polyQ tracts share similar structural properties.
3.2.3 Small monomeric models.
We finally investigate the dependence of the SS on the length, focusing only on one
shape, because, as seen in the previous section, SS turns out not to depend significantly
on the latter. We focus here on the circular βhelix shape and we consider monomers
of lengths below and above the disease threshold, by choosing four systems containing
25, 30, 35 and 40 Qs (Fig. 3.3 e).
During the MD, P25 undergoes the largest structural rearrangements among the
models investigated here. Its initial shape is lost after about 10 ns, as shown by a large
increase of the RMSD and Rg values (Fig. A.7 A, B). The final MD structure is shown
in Fig.7.
In the other small monomeric models, the RMSD decreases by increasing the number
of Qs (Tab. 3.1). In fact a similar trend, but with smaller RMSD and Rg values, is
found for P30 (Fig. A.7 A, B). Remarkably, the RMSD and Rg of P40 and P35 are
similar to those of P (Fig. A.7 A, B), preserving the original β-helix fold.
The overall HBC increases with the number of Qs (Fig.4). Such an increase is
caused by the side chains H-bonds, whilst the backbone contribution is similar in the
four models (Fig.4). This result is opposite to that we found for the oligomers, in which
HBC mainly depends on the H-bonds between backbone atoms (Fig. 3.5). Finally, the
βSC of P40 is much larger than that of the other three models (Fig. 3.7 A).
Based on these results, we conclude that: (i) the SS increases progressively with the
number of Qs. (ii) SS is associated to an increase of side-chain H-bonds. This suggests
that the SS of single monomers depends on the possibility of forming intra-side-chains
H-bonds.
3.3 Relevance of our results for the toxicity threshold pro-
posals.
In a widely accredited hypothesis, the polyQ length affects the nucleated-grow polymer-
ization kinetics of polyQ aggregation, rather than the stability of the aggregates.(158)
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Figure 3.7: Secondary Structure of monomers - βSC (green) and random coil (red)
conformations of P40, P35, P30, P25 monomers (See Text.) On the left and right side of
the graph the initial and final (after 20 ns MD) geometries of each monomer are shown.
Water is not shown for the sake of clarity.
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System RMSD ∆σ Rg ∆σ HBC ∆σ HBC ∆σ HBC ∆σ
system MainChain SideChain
nm nm nm nm % of donors % of donors % of donors % of donors %of donors % of donors
P 0.18 0.02 2.11 0.02 70.56 2.93 65.34 3.10 60.49 4.87
T 0.25 0.02 1.72 0.01 69.30 2.81 50.57 3.09 48.26 3.99
PAD 0.27 0.03 1.52 0.02 65.47 3.55 50.91 3.67 54.57
PAC 0.15 0.03 1.39 0.01 56.08 3.08 48.99 3.61 48.07 4.78
PAB 0.22 0.03 1.25 0.01 48.25 3.49 40.69 4.34 44.57 5.16
PA 0.36 0.04 1.05 0.02 48.81 5.66 24.07 4.94 40.12 8.19
TAD 0.19 0.03 1.51 0.01 68.22 2.83 44.35 3.24 47.64 4.13
TAC 0.20 0.02 1.28 0.01 67.03 3.49 44.81 3.81 44.70 4.70
TAB 0.17 0.03 1.11 0.01 62.47 4.07 40.33 4.08 42.38 5.91
∗TA 0.30 — 0.95 — 52.01 — 23.87 — 35.45 —
PAH25 0.23 0.02 1.47 0.01 67.75 3.35 52.59 3.66 52.71 5.12
P40 0.46 0.04 1.05 0.01 48.81 5.66 24.07 4.94 40.12 8.19
P35 0.61 0.06 0.98 0.02 48.26 5.67 16.51 4.48 34.45 7.89
P30 0.58 0.06 0.99 0.03 44.41 6.87 21.63 5.78 27.18 8.42
∗P25 0.65 — 0.95 — 40.60 — 16.49 — 24.94 —
∗ Systems which do not equilibrate in the timescale investigated . Values are however taken from the last snapshot of the
dynamics, as the systems are not equilibrated in the 20 ns of dynamics (See SI)
Table 3.1: SS of all the systems studied reported in terms of: average values of RMSDs,
Rg and HBC. The properties on which SS depends of PAH25 are displayed in the SI (Fig.
A.6).
System β-sheet content ∆σ
% of res % of res
P 81.54 3.82
T 41.30 5.42
PAD 60.51 6.01
PAC 60.15 5.11
PAB 20.43 7.83
PA 23.26 7.74
TAD 40.50 5.00
TAC 36.89 5.30
TAB 20.14 6.77
∗TA 14.50 —
PAH25 59.01 6.02
P40 34.8 7.60
P35 17.8 9.83
P30 17.9 9.94
∗P25 11.90 —
Table 3.2: βSC. The properties on which βSC of PAH25 are displayed in the SI (Fig.
A.6).
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At the molecular level, the process would start from a random coil to β-sheet struc-
tural transition of an individual monomer, which constitutes the aggregation seed.
(55; 56; 57)
Our findings are consistent with this hypothesis, in fact, HBC and βSC of single
isolated monomers increase with the number of Qs. Assuming that of HBC and βSC in
the transition state leading to the formation of the initial aggregation seed have a similar
relevance to that found here for the final products (the aggregates), we formulate the
hypothesis that the overall aggregation kinetics may increase upon incrementing the
number of Q residues. Although reasonable, this proposal, at present, can be discussed
only at a speculative level.
In addition, the HBC and the βSC of the oligomers depend on the number of
monomers and not on the number of Qs in each monomer. This is consistent with the
hypothesis that, once the initial polyQ seed is formed, the kinetics of the elongation
phase does not depend on the number of Q.(56; 57)
Limitations of the calculations.
As any modeling investigation, this study has several limitations. First, the timescale,
although longer than that reported in previous studies on folded polyQ peptides,(224)
is too short to follow the time evolution of models TA and P25, (whilst the other models
appear to be well equilibrated (Tab. 3.1 3.2 and Fig. A.1, A.5 A, A.7 A)). Thus, any
conclusion based on comparisons among the models is necessarily qualitative.
Second, the aggregates have been experimentally characterized at several different
ionic strengths, ranging from 20 to 200 mM.(297) Although some of the properties
may be affected by varying ion concentrations, we expect that our conclusions on the
folded peptides (which have been reported at zero ionic strength) will not change at the
qualitative level. In addition, we stress here that no attempt has been made to study
the condensation process of the peptides, which are likely to depend dramatically on
the simulation conditions.
Finally, our conclusions have been drawn for a subset of proposed models (not real
structures). Again, this fact prevents to make any quantitative statement, which is
anyway beyond the scope of this paper.
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3.4 Concluding remarks
Based on our 20 ns MD simulations with GROMOS96 force field for each systems
studied (Fig. 3.3), we suggest the following qualitative conclusions:
• The two different -helix shapes, originally invoked to explain the disease threshold,
affect only the β-sheet content: the T helix displays a larger number of residues
in random coil conformation than the P helix. However, the H-bond content as
well as the SS of the two shapes is comparable.
• The structural stability of P and T oligomeric systems is not affected by the
shape. This has never been shown so far. In addition, SS does not depend
on the number of Qs in the monomers. Although a recent theoretical study
on polyQs suggests that the stability of an aggregate should be regulated by
the structural stability of its component monomers, as stated by the authors, the
short time-scale investigated (1 ns of MD simulations with AMBER force field(50;
321)) appears not to be sufficient to draw general conclusions.(224) Indeed, we
demonstrate that for longer simulations, the oligomer with 4 monomers of 40
Qs and the oligomer with 8 monomer of 25 Qs have similar SS. Consistently
with our results a recent NMR analysis reveals no structural difference between
aggregates formed by short and long polyQ peptides.(158) In summary, our results
do not support the structural threshold hypothesis, which suggests a specific
conformation for polyQs longer than the threshold.
• Only the number of monomers - thus the concentration in an (in vivo or in
vitro) experiment - contributes to the overall stability of the oligomers because of
the additive contribution of single monomer in the H-bond net formed between
backbone atoms.
• The H-bonds formed between Q side-chains influence mainly the stability of the
single isolated monomer and to a lesser extent the stability of oligomers.
• Interpreting our findings on the basis of the whole landscape of available experi-
mental data,(158) we suggest that the observed length-dependent toxicity thresh-
old may be explained by a faster aggregation kinetics that occurs for longer polyQ
tracts.
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3.5 Computational Details
3.5.1 Model Systems
Large monomeric models.
The coordinates of the circular β-helix nanotube(244) (named as P From Perutz, who
introduced this model in 2002,(244) Fig. ?? a) were kindly provided by Dr. A. Lesk.
The structure is characterized by 266 Q residues with φ and ψ angles of -162◦, 159◦
and each turn contains 20 residues. The triangular β-helix model (named as T, Fig.
?? c) was constructed starting from the regularly shaped coils from UDP-N-acetyl
glucosamine acyltransferase(251) (Protein Data Bank entry: 1LXA),(30) replacing each
residue with a glutamine. This model contains 179 residues and each turn is composed
by 18 Qs. Both models are composed by a single polyQ chain. Both models have a
number of Qs well above the number of polyQs observed at physiological conditions.
Oligomeric models.
Starting from the single chain systems we build the following series of oligomers: I. 4
oligomers in circular β-helix conformation composed by 4, 3, 2, 1 monomers, respec-
tively. These models are named PAD, PAC , PAB, PA, and each monomer is composed
by 40 Q residues (Fig. 3.3 b). II. 4 oligomers in triangular β-helix conformation with
respectively 4, 3, 2, 1 monomers. These models are symbolized by TAD, TAC , TAB,
TA, respectively, and each monomer is composed by 36 Q residues (Fig. 3.3 d). III. 1
oligomer in circular β-helix conformation composed by 8 monomers each containing 25
Q residues (Fig. 3.3 b). The model is named PAH25
Small monomeric models.
We considered 4 monomers in circular β-helix conformation composed by 25, 30, 35,
40 Qs and symbolized by P25, P30, P35, P40, respectively (Fig. 3.3 e).
The total charge state of all the systems studied is neutral. The oligomeric and
the monomeric model are constructed starting from the coordinates of the continuous
systems, selecting a number of Q and considering each residue in the zwitterionic form.
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3.5.2 MD Simulation Protocol
Classical MD simulations of all systems were performed with GROMACS(28; 311) soft-
ware in the canonical (NVT) ensemble with a time step of 2 fs for numerical integration.
The LINCS algorithm was used to constrain all bond lengths(120) and the temperature
was kept close to 300 K by a weak coupling to an external bath(27; 29) with a coupling
constant equal to the time step. GROMOS96(312) force field was employed, which uses
an explicit representation of acidic hydrogen atoms.
Long-range electrostatic interactions were treated with the particle mesh Ewald
(PME) method,(71; 92) using a grid with a spacing of 0.12 nm combined with a fourth-
order B-spline interpolation to compute the potential and forces in between grid points.
The cutoff radius for the Lenard-Jones interactions as well as for the real part of PME
calculations was set to 0.9 nm. All systems were solvated with SPC waters(26) in a
periodic rectangular box large enough to contain the protein and at least 0.9 nm of
solvent molecules on each side of the solute.
The systems were initially relaxed by imposing harmonic position restraints of 1000
Kj/(mol*nm) on solute atoms, allowing the equilibration of the solvent without dis-
torting the solute structure. After an energy minimization of the solvent and the solute
without harmonic restraints, the temperature was gradually increased from 0 to 300
K using simulated annealing (SA).(214; 218) The SA was performed by increasing the
temperature from 0, to 300 K in 12 steps in which the temperature was increased by
25 K in 100 ps of MD.
3.5.3 Calculated properties.
The root mean square deviation (RMSD), the gyration radius (Rg), hydrogen bonds
and secondary structure content were calculated using the formulae reported in the
Supplementary Information (SI). Acknowledgments. The authors thank Dr A. Lesk for
providing the structural model of the circular β-helix.
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4Hydrogen bonding cooperativity
in polyQ β-sheets from first
principle calculations
Polyglutamine β-sheet aggregates are associated with derangement of Huntingtons
disease. The effect of cooperativity of the H-bond network formed both by back-bone
and side chains groups is expected to be important for structure and energetics of
the aggregates. So far no direct description and/or quantification of the effect is yet
available. By per-forming DFT and hybrid DFT/MM simulations of polyglutamine β-
sheet structures in vacuo and in aqueous solution, we observe that the cooperativity
of glutamine side chains affects both the directions perpendicular and parallel to
the backbone. This behavior is not usually ob-served in β-sheets and may provide
significant extra-stabilization together with explaining some of the unique properties
of polyglutamine aggregation.
4.1 Introduction
Huntington and other neurodegenerative diseases depend on the abnormal expansion
of poly-glutamine (polyQ) tracts in proteins which form aggregates rich in β-sheets
associated with neurodegeneration. (56; 57; 75; 205; 241; 245; 276) The glutamine
side chain is similar to the backbone unit. Thus, polyQ tracts can form particular β-
strands stabilized by a hydro-gen bond (HB) net involving both backbone and the side
chains.(158; 241; 245) The pres-ence of a Cooperative Effect (CE) on this peculiar HB
net may play a role in the misfolding and aggregation of polyQ.(241) CE in hydrogen
bonding is very important for both the structure and the energetic of polypeptide
systems:(193)
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The extra-structural stability of polyQ aggregates due to the CE is related to the
number of HBs formed between backbone and side chains.(265) Nevertheless, the con-
clusions so far were achieved by classical molecular dynamics calculations that cannot
answer the critical issue of how to deal with electronic polarizability. This can be de-
scribed by first principle methods, which have in fact already applied in the study of CE
on polypeptides, including polyQ chains. (127; 128; 139; 274; 307; 313; 316; 327; 333)
However, the crucial role of Q side chain HBs on CE has not been investigated so far
by first principles approaches.
Here we perform first principles DFT-PBE(24; 213; 238) calculations on polyQ pep-
tides of increasing complexity, assembled in parallel 1β-sheets (Scheme 4.1), a struc-
ture well characterized from biochemical and theoretical studies.(22; 160; 237; 307)
Our models 2 (Nxn hereafter) differed from each other for the number of strands
(N = 1, 2, 3, 4) and/or for the number of Q in each strand (n = 1, 2, 3, 4). They are
terminated by the ad-dition of −NCH3 and −OCCH3 groups. The resulting 16 models
range from 29 to 320 atoms. (Scheme 4.1. See caption for more details on notations).
Next, because of the obvious role of solvent and temperature effects on polypeptide
conformation(274) , we performed 2 ps of hybrid DFT/MM molecular dynamics calcu-
lations on a large system, a β-helix 3 nanotube (8 turn of 20 Q, see Fig. B.1 in SI B)
in aqueous solution. (28; 175; 310? )
Taken together, our calculations suggest that the CE is manifested both by the
shortening of HB lengths increasing the number of HBs involved (structural aspect)
and by the en-ergy stabilization of H-bonded peptides with respect to the isolated ones
(energetic aspect): We are going to detail in the following some of the crucial feature
of our results.
Finally, to prove that such cooperative effects are due only to the peculiarity of
polyQ chains, we also considered, as a control study: a) series of models where we
1CE turns out to be stronger in parallel β-sheets (like the systems considered here) than in anti-
parallel ones.(160)
2The models were built using HyperChem 8.0 program.(? )
3The structure is characterized by Q residues with φ and ψ angles of -162 and 159 degree.(244) Its
coordinates were kindly provided by Dr. A. Lesk. Although β-helices have a low probability to form
in vivo respect other Q structures, (280; 331) they have been investigated here because: 1) they have
been already investigated by classical MD by us;(265) 2) we provide a qualitative description CE, in-
dependently from the peculiarity of these conformation. Quantitative predictions, which would require
an investigation on a variety of structure proposed, are beyond the scope of the present investigation.
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Figure 4.1: Table of Systems - Each system studied here is defined in terms of the n
and N integers, ranging from 1 to 4. The first number counts the Qs in each strand. It
defines a group of four systems each with the same number of Qs for strand, but with a
different number of strands (a series). The second counts the strands in each system. Thus,
Nx4 indicate systems formed by peptides of 4 Qs (1x4, 2x4, 3x4, 4x4). Nx3 those formed
by 3 Qs (1x3, 2x3, 3x3, 4x3). Nx2 those formed by 2 Qs (1x2, 2x2, 3x2, 4x2). Nx1 those
made up of only 1 Q (1x1, 2x1, 3x1, 4x1).We built also other two different Nx3 series: A)
Nx3SC polyQ series where we varied the side chain conformations. B) Nx3ALA. This is a
polyalanine system.
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varied the initial Q side chain conformations; b) series of models built with polyalanine.
4.2 Structural aspects.
CE on a β-sheet system may be present in patterns perpendicular to the peptide elon-
gation (⊥CE) or parallel to it (‖CE, 4.2 A).(333)
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Figure 4.2: Cooperative Effect - A) Parallel (‖) and perpendicular (⊥) directions of
peptides elongation. B)-C) Structural aspects of CE: B) Backbone CE (⊥CE-effect a):
Mean values of HB lengths of the backbone atoms versus the number of strands for each
series of n Q. C) Side chains CE (⊥CE-effect a): Mean values of HB lengths for the side
chain atoms versus the number of strands for each series of n Q.
1. The ⊥CE is manifested (a) by a decrease of HB length with an increasing
number of piling strands, and (b) by HBs at the center of the pile shorter than in the
rim.(160; 333)
In all the series considered, HB distances decreased with an increasing number of
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piling strands in both the backbone and the side-chains (Effect a in Fig. 4.2 B-C, Tab.
B.2).
In addition, HB lengths turned out to be shorter at the center of H-bonded chains
than at the rim, in the case where at least three HBs are piled up in the perpendicular
direction (N=4) (Effect b in Fig 4.3, 4.4, 4 A and Fig. B.3). This feature was observed
both for the side-chains (Fig. 4.3) and the backbone (Fig. 4.4, 4.5 A, B.2, B.3).
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Figure 4.3: ⊥CE - ⊥CE-effect b: in the Q side chains: Systems 4x4, 4x3, 4x2, 4x1. HB
length versus HB position.
For the backbone, the trend was however observed only when taking averages: the
inner HBs turned out not always to be the shortest of the column 1 (Fig. 4.4). This
fact can be explained, at least in part, by the polarization of the dipoles associated
with the HB functionalities (C=ON-H) of both backbone and side chains. It has been
already observe that the backbone dipoles along the same column of β-strands have
the same orientations (in contrast to those of the adjacent column) and can therefore
sum up increasing the polarization of the systems.(160) How-ever, in the case of polyQ
β-strands, the glutamine side chains counterbalance this polarization, affecting the
inner HBs (Fig. 4.4). Therefore in the columns where the HB dipole orientations were
1With the term column we in-dicate the HB chain in perpendicular direction
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enhanced by similar side chain HB dipole orientations, a CE is present: the shorter
HB was the one in the center of the column; on the other hand, when neighboring side
chain columns had HB dipoles oriented in opposite directions (with respect the column
considered): the inner HB was not the shortest of the column. (Fig. 4.4)
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Figure 4.4: ⊥CE-effect b in system 4x4. - A) In the histograms: HB length of
backbone for different positions inside each strand as a function of the position across the
different strands). Color of the histogram corresponds to the HBs circled on the top-left
picture. The black line represents the mean values over the rows. B) Orientation of dipoles
associated with the HBs for 4x4 (4x3, 4x2, 4x1 treated in SI, Fig. B.3).
To prove this conclusion, we perform the same calculations on the Nx3 polyQ series
varying the side chain conformations (Nx3SC hereafter). Here glutamine side chains
are twisted in such a way they are not able to establish HBs, thus only backbone
HBs are present. As expect, we found both type of ⊥CE (effect a and b). However,
remarkably ⊥CE-type b, is not affect by side chain HB dipole orientations due to the
absence of side-chain HBs. Thus backbone HB lengths turned out to be shorter at the
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center of H-bonded chains than at the rim, in each sin-gle columns d considered, not
only taking the average. (Fig. B.5 - Tab B.4) According to this, we have similar results
also for the Nx3ALA, where there is no possibility for the alanine to form side chain
HBs. (Fig. B.5 - Tab. B.4) Indeed, we found only a ⊥CE of type b: HB lengths are
shorter at the center of H-bonded chains than at the rim, in the case where at least
three HBs are piled up in the perpendicular direction (N=4). (Fig. B.5)
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Figure 4.5: Backbone CE - A) Backbone CE in the direction perpendicular to strand
elongation (⊥CE-effect b): Systems 4x3, 4x2, 4x1. In the histograms: HB length for each
column (the position along the strand) versus the HB position (the position perpendicular
to the strand direction); the black line represents the mean values over the rows. B)
Backbone ‖CE: Series Nx2, Nx3, Nx4. HB length versus HB position.
2. We observed a ‖CE as reflected from shortening of central HB lengths between
two adjacent strands.(333) ‖CE is usually not present in β-sheets because of the alterna-
tive orientation of backbone HB dipoles along the strands ( Fig. 4.2 A).(123; 163; 333)
However, the dipoles associated with the Q side chains add up in a coherent way for
the central HBs between two strands (position 2 in Nx2 series, position 2 and 3 in Nx3
series, posi-tion 2, 3 and 4 in Nx4 series). As a result, the latter turned out to be
shorter than those of the rim (Fig. 4.5 B). We performed the same calculation on the
Nx3SC systems, where there is not the con-tribution of side chains HB. As expected,
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no ‖CE is found.(Fig. B.6 a) These results point to the relevance of glutamine side
chains for the structure of polyQ systems.
To confirm that such cooperative effects are specific only for polyQ and not a general
feature of polypeptide chain, we performed a control study also on a series (Nx3ALA)
of poly-alanine systems (Tab. B.4). As expected, no ‖CE or ⊥CE type a, are found.
(Fig. B.6 b)
Similar conclusions can be drawn by our hybrid QM/MM calculations of the circular
β-helix of polyQ chain, in which the QM region correspond to 4x4 to 4x3 and 3x4, and
the rest of the polyQ tracts as well as the water molecules were included in the MM
region (∼ 45000 atoms). These systems were labeled as 4x4MIX , 4x3MIX , 3x4MIX .
Although the trend of HB lengths in the first two systems qualitatively resembled that
of the corresponding in vacuo models, we have to remark that the HB lengths were
larger (Tab. B.8 and Fig. B.9). Moreover the side chains formed mostly HB with
the solvent. These differences are probably due to the presence of the solvent and to
temperature effects, which are completely neglected in the in vacuo calculations 1. No
CE was observed in the last system (3x4MIX), possibly because of the small number
of strands.
4.3 Energetic aspects.
The stabilization energy associated with the formation of HBs between the different
strands 2 of the systems in vacuo is calculated as follows. First, we define the stabiliza-
tion energy per strand (∆EN ) as the energy associated with the addition of the Nth
Q strand to the QN−1(ENxn), minus the formation energy of N isolated strand.
∆EN = ENxn −N · E1xn (4.1)
ENxn is the energy of a system belonging to the n series and containing N strands; E1xn
is the energy associated to an isolated polyQ strand with n glutamines. This is the
1We further notice that because of the very short time-scale of our QM/MM simulation, our struc-
tural parameters may also not have reached equilibration.
2Unfortunately the stabilization associated to the addition of a Q unit starts with the fourth amino
acid unit, (127)so cannot be investigated here: in fact the number of amino acids in our systems is
never greater than four. This issue must be addressed in a further study.
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for-mation energy of a strand constituted by n glutamines free from long-range effects
(i.e. isolated not-interactive strand).
The stabilization energy per hydrogen bond (∆EHB) was then defined by dividing
∆EN by the number of hydrogen bonds (nHB) in each system.
∆EHB = ∆EN/nHB (4.2)
∆EHB decreased nonlinearly with the number of strands (Fig. 4.6 and Tab. B.1): the
variation of ∆EHB in each series is ∼0.8 kcal/mol passing from two-strands systems to
four-strands systems. This quantity is smaller than the typical DFT-PBE error.(249)
However, here we consider differences of energies in similar systems; thus we can rea-
sonably assume that fortuitous error cancellations errors may increase the accuracy
of our calculations. ∆EHB ranged from -5.0 kcal/mol in the smallest system to - 6.5
kcal/mol in the larger system (4x4), suggesting that a CE effect exists and that for the
present systems this is at maximum of 1.5 kcal/mol per HBs.
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Figure 4.6: Stabilization energy per hydrogen bond (∆EH) for the addition of
an Nth Q strand to the QN−1 - The gradual change of ∆EH versus the number of
strands showed that the strength of the HBs between layers increases nonlinearly with the
number of strands.
As expected the stabilization energy depending on CE is smaller for polyA systems
with respect the polyQ; clearly for the absence of side chain HBs stabilization. Accord-
ing to this hypothesis, if we compute the CE for the Nx3SC series, where the glutamine
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side chains are not able to form HBs, we find result comparable with polyA ones. (Tab.
B.7)
In summary we found that: 1) both parallel and perpendicular CEs affect the
geometry of polyQ β-strands because of the key role of the Q side chains. 2) The
formation of cooperative hydrogen bonds stabilized multiple polyQ β-sheet strands
with respect to a single iso-lated strand. 3) Within the limitations of the calculations
on a single β-stranded structure in water solution, we suggest that environmental effects
on hydrogen bonding CE affects only the magnitude of CE, while the qualitative trend
is the same as that found in the in vacuo calculation.
Acknowledgements. Annalisa Pastore acknowledges funding from MRC grant
No U117584256).
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5Conformational ensemble of
Huntingtin N-term in aqueous
solution explored by atomistic
simulations
The 17-amino-acid N-terminal sequence (N17) of the huntingtin protein, plays a
crucial role in its aggregation mechanism.N17 has been intensively investigated ex-
perimentally. The peptide is mainly unstructured at room temperature, and the
conformational states it visits have not yet been characterized. Here we predict the
free energy landscape of N17 in aqeuous solution by using bias-exchange metady-
namics, together with an all atom description in explicit solvent. N17 turns out to
populate four main kinetic basins, interconverting on the microsecond time-scale. The
most populated basin ( about 75%) is a random coil, with an extended flat exposed
hydrophobic surface. This , might create a hydrophobic seed around which flank-
ing polyQ tracts may collapse. In addition, it may also promote hydrophobic-force
driven associations between Htt N-terminal fragments. The other basins contain he-
lical conformations, which could facilitate the binding on the target surface of N17.
The detailed structural characterization of N17 might help further investigations of
N17 binding to its cellular partners and its effect on huntingtin aggregation.
5.1 Introduction
Huntington disease (HD) is an autosomal-dominant neurodegenerative disorder, for
which there is no cure (142; 195). It is caused by expanded CAG trinucleotide repeats
in the gene that encodes the large (∼ 3500 aa) protein Huntingtin (Htt). The resulting
mutant, with an extended polyQ tract in the N-terminal region, interacts abnormally
with other proteins leading to neuronal dysfunction (38; 75; 108; 271).
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Recently, in vitro (136; 155; 299; 328), in vivo (3; 15; 86; 207; 257; 306) and
in silico studies(176) showed that the N-terminal 17 amino acids fragment (Sequence:
MATLEKLMKAFESLKSF - N17 hereafter), cause a increase of polyQ fibrillation. The
in vivo studies suggest that this effect might arise by a variety of mechanisms. N17
could alter subcellular localization (306). It could nucleate aggregation (136; 176; 273;
298; 328). It might also modulate aggregation by interacting with cellular partners
(115), including the SUMO protein (284), an immunglobulin fragment (63), F-actin
(10) and chaperones (294).
Understanding these mechanisms would greatly benefit from structural information.
A wealth of experimental biophysical techniques, including NMR (298), CD (15;
298; 328) and FRET (298) have established that N17 in aqueous solution does not
possesses a unique, folded structure, adopting predominantly unfolded, random-coil
conformations with transient helical conformation. Detailed information on the pos-
sible conformations present in solutions is so far lacking. Atomistic simulations are a
powerful tool to predict the structural determinants and energetic of peptides in so-
lution, in cases where experiments do not provide straightforward structural informa-
tion. These approaches include molecular dynamics (MD) simulations running on tai-
lored machines or on massive collective calculations initiatives (such as folding@home,
http://folding.stanford.edu/). Alternatively, in the case that the free energy may be
described in terms of few collective variables (CVs), different techniques can be used
(reviewed in (61; 79; 184)). Here, we characterize the thermodynamics and the kinetics
of N17 at room temperature using Bias Exchange Metadynamics (BE), which has been
already applied to similar problems (200; 247; 248).
5.2 Results and Discussion
Our calculations suggest that there are four kinetic basins (or metastable states) at
300 K. Each of them is characterized by a population and by an attractor, which is
defined as the cluster with lower free-energy in the basin. The clusters belongs to each
basins are not necessarily identical in structure, but are kinetically connected, namely
the transition time between two clusters belonging to the same basins is typically much
smaller than the one between clusters belonging to different basins (200).
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The conformers of N7 are here analyzed in terms of basins. The far most populated
state is basin B2 (75%), followed by B1 and B3 (11% and 10%, respectively) and B4
(4%) (Fig. 5.1).
Figure 5.1: N17 Basins - Four basin (B1, red, B2, blue, B3, yellow, B4, grey) of N17
in aqueous solution. Each of them is characterized by a population and by an attractor,
which is defined as the cluster with lower free-energy in the basin. The clusters belonging to
each basins are not necessarily structurally similar, but are kinetically connected, namely
the transition time between two clusters belonging to the same basins is typically much
smaller than the one between clusters belonging to different basins (32; 131; 200). Because
of the large number of clusters we show here the backbone structures only of the attractors
for the sake of clarity. The calculated interconvertion rates between the kinetic basins are
reported. Dotted lines used for rates ¿ 2 µs. The statistical error on the transition times
between states is shown in figure. The kinetic basins differ in terms of secondary structure
content, as also evident from the Ramachandran Plot in the inset.
B1 and B3 include structures with a relatively high helical content. However, the
structure corresponding to a fully formed alpha helix is rather high in free energy
(28 kJ/mol): in fact, residues 11 to 17 for B1 and 7 to 17 for B3 are preferentially
coils. B1 is more compact than B3, as evident from a calculation of its gyration radius
and its Solvent Accessible Surface Area (SASA, Tab. 5.1). However, it has a similar
phobic area (Tab. 5.1). Hence, the conformation of the hydrophobic side chains in B1
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should differs significantly from that of B3, within the same helical fold: indeed, the
hydrophobic side chains of the B1 attractor are located on one side of the helix, whilst
in the B3 attractor they are spread around all the helix (Fig. 5.2). The most occupied
basin at 300 K is, according to our simulation, basin B2, which includes extended-
coiled and highly solvated structures. Notably, the B2 attractor presents a well-ordered
organization of the hydrophobic side chains only on one side of the structure like B1.
B4 is constituted by globular compact coiled structures. It is clearly distinguished from
B2 from a significantly lower gyration radius and a smaller SASA.
Figure 5.2: Hydrophobic Side Chain Distribution - The hydrophobic side chain
distribution of N17’s four attractors is shown.
Next, we check the consistency of our findings with available NMR (298) (i), CD
(15; 298; 328) (ii) and FRET (298) (iii) derived structural determinant.
To make a meaningful comparison, we have first to assess on which time scale the
conformations interconvert into each other. If the interconversion time is small with
respect to experimental time resolution, the properties are measured as an average over
the four conformations. Otherwise, it is more appropriate computing the properties of
each basin separately. Here we have estimated the interconversion kinetics constants
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(Fig. 5.1) following ref. (222).
Basin Populatio Gyration SASA Phobic Phylic End-to-End
(%) Radius (nm) (nm2) Area (nm2) Area (nm2) distance (nm)
B1 11 0.83 27.3 12.8 14.5 1.8
B2 75 1.08 29.5 13.3 16.2 2.5
B3 10 0.96 28.3 12.9 15.4 1.1
B4 4 0.84 27.9 12.6 15.3 2.2
Table 5.1: Selected properties of the four basins
We find that all of them are in the 1 to 200 µs timescale. This is at least 1 order of
magnitude smaller than that time-scale typical of NMR and CD experiments, usually
in the ms. It is instead 3-4 orders of magnitude larger than the timescale of FRET
experiments. The NMR and CD derived structural determinants are hence calculated
as averages, whilst those derived by FRET-derived are calculated for each single basin.
(i) The bidimensional proton TOCSY and NOESY spectra show that N17 adopts a
predominantly unfolded, random-coil conformations (298). Our calculations are consis-
tent with this finding, as our most populated cluster is in a random coil conformation.
In addition, the NOESY spectrum (298) shows a cross-peak (i+2) connecting the Thr3-
Ha and Glu5-HN protons in the weak-range, indicating that the two atoms are at a
distance d between 0.4-0.5 nm. This points to the transient existence of a few residues
in the α-helix conformation (298). Our calculations are also consistent with this find-
ing: the calculated d is 0.49 nm, close to the α-helix characteristic value (0.44 nm). (ii)
CD studies (15; 298; 328) provided approximate estimate of the helical content (HC)
of the peptide, which turns out to be HC ∼= 37%. Our calculated percentage of helical
content is in fair agreement to this value (HC ∼ 29%).
(iii) FRET experiments provide an approximate estimate of N17’s end-to-end dis-
tance of 2.40 ± 0.05 nm (298). Again, the calculations are in fair agreement with this
finding (Tab. 5.1). The value far most populated basin (B2) is close to the experimental
value.
5.3 Conclusions
Determining the conformation that N17 assumes in solution may help understand the
mechanism by which N17 modulates polyQ aggregation in Huntington disease. Our
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free energy calculations suggest that N17 is present in four main kinetic basins, in-
terconverting with each-others in the microsecond time-scale. Our findings are fully
consistent with a wealth of experimental biophysical data. The main populated state
(75%) is a random coil, with extended flat exposed hydrophobic surface. This may in-
crease oligomerization properties of N17 because could both create a hydrophobic seed
around which flanking polyQ tract may collapse (263) and promote hydrophobic-force
driven associations between Htt N-terminal fragments (298). The other significantly
populated basins assume a helical conformation from residues from 1 to 10. The latter
could facilitate the binding on N17’s target surface. This is in agreement with the pro-
posed binding conformation for N17 to a variety of cellular partners (10; 63; 284; 294)
that is helical one.
5.4 Computational Details
As the initial configuration of N17 we have taken its extended coil conformation build
with Modeller 9v8 (293). E, K residues were considered in their charged state. The
peptide was inserted into a cubic box (box vector 7.18 nm) of ∼ 4100 water molecules.
1 Cl- ion was added so as to achieve electroneutrality to the system. Periodic boundary
conditions were applied. The AMBER(parm99) (50; 320), Aqvist (1), and TIP3P
force field (1), was used for the protein, the counter ions, and water, respectively.
Long-range electrostatic interactions were treated with the particle mesh Ewald (PME)
(71; 92) method, using a grid with a spacing of 0.12 nm, combined with a fourth-order
cubic spline interpolation (107) to compute the potential and forces in between grid
points. The cutoff radius for the real part of electrostatics, as well as that for the
Lennard-Jones interactions, was set to 0.9 nm. Simulations were performed in periodic
boundary conditions in the NPT ensemble, with temperatures and pressure kept close
to the desired value (T = 300 K, P = 1 bar) through the Nose´-Hoover (126; 220) and
Andersen-Parrinello-Rahman (219; 234) coupling schemes respectively. The LINCS
algorithm (120) was used to constrain all bond lengths involving hydrogen atoms and
the time-step used was 2 fs. The system was first energy-minimized imposing harmonic
position restraints of 1000 Kj/(mol*nm2) on solute atoms. This allowed the solvent to
equilibrate without distorting the solute structure. After 200 ps of energy minimization
without restrains, the N17 was gradually heated from 0 to 300 K. N17 was gradually
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heated from 0 to 300 K. The temperature was increased by 25 K every 100 ps of
MD. After the latter procedure, the entire system underwent to other 200 ps of energy
minimization and finally to MD The simulations were performed with the GROMACS
software package (28). g sas was used for computing the solvent accessible surface area
with a probe radius of 0.14 nm. g rama an g gyrate package where used for calculating
Ramachandran angles and radius of gyration respectively. The average value of an
observable O (Gyration Radius, SASA, etc) is calculated by using the estimated free
energies, as
< O >=
∑
i(Oi ∗ exp(−Fi/T ))/
∑
i(exp(−Fi/T )).
The free energy as a function of six dimentionless collective variable (CVs) was
calculated using Bias Exchange Metadynamics (247) (A brief summary of the basic
principles of the method is offered in the SI). The CVs are: i) CV1 counts number of
Cγcontacts (hydrophobic contacts), CV2 counts the number of Cαcontacts, CV3 counts
number of backbone hydrogen bonds, CV5, CV6 is the dihedral correlation between
successive Ψ dihedrals. The Gaussian widths for these CVs were 3.0, 6.0, 3.0, 0.6, 0.6
and 0.6 respectively. These parameters have been optimized using the technique in
(66).
The total bias simulation time was 240 ns (40 ns for replica). Convergence was
reached after 12 ns in each replica.
Using the approach of (200), the CV space is divided in a grid of clusters. The free
energy of each cluster is estimated by a weighted-hystogram approach (169), using the
thermodynamic model described in ref (200). The transition rates between each cluster
are valuated introducing the kinetic model described in (200), where a Markovian
diffusive behavior is assumed (see SI) (32; 131).
Both the thermodynamic and the kinetic model require the minimal number of
independent CVs able to describe with a good statistic the behaviors of the clusters.
For our system, the numbers of such CVs turns out to be 4, namely CV2, CV4, CV5,
CV6 (see SI). The set of clusters was thus defined by partitioning this 4 dimensional
CV space in small hype-rectangles of sizes 9.2, 1.19, 0.6 and 1.27 respectively for each
CV.
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6Actin binding by Htt blocks
intracellular aggregation.
The Huntington neurodegenerative disease is associated by ex-
tended polyQ tracts in the protein Huntingtin. The first seven-
teen aminoacids of the N-term region (N17) modulates aggrega-
tion and toxicity of the mutated form of the protein (Mut-Htt).
Because N17 might also mediate binding to F-actin, and modu-
lation of F-actin cytoskeleton affects Mut-Htt aggregation, N17-
actin interactions might also play a role for Htt aggregation. To
address this issue, here we predicted the structural determinants
of such interaction by biocomputing approaches. Then, we iden-
tified mutations that modulate actin binding. The effects of these
mutations and of replacing N17 with actin binding domains were
tested experimentally on intracellular aggregation of the Htt exon
1-CFP/YFP proteins. Taken together, our results corroborate the
hypothesis that N17/F-actin binding might stabilize Mut-Htt.
6.1 Introduction
Huntington disease (HD) is an autosomal dominant polyglutamine (polyQ) disorder. It
is caused by expanded CAG trinucleotide repeats in the gene that encodes the protein
Huntingtin (Htt)(195). The resulting mutant (mut-Htt), with an extended polyQ tract,
causes neurodegeneration(264). Proteolytic processing appears to play a key role in the
progression of HD by releasing short N-terminal polyQ-containing fragments of 100-150
residues (194). Short Htt fragments form β-sheet-containing aggregates (56; 64; 75; 275;
276; 295), which are a hallmark of the disease (64; 275). Because the precise pathogenic
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fragment is not known, we have chosen to study a peptide consisting of the first exon of
Htt, termed Htt exon 1. For cellular studies, we have used cyan and yellow fluorescent
protein fusions to Htt exon 1, termed Htt exon 1-CFP and Htt exon 1-YFP.
The first seventeen amino acids of the Htt amino terminus, termed N17, play a key
role in its aggregation and toxicity (63; 155; 176; 257; 298; 328). N17 controls sub-
cellular localization, aggregation, and cytotoxicity of Htt exon 1 fragments in mam-
malian or yeast cells(15; 257). Multiple roles for N17 have been suggested. It has been
proposed to nucleate Htt aggregation (136; 298; 299); to regulate the type of aggregate
that forms (36; 328); and to mediate binding to protein partners (115; 148) such as
the chaperonin Tric (294), SUMO (284), and F-actin (278). Additionally intracellular
antibody (intrabody) fragment binding to N17 decreases Htt exon1 aggregation, pos-
sibly by masking N17 (63). Some of us (10; 250) and others (21; 44; 207; 208; 289)
have posited a role for actin as an influence on Htt aggregation. While deletion of
N17 altogether reduces overall Htt aggregation (10), which may indicate a role for
N17-mediated protein interactions in regulating protein misfolding, N17 deletion could
also affect protein misfolding via effects on primary protein structure (69; 328). It
remains unclear whether actin binding by Htt increases or decreases Htt aggregation
within cells. In this study we have used molecular modeling combined with cellular
approaches to investigate the role that an N17-mediated interaction with actin might
play in regulating Htt aggregation.
6.2 Results
The N17 region and the WH2 proteins (235) (a family of actin binding proteins char-
acterized by the WiskottAldrich syndrome protein (WASP)-homology domain-2 (235))
contain elements of similarity and identity. We used existing crystal structures of the
WH2/actin interaction to create a model for how N17 might mediate Htt binding to
F-actin (Fig. 6.1). Based on this model, we predicted mutations in N17 that should
decrease actin binding. To predict mutations, which should increase N17/actin affinity,
we chose amino acid substitutions that increase sequence and/or structural similarity
with the WH2 proteins (Fig. 6.2). We subsequently determined the effects of each of
these amino acid substitutions on intracellular aggregation of Htt exon 1 (Fig. 6.2). Fi-
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nally, we determined the effect on Htt intracellular aggregation of complete substitution
of the WH2 and Lifeact F-actin binding domains for the N17 region (Fig. 6.3).
6.2.1 Structural model of the F-actin/N17 complex.
Suitable templates to predict structural determinants of N17/ actin complexes are
WH2 proteins/ actin complex X-ray structures (Tab. 6.1 in SM). Indeed, N17 and
WH2 proteins are similar in primary structure: the sequence similarity (SS) between
Homo sapiens WH2 proteins and N17 is as high as ∼63% (Fig. 6.2 A). Second, they
may share similar secondary structure and binding modes. The WH2 proteins feature
an amphipathic1 N-terminal α-helix when bound to actin in the fully conserved, mostly
hydrophobic binding site (16; 59; 82; 114; 125; 133; 156; 191; 235; 253; 302).2
N17 can adopt an α-helix fold (90% of probability, with AGADIR server (171)) with
an amphipathic distribution of the residues (see hydropathy plot, Section 2 in SM),
consistently with the proposed binding conformation to a variety of cellular partners
(15; 63; 155; 294; 298). Third, one of them, the N-WASP protein, has been linked to
Htt exon1 aggregation (207; 208).
In our modeled structure, N17 residues M8, F11, F17, E12, S13, and S16 bind to
hydrophobic residues of the binding site (Fig. 6.1 and Tab. 6.1). In addition, K9, K15,
and S16 form H-bonds with T133 and M355 backbone (Fig. 6.1). This binding mode is
fairly similar to that of the WH2 proteins. Some differences are to be expected because
of the presence of a larger number of polar residues in N17 than in WH2 (Fig. 6.1 and
Fig. 6.2 A).
6.2.2 Predicting mutations affecting F-actin/N17 interaction.
According to the F-actin/N17 model mutations predicted to disrupt N17 H-bond inter-
actions with F-actin should inhibit the binding reducing the affinity for F-actin. These
include: (i) K9A, K15A, K15C, S16A, E12T. On the other hand, increasing the SS
with WH2 proteins, for which binding in cell has been demonstrated (16; 133; 156;
1An amphipathic molecule contains both polar (water-soluble) and nonpolar (not water-soluble)
regions.
2The hydrophobic binding site is made of residues Y143, A144, G146, T148, G168, I341, I345,
L346, L349, T351, M355. It is composed by a cleft (between domains 1 and 3) and a contiguous pocket
at the front end of the cleft (82). The hydrophobic pocket is solvent accessible both in F- and G-actin
(82) (Section 3 in SM).
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F-­‐ac%n	   G-­‐ac%n	   Hydrophobic	  Pocket	  
Hydrophilic	  
Hydrophobic	  
N17	  
A	   B	  
C	  
D	  
E	  
Figure 6.1: Model of F-actin/N17. - (A) Cartoon representing a monomer of F-actin
(blue) (see SM for modeling details). (B) monomer of F-actin (blue) in complex with
N17 (red cartoon). The hydrophobic binding site is represented as a yellow surface. (C)
Scheme of N17/AHP interactions. (D) The orientation of hydrophobic and hydrophilic
residues of N17. (E) N17 helical wheel.
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Table 6.1: Mutation of N17 and their effect on aggregation. - Comparisons with
experimental available data are also included. HB=hydrogen bond; SB=salt bridge).
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191; 302),are instead expected to increase the affinity for F-actin. Mutations which
increase SS include T3A, F11G, F17V and L7S. Finally, mutations which stabilize the
N-terminal helix are expected to bind more tightly to F-actin, as APBs bind with such
fold. This is the case of the S13D mutation, which stabilizes the N17 helix fold, due to
D salt bridge with K9.
6.2.3 Cell essays
To evaluate the effect of various point mutations in the Htt exon 1 protein, we used
a combination of fluorescence imaging to discern effects on inclusion formation, and
an intracellular aggregation assay based on fluorescence resonance energy transfer
(FRET)(250). These approaches have now been validated in our prior work (10; 80; 250;
278). Mutants predicted to increase binding affinity between N17 and actin reduced
aggregation. Conversely mutants predicted to decrease binding affinity, increased ag-
gregation (Fig. 6.2).1 These results were consistent with prior studies that indicate that
mutation S13/16A and S13/16D, increase and decrease aggregation, respectively(109).
Our previous results support the idea that the N17 domain reduces Htt aggregation
by binding to actin, although we cannot rule out its binding to other cellular struc-
tures. To directly test whether actin binding would reduce Htt aggregation, we created
a chimeric protein in which we replaced the N17 region of Htt exon1 with two domains
for which the direct interaction with F-actin is established: a 17aa domain (from WH2
proteins) that binds the hydrophobic pocket of actin(2; 41; 58; 59; 83; 119; 235; 277),
and Lifeact, a 17 aa F-actin binding peptide used as an F-actin marker (256). These
substitutions strongly reduced Htt exon 1 aggregation as measured by FRET and flu-
orescence imaging in HEK293 cells (Fig. 6.3).
Some consideration on the accuracy of our model. As in any model, these
results are subject to caveats. Here, we consider only one of the possible orientations
of the N17 helix (front-to-back). However the opposite orientation is also possible
(back-to-front). According to our modeling procedure (see Methods session), the first
creates more hydrophobic contacts and more hydrophobic binding events than the
second (Table S2-S3 in SM). Hence, N17 is expected to bind more tightly than in the
back-to-front orientation. In addition, this modeling suffers from the typical limitations
1T3A mutation experimentally shows conflicting results and hence it is not discussed here.
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Figure 6.2: Experiment 1 - A) Sequence Alignment between N17 and WH2 domains in
Human Homo sapiens proteins (SS=63%). Two of the suggested mutations in FRET and
Fluorescence experiments are underlined. B) Effects of mutations in N17 on Htt Aggre-
gation. HEK293 cells were transfected with either wild-type Htt exon 1 (Q72)-CFP/YFP
or the indicated mutants in the N17 region. Relative aggregation vs. wild-type, expanded
Htt was determined by calculating the relative FRET signal derived from Htt aggregation.
Note that some mutations strongly increase aggregation (e.g. K15A), while others suppress
aggregation (e.g. F11G). C) Representative fluorescence images of cells expressing various
Htt constructs. HEK293 cells were transfected with either wild-type Htt exon 1-YFP or the
indicated mutants in the N17 region. Images were taken by fluorescence microscopy after
48h in culture. Htt exon 1 (Q25)-YFP does not form inclusions, whereas the expanded
form (Q72) forms cytoplasm inclusions. The K15A mutant increases inclusion formation,
whereas the F11G mutant blocks aggregation. These images are representative of the cells
studied in the FRET analysis.
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H"	  exon1	  Q25 H"	  exon1	  Q72
LifeactN17	  Q72 WH2	  Q72
** 
** 
A	   B	  
Figure 6.3: Experiment 2 - A) Substitution of the N17 region with a peptide actin
binding sequences reduces Htt exon 1 aggregation. The N17 region of Htt exon 1was removed
and replaced with the 17aa lifeact peptide sequence (which binds F-actin), or the 17aa
WH2 domain (which binds both G and F actin). HEK293 cells were transfected either
with wt Htt exon 1(Q72)-CFP/YFP or with the indicated chimeric proteins. Substitution
with either the Lifeact sequence or the WH2 domain strongly reduced Htt aggregation, as
measured by FRET. B) Representative images of cells expressing chimeric Htt constructs.
HEK293 cells were transfected with the indicated Htt exon 1-YFP constructs, and imaged
by fluorescence microscopy. Htt exon 1 (Q25) remains diffusely distributed, whereas Htt
exon 1 (Q72) forms intracellular inclusions. Lifeact-Htt localizes to the actin cytoskeleton,
but does not form inclusions. WH2-Htt is diffusely distributed, and does not form inclusions
either. These images are representative of the cells used to obtain the FRET measurements
in Fig. 6.3 A.
56
6.3 Discussion
of rigid protein modeling (201). Finally, our model does not take into account the recent
claim that WH2 proteins are incompatible to F-actin filament in crystallization studies
(254), because of two reasons. First, such claim is mainly based on the superposition
of a loop of F-actin (the so-called D-loop) on the cleft, which would hamper ligand
binding. However, a simple analysis of the loop conformations based on the available
structural information (See Section 4 in SM) shows that this loop is highly flexible, and
its conformation is dictated by the type of ligand bound the cleft. So this claim appears
to be unjustified. Second, our model is made for in cell conditions. These are expected
to be different from those of the X-ray diffraction experiments. Indeed, WH2/F-actin
binding in these conditions have been demonstrated (16; 133; 156; 191; 302).
6.3 Discussion
The protein context surrounding the polyQ repeat is important for modulating its ag-
gregation potential and toxicity (306). In particular, N17 has a critical influence on
Htt aggregation and toxicity (3; 15; 257; 284; 298). Prior work has suggested that the
N17 region of Htt might mediate binding to F-actin at a ∼ 1M affinity (10), although
this has been difficult to quantify precisely. However, the role of an actin interac-
tion in Htt aggregation has been somewhat uncertain. Based on existing structural
information regarding the binding of the WH2 proteins with the hydrophobic pocket
of G-actin, we created a molecular model to identify 10 mutations in N17 that are
predicted to modulate actin binding. We then directly tested the effects of these mu-
tations on intracellular aggregation of the Htt exon 1-CFP/YFP proteins. We found
that all mutations predicted to weaken the interaction of Htt exon 1 with actin in-
creased intracellular aggregation, whereas those predicted to increase Htt/actin affinity
uniformly reduced intracellular aggregation. Finally, substitution of bona fide actin
binding domains (WH2 and Lifeact) each dramatically reduced Htt exon 1 intracellu-
lar aggregation. These results are consistent with a model that F-actin binding could
serve to stabilize the expanded form of the Htt protein, and can help explain why
modulation of the F-actin cytoskeleton has been observed to have profound effects on
intracellular aggregation of Htt.
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6.4 Methods
6.4.1 Modeling.
The structure of N17/actin was predicted by homology modeling in several steps (see
SI for details):
1. Identification of to ABPs homologous to N17, using BLAST(4).
2. Alignment between N17 and Homo Sapiens ABPs sequences using CLUSTALW
(300). The proteins which exhibit the largest sequence similarity are the class
of WH2 proteins (235) (63%) Instead, it is less of ∼ 36% with other actin bind-
ing protein in the same hydrophobic region (62) (Fig S5 SM). Similar trend is
found when aligning the sequences of all eukaryotic species (See Material Online).
Structural information of the complexes with actin of members of both the class
and the family is available.
3. Structural prediction of the actin monomer (A) and F-actin (B) in complex with
N17. (A) is based on structural information of the WH2 proteins presented
in Tab. D.1 in SM (PDBID 2A3Z, 2A40, 2A41 from (59), 2D1K from (181),
and 2VCP (unpublished). The superposition of the target sequence (N17) on a
template structure (WH2) implies the calculation for of an ’average structure’ or
’framework’ (283; 292). The templates are averaged into the framework using
weights corresponding to their similarity with target sequence (283). Among the
WH2 complexes, the largest weight has been assigned here to N-WASP/Actin
complex (PDBID 2VCP) because it is the only one from Homo Sapiens and
because N-WASP is the only WH2 protein linked to Htt exon1 aggregation (207;
208). B) is based on the structural determinants of 2VCP actin and 3BYH-based
model of F-actin (100) (see SM). We used the Modeller 9v.6 package (95; 201;
269; 293).
6.4.2 Experimental methods:
1. Plasmid construction: Plasmids Htt exon1 Q25 CFP/YFP and Htt exon1 Q72
CFP/YFP were described previously (250). A series of mutants in the N17 re-
gion of Htt exon1 Q72 CFP/YFP were generated using the QuikChangeTM Site-
Directed Mutagenesis Kit from Strategene. The Htt exon1 N17 region (MATLE
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KLMKAFESLKSF) was also replaced by lifeactN17 (MGVADLIKKFESISKEE)
or a WH2 domain (MRDALLDQIRQGIQLKSV), and named as LifeactN17 Q72
CFP/YFP and WH2 Q72 CFP/YFP, respectively.
2. Cell culture and transfection: HEK293 cells were cultured in Dulbecco’s mod-
ified Eagle’s medium-5% fetal bovine serum (FBS) and transfected with lipo-
fectamineTM reagent. For FRET assay, 24 hours post trasfection, cells were
passaged onto a 96-well black plate, cultured for another 24 hours, and then fixed
with 4% paraformaldehyde. For microscopic imaging, 24 hours post transfection,
cells were fixed with 4% paraformaldehyde. Fluoresence images of cells were taken
using a confocal image system from Zeiss.
3. FRET assay: FRET assay was performed as described previously (Desai, 2006).
The relative FRET of all mutants or fused constructs were generated by nor-
malizing to the FRET of Htt exon1 (Q72)-CFP/YFP, which was expressed as
1.0. The FRET assay was performed using a fluorescence plate reader (TECAN,
Infinite M1000).
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The first exon of the huntingtin protein (Htt Exon 1 in Fig. 1.1) contains the polyQ
region. It is implicated in Huntington disease (75; 196). It can form aggregates similar
to those observed in the neurons of aﬄicted patients (75; 196). It is therefore very
important to get insights on the structure of Htt Exon 1 and of its complexes with
cellular partners (306).
In this thesis, I have investigated by computational methods two relevant structural
aspects of Htt Exon 1.
First, I have studied the effect of cooperativity on the polyQ expansion. The length
of the polyQ region in Htt Exon 1 is inversely correlated to the age of onset of symptoms
(112; 259). Although neither the Huntingtons disease onset mechanism nor the struc-
tural properties of polyQ aggregates are know, the similarity between the glutamine
side chain and the amino acids backbone attributes a crucial role to the formation of
intramolecular hydrogen bonds (HB) in polyQ aggregates (241). Hence, a characteris-
tic feature of polyQ repeats is that they can form β-sheets stabilized by HBs not only
between backbone atoms, but also between atoms of the side chains. By performing
molecular dynamics calculations, I have further corroborated the hypothesis (241) that
the HB content plays a major role in the structural stability of polyQ systems. Indeed,
on passing from large monomeric systems to oligomeric ones, PolyQs tracts always
tried to establish the higher number of HBs between both side-chain and backbone
atoms, independently of the β-sheet content and the number of Qs in each structure.
Furthermore, quantum-mechanical calculations point to the fact that, as expected, the
HB network of polyQ β-sheets is associated with a CE other than that of the amino
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acids (193). According to our calculations, side chain HBs affect the cooperativity
in both the directions perpendicular and parallel to the backbone (Fig. 7.1 ). The
presence of such extra-stabilization may help explain some of the unique properties of
polyQ. These are (i) their aggregation propensity and the ability of creating tighter in-
teractions, which increase by increasing the number of Qs, first suggested by Perutz in
1994 (241). (ii) The propensity to create high stable HB networks, which may provide
possible explanation for the known PolyQ ability in sequestrating transcriptor factors
rich in polyQ(335).
Figure 7.1: Cooperative Effect of PolyQ - Stabilitation Energy per HB: the strength
of the HBs between layers increases nonlinearly with the number of strands, according to
our calculations.
Next, I have investigated the structure of one of the Htt Exon 1 flanking regions.
This is the first seventeen amino acids of the N-term region (N17). N17 modulates
aggregation and toxicity of Htt Exon1 (306). First, I have predicted the conformational
properties of the peptide in solution. The peptide is mainly unstructured at room
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temperature. However, the conformational states visited by N17 have not yet been
characterized. I have predicted the free energy landscape of N17 in aqueous solution by
using computational methods, together with an all atom description in explicit solvent.
N17 turns out to populate four main conformational ensembles, interconverting on
the microsecond time-scale. The most populated ensemble (about 75%) is a random
coil, with an extended flat exposed hydrophobic surface. At the speculative level, this
might create a hydrophobic seed around which flanking polyQ tracts may collapse. In
addition, it may also promote hydrophobic-force driven associations between Htt N-
terminal fragments. The other ensembles contain helical conformations. The results
are in accord with experiments (15; 298).
The detailed structural characterization of N17 alone helps investigate N17 inter-
actions to one of its cellular partners, F-actin. Because a modulation of F-actin cy-
toskeleton affects Mut-Htt aggregation, N17-actin interactions might also play a role
for Htt aggregation. This study has been carried out in collaboration the neurobiology
Lab of Prof. M. Diamond (Washington University School of Medicine).
!"#
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Figure 7.2: N17 - Conformations visited by N17 in solution (B1-B4). The helical con-
formation bind to the actin surface, according to our model (structure in the middle of the
figure)
To address this issue, here we predicted the structural determinants of such inter-
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action by biocomputing approaches. Only the helical conformation among the four
found in aqueous solution turns out to be compatible with the binding to actin. The
correspondent model is shown in Fig. 7.2. Then, I identified mutations that modu-
late actin binding. The effects of these mutations and of the replacement of the entire
N17 with actin binding domains were tested experimentally by Prof. Diamond’s Lab in
HEK293 cells using procedure described in (80). A combination of fluorescence imaging
to discern effects on inclusion formation, and an intracellular aggregation assay based
on fluorescence resonance energy transfer (FRET) was used (152). Taken together, our
results corroborate the hypothesis that N17/F-actin binding might stabilize Htt Exon
1.
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8.1 Introduction
”Certainly no subject or field is making more progress on so many fronts at the present moment, than
biology, and if we were to name the most powerful assumption of all, which leads one on and on in an
attempt to understand life, it is that all things are made of atoms, and that everything that living things
do can be understood in terms of the jigglings and wigglings of atoms.”
Richard P. Feynman from Six easy pieces 1963
Biomolecular modeling is a fertile and growing area, with exciting opportunities for molecular bio-
physics. Its application required a deep understanding of the tremendous complexity of the system
of interest. Vast amounts of data are being provided by large-scale research efforts in genomics, pro-
teomics, glycomics and structural biology. The challenge for computational techniques is to help in
efforts to investigate features not directly accessible to experiments (309). Whereas it is indeed possible
to take ”still snapshots” of crystal structures and probe features of the motion of molecules through
NMR, no current experimental technique allows access to all the biologically relevant time scales of
motion with atomic resolution (309). Increasingly, computer simulations of biological macromolecules
are helping to meet this challenge. Simulations based on fundamental physics offer the potential of
filling-in these crucial ’gaps’, modeling how proteins and other biomolecules move, fluctuate, interact,
react and function. Improvements in computer hardware continue to deliver more computational power,
which, when combined with theoretical and algorithmic developments, have led to an increasing range
and depth of applications of molecular modeling and molecular dynamics in biology.
8.2 Homology Modeling
Knowledge of the three-dimensional structure of proteins is a prerequisite for molecular dynamic simu-
lations. Only two spectroscopic techniques, nuclear magnetic resonance (NMR) and X-ray, can produce
high-resolution three-dimensional coordinates of macromolecules. Most other spectroscopic techniques
either add information to such three-dimensional coordinates, or require these coordinates for detailed
interpretation of their results. NMR and X-ray are very elaborate techniques, and worldwide only about
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30 protein structures are solved per day, wilts about 50 sequences per ten minutes were determined
and deposited (315). Consequently, the necessity for homology modelling is tremendously increasing.
In its most elementary form, homology modelling involves calculating the structure of a protein for
which only the sequence is known using its alignment with a homologous protein for which the structure
is known.
Homology model is based on a major observation: During evolution, the structure is more stable and
changes much slower than the associated sequence; hence similar sequences adopt practically identical
structures, and distantly related sequences still fold into similar structures (62). This relationship
was first identified by Chothia and Lesk (1986) (62) and later quantified by Sander and Schneider
(1991)(270). Thanks to the exponential growth of the Protein Data Bank (PDB), Rost (1999) (266)
could derive a precise limit for this rule (Fig. 8.1). As long as the length of two sequences and the
percentage of identical residues fall in the region marked as ”safe” the two sequences are practically
guaranteed to adopt a similar structure (Fig. 8.1).
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Figure 25.1. The two zones of sequence alignments. Two sequences are practically guaranteed
to fold into the same structure if their length and percentage sequence identity fall into the
region marked as ‘‘safe.’’ An example of two sequences with 150 amino acids, 50% of which are
identical, is shown (gray cross).
Imagine that we want to know the structure of sequence A (150 amino acids
long, Figure 25.2, steps 1 and 2). We compare sequence A to all the sequences of
known structures stored in the PDB (using, for example, BLAST), and luckily find
a sequence B (300 amino acids long) containing a region of 150 amino acids that
match sequence A with 50% identical residues. As this match (alignment) clearly falls
in the safe zone (Fig. 25.1), we can simply take the known structure of sequence B
(the template), cut out the fragment corresponding to the aligned region, mutate those
amino acids that differ between sequences A and B, and finally arrive at our model
for structure A. Structure A is called the target and is of course not known at the
time of modeling. In practice, homology modeling is a multistep process that can be
summarized in seven steps:
1. Template recognition and initial alignment
2. Alignment correction
3. Backbone generation
4. Loop modeling
5. Side-chain modeling
6. Model optimization
7. Model validation
At almost all the steps choices have to be made. The modeler can never be sure to
make the best ones, and thus a large part of the modeling process consists of serious
thought about how to gamble between multiple seemingly similar choices. A lot of
research has been spent on teaching the computer how to make these decisions, so
that homology models can be built fully automatically. Currently, this allows mod-
elers to construct models for about 25% of the amino acids in a genome, thereby
supplementing the efforts of structural genomics projects (Sanchez and Sali, 1999,
Peitsch, Schwede, and Guex, 2000). This average value of 25% differs significantly
Figure 8.1: The two zones of sequence alignments. - Two sequences are practically
guaranteed to fold into the same structure if their length and percentage sequence identity
fall into the region marked as ”safe” (266)
Homology modelling is usually described a a m lti-step process, that can be summarized in seven
steps:
1. Template recognition and initial alignment
2. Alignment correction
3. Backbone generation
4. Loop modeling
66
8.2 Homology Modeling
5. Side-chain modeling
6. Model optimization
7. Model validation
8.2.1 Step 1: Template recognition and initial alignment
In the safe homology modeling zone (Fig. 8.1), the percentage identity between the sequence of interest
and a possible template is high enough to be detected with simple sequence alignment programs such
as BLAST (4) or FASTA (236). To identify these hits, the program compares the query sequence to
all the sequences of known structures in the PDB using mainly two matrices:
• A residue exchange matrix. It is 20x20 matrix where any couple of the 20 amino acids have
a score of likelihood to be aligned. Along the diagonal there are the conserved residues with
the highest score. Exchanges between residue types with similar physicochemical properties (for
example F→Y) get a better score than exchanges between residue types that widely differ in
their properties.
• An alignment matrix. The axes of this matrix correspond to the two sequences to align, and
the matrix elements are simply the values from the residue exchange matrix for a given pair
of residues. During the alignment process, one tries to find the best path through this matrix,
starting from a point near the top left, and going down to the bottom right. To make sure that
no residue is used twice, one must always take at least one step to the right and one step down.
!" #"
Figure 8.2: Matrix - A)residue exchange or scoring matrix used by alignment algorithms.
This matrix is symmetric since the score for aligning residues A and B is normally the same
as for B and A. B) alignment matrix for two sample sequences, using the scores from A.
The optimum path corresponding is shown in grey.
Four general types of scoring have been applied to alignments:
Identity: considers only identical residues
Genetic Code: considers the number of base changes in DNA or RNA to inter convert the codons
for the amino acids
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Chemical Similarity: considers the physico-chemical properties (e.g., polarity, size, charge) with
greater weight given to alignment of similar properties
Observed Substitutions: considers substitution frequencies observed in alignments of sequences
(i.e. frequency with which a given amino acid is observed to be replaced by other amino acids among
proteins for which the sequences can be aligned.)
In this thesis we use the BLOSUM matrix based on Observed Substitutions.
BLOSUM Matrices The substitution matrices derived by Dayhoff and co-workers (76) were
based on substitution frequencies from global alignments of very similar sequences (The mutation
probability matrix that they derived gives the probability of one amino acid mutating to a second amino
acid within a particular evolutionary time). Henikoff and Henikoff (117) extended this approach by
developing substitution matrices using local multiple alignments of more distantly related sequences. A
database was assembled that contained multiple alignments (without gaps) of short regions of related
sequences. These sequences were clustered into groups (blocks) based on their similarity at some
threshold value of percentage identity. Blocks substitution matrices (BLOSUM) were derived based on
substitution frequencies for all pairs of amino acids within a group. The different BLOSUM matrices
were obtained by varying the threshold. For example, a BLOSUM80 matrix is derived using a threshold
of 80% identity.
8.2.1.1 Definition of sequence identity and sequence similarity from (266)
Pairwise sequence identity was defined by the percentage of residues identical between two aligned
sequences (e.g. aspartic matching aspartic counts 1: D - D = 1; aspartic on glutamic was a non-match:
D - E=0). Pairwise sequence similarity was defined by the percentage of residues similar between
two sequences (e.g. D - D ≤ 1; and aspartic on glutamic was now considered a match: D-E > 0).
Similarity scores depend on:
The percentage sequence identity between template and target. If it is greater
than 90%, the accuracy of the model can be compared to crystallographically determined structures,
except for a few individual side chains(62). From 50% to 90% identity, the root main square deviation
error in the modeled coordinates can be as large as 1.5 A˚, with considerably larger local errors. If
the sequence identity drops to 25%, the alignment turns out to be the main bottleneck for homology
modeling, often leading to very large errors.
BLAST and FASTA are successful when the query is highly similar to structures in the database.
In contrast, templates that are close to the possible homology modelling threshold are harder to find
or may even remain undetected. The multiple sequence methods for fold identification (5; 144) are
especially useful for finding significant structural relationships when the sequence identify between the
target and the template drops below 25%. This class of methods appears to be one of the most sensitive
fully-automated approaches for detecting remote sequence-structure relationships.
8.2.2 Step 2: Alignment correction
Once identified one or more possible modelling templates using the initial screening described above,
more sophisticated methods are needed to arrive at a better alignment. Many programs are available to
align a number of related sequences, for example, CLUSTALW(300), which take care of also of amino
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Figure 8.3: SI and RMSD - The relation of residue identity and the RMSD devia-
tion of the backbone atoms of the common cores of 32 pairs of homologous proteins (62).
RMSD =
√
NP
i=1
d2i
N where N=total number of atoms and di=distance between the coordi-
nates of an atom i at t=0 and tn when the structures are superimposed. Picture taken
from Chotia and Lesk, EMBO J 1986 (62).
acids chemical features. For example, if at a certain position only exchanges between hydrophobic
residues are observed, it is highly likely that this residue is buried. Considering this knowledge during
the alignment, it is possible to use the multiple sequence alignment to derive position-specific scoring
matrices, which are also called profiles(300). In recent years, new programs such as MUSCLE and
T-Coffee have been developed that use these profiles to generate and refine the multiple sequence
alignments(88; 221).
8.2.3 Step 3: Backbone generation
Once an initial target-template alignment has been built, a variety of methods can be used to construct
a 3D model for the target protein. We can identify three classes (201):
1. Modeling by rigid-body assembly. This method assembles a model from a small number of rigid
bodies obtained from aligned protein structures. The approach is based on the natural dissection
of the protein folds into conserved core regions, variable loops, and side chains.
2. Modeling by segment matching. It relies on the approximate positions of conserved atoms in
the templates. Comparative models can be constructed by using a subset of atomic positions
from template structures as guiding positions, and by identifying and assembling short, all-atom
segments that fit these guiding positions.
3. Modeling by satisfaction of spatial restraints. It uses either distance geometry or optimization
techniques to satisfy spatial restraints obtained from the alignment.
I will treat only the latter one, since it is the one used in this thesis.
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8.2.3.1 Modeling by satisfaction of spatial restraints
The methods in this class generate many constraints or restraints on the structure of the target se-
quence, using its alignment to related protein structures as a guide. The restraints are generally
obtained by assuming that the corresponding distances and angles between aligned residues in the
template and the target structures are similar. These homology-derived restraints are usually supple-
mented by stereochemical restraints on bond lengths, bond angles, dihedral angles, and nonbonded
atom-atom contacts obtained from a molecular mechanics force field. The model is then derived by
minimizing the violations of all the restraints. This can be achieved either by distance geometry or
real-space optimization. A real-space optimization method, such as that implemented in the computer
program MODELLER(269), starts by building the model using the distance and dihedral angle re-
straints on the target sequence derived from its alignment with template 3D structures. Then, the
spatial restraints and an empirical force field terms, which enforce proper stereochemistry, are com-
bined into an objective function. Finally, the model is generated by optimizing the objective function in
Cartesian space. Modeling by satisfaction of spatial restraints can use many different types of informa-
tion about the target sequence. Therefore this is a very powerful tool for proteins structure predictions.
One of the strengths of modeling by satisfaction of spatial restraints is that constraints or restraints
derived from a number of different sources can easily be added to the homology-derived restraints. For
example, restraints might be obtained from NMR experiments, cross-linking experiments, fluorescence
spectroscopy, image reconstruction in electron microscopy, site-directed mutagenesis, etc. In this way,
a comparative model, especially in the difficult cases, could be improved by making it consistent with
available experimental data.
8.2.4 Step 4: Loop modeling
Any insertion or deletion in the alignment implies a structural change of the backbone, and can thus
not be modelled in the previous step. Since these changes usually take place outside regular secondary
structure elements, their prediction is referred to as loop modelling.
There are two major approaches to the problem:
1. Knowledge based : which search the PDB for known loops with high sequence similarity to the
target and endpoints that match the anchor residues between which the loop has to be inserted
(210). All major molecular modeling programs and servers support this approach including
Modeller, the one used here.
2. Energy based : which sample random loop conformations whith an energy function used to judge
the quality of a loop (329).
8.2.5 Side-chain modeling
The most successful approaches to side-chain prediction are knowledge based. They use libraries of
common side- chain rotamers extracted from high-resolution X-ray structures (60; 87; 192). An essential
feature of these libraries is backbone dependence, hence they store the distribution of the side-chain
dihedral angles (χ1, χ2 etc.) as a function of the backbone dihedrals φ and ψ. This not only increases
the accuracy, but also decrease the search space: certain backbone conformations strongly favor certain
rotamers (allowing, for example, a hydrogen bond between side chain and backbone). The prediction
accuracy is usually quite high for residues in the hydrophobic core where more than 90% of all χ1-angles
70
8.2 Homology Modeling
fall within ±20 degree from the experimental values, but much lower for residues on the surface where
the percentage is often even below 50% (45). There are two reasons for this:
1. Experimental reasons: flexible side chains on the surface tend to adopt multiple conformations,
which are additionally influenced by crystal contacts. So even experiment cannot provide one
single correct answer.
2. Theoretical reasons: the energy functions used to score rotamers can easily handle the hydropho-
bic packing in the core (mainly Van der Waals interactions), but are not precise enough to get
the complicated electrostatic interactions on the surface, including hydrogen bonds with water
molecules and associated entropic effects.
Nevertheless, the surface residues are among the most important ones to get right; they mediate
all the interactions, and applications such as drug design or protein docking thus critically depend on
them (315).
8.2.6 Step 6: Model optimization
Once all these steps are completed, one obtains the initial homology model, which hopefully looks
broadly similar to the target structure. The minor details, however, such as the precise backbone
conformation, hydrogen-bonding networks or certain side-chain rotamers, are often wrong. Predictors
try to bridge the gap between model and target using various optimization and refinement techniques,
such as molecular dynamics and Monte Carlo simulations(315). However, for a given model, there
are unfortunately many more paths leading away from the target than towards it, and combined with
the limited accuracy of empirical force fields, this makes it very easy to reduce the model accuracy
during the refinement. Consequently, the best optimization is often no optimization(315). Indeed at
every minimization step, a few big errors (like bumps, i.e., too short atomic distances) are removed
while many small errors are introduced(164; 165). When the big errors are gone, the small ones start
accumulating and the model moves away from the target (164; 165)(Fig. 8.4).
Moreover, several protein structures published in the Protein Data Bank (PDB) were discovered to
be erroneous (54). Even when the structure determination process is correct, the determined structure
may adopt a non-physiological fold, for example, due to non-physiological constraints imposed by the
crystal in the case of X-ray crystallography(147). Such errors increase in computationally derived
structures, which are built by extrapolating from a homologous protein (95) and many alternative
conformations might be generated during the simulation (147). Programs that try to numerically assess
the correctness of a given structural model for a protein are called Model Quality Assessment Programs
(MQAPs). The need for such programs is widely recognized by the structural biology community, as
evidenced by the inclusion of a category for assessing MQAP performance in the biennial Critical
Assessment of Techniques for Protein Structure Prediction (CASP) experiment (67).
Four are the approaches that address this problem and that perform well at the 2008 CASP
(68; 147):
• YASARA (165), which runs molecular dynamics simulations of models in explicit solvent, using
a new partly knowledge-based all atom force field derived from Amber(50), whose parameters
have been optimized to minimize the damage done to protein crystal structures.
• The LEE-SERVER, which makes extensive use of conformational space annealing to create align-
ments, to help Modeller(269) build physically realistic models while satisfying input restraints
from templates and CHARMM(42) stereochemistry, and to remodel the side-chains.
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Figure 8.4: Model optimization - The average rmsd between models and targets during
an extensive energy minimization of 14 homology models with two different force fields
(AMBER(50) and YAMBER(164; 165)). Both force fields improve the models during the
first 500 energy minimization steps but then the small errors sum up in the classic force
field and guide the minimization in the wrong direction, away from the target while the self-
parameterizing force field goes in the right direction. This figure was taken from Chapter
25 of Homology Modeling, by Elmar Krieger, Sander B. Nabuurs, and Gert Vriend (166)
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• ROSETTA (74), whose high resolution refinement protocol combines a physically realistic all
atom force field with Monte Carlo minimization to allow the large conformational space to be
sampled quickly.
• UNDERTAKER (11), which creates a pool of candidate models from various templates and then
optimizes them with an adaptive genetic algorithm, using a primarily empirical cost function
that does not include bond angle, bond length, or other physics-like terms.
The single-structure MQAPs that performed best in CASP8 was LEE-server(147) and it is the
ones used in this thesis.
8.2.7 Step 7: Model validation
The number of errors (for a given method) mainly depends on two values:
1. The percentage sequence identity between template and target. See Previous Sections.
2. The number of errors in the template. Protein structures were error free until the landmark
article on Procheck by the Thornton group (177). This article can be seen as the beginning
of the realization that crystallographers and NMR spectroscopists actually use experimental
techniques to determine their coordinates. Structure validation became a common household
technique for most scientists however a mayor bottlenecks remain: the detection of an error does
not implicitly mean that the error can be removed.
8.2.8 Last Step: Iteration
If the model is not good enough, (part of) the modelling process has to be repeated. For instance, wrong
side-chain conformations can be improved by iterating the process from step 5 onwards. Sometimes, this
iteration step means that one has to start the modelling process all over again using another template
or alignment. Alternatively, one can start several modelling processes using different templates. The
resulting models can be combined in the end to produce a hybrid model that consists of the strongest
points of each separate model.
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8.3 From Microscopic to Macroscopic: Simulations as a
bridge between theory and experiments
8.3.1 Introduction
An experiment is usually made on a macroscopic sample that contains an extremely large number of
atoms or molecules sampling an enormous number of conformations. On the other hand computer
simulations generate information at the microscopic level, including atomic positions and velocities.
The conversion of this microscopic information to macroscopic observables such as pressure, energy,
heat capacities, etc., requires statistical mechanics.
8.3.1.1 Statistical Mechanics
Statistical mechanics provides the mathematical expressions that relate macroscopic properties to the
distribution and motion of the atoms in the (bio)molecular system.
Thermodynamic state and microscopic state. The thermodynamic state of a system
is defined by a set of parameters (state variables) that are physical observables, like for example, the
temperature, T, the pressure, P, and the number of particles, N.
The microscopic state of a system is defined by all the N atoms’ positions,
(q1,q2,..., qN ) ≡ qN
and momenta
(p1,p2,..., pN ) ≡ pN
, i.e., points in the multidimensional phase space called phase space (Γ). A single point in phase space,
denoted by G, describes the state of the system.
Thus, the thermodynamic state is interpreted in terms of all the accessible microscopic states.
These are assumed to have all the same probability.
An ensemble is a collection of points in phase space satisfying the conditions of a particular ther-
modynamic state. Or we can also say that it is a collection of all possible systems, which have different
microscopic states but have an identical macroscopic or thermodynamic state.
Common techniques to sample the configurations assumed by a system at equilibrium are Molec-
ular Dynamics (MD), Monte Carlo (MC) sampling and Stochastic/Brownian dynamics. We focus here
on MD because this is the approach used in this thesis. A MD simulation generates a sequence of points
in phase space as a function of time; these points belong to the same ensemble, and they correspond
to the different conformations of the system and their respective momenta. Thermodynamic quantities
are determined in computer simulations as ensemble averages over a large number of microscopic con-
figurations assumed by the system under study. This is allowed by the ergodic hypothesis assumption,
described in the next session.
8.3.1.2 The Ergodic hypothesis
In statistical mechanics, averages corresponding to thermodynamic observables are defined in terms of
ensemble averages. Thermodynamic observables can be modeled by considering at once a collection
of identical systems. Each system represents one of all the accessible microstates. The macrostate is
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allowed to evolve in time in MD simulation. Its behaviour can be characterized by a time dependent
distribution function, (qN(t), pN(t)) for the microstates. The instantaneous average value of the
observable, O, over the phase space is interpreted as:R
Γ
O(qN (t)pN (t))ρ(qN (t)pN (t))dqNdpNR
Γ
ρ(qN (t)pN (t))dqNdpN
(8.1)
If we assume equal probability for all microstates, then the distribution of points in phase space is
frozen into one single shape, i.e., the distribution function is time invariant, and the condition:
ρ(qN (t)pN (t))dqNdpN
dt
= 0 (8.2)
describes the thermodynamic equilibrium. The so-called ensemble average is defined as:
〈O〉ensemble =
R
Γ
O(qN (t)pN (t))ρ(qN (t)pN (t))dqNdpNR
Γ
ρ(qN (t)pN (t))dqNdpN
(8.3)
In a molecular dynamics simulation, the points in the ensemble are calculated sequentially in time,
thus, assuming that the equations of motion of the system are solved, each observable can be empirically
associated with a function (O), of the instantaneous microstate, (qN (t), pN (t)), of the system. Thus
any microscopic observable is assumed to be a time averaged value:
〈O〉ensemble = limτ→∞
Z τ0+t
τ0
O(qN (t)pN (t))dt (8.4)
The ergodic hypothesis states that in thermodynamic equilibrium, the time average and the
ensemble average are equal.
That is, if one allows the system to evolve indefinitely in time, the system will pass through all
possible microstates, and the experimental measurement will coincide with the calculated time and
ensemble averages.
Such a procedure is well founded only for the so-called ergodic systems, which are assumed to fully
sample the accessible phase space (hyper)volume during the ”observation” (i.e. ”simulation”) time.
It is generally assumed that complex systems, such as the majority of those biologically relevant, are
ergodic. Although this is a plausible assumption, it should be pointed out that the ergodic hypothesis
is not always true for biological systems (for some example see e.g. Ref. (96)).
8.3.1.3 Trajectory Accuracy: Shadow Orbits and the Liapunov instability
A further drawback affecting (in principle) all kinds of MD simulations is the so-called Liapunov
instability (190):
Two trajectories differing initially by an infinitesimal amount will diverge exponentially in time.
For chaotic systems, like almost all those simulated by MD, the trajectory is extremely sensitive
to initial conditions. Any error in the integration of the equation of motion, no matter how small, will
always cause the simulated (numerical) trajectory to diverge exponentially from the ”true” trajectory
starting from the same initial conditions. Thus, any imperfect integrator (and all are imperfect)
introduces errors that guarantee the trajectory diverges from the true trajectory. How can we know
that we are generating the correct results in MD? In some cases, there is actually a ”shadow orbit”
that closely follows the integrated trajectory. Or from other point of view, the true trajectory, to which
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the numerical one overlaps for a certain period of time, is called ”shadow orbit” 1. The shadow orbit
is an exact trajectory for the system, but it starts from a slightly displaced initial point. At the time
the Liapunov instability raises up, the numerical trajectory will get far from that specific shadow orbit,
but there always will be another one of these to which it is superimposed.
Figure 8.5: Shadow Orbit - Schematic representation of a Shadow Orbit
8.3.1.4 How Long? How Large?
Molecular dynamics evolves a finite-sized molecular configuration forward in time, in a step-by-step
fashion. There are limits on the typical time scales and length scales that can be investigated and the
consequences must be considered in analyzing the results.
Correlation Time and Correlation Length. Simulation runs are typically short corre-
sponding to few nanoseconds of real time, and in special cases extending to the microsecond regime.
This means that we need to test whether or not a simulation has reached equilibrium before we can
trust the averages calculated in it. Moreover, there is a clear need to subject the simulation averages
to a statistical analysis, to make a realistic estimate of the errors. How long should we run? This
depends on the system and the physical properties of interest. If we have an observable a, the time
(t) correlation function is 〈a(t0)a(t0 + t)〉, where t0 is a constant that fix the initial time. Assuming
that the system is in equilibrium, this function is independent of the choice of time origin and may be
written 〈a(0)a(t)〉, fixing t0 = 0. From 8.4 we can easily define a correlation time
τa =
τZ
0
dt 〈a(0)a(t)〉 / ˙a2¸ (8.5)
for which the measure of a(0) and a(t) became uncorrelated. At the same way, we can define
a spatial correlation function 〈a(0)a(t)〉 relating values computed at different points r apart. Spatial
isotropy allows us to write this as a function of the distance between the points, r, rather than the
1These are known to exist for hyperbolic systems. Can sometimes be shown to exist, for long
times, for more general systems [e.g., see Quinlan and Tremaine, Mon. Not. R. Astron. Soc. 259, 5050
(1992)].
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vector r: notably this symmetry is broken in a liquid crystal. Spatial homogeneity, which applies to
simple liquids (but not to solids or liquid crystals) allows us to omit any reference to an absolute origin
of coordinates. This function decays from a short-range nonzero value to zero over a characteristic
distance ξa, the correlation length. It is almost essential for simulation box sizes to be large compared
with ξa, and for simulation run lengths τ to be large compared with τa, for all properties of interest
a. Only when these two conditions are respected it is guaranteed that reliably-sampled statistical
properties are obtained.
Accessible time and length scale. An important issue of simulation studies is the accessible
time and length scale coverable by microscopic simulations. Figure 8.6 shows a schematic representation
for different types of simulations in a length-time-diagram. It is clear that the more detailed a simulation
technique operates, the smaller is the accessibility of long times and large length scales. Therefore
quantum simulations, where fast motions of electrons are taken into account, are located in the lower
left corner of the diagram and typical length and time scales are of order of and ps. Classical molecular
dynamics approximates electronic distributions in a rather coarse-grained fashion by putting either fixed
partial charges on interaction sites or by adding an approximate model for polarization effects. In both
cases, the time scale of the system is not dominated by the motion of electrons, but by the time of
intermolecular collision events, rotational motions or intramolecular vibrations, which are orders of
magnitude slower than those of electron motions. Consequently, the time step of integration is larger
and trajectory lengths are of order ns and accessible lengths of order 10–100 A. If tracer particles in
a solvent medium are considered, Brownian dynamics can be applied, where the effect of the solvent
is hidden in average quantities. Since collision times between tracer particles is very long, larger time
steps may be applied. Furthermore, since the solvent is not simulated explicitly, the length scales may
be increased considerably. Finally, if one is interested not in a microscopic picture of the simulated
system but in macroscopic quantities, the concepts of hydrodynamics may be applied, where the system
properties are hidden in effective numbers, e.g. density, viscosity, sound velocity.
8.3.1.5 Design a Molecular Dynamic Simulation in biomolecular field
A key decision in beginning a simulation of a biomolecular system is the choice of an appropriate
method for that particular system and for the questions of interest. A simulation method should be
capable of delivering a reliable result in a reasonable time (309).
Studies involving multi-nanosecond dynamics simulations are now common. However, expert
knowledge is still required, and care needs to be taken to ensure that the application of a biomolecular
simulation method to a particular problem is meaningful and useful.
Concerning MD simulations the ”ingredients” are basically three:
1. A model for the interaction between system constituents (atoms, molecules, surfaces etc.) is
needed.
2. An integrator is needed, which propagates particle positions and velocities from time t to t + δt.
It is a finite difference scheme that moves trajectories discretely in time. The time step δt has properly
to be chosen to guarantee stability of the integrator, i.e. there should be no drift in the systems energy.
77
8. MATERIALS & METHODS
Figure 8.6: Time and Length scales - Schematic comparison of time and length
scales, accessible to different types of simulation techniques (quantum simulations (QM),
molecular dynamics (MD), Brownian dynamics (BD) and hydrodynamics/fluid dynamics
(HD)).
3. A statistical ensemble has to be chosen, where thermodynamic quantities like pressure, temper-
ature or the number of particles are controlled.
These choices essentially define an MD simulation.
8.4 Molecular Dynamics Simulations
Introduction
Molecular systems and motion of their constituents, both nuclei and electrons, are known to be accu-
rately described only by laws of quantum mechanics. Implementation of classical laws of mechanics in
this scheme involves a series of approximations for the quantum description:
1. The molecular wavefunction (solution) of the molecular Schro¨dinger equation is separated into
nuclear and electronic parts, so that motion of nuclei is decoupled from electronic motion due
to the fact that nuclei are much heavier. Such decoupling allows their equations of motion to be
separated and solved.
2. Nuclei are approximated as classical particles.
3. Third, electronic variables could be either integrated out beforehand and an approximate single
potential energy surface (usually representing the electronic ground state) is constructed; or they
could be treated within a suitable approximation as active degrees of freedom via the electronic
Schro¨dinger equation, and forces on nuclei are computed by electronic structure calculations
that are performed for each generated trajectory.
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Accordingly to how the electronic part is treated, MD simulation is branched out into two method-
ologies:
• Classical Molecular Dynamics, where forces are derived from predefined potential models by
analytical gradient applications.
• Ab initio Molecular Dynamics, where forces on nuclei are obtained from the electronic structure
calculations.
I will describe both.
8.4.1 The semiclassical approximation
A molecular system with the positions of N nuclei, R = {R1, R2..., RN}, and the n electrons located at
r = {r1, r2..., rn}, is completely described non relativistically by the molecular Schro¨dinger equation:
i~ ∂
∂t
Φ(r,R; t) = HΦ(r,R; t) (8.6)
Where H is the non-relativistic molecular Hamiltonian, in SI units, of the N nuclei and n electrons.
In absence of external fields, it has the form:
H(R, r) = −
NP
i=1
~
2MI
∇2RI −
nP
i=1
~
2Me
∇2ri +
N,N−1P
I=1,J>1
ZiZje
2
4piε0|RI−RJ |+
n,n−1P
i=1,j>1
e2
4piε0|ri−rj |+
N,nP
I=1,i=1
ZIe
2
4piε0|RI−ri|
(8.7)
Where MI is the mass of nucleus I whose atomic number is ZI , me is the mass of the electron, and
e is its charge. The operator ∆RI and ∆ri act on the coordinates nucleus I and electron i respectively.
Thus we can write as:
H(R, r) = TN (R) + Te(r) + V (r,R) = TR(R) +He(r,R)
The electron-nucleus interactions bind electrons to nuclei, and leads to a mathematical inseparable
Hamiltonian.
At room temperature the thermal wavelength λ is about 0.1 A, while typical interatomic distances,
in liquids and solids, are of the order of 1 A. Thus, a good approximation is to neglect quantum
correlations between wave functions of different nuclei, i.e to consider the nuclear wavefunction as
an incoherent superimposition of individual nuclear wave packets. In addition, nuclear masses are
large enough that such individual wave packets are usually well localized. Formally, we can separate
electronic from nuclear degrees of freedom by writing the wavefunction as product of terms depending
only on electronic or nuclear positions (”one-determinant” Ansatz):
Φ(r,R;T ) ≈ Ψ(r; t)χ(R; t) exp
24 1
~
tZ
t0
dt′Ee(t
′)
35 (8.8)
where the electronic and nuclear wavefunctions are separately normalized:
〈Ψ(r; t) | Ψ(r; t)〉 = 1, 〈χ(R; t) | χ(R; t)〉 = 1
and the phase factor has the form:Z
drdRΨ∗(r; t)χ∗(R; t)HeΨ(r; t)χ(R; t)
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Inserting this last expression in Schro¨dinger equation, multiply from left by 〈Ψ(r; t)| and 〈χ(R; t)|,
integrate over R and r, and apply the energy conservation:
d
dt
Z
Φ∗(r,R; t)HΦ(r,R; t) = 0
the following system of coupled equations is obtained:
i~∂Ψ
∂t
= −
X ~
2me
∇2riΨ +
Z
drdRχ∗(R; t)V (r,R)χ(R; t)
ff
Ψ (8.9)
i~∂χ
∂t
= −
X ~
2MI
∇2RIχ+
Z
drdRΨ∗(r; t)HeΨ(r; t)
ff
χ (8.10)
which defines the basis of the TDSCF, method introduced as early as 1930 by Dirac.
Each wavefunction above obey Schro¨dinger equation but with time dependent effective poten-
tial obtained by appropriate averages over the other degrees of freedom; both electrons and nuclei
move quantum-mechanically in time-dependent effective potentials (or self-consistently obtained aver-
age fields) obtained from appropriate averages (quantum mechanical expectation values 〈...〉) over the
other class of degrees of freedom. The next step in the derivation of classical molecular dynamics is
the task to approximate the nuclei as classical point particles. A classical description of nuclei
dynamics is achieved by expressing χ in terms of an amplitude factor A and a phase S which are both
considered to be real and A > 0 in this polar representation:
χ(R; t) = A(R; t) exp
»
iS(R; t)
~
–
(8.11)
Using the polar representation, in the classical limit ~ → 0, on the 8.9 and 8.10, the following set
of equations is obtained:
∂S
∂t
+
NX
I=1
(∇IS)2
2MI
+
Z
drΨ∗HeΨ = 0 (8.12)
∂A2
∂t
+
NX
I=1
∇ ·
„
A2
∇IS
MI
«
= 0 (8.13)
The equation for A is a continuity equation for the density probability A2 = |χ|2 of nuclei, which
move with classical velocities ∇IS/MI = pI/MI .
More important for our purpose is the equation 8.12 . Indeed, if we use the connection PI ≡ ∇IS, it
becomes isomorphic to the Hamilton-Jacobi equation of classical motion for action S and Hamiltonian
H(R,P)=T(P)+V(R) defined in terms of (generalized) coordinates {RI} and their conjugate momenta
{PI}. The Newtonian equation of motion P˙I = −∇IV ({RI}) corresponds to 8.12:
dPI
dt
= −∇I
R
drΨ∗HeΨ
or
MIR¨I(t) = −∇I
R
drΨ∗HeΨ
(8.14)
Thus, the nuclei move according to classical mechanics in an effective potential V Ee due to the
electrons. This potential is a function of only the nuclear positions at time t as a result of averaging
He over the electronic degrees of freedom, i.e. computing its quantum expectation value 〈Ψ|He |Ψ〉,
while keeping the nuclear positions fixed at their instantaneous values {RI}. In other words, nuclei
are driven by a mean-field potential due to electrons and containing also a contribution from their
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kinetic energy. Finally, to get off the nuclear wavefunction also from 8.9 one replaces the nuclear
density |χ({RI(t)}; t)|2 by a product of delta functions QI δ(RI −RI(t)), i.e. incoherent wave packets
extremely localized. At the classical limit, the electronic wave equation is:
i~∂Ψ
∂t
= −
X
i
~2
2me
∇2riΨ + V (r,R(t))Ψ (8.15)
which evolves selfconsistently as the classical nuclei are propagated via 8.14. Note that now He and
thus Ψ depend parametrically on the classical nuclear positions {RI(t)} at time t through V Ee ({RI(t)})
. These equations (8.14 and 8.15) represent the so called ”Ehrenfest molecular dynamics” scheme. It
is clear now that the motion of the nuclei is dictated by the Hamiltonian He, which basically contains
the quantistic information on the electronic system.
Thus, the major task of quantum mechanics concerns the solution of the Schro¨dinger equation for
the electrons, whose solution allow to know the dynamical behaviour of the system.
8.4.2 Derivation of classical molecular dynamics equations
Although the TDSCF approach underlying Ehrenfest molecular dynamics clearly is a meanfield theory,
transitions between electronic states are included in this scheme. Thus, at this stage a further simpli-
fication can be invoked by restricting the total electronic wave function Ψ to be the ground state wave
function Ψ0 of He at each instant of time. This should be a good approximation if the energy difference
between Ψ0 and the first excited state Ψ1 is everywhere large compared to the thermal energy kBT ,
roughly speaking.
In this limit the nuclei move on a single potential energy surface:
V Ehre =
Z
drΨ∗0HeΨ0 ≡ E0({RI(t)}) (8.16)
which is computed by solving the electronic time-independent Schro¨dinger equation only for the
ground state:
HeΨ0 = E0Ψ0 (8.17)
Now, E0 is a function of nuclear positions R, and both Ehrenfest and the ground state Born-
Oppenheimer potentials are identical.
As a consequence of this observation, it is conceivable to decouple the task of generating the nuclear
dynamics from the task of computing the potential energy surface. Assuming the possibility to solve the
stationary Schro¨dinger equation for as many nuclear configurations as possible, the classical molecular
dynamics approach is derived by the following three steps scheme:
1. Solving 8.17 for many representative nuclear configurations to compute the ground state energy
E0.
2. The generated data points R, V Ehr(R) or some equivalent experimental data points are fitted to a
suitable analytical functional form to construct a global potential energy surface.
3. The following Newtonian equation of motion:
MIR¨I(t) = −∇IV Ehre ({RI(t)}) (8.18)
is solved by applying analytically the gradient for many different initial conditions to produce the
nuclear classical trajectories on this global potential energy surface.
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Furthermore the overall internal interaction potential is approximated to V appr which is expanded
to pair-wise, three-body, four-body and up to n-body contributions, these contributions are categorized
as intermolecular long-range and intramolecular short-range interaction:
V Ehr ≈ V appr(R) =
NX
I<J
VIJ(RIRJ)+
NX
I<J<K
VIJK(RIRJRK)+
NX
I<J<K<L
VIJKL(RIRJRKRL)+...
(8.19)
Potential expansion is practically truncated at some term to reduce the dimensionality resulting
from the increase of the number of active nuclear degrees of freedom. Within the same potential
expansion, electronic degrees of freedom do no longer appear explicitly but are effectively included in
a functional form of V appr potential.
As a result of this derivation, the essential assumptions underlying classical molecular dynamics
become transparent: the electrons follow adiabatically the classical nuclear motion and can be inte-
grated out so that the nuclei evolve on a single BornOppenheimer potential energy surface (typically
but not necessarily given by the electronic ground state), which is in general approximated in terms of
fewbody interactions.
8.5 Empirical Force Fields
As relevant biological processes usually involve large systems (thousands of atoms or more), and occur
in relatively long timescales (from nano to microseconds or more), it is necessary to develop effective
parametrized potentials, which are faster to integrate, albeit less accurate, in order to study this kind
of systems. The term force field indicates a functional form for this approximation, which relates the
configuration of the system ({Ri}, i = 1, ..., N) to its internal energy U, along with the set of parameters
used in that function. In this work, the AMBER(234) force field for description of macromolecules in
solution has been used, while the GROMACS(28; 121) package has been used to integrate the equation
of motion. The functional form can be written as:
U =
P
bonds
Kr(r − req)2 + P
angles
Kθ(θ − θeq)2 +
P
dihedrals
Vn
2
[1 + cos(nϕ− γ)]+
+
P
i<j
»
4εij
“
σij
rij
”12
−
“
σij
rij
”6
+
qiqj
εrij
– (8.20)
Atom bond stretching and angle bending are represented as harmonic terms, while dihedrals or
torsional are described by a sinusoidal term. Non-bonded interactions comprise two terms, the first is a
Lennard-Jones 6-12 which describes atom-atom repulsion and dispersion interactions, the second is the
Coulomb electrostatic term. In eq. 8.20, r and θ are respectively the bond length and valence angle;
φ is the dihedral or torsion angle and rij is the distance between atoms i and j. Parameters include
the bond force constant and equilibrium distance, Kr and req, respectively; the valence angle force
constant and equilibrium angle, Kθ, and θeq, respectively; the dihedral force constant, multiplicity and
phase angle, Vn, n, and γ, respectively. The functional form used for out-of-plane distorsions (e.g. in
planar groups) is different in different force fields. For instance, in the AMBER force field this term
has the same form as that used for proper dihedrals, while in CHARMM an harmonic term is used.
Collectively, these parameters represent the internal or intramolecular ones.
Non bonded parameters between atoms i and j include the partial atomic charges, qi, along with
the LJ well-depth, ij , and σij , the (finite) distance at which the inter-particle potential is zero. These
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terms are also referred to as the interaction or external parameters. Typically, ij , and σij are obtained
for individual atom types and then combined to yield ij , and σij for the interacting atoms via combining
rules. The dielectric constant  is typically set to 1 (corresponding to the permittivity of vacuum) in
calculations that incorporate explicit solvent representations.
Van der Waals and electrostatic interactions are calculated between atoms belonging to different
molecules or for atoms in the same molecules separated by at least three bonds. For the van der Waals
potential, this truncation introduce only a small error in the energy.
This is not the case for the electrostatic potential, because the Coulomb interaction between charges
qi and qj decays slowly with distance. Hence it can not be truncated, but when periodic boundary
conditions are used, it is computed with efficient schemes such as Particle Mesh Ewald in conjunction
with periodic boundary conditions, which approximate the exact result to an acceptable error similar
to the error in the van der Waals potential.
8.5.1 Long Range Interactions
In simulations of biological systems it is highly convenient to avoid the calculation of all non-bonded
pair interactions, as the computational cost would be proportional to the square of the number of
atoms. These interactions primarily dictates the dynamics of biomolecules, and cannot be merely
truncated beyond a given cutoff when long-ranged. The difference between short and long interactions
is the spatial extent of the potential. If the potential drops down to zero faster than rd, where r is
the separation between two particles and d the dimension of the problem, it is called short ranged,
otherwise it is long ranged. This becomes clear by considering the integral:
I =
Z
drd
rn
= {∞ : n ≤ d; finite : n > d
i.e a particles potential energy gets contributions from all particles of the universe if n ≤ d, otherwise the
interaction is bound to a certain region, which is often modeled by a spherical interaction range. Long
range interactions essentially require to take all particle pairs into account for a proper treatment of
interactions. Coulomb (∼ φ−1) and dipole-dipole (∼ φ−3) should be considered long-range when dealing
with three-dimensional systems. This may become a problem, if periodic boundary conditions are
imposed to the system, i.e. formally simulating an infinite number of particles (no explicit boundaries
imply infinite extent of the system). Therefore one has to devise special techniques to treat this
situation.
8.5.2 Ewald Summation Method
Considering the electrostatic energy of a system of particles in a cubic box and imposing periodic
boundary conditions, leads to an equivalent problem. At position ri of particle i, the electrostatic
potential, φ, can be written down as a lattice sum:
ϕ(ri) =
1
8piε0
∞X
|n|=0
NX
j=1
qj
|rij + nL|
thus, for N particles:
E =
1
8piε0
∞X
|n|=0
"
NX
j=1
NX
j=1
qjqi
|rij + nL|
#
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where L is the length of the periodic box , N is the total number of atoms, and n are the direct lattice
vectors. i is not equal to j for |n| = 0. This equation is conditionally convergent, i.e. the result of
the outcome depends on the order of summation. Moreover, the sum extends over infinite number of
lattice vectors. Thus, the procedure has to be modified in order to get an absolute convergent sum and
to get it fast converging. The original method of Ewald consisted in introducing a convergence factor
e−ns, which makes the sum absolute convergent; then transforming it into different fast converging
terms and then putting s in the convergence factor to zero. The final result of the calculation can
be easier understood from a physical picture. If every charge in the system is screened by a counter
charge of opposite sign, which is smeared out, then the potential of this composite charge distribution
becomes short ranged (it is similar in electrolytic solutions, where ionic charges are screened by counter
charges - the result is an exponentially decaying function, the Debye potential). In order to compensate
for the added charge distribution this has to be subtracted again. The far field of a localized charge
distribution is, however, again a Coulomb potential. Therefore this term will be long ranged. The
efficiency gain shows up, when the short range interactions are calculated as direct particle-particle
contributions in real space, while the long range part of the smeared charge cloud are summed up in
reciprocal Fourier space. Choosing as the smeared charge distribution a Gaussian charge cloud of half
width 1/α the corresponding expression for the energy becomes:
ϕ(ri)
X
n
NX
j=1
qj
erfc(α |rij + nL|
|rij + nL| +
4pi
L3
X
k 6=0
NX
j=1
qj
|k|2 e
−|k|2/4αeikrij − qi 2α√
pi
k is the reciprocal vector in a cubic box. The parameter α tunes the relative weights of real and
reciprocal sums, although the final result is independent of it. An optimal choice for it makes the Ewald
sum converge as N3/2, which can be further improved to NlnN with the use of Particle-Mesh methods
(as the Particle-Mesh Ewald, PME or the Particle-Particle Particle-Mesh, PPPM)(71; 92), making
advantage of the Fast Fourier Transform. The last term corresponds to a self-energy contribution
which has to be subtracted, as it is considered in the Fourier part. The new equation is an exact
equivalent of the first, with the difference that it is an absolute converging expression. Therefore
nothing would be gained without further approximation. Since the complimentary error function can
be approximated for large arguments by a Gaussian function and the k-space parts decreases like a
Gaussian, both terms can be approximated by stopping the sums at a certain lattice vector n and a
maximal kvalue, kmax.
8.5.3 Boundaries
Restriction on the size of a time step is not the only challenge in molecular dynamics methods. Another
concerns the finite size effects of the simulated system as its number of particles is far fewer than that
in any natural sample, and is most from thousands to maximum few millions. Enclosing the system
with a rigid-walled container, most particles would be under the influence of its boundaries through
collisions. If we ignore the boundaries most particles would lie at surface whose area tends to be
minimized, distorting thus the shape of the system whenever it is a non-spherical. It is of no help to
increase particles in a system as the more particles exist, the more particles are at the surface and more
undesired effects are encountered. Those peculiarity due to the size limit and the improper treatment
of boundaries, makes it unreliable to statistically extract macroscopic bulk properties since the later
are calculated in the limit N → ∞, where N is the number of particles. To go over both practical
difficulties, periodic boundary conditions are imposed on the relatively small systems in such a way
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that particles experience forces as if they reside in the bulk.
Figure 8.7: Periodic boundary conditions. - As a particle moves out of the simulation
box, an image particle moves in to replace it. In calculating particle interactions within
the cutoff range, both real and image neighbours are included.
8.5.3.1 Periodic boundary conditions (PBC)
When applying periodic boundaries, the fundamental (primitive) simulation cell is replicated infinitely
and periodically in all directions. There is no restriction on the shape of the cell other than having the
characteristic to completely fill all of space translationally with no overlaps nor voids. It is appropriate
to choose a cell shape that reflects the underlying geometry of the system in question. When the
interactions are of a short range each side of the replicated primitive cell must be of a length that is at
least twice the radius of the spatial cutoff so to keep accuracy. Particles in this case are subjected to
the condition such that when a particle leaves the primitive cell, its image from the cell on the opposite
side reenters the cell with the same velocity. Herein, boundaries of the cell are no longer rigid but
imaginary and their effects are completely absent. When subjecting the system to this condition, the
system is not any more invariant (symmetric) under space rotation; henceforth the angular momentum
is no longer conserved whereas the linear momentum and mechanical energy are still conserved.
8.5.3.2 Minimum image convention for short range interactions
For short ranged forces, PBC are used in conjunction with the minimum image convention. In this
scheme each particle interacts at most with only one image of every other particle n the system. To
exclude interactions of a particle with its own images (self-interaction), the assumed cubic simulation
cell, as already mentioned, must have a side length of at least as twice as the radius of the cutoff.
Interactions terms between pairs further away from each other than the cutoff radius are obviously
zero.
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8.5.4 Neighbors List
For short-range potentials, not all the n-permutations represent a set of interacting particles since
particles at a larger separation than a spatial cutoff radius do not interact. Nevertheless computing the
non-bonded contribution to the interatomic forces in an MD simulation involves, in principle, a large
number of pairwise calculations: we consider each atom i and loop over all other atoms j to calculate
the minimum image separations rij. Let us assume that the interaction potentials are of short range,
ν(rij) = 0 if rij > rcut, the potential cutoff. In this case, the program skips the force calculation,
avoiding expensive calculations, and considers the next candidate j. Nonetheless, the time to examine
all pair separations is proportional to the number of distinct pairs, 1/2N(N − 1) in an N-atom system,
and for every pair one must compute at least r2ij ; this still consumes a lot of time. Some economies
result from the use of lists of nearby pairs of atoms. Verlet suggested such a technique for improving the
speed of a program. The potential cutoff sphere, of radius rcut, around a particular atom, is surrounded
by a ’skin’ of rlist radius. At the first step in a simulation, a list is constructed of all the neighbours of
each atom, for which the pair separation is within rlist. Over the next few MD time steps, only pairs
appearing in the list are checked in the force routine. Therefore, in a force routine, not all particles
have to tested, whether they are in a range r < rcut, but only those particle pairs, stored in the list.
Since particles are moving during the simulation, it is necessary to update the list from time to time.
List update must be at the correct frequency, a common update is between 10 to 20 time steps. To
avoid double counting in the energy summation, only neighbors where (j > 1) are stored. In some cases
of three/four body interactions, it is a must to only exclude equal indices, i.e., the list must contain all
the pairs (j 6= 1) for evaluation of three-body terms defined by the valence bond angle.
Figure 8.8: The Verlet list - The Verlet list on its construction, later, and too late. The
potential cutoff range (solid circle), and the list range (dashed circle), are indicated. The
list must be reconstructed before particles originally outside the list range (black) have
penetrated the potential cutoff sphere.
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8.5.5 Constrains
It is quite common practice in classical computer simulations not to attempt to represent intramolec-
ular bonds by terms in the potential energy function, because these bonds have very high vibration
frequencies (and arguably should be treated in a quantum mechanical way rather than in the classical
approximation). Instead, the bonds are treated as being constrained to have fixed length. In classical
mechanics, constraints are introduced through the Lagrangian or Hamiltonian formalisms. The general
principle of the formalism is the Hamiltons variational principle:
Let L be the Lagrangian of the system; Hamiltons principle states that the physical trajectory
taken by that system satisfies:
∂
t2Z
t1
Ldt = 0
for any pair of times t1, t2, where variations are taken with respect to q and are fixed at the endpoints.
This means that a trajectory followed by a mechanic system in the phase space is the one that minimize
the integral
R
Ldt where L is defined as L=K-V. Lagrangian formalism allow to treat constrains in a
simply and direct way for system in which constrains are only on the position (holonomic) and can be
written as gl({ri}) = 0. Lagrangian equation becomes:
d
dt
„
∂L
∂r˙i
«
− ∂L
∂ri
=
MX
l=1
λl
∂gl
∂ri
where M are Lagrange multiplier and λl are function of N coordinate and velocities. This means
the right equation part could be considered as a generalized force that produces the same effects of
imposed constrains. It is easy to derive an exact expression for the multiplier M from the above
equations; However, this exact solution is not what we want: in practice, since the equations of motion
are only solved approximately, in discrete time steps, the constraints will be increasingly violated as
the simulation proceeds. The breakthrough in this area came with the proposal to determine the
constraint forces in such a way that the constraints are satisfied exactly at the end of each time step.
For the original Verlet algorithm, this scheme is called SHAKE, which calculates the constraint forces
λgi necessary to ensure that the end-of-step positions ri satisfy: gl({ri}) = 0 An alternative constraint
method, LINCS (Linear Constraint Solver) was developed in 1997 by Hess, Bekker, Berendsen and
Fraaije(120)LINCS applies Lagrange multipliers to the constraint forces and solves for the multipliers
by using a series expansion to approximate the inverse of the Jacobian. This approximation only works
for matrices with Eigenvalues smaller than 1, making the LINCS algorithm suitable only for molecules
with low connectivity. It is important to realize that a simulation of a system with rigidly constrained
bond lengths, is not equivalent to a simulation with, for example, harmonic springs representing the
bonds, even in the limit of very strong springs. A subtle, but crucial, difference lies in the distribution
function for the other coordinates. If we obtain the configurational distribution function by integrating
over the momenta, the difference arises because in one case a set of momenta is set to zero, and not
integrated, while in the other integration is performed, which may lead to an extra term depending on
particle coordinates. This is frequently called the metric tensor problem.
8.5.6 MD in NPT Ensemble
The ergodic hypothesis was introduced for a system described by the microcanonical distribution NVE.
However, the conditions of constant volume V, number of particles N and total energy E do not fit
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those in which experiments are usually made. Thus, it is necessary to define schemes allowing for the
evolution of systems under conditions of constant volume and temperature (NVT ), or constant pressure
and temperature (NPT ), corresponding to typical real-life situations. In this work, the simulations were
performed in the NPT ensemble. To simulate the systems in such ensemble, thermostat and barostat
algorithms are required to control the temperature and pressure during the MD run.
8.5.7 Nose´-Hoover thermostat
A way to sample the NVT ensemble within the framework of MD was introduced about twenty years ago
by Nose´ (219; 220) and reformulated by Hoover. This method modifies Newton equation of motion by
adding two non physical variables, thus introducing the following non-Hamiltonian dynamical system
where there is added a fictitious degree of freedom, with mass equal to Q. The new extended Hamiltonian
has the form:
H∗ =
NX
i=1
p2i
2mi
+ ϕ(ri) +
Q
2
ζ2 + gkT lnS
where {ri},{pi} are coordinates and momenta of the N particles with masses mi (as previously defined),
and S and ζ are coordinates and momenta of fictitious atoms. If φ is the interaction potential and g
are the degree of freedom, the new equation of motion are:
r˙i =
pi
mi
p˙i = − dϕdt − ζpi
dζ
dt
=
P p2i
mi
−gkBT
Q
These equations sample a microcanonical ensemble in the extended system, however, the energy of
the real system is not constant. Nevertheless it can be shown, that the equations of motion sample
a canonical ensemble in the real system. The parameter Q controls the strength of the coupling to
the thermostat: high values result into a low coupling and viceversa. Although any finite (positive)
mass is sufficient to guarantee in principle the generation of a canonical ensemble, if Q is too large, the
canonical distribution will only be obtained after very long simulation times. On the other hand, too
small values (tight coupling) may cause high-frequency temperature oscillations.
8.5.8 Berendsen thermostat
A weaker formulation of this approach is the Berendsen thermostat.(26; 27) To maintain the temper-
ature the system is coupled to an external heat bath with fixed temperature T0. The velocities are
scaled at each step, such that the rate of change of temperature is proportional to the difference in
temperature:
dT (t)
dt
=
1
τ
(T0 − T (t))
where τ is the coupling parameter which determines how tightly the bath and the system are coupled
together. This method gives an exponential decay of the system towards the desired temperature. The
change in temperature between successive time steps is:
∆T =
δt
τ
(T0 − T (t))
Thus, the scaling factor for the velocities is:
λ2 = 1 +
δ
τ

T0
T (t− δt/2
ff
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In practice τ is used as an empirical parameter to adjust the strength of the coupling. Its value has
to be chosen with care. In the limit τ → ∞ the Berendsen thermostat is inactive and the run is
sampling a microcanonical ensemble. The temperature fluctuations will grow until they reach the
appropriate value of a microcanonical ensemble. However, they will never reach the appropriate value
for a canonical ensemble. On the other hand, too small values of τ will cause unrealistically low
temperature fluctuations. If τ is chosen the same as the time step δt, the Berendsen thermostat is
nothing else than the simple velocity scaling. Values of τ ≈ 0. 1ps are typically used in MD simulations
of condensed-phase systems. The ensemble generated when using the Berendsen thermostat is not a
canonical ensemble.
The Andersen method(6) was developed to adjust the pressure in a simulation of interacting parti-
cles. In the following description, only systems of pairwise interacting particles are treated. The method
was later first extended to anisotropic coupling by Parrinello et al.(234) and later also to molecular
systems by Nose´ et al.(219; 220) Andersen proposed to replace the coordinates ri by scaled coordinates
ρi defined as:
ρi = ri/V
1/3
Consider the new Lagrangian, in which a new variable Q appears:
L
“
ρN , ρ˙N , Q, Q˙
”
=
1
2
Q2/3
NX
i=1
miρ˙
2
i −
NX
i<j
U(Q1/3ρij) +
1
2
MQ˙2 − p0Q
If we interpret Q as the volume V, the first two terms on the right are just the Lagrangian of the
unscaled system. The third term is a kinetic energy for the motion of Q, and the fourth represent
a potential energy associated with Q. Here p0 and M are constants. A physical interpretation of the
additional terms would be: Assume the system is simulated in a container and can be compressed by
a piston. Thus, Q, whose value is the volume V, is the coordinate of the piston. p0 V is the potential
derived from an external pressure p0 acting on the piston and M is the mass of the piston.
8.5.8.1 Parrinello-Rahman barostat
When simulating crystal structures, it is not sufficient only to scale the volume. Parinello and Rahman
extended the method proposed by Andersen to let the simulation box also change it’s shape.(234) Let
us start with some notation: The cell can have an arbitrary shape, it’s volume completely described
by three vectors a,b,c. The vectors can have different lengths and arbitrary mutual orientations. An
alternative description is obtained by arranging the vectors as {a, b, c} to form a 3 x 3 matrix h whose
columns are the latter vectors. The volume is given by:
V = deth = a · (b× C)
The position ri of a particle can be written in terms of h and a column of vector si, with components
ξi, ηi and ζi as:
ri = hsi = ξia+ ηib+ ζic
with 0 ≤ ξi, ηi, ζi ≤ 1. The square of the distance between particle i and j is given by:
r2ij = s
T
ijGsij
where the metric tensor G is G = hTh. Using the latter notation, the Lagrangian can be written as:
L =
1
2
X
mis˙
T
i Gs˙i −
XX
U(rij) +
1
2
MTr(h˙T h˙) = pV
Deriving the equations of motion is similar to the isotropic case from Andersen.
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8.6 Ab Initio Molecular Dynamic: The electronic struc-
ture problem
Within the semi-classical approximation, we have arrived to:
i~ ∂Ψ
∂t
= −P
i
~2
2me
∇2riΨ + V (r,R(t))Ψ = HeΨ
MIR¨I(t) = −∇I
R
drΨ∗HeΨ
(8.21)
the knowledge of the electronic structure is needed to calculate forces acting on the nuclei. In the
following, I describe the main methods used for solving the electronic structure problem.
8.6.1 Time-space separation
Within the TDSCF scheme derived in the previous section, it is relevant noticing that He depends on
time only parametrically through the positions of nuclei. Whenever the Hamiltonian does not depend
explicitly on time, it is possible to formally separate the variables and reduce to a time-independent
eigenvalue problem. In fact, we can cast the electronic wavefunction Ψ as simple product:
Ψ({ri}; {RI}, t) = ψ({ri}; {RI}) f(t) , (8.22)
where RI are instantaneous positions at time t, and ψ and f satisfy the following set of equations
(obtained substituting the above expression in eq. 8.21):
i~ d
dt
f(t) = Ef(t) (8.23)
Heψ({ri}; {RI}) = Eψ({ri}; {RI}) . (8.24)
A particular solution of the Time-Dependent Schro¨dinger Equation (TDSE) is thus the product
of a sinusoidal wave in time and a function satisfying the eigenvalue equation 8.24, which is called
time-independent Schro¨dinger equation (TISE):
Ψ ({ri} ; {Ri} , t) = ψ ({ri} ; {Ri})
h
fe−iEt/~
i
(8.25)
where E = 〈He〉 is the energy of the electronic system in the nuclear configuration {RI}. At this
point we have a whole series of solutions because generally there will be multiple values of E for which
eq. 8.24 has solutions for ψ. As the time-dependent Schro¨dinger equation is linear in time, the general
solution will be simply given by a linear combination of the various independent solutions:
Ψ =
∞X
k=0
fk(t)ψk({ri}, {RI}) , (8.26)
where fk(t) ≡ fk e−iEk t/~ and ψk is the eigenfunction corresponding to energy Ek. Thus, system
time evolution is entirely described by the set of coefficients fk(t). In fact, the occupation of eigenstates
at any time is given by |fk(t)|2 (with
P
k |fk(t)|2 = 1), while transitions are described via the cross-terms
fkfl 6=k.
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8.6.2 Methods for solving Time Independent Schro¨dinger Equation
A common approach for solving Eq. 8.24 consist in writing the total electronic wavefunction as a
product of single-particle wavefunctions. The work presented in this thesis has profited from Density
Functional Theory (211) (DFT) and Hartree-Fock (HF) with Møller-Plesset (MP) 2nd order corrections.
Both of these methods include electronic correlation effects, and allows treatment of relatively large
systems with a reasonable computational cost.
8.6.2.1 Hartree-Fock Methods
The Hartree-Fock method takes into account the Pauli principle for electrons writing the total electronic
wavefunction as single (antisymmetric) Slater determinant of the spin-orbitals ψi(x) = φi(r)σ(s) (232),
where σ(s) = α(s) or β(s):
ΨHF =
1p
(N !)
˛˛˛˛
˛˛˛˛
˛˛
ψ1(x1) ψ2(x1) · · · ψN (x1)
ψ1(x2) ψ2(x2) · · · ψN (x2)
...
...
...
ψ1(xN ) ψ2(xN ) · · · ψN (xN )
˛˛˛˛
˛˛˛˛
˛˛ (8.27)
Minimizing the expectation value of the Hamiltonian He with respect to the set {ψi} subject to the
orthonormalization conditions 〈ψi|ψj〉 =
R
dx, ψ∗i (x)ψj(x) = δij gives, after diagonalization through a
unitary operator U, the canonical Hartree-Fock system of equations:
Fiφi = iφi , (8.28)
with
Fi = −∇
2
i
2
+
X
I
ZIe
|ri −RI|| {z }
hi
+
NX
j=1
(Jj −Kj) . (8.29)
The so-called Fock operator Fi is an effective one-electron operator describing the kinetic energy of
an electron, the attraction to all the nuclei, and the repulsion between electrons, through the Coulomb
and exchange operators:
Jj(x1)φi(x1) ≡
NX
k=1
Z
dx2φ
∗
k(x2)φk(x2)g12 φi(x1) , (8.30)
Kj(x1)φi(x1) ≡
NX
k=1
Z
dx2φ
∗
k(x2)φi(x2)g12 φk(x1) , (8.31)
with
gij ≡ 1|ri − rj | . (8.32)
The exchange operator has a non-local character, and is the term that accounts for the exclusion
principle of Pauli. The expectation value of the Fock operator
εl = 〈φl|Fl|φl〉 (8.33)
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can be interpreted as the energy of the l-th MO, which in the limit of frozen orbitals is equal to
minus the ionization energy Il of the l-th electron (Koopmans’ theorem (162)). The total energy
E =
NX
i=1
εi − 1
2
NX
ij=1
(Jij −Kij) + Vnn (8.34)
is not simply the sum of MO energies, because the Fock operator contains terms describing the
repulsion of each MO to all other electrons, and thus the sum over εi counts the electron-electron
repulsion twice, which have to be corrected by the second term. Moreover, this total energy cannot
be exact, as the electron-electron repulsion is only accounted for in an average fashion, due to the
approximation of a single Slater determinant as the trial wave function. The absence of correlation
among electrons can be included within a perturbative scheme, like the one of Møller-Plesset.
8.6.2.2 Møller-Plesset perturbation theory
In the Møller-Plesset scheme (141; 211) the unperturbed Hamiltonian H0 is taken to be a sum over
Fock operators. As this sum counts twice the (average) electron-electron repulsion, the perturbation
H1 becomes the exact Vee operator minus twice 〈Vee〉 (also called fluctuation potential):
H0 =
NX
i=1
Fi =
NX
i=1
 
hi +
NX
j=1
(Jj −Kj)
!
=
NX
i=1
hi + 2 〈Vee〉 (8.35)
H1 = Vee − 2 〈Vee〉 (8.36)
The zero-order wave function is the HF determinant, while the first (MP1) order correction to the
energy is given by the average electron-electron repulsion changed in sign. Electron correlation enters
at the MP2 level, and involves only a sum over doubly excited determinants (if canonical HF orbitals
are used) (141):
EMP2 =
occX
i<j
virX
a<b
R
dr1dr2ϕi(r1)ϕj(r2)g12[ϕa(r1)ϕb(r2)− ϕb(r1)ϕa(r2)]
εi + εj − εa − εb (8.37)
The MP2 correction typically recovers 80-90% of the correlation energy, at a cost roughly twice
as that for solving HF equations in practical calculations (this because only two-electron integrals
corresponding to two combination of two occupied and two virtual MOs are required in eq. 8.37).
Moreover, for “well-behaved” systems, MP2 usually gives better results than MP3 (141). Including
higher terms in the perturbation is not very common, as other methods become competitive (141), like
Configuration Interaction (CI), which has the advantage of being intrinsically multi-reference.
8.6.2.3 Density Functional Theory
Density Functional Theory (DFT) is a rigorous method to find the ground state of many particle
system (122; 232). The main idea lies in assumption that the ground-state properties of a quantum
system of N particles can be described starting from its density ρ(r)
ρ(r) = N
Z
|Ψ(r1, r2, ...rN )|2dr2dr3...drN . (8.38)
This has two main advantages over the other techniques:
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• density is an observable that can be easily measured and visualized.
• the dimensionality of the problem is reduced from 3N to 3, as the density is a function of space.
The Hohenberg-Kohn theorems. The use of the density as fundamental quantity is based
on the two Hohenberg-Kohn theorems, enunciated in the early sixties (122). The first theorem demon-
strates that, given a Hamiltonian characterized by a general external potential Vext, the ground-state
density ρ(r) associated to it is unique. As Vext univocally determines the Hamiltonian of the system, it
follows that the ground state wavefunction, and thus all the observables are functionals of the density
ρ. The second theorem provides a variational principle for the ground state density: given any trial
density ρ¯ > 0 for which
R
ρ¯(r)dr = N , it follows that E[ρ¯] ≥ E[ρ]. From this result, one can get a
variational equation to obtain the ground-state energy. Let apply the Hohenberg-Kohn theorem to a
system of N electrons in which the external potential is due to the nuclei. The energy in terms of the
electronic density reads:
E[ρ] = Te[ρ] + Vee[ρ] + VeN [ρ] + VNN = F [ρ] +
Z
drρ(r)Vext (8.39)
where F [ρ] = Te[ρ] + Vee[ρ] = 〈ψ |Te + Vee|ψ〉 is a universal functional independent from the
external potential Vext[ρ] = VeN [ρ] + VNN .
Applying to ρ the stationary principle
δ

E[ρ]− µ
»Z
ρ(r)dr−N
–ff
= 0, (8.40)
we obtain the Euler-Lagrange equation for the multiplier µ:
µ = Vext(r) +
∂F [ρ]
∂ρ
(8.41)
Although DFT is formally a rigorous method, the application of the variational principle requires
in practice an explicit form of the functional F . Kohn and Sham suggested to decompose it in parts
whose only the most important need to be treated exactly (161).
Kohn-Sham equations. The main idea of the Kohn-Sham method lies in the possibility
of mapping a system of N interacting particles into an equivalent one of non-interacting bodies, char-
acterized by the same ground state density (161). For such systems, the density can be written as a
summation over single-particle contributions:
ρ(r) =
NX
i=1
|φKSi (r)|2 (8.42)
and the kinetic energy functional has an analytical expression:
T0[ρ] =
NX
i=1
fi
φKSi
˛˛˛˛
−1
2
∇2
˛˛˛˛
φKSi
fl
(8.43)
The functional F [ρ] can be rewritten as:
F [ρ] = T0[ρ] + VH [ρ] + Exc[ρ] (8.44)
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where VH =
1
2
R
dr′ ρ(r)ρ(r
′)
|r−r′| is the classical part of the particle-particle interaction, and the ‘exchange-
correlation’ functional Exc is defined as:
Exc[ρ] = T [ρ]− T0[ρ] + Vee[ρ]− VH [ρ] (8.45)
Thus all the unknowns of the problem are put into Exc, which sums the corrections in the kinetic
energy and of the non-classical part of the particle-particle interaction. The echange-correlation term
describes the lowering in energy gained by a system of interacting electrons with respect to the Fermi
gas, and has therefore a negative sign. Formally Exc can be written in terms of an exchange-correlation
energy per particle εxc, which is itself functional of the total density:
Exc[ρ] =
Z
drρ(r)εxc[ρ] (8.46)
Equation 8.41, turns out to be:
µ = V KS(r) +
∂T0[ρ]
∂ρ
(8.47)
with
V KS = Vext(r) +
Z
dr′
ρ(r′)
|r− r′| + Vxc[ρ] (8.48)
where we have defined the exchange correlation potential
Vxc(r) =
δExc[ρ]
δρ
(8.49)
Eq. 8.47 says that we can solve the original problem by finding the ground state energy for a
system of non-interacting electrons in a effective potential. The single-particle orbitals describing these
electrons solve the self-consistent Kohn-Sham (KS) equations:
[
1
2
∇2 + VKS(r)]ϕKSi = εiϕKSi i = 1, ..., N (8.50)
The total energy of the system is not the sum of KS eigenvalues, but can be expressed as
E =
NX
i=1
εi − 1
2
Z
drdr′
ρ(r)ρ(r′)
|r− r′| + Exc[ρ]−
Z
drVxc(r) ρ(r) (8.51)
The method of Kohn and Sham shifts the complexity of the problem on finding a suitable analytical
formulation of the exchange-correlation functional. In practice this is not possible, so once again
approximated expressions have been derived for Exc.
Exchange-Correlation functionals
Local Density Approximation. An approximation for the exchange-correlation func-
tional has been proposed already in the original paper by Hohenberg and Kohn (122; 232). They
recover the idea beyond Thomas-Fermi approximation of the kinetic energy for an homogeneous elec-
tron gas, and apply it to the evaluation of Exc[ρ]. The exchange-correlation energy density in r is
assumed to be local, i.e. only depends on the value of ρ in r itself (here the name Local Density Ap-
proximation, LDA): εxc[ρ] = εxc(ρ(r)). In addition, εxc is approximated by that of an homogeneous
gas of electrons of density ρhom = ρ(r) (in a uniform background of positive charge). Thus
εLDAxc [ρ] = ε
hom
xc (ρ(r)) (8.52)
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The simplification introduced by LDA becomes clear if one divides εxc into exchange and correlation
contributions εx and εc. In fact, for a homogeneous electron gas εx is known exactly (46; 122; 232),
and is proportional to the cubic square of the density:
εLDAx [ρ] = −3
4
„
3
pi
«1/3
ρ1/3(r) (8.53)
The situation is more complicated for the correlation term, which has been determined analytically
in the high and low density limit (47; 48), and by Quantum Monte Carlo calculations for intermediate
states (52). Suitable (approximate) analytical formulas have been derived by Vosko, Wilk and Nusair
(VWN correlation functional) (317) and by Perdew and Wang (PW) (239). The main reason behind
success of LDA is most probably a partial cancellation of errors. In fact, LDA typically underestimates
Ec but overestimates Ex, resulting in unexpectedly good values of Exc. However, for molecular systems
εx is underestimated by a factor of 10, leading to errors larger than the whole correlation energy
(overestimated by a factor ∼ 2), and bond energies up to ∼ 25 kcal/mol larger than experimental
values (141). In addition, LDA exhibits heavy deficiencies in describing hydrogen-bonds, which are
crucial for studies on biologically relevant systems (281; 308).
Generalized Gradient Approximation. The General Gradient Approximation (GGA)
successfully improves the accuracy of DFT by introducing the gradient1 of the density in the functional
form of Exc:
EGGAxc [ρ] =
Z
d(r)f(ρ(r),∇ρ(r)) (8.54)
Quite generally, GGAs functionals give good results for all the main bond types (covalent, ionic,
metallic and hydrogen bonds) (see for example (46)). For Van der Waals interactions, however, com-
mon GGAs and LDA fail. To treat these weak interactions more specialized approaches have been
developed (7; 143) but I will not treat them in detail here. The GGA functionals used are typically
derived by fitting parameters on the properties of sets of molecules.
8.6.3 Basis Set approximation
In the actual implementations of (Post)HF or DFT-Kohn-Sham schemes, the MOs are usually expanded
in terms of Mb basis functions of well-known behavior
ϕi =
MbX
α
ciαχα (8.55)
The mathematical problem is thus transformed into that of solving a secular matrix equation,
in which the matrix elements are calculated from arrays of integrals evaluated for the given basis
functions. Taking HF equations 8.28 as example, and expanding the eigenfunctions as above, one
obtain the famous Roothaan-Hall equations (for a closed shell system) (141):
FC = SCε (8.56)
1Notice here the difference from the gradient-expansion-approximation (GEA), where one tries to
systematically calculate gradient-corrections to LDA of the form |∇ρ|, ∇2ρ, |∇ρ|2. In contrast to GGA,
GEA shown no improvement with respect to LDA, because of the loss of some important properties of
the exchange-correlation hole (141).
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where S is the matrix describing basis set functions overlap (Sαβ = 〈χα|χβ〉) and the matrix
elements of the Fock operator are written as sum of one-electron integrals and products of a density
matrix with two-electron integrals
Fαβ = 〈χα|F|χβ〉 = hαβ +
X
γδ
GαβγδDγδ (8.57)
hαβ = 〈χα|h|χβ〉 =
Z
dr1χα(1)
−∇2
2
χβ(1) +
NX
a
Z
dr1χα(1)
Za
|Ra − r1|χβ(1)
(8.58)
Gαβγδ = 〈χα(1)χβ(2)|g12|χγ(1)χδ(2)〉 =
Z
dr1χα(1)χβ(2)
1
r1 − r2χβ(1)χδ(2)
(8.59)
Dγδ =
occ.MOX
j
cγjcδj (8.60)
Essentially two philosophies exist for the construction of a basis set, one using localized atomic
orbitals (AO), the other delocalized plane-waves (PW) for the expansion of MOs.
8.6.3.1 Localized basis sets
The basis sets are composed by localized and usually atomic-centered functions 1, firstly introduced by
Slater, that resemble hydrogen-like eigenfunctions
χζ,n,l,m(r, θ, ϕ) = NYl,m(θ, ϕ)r
n−1e−ζr (8.61)
Slater Type Orbitals (STO) are certainly the best suited for electronic structure calculations.
However, the evaluation of three and four center two-electrons integrals is very expensive using such
an exponential functions. So, for practical purposes STO are almost universally replaced by Gaussian
Type Orbitals (GTO) (40)
χζ,n,l,m(r, θ, ϕ) = NYl,m(θ, ϕ)r
2n−2−le−ζr
2
(8.62)
In fact, the product of two Gaussians located at different centers have the property of being a
Gaussian centered at the intermediate position, that greatly improves the efficiency in calculating two-
electrons integrals. Obviously a single GTO does not reproduce as well as an STO the proper behavior
of the wavefunction (in particular near to the nucleus and for large r), so three times as many GTOs
as STOs are roughly required to reach a given accuracy. This theoretical disadvantage is more than
compensated by the overall gain in computational time. The quality of a calculation depends obviously
on the number of functions used in the expansion. A double zeta basis (DZ) set, in which the number of
basis functions is twice what is needed to contain all the electrons of neutral atoms, is considered “good”
for organic molecules. Most often only valence orbitals are doubled, while core states are described
with the smallest number of functions possible (minimum basis set), which gives the double zeta valence
split basis (VDZ). Often polarization and diffuse functions are added to the basis set to improve the
description of electronic correlation and polarization, and systems with loosely bound electrons (see
Ref. (141) for further details). MOs are thus expanded as linear combination of a given number of
1For a recent and exhaustive description of AO type basis sets see e.g. the book by Jensen (141).
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GTOs with different exponents ζ (primitives, PGTO). As these are determined by an energy-based
variational procedure, most of them are “well-tuned” on core-states, which are energetically but not
chemically relevant. To improve efficiency contracted basis sets have been introduced. The idea is to
combine a given set of primitives into a smaller set of (contracted, CGTO) orbitals, each one being a
linear combination of a given number of PGTO with fixed coefficients. The acronyms DZ, VDZ, etc.
always refer to the number of contracted basis functions. Calculations reported in this thesis have been
performed using the VDZ Pople-style k-nlmG basis set described in the next paragraph.
Pople-style k-nlmG basis sets. In this basis set the k indicates the number of PGTOs used
for representing the core orbitals, while nlm indicates both how many functions the valence orbitals
are split into, and how many PGTOs are used for their representation. Two values (nl) indicate a
split valence, three (nlm) a triple split valence. Polarization functions are specified after the G. The
most used basis set of this kind is the 6-31G (116), in which the core orbitals are a contraction of six
PGTOs, the inner part of valence orbitals is contraction of three, and the outer part is represented by
one PGTO.
8.6.3.2 Plane waves
Following the Bloch theorem (14) for periodic systems, a one-particle wave-function can be written as
Fourier’s series:
ϕk(r) =
1√
V
eik·r
X
g
ckj (g)e
ig·r (8.63)
where V is the volume of the cell, k vectors belong to the first Brillouin zone, g is a reciprocal lattice
vector, c is the first Fourier component of the plane waves expansion, and the summation is extended
to infinite lattice vectors. In the treatment of isolated clusters with a low symmetry, such as, organic
molecules or the active sites of enzymes, the Γ-point approximation (k=0) still guarantees a good
accuracy, leading to a relevant reduction of the computational cost. The simulation of isolated clusters
within a periodic boundary condition scheme needs some care, as self-interaction among replicas has
to be cancelled.
Pseudopotentials. The greatest drawback in using a plane-wave basis-set comes from the impos-
sibility, from a practical point of view, of describing core electrons within a reasonable computational
expense. Indeed, the sharp spatial oscillations of their wave-functions near to the nuclei would require
an extremely high number of plane-waves for an accurate characterization. On the other hand, the
core levels are well separated in energy from valence electrons, and, at a first level of approximation, do
not play any role in the chemical properties of molecular systems. Thus, the core electron orbitals can
be frozen in the KS equations and only the valence electrons are described explicitly. The core-valence
electron interactions are implicitly included into the nuclear potential, which becomes an “effective-
potential” or “pseudopotential”. Pseudopotentials are usually derived from all electron (AE) atomic
calculations, and several recipes have been proposed to date. In the work presented in this thesis
”norm-conserving” pseudopotentials derived from the Martins-Troullier (MT) method (305) have been
used. Pseudopotentials have to satisfy the following conditions:
• The valence pseudo-wave-function should not contain any radial nodes.
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• The valence AE and pseudopotential eigenvalues from the radial KS equations must be the same:
εPP` = ε
AE
` (8.64)
where ` is the angular momentum.
• The pseudo and AE atomic radial wave-functions must be equal for r greater than a chosen
cut-off distance rcut.
These three conditions ensure that the pseudo-atom behaves like the real one in the region of
interaction with other atoms while forming chemical bonds. Other conditions are the following:
• The integrated electron density within the cut-off radius for the two wave-functions must be the
same. This requirement guarantees the transferability and the norm conserving rule of the MT
pseudopotential.
• At r = rcut, the pseudo wave-function and its first four derivatives should be continuous.
• The pseudopotentials should have zero curvature at the origin.
With these conditions, the general form for a pseudopotential wave-function is:
ϕPP` (r) =
(
ϕAE` (r) ; r > rcut
r`ep(r); r ≤ rcut
(8.65)
where p(r) = c0+
P6
i=1 cir
2i, and the coefficients are obtained by imposing the first three conditions.
The functional form of the pseudopotential is
Vpseudo = Vval(r) +
X
m,l
|Yl,m〉Vl(r) 〈Yl,m| (8.66)
where |Yl,m〉 are spherical harmonics. The ”semilocality” of this functional form (local in the
radial coordinate, non local in the angular ones), implies an increase in the computational cost. This
difficulty can be overcome by using the method of Kleinman-Bylander (159), which implies addition and
subtraction of an ”ad-hoc” radial function VL(r) to the pseudopotential, leading to a new functional
form, where the local and non-local parts can be completely separated.
8.7 Born-Oppenheimer approximation
We have seen that the Ehrenfest molecular dynamics scheme, eqs. 8.21, allows to propagate the elec-
tronic system by solving the time-dependent Schro¨dinger equation ”on the fly”, as the nuclear con-
figuration changes under the force ∇I 〈He〉. Unfortunately there is a major problem with practical
implementation of the Ehrenfest scheme: the time scale and thus the time step used to integrate
eqs. 8.21 simultaneously is dictated by the intrinsic dynamics of electrons. Now, typical vibrational
and angular frequencies in biological systems rise up to 3000−4000 cm−1 (for example bond frequencies
in water are ∼3500 cm−1 (167)), which correspond to a timescale of τN ∼ 10−14. This time interval
is two order of magnitude larger than the maximum time step ∆tmaxe necessary to integrate correctly
electron dynamics. Thus, there is a bottleneck limiting the efficient implementation of such a simulta-
neous evolution of electronic and nuclear systems. A solution to this problem is the Born-Oppenheimer
(BO) approximation, which was proposed in the early days of quantum mechanics (1927) (227). In
the BO scheme the strong dynamical separation between electronic and nuclear motions is exploited to
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increase the maximum time step used to propagate the nuclei. Since atoms are about three orders of
magnitude heavier than electrons, the latter are supposed to follow instantaneously the motion of the
nuclei, staying always in the same stationary state of the Hamiltonian. This stationary state will vary
with the configuration of nuclei because of the Coulomb coupling between the two sets of degrees of
freedom, but non-radiative transitions like those from phonon-electron interactions are negligible. This
is obviously true only if the energy separation between the ground and the first excited state is larger
than typical phonon energies. In this case, one can solve the time-independent Schro¨dinger equation
at fixed positions of the nuclei, move them under the action of the effective electronic potential, and
iterate the process. The equations describing the so-called Born-Oppenheimer approximation (for the
ground state) are then 1.
HeΨ0 = E0Ψ0 (8.67)
MIR¨(t) = −∇I minΨ {〈Ψ0|He|Ψ0〉} (8.68)
At opposite to Ehrenfest dynamics, now time dependence of the electronic structure is only implicit
through the motion of nuclei. This allows for time steps ∆tmaxN ∼ τN/10. However, the bottleneck of
Born-Oppenheimer dynamics is that at each MD step the electronic wavefunction needs to be relaxed.
8.8 Car-Parrinello molecular dynamics
In 1985 Car and Parrinello developed a new scheme, based on the extended Lagrangian formalism
and avoiding the optimization of the electronic wavefunction by introducing a second order fictious
dynamics on the electrons. These latter are kept sufficiently close to the adiabatic surface, allowing
for an increase of the time step by a factor ∼ 10 with respect to Ehrenfest dynamics. The method is
based on the observation that 〈Ψ0|H|Ψ0〉 can be viewed not only as a function of {RI}, but also as a
functional of the wavefunction Ψ0, and thus of the set of one-electron orbitals {ψi} used to build it. In
this case, the force acting on these orbitals can be obtained from a functional derivative of a suitable
Lagrangian containing 〈Ψ0|H|Ψ0〉, like in classical mechanics for the nuclear motion. The Lagrangian
L proposed by Car and Parrinello has the form
L =
MX
i=1
1
2
MIR˙
2
I +
NX
i=1
1
2
µi
fi
ψ˙i
˛˛˛˛
ψ˙i
fl
− 〈Ψ0|He|Ψ0〉+ constraints (8.69)
where the first term is the kinetic energy of nuclei, and µi = µ are the ”fictious masses” assigned
to orbitals; the second term represents the fictious kinetic energy associated to them (the sum is on
the occupied orbital only). The (holonomic) constraints act in general on both the orbitals (e.g. to
guarantee orthonormality) and on the nuclei (e.g. if one would perform molecular dynamics with
geometric restraints). The dynamics is described by the Euler-Lagrange equations associated to L
d
dt
∂L
∂R˙I
= MIR¨I =
∂L
∂RI
= − ∂
∂RI
〈Ψ0|He|Ψ0〉+ ∂
∂RI
{constraints} (8.70)
d
dt
∂L
∂ψ˙∗i
= µiψ¨
∗
i =
∂L
∂ψ∗i
= − ∂
∂ψ∗i
〈Ψ0|He|Ψ0〉+ ∂
∂ψ∗i
{constraints} (8.71)
1Note that Born-Oppenheimer approximation slightly differs from the so-called ”adiabatic” one for
presence in the latter of a diagonal correction term containing the expectation value of the nuclear
kinetic energy operator on the electronic wavefunction (141).
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Note that if |µψ¨i| → 0 eq. 8.71 reduces to a stationary problem, and the electronic system will stay
on the Born-Oppenheimer surface (no forces acting on orbitals), corresponding to the true equilibrium
dynamics. Higher is the fictious kinetic energy Te =
PN
i=1
1
2
µi
fi
ψ˙i
˛˛˛˛
ψ˙i
fl
, more the electrons will be far
from the minimum energy configuration. In particular, a ground state wavefunction optimized at time
t0 will stay close to its ground state if it is kept at sufficiently low temperature. The only quantity
one can change to ensure this condition is µ, often called ”adiabacity parameter” (204). If µ and τ are
chosen consistently the energy flow between electronic and nuclear subsystems is slow enough to cause
no drift in Te
1, thus conserving the ”physical” energy Ephys:
Ephys = Etot − Te = TI + Ve =
MX
i=1
1
2
MIR˙
2
I + 〈Ψ0|He|Ψ0〉 (8.72)
The choice of a reasonable fictious mass µ meets two opposite requirements. In fact, consider-
ing a simple harmonic model for the electronic system around the BO surface, (discrete) excitations
frequencies are given by
ωeij =
s
2(ε∗i − εj)
µ
(8.73)
where ε∗ and ε are energy levels of unoccupied and occupied orbitals, respectively. If ωnmax is the
maximum vibrational frequency of the nuclear system, in order to perform adiabatic dynamics it must
be ωegap >> ω
n
max. As the only tunable parameter is µ, one could decrease it arbitrarily to increase the
frequency of the gap ωemin. However, decreasing µ stretches the entire spectrum {ωeij} and in particular
increases ωemax, which is inversely proportional to the maximum time step. Typical values of µ are
in the range 500 − 1500 a.u., which allow for a time step of about 5 − 10 a.u. (0.12 − 0.24 fs). For
calculations discussed here we used µ = 600 a.u. and a time step of 5 a.u.
8.9 Hybrid Models
Pure quantum calculations are today restricted to the treatment of at most a few hundreds of atoms.
classical molecular mechanics, on the other hand, can deal with systems containing 105 − 106 atoms,
but cannot take into account the quantum nature of chemical bonds. Since most of times the relevant
chemistry of a biological process is restricted to a small subset of atoms, hybrid schemes have been
developed that model different parts of the system at a different level of theory modeling (17; 89; 175;
323). These schemes allow to evaluate the effect of the biological environment on chemical processes,
and represents thus an improvement over a quantum calculation in vacuo. In particular a widely
adopted approach is to partition the system into two regions and to treat one at Quantum Mechanics
(QM) and the other at Molecular Mechanics (MM) levels. Such approach, as implemented in the
CPMD code (134), has been used in the works reported in this thesis, and is based on a single hybrid
Hamiltonian:
1 Te actually performs two-frequency bound oscillations around a constant value. The first frequency
is associated to the drag exerted by the nuclei, and it is in anti-phase with Ve oscillations, while the
second is a small-amplitude high-frequency oscillation intrinsic to the fictious electronic dynamics. Note
that having a nonvanishing masses, also the electrons dampen nuclear motion, causing a renormalization
of the nuclear masses which can be important in the case of light atoms.
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H = HQM +HMM +HQM/MM (8.74)
where HQM is the quantum Hamiltonian, HMM is the Molecular Mechanics Hamiltonian and
HQM/MM is the Hamiltonian describing the interaction between the two subsystems. For the purpose
of describing each term in eq. 8.74, let start by considering the total system (QM+MM) as described
uniformly at quantum level and by (artificially) partitioning the system in the QM and MM regions.
According to the Hohenberg-Kohn theorem, the total energy of the system is given by the following
functional:
E[ρ] = T [ρ] +
Z
Ω
V ext(r)ρ(r)dr+
1
2
Z Z
ρ(r1)ρ(r2)
r12
dr1dr2 +
1
2
X
I,J
ZIZJ
RIJ
+ Exc[ρ] (8.75)
where T and Exc are the kinetic and exchange-correlation energy functionals, respectively; V
ext
is the electrostatic potential of the nuclei, r12 and RIJ the inter-electronic and internuclear distances
and ZI and ZJ the nuclear charge of atom I and J , respectively. By partitioning the total electronic
density into the two contributions, ρQM+MM = ρQM + ρMM , the total energy can be rewritten as:
E [ρQM+MM ] = E[ρQM ] + E[ρMM ] +
R R ρQM (r1)ρMM (r2)
r12
dr1dr2
+
P
I∈QM
J∈MM
ZIZJ
RIJ
+ ENLxc + T
NL (8.76)
where ENLxc = Exc[ρQM + ρMM ]−Exc[ρQM ]−Exc[ρMM ] and TNL = T [ρQM + ρMM ]− T [ρQM ]−
T [ρMM ] arise from the nonlinearity of the kinetic and exchange and correlation functionals. In eq. 8.76,
the term E[ρQM ] is treated at the quantum level, while each contribution to E[ρMM ] is approximated by
using a force field, function of the nuclear coordinates only. In particular, as force fields are parametrized
at a fixed value of the electronic density, the kinetic energy functional is an additive constant which
can be neglected. In this context, the energy Exc is approximated by a Lennard-Jones pair-additive
potential:
Exc ≈
X
I,J∈MM
4 ∈IJ
 „
σIJ
RIJ
«12
−
„
σIJ
RIJ
«6!
. (8.77)
The remaining three term of eq. 8.75 describe the nuclear-electronic, electronic- electronic, and
nuclear-nuclear charge densities electrostatic energies. In the force-field spirit, the total contribution to
the energy is represented by the interaction energy among effective point charges located at the nuclear
positions:
Z
Ω
V ext(r)ρ(r)dr+
1
2
Z Z
ρ(r1)ρ(r2)
r12
dr1dr2 +
1
2
X
I,J∈MM
ZIZJ
RIJ
≈ 1
2
X
I,J∈MM
qIqJ
RIJ
(8.78)
The chemical bonding cannot be described by solely Lennard-Jones and point charges electrostatic
interaction energy, thus bonded terms have to be added to the MM energy. The most interesting part
of eq. 8.76 concerns the interaction between the two subsystems. Using for TNL and ENLxc the same
approximation as above, we can express the interaction energy as:
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E[ρQM/MM ] =
P
I∈MM
R
Ω
qI
|RI−r|ρ
el+nuc
QM (r)dr
+
P
I∈QM
J∈MM
∈
„“
σIJ
RIJ
”12
−
“
σIJ
RIJ
”6«
+
P
bonds
Kr(r − req)2 + P
angles
Kϑ(ϑ− ϑeq)2
+
P
dihedrals
Vn
2
[1 + cos(nϕ− γ)]
(8.79)
where bonds, angles and dihedrals involve at least one QM atom. Notice that in eq. 8.79 the term
TNL has been neglected while for ENLxc the force-field approximation has been used. In this formulation
the electrostatic potential provided by the effective classical point charges polarizes the QM electronic
charge density. It should be noted that the presence of a discontinuous QM/MM interface introduces
a series of artifacts. One of the most serious is the so-called link atom problem. When a chemical
bond involves atoms on the two subsets, the QM system will contain by construction unsaturated
valencies and has to be made chemically inert. Two approaches are mainly used to deal with this
problem. The first consists of the use of a monovalent pseudopotential situated at the position of the
MM involved in the bond crossing the QM/MM interface. In the CPMD code an analytical non-local
pseudopotential of the Goedecker type (104) is used. The second approach introduces capping atoms
(usually hydrogens) to saturate chemical bonds at the interface. It should be pointed out that the
latter strategy introduces additional artifacts and a correction for the interactions between the “ghost”
atoms and the classical environment is required. Furthermore the approximation of ENLxc by a purley
classical term, i.e. not involving QM electronic degrees of freedom, results in the so-called electron spill
out problem. Due to the fact that the MM region contains no electrons, those of the QM part are no
longer repelled by closed-shell cores of the atoms belonging to the MM region. The effect of the missing
Pauli repulsion is to artificially localize electrons on MM positive point charges. In order to avoid this
artifact a pseudopotential-like approach can be applied by replacing the classical point charges Coulomb
potential with a suitable function vI(|r−RI|), which ensures the correct 1/r behaviour for large r and
goes to a finite value for r → 0. The first term of eq. 8.79 is thus replaced by the following quantity:
EelecQM/MM =
X
I∈MM
qI
Z
Ω
ρel+nucQM (r)vI(|r−RI|)dr . (8.80)
In particular an appropriate form for vI(|r−RI|) is:
vI(|r−RI|) = r
4
cI − r4
r5cI − r5
, (8.81)
where rcI is the covalent radius of atom I. This functional form resembles that obtained by
smearing the MM point charges into Gaussian charge distributions of finite width. In the context
of plane-waves, the QM/MM scheme devised above cannot be used for practical purposes without
an additional approximation. Indeed, the quantum charge distribution is distributed on a grid of
Nr ∼ 1003 points, so that an exact evaluation of EelecQM/MM would involve Nr ×NMM operations, with
NMM ≥ 105. Therefore, this interaction term is split into a short and a long-range part, in a way
reminishent of the Ewald method. The direct evaluation of the integral in eq. 8.80 is done only for a
subset (NN) of MM atoms. The latter is defined in such a way as to include all non neutral atoms
belonging to charge groups with at least one atom inside a shell of thickness Rc around any QM atom.
The rest of MM atoms belong to the second shell. For those, the electrostatic interaction with the
QM system is calculated using for the charge density of the QM system a multipolar expansion around
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the geometrical center of the quantum system r¯α = 1/NQM
P
I rI up to the quadrupole order. In
particular, the electrostatic interaction Hamiltonian can be expressed as:
Helec =
X
j∈NN
qj
Z
drρ(r)vj(|r− rj |) +Hlr (8.82)
where Hlr is defined as:
Hlr = C
X
j /∈NN
qj
τj
+
X
α
Dα
X
j /∈NN
qj
τ3j
ταj +
1
2
X
αβ
Qαβ
X
j /∈NN
qj
τ5j
ταj τ
β
j (8.83)
with ταj = r
α
j − r¯α; C, Dα and Qαβ are the total charge, the dipole and the quadrupole of the
electronic charge distribution, respectively. The potential entering into the Khon-Sham Hamiltonian is
given by the functional derivative of Helec with respect to the density ρel:
V (r) =
δHelec
δρel
=
X
j /∈NN
qj
τj
+
X
α
(rα−r¯α)
X
j /∈NN
qj
τ3j
ταj +
1
2
X
αβ
l[3(rα−r¯α)(rβ−r¯β)−δαβ |r−r|2]
X
j /∈NN
qj
τ5j
ταj τ
β
j
(8.84)
The forces on the atom arising from Helec are obtained by taking the derivatives with respect to
the atomic positions. These are for the QM , NN and classical atoms not belonging to the NN set:
F γj =
1
NQM
l[−5
2
X
αβ
Qαβ
X
k/∈NN
qk
τ7k
ταk τ
β
k τ
γ
k +
X
α
Qαγ
X
k/∈NN
qk
τ5k
ταk ],
for j ∈ QM (8.85)
F γj = qj
Z
drρ(r)gj(|r− rj |)
rγ − rγj
|r− rj | ,
for j ∈ NN (8.86)
F γj = −qj
240@− C
τ3j
− 3
τ5j
X
α
Dαταj − 5
2τ7j
X
αβ
Qαβταj τ
β
j
1A τγj + Dγτ3j + 1τ5j
X
α
Qαγταj
35
for j /∈ NN,QM (8.87)
where gj(r) = dvj/dr. This two level coupling scheme can also be refined introducing an inter-
mediate third layer in which the charge density of the QM system is replaced by variational D-RESP
charges. In the work exposed in the thesis I have used the implementation of QM/MM realized in the
code CPMD (134), which has been interfaced to the AMBER (50) force field. The code is available for
free with the CPMD package (www.cpmd.org).
8.10 Free Energy calculations
Several biological process, as some of those investigated here, occur in time scale which is much longer
than that reachable by MD simulations. Enhanced sampled methods (49; 61; 73; 79; 140; 170; 173;
267; 301) allow to investigate rare events that may occur in these relatively long time scales. In some
cases, one can identify few coordinates {sj}, called collective variables (CVs) or reaction coordinates,
which are believed to be relevant for the process under study. The free energy associated with such
processes can be expressed then as a function of these CVs. Let us assume that we are working in the
canonical ensemble NVT. The free energy then in the absolute and reduced representation reads:
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x ≡ {xi} , i = 1, ..., 3N ↔ F = − 1β lnZ
↓ ↓
s ≡ {sj} , j = 1, ..., NCV ↔ F (s) = − 1β lnP (s)
where β = kBT , N is the number of particles, NCV is the number of collective variables, Z is
the canonical configuration partition function, and P is the probability to find the system in a state
corresponding to a given value s of the reaction coordinates. For ergodic systems, this is equal to the
distribution function along s:
P (s) = lim
t→∞
1
t
Z t
0
dt δ(s− s(t)) ≡ ρ(s) =
R
dxδ(s− s(x))e−βU(x)
Z
(8.88)
where the dependence of s on the coordinates x has been explicited.
8.10.1 Metadynamics
The main idea behind metadynamics (173) is to drive the evolution in the space of CVs by adding to
the thermodynamic force, coming from the free energy F (s), a force due to a history-dependent biasing
potential FG(s, t). The bias potential is constructed as a sum of Gaussians deposed along the trajectory
of the CVs up to time t. The method can be seen as the finite temperature extension of the Wang
and Landau algorithm (319), and is related in the spirit to taboo search (70), local elevation (130) and
adaptive bias force (73). The most important property of metadynamics is that the biased trajectory
proceeds by filling valleys in the free energy surface (173), so that the system tends to escape from
every stable state. After a long enough time t the sum of the Gaussians deposed along the trajectory
will counterbalance the free energy landscape, allowing to estimate the free energy itself:
lim
t→∞
FG(s, t) = F (s) (8.89)
It can be shown that the above relation is true under rather general assumptions (174). In real
cases, the time needed for considering eq. 8.89 to be valid can be estimated by visual inspection of
the trajectory of the CVs: when the FG(s, t) counterbalances the free energy F (s), the CVs have a
diffusive behaviour. If one uses simultaneously 2 or more CVs is not necessary to know a priori the
reaction path in metadynamics. The force due to the history-dependent potential naturally drives the
system through the Lowest Free Energy Path (LFEP), i.e. the most likely reaction path (90); after
the crossing of a barrier the system naturally goes towards a new and possibly unpredicted metastable
state. For this reason the method has found a large use not only for predicting free energies, but also
for accelerating rare events and investigating molecular mechanism of biological processes. Obviously,
as for all the methods based on dimensional reduction, the chosen CVs must describe somewhat the
process of interest. Nevertheless, many application have shown that choosing general and flexible CVs
allows discovering unknown stable states and reaction mechanisms (135; 202).
Here I describe the “discrete” version of the algorithm, which has been introduced by Laio and
Parrinello in 2002 (173). In discrete metadynamics the CVs are evolved step by step. A multidimen-
sional Gaussian of width δs = (δs1, ..., δsNCV ) and height w is deposed at position s(x, t) every time
metastep τG. Thus, at time t the free energy underlying the dynamics of the CVs is given by:
F˜ (s(x), t) = F (s(x)) + FG(s(x), t) = F (s(x)) + w
ntGX
j=1
NCVY
i=1
e
−
»
si(x)−si(x(jτG))√
2δsi
–2
(8.90)
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where the number ntG of Gaussians deposed at time t is given by the integer closest to t/τG. In
order to simplify matter the CVs space can be rendered approximately spherical by rescaling all the
CVs si to their thermal fluctuations
p
(si− < si >)2, which can be evaluated at the starting minimum
through an unbiased dynamics. In this way spherical Gaussians can be used, for which the width is
the same in all the directions, δsi = δs, ∀ i. From eq. 8.90 it can be seen that the dynamics of the CVs
is driven by two forces:
• the thermodynamic force, evaluated at st = s(x(t)):
f thi
˛˛˛
t
= − ∂
∂sti
F (s) . (8.91)
Following Sprik and Ciccotti (282), these forces are estimated through the Constrained Reaction
Coordinate Dynamics (CRCD) algorithm, adding to the normal Lagrangian of the system a
restraining term
PNCV
i=1 λi(si − si(x(t)). By averaging over the time, in the absence of inertial
terms, the components of the thermodynamic force are given by f thi =< λi >. Thermodynamic
forces are evaluated in the time between two subsequent hill depositions.
• the history-dependent force at time t, whose components are:
fGi
˛˛˛
t
= − ∂
∂sti
w
ntGX
j=1
NCVY
i=1
e
−
»
si(x)−si(x(jτG))√
2δsi
–2
(8.92)
which discourage the system to visit the same region in the CVs phase space.
The metadynamics of the walker in the CVs space thus is regulated by the following discrete
equation of motion (I removed the superscript t for simplicity):
s(t+ τG) = s(t) + δs · ef|ef |ef = f th + fG (8.93)
The equation was introduced firstly in Ref. (173). Subsequently, three corrections were applied in
order to enhance accuracy and reduce sistematic errors:
1. To improve efficiency, the Gaussians are shifted with respect to the position of the walker. In
fact, if the thermodynamic force at time t is evaluated at the same point where the Gaussian is
placed, the total force felt by the walker will be the same as in the previous metastep. In order
to compensate the thermodynamic force is better to depose the Gaussian at a distance δs from
s(t) in the direction of the thermodynamic force.
2. To reduce the correlation induced by depositions with constant step, at every iteration the
metastep is chosen randomly from a uniform distribution with two limiting values (e.g. δs and
1.5 δs).
3. When the metadynamics is terminated FG will present a bump in the region around the last
hill; the spread of this bump depends on the correlation time of the metadynamics. In order to
reduce these spatial correlations in the free energy the contributions of the Gaussians placed at
the end of the dynamics are weighted less.
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With the modification listed above, we arrive to:
s(t+ τG) = s(t) + ∆s · f˜|˜f | , ∆s ∈ [δs, αδs], α > 1
f˜i = f
th
i − ∂∂stiw
ntGP
j=1
NCVQ
i=1
e
−
˛˛˛˛
˛˛˛ si(x)−si(x(jτG))−δsi f˜i|˜f|√
2δsi
˛˛˛˛
˛˛˛
2
F˜ (s(x), t) = F (s(x)) + w
ntGP
j=1
NCVQ
i=1
tanh
“
(ntG−j)τG
τc
”
e
−
˛˛˛˛
˛˛˛ si(x)−si(x(jτG))−δsi f˜i|˜f|√
2δsi
˛˛˛˛
˛˛˛
2
(8.94)
Efficiency and Accuracy. It can be demonstrated (174) that the error on the calculated F (s)
is proportional to the height barrier w; furthermore, with the improvements achieved with eqs. 8.94,
a single metadynamics run has shown to already give a very good estimate of the profile, with an
error approximately constant in the region where the number of accumulated Gaussians is significant
(conventionally this means that F (s)/w ≥ 5. Obviously the width of the Gaussian also influences the
efficiency and the accuracy of the method. In particular, using hills of width larger than typical thermal
fluctuations can lead to “bury” some thermodynamic state corresponding to narrow minima. Finally,
the accuracy in the evaluation of the thermodynamic force enters in the overall error.
In this thesis, we use Bias Exchange Metadynamics (247). A brief summary of the basic principles
of the method is offered in the corresponding chapter).
8.10.2 Weighted Histogram Analysis Method
A single biased simulation is usually not enough to obtain a reliable F (s) over the required range of
s. To cope with this problem, a number Nw of simulations can be performed each with different bias
potentials, covering adjacent windows in the CVs space. The results from each window then need to be
unbiased and glued together into a single PMF. Among the various algorithms proposed, the Weighted
Hystogram Analysis Method (WHAM) (169; 267) has proven to be very efficient and almost free of
information-loss. The main idea, which goes back to the hystogram method developed by Ferrenberg
and Swensden (93), consist in constructing ρ(s) as weighted sum of the unbiased distribution functions
extracted from each window
ρ(s) = A
NwX
i=1
pii(s)ρi(s) . (8.95)
The weigths pii are functions of s, and are chosen as to minimize σ
2(ρ(s)), subject to normalizationP
i pii(s) = 1. Thus they are determined using the Lagrange λ multiplier method:
δ
δpij(s)
»
σ2(ρ(s))− λ
„P
i
pii(s)− 1
«–
=
δ
δpij(s)
»
A2
P
i
pi2i (s)σ
2(ρi(s))− λ
„P
i
pii(s)− 1
«–
= 2A2pij(s)σ
2(ρj(s))− λ = 0
(8.96)
which, after writing λ/2A2 = 1/
P
i
ˆ
σ2(ρi(s))
˜−1
(from normalization), gives:
pij(s) =
ˆ
σ2(ρi(s))
˜−1P
i
[σ2(ρi(s))]
−1 (8.97)
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Thus, the most accurate ρj will have the largest weigth when composing the total distribution
function. In a real simulation is clearly useful to express the weigths in terms of the known biasing
potentials Uwi.
From eq. ??, one has
σ2(ρi(s)) = [e
β[Uwi(s)−fwi]]2σ2(ρwi(s)) , (8.98)
which by insertion of eq. ?? gives:
pij(s) =
mje
−β[Uwj(s)−fwj ]P
i
mie−β[Uwi(s)−fwi]
(8.99)
where mj is the number of sampled points in the j-th window. Thus, the weigths depends on the
parameters fwj , that in turn are function of the pij :
e−βfwj = Zwj
Z
=
R
ds ρj(s)e
−βUwj(s)
= A
R
ds e−βUwj(s)
NwP
k=1
pik(s)ρk(s)
= A
R
ds e−βUwj(s)
NwP
k=1
mkρwk(s)P
i
mie
−β[Uwi(s)−fwi]
(8.100)
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A. STRUCTURAL PROPERTIES OF POLYGLUTAMINE
AGGREGATES INVESTIGATED VIA MOLECULAR DYNAMICS
SIMULATIONS
A.0.3 Large monomeric models
Figure A.1: RMSD - RMSD of P (a) and T (b) plotted as function of time.
Figure A.2: Rg - Rg of P (a) and T (b) plotted as function of time. XYZ components
of Rg for both systems.
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Figure A.3: Properties of P and T - A)Number of HB of P (a) and T (b) plotted as
function of time. The overall contribution, as well as the single contributions of the main
chains and of the side chains, are also reported. B)βSC and coil conformation of P (a) and
T (b) plotted as a function of time.
RMSF
Flexibility. The root-mean-square fluctuations (RMSF) are relatively low, ranging between 0.05 and
0.25 for most residues (Fig. A.4). However, (i) the RMSF values of P are larger every 20 residues.
This feature, which becomes even more evident in the final part of the structure, is caused by the fact
that the 20th Q of each turn must be rather flexible to allow the β-helix to turn. (ii) The RMSF of T
exhibits a minima every 6 residues. In this case, each turn is an equilateral triangle with 6 Qs side: the
residues in the vertices i.e. the 6th in the sequence are the most constrained and the less flexible.
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SIMULATIONS
Figure A.4: RMSF - (a) RMSF of circular β-helix; (b) RMSF of triangular -helix.
A.0.4 Oligomeric and small monomeric models
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A	   B	  
Figure A.5: Properties of oligomeric models - A)RMSD plotted as functions of time
in the series of oligomers. B)Rg plotted as functions of time in the series of oligomers
Figure A.6: Properties of PAH25 - Oligomeric model built with monomers of 25 Qs
(PAH25): a) RMSD vs time; b) Rg vs time; c) hydrogen bond distribution; d) Percentage
of residues in random coil (red line) and β-sheet (green line).
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A	  
B	  
Figure A.7: Properties of Small Oligomeric Models - A) RMSD plotted as functions
of time in the series of monomers: (a) monomer built with 40 Qs, (b) monomer built with
35 Qs, (c) monomer built with 30 Qs, (d) monomer built with 25 Qs. B)Rg plotted as
functions of time for (a) monomer built with 40 Qs, (b) monomer built with 35 Qs, (c)
monomer built with 30 Qs, (d) monomer built with 25 Qs.
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A.0.5 Hess’s Analysis
(120; 121)
System cosine content λ1 cosine content λ2 cosine content λ3
P 0.84 0.15 0.05
T 0.31 0.19 0.66
PAD 0.71 0.68 0.42
PAC 0.08 0.01 0.24
PAB 0.89 0.02 0.04
PA 0.18 0.08 0.03
TAD 0.79 0.35 0.22
TAC 0.90 0.14 0.07
TAB 0.75 0.34 0.01
TA 0.35 0.15 0.44
PAH25 0.86 0.05 0.02
P40 0.18 0.08 0.03
P35 0.76 0.08 0.02
P30 0.78 0.17 0.27
P25 0.76 0.12 0.28
Table A.1: Cosine content of the first three eigenvalues for the systems studied.
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Appendix B
Hydrogen bonding cooperativity
in polyQ β-sheets from first
principle calculations.
Supporting Material
B.0.6 Glutamine Systems - Additional Figures, Schemes and Tables
Figure B.1: Circular β-helix - a) Side; b) Front; c) Details of HB network in the
structure. The structure is characterized by Q residues with φ and ψ angles of -162 and
159 degree. Its coordinates were kindly provided by Dr. A. Lesk.
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B. HYDROGEN BONDING COOPERATIVITY IN POLYQ β-SHEETS
FROM FIRST PRINCIPLE CALCULATIONS.
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The values are given in Angstrom 
n  1 2 3 4 5 a b c d Visual Scheme on 2 x n  (N=2; n=1:4) 
4x4 1.91 1.93 1.93 1.93 2.04 1.92 1.94 1.94 1.92 
 1.87 1.95 1.91 1.93 1.93 1.91 1.87 1.90 1.86 
 1.96 1.90 1.95 2.03 1.93 1.95 1.93 1.94 1.91 
3x4 1.99 1.94 1.92 1.89 1.91 1.91 1.95 1.93 1.95 
 1.93 1.90 1.91 1.89 1.97 1.94 1.96 1.92 1.96 
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2x4 2.04 1.97 2.01 1.85 2.03 1.92 2.00 1.92 1.99 
 
 
 
4x3 2.04 1.93 1.94 1.96  1.95 1.93 1.89  
 1.92 1.96 1.91 1.89  1.91 1.89 1.84  
 1.94 1.90 1.88 1.91  1.94 1.92 1.92  
3x3 1.99 1.88 1.90 1.94  1.93 1.92 1.94  
 1.92 1.89 1.88 1.93  1.93 1.92 1.94  
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 1.94 1.94    1.93    
N
x1
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Figure B.2: HBs lengths - HBs lengths (A˚) in the backbone and side chains for all the
systems studied obtained from DFT calculations in vacuo
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Figure B.3: Glutamine systems - HB dipole orientations in a) 4x3; b) 4x2; c) 4x1.
Series ENxn ∆EN (N ;n) nHB ∆EHB
(a.u.) kcal/mol kcal/mol
1x1 -132.172084 0 0 -
2x1 -264.368101 15.017957500 3 -5.01
3x1 -396.571458 34.641765000 6 -5.77
4x1 -528.773249 53.282907500 9 -5.92
1x2 -217.200614 0 0 -
2x2 -434.442737 26.046897500 5 -5.21
3x2 -651.696500 59.397895000 10 -5.94
4x2 -868.947322 90.903415000 15 -6.06
1x3 -302.228375 0 0 -
2x3 -604.518061 38.472652500 7 -5.50
3x3 -906.819121 84.082490000 14 -6.01
4x3 -1209.126081 133.394577500 21 -6.35
1x4 -387.256020 0 0 -
2x4 -774.597906 53.880915000 9 -5.99
3x4 -1161.950024 114.182410000 18 -6.34
4x4 -1549.304511 175.970452500 27 -6.52
Table B.1: DFT Energy - Energies obtained with DFT calculations in vacuo.
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B.0.7 In vacuo DFT calculations.
The models are built with the modeling tool of HyperChem 8.0(? ). Starting from one Q residue (1x1)
model, (where the first number (N) refers to the number of strands, while the second (n) to the number
of Q in each strands), we add progressively one Q in each polyQ chain and one chain in each system.
Both N and n vary between 1 and 4.
The models were terminated by the addition of −NCH3 and −OCCH3 groups. Considering all
possible Nxn combinations we have 16 models ranging from 29 to 320 atoms. We built also other
two different Nx3 series: A) Nx3SC polyQ series where we varied the side chain conformations. B)
Nx3ALA. These are polyalanine systems.
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n=1:4 number of Q in each strand 
In this case n=3 
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Figure B.4: HBs lengths - HBs lengths (A˚) in the backbone for the systems Nx3SC
Nx3ALA studied from DFT calculations in vacuo
DFT calculations were carried out on all the models using the PBE exchange correlation functional,(24;
213; 238) that has been shown to give fairly good results in describing hydrogen bond networks,
(138; 139) also with respect WFT method. (330; 332)
We have used a plane wave (PW) basis up to a kinetic energy cutoff of 70 Ry. Core/valence inter-
actions were described using norm conserving pseudopotentials of the Martins-Troullier type.(305)
Integration of the nonlocal parts of the pseudopotential was obtained via the Kleinman-Bylander
scheme.(159) The models were inserted in an orthorhombic cell of 38, 52, 51 a.u. Isolated system
conditions were applied.(18) The calculations were performed with the CPMD v3.11 program.(? )
Geometries were relaxed by iterating geometry optimization runs (based on a conjugate gradient pro-
cedure) up convergence criteria of 10-4 a.u..
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Figure B.5: Backbone CE - a) Backbone CE (⊥CE-effect a) in system 4x3SC and
system 4x3ALA. Mean values of HB lengths of the backbone atoms versus the number
of strands for each series of n Q. b) Backbone CE (⊥CE-effect b) in the direction per-
pendicular to strand elongation: System 4x3SC , system 4x3ALA. In the histograms: HB
length for each column (the position along the strand) versus the HB position (the position
perpendicular to the strand direction); the black line represent the mean values over the
rows.
Figure B.6: Backbone ‖CE - Series Nx3SC , Nx3ALA. HB length versus HB position.
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Figure B.7: DFT Energy - Energies obtained with DFT calculations in vacuo for the
systems Nx3SC , Nx3ALA.
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B.0.8 DFT/MM calculations.
DFT/MM calculations were performed on a β-helix nanotube(244) whose structure and stability were
investigated in our previous work (Fig. B.1).(265) The structure is characterized by 8 turns of 20 Q
residues with φ and ψ angles of -162 and 159 and its coordinates were kindly provided by Dr. A. Lesk.
The β-helix was immersed in a rectangular box large enough to contain the protein and at least 12 A˚
of solvent molecules on each side of the solute.
The system underwent classical MD simulations similarly to our previous work.(265) The parm99
force field(65) and TIP3P water molecules(145) were used for the protein and for water, respec-
tively. Constant temperature-pressure (T=298 K, P =1 bar) 5-ns molecular dynamics (MD) was
then performed through the Nose-Hoover(126; 219; 220) and Andersen-Parrinello-Rahman coupling
schemes.(6; 233) Periodic boundary conditions were applied. Long-range electrostatic interactions
were treated with the particle mesh Ewald (PME) method,(71) using a grid with a spacing of 0.12 nm
combined with a fourth-order B-spline interpolation to compute the potential and forces in between
grid points. The cutoff radius for the Lenard-Jones interactions as well as for the real part of PME
calculations was set to 0.9 nm. The pair list was updated every 2 steps, and the LINCS algorithm(120)
was used to constrain all bond lengths involving hydrogen atoms allowing us to use a time step of 2 fs.
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Figure B.8: HBs lengths in MIX sustems - HBs lengths (A˚) in the backbone obtained
with DFT/MM MD.
The computational protocol was as follows: (i) Energy minimization of the solvent with Harmonic
position constraints of 1000 kJmol-1nm-2 on solute atoms. ii) 2 ns of MD always with position con-
straints on solute allowing the equilibration of the solvent without distorting the solute structure. iii)
Energy minimization of entire system; (iv) 1.2 ns MD in which temperature was gradually increased
from 0 to 298 K, using simulated annealing(214; 218) (SA). The SA was performed by increasing the
temperature from 0 to 298 K in 12 steps in which the temperature was increased by 25 K in 100 ps
of MD. v) 5 ns of MD of the entire system. Three DFT/MM models were built based on the last MD
snapshot. The QM part included the 4x4, 3x4 and 4x3 moieties. The corresponding mixed DFT/MM
models are 4x4MIX , 3x4MIX , 4x3MIX . The QM moieties were cut at the C and C for the N and
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C terminal part of the polypeptide chain, respectively and the valence of each carbon was saturated
with the addition of capping hydrogen atoms. To perform the calculations we have applied the fully
Hamiltonian coupling scheme(175) which couples the CPMD v3.11 code (? ) with the GROMACS
code. (28; 310)
The QM region was treated at DFT level with the same computational setup as in the in vacuo
calculations. The only exception is on the dimension of the orthorhombic boxes for the QM part. These
had dimensions of a = 50 A˚, b = 44 A˚, and c = 48 A˚; a = 41 A˚, b = 42 A˚, and c = 48 A˚ and a = 49
A˚, b = 42 A˚, and c = 45 A˚ for the 4x4MIX , 3x4MIX , 4x3MIX models, respectively. As in the in vacuo
calculations periodic images have been decupled.(203) The MM was treated exactly as above.
1000 steps of simulated annealing were first performed. Then, the systems were slowly heated to
300 K. A time step of 0.096 fs was used with a fictitious electronic mass of 400 a.u. NVT simulations
were carried out by coupling the systems to a Nose-Hoover thermostat.(126; 219) The structures finally
underwent 2 ps of DFT/MM MD.
Figure B.9: Backbone CE in the direction perpendicular to strand elongation
- a) System 4x4MIX , b) system 4x3MIX . In the histograms: HB length for each column
(the position along the strand) versus the HB position (the position perpendicular to the
strand direction); the black line represent the mean values over the rows.
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Conformational ensemble of
Huntingtin N-term in aqueous
solution explored by atomistic
simulations
C.1 Bias Exchange Metadynamics
C.1.1 Principles
In the standard metadynamics (173) approach, the dynamics of the system is biased by a history-
dependent potential constructed as sum of Gaussians centered on the trajectory of a selected set
of collective variables(CVs). After a transient time, the Gaussian potential compensates the free
energy, allowing the system to efficiently explore the space defined by the CVs. This method allows an
accurate free energy reconstruction in maximum three variables, as its performance deteriorates with
the dimensionality (173), limiting its usefulness for studying protein folding.
Bias exchange (BE) metadynamics(247) consists on running in parallel several molecular dynamics
simulations, each biased with a metadynamics potential acting on only one of the relevant CVs that
describe the system. At fixed time intervals, swaps of the configurations between pairs of replicas
are attempted, and the swap is accepted according to the Metropolis criterion. These swaps greatly
enhance the convergence of the free energy estimates (200).
C.1.2 Definition of the collective variables
For N17 BE is performed using six replicas, each biasing one collective variable (CV). The six CVs are
explicit functions of the atomic coordinates and have been selected as putative reaction coordinates to
explore the different structural conformations of the peptide, following refs (200; 247; 248) :
• CV1 counts number of Cγcontacts (hydrophobic contacts) definded as
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X
ij
1− (rij/r0)8
1− (rij/r0)10 (C.1)
were rij is the distance between atoms i, j, ro = 5A˙, and the sum runs over all the Cγ atoms.
• CV2 counts the number of Cαcontacts, it is defined from Eq. 1, with ro = 6.5A˙ and the sum
runs over all the Cα atoms.
• CV3 counts number of backbone hydrogen bonds, it is defined from Eq. 1, with ro = 2A˙ and
the sum runs over all the backbone H and O atoms.
• CV4 counts total helical content, it is defined by counting the respective fraction of Ψ dihedrals
belonging to the α region in the Ramachandran plot as
P
i = (1 − cos(Ψi − 45))/2, were the
sum runs over all the dihedral angles.
• CV5 is the helical content of central part of the peptide, it is defined from Eq. 1 and the sum
runs over the central dihedrals.
• CV6 is the dihedral correlation which is a measure of the correlation between successive Ψ
dihedrals
PN−1
i=1 =
p
1 + cos2(Ψi −Ψi+1), the sum runs over all the residues.
The results of the simulation are six low dimensional projections of the free energy over each CV. In
order to obtain the free energy landscape in several dimensions, it is necessary to analyze the simulation
with the technique described below.
C.1.3 Convergence Criteria
In BE the convergence of the bias potential (VG) is monitored like in standard metadynamics (172):
after a transient time, VG reaches a stationary state in which it grows evenly fluctuating around an
average that estimates the free energy. In our system this happens after 12 ns for each replica. An
example of the form of the bias at different simulation times is provided in Fig. C.1. Only the part
of the trajectories after 12 ns is retained for further analysis: indeed, after that time, the system stats
defusing uniformaly throught CV space, and the bias becomes practically time independent (200).
C.1.4 Cluster Analysis and thermodynamic model
Using the approach of (200), the CV space is divided in a grid of clusters. Namely we group all the
frames of the BE trajectories in sets (clusters) in which all the elements are close to each other in CV
space.
The free energy of each cluster is estimated by a weighted-hystogram analysis approach (WHAM)
(200). In this approach the effect of the bias is removed from the populations, and the estimates of
the different walkers are combined in an optimal manner. This allows calculating the free energy of a
approximately 2000 clusters of structures, that are representative of all the configurations explored by
the system.
The analysis is here performed using variables: CV2, CV4 ,CV5 and CV6.
The choice of the number of CVs to use is done in order to find the minimum number of variables
that allows providing an accurate description of the system. If the variables are too few, a cluster will
contain structures that are very different from each other. On the other hand, performing the analysis
in a very high dimensional CV space will lead to poor statistics.
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Figure C.1: Bias potential - Bias potential (VG) at different times for CV4. After
12ns, VG starts growing evenly.
The set of clusters was thus defined by partitioning this 4 dimensional CV space in small hype-
rectangles of sizes 9.2, 1.19, 0.6 and 1.27 respectively for each CV.
In order to show that convergence has been reached, in Fig. C.2 we plot the correlation between
the free energies for each cluster estimated at two different filling times t1=15 and t2= 30.
C.1.5 Construction of the kinetic model
The transition rates between each cluster are valuated introducing a kinetic model. It has been con-
structed following ref (200), assuming transitions are possible only between nearest and second nearest
neighbours.
The transition rate between two clusters (i,j) is assumed to depend only on the free energy difference
∆Gij and on the diffusion matrix Dij in the space of Cvs (131). The diffusion matrix is estimated from
a unbiased MD simulation of 10 ns by maximizing the likelihood (131; 200) of the trajectory within the
kinetic model. This procedure is valid if on a suitably long time scale the dynamics is Markovian. For
our system, the diffusion matrix becomes independent of the time lag after 5ns (200). The diffusion
matrix is considered to be diagonal, and is equal to 0.01193, 0.00017, 0.00539, 0.00002.
The metastable states (kinetic clusters) of the network of bins have been found by diagonalizing
the rate matrix(222). If this spectrum has a gap at the mth eigenvalue the system is considered to be
metastable, and the first times (ti ≥ tm) represent the ”slow” decay processes. The relaxation times
of the system in descending order are shown in Fig C.3. A gap is found between the first three times
and the rest, thus in our analysis we consider the first three as representative of the relevant relaxation
processes of the system.
This leads to a partition of the system in four metastable basins.
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Figure C.2: Convergence - Correlation between free energies estimated using a filling
time of 15ns with respect to those estimated at 30ns.
Figure C.3: Relaxation Times - The relaxation times of the system in descending order
in ps−1.
128
C.1 Bias Exchange Metadynamics
C.1.6 Cluster Analysis and thermodynamic model
The long-time scale dynamics of the system has been modeled on the network of clusters by generating
a kinetic Monte Carlo (KMC) (39) trajectory of 200 ms.
For two clusters A and B with occupancy PA and PB , the rate constant to go from A to B was
calculated counting the number of times NAB that a trajectory goes from A to B without passing from
any other cluster during the KMC simulation.
The rate to go from A to B was estimated as kAB NAB/(PA ∗ tKMC). To minimize the number of
recrossing, the KMC trajectory is assumed to visit a different basin any time it reaches a metastable
attractor, other clusters that do not fall in this definition were considered as transition states.
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Table D.1: Structural Determinants - PDB structures used to predict the structural
determinants of N17/actinb. After the modeling was carried out, a set of actin-bound
WH2 proteins of Spire X-Ray structures has been made avaliable (PDBID 3MMV, 3MN5,
3MN6, 3MN7, 3MN9 (85)). Our model for N7/actin complex turns out to be very similar
to those structures (Root main square deviations on the backbone ranging from 0.2 to
0.7 A˚), strongly suggesting that the results would not change if also these structures are
included in the modeling.
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Figure D.1: Hydropathy Plot - Hydrophobicity values for each residues cal-
culated including the contributions of the peptide bonds as well as the sidechains.
They are based on experimentally determined values for transfer free energies
of polypeptides. The plot was obtained using the EMBOSS serverer at EBI
(http://www.ebi.ac.uk/Tools/emboss/pepinfo/).
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D.1 F-ACTIN FILAMENT STRUCTURAL MODEL
Inspection of the F-actin X-Ray structure at 6.6 A˚ resolution of rabbit skeletal actin (PDPID: 3MFP
(97)- SI of 63% with human F-Actin) shows that the actin hydrophobic pocket (AHP) is solvent acces-
sible not only in G-actin, but also in F-actin(84). We further substantiate this finding by constructing
a model of ten subunits of the F-Actin filament (FAF).
• Addition of loops and some extended chains in one human F-actin subunit (i.e. human G-
actin), which were unresolved in the crystal structure (X-Ray resolution 12 A˚). The Modeller
9v8 (95; 201; 269) program was used.
• Construction of FAF by applying the roto-translations matrix provided in the PDB file of the
structure (3BYH (100)). The UCSF Chimera 1.5.2 (246) package was used.
• Clash contacts in the FAF model were eliminated using the Swiss-Pdb Viewer (DeepView
4.0)(110) package.
• The model underwent 10 consecutive run of 1,000 steps of steepest-descent (77) energy minimiza-
tion. 5000 kcal mol -1A˚ -2 harmonic position restraints were applied on the protein backbone
atoms.
The resulting model turned out not to been too dissimilar from the F-actin X-Ray structure at
6.6 A˚ resolution of rabbit skeletal actin (PDPID: 3MFP (97)- SI of 63% with human F-Actin). The
RMSD is 3.2 A˚ .
Not unexpectedly, the AHP is completely solvent accessible also in our FAF model.
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1.5	  kDa/Å	  	  
Mass-­‐per-­‐length	  
100	  Å	  
Figure D.2: F-actin model - Side (left) and front (right) view of our FAF model in
CPK representation.
Figure D.3: The hydrophobic binding pocket - The putative N17-binding hydropho-
bic pocket in our model of FAF (below) and in human G-actin X-ray structure (above)(82).
The pocket is shown as a yellow surface representation. The pocket consists of Y143, A144,
G146, T148, G168, I341, I345, L346, L349, T351, M355 residues.
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Figure D.4: D-loop - The so-called D-loop (DNase I binding loop) (102) may play a
role in F-actin assembly. Hence it has been suggested to affect inderectly for WH2 binding
(84). Inspection of the avaliable X-ray structure of uncomlexed actin (228) (A) and EM-
based models of F-actin in the free state (97)(C) and in complex with fimbrin (100)(B)
and alpha-actinin (D) (101), sheds some lights on this issue. Such inspection points to the
flexibility of this loop depending on the oligomerization state, the species and the ligand
bound(97; 100; 101; 223). We conclude that at present, it is very difficult to predict the
effect of the presence of the D-loop on WH2 binding (E).
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D.1.1 ORIENTATION OF N17 HELIX ONTO F-/G- ACTIN HY-
DROPHOBIC POCKET
Actin binding proteins bind to AHP either front-to-back (N-terminal part of the helix pointed toward
the bulk of the actin), and from back-to-front (N-terminal part of the helix pointed opposite to the
bulk of the actin monomer) (82).
We carrried out a structural prediction under the assumption that N17 binds to F-actin in a
back-to-front orientation. The methods were the same as those for front-to-back. The back-to-front
orientation creates less hydrophobic contacts than the front-to-back orientation(Tab. S2). Unlike the
latter, it does not form H-bonds with actin. This allows us to suggest that the latter is the most likely
binding mode of the ligand. We notice that predictions based on back-to-front are not consistent with
several experimental facts (Tab. S3).
N17 Interaction F-actin
L 4 Hydrophobic contact with Y 169
K 6 Hydrophobic contact with L 349
L 7 Hydrophobic contact with L 349
L 7 Hydrophobic contact with L 346
L 7 Hydrophobic contact with Y 143
M 8 Hydrophobic contact with G 146
A 10 Hydrophobic contact with L 349
F 11 Hydrophobic contact with A 144
F 11 Hydrophobic contact with I 345
F 11 Hydrophobic contact with I 341
K 15 Hydrophobic contact with E 334
Table D.2: Alternative binding mode of N17 - Interactions between N17 and human
F-Actin obtained by assuming the back-to-front orientation.
Mutation Model SI
Helix fold
propensity
Aggregation
Predicted
FRET Results
L7S
Stabilize helix fold
But disrupt
hydrophobic
interactions with
L346, L349 and Y169
Increase Increase ? Decrease
F11G
Replace hydrophobic
interactions
Increase Increase Decrease Decrease
K15C
Disrupt Salt Bridge
with E334
Decrease Decrease Increase Increase
K15A
Disrupt Salt Bridge
with E334
Decrease Decrease Increase Increase
F17V
Replace hydrophobic
interactions
Increase Equivalent Decrease Decrease
Table D.3: Mutations - Predicted effects of N17 mutations onto aggregation assuming
back-to-front orientation.
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D.1.2 SEQUENCE ALIGNMENT BETWEEN N17 AND AND ADF
/COFILIN FAMILY CLASS
Most actin binding proteins can be grouped into conserved families. These include the Wiskot-
tAldrich syndrome protein (WASP)-homology domain-2 (WH2), the actin-depolymerizing factor/cofilin
(ADF/cofilin) domain, the gelsolin-homology domain, the calponin-homology (CH) domain, and the
myosin motor domain (82). N17 has the highest Sequence Similarity (SS) with WH2 families (SS=63%),
followed by ADF/cofilin family (SS=36%). We reported here the aligment for the second the latter
one. We further notice that all the other families SS ¡ 30%. Thus, these families are not suitable for
an modeling procedure (62).
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Figure D.5: Sequence Alignment. - Alignment of N17 (red square) on ADF domains
in Eukaryotic Homo Sapiens proteins (SS=36%) using the CLUSTALW (300) server.
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