Effective Feature Extraction and Data Reduction in Remote Sensing Using Hyperspectral Imaging
ith numerous and contiguous spectral bands acquired from visible light (400-1,000 nm) to (near) infrared (1,000-1,700 nm and over), hyperspectral imaging (HSI) can potentially identify different objects by detecting minor changes in temperature, moisture, and chemical content. As a result, HSI has been widely applied in a number of application areas, including remote sensing [1] . HSI data contains two-dimensional (2-D) spatial and one-dimensional spectral information, and naturally forms a threedimensional (3-D) hypercube with a high spectral resolution in nanometers that enables robust discrimination of ground features. However, new challenges arise in dealing with extremely large data sets. For a hypercube with relatively small spatial dimension of 600 × 400 pixels at 16 bitsper-band-per-pixel, the data volume becomes 120 MB for 250 spectral bands. In some cases, this large data volume can be linearly increased when multiple hypercubes are acquired across time to monitor system dynamics in consecutive time instants. When the ratio between the feature dimension (spectral bands) and the number of data samples (in vector-based pixels) is vastly different, high-dimensional data suffers from the well-known curse of dimensionality. For feature extraction and dimensionality reduction, principal components analysis (PCA) is widely used in HSI [2] , where the number of extracted components is significantly reduced compared to the original feature dimension, i.e., the number of spectral bands. For effective analysis of large-scale data in HSI, conventional PCA faces three main challenges:
■ obtain the covariance matrix in extremely large spatial dimension, which can lead to software tools such as MATLAB running out of memory ■ cope with the high computational cost required for analysis of large data sets ■ retain locally structured elements that only appear in a small number of bands (mainly local structures) for improved discriminating ability when feature bands are globally extracted as principal components. This article discusses several variations and extensions of conventional PCA to address the aforementioned challenges. These variations and extensions include slicing the HSI data for efficient computation of the covariance matrix similarly done in 2-D-PCA analysis [3] and grouping the spectral data to preserve the local structures and further speedup the process to determine the covariance matrix [4] . In addition, we also discuss some non-PCA-based approaches for feature extraction and data reduction, based on techniques such as band selection, random projection, singular value decomposition, and machine-learning approaches such as the support vector machine (SVM) [2] , [5] , [6] .
FEATURE EXTRACTION USING PCA AND ITS VARIATIONS
PCA has been widely used for unsupervised feature extraction and data reduction [2] , [7] . Through orthogonal projection and truncation of the transformed feature data, PCA can successfully remove correlation inherent in the data.
For a hypercube with F spectral bands and a spatial size of R C # (Figure 1 ),
where R and C are the number of rows and columns, respectively, conventional PCA first converts the data into an F S # matrix (I), where . S RC = Then, the covariance matrix of , , I K is obtained as follows: eigendecomposition is followed by data projection to determine the principal components. Due to the extremely large size of , S which can be over 100 kB, practical difficulties arise when directly determining K from .
I To solve these problems, 2-D-PCA inspired data slicing PCA (SPCA) [3] along with segmented PCA (Seg-PCA) [4] are used.
Data Slicing Pca
Rather than taking all spectral vectors in I together, SPCA ( Figure 1 ) treats each spectral vector In separately when determining the corresponding covariance matrix , K where . SPCA is equivalent to PCA in determining the covariance matrix. The fundamental difference is that the calculation of K is implemented by a series of S independent partial covariance matrices. As such, the memory requirement is reduced from F S # to . F 1 # In addition to this, these partial covariance matrices can be separately calculated in parallel to improve efficiency.
SegmenteD Pca
Although the spectral data in HSI naturally form long vectors, the input spectral data can be grouped to produce a W series of small vectors for fast calculation of PCA in each group while enabling extraction of local structures from each group. As shown in Figure 1 , in Seg-PCA each of the S spectral vectors is grouped to form k subvectors. For each subvector, the size of its covariance matrix is reduced to . 
where again S denotes the spatial size of the hypercube. Also note that i i mb mb T is the partial covariance matrix obtained from the grouped spectral vector . imb For a given spectral vector , in
conventional PCA extracts all the principal components from the F bands. In contrast, Seg-PCA divides in into H groups and ensures that variable numbers of components are extracted from each group. As a result, Seg-PCA has the potential to preserve some local spectral structures, which are nondominant and thus are discarded in conventional PCA. Such local structures provide additional values to Seg-PCA for superior discrimination ability as explained below.
In Seg-PCA, as illustrated in Figure 1 , each spectral vector of F bands is grouped into H groups or K groups as shown in Figure 1 . When , H 1 = Seg-PCA defaults to SPCA, which is equivalent to the conventional PCA. In fact, the performance of the Seg-PCA is strongly dependent on how the bands are grouped, as it affects how much additional information can be extracted to improve the conventional PCA.
In one particular case where all groups contain the same number of W bands, , HW F = the covariance matrices from different groups share the same dimension. As a result, they can be summed to form one covariance matrix .
Seg PCA
K -
This can further simplify the eigendecomposition procedure for better efficiency, as only one matrix rather than k must be processed
In conventional PCA, using SPCA for example, the covariance matrix in (1) For the particular case in Seg-PCA where all groups have the same number of bands, the covariance matrix can be further derived as
From (4) and (5), it is straightforward to demonstrate that Seg PCA Kis formed by accumulating the W W # sections in the main diagonal of , SPCA K the original covariance matrix. This is also illustrated in Figure 1 for comparison. Note that in a real hypercube, uneven band groupings are used to allow variable numbers of bands to be contained in different groups. However, this leads to the challenging problem of grouping bands for feature characterization, which is discussed in the following sections. 
FEATURE EXTRACTION USING NON-PCA-bASED APPROACHES
For non-PCA-based feature extraction and dimensionality reduction, the most commonly used approaches are based on band selection [5] , machine learning [6] , and steepest ascent search [7] . As adjacent spectral bands in HSI usually contain a large degree of redundant information, these approaches tend to select individual spectral bands rather than PCA components for data classification. In these approaches, bands that contain less discriminatory information are discarded, which results in a much reduced number of remaining bands. Usually, the discriminatory information is reflected by how different a band is in comparison to adjacent bands. To determine the degree of similarity between two (band) images, a number of approaches can be used including distance measurement, mutual information, and the structural similarity measurement (SSIM) [2] , [5] .
For any two band images Am and , An the simplest distance-based similarity is given below to measure an average distance/similarity over all pixels In contrast, mutual informationbased similarity is determined by the image histograms [2] , [5] . By treating the spectral images as random variables, their associated mutual information can be determined as follows:
where ( 
Due to the inclusion of a consistency measurement in terms of luminance, contrast, and structural similarity, SSIM is found to produce more consistent similarity measurements than distance and mutual information-based approaches [9] . For the 92AV3C data set as described in detail in the next section, SSIM-based band similarity maps are shown in Figure 2 . As can be seen, bands are naturally divided into similar groups, with exceptions to bands just over 100 and 150 where adjacent bands show low similarity to each other. These are noisy bands that contain very little useful information, hence the low correlation with adjacent bands.
Based on the similarity maps mentioned earlier, band groups and the key bands can be easily determined by thresholding [3] or the Jeffries-Matusita interclass distance [7] with the steepest ascent search strategy [2] , [7] . For machine-learning-based approaches, ground truth information is usually used to determine the discriminatory ability of bands in any classification-based tests.
PERFORMANCE EVALUATION AND ANALYSIS
We compare the performance of SPCA and Seg-PCA with conventional PCA using the publicly available hyperspectral data set 92AV3C from the original Indian Pines [10] . The 92AV3C data set was collected by the AVIRIS instrument over an agricultural study site in Northwest Indiana [10] for land cover classification in remote sensing applications. The hyperspectral data set contains 220 spectral reflectance bands in the wavelength range of 400-2,500 nm, and the spatial size is Figure 3 . Disregarding the white regions that are unclassified background, the other colored regions in the ground truth refer to alfalfa, corn (three types), wheat, grass (three types), oats, woods, soybeans (three types), hay, and two others.
FeatURe eXtRactiOn anD Data claSSiFicatiOn
SVM has been widely used for hyperspectral image classification [6] , [7] . The implementation using the bSVM library [11] is employed for performance assessment. As a supervised classifier, SVM relies on training data for model optimization.
In the experiments, the principal components extracted from the original spectral data using the conventional PCA, SPCA and Seg-PCA approaches are used as features for the SVM. For the labeled pixels in the data set, 30% of them are used for training the SVM and the remaining 70%
for testing. The kernel function used for SVM is the radial basis function, whose parameters, the penalty ĉ h, and the gamma , ĉ h were optimized in the training process through a grid search of possible combinations of these parameters.
As suggested in the literature [5] , [7] , the noisy bands covering the region of water absorption (104-108, 150-163, 220) are removed from the spectral vectors before applying PCA for feature extraction. To this end, the effective number of spectral bands for the data sets is reduced from 220 to 200. In total, four groups of features are used for comparison. The first is referred to as the whole spectral band (WSB), in which the total 200 spectral bands are used directly as features. This is taken as a baseline approach for benchmarking. The remaining three groups use principal components as features, extracted from the conventional PCA, SPCA, and Seg-PCA approaches, respectively.
For each group of features as samples, ten experiments were carried out with data samples randomly selected for training and testing. No data sample overlap was allowed in the training set and testing set. The average testing result over these tests and the corresponding standard deviation of classification accuracy were obtained and reported below for evaluation and assessment.
PeRFORmance aSSeSSment
We assess performance in terms of reduction of computation cost, memory requirement, and improvement of classification accuracy.
The computation costs of the SPCA and Seg-PCA are compared against those of the conventional PCA in Table 1 , for the three stages involved, where S and K refer, respectively, to the number of samples (pixels) and the number of principal components extracted. Since the computational cost for PCA and SPCA is the same, they are put together to be compared with Seg-PCA. The saving factor of computational cost for Seg-PCA is H or H 3 in comparison to conventional PCA and SPCA. With H 10 = and , K 30 = the number of multiply-accumulates required in PCA/SPCA is 9.75e8, where in Seg-PCA it is reduced to 9.67e7. In effect, the computational cost has reduced to 9.92%. In other words, Seg-PCA has achieved a saving factor of ten, i.e., an order of magnitude for the hyperspectral remote sensing data set used.
In Table 2 , memory requirements for PCA, SPCA, and Seg-PCA over different stages are compared. SPCA only reduces memory requirement in the first stage when the covariance matrix is obtained. The other two stages require the same amount of memory as the conventional PCA. Seg-PCA has significantly lower memory requirements, and the minimum saving factor achieved is . H 2 When H 10 = Seg-PCA only requires 1% of the memory compared to the conventional PCA.
With local structures extracted over the spectral domain, Seg-PCA has great potential to improve the efficacy in feature extraction resulting in higher discrimination power and better classification. With , H 10 = , W 20 = h the classification results using various numbers of principal components are plotted in Figure 4 , where K covers a large 
nOn-Pca-baSeD aPPROacheS
The mutual information-based band selection approach [5] , SVM-based approach [6] , and the steepest ascent search-based approach [7] are compared in this group of experiments, along with the PCA-based methods. Again SVM is used as the preferred classifier yet under 60% training ratio. The results are summarized in Table 3 for comparison. As one can see, PCA-based approaches have generated reasonably good results, where Seg-PCA is found to be the best among the five approaches evaluated. The SVMbased approach outperforms conventional PCA and the steepest ascent search-based approach, and the mutual informationbased approach is found to be the poorest performing in this group of tests.
eFFect OF nOiSe
Due to atmospheric water absorption and other effects, the hyperspectral images obtained may contain severe noise, where the corresponding band image is effectively useless as it has no correlation to any adjacent bands (see Figure 2) . As a result, noise removal becomes a very important issue. Without noisy band removal, the classification accuracy achieved for the 92AV3C data set by PCA with ten components is only around 70%, in comparison to nearly 87% obtained in Table 3 . Furthermore, some researchers also apply noise removal in the spatial domain, using the known wavelet shrinkage approach [12] . After removal of the noisy bands, it is found that this pre-processing can further improve the overall classification accuracy by 2-3% [12].
CONCLUSIONS
Although PCA has been widely used for feature extraction and data reduction, it suffers from three main drawbacks: high computational cost, large memory requirement, and low efficacy in processing large data sets such as HSI. This article analyzed two variations of PCA, specifically SPCA and Seg-PCA. Seg-PCA can further improve classification accuracy while significantly reducing the computational cost and memory requirement, without For the AVIRIS sensor, the data were acquired since the early 1990s, and they can be obtained from NASA by accessing the link http://aviris.jpl.nasa.gov/data/get_ aviris_data.html. Alternatively, some associated data sets such as 92AV3C, Salinas, and Cuprite can be downloaded online from [10] and/or [13] . For the ROSIS sensor, the Pavia Center and Pavia University data sets can be obtained from [13] . In addition, the DC Mall data set from the HYDICE sensor is also available online [10] . Note that for 92AV3C, Salinas, the Pavia Center, and the Pavia University data sets, there are available ground truth to facilitate objective assessment in data classification-based applications. 
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