Abstract Sport scheduling is a trending research topic in operations research. Local search heuristics are among the most effective methods to construct schedules. Prior studies have investigated the connectivity of existing neighborhoods in the scheduling of single round robin tournaments and determined that they are strongly affected by how the initial schedule is constructed.
Introduction
In a Single Round Robin (SRR) tournament an even number n of teams play against each other on n − 1 rounds. Each team plays once every round and therefore each round is composed by n/2 games. An investigation on the connectivity of the search space of existing neighborhoods structures for SRR scheduling problems was conducted in [4] . Their analysis showed clear correlations between the method used to construct initial schedules and the ability of local search procedures to escape from certain regions of the search space. Their study also showed that for several values of n the following phenomenon occurs: the two general neighborhood structures commonly used in local search based algorithms are not connected, meaning that not all of the search space is reachable using those neighborhood structures. In particular, they showed that, for several values of n (they analyzed up to n = 20), when a SRR schedule is constructed with the most commonly used method in the literature (the circle method, described in the next section) and using the studied neighborhoods it is not possible to move to other SRR schedules that are nonisomorphic to the initial one.
In this paper, we continue the research started in [4] by investigating the sequence of values of n for which the described phenomenon occurs. While doing this we found out that, for one of the neighborhoods structures studied, the non-connectivity could be explained by a classic result in graph theory and that the sequence of numbers in which the phenomenon occurs is composed by all values of n that are equal to p + 1, p being a prime number.
When comparing this last sequence with the one given in [4] we noted that they were not equal. Some values of n = p + 1 (for example n = 8) were not in the sequence given in [4] meaning that the other neighborhood structure allowed to move the search to schedules nonisomorphic to the initial one.
Trying to understand and characterize the sequence of values of n for which the two neighborhoods structures stay trapped in the schedules that are isomorphic to the one initially constructed by the circle method, we generated the sequence of numbers for which the phenomenon occurs up to n = 100. Searching the obtained sequence in the Internet we found a perfect matching with a sequence of numbers representing the size of a deck of playing cards in which the faro shuffle permutation has an (n − 2)-cycle. The first 6000 values of n for which a faro shuffle permutation has an (n − 2)-cycle are listed in [16] .
Our objective in this work is to establish a relation between the circle method, the connectivity of the search space for the most commonly used neighborhoods and the faro shuffle of playing cards. In the next section, we describe the circle method. In section 3 we introduce a method for constructing SRR schedules based on faro shuffle permutations and in section 4 we show its equivalence to the circle method. In section 5 we describe the existing neighborhoods structures and analyze their connectivity as a function of the number of participating teams. In the last section we give some concluding remarks.
The circle method
In a SRR tournament with n teams, every team plays every other team once within n − 1 rounds. A schedule for such a tournament determines in which round each game is played. The circle method [5] (also called the polygon method) is a well known systematic approach to schedule a SRR tournament.
Denote the set of n teams by T = {0, 1, ..., n − 1} and the set of n − 1 rounds by R = {0, 1, ..., n − 2}. To schedule a tournament following the circle method, first draw a regular (n − 1)-sided polygon. Each vertex of the polygon is numbered from 0 to n − 2 and an extra vertex n − 1 is placed in the middle of the polygon. See the initial setup of the circle method on the top leftmost side of Figure 1 .
At each iteration i of the circle method, starting from iteration 0 to iteration n − 2, in order to determine n/2 games at the i-th round of the tournament, a straight line is drawn from the vertex n − 1 to the vertex i of the polygon, together with all possible straight lines that lie perpendicular to (i, n − 1). All matches that can be obtained in this way determine one round of the tournament. In the next iteration, the polygon is rotated 1/(n − 1)-th of a circle (i.e. one vertex point) in counter-clockwise direction. All new straight lines represent the games for the new round. The procedure is repeated until all rounds are defined.
A description of the circle method based on [14] is given as follows:
In round r (r ∈ R = {0, 2, . . . , n − 2}),
• team t ∈ T plays team t ∈ T \ t for (t + t ) ≡ 2r mod (n − 1).
• team n − 1 plays team r;
Based on the previous definition, we can represent the circle method by the following opponent schedule function: Function Υ(t, r) computes the opponent of team t ∈ T in round r ∈ R based on the circle method. Table 1 shows a schedule constructed with the circle method for a tournament with n = 6 teams. Table 1 . Schedule constructed by the circle method for a tournament with n = 6 teams.
3. The faro method: a scheduling method based on the faro shuffle of playing cards
Suppose we have a standard deck with an even number of n playing cards we want to shuffle. We may take the deck, split it into two parts, and then we interleaved the cards in each part of the deck, by dropping cards from the bottoms of the two half-decks. The top and bottom cards of the deck are always left unaltered. Such shuffling technique is known as riffle shuffle [1] . The faro shuffle, an idealized riffle shuffle, is a term used when a perfect riffle shuffle is performed in such a manner that the deck is split exactly in half and all cards are perfectly alternated [15] . For a visual representation of a faro shuffle of a deck with 6 playing cards, see Figure 2 . We can mathematically model a deck of n playing cards by a sequence of integers {0, 1, . . . , n − 1}. The card at position i = 0 is the top card, and the card at position i = n − 1 is the bottom card. In order to perform a faro shuffle, a card at position i ∈ {0, . . . , n/2 − 1} is moved to the position 2i. If a card is at position i ∈ {n/2, . . . , n − 2}, then it is moved to the position 2i − (n − 1) = 2i mod (n − 1) and the card at the position n − 1 stays at its position. Since 2i < n − 1 for i ∈ {0, . . . , n/2 − 1}, we can equivalent represent a faro shuffle of a deck of n cards by the mapping
A concise mathematical way to think about changing orderings of the deck is given by permutations [13] . A permutation of n cards may be seen as an one-to-one map from the set of integers, between 0 and n − 1 inclusive, to itself. A study about shuffling and permutation of cards was carried out in [7] .
A faro shuffle permutation of cards can be described as a set of permutation cycles [9] . A permutation cycle is a subset of a permutation whose elements trade places with one another. Permutations cycles are also called "orbits" by [3] . For example, in the faro shuffle of cards that transforms {0, 1, 2, 3, 4, 5, 6, 7, 8, 9} into {0, 5, 1, 6, 2, 7, 3, 8, 4, 9}, (0) is a 1-cycle, (3,6) is a 2-cycle, (1, 5, 7, 8, 4 , 2) is a 6-cycle and (9) is a 1-cycle. Here, the notation (0)(36) (1, 5, 7, 8, 4 ,2)(9) means that starting from the natural ordering of cards {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}, the first and last cards stay in their positions, cards at positions 3 and 6 are switched, card at position 1 is replaced by the card at position 5, card at position 5 is replaced by the card at position 7, and so on until the card at position 2 is replaced by card at position 1. The order of the cycles does not change the permutation cycle. Therefore (0)(63)(5,7,8,4,2,1)(9), (9)(0)(63) (7, 8, 4 ,2,1,5), (8,4,2,1,5,7)(9)(0)(63) and (9)(4,2,1,5,7,8)(0)(63) all describe the same permutation. Note that a faro shuffle can be performed several times in a row, however, despite the cards changing positions, the permutation cycle will always be the same. In [7] the authors present an investigation on the number of faro shuffles needed to bring a deck of n cards to its initial card order.
Scheduling an SRR tounament with faro shuffles
At each iteration i, starting from iteration 0 to iteration n − 2, the faro method determines all opponents of team t i . Consider two decks of n playing cards represented by an ordered set of integers {0, . . . , n − 1}. One deck will be used to determine the opponents of team t i while the other deck will be used to identify the rounds in which t i faces its opponents.
In order to determine the opponents of the team t 0 in the iteration i = 0, take the first deck and arrange all cards side-by-side on ascending order. Then, take the second deck and arrange all its cards as a faro shuffle of the first deck, keeping every card of the second deck right below of every card of the first deck. Figure 3 shows an example of such arrangements of cards for decks of size n = 6. Here the opponents of t0 are: t1 on round 3, t2 on round 1, t3 on round 4, t4 on round 2 and t5 on round 0.
Note that the card 0, representing the team t 0 , is at position 0 and the card n − 1, representing the team t n−1 , is at position n − 1. For each position i ∈ {1, 2, . . . , n − 2}, each card at the position i of the second row denotes a round r and each card at the position i in the first row denotes the opponent of team t 0 in round r. Team t 0 faces team t n−1 at round r = 0.
In order to determine the opponents of the team t i , for 0 < i ≤ n − 2, take the deck of the first row on previous iteration and rotate it, except for the last card, by placing the card from the position 0 between the cards at positions n − 2 and n − 1. After the rotation, the card that represents the team t i will be displayed at position 0. As before, take the second deck and arrange all its cards as a faro shuffle of the first deck, keeping every card of the second deck right below of every card of the first deck. Figure 4 shows an example with n = 6.
A tournament schedule as presented in Table 1 can be obtained through the faro method by extracting the information about the opponents of every team from Figure 4 . In the next section, we show that the faro method is equivalent to the circle method.
The faro method and circle method are equivalent
In the faro method, during n − 2 iterations, we circularly shift the cards in the deck, except for the card n − 1, thus every other card i will appear at the top of the deck at iteration i. The shifting move can be done by placing the card on the top between the cards at positions n − 2 and n − 1. Likewise, at each iteration j ∈ {0, . . . , n − 2} the position i such that 0 ≤ i < n − 1 is occupied by the card numbered (i + j) mod (n − 1). This shifting yields another permutation of the cards in which n − 1 is always fixed at position n − 1 and its permutation cycle can be written as (0, 1, . . . , n − 3, n − 2)(n − 1). Function F(j, i) computes the position of the card of value i in the shifted deck of size n at iteration j ∈ {0, . . . , n − 2}
Function F(j, i) computes the value of the card that is placed at the position i in the shifted deck of size n at the iteration j ∈ {0, . . . , n − 2}
For a deck of size n at iteration j, we can represent the faro shuffle permutation of a shifted deck by the following adapted mapping (j, i), for each iteration j ∈ {0, . . . , n − 2} and for each card at position i ∈ {0, . . . , n − 1}
In a deck of n cards,the card i ends at position (j, i) after j shifts and one faro shuffle. Since the values of F(j, i) are never computed for the first case in Equation 3 (when i = n − 1), we can apply the following substitution
hence, we may rewrite (j, i) as
Finally, we define the function O(j, i) = F • to recover the value of the card that is placed at the position (j, i) in the shifted deck of size n at the iteration j after a faro shuffle
Function O(t, r) determines the opponent of team t in round r for r = t. Considering that team i plays against team n − 1 at round i the full opponent schedule for the faro method is:
Such schedule is equal to the one constructed by the circle method since the Equation 7 is equal to Equation 1. Therefore, the two methods are equivalent.
Connectivity of SRR scheduling neighborhoods
Let s be a schedule of a SRR tournament with n teams and let S be the set of all possible schedules for those n teams. A neighborhood is a mapping that assigns to each schedule s ∈ S, a set of schedules N (s) that are neighbors of s. Local search procedures use the concept of neighborhoods to move the search from one schedule s to a new neighbor schedule s ∈ N (s). A neighborhood is said to be connected if it is possible to move from any schedule s ∈ S to any other schedule s ∈ S by a series of moves in the neighborhood. Connectivity is a key feature of neighborhood structures that drastically affects the performance and search capability of local search algorithms.
Different neighborhood structures have been proposed and used in local search procedures for round robin sport scheduling problems as in [17] , [2] and [6] . As in [4] 2 4 6 8 10 1 3 5 7 11 0 10 1 3 5 7 9 0 2 4 6 8 11 11 0 1 2 3 4 5 6 7 8 9 10 Table 2 . A Round Swap move for a tournament with n = 12 teams.
Round Swap and Partial Round Swap
The first two neighborhoods are based on permutation of opponents between rounds. Each neighbor in the RS neighborhood is obtained by swapping all opponents of all teams between two different rounds. Table 2 gives an example of a move in RS with rounds 2 and 3 as parameters.
The PRS neighborhood is a generalization of RS, in which each neighbor is obtained by swapping the opponents between two different rounds for a subset of teams. For any team t ∈ T and for any two rounds r 1 ∈ R and r 2 ∈ R, with r 1 = r 2 , let T be a minimum cardinality subset of teams including team t in which the opponents of the teams in T in rounds r 1 and r 2 are the same, i.e. T = {t 1 , . . . , t k } ⊆ T is minimum and such that t ∈ T and {i ∈ T : ∃u ∈ T such that O(i, r 1 ) = u} = {i ∈ T : ∃u ∈ T such that O(i, r 2 ) = u}. A schedule obtained by swapping the opponents of each team t ∈ T in rounds r 1 and r 2 is a neighbor of the initial schedule in PRS. Table 3 gives an illustration of the subset T ∈ R when considering team 1 and rounds 0 and 3. Observe that, when T is equal to T a move in PRS is equal to a move in RS. 2 4 6 8 1 3 5 7 1 8 9 3 5 7 0 2 4 6 2 7 0 9 4 6 8 1 3 5 3 6 8 1 9 5 7 0 2 4 4 5 7 0 2 9 6 8 1 3 5 4 6 8 1 3 9 7 0 2 6 3 5 7 0 2 4 9 8 1 7 2 4 6 8 1 3 5 9 0 8 1 3 5 7 0 2 4 6 9 9 0 1 2 3 4 5 6 7 8 Table 3 . The minimum cardinality subset of teams T including t1 in which the opponents of every team t ∈ T in rounds r = 0 and r = 3 are the same, for a tournament with n = 10 teams, is {1, 4, 7}.
Let us analyze some aspects of the connectivity of PRS. A one-factor of a graph G is a set of edges in which every vertex is incident to precisely one edge of the set (also called a perfect 4 6 8 10 1 3 5 7 9 1 10 11 3 5 7 9 0 2 4 6 8 2 9 0 11 4 6 8 10 1 3 5 7 3 8 10 1 11 5 7 9 0 2 4 6 4 7 9 0 2 11 6 8 10 1 3 5 5 6 8 10 1 3 11 7 9 0 2 4 6 5 7 9 0 2 4 11 8 10 1 3 7 4 6 8 10 1 3 5 11 9 0 2 8 3 5 7 9 0 2 4 6 11 10 1 9 2 4 6 8 10 1 3 5 7 11 0 10 1 3 5 7 9 0 2 4 6 8 11 11 0 1 2 3 4 5 6 7 8 9 10 Table 4 . A Team Swap move in a SRR schedule with n = 12 teams. matching). A one-factorization of G is a partition of the edge-set of G into one-factors. As noted in [5] , a schedule for a SRR tournament with n teams can be represented by an ordered one-factorization of the complete graph K n . In this representation each one-factor represents one round.
Two one-factorizations F and H of G, say
.., h k }, are called isomorphic if there exists a map ϕ from the vertex-set of G onto itself such that
Here f i ϕ is the set of all the edges (xϕ, yϕ) where (x, y) is an edge in F . A one-factorization is said to be perfect, called perfect one-factorization (P1F), when the graph induced by the edges in f i ∪ f j (G(V, f i ∪ f j )) is a Hamiltonian cycle for each pair of distinct one-factors f i and f j , wherein a Hamiltonian cycle is a cycle through a graph that visits each vertex exactly once [8] .
Note that moves in the RS neighborhood affect the order of one-factors in the onefactorization, but it does not modify the one-factorization itself. Also note that whenever the current one-factorization is perfect the PRS neighborhood is equivalent to the RS neighborhood. Indeed, exchanging opponents between two rounds corresponds to exchanging edges between two one-factors. In order to maintain each of the involved factors as one-factors, the edges exchanged must form a set of cycles. If the one factorization is perfect, the only cycle that can be exchanged between two rounds is a Hamiltonian cycle implying that all the edges of both one-factors must be exchanged.
The circle method itself, as well as the faro method, generates a P1F of K n wherein n is equal to 4, 6, 8, 12, 14, 18, 20, 24 , 30 and so on, that is, whenever n = p + 1, being p is a prime number [12] . As a result, whenever a one-factorization is generated using the circle method, and n is equal to a prime number plus one, all moves in the PRS neighborhood are equivalent to moves in the RS neighborhood and the underlying one-factorization is never modified.
As an example, K 14 have 1,132,835,421,602,062,347 nonisomorphic one-factorizations to be explored [11] . However, using the PRS and RS neighborhoods any local search procedure may stay trapped in a P1Fs, as the one constructed with the circle method.
Team Swap and Partial Team Swap
Each neighbor in the TS neighborhood is obtained by swapping all opponents of two distinct teams t i and t j , in all rounds except for round r such that O(t i , r) = t j . In this neighborhood each neighbor one-factorization is isomorphic to the initial one.
The PTS neighborhood is a generalization of the TS neighborhood. For any round r and for any two distinct teams t 1 and t 2 , where O(t 1 , r) = t 2 , let R be a minimum cardinality subset of rounds including r in which the opponents of t 1 and t 2 are the same, i.e., R = {r 1 , ..., r k } ⊆ R is minimal and such that r ∈ R and {t ∈ T : ∃r j ∈ R such that O(t, r j ) = t 1 } = {t ∈ T : ∃r j ∈ R such that O(t, r j ) = t 2 }. A schedule obtained by swapping the opponents of teams t 1 and t 2 in all rounds in R is a neighbor in PTS. Table 5 gives an illustration of the subset R ∈ R when we consider round 0 and teams 5 and 9. Observe that if R is equal to R \ r : O(t 1 , r) = t 2 then PTS is equivalent to TS. r 0 1 2 3 4 5 6 7 8 t 0 9 2 4 6 8 1 3 5 7 1 8 9 3 5 7 0 2 4 6 2 7 0 9 4 6 8 1 3 5 3 6 8 1 9 5 7 0 2 4 4 5 7 0 2 9 6 8 1 3 5 4 6 8 1 3 9 7 0 2 6 3 5 7 0 2 4 9 8 1 7 2 4 6 8 1 3 5 9 0 8 1 3 5 7 0 2 4 6 9 9 0 1 2 3 4 5 6 7 8 Table 5 . The minimum cardinality subset of rounds including r = 0 in which the opponents of t = 5 and t = 9 are the same, for a tournament with n = 10 teams, is {0, 1, 3, 4, 6, 7}. Table 6 gives an example of a construction, step by step, of a permutation cycle that describes a move in a PTS neighborhood for a tournament with n = 10, taking round 0 and teams 5 and 9 as parameters. Table 6 . A construction of a permutation cycle based on the move illustrated in Table 5 .
The seguence (0,4,3,1,6,7) is a 6-cycle equal to the minimum cardinality subset of rounds including r = 0 in which the opponents of t = 5 and t = 9 are the same. For instance, starting from the previous ordering of the opponents of team 9, the opponent of 9 at round 0 is replaced by the opponent at round 4, the opponent at round 4 is replaced by the opponent at round 3, the opponent at round 3 is replaced by the opponent at round 1, the opponent at round 1 is replaced by the opponent at round 6, the opponent at round 6 is replaced by the opponent at round 7 and finally the opponent at round 7 is replaced by the opponent at round 0. The remaining opponents are left unchanged. From Table 5 we can also obtain another minimum cardinality subset of rounds including r = 2 in which the opponents of t = 5 and t = 9 are the same, described by (2, 8) .
In Section 3 we introduced a method to construct SRR schedules based on the process of perfect riffle shuffling a deck of playing cards and in Section 4 we showed the equivalence between the introduced method and the circle method. In consequence, it is reasonable to think that properties of the process of perfect riffle shuffling may translate in characteristics of the schedule constructed by the circle method.
For some sizes of decks, a faro shuffle permutation has an (n − 2)-cycle, for instance, when n is equal to 4, 6, 12, 14, 20, 30, 38 , 54 and so on. The first 6000 values of n for which a faro shuffle permutation has an (n − 2)-cycle, listed in [16] , were obtained experimentally and, as far as we know, there is no known formula to compute it. All numbers listed in the sequence are equal to p + 1 being p a prime number. Moreover, the five first terms of that sequence match the sequence experimentally determined in [4] .
In this work, we extended the sequence given in [4] by verifying for which values of n the PRS neighborhood is equivalent to the RS neighborhood when the initial schedule is constructed with the circle method. The sequence was extended up to n = 100 and it matches exactly with the first terms of the sequence listed in [16] . For all this values of n and using the studied neighborhoods is not possible to move from the one-factorization constructed by the circle method to a one-factorization nonisomorphic to it.
Based on the empirical results and the relation, established in this paper, between the circle method and the faro method, we close this section conjecturing that whenever a SRR schedule with n participating teams is constructed with the circle method and n is such that a faro shuffle permutation on a deck of n cards has an (n − 2)-cycle, for any round r and for any two distinct teams t 1 and t 2 , such that O(t 1 , r) = t 2 , the minimum cardinality subset of rounds including r in which the opponents of t 1 and t 2 are the same includes all rounds, except the one in which t 1 and t 2 faces each other.
Concluding Remarks
In this work we introduced a constructive method for scheduling round robin tournaments and showed its equivalence to the classic circle method. The method established a relation between the schedule constructed by the circle method and the process of perfect riffle shuffling a deck of playing cards.
We also analyzed the connectivity of the most commonly used neighborhoods in the literature, PTS and PRS. When n = p + 1 with p being a prime number PRS is not connected and if the initial schedule is constructed with the circle method it is not possible to move to other nonisomorphic schedules with that neighborhood. Analyzing PTS, due to empirical evidence and the relation stablished between the faro method and the circle method we conjecture that the neighborhood is also not connected and when n is such that a faro shuffle permutation on a deck of n cards has an (n − 2)-cycle, it is again not possible to move to other nonisomorphic schedules with it.
As a consequence, local search algorithms that make use of the existing neighborhoods may lead to poor results when initial schedules are constructed with the circle method, for certain values of n.
A new neighborhood that combines the properties of PTS and PRS is under development [10] . Initial experiments using the the instances provided by [4] in order to solve the Traveling Tournament Problem with Predefined Venues has shown good results.
For future work, it remains the proof of the conjecture regarding the characterization of the values of n for which PTS is not connected.
