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Abstract
Belief propagation is a fundamental message-passing algorithm for probabilistic reasoning and infer-
ence in graphical models. While it is known to be exact on trees, in most applications belief propagation
is run on graphs with cycles. Understanding the behavior of “loopy” belief propagation has been a major
challenge for researchers in machine learning, and positive convergence results for BP are known under
strong assumptions which imply the underlying graphical model exhibits decay of correlations. We
show that under a natural initialization, BP converges quickly to the global optimum of the Bethe free
energy for Ising models on arbitrary graphs, as long as the Ising model is ferromagnetic (i.e. neighbors
prefer to be aligned). This holds even though such models can exhibit long range correlations and may
have multiple suboptimal BP fixed points. We also show an analogous result for iterating the (naive)
mean-field equations; perhaps surprisingly, both results are dimension-free in the sense that a constant
number of iterations already provides a good estimate to the Bethe/mean-field free energy.
1 Introduction
Undirected graphical models, also known as Markov Random Fields, are a general, powerful, and popular
framework for modeling and reasoning about high dimensional distributions. These models explain the
dependency structure of a probability distribution in terms of interactions along the edges of a (hyper-)
graph, which gives rise to a factorization of the joint probability distribution, and the absence of edges in
this graph encodes conditional independence relations.
Ising models are a special class of graphical models with a long history and which are popular in
applications; they model the interaction of random variables valued in a binary alphabet ({±1}) with
exclusively pairwise interactions. Explicitly, the joint pmf of an Ising model is
Pr(X = x) = exp
(
1
2
xTJx+ h · x− logZ
)
(1)
where x ∈ {±1}n, J : n × n is an arbitrary matrix describing the pairwise interactions between nodes
(with zero diagonal), h is an arbitrary vector encoding node biases, and Z is a proportionality constant
called the partition function. Historically, Ising models originated in the statistical physics community
as a way to model and study phase transition phenomena in magnetic materials; since then, they have
attracted significant interest in the machine learning community and have been applied in a wide variety
of domains including finance, social networks, neuroscience, and computer vision (see e.g. references in
[17, 22, 29, 10].
Performing sampling and inference on an Ising model is a major computational challenge for which a
wide variety of approaches have been developed. One family of methods are Markov-Chain Monte Carlo
(MCMC) algorithms, the most popular of which is Gibbs sampling (also known as Glauber dynamics)
which resamples the spin of one node at a time from its conditional distribution. When run sufficiently
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long, MCMC methods will draw samples from the true distribution (1); unfortunately, it is well-known in
both theory and practice that MCMC methods may become stuck when the probability distribution (1)
exhibits multi-modal structure; for example, on an n × n square lattice the Glauber dynamics required
exponential time to mix in the low temperature phase [19].
A popular alternative to markov chain methods are variational methods, which typically make some
approximation to the distribution (1) but often run much faster than MCMC. These methods usually
reduce inference on the Ising model to some (typically non-convex) optimization problem, which is solved
either by standard optimization methods (e.g. gradient ascent) or by more specialized methods like
message-passing algorithms (e.g. Belief Propagation). Because of the non-convexity, these methods are
typically not guaranteed to return global optimizers of the corresponding variational problem. Indeed,
these optimization problems are NP-hard to approximate for general Ising models (see e.g. [11] for the
case of mean-field approximation).
Belief propagation (BP) is a celebrated message passing algorithm which is known to be closely re-
lated to the Bethe approximation. It is a fundamental algorithm for probabilistic inference [24] which
plays a fundamental role in a variety of applications like phylogenetic reconstruction, coding, constraint
satisfaction problems, and community detection in the stochastic block model (see e.g. [20, 22, 6]); it
is also closely connected to the “cavity method” in statistical physics [20]. Although BP is observed to
works well for many problems, there are few settings on general graphs (i.e. with loops) where it provably
works. For example, BP with random initialization is conjectured to achieve optimal reconstruction in the
2-community SBM [6] but no rigorous proof of this result is known.
In this work, we consider two popular variational approximations, the naive mean-field approxima-
tion and the Bethe approximation to the Ising model, and the corresponding heuristic message-passing
algorithms which are usually used to solve these optimization problems: mean-field iteration and belief
propagation. We show that under a natural and popular assumption of ferromagneticity (that Jij ≥ 0 and
h has consistent signs; a.k.a. as an attractive graphical model) that these methods do indeed converge to
global optimizers of their optimization problems, under a natural initialization, and moreover that their
convergence rate is fast and dimension-free in the appropriate sense.
1.1 Background: Variational methods and belief propagation
We can describe the variational methods we consider in terms of optimization problems whose goal is to
estimate Φ := logZ, the log partition function or free energy of the Ising model. This is a natural to
consider because other important quantities can be recovered by differentiating logZ in some parameter,
and because the ability to construct sufficiently precise estimates for Z is equivalent to sampling for a
self-reducible family of models [14]. We note throughout this section we specialize to Ising models, but
all of these notions generalize straightforwardly to general Markov random fields (a.k.a. factor models) —
see [20] for a more detailed discussion.
The starting point for these variational methods is the Gibbs variational principle [20] which states
logZ = max
P∈P({±1}n)
EP [
1
2
xTJx+ h · x] +HP (X) (2)
where P ranges over probability distributions on {±1}n and HP (X) is the entropy of X under P . This
formula is derived by observing the Gibbs measure minimizes the KL divergence to itself and expanding.
The (naive) mean-field approximation is given by restricting (2) to product distributions and finding
the maximum of the functional
ΦMF (x) :=
1
2
xTJx+ h · x+
∑
i
H
(
Ber
(
1 + xi
2
))
(3)
where H(Ber(p)) = −p log p−(1−p) log(1−p) is the entropy of a Bernoulli random variable. Information-
theoretically, the optimizer(s) x∗ of this optimization problem corresponds to the marginals of a product
2
distribution ν which minimizes the KL-divergence from the Gibbs measure µ (defined by (1)) to ν. Note
that this always gives a lower bound on logZ.
By considering the first-order optimality conditions for (3), one arises at the mean-field equations
x = tanh⊗n(J · x+ h) (4)
where tanh⊗n denotes entry-wise application of tanh. The mean-field iteration is the natural iterative
algorithm which starts with some x0 and applies (4) iteratively to search for a fixed point. The error of
the mean-field approximation has been extensively studied; the approximation is guaranteed to be accurate
when ‖J‖F = o(n) (informally, in unfrustrated models with large average degree); see e.g. [2, 12, 1]. For
example, the recent result of [1] shows that | logZ − maxx ΦMF (x)| = O(
√
n‖J‖F ) and the result of [9]
gives even better bounds for some models.
The naive mean-field approximation can be inaccurate on very sparse graphs; the Bethe approximation
is a more sophisticated approach which has the benefit of being exact on trees [20], and which is always
at least as accurate as the mean-field approximation in ferromagnetic models [25]. The Bethe free energy
is the maximum of the (typically non-convex) functional
ΦBethe(P ) :=
∑
i∼j
JijEPij [XiXj ] +
∑
i
hiEPi [Xi] +
∑
i∼j
HPij (Xi, Xj)−
∑
i
(deg(i)− 1)HPi(Xi) (5)
where P lies in the polytope of locally consistent distributions (equivalently, SA(2) in the Shereli-Adams
hierarchy1). Explicitly this polytope is given by constraints:∑
xi
Pij(xi, xj) = Pj(xj) for all i, j neighbors∑
xi
Pi(xi) = 1 for all i
Pi(xi) ≥ 0 for all i, xi
One can derive the Bethe-Peierls (BP) equations from the first-order optimality conditions for this op-
timization problem; this connection is involved and is discussed further in Section 3.1. Just like the
mean-field equations, the BP equations can be iterated to search for a fixed point, in which case one recov-
ers the belief propagation updates for this setting. Explicitly, for edge messages νi→j with νi→j ∈ [−1, 1]
the consistency equation is
νi→j = tanh(hi +
∑
k∈∂i\j
tanh−1(tanh(Jik)νk→i)) (6)
where ∂i denotes the neighborhood of node i. Intuitively, this equation describes the expected marginal
of node Xj in the absence of the edge between i and j. Given ν which solves these equations, the BP
estimate for E[Xi] can be written as νi := tanh(hi +
∑
k∈∂i tanh
−1(tanh(Jik)νk→i)). BP also gives an
estimate for the free energy in terms of its messages (see equation (7) in Section 3.1).
The above derivation of (“loopy”) belief propagation from the the Bethe free energy for general graphical
models is due to [34]. Alternatively, belief propagation can also be derived as the exact solution to
computing the partition function of a tree graphical model and this was known much longer ago – see [24].
1The equivalence is given by treating the underlying graph as complete with Jij = 0 for unconnected nodes, where the
optimal coupling of these non-neighbors is when they are independent.
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1.2 Our Results
We analyze the behavior of mean-field iteration and belief propagation in ferromagnetic (a.k.a. attractive)
models on arbitrary graphs. We recall their definition below:
Definition 1.1. An Ising model is ferromagnetic (with consistent field) if Jij ≥ 0 for all i and hi ≥ 0 for
every i. (We also can allow hi ≤ 0 for all i, but this is equivalent after flipping signs.)
We show that in ferromagnetic Ising models, belief propagation and mean-field iteration always con-
verge to the true global optimum of the Bethe free energy and mean-field free energy respectively, as long
as they start from the all-ones initialization. Moreover we show that this algorithms converge quickly, giv-
ing linear time algorithms for estimating the corresponding objective. We note that these results cannot
hold for arbitrary Ising models, as even approximating the mean-field free energy is NP-hard in general
Ising models with anti-ferromagnetic interactions [11].
Theorem 1.2. Fix an arbitrary ferromagnetic Ising model parameterized by J, h and let x∗ be a global
maximizer of ΦMF . Initializing with x0 = ~1 and defining x1, x2, . . . by iterating the mean-field equations,
we have that2 for every t ≥ 1,
0 ≤ ΦMF (x∗)− ΦMF (xt) ≤ min
{
‖J‖1 + ‖h‖1
t
, 2
(‖J‖1 + ‖h‖1
t
)4/3}
.
Theorem 1.3. Fix an arbitrary ferromagnetic Ising model parameterized by J, h, and let P ∗ be a global
maximizer of ΦBethe. Initializing ν
(0)
i→j = 1 for all i ∼ j and performing t steps of the BP iteration on a
graph with m edges we have
0 ≤ ΦBethe(P ∗)− Φ∗Bethe(ν(t)) ≤
√
8mn(1 + ‖J‖∞)
t
where Φ∗Bethe is formally defined in (7).
We also give simple lower bound examples showing these bounds are not too far from optimal; for
example, for both algorithms we show the optimal asymptotic rate in t is lower bounded by at least
Ω(1/t2). We refer to these bounds as dimension-independent because under the typical scaling of the
entries of J , they show that mean-field iteration/BP achieve good estimates to the variational free energy
density after a constant number of iterations. We explain this more precisely in the next remark:
Remark 1.4 (Scaling and Dimension-Free Nature). In ferromagnetic models, we usually expect the scaling
‖J‖1 = Θ(n), ‖h‖1 = Θ(n) so that all of the terms in the Gibbs variational principle (2) are on the same
order, since the entropy scales like Θ(n) (e.g. the entropy of Uni({±1}n) is n log(2)). Then the free
energy logZ and its variational approximations all grow like Θ(n), so when considering the scaling in n
one should consider the free energy density 1n logZ. Writing the guarantee of Theorem 1.2 for the free
energy density when picking the O(1/t) bound, we see 0 ≤ 1nΦMF (x∗) − 1nΦMF (xt) ≤ ‖J‖1+‖h‖1nt and the
rhs is Θ(1/t) under the assumption ‖J‖1 = Θ(n), ‖h‖1 = Θ(n). We get a similar dimension-free guarantee
for BP as long as m = Θ(n), i.e. the model is sparse, and ‖J‖∞ = O(1) which is a very rarely violated
assumption.
Remark 1.5 (Importance of initialization). The fast convergence rates we show do not hold for other
seemingly natural choices of initialization; e.g. if we start BP with initial messages near zero. For a
concrete illustration of this, see Figure 2 in Section 3.4.
2In this theorem and throughout, we use the notation ‖J‖1, ‖J‖∞ to refer to the corresponding `1, `∞ norms of J when
viewed as a vector of entries.
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Finally, we build on ideas developed in our analysis of BP to give a different method, based on convex
programming, which has worse dependence on n but converges exponentially fast, i.e. can compute the
optimal BP solution to error  in time poly(n, log(1/)). This is described in Appendix 4; as we explain
there, such a method is useful when we care about computing the optimal BP solution accurately in
parameter space, as there can be exponentially flat (in terms of β) directions in the objective.
Techniques: A key theme in the proof of both Theorem 1.2 and Theorem 1.3 is that while the
corresponding objective functions are poorly behaved in general, they are well-behaved if we look at the
right subset of the space of messages which is induced by the usual partial order structure of vectors in Rn.
This lets us take advantage of the monotonicity of both the mean-field and BP updates. In the mean-field
case, the objective is even convex on the right subset which makes the analysis particularly clean; however,
in the case of BP, the messages do not even live in the same space as ΦBethe, which is a functional of
locally consistent distributions. We overcome this problem by explicitly analyzing the structure of the
optimal solution on both the primal (pseudodistribution) and dual (BP message) side, which lets us take
advantage of both the smoothness of ΦBethe under perturbations and the monotonicity properties of the
BP iteration, ultimately enabling us to prove the result.
1.3 Related Work
As mentioned above, the general connection between the Bethe free energy and Belief Propagation was
established in the work of Yedidia, Freeman and Weiss [34]. They showed that in any graphical model,
the fixed points of BP correspond to the critical points of the Bethe Free Energy. However, their theory
by itself does not say anything about the behavior of BP when it is not at a fixed point (as is the case
during the BP iteration), or which fixed point (if any) it will converge to. In the special case that the edge
constraints are relatively weak, e.g. if they satisfy Dobrushin’s uniqueness condition [8], one can show that
BP converges to a unique fixed point by comparing to what happens on a tree (see [28, 21]). BP is also
known to converge if the graph has at most one cycle [30]. Stronger results are known for BP in Gaussian
graphical models, in which case BP can be viewed as a method for solving linear equations [31, 18].
This work builds upon previous work of Dembo and Montanari [7], who studied the convergence of
Belief Propagation in ferromagnetic Ising models with a positive external field strictly bounded away
from 0. They showed that in all such models, BP converges at an asymptotically exponential rate to a
unique fixed point if initialized with non-negative messages (other fixed points may exist, but they have at
least one negative coordinate). From this they derived analytic results for graphs for Ising models which
converge locally to (random) trees: these models exhibit correlation decay, BP correctly estimates the
marginals (e.g. E[Xi]) of the Ising model, and from this derive that the “cavity prediction” for the free
energy, which is determined by the tree the graph locally converges to, is correct to leading order.
In contrast, in this work we allow for the complete absence of external field, in which case these models
often do not exhibit correlation decay and may have multiple fixed points, even in the space of nonnegative
messages. Furthermore, the optimal BP fixed point often does not correspond to the true marginals of
the underlying Ising model3. Despite this, we show that BP converges quickly in objective value4 to the
optimal fixed point as long as we start from the all-ones initialization. Another key difference is we are
interested in the behavior of BP on general graphs, where the BP estimate cannot always be related to
the true free energy; we get around this issue by building on the connection established in [34] to show
that the BP result is always equal to the Bethe free energy on any graph, not necessarily locally tree-like.
3For example, if there is no external field then E[Xi] = 0 for all i by symmetry, but e.g. on a 2D lattice at low temperature
one can see the optimal BP solution has different marginals [20]. In general this kind of behavior correspond to the existence
of phase transitions at zero external field (for the the corresponding tree model), which are ruled out in the case of strictly
positive external field by the Lee-Yang theorem [16].
4The convergence in parameter space may be slower due to flat directions of the objective: see Section 3.4. Also, the
asymptotic convergence rate is not exponential in some examples. Again, this is new behavior which differs from the strictly
positive external field setting.
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A very different line of work studies the dense limit of BP in spin glasses and related models, in the
form of the TAP approximation and Approximate Message Passing (AMP); for example, see [4, 3]. These
results are more concerned with dense models with random edge weights and are motivated by CLT-type
considerations; the models they consider are typically far from ferromagnetic and thus require in the dense
limit the TAP approximation instead of the naive mean field approximation. Since we consider arbitrary
graphs instead of (dense) random graphs, these techniques are not applicable.
Outside of message passing algorithms, we note that in ferromagnetic Ising models it is actually possible
to sample efficiently from the Boltzmann distribution by using a special Markov chain which performs non-
local updates: this was proved in a landmark work of Jerrum and Sinclair [13]. This result can be used
to give an algorithm for approximating the mean-field free energy using a graph blow-up reduction [11].
Also, for ferromagnetic models it was shown previously that the Bethe free energy can be computed in
polynomial time using discretization with submodularity-based methods in [15, 32]. The polynomials in
the runtime guarantees for both methods are fairly large; neither can achieve anywhere near the essentially
linear runtime guarantee we give for BP.
2 Convergence of Mean-Field Iteration
In this section, we give the proof of Theorem 1.2 by analyzing the mean-field iteration. Organizationally,
we split this theorem into two (corresponding to the two seperate bounds implied by the min): we prove
the first bound in the theorem as Theorem 2.3 and the second O(1/t4/3) bound as Theorem 2.6.
2.1 Main convergence bound
In this section we prove the first (O(1/t)) bound appearing in Theorem 1.2, the bound which is better
for small t; we consider this to be the more significant bound because it gives a meaningful convergence
result even when t = O(1) (see Remark 1.4). A key observation in the proof is that the functional ΦMF
is actually convex on a certain subset of the space of product distributions, and that the iteration stays
in this region because the iteration is monotone w.r.t. the partial order structure; this allows us to show
progress at each step.
For the analysis of mean-field iteration, it will be very helpful to split the updates up into two steps:
yt+1 := Jxt + h
xt+1 := tanh
⊗n(yt+1).
Lemma 2.1. There exists at most one critical point of ΦMF in (0, 1]n.
Proof. Suppose there exist two critical points y and z. Recall that being a critical point is equivalent to
solving the mean-field equation
y = tanh⊗n(Jy + h).
Consider the line through y and z; this line intersects the boundary region [0, 1]n \ (0, 1]n at some point;
we parameterize the line as x(t) so that x(0) is on this boundary, i.e. x(0)i = 0 for some i, x(t1) = y
and x(t2) = z. Without loss of generality we assume that t1 < t2. Now we consider the behavior of the
function
g(t) := tanh(Ji · x(t) + hi)− x(t)i
on this line. Observe that by definition g(0) = tanh(Ji · x(0) + hi)− 0 ≥ 0 and g(t1) = 0. It follows from
strict concavity that g(t2) < 0 since t2 > t1, so z cannot be a fixed point, which gives a contradiction.
Based on this lemma, we define x∗ to be the global maximizer of ΦMF in [0, 1]n. Define S := {x ∈
(0, 1]n : xi ≥ x∗i }.
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Lemma 2.2. The mean-field free energy functional ΦMF is concave on S.
Proof. First we claim that ΦMF is concave at x∗. If x∗ is on the interior of [0, 1]n, then this follows from
the second-order optimality condition. From the mean-field equations (first order optimality condition) we
see that it’s impossible that there are any coordinates such that x∗i = 1, and that if the graph is connected
and there is a single coordinate such that x∗i = 0, that the entire vector x
∗ = 0. If x∗ = 0, then the
maximum eigenvalue of J must be 1, so the free energy functional is globally concave – otherwise, by the
Perron-Frobenius theorem there exists a eigenvector of J with all nonnegative entries and with eigenvalue
greater than 1, from which we see that x∗ = 0 cannot be the global optimum.
Now, it is easy to see that ΦMF is concave on all of S, becuase if 0 ≤ x ≤ y coordinate-wise then
∇2ΦMF (x)  ∇2ΦMF (y), which follows because
∇2ΦMF (x)−∇2ΦMF (y) = (1/4)
∑
i
(H ′′((1 + x)/2)−H ′′((1 + y)/2))eieTi  0.
since H ′′((1 + x)/2) = −2
1−x2 .
Theorem 2.3 (Main bound in Theorem 1.2). Suppose that x0 ∈ S and define (xt, yt)∞t=1 by iterating the
mean-field equations. Then for every t, xt ∈ S. Furthermore
ΦMF (x
∗)− ΦMF (xt) ≤ ‖J‖1 + ‖h‖1
t
.
Proof. To show that xt ∈ S, observe that the mean-field iteration is monotone: if x ≤ x′, then tanh⊗n(Jx+
h) ≤ tanh⊗n(Jx′+h). Therefore, because x∗ ≤ x0 we see that x∗ = tanh⊗n(Jx∗+h) ≤ tanh⊗n(Jx0 +h) =
x1 and so on iteratively.
To prove the convergence bound, first note that
∂
∂xi
ΦMF (x) = Ji · x+ hi − tanh−1(xi)
and then observe by Lemma 2.2 and concavity that
ΦMF (x
∗)− ΦMF (xt) ≤ 〈∇ΦMF (xt), x∗ − xt〉 ≤ ‖∇ΦMF (xt)‖1 =
∑
i
| tanh−1(xt,i)− (Jxt + h)i|
=
∑
i
yt,i − yt+1,i
where the second inequality was by Hölder’s inequality and ‖x∗ − xt‖∞ ≤ 1, and the last equality follows
from the definition of yt and because yt+1 ≤ yt coordinate-wise. We can also see that ΦMF (xt) is a
monotonically increasing function of t by considering the path between xt and xt+1 which updates one
coordinate at a time, as the gradient always has non-positive entries along this path. Therefore if we sum
over t we find that
ΦMF (x
∗)− ΦMF (xT ) ≤ 1
T
T∑
t=1
(ΦMF (x
∗)− ΦMF (xt)) ≤ 1
T
n∑
i=1
(y1,i − yT+1,i) ≤ ‖J‖1 + ‖h‖1
T
since yT+1,i ≥ 0 and y1,i ≤
∑
j Jij + hi ≤ ‖Ji‖1 + hi.
The following simple example shows that the above result is not too far from optimal, in the sense
that an asymptotic rate of o(1/t2) is impossible. We take advantage of the fact that when the model is
completely symmetrical, the behavior of the update can be reduced to a 1-dimensional recursion, which
is a very standard trick (see e.g. [20, 23]).
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Example 2.4. Consider any d-regular graph with no external field and edge weight β = 1/d, which
corresponds to the naive mean field prediction for the critical temperature. By symmetry, analyzing the
mean field iteration reduces to the 1d recursion x 7→ tanh(x) which behaves like x 7→ x − x3/3 near the
fixed point x = 0. Solving this recurrence, we see that x converges to 0 at rate Θ(1/
√
t). In terms of x,
the estimated mean field free energy is (n/2)x2 + nH(1+x2 ), so by expanding we see that the estimated
free energy converges at a Θ(1/t2) rate in this example.
2.2 A Faster Asymptotic Rate
The above theorem and lower bound leave a gap between O(1/t) and Ω(1/t2) for the asymptotic rate of
the mean-field iteration. This section is devoted to showing that for large t, we can obtain an improved
asymptotic rate of O(1/t4/3) for the mean-field iteration using a slightly more involved variant of the
argument from the previous section. The key insight is that we can obtain some control of ‖x− x∗‖∞ by
consider the behavior of higher-order terms when expanding around x∗, and this can be used to get better
bounds on the convergence in objective.
Lemma 2.5. Suppose that x ∈ S. Then
‖∇ΦMF (x)‖1 ≥ ‖x− x
∗‖44
‖x− x∗‖∞
where x∗ is as above, the global maximizer of ΦMF in [0, 1]n.
Proof. Recall that
∇ΦMF (x) = Jx+ h−
∑
i
tanh−1(xi)ei.
Since x∗ is a critical point and local maximum, so ∇ΦMF (x∗) = 0 and ∇2ΦMF (x∗)  0, then using that
d2
dx2
tanh−1(x) = 2x
(1−x2)2 , we see that by applying the fundamental theorem of calculus twice that
∇ΦMF (x) = J(x−x∗)−
∑
i
ei(tanh
−1(xi)−tanh−1(x∗i )) = ∇2ΦMF (x∗)(x−x∗)−
∑
i
ei
∫ xi
x∗i
∫ z
x∗i
2y
(1− y2)2dydz
and so
〈x∗ − x,∇ΦMF (x)〉 ≥
∑
i
(xi − x∗i )
∫ xi
x∗i
∫ z
x∗i
2y
(1− y2)2dydz
≥
∑
i
(xi − x∗i )
∫ xi
x∗i
∫ z
x∗i
2ydydz
=
∑
i
(xi − x∗i )(x3i /3− (x∗i )3/3− (xi − x∗i )(x∗i )2)
=
∑
i
(xi − x∗i )2(x2i + xix∗i ) ≥
∑
i
(xi − x∗i )4
where in the last inequality we used xi ≥ x∗i ≥ 0. Finally the result follows combining the above with
〈x∗ − x,∇ΦMF (x)〉 ≤ ‖x∗ − x‖∞‖∇ΦMF ‖1 by Hölder’s inequality.
Theorem 2.6 (Second bound in Theorem 1.2). Suppose that x0 ∈ S and define (xt, yt)∞t=1 by iterating
the mean-field equations. Then for every t, xt ∈ S. Furthermore for any t ≥ 1,
‖xt − x∗‖3∞ ≤
‖J‖1 + ‖h‖1
t
and
ΦMF (x
∗)− ΦMF (x2t) ≤
(‖J‖1 + ‖h‖1
t
)4/3
.
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Proof. From Lemma 2.5 we see that
‖x− x∗‖3∞ ≤
‖x− x∗‖44
‖x− x∗‖∞ ≤ ‖∇ΦMF (x)‖1
and so as in the proof of Theorem 2.3 we see that for any T ,
‖xT − x∗‖3∞ ≤
1
T
T∑
t=1
‖xt − x∗‖3∞ ≤
1
T
T∑
t=1
‖∇ΦMF (xt)‖1 = 1
T
n∑
i=1
(y1,i − yT+1,i) = ‖J‖1 + ‖h‖1
T
.
Therefore for any t′ > T we see by convexity and Hölder’s inequality
ΦMF (x
∗)− ΦMF (xt) ≤ 〈∇ΦMF (xt), x∗ − xt〉 ≤
(‖J‖1 + ‖h‖1
T
)1/3
‖∇ΦMF (xt)‖1
=
(‖J‖1 + ‖h‖1
T
)1/3∑
i
| tanh−1(xt,i)− (Jxt + h)i|
=
(‖J‖1 + ‖h‖1
T
)1/3∑
i
(yt,i − yt+1,i)
and summing this over t′ = T + 1 to 2T and telescoping we see that
ΦMF (x
∗)− ΦMF (x2T ) ≤ 1
T
2T∑
t′=T+1
(ΦMF (x
∗)− ΦMF (xt′)) ≤
(‖J‖1 + ‖h‖1
T
)1/3∑
i
(yT,i − y2T,i)
≤
(‖J‖1 + ‖h‖1
T
)4/3
which proves the result.
2.3 Aside: Computing the Mean-Field Optimum given Inconsistent Fields
In this section we describe an efficient algorithm to compute the optimal mean-field approximation even
in the situation when the external fields have inconsistent signs (i.e. some of the hi are negative, some are
positive). This is by reduction to the following algorithmic result of [26], following the same strategy as
[15, 32] for the case of the Bethe free energy. We include this result as we were not aware of it appearing
explicitly in the literature, though it is not difficult. These results follow the tradition of a long line of work
in reducing optimization problems on graphs to submodular minimization and graph min-cut problems.
Theorem 2.7 ([26]). Let (Σ,≤) be a finite alphabet equipped with a total ordering, fix a finite graph
G = (V,E) and fix functions fv : Σ→ R and fu,v : Σ× Σ→ R. Suppose that every f = fu,v satisfies the
following submodularity condition:
f(min(x1, x2),min(y1, y2)) + f(max(x1, x2),max(y1, y2)) ≤ f(x1, y1) + f(x2, y2)
Then the optimization problem
min
L:V→Σ
[∑
v∈V
fv(L(v)) +
∑
u∼v
fu,v(L(u), L(v))
]
.
is efficiently solvable in time poly(|Σ|, |V |).
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Supermodularity (which will become submodularity after converting to a minimization problem by
negating) for the edge interactions Jijxixj is immediate, so to apply this theorem all we need to do is
discretize the optimization problem max ΦMF appropriately: to do this we compute Lipschitz constants
on the relevant part of the space. First observe that
|x∗i | = | tanh(Ji · x∗∼i + hi)| ≤ tanh(‖Ji‖1 + |hi|)
so if we restrict xi to lie within [− tanh(‖Ji‖1 + |hi|), tanh(‖Ji‖1 + |hi|) then
max
xi
| d
dxi
H(Ber(
1 + xi
2
)| = max
xi
tanh−1(tanh(‖Ji‖1 + |hi|)) = |Ji|1 + |hi|
so H(xi) is (‖Ji‖1 + |hi|)-Lipschitz on this interval. Similarly we observe that∣∣∣∣∣∣
∑
j
Jijxj + hi
∣∣∣∣∣∣ ≤ ‖Ji‖1 + |hi|
so if we discretize each coordinate with grid size 2(‖Ji‖1+|hi|) then we change the objective by at most n.
Then by the result of [26] this problem can be solved to optimality in time poly(1/, n,maxi ‖Ji‖+ |hi|).
Formally, this shows the following result:
Theorem 2.8. Fix an Ising model with ferromagnetic interactions (Jij ≥ 0) and arbitrary (not necessarily
consistent) external field h. Then the mean-field free energy maxx ΦMF (x) can be approximated within error
n in time poly(1/, n, ‖J‖1, ‖h‖1).
3 Rapid Convergence of Belief Propagation
In this section, we give the proof of our main result Theorem 1.3 by analyzing BP. This proof is considerably
more involved than the case of the mean-field iteration; a major conceptual difference between the two
iterations is that the mean-field iteration always maintains a valid product distribution, and so can be
understood in terms of the landscape of ΦMF , whereas BP operates on “dual” variables which do not
correspond to valid pseudodistributions except at fixed points, so analyzing the landscape of ΦBethe by
itself does not suffice. We get around this by also considering the behavior of a dual functional Φ∗Bethe
which is well-defined for every set of BP messages; however this functional is poorly behaved in general
(it can be unbounded and its critical points are typically saddle points). We are able to handle these
difficulties by identifying the special behavior of BP and Φ∗Bethe on two special subsets of the BP messages
arising from the partial order structure: the prefixpoints and postfixpoints. Finally, when analyzing BP in
these regions we are able to relate in a useful way its behavior at different values of external field, enabling
us to use a convexity argument from [7] which cannot be directly applied to our setting.
3.1 Background: BP and the Bethe Free Energy
In this section we recall the necessary facts we need about the relationship between the Bethe free energy
and BP. This relationship and corresponding formulas are a bit involved so we sketch the derivation in
Appendix A.
It was shown in [34] that by writing down the Lagrangian corresponding to the optimization problem
(5) over the polytope of locally consistent distributions, one can derive an expression for the Bethe free
energy at a critical point of the Lagrangian in terms of the dual variables (Lagrange multipliers). After
a change of variables to ν, this lets us define (for all ν, not necessarily fixed points of the BP equations),
the dual Bethe free energy
Φ∗Bethe(ν) :=
∑
i
Fi(ν)−
∑
i∼j
Fij(ν). (7)
10
where
Fi(ν) = log
ehi ∏
j∈∂i
(1 + tanh(Jij)νj→i) + e−hi
∏
j∈∂i
(1− tanh(Jij)νj→i)
+ ∑
j∈∂i
log cosh(Jij)
and Fij(ν) = log(1+tanh(Jij)νi→jνj→i)+ log cosh(Jij). We remark (see [20]) that in the case the graph is
a tree, it’s known that the Bethe free energy is a convex function, so Φ∗Bethe(ν) plus the Lagrange multiplier
terms is actually the Lagrangian dual and thus has a natural interpretation for all ν. This is not true in
general, however we will soon see that Φ∗Bethe does have useful properties on some special subsets of the
space of messages.
3.2 Optimization Landscape
The following lemma establishes that φ(ν)i→j is a concave monotone function for nonnegative ν.
Lemma 3.1. Suppose that f(x) = tanh(h+
∑
i tanh
−1(xi)) for any h ≥ 0. Then f is a concave monotone
function on the domain [0, 1)n. Furthermore ∇2f(x) ≺ 0 unless h = 0 and | supp(x)| ≤ 1.
Proof. Observe that
∂f
∂xi
(x) =
1− f(x)2
1− x2i
≥ 0
which proves monotonicity, and
∂2f
∂xi∂xj
(x) =
−2f(x)(1− f(x)2)
(1− x2i )(1− x2j )
+ 1(i = j)
(1− f(x)2)2xi
(1− x2i )2
=
(2xi1(i = j)− 2f(x))(1− f(x)2)
(1− x2i )(1− x2j )
.
Note that for any vector w, if w′i = (1− f(x)2)wi/(1− x2i ) then∑
ij
wi
∂2f
∂xi∂xj
(x)wj =
∑
ij
w′i(2xi1(i = j)− 2f(x))w′j =
∑
i
2xi(w
′
i)
2 − 2f(x)(
∑
i
w′i)
2 ≤ 0
since xi ≤ f(x), which proves concavity. If h > 0 or | supp(x)| ≥ 2 then this is a strictly inequality since
xi < f(x).
There are two special subsets of the nonnegative messages which will play key roles in our analysis.
They are the set of pre-fixpoints and post-fixpoints (following standard poset terminology), defined by
Spre = {ν : 0 ≤ φ(ν)i→j ≤ νi→j}, Spost = {ν : 0 ≤ νi→j ≤ φ(ν)i→j}.
Note that both sets contain the nonnegative fixed points; also we note from Lemma 3.1 that Spost is
a convex set, whereas Spre is typically non-convex and even disconnected. The gradient of Φ∗Bethe is
well-behaved on these sets:
Lemma 3.2. For any ν ≥ 0, ‖∇Φ∗Bethe(ν)‖∞ ≤ 1. Furthermore, if ν ∈ Spre then ∇Φ∗Bethe(ν) ≤ 0 and if
ν ∈ Spost then ∇Φ∗Bethe(ν) ≥ 0.
Proof. This will follow once we compute the gradient of Φ∗Bethe(ν). Recall that we defined θij = tanh(Jij).
Observe that
∂Φ∗Bethe
∂νi→j
(ν) =
∂Fj
∂νi→j
− ∂Fij
∂νi→j
11
=
ehjθij
∏
k∈∂j\i(1 + θjkνk→j)− e−hjθij
∏
k∈∂j\i(1− θjkνk→j)
ehj
∏
k∈∂j(1 + θjkνk→j) + e−hj
∏
k∈∂j(1− θjkνk→j)
− θijνj→i
1 + θijνi→jνj→i
=
1
νi→j + 1/(θijφ(ν)j→i)
− 1
νi→j + 1/(θijνj→i)
(8)
where (as defined earlier) φ(ν)j→i denotes the next BP message from j to i based on the current ν. As
long as ν ≥ 0, we see that∣∣∣∣ 1νi→j + 1/(θijφ(ν)j→i) − 1νi→j + 1/(θijνj→i)
∣∣∣∣ =
∣∣∣∣∣
∫ 1/(θijνj→i)
1/(θijφ(ν)j→i)
1
(νi→j + x)2
dx
∣∣∣∣∣
≤
∣∣∣∣∣
∫ 1/(θijνj→i)
1/(θijφ(ν)j→i)
1
x2
dx
∣∣∣∣∣ = θij |νj→i − φ(ν)j→i| ≤ 1
which proves that ‖∇Φ∗Bethe(ν)‖∞ ≤ 1. If ν ∈ Spre or Spost then the signs are determined by (8) as
claimed.
The Knaster-Tarski theorem [27] shows that the fixed points of φ must form a complete lattice, and
in particular shows that a greatest fixed point must exist; the following lemma identifies it explicitly.
Lemma 3.3. Suppose that BP is run from initial messages ν(0)i→j = 1. The messages converge to a fixed
point ν∗ of the BP equations such that for any other fixed point µ, µi→j ≤ ν∗i→j. Furthermore
Φ∗Bethe(ν
∗) = max
ν∈Spost
Φ∗Bethe(ν)
Proof. If ν0)i→j and ν
(t) := φ(ν(t−1) then from monotonicity of φ (see Lemma 3.1) we see this is a coordinate-
wise decreasing sequence, which must converge to some fixed point. By monotonicity and induction we
also see that for any fixed point µ, µi→j ≤ ν(t)i→j for all t, hence for ν∗ as well. Finally, consider any other
point ν ∈ Spost: by convexity of Spost we see that the line segment from ν to ν∗ is entirely contained in
Spost, by Lemma 3.2 we see that for any x on this interpolating line that ∇Φ∗Bethe(x) · (ν∗ − ν) ≥ 0, and
integrating this gives that Φ∗Bethe(ν) ≤ Φ∗Bethe(ν∗) as desired.
As our final preparation for the theorem, we establish that at least one optimal BP fixed point has
only nonnegative messages. First we need the following technical lemma, which allows us to reason about
the behavior of the optimal couplings in the Bethe approximation. The realization that solving for this
coupling analytically is feasible is due originally to [33], although we parameterize the solution differently.
Lemma 3.4. Suppose that E[X] ≥ 0 and E[Y ] ≥ 0 where X,Y are valued in {±1}. Then
max
coupling
[−βCov(X,Y ) +H(X,Y )] ≤ max
coupling
[βCov(X,Y ) +H(X,Y )]
where the maximum ranges over all couplings (i.e. possible joint distributions) P of X and Y .
Proof. By subtracting H(Y ) on both sides we reduce to showing
max
coupling
[−βCov(X,Y ) +H(X|Y )] ≤ max
coupling
[βCov(X,Y ) +H(X|Y )]. (9)
We will do this by showing both sides are differentiable w.r.t. β and that the derivative of the rhs
(Cov(X,Y ) at the optimal coupling for the rhs) is larger than the derivative of the lhs (−Cov(X,Y ) for
the optimal coupling for the lhs), so that integrating gives the desired inequality.
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First we characterize the optimizer of the rhs of (9). Let ρ := Cov(X, YVar(Y )). Then E[X|Y ] =
E[X] + ρ(Y − EY ) since Cov(E[X|Y ], Y ) = Cov(X,Y ) = ρ. Thus the objective maximized by the rhs is
f(ρ) := βVar(Y )ρ+ EYH(E[X] + ρ(Y − EY )).
where H(x) := H(Ber(1+x2 )). Differentiating in ρ we see that the optimum is when
Var(Y )β = EY [(Y − EY ) tanh−1(E[X] + ρ(Y − EY ))] = Cov(Y, tanh−1(E[X] + ρ(Y − EY ))).
Let this relation define ρ(β) ≥ 0. Similarly, define ρ′(β) ≥ 0 to be the solution to −Var(Y )β =
Cov(Y, tanh−1(E[X]− ρ′(Y − EY ))) i.e.
Var(Y )β = Cov(Y, tanh−1(−E[X] + ρ′(Y − EY )))
We now claim that ρ(β) ≥ ρ′(β). As previously described, if we show this then by integrating w.r.t. β we
get the final inequality. To prove the claim, first subtract the above terms to get that
0 = Cov[Y, tanh−1(E[X] + ρ(Y − EY ))− tanh−1(−E[X] + ρ′(Y − EY ))].
Since the covariance is 0 and Y takes on only two values, it means that the rhs is independent of Y ,
therefore
tanh−1(E[X]+ρ(1−EY ))−tanh−1(−E[X]+ρ′(1−EY )) = tanh−1(E[X]+ρ(−1−EY ))−tanh−1(−E[X]+ρ′(−1−EY ))
and rearranging we get
tanh−1(E[X]+ρ(1−EY ))−tanh−1(E[X]+ρ(−1−EY )) = tanh−1(−E[X]+ρ′(1−EY ))−tanh−1(−E[X]+ρ′(−1−EY ))
Define g(x, r) := tanh−1(x + r) − tanh−1(x − r) for x, r s.t. |x| + |r| < 1 and r ≥ 0. Then the above
equation says g(E[X] − ρE[Y ], ρ) = g(−E[X] − ρ′E[Y ], ρ′). We obsere that g is even, strictly increasing
in r, and strictly increasing in x for x ≥ 0 since ∂∂xg(x, r) = 11−(x+r)2 − 11−(x−r)2 ≥ 0. Since g is an even
function, we have
g(|E[X]− ρE[Y ]|, ρ) = g(|E[X] + ρ′E[Y ]|, ρ′). (10)
Suppose ρ < ρ′, then because g is a strictly increasing function in both x ≥ 0 and r we see that the lhs of
(10) is strictly less than the rhs, which is a contradiction. Therefore ρ ≥ ρ′.
Lemma 3.5. There exists a BP fixed point in [0, 1)n which corresponds to a global maximizer of the Bethe
free energy.
Proof. Observe that for a locally consistent distribution P , the Bethe free energy can be rewritten to give
ΦBethe(P ) =
1
2
E[X]TJE[X]+
∑
i
hiE[Xi]+
∑
i
H(Xi)+
∑
i∼j
(JijCov(Xi, Xj)+H(Xi, Xj)−H(Xi)−H(Xj)).
We first claim that there exists a global maximizer of this functional (over all locally consistent distri-
butions) satisfying E[Xi] ≥ 0 for all i. To see this, we consider a fixed feasible local distribution P
and claim that there exists Q with sign-flipped marginals EQ[Xi] = |EP [Xi]| and no smaller value of
JijCov(Xi, Xj) + H(Xi, Xj). We now describe the couplings along each edge i ∼ j: if neither or both
of i and j were sign-flipped, then we can simply use the same/sign-flipped coupling from before. Now
suppose (w.l.o.g.) that j has the same marginal and i was sign-flipped. Then it follows immediately from
Lemma 3.4 that there exists a coupling Qij between Xi and Xj s.t. JijCovQij (Xi, Xj) +HQij (Xi, Xj) ≥
JijCovP (Xi, Xj) +HP (Xi, Xj).
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Recall that at a critical point of the Lagrangian, for any edge i ∼ j
Pij(xi, xj) ∝ eJijxixj+λ′i→jxi+λ′j→ixj .
Since we have shown that there exists a global maximizer P such that E[Xi],E[Xj ] ≥ 0 it must be that at
least one of λ′i→j , λ
′
j→i ≥ 0. We now show that there exists another locally consistent distribution Q with
ΦBethe(Q) ≥ ΦBethe(P ) and with corresponding λ′i→j , λ′j→i ≥ 0 for all edges i and j.
The construction of Q goes through the dual free energy Φ∗Bethe. First recall that ΦBethe(P ) =
Φ∗Bethe(ν) where νi→j = tanh(λ
′
i→j) is a fixed point of the BP equations. Furthermore, recall from
(8) that
∂νi→jΦ
∗
Bethe(ν) =
1
νi→j + 1/(θijφ(ν)j→i)
− 1
νi→j + 1/(θijνj→i)
.
Based on this we claim that for µi→j = |νi→j |, Φ∗Bethe(µ) ≥ Φ∗Bethe(ν). We consider flipping one negative
coordinate νi→j to |νi→j | at a time and show Φ∗Bethe is non-decreasing under this operation. First we
compute the change using (8):
Φ∗Bethe(ν∼(i→j), |νi→j |)− Φ∗Bethe(ν) =
∫ |νi→j |
−|νi→j |
∂Φ∗Bethe
∂νi→j
dνi→j
= log
|νi→j |+ 1/(θijφ(ν)j→i)
−|νi→j |+ 1/(θijφ(ν)j→i) − log
|νi→j |+ 1/(θijνj→i)
−|νi→j |+ 1/(θijνj→i)
= log
1 + |νi→j |θijφ(ν)j→i
1− |νi→j |θijφ(ν)j→i − log
1 + |νi→j |θijνj→i
1− |νi→j |θijνj→i .
Finally, we notice that this expression is nonnegative as long as φ(ν)j→i ≥ νj→i ≥ 0. Recall that if we
are flipping νi→j from negative to positive, by our previous argument it is guaranteed that νj→i ≥ 0.
Furthermore, initially we start from a BP fixed point so φ(ν)j→i = νj→i, and increasing coordinates of ν
only increases φ(ν), so we maintain the invariant φ(ν)j→i ≥ νj→i for all j, i except possibly for those νj→i
which have been previously flipped, in which case there is no issue because we will never flip νi→j .
Therefore µ indeed satisfies that Φ∗Bethe(µ) ≥ Φ∗Bethe(ν), and also from the definition we see that
µ′i→j ≥ |φ(ν)i→j | = |νi→j | = µi→j so µ ∈ Spost. Therefore by Lemma 3.3 we see Φ∗Bethe(µ∗) ≥ Φ∗Bethe(µ) ≥
Φ∗Bethe(ν). Hence µ
∗ is a BP fixed point which corresponds to a locally consistent distribution Q with
ΦBethe(Q) = Φ
∗
Bethe(µ
∗) ≥ Φ∗Bethe(ν) = ΦBethe(P ), so Q is a global maximizer of ΦBethe, and µ∗i→j ≥ 0
for all i and j.
Theorem 3.6. The maximal fixed point ν∗ (as defined in Lemma 3.3) corresponds to the global maximizer
of the Bethe free energy.
Proof. By Lemma 3.5 there exists some µ with µi→j ≥ 0 for all i, j such that Φ∗Bethe(µ) equals the global
maximum of the Bethe free energy. However, by Lemma 3.3, the fixed point ν∗ satisfies Φ∗Bethe(ν
∗) ≥
Φ∗Bethe(µ). Therefore the locally consistent distribution P corresponding to ν
∗ (which satisfies Φ∗Bethe(ν
∗) =
ΦBethe(ν)) must be a global maximizer of the Bethe free energy.
3.3 Convergence rate of belief propagation
A priori, there is no significance to the value of Φ∗Bethe on a general (non-fixed point) ν. However, we
observe that Φ∗Bethe behaves nicely with respect to BP for messages in Spre:
Lemma 3.7. Suppose that ν(0) ∈ Spre and define the BP iterates ν(t+1) := φ(ν(t)). Then for any T ≥ 0
and any µ such that ν(T ) ≤ µ ≤ ν(0) it follows that
Φ∗Bethe(µ) ≤ Φ∗Bethe(ν(T )).
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In particular,
Φ∗Bethe(ν
(0)) ≤ Φ∗Bethe(ν(T )).
Proof. We prove this by constructing a coordinate-wise monotonically decreasing path from µ to ν(T )
contained in Spre. Then, because the gradient is coordinate-wise nonpositive in Spre due to Lemma 3.2, it
follows that the first derivative of Φ∗ along (each segment of) this path is nonnegative which proves the
inequality by integration.
We construct this path segment-by-segment using an iterative process. For any ν such that ν(T ) ≤
ν ≤ ν(0), define T (ν, i, j) := max{t ≥ 0 : νi→j ≤ ν(t)i→j}.
1. Let µ(0) = µ and set s := 0.
2. While there exists i and j such that T (µ(s), i, j) < T :
(a) Choose i and j which minimize t := T (µ(s), i, j).
(b) Define µ(s + 1)i→j = ν
(t+1)
i→j and µ(s + 1) = µ(s) in all other coordinates. For s
′ ∈ (s, s + 1)
define µ(s′) by linearly interpolating µ(s) and µ(s+ 1).
(c) Set s := s+ 1.
Note that this process maintains the invariant µ(s) ≥ ν(t) and that at each step of the above process,
we increase T (µ(s), i, j) by 1 so the process must terminate in a finite number of steps with the path
µ(·) terminating at ν(T ). It remains to check that this process stays inside of Spre which we check by
induction. Given that µ(s) ∈ Spre, let t be as defined in step 2 (a) above and let µ′ be any linear
interpolate between µ(s) and µ(s + 1). Then we know µ(s) ≤ ν(t) so φ(µ(s)) ≤ φ(ν(t)) = ν(t+1) hence
φ(µ′)i→j ≤ φ(µ(s))i→j ≤ ν(t+1)i→j = µ(s + 1)i→j ≤ µ′i→j . For the other coordinates a, b it’s immediate
from monotonicity and the induction hypothesis that φ(µ′)a→b ≤ φ(µ(s))a→b ≤ µ(s)a→b = µ′a→b so
µ′ ∈ Spre.
In order to give a quantitative bound on the convergence of BP, we are faced with an important
conceptual difficulty: the BP messages may not converge quickly in parameter space, but if the BP
messages are far from a fixed point in parameter space it is hard to show anything about the quality of
their estimate to the free energy. We will show how to overcome this difficulty by relating the behavior of
BP at zero external field and with additional positive external field, which allows us to take advantage of
the smoothness of the primal objective ΦBethe.
The following Lemma gives the bound (in parameter space) for BP at positive external field which we
will use; it is a variant of Lemma 4.3 from [7] which is more optimized for our setting. It is convenient
to rephrase the result of Ising models on trees, in which case it gives a quantitative bound showing
that under positive external field, the root marginal on an infinite tree does not distinguish between all-
plus and free boundary conditions. The connection to our problem is that, because BP computes exact
marginals on trees, Loopy BP computes true marginals on its corresponding “computation tree” which is
a truncation of the non-backtracking walk tree, with boundary conditions on the bottom level determined
by its initialization.
Lemma 3.8. Suppose T is an infinite tree rooted at ρ and suppose the minimum external field is hmin :=
mini hi > 0. Then
ET (`)[Xρ|XT (`) = 1]− ET (`)[Xρ] ≤
1 + ‖J‖∞
` tanh(hmin)
where ET (`) denotes the expectation under the measure where the tree is truncated at level `.
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Proof. Observe that ET (`)[Xρ|XT (`) = 1] is the same as ET (`−1),B[Xρ] where B corresponds to additional
external field
∑
j∈C(i) Jij at every node i on level `− 1. Similarly, ET (`)[Xρ] is the same as ET (`−1),h[Xρ]
where there is additional field B′i of
∑
j∈C(i) tanh
−1(tanh(Jij) tanh(hj)) at the leaves of T (`− 1). Define
M := sup
i∈T,j∈C(i)
Jij
tanh−1(tanh(Jij) tanh(hj))
≤ sup
i∈T,j∈C(i)
Jij
tanh(Jij) tanh(hmin)
≤ 1 + ‖J‖∞
tanh(hmin)
where we used the inequalities tanh−1(x) ≥ x and x/ tanh(x) ≤ 1 + x for x ≥ 0.
Note from above that ET (`)[Xρ] = ET (`−1),h[Xρ] ≥ ET (`−1)[Xρ] by Griffith’s inequality. Therefore we
find
ET (`)[Xρ|XT (`) = 1]− ET (`)[Xρ] ≤ ET (`)[Xρ|XT (`) = 1]− ET (`−1)[Xρ] = ET (`−1),B[Xρ]− ET (`−1)[Xρ]
≤ ET (`−1),MB′ [Xρ]− ET (`−1)[Xρ]
≤M(ET (`−1),B′ [Xρ]− ET (`−1)[Xρ])] = M(ET (`)[Xρ]− ET (`−1)[Xρ])]
where the last two inequalities were by Griffith’s inequality5 (using that B ≤ MB′) and by concavity of
the root marginal w.r.t. the external field along the line from 0 to B′, which follows6 from the fact that
the marginal at the root can be computed via the BP recursion and that this recursion is a composition
of concave and monotone functions due to Lemma 3.1, hence itself concave.
Summing the corresponding inequality for levels k = 1 to ` we find
`(ET (`)[Xρ|XT (`) = 1]− ET (`)[Xρ]) ≤
∑`
k=1
(ET (k)[Xρ|XT (k) = 1]− ET (k)[Xρ]) ≤M
which gives the result.
We are now ready to prove the main theorem, Theorem 1.3. For the reader’s convenience we recall the
statement below.
Theorem 3.9 (Restatement of Theorem 1.3). Initializing ν(0)i→j = 1 for all i ∼ j and performing t steps
of the BP iteration on a graph with m edges we have
Φ∗Bethe(ν
(t)) ≤ Φ∗Bethe(ν∗) ≤ Φ∗Bethe(ν(t)) +
√
8mn(1 + ‖J‖∞)
t
Proof. Observe the lower bound is immediate from Lemma 3.7 and the definition of ν∗ as the limit of the
iterates from ν(0). It remains to prove the upper bound.
Let B > 0 be arbitrary and define ν∗(B) to be the optimal BP fixed point when the external field
everywhere is increased by B. Then clearly (from the primal definition of Bethe free energy)
Φ∗Bethe(ν
∗) +
∑
i
BEν∗ [Xi] ≤ Φ∗Bethe(ν∗(h)) +
∑
i
hEν∗(h)[Xi].
so
Φ∗Bethe(ν
∗) ≤ Φ∗Bethe(ν∗(h)) +Bn.
Define ν(t)(B) to be the result of the BP iteration after t steps from ν(0) after having increased the external
field at every node by B. Observe by monotonicity that ν(t) ≤ ν(t)(B).
5This states the root marginal is monotone in the external fields. As with concavity, this can be seen on the tree by
writing the root marginal in terms of the BP recursion and using Lemma 3.1.
6Alternatively, this can be proved from the GHS inequality, generalizing the argument in [7]
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Now we appeal to Lemma 3.2 and Lemma 3.8 to see that
Φ∗(ν∗(B))− Φ∗(ν(t)(B)) ≤ ‖ν(t)(B)− ν∗(B)‖1 ≤ 2m(1 + ‖J‖∞)/Bt
(using that ν(t)(B) is sandwiched between the output of BP initialized from 0 and from all-1 with additional
external field B to get the last inequality from Lemma 3.8) hence
Φ∗(ν∗)− Φ∗(ν(t)(B)) ≤ hn+ 2m(1 + ‖J‖∞)/Bt.
By Lemma 3.7 this implies that
Φ∗(ν∗)− Φ∗(ν(t)) ≤ hn+ 2m(1 + ‖J‖∞)/Bt
as well since ν(t) ≤ ν(t)(B) ≤ ν(0). Finally we optimize the choice of h: solving hn = 2m/ht we find
h2 = 2m(1+‖J‖∞)/nt so the final upper bound on the excess error is at most 2n
√
2m(1 + ‖J‖∞)/nt.
3.4 Some Examples
The previous analysis shows how to compute the Bethe free energy by using a small number of rounds of
BP to find approximate maximizer of Φ∗Bethe (on S). However, these messages may be far in parameter
space (e.g. `1-distance) from the optimal BP fixed point due to flat directions in the objective. In fact,
simple examples show that the number of iterations to reach o(n) distance in parameter space may be
exponential in β. These examples also show lower bounds on how quickly the BP estimate for the free
energy can converge.
Example 3.10. Consider the Ising model on the cycle with fixed edge weight β. Starting from the all-ones
initialization, the messages output at time t are all equal to tanh(β)t, so they converge to 0 as t → ∞.
Since 1− tanh(β) = 2e−β
eβ+e−β = O(e
−2β) we see it takes Ω(e2β) iterations for the messages to go below 1/2.
We also see the that
Φ∗Bethe(ν
(t)) = n log
[
(1 + tanh(β)t+1)2 + (1− tanh(β)t+1)2]+ n log eβ + e−β
2
− n[log(1 + tanh(β)2t+1)]
= n log
[
2 + 2 tanh(β)2t+2
1 + tanh(β)2t+1
]
+ n log
eβ + e−β
2
= n log(2) + n log
eβ + e−β
2
+ n log(1 +
tanh(β)2t+2 − tanh(β)2t+1
1 + tanh(β)2t+1
)
= n log(2) + n log
eβ + e−β
2
+ Θ(ne−2β tanh(β)2t+1).
Therefore if we want to achieve n error in Φ∗Bethe for  < e
−2β , at least Ω(eβ) iterations of BP are required.
Example 3.11. Consider a d-regular graph on n nodes with fixed edge weight β and no external field.
Let β be the critical value given by solving (d − 1) tanh(β) = 1. Then using symmetry to reduce to a
1-dimensional recursion as before, we see that the BP iteration behaves locally like x 7→ x− cx3 near the
fixed point x = 0, where c = c(d) > 0. Solving this recurrence, we see that BP converges in parameter
space (in `∞ norm) at a Θ(1/
√
t) rate and the objective value (i.e. estimate for the Bethe free energy
density) converges at a Θ(1/t2) rate asympotically.
Furthermore for fixed β, it’s impossible for the convergence rate in parameter space under `∞ norm to
be dimension-independent, whereas when h > 0 we knew this was indeed true by Lemma 3.8:
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Figure 1: Results of mean-field iteration and BP from all-ones initialization on a 40× 40 square grid with
edge weights β = tanh−1(1/3) ≈ 0.347, with zero external field except for external field of strength 5 at
the bottom-left node. In (b) we plot the difference between the true Bethe free energy and the estimated
free energy of BP at each iteration on a log-log plot.
Example 3.12. Consider the Ising model on the 2-ary tree for β sufficiently large (past the percolation
threshold), so the expectation of the root under a boundary condition of all-ones is strictly greater than 0.
If the depth of the tree is k = Θ(log n), then after k− 1 rounds of BP initialized from ~1 the message from
the root to its immediate children will be bounded below by a constant, but after k rounds it will be 0.
Finally, to illustrate the behavior of BP highlighted by our results, we ran the mean-field iteration and
BP on a simple 40× 40 square grid example with external field at a single node; the results are shown in
Figure 1. As shown, a small number of iterations already suffices to get a good estimate of the mean-field
and Bethe free energies; as shown on the log-log plot (Figure 1 (b)), the convergence rate is consistent
with a power law decay as shown in Theorem 1.3, although with a better exponent than the worst-case
bound shows. This is expected as we expect this model to behave similarly to Example 3.11; we chose β
based on the critical value for the 4-regular tree. In this example, the mean-field iteration converged even
faster; again this is consistent with what one would guess based on the behavior in Example 2.4, where
one observes that away from the critical β the mean field iteration converges faster, at an exponential rate
asymptotically.
We also see in Figure 2 the importance of initializing from all-ones; the model is the same as before
except that β is larger, so that long-range behavior can affect BP. In simple examples like this, BP and
mean-field iteration will require at least on the order of the diameter many steps in order to converge if
started from all-zeros.
4 Computing exponentially good BP messages in polynomial time
The bound we proved for BP in Theorem 1.3 showed that if we want to achieve n error then poly(1/)
steps of BP suffice. What if  is exponentially small? Can a small number of steps of BP achieve  error? It
turns out the answer to this is negative. In Example 3.10 from the previous section (Ising model on a line
at inverse temperature β), we saw that BP cannot achieve error O(e−2β) approximating the free energy
without taking at least Ω(eβ) many steps. Therefore, if we want to estimate Φ∗BP within an exponentially
small error in polynomial time we must use a different algorithm.
In this section we use the ideas developed while analyzing BP to give such algorithm, with runtime
poly(log(1/), n) . In order to achieve asymptotically fast convergence to the optimum, we use tools from
convex optimization instead of message-passing. Recall that
Spost = {ν ≥ 0 : φ(ν)i→j ≥ νi→j}
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Figure 2: Comparison of BP and mean-field iteration at all-ones initializes (MF,BP) vs. all-zeros initial-
ization (MF-0,BP-0). The instance is the same as in Figure 1 except that β ≈ 0.384; we see that all-ones
initialization leads to quick convergence (consistence with Theorems 1.2 and 1.3) whereas with all-zeros it
does not.
is a convex set (with an obvious separation oracle) and observe that by Theorem 3.6, the optimum ν∗ is
the maximizer of the following convex program:
ν∗ = arg max
ν∈Spost
∑
i,j
νi→j . (11)
We show how to compute the maximizer using the ellipsoid method (although a wide variety of methods
are applicable, see e.g. [5]). First we analyze the case where h is bounded below, and we show the
dependence on hmin is very benign.
Lemma 4.1. Suppose that hmin := minhi > 0. Then given  > 0, the ellipsoid method applied to (11)
computes ν ∈ S′ such that
‖ν∗ − ν‖1 ≤ 
after O(m2(log(n/hmin) + log(1/))) steps of the ellipsoid method.
Proof. Recall from Theorem 2.4 of [5] that the feasible set S contains a ball of radius r and is contained in
a ball of radius R, then for any convex function f : Rd → [−B,B] and xt the result of t steps of ellipsoid
method, satisfies
max
x∈S
f(x)− f(xt) ≤ 2BR
r
e−t/2d
2
as long as t ≥ 2d2 log(R/r). Note that our function of interest ∑i,j νi→j is bounded with B = 2m and is
contained in [0, 1]n ⊂ B(0, 2√n). By assumption we see that Spost contains [0, tanh(hmin)]2m so it contains
a ball of radius tanh(hmin)2 .
In order to guarantee the optimization problem is well-behaved, we perturb it by a tiny amount, and
this gives an algorithm for the general case. (If we do not perturb the model by adding a tiny external
field, Spost may be a lower-dimensional, measure-zero set which would be problematic for the ellipsoid
method.)
Theorem 4.2. Suppose  > 0. There is an algorithm which runs in time poly(n, log(1/)) and returns ν
such that
|Φ∗Bethe(ν∗)− Φ∗Bethe(ν)| ≤ 
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Proof. Fix B > 0 to be optimized later. We add external field B everywhere in the model and apply
Lemma 4.1 to see that we can compute ν such that
‖ν∗(B)− ν‖1 ≤ /2
in time poly(log(1/), n, log(1/B)). Then we see by the same argument as in Theorem 1.3 that
|Φ∗Bethe(ν∗)− Φ∗Bethe(ν)| ≤ Bm+ /2.
Finally taking B = /2m shows the result.
The same approach works for the mean-field problem as well:
Theorem 4.3. Suppose  > 0. There is an algorithm which runs in time poly(n, log(1/)) and returns x
such that
ΦMF (x)− ΦMF (x∗) ≤ 
Proof. Recall the definition of the convex set Spre := {x ≥ 0 : tanh⊗n(Jx + h) ≤ x} and consider the
optimization problem
max
x∈Spre
∑
i
xi.
Then we do everything the same way as in the proof of Theorem 4.2: the algorithm proceeds perturbing
the problem by adding a tiny external field B = /2, and then solving it with ellipsoid method.
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A Background: BP and the Bethe Free Energy (appendix)
In this appendix corresponding to Section 3.1, we quickly recall the basic definitions, facts, and notations
involving the Bethe free energy, its ‘dual’ formulation, and the connection to Belief Propagation – as
described in [34] and reference text [20]. We repeat some of the standard calculations in order to express
the results in our variables νi→j . The Lagrangian corresponding to the optimization problem (5) over the
polytope of locally consistent distributions (which is defined over all, not necessarily consistent, Pij and
Pi) is
L(P, λ) = ΦBethe(P ) +
∑
i,j,xi
λi→j(xi)(
∑
xj
Pij(xi, xj)− Pi(xi)) +
∑
i
λi(
∑
xi
Pi(xi)− 1)
where we ignore the constraint Pi(xi) ≥ 0 because, given the other constraints, this constraint is always
satisfied at a critical point (since the derivative of H(Ber(p)) diverges as p→ 0 or p→ 1).
By differentiating with respect to P , and setting λ′i→j =
λi→j(1)−λi→j(−1)
2 , one finds that at a critical
point of the Lagrangian that
Pij(xi, xj) ∝ eJijxixj+λi→j(xi)+λj→i(xj) ∝ eJijxixj+λ′i→jxi+λ′j→ixj
and
Pi(xi) ∝ exp
 1
deg(i)− 1
∑
j
λi→j(xi)− hi
deg(i)− 1xi
 ∝ exp
 1
deg(i)− 1
∑
j
λ′i→jxi −
hi
deg(i)− 1xi
 .
Furthermore by differentiating with respect to λ we see that the constraints are satisfied, therefore for any
i ∼ j that Pi(xi) =
∑
xj
Pij(xi, xj) hence
Pi(xi)
deg(i)−1 ∝
∏
k∈∂i\{j}
∑
xk
Pik(xi, xk) ∝
∑
x∂i\j
e
∑
k(Jikxixk+λ
′
i→kxi+λ
′
k→ixk) = e
∑
k λ
′
i→kxi
∑
x∂i\j
e
∑
k(Jikxi+λ
′
k→i)xk
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so
eλ
′
i→jxi−hixi ∝
∑
x∂i\j
e
∑
k(Jikxi+λ
′
k→i)xk ∝
∏
k
∑
xk
eJikxieλ
′
k→ixk .
Define νi→j := tanh(λ′i→j) so
1+νi→jxi
2 =
e
λ′i→jxi
e
λ′
i→j+e−λ
′
i→j
, then we see
νi→j =
ehi
∏
k
∑
xk
eJikxkeλ
′
k→ixk − e−hi∏k∑xk e−Jikxkeλ′k→ixk
ehi
∏
k
∑
xk
eJikxkeλ
′
k→ixk + e−hi
∏
k
∑
xk
e−Jikxkeλ′k→ixk
=
ehi
∏
k
∑
xk
eJikxk(1 + νk→ixk)− e−hi
∏
k
∑
xk
e−Jikxk(1− νk→ixk)
ehi
∏
k
∑
xk
eJikxk(1 + νk→ixk) + e−hi
∏
k
∑
xk
e−Jikxk(1− νk→ixk)
= tanh(hi +
∑
k∈∂i\j
tanh−1(tanh(Jik)νk→i))
which is the form of the BP equation we will typically refer to. We will denote the right hand side by
φ(ν)i→j so the BP iteration is given by ν 7→ φ(ν). We will also define θik = tanh(Jik). Finally, we will
explicitly rewrite the Bethe free energy at a critical point in terms of the messages νi→j . We claim that
at a critical point (P, λ)
ΦBethe =
∑
i
Fi(λ)−
∑
i∼j
Fij(λ)
where
Fi(λ) := log
∑
xi
ehixi
∏
j∈∂i
∑
xj
eJijxixjeλ
′
j→ixj = log
∑
xi,x∂i
ehixi+
∑
j Jijxixj+λ
′
j→ixj
Fij(λ) := log
∑
xi,xj
eJijxixj+λ
′
i→jxi+λ
′
j→ixj .
To see this observe that from the Gibbs variational principle that (considering a joint distribution where
we sample Xi from Pi and then Xj |Xi according to Pij)
Fi(λ) = E[hiXi +
∑
j
JijXiXj + λ
′
j→iXj ] +H(Xi) +
∑
j∈∂i
H(Xj |Xi)
= E[hiXi +
∑
j
JijXiXj + λ
′
j→iXj ] +
∑
j∈∂i
H(Xi, Xj)− (deg(i)− 1)H(Xi)
and
Fij(λ) = E[
∑
j
JijXiXj + λ
′
i→jXi + λ
′
j→iXj ] +H(Xi, Xj)
so summing all of these terms does indeed give ΦBethe(P ). Finally we rewrite in terms of νi→j to get
Fi(ν) = log
ehi ∏
j∈∂i
∑
xj
eJijxj
1 + νj→ixj
2
+ e−hi
∏
j∈∂i
∑
xj
e−Jijxj
1 + νj→ixj
2

= log
ehi ∏
j∈∂i
(1 + tanh(Jij)νj→i) + e−hi
∏
j∈∂i
(1− tanh(Jij)νj→i)
+ ∑
j∈∂i
log
eJij + e−Jij
2
and
Fij(ν) = log
∑
xi
∑
xj
eJijxixj
1 + νi→jxi
2
1 + νj→ixj
2
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= log
(
eJij + e−Jij
2
+
(eJij − e−Jij )νi→jνj→i
2
)
= log(1 + tanh(Jij)νi→jνj→i) + log
(
eJij + e−Jij
2
)
.
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