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1. Introduction
Let n be a positive integer and let q = pe be a prime power. A problem of interest to
computational group theorists is that of producing an algorithm which, given a collection
of nonsingular (n × n)-matrices over the field Fq , returns a useful description of the
subgroup of GLn(q) which they generate. A key tool in the algorithms developed so
far is Aschbacher’s description of the maximal subgroups of GLn(q). That is, in [As],
Aschbacher describes nine classes C1, . . . ,C8,S of (proper) subgroups of GLn(q) (actually,
of any classical group over any finite field) and shows that every proper subgroup of
GLn(q) is contained in a group from one of these nine classes. (The maximality and
other properties of the groups from these nine classes are discussed in [KlLi].) The
subgroups of GLn(q) from classes C1−C8 are (for the most part) stabilizers in GLn(q)
of “natural” algebraic structures on V , so the fact that H is contained in a group from
one of these classes provides useful information about the structure of H . On the other
hand, one of the key points from Aschbacher’s theorem is that if H is not contained in
any member of
⋃8
i=1 Ci then H/Z(H) is almost simple (and Z(H) consists only of scalar
transformations).
The group G= GLn(q) acts on the lattice Bn(q) of all subspaces of the n-dimensional
space V = V (n, q) over Fq on which G acts naturally. Members of certain classes Ci can
be identified as stabilizers in G of certain sublattices of Bn(q). (A sublattice of Bn(q)
is a collection L of subspaces of V such that for all X,Y ∈ L we have X + Y ∈ L and
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X ∩ Y ∈ L.) For instance, if one takes the sublattice LW consisting of 0,V , and some
nontrivial proper subspace W , then the stabilizer of LW is the stabilizer of W (which is
contained in C1). For a less trivial example, say we have proper subspaces W1, . . . ,Wk
of V , all of the same dimension, with V =⊕ki=1 Wi . Then the stabilizer of the sublattice
of L generated by the Wi (which is a simply boolean algebra of rank k) is an element of C2.
Recent algorithms (see [LGO1,LGO2,ELGO]) involve recognizing H as being contained
in a member K of Ci for certain i by showing that H stabilizes some sublattice of Bn(q).
The Ci whose elements are sublattice stabilizers are known, leaving the following question
of practical and theoretical interest.
Question 1.1. Can an element of S stabilize a nontrivial proper sublattice of Bn(q)?
By nontrivial, we mean containing a nontrivial proper subspace of V . For practical
purposes, the desired answer to Question 1.1 is “no”. However, simple examples show that
the answer is “yes”. Namely, it is well known that if q ≡ 1,4 mod 5 then PGL2(q) contains
subgroups isomorphic to A5. If q = p is prime (or if q = p2 with p ≡ 2,3 mod 5) then
the preimages of these subgroups in GLn(q) lie in S . Let O be any orbit of some such
preimage H on the one-dimensional subspaces of V , and set L = O ∪ {0,V }. Then L
is a nontrivial sublattice of Bn(q) stabilized by H . If q is large enough then H cannot
be transitive on one-spaces from V , so L = Bn(q). One might hope that these small
examples are the only ones. We show in Section 3 that this is not the case. We present
examples of lattice stabilizers in GLn(q) which are not contained in any subgroups from⋃8
i=1 Ci . We also show that there are many such examples which are contained only in
subgroups from C8 (i.e., in some classical subgroup). However, our main theorem shows
that if H ∈ S stabilizes some nontrivial proper sublattice L of Bn(q) then L satisfies some
severe restrictions. Namely, for a sublattice L of Bn(q), GL will denote the (setwise)
stabilizer of L in G. Assume that L is a nontrivial proper sublattice of Bn(q) (that is,
L = Bn(q) and L contains some nontrivial proper subspace of V ). We will show that
unless every nontrivial proper subspace of V contained in L has dimension n/2 and any
two such subspaces intersect trivially, the stabilizer GL also stabilizes some “natural”
algebraic structure associated with V and is therefore contained in an element of Ci for
some i ∈ {1,2,3,4,5,7}.
Before stating our precise result, we recall some standard terminology. We say H G
is reducible if there is some H -invariant nontrivial proper subspace of V . We say H is
imprimitive if there is some set {U1, . . . ,Ut } of nontrivial proper subspaces of V such that
V =⊕ti=1 Ui and for each h ∈H and each i ∈ [t] there is some j ∈ [t] such thatUih=Uj .
We say H stabilizes a subfield structure if there exist some proper subfield K of Fq and
some basis B of V such that each h ∈H is of the form λh′, where λ ∈ Fq and h′ ∈GLn(q)
stabilizes (setwise) theK-span of B . We say H stabilizes a tensor product structure if there
exist Fq -spaces W,X both of dimension at least two, linear actions of H on W and X and
an H -equivariantFq -isomorphism from W ⊗X to V . We say that H stabilizes an overfield
structure if there exists some subfield L of EndFq (V ) which properly contains the field of
all scalar transformations and is normalized by H .
It follows from the definitions and results in [As] that H  GLn(q) is reducible if
and only if H is contained in a subgroup of GLn(q) from Aschbacher class C1 and H
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is imprimitive if and only if H is contained in a subgroup from class C2. Also, H stabilizes
an overfield structure if and only if H is contained in a subgroup from class C3 and H
stabilizes a subfield structure if and only if H is contained in a subgroup from class C5. If
H stabilizes a tensor product structure determined by spaces W,X then H is contained in
a subgroup from class C4 if dimFq (W) = dimFq (X), while H is contained in a subgroup
from class C7 if dimFq (W)= dimFq (X).
Theorem 1.2. Every sublattice L of Bn(q) satisfies one of the following conditions.
(1) GL is reducible.
(2) GL is imprimitive.
(3) GL stabilizes some subfield structure.
(4) GL stabilizes some overfield structure.
(5) GL stabilizes some tensor product structure.
(6) L is one of Bn(q), {0}, {V } or {0,V }.
(7) L consists of 0,V and some number k  3 of subspaces W1, . . . ,Wk of dimension n/2
such that V =Wi ⊕Wj whenever 1 i < j  k.
We will prove Theorem 1.2 in Section 2. We begin our proof by showing that if L
satisfies none of (1), (2), (6) then L contains a normalizedm-frame for some m> 1 (frames
will be defined in Section 2). It will follow easily that if m= 2 thenL satisfies (7). Classical
results from lattice theory show that if m > 2 then L is isomorphic with the lattice of
submodules of a free module of rank m over some ring R, and we show that R = Fr for
some r = pb (so L Bm(r)). Elementary linear algebra and representation theory are then
used to show that L satisfies one of (3)–(5).
As mentioned above, we will provide in Section 3 some examples of elements of S
which stabilize nontrivial proper sublattices of Bn(q) with n > 2 (by Theorem 1.2, we
know that n must be even). It would be interesting to know all such examples.
2. The proof of Theorem 1.2
In order to prove Theorem 1.2, we must first review some ideas from lattice theory. All
of the results we state without reference can be found in [JiRo]. An arbitrary lattice L (with
meet and join operations ∧ and ∨) is called modular if
(x ∧ y)∨ (x ∧ z)= x ∧ (y ∨ (x ∧ z)) (1)
for all x, y, z ∈ L. A modular lattice L is called Arguesian if
2∧
i=0
(ai ∨ bi)
(
a0 ∧ (a1 ∨ d)
)∨ (b0 ∧ (b1 ∨ d)) (2)
for all a0, a1, a2, b0, b1, b2 ∈L, where
d := (a0 ∨ a1)∧ (b0 ∨ b1)∧
((
(a1 ∨ a2)∧ (b1 ∨ b2)
)∧ ((a0 ∨ a2)∧ (b0 ∨ b2))).
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There are equivalent and more transparent definitions of the modular and Arguesian
properties, but it follows directly from (1) and (2) that these properties are inherited by
sublattices. It is well known that Bn(q) is modular and Arguesian for all n,q , and therefore
every sublattice of Bn(q) has these properties.
If L has a unique minimum element 0ˆ, the atoms of L are those elements which cover 0ˆ.
If L also has a unique maximum element 1ˆ then for a positive integer m, a normalized (or
spanning) m-frame in L consists of two subsets
A= {ai : i ∈ [m]} and C = {cij : i, j ∈ [m], i = j }
which satisfy the six conditions below.
(F1) We have
m∨
i=1
ai = 1ˆ.
(F2) For all i ∈ [m], we have
ai ∧
∨
j∈[m]\{i}
aj = 0ˆ.
(F3) For 1 i < j m we have cji = cij .
(F4) For 1 i < j m we have
cij ∨ ai = cij ∨ aj = ai ∨ aj .
(F5) For 1 i < j m we have
cij ∧ ai = cij ∧ aj = 0ˆ.
(F6) For pairwise distinct i, j, k ∈ [m], we have
cik = (ai ∨ ak)∧ (cij ∨ cjk).
As noted in the introduction, our first main step in the proof of Theorem 1.2 will be to
show that if a sublattice L of Bn(q) contains a nontrivial proper subspace of V and GL is
neither reducible nor imprimitive, then some sets A, C of atoms of L form a normalized
m-frame for some m > 1 dividing n. If m = 2 then L satisfies condition (7). Standard
theorems concerning frames will then be invoked in order to show that if m 3 then L is
isomorphic to Bm(r), where Fr is a (finite) field of characteristic p. A closer look at L will
then show that either L= Bn(q) or one of conditions (3)–(5) is satisfied.
Recall that a lattice L with unique minimum element 0ˆ and unique maximum element 1ˆ
is called complemented if for each x ∈ L there exists some y ∈ L (called a complement
to x) such that x ∧ y = 0ˆ and x ∨ y = 1ˆ. Note that if L is a sublattice of Bn(q) which
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contains both 0 and V = V (n, q) and X,Y ∈ L then Y is a complement to X in L if and
only if X⊕ Y = V .
Lemma 2.1. Let F be any field and let V be a vector space of (finite) dimension n over F.
Let S(V ) be the lattice of subspaces of V and let L be a sublattice of S(V ) which contains
some nontrivial proper subspace of V . Then one of the following conditions holds.
(A) GL is reducible on V .
(B) GL is imprimitive on V .
(C) L is complemented and contains a normalized m-frame (A,C) such that bothA and C
consist of atoms of L. All of these atoms have dimension d = n/m, and every element
of L has dimension divisible by d .
Proof. We will assume that GL is both irreducible and primitive on V , and show that (C)
holds. For any X ∈ L, let O(X) be the orbit of GL on L which contains X. Both⋂
Y∈O(X) Y and
∑
Y∈O(X) Y lie in L and are GL-invariant, and by the irreducibility of
GL we have ⋂
Y∈O(X)
Y = 0 and
∑
Y∈O(X)
Y = V.
Since 0 ∈ L, we know that L contains some atom B (and since L = {0,V }, we know
B = V ). Fix an atom B with dimFB = d and let O =O(B). Now each A ∈O is an atom
of L, and it follows that if W ∈ L then
A∩W ∈ {0,A}. (3)
Therefore, there exist some A1, . . . ,Am ∈O such that
V =
m⊕
i=1
Ai.
(First pick some A1 ∈ O and at each subsequent step pick some Aj+1 ∈ O which is not
contained in
⊕
ij Ai .) Note that we have n=md . More generally, for X ∈L, there exists
some minimal subset I ⊆ [m] such that
V =X+
∑
i∈I
Ai,
and using (3) we see that
V =X⊕
⊕
i∈I
Ai.
It follows that dimFX= (m−|I |)d and that⊕i∈I Ai is a complement to X in L. We have
shown so far that
• L is complemented, and
• the dimension of every element of L is a multiple of d .
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Note that the second fact above shows that if 0 =X ∈ L then dimFX  dimFB = d . Since
we chose our atom B arbitrarily, we see that
• an element A ∈L is an atom of L if and only if dimFA= d .
Each v ∈ V can be written uniquely as
v =
m∑
i=1
vi
with vi ∈Ai . For each i ∈ [m] define πi :V →Ai by πi(v)= vi for all v ∈ V . Note that
kerπi =
⊕
j =i
Aj ∈L.
For any atom X ∈L, set
Xi =X ∩ kerπi ∈L.
Since X is an atom, we have Xi ∈ {0,X}. Since πi(X) ∼= X/Xi , we have dimF πi(X) ∈
{0, d}, and
πi(X) ∈ {0,Ai}.
Now define a relation ∼ on {Ai : i ∈ [m]} by
• Ai ∼Aj if there is some atom X ∈ L such that πi(X)=Ai and πj (X)=Aj .
We will prove the following two claims.
• The relation ∼ is an equivalence relation.
• If Ai ∼Aj then there is some atom Bij ∈L such that
Ai ⊕Bij =Aj ⊕Bij =Ai ⊕Aj .
We prove the second claim first. For an atom X such that πi(X)= Ai and πj (X)=Aj ,
set
T = {t ∈ [m] \ {i, j }: πt(X)=At} and Y =⊕
t∈T
At ∈L.
Since X is an atom and πi(Y ) = πi(X), we have X ∩ Y = 0. Define
Bij = (X⊕ Y )∩ (Ai ⊕Aj) ∈ L.
R. Guralnick, J. Shareshian / Journal of Algebra 259 (2003) 147–176 153
Since each x ∈X can be written uniquely as x = πi(x)+ πj (x)+ y with y ∈ Y , we have
Bij =
{
πi(x)+ πj (x): x ∈X
}
Ai ⊕Aj .
Now dimFBij = dimFX = d , so Bij is an atom of L. Since πi(Bij ) = πi(X) = Ai , we
have Bij = Aj . Now Aj ⊕ Bij is a subspace of Ai ⊕ Aj , and both of these sums have
dimension 2d , so
Aj ⊕Bij =Ai ⊕Aj
as desired. A similar argument shows that
Ai ⊕Bij =Ai ⊕Aj.
Now we prove the first claim. Certainly Ai ∼ Ai for all i (we can take X = Ai ) and by
definition∼ is symmetric. Say, for pairwise distinct i, j, k, we have Ai ∼Aj and Aj ∼Ak .
Set
X= (Bij ⊕Bjk)∩ (Ai ⊕Ak) ∈ L.
Now
Bij ⊕Bjk =
{
πi(x)+ πj (x)+ πj (y)+ πk(y): x ∈ Bij , y ∈ Bjk
}
,
and it follows that
X = {πi(x)+ πk(y): x ∈Bij , y ∈ Bjk, πj (x)=−πj (y)}.
Since πj (Bij ) = πj (Bjk) = Aj and all of Aj ,Bij ,Bjk have dimension d , we see that
dimFX = d , so X is an atom. Also, πi(X)= πi(Bij )= Ai and πk(X)= πk(Bjk)=Ak as
desired.
Next we prove the following claim.
• Since GL is irreducible and primitive on V , there is only one ∼-equivalence class on
{Ai : i ∈ [m]}.
Let E1, . . . ,Et be the ∼-equivalence classes. For j ∈ [t] set
Wj =
⊕
Ai∈Ej
Ai.
Then
V =
t⊕
j=1
Wj,
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and by the definition of ∼, each atom X ∈ L is contained in exactly one Wj . So, we define
an L-decomposition of V to be a collection {X1, . . . ,Xr } of elements of L \ {0} such that
• each atom of L is contained in exactly one Xi , and
• V =⊕ri=1 Xi .
If {X1, . . . ,Xr } and {Y1, . . . , Ys} are both L-decompositions of V , then so is{
Xi ∩ Yj : i ∈ [r], j ∈ [s], Xi ∩ Yj = 0
}
.
It follows that there is a unique finest L-decomposition {F1, . . . ,Fs} of V (that is, for any
L-decomposition {X1, . . . ,Xr }, each Fi is contained in some Xj ). Now if {X1, . . . ,Xr } is
any L-decomposition of V and g ∈GL then {X1g, . . . ,Xrg} is also a L-decomposition.
Since {F1, . . . ,Fs} is the unique finest L-decomposition, we have
{F1g, . . . ,Fsg} = {F1, . . . ,Fs}
for every g ∈GL. Since GL is neither reducible nor imprimitive, we must have s = 1 and
F1 = V . Since {F1} refines the L-decomposition {E1, . . . ,Et }, we have t = 1 as claimed.
It is straightforward to show that the pair of subsets {Ai : i ∈ [m]} and {Bij : i, j ∈ [m],
i = j } from L satisfies conditions (F1)–(F5) from the definition of a normalized m-frame.
However, in order to guarantee that condition (F6) is satisfied, we must make the following
adjustments. For 2 j m, set
Cj1 = C1j = B1j ,
and for 2 i < j m, set
Cji = Cij = (Ai ⊕Aj)∩ (C1i ⊕C1j ).
First we show that each Cij is an atom in L. We showed already that each Bij is an
atom, so we may assume that 1 < i < j . Since dimF(Ai ⊕ Aj) = 2d , it suffices to show
that 0 = Cij =Ai ⊕Aj . We have dimF(C1i ⊕C1j )= 2d and
π1(Ai ⊕Aj)= 0 = π1(C1i ⊕C1j ),
so Cij =Ai ⊕Aj . Now fix some nonzero x ∈A1. There exist unique y ∈ C1i and z ∈ C1j
such that πi(y)= πj (z)= x . Now 0 = y − z ∈ Cij , so Cij = 0.
Now we show that A = {Ai : i ∈ [m]} and C = {Cij : i, j ∈ [m], i = j } form a
normalized m-frame in L. Since V =⊕ni=1 Ai , we see that conditions (F1) and (F2) are
satisfied, and condition (F3) is satisfied by the definition of the Cij . Since the Ai and
the Cij are all atoms of dimension d and, for fixed i, j , all of Ai , Aj , and Cij are contained
in Ai ⊕ Aj , we see that, in order to prove that conditions (F4) and (F5) are satisfied,
it suffices to show that Cij /∈ {Ai,Aj }. Fix i, j , and nonzero x ∈ A1 as in the previous
paragraph, and let y, z also be as above. Then y − z= πi(y)− πj (z) ∈Cij , and it follows
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that both πi(Cij ) and πj (Cij ) are nonzero. Since neither Ai nor Aj has this property, both
(F4) and (F5) are satisfied. We now turn to (F6). For pairwise distinct i, j, k, set
Xijk = (Ai ⊕Ak)∩ (Cij ⊕Cjk) ∈ L.
Our goal is to show that Cik =Xijk . We have
πj (Ai ⊕Ak)= 0 = πj (Cij ⊕Cjk),
so Xijk is a proper subspace of the 2d-dimensional space Ai ⊕ Ak . Moreover, if we take
nonzero x ∈ Cij , y ∈ Cjk such that πj (x)= πj (y) then 0 = x − y ∈ Xijk . We now have
dimFXijk = d , and it suffices to show that
Cik Cij ⊕Cjk.
Note that if j = 1 then by definition we have Cik =Xijk . Since Cki = Cik and Xkji =Xijk ,
we now assume without loss of generality that either i = 1 or 1 /∈ {i, j, k}.
Say i = 1 and let x ∈C1k . Our goal is to show that
x ∈ C1j ⊕Cjk = C1j ⊕
(
(Aj ⊕Ak)∩ (C1j ⊕C1k)
)
.
We have x = π1(x)+πk(x). Since A1⊕Aj =Aj ⊕C1j , we have π1(C1j )=A1 and there
is some y ∈C1j such that π1(y)= π1(x). Now
x = (π1(y)+ πj (y))+ (πk(x)− πj (y)).
Since π1(y)+ πj (y)= y ∈C1j , it now suffices to show that
πk(x)− πj (y) ∈ (Aj ⊕Ak)∩ (C1j ⊕C1k).
Certainly πk(x)− πj (y) ∈Aj ⊕Ak , and
πk(x)− πj (y)= x − y ∈ C1j ⊕C1k.
Now say 1 /∈ {i, j, k}. Let w ∈ Cik . Since w ∈ C1i ⊕C1k , we can write
w = x − y = (π1(x)+ πi(x))− (π1(y)+ πk(y))
for unique x ∈ C1i and y ∈ C1k . Since w ∈ Ai ⊕ Ak , we have π1(x) = π1(y). Since
π1(C1j )=A1, there is some z ∈ C1j with π1(z)= π1(x). We have
w = (x − z)− (y − z)= (πi(x)− πj (z))− (πk(y)− πj (z)).
Certainly πi(x)− πj (z) ∈Ai ⊕Aj , and
πi(x)− πj (z)= x − z ∈ C1i ⊕C1j .
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Thus
x − z ∈ (Ai ⊕Aj)∩ (C1i ⊕C1j )= Cij .
A similar argument shows that y−z ∈ Cjk , so Cik  Cij ⊕Cjk as claimed. We have shown
that condition (F6) is satisfied, and this completes the proof of Lemma 2.1. ✷
We now continue with our proof of Theorem 1.2. If GL is reducible or imprimitive on
V = V (n, q) or if L contains no nontrivial proper subspace of V , there is nothing to prove,
so
• we assume form now on that GL is irreducible and primitive on V and L contains a
nontrivial proper subspace of V .
Now Lemma 2.1 applies and we see that L is complemented and contains a normalized
m-frame φ = (A,C) such that each of A,C consists of atoms of L, all of these atoms have
dimension d = n/m, and every element of L has dimension divisible by d . Say m = 2.
Then every element of L has dimension 0, n/2 or n. In other words, L consists of 0,V ,
and some elements of dimension n/2. Since |A| = 2 and |C| = 1, there are at least three
elements of dimension n/2 and condition (7) of Theorem 1.2 holds. So, it remains to show
that if m> 2 then either L= Bn(q) or one of conditions (3)–(5) of Theorem 1.2 holds.
We will invoke the standard theorems on frames mentioned above. We need some
additional definitions. Let L be any modular lattice which contains an m-frame
φ = (A= {ai : i ∈ [m]}, C = {cij : i, j ∈ [m], i = j}),
with m 3. Define
Rφ := {x ∈L: x ∨ a2 = a1 ∨ a2 and x ∧ a2 = a1 ∧ a2}.
For x, y ∈Rφ , define
π(x) := (x ∨ c13)∧ (a2 ∨ a3),
π ′(x) := (x ∨ c23)∧ (a1 ∨ a3),
a := a1 ∨ a2,
x ⊕ y := a ∧ (((x ∨ a3)∧ (c13 ∨ a2))∨ π(y)),
x  y := a ∧ (a3 ∨ ((c23 ∨ x)∧ (a2 ∨ π ′(y)))), and
x  y := a ∧ (π(x)∨ π ′(y)).
The following theorem is due to von Neumann [vN] for m  4 and Day and
Pickering [DaPi] for m= 3.
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Theorem 2.2. If m 4, or m= 3 and L is Arguesian, then Rφ is a ring with addition ⊕,
subtraction , multiplication , additive identity a1, and multiplicative identity c12.
The ring Rφ is called the auxiliary ring of φ, and its importance is made clear by the
following theorem, which is due to von Neumann [vN] for m 4, and Jónsson [Jo1,Jo2]
for m= 3.
Theorem 2.3. Let φ = (A,C) be a normalized m-frame in a complemented modular
lattice L. If either m 4, or m= 3 and L is Arguesian, then L is isomorphic to the lattice
of submodules of a free module of rank m over Rφ .
We now determine the structure of Rφ for our lattice L and frame φ = (A,C). To avoid
confusion, we will write ⊕R for addition in Rφ and + for the sum of vector spaces (even
when that sum might be direct). The elements of Rφ are A1 and those atoms X ∈ L such
that
πi(X)=
{
Ai i  2,
0 i > 2.
For each X ∈ Rφ , there exists some linear map ψX :A1 →A2 such that
• X = {v+ vψX : v ∈A1}, and
• ψX is an isomorphism unless X =A1, in which case ψX = 0.
Similarly, for 1 i < j  n there exists a linear isomorphism ψij :Ai →Aj such that
• Cij = {v+ vψij : v ∈Ai}.
Now, if i > 1 we have
{v + vψij : v ∈Ai} = Cij = (Ai +Aj)∩ (C1i +C1j )
= (Ai +Aj)∩ {w+wψ1i + x + xψ1j : w,x ∈A1}
= {wψ1i −wψ1j : w ∈A1}.
For each v ∈Ai there is a unique w ∈A1 with v =wψ1i , so
{wψ1i +wψ1iψij : w ∈A1} = {wψ1i −wψ1j : w ∈A1}, and ψ1iψij =−ψ1j .
Taking i = 2 and j = 3, we have
−ψ23ψ−113 =ψ−112 . (4)
Now for X,Y ∈Rφ we have
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π(X) = (X+C13)∩ (A2 +A3)
= {v + vψX +w+wψ13: v,w ∈A1} ∩ (A2 +A3)
= {vψX − vψ13: v ∈A1}
and
π ′(Y ) = (Y +C23)∩ (A1 +A3)
= {v + vψY +w+wψ23: v ∈A1,w ∈A2} ∩ (A1 +A3)
= {v − vψYψ23: v ∈A1}.
This gives
X Y = (A1 +A2)∩
(
π(X)+ π ′(Y ))
= (A1 +A2)∩ {vψX − vψ13 +w−wψYψ23: v,w ∈A1}
= {w+ vψX : v,w ∈A1, vψ13 +wψYψ23 = 0}
= {w−wψYψ23ψ−113 ψX: w ∈A1}
= {w+wψYψ−112 ψX: w ∈A1},
the last equality following from Eq. (4). In other words, we have
ψXY =ψYψ−112 ψX. (5)
Now if neither X nor Y is A1 then ψYψ−112 ψX is an isomorphism, so XY = A1. Since
A1 is the 0 in Rφ , we see that Rφ has no zero-divisors. Certainly Rφ ⊆ L is finite, so the
standard pigeonhole argument and Wedderburn’s theorem show that
• Rφ is a (finite) field.
Also, we have
X⊕R Y = (A1 +A2)∩
[(
(X+A3)∩ (C13 +A2)
)+ π(Y )]
= (A1 +A2)∩ {vψY − vψ13 +w+wψX +wψ13: v,w ∈A1}
= {w+wψX +wψY : w ∈A1}.
In other words, we have
ψX⊕RY = ψX +ψY . (6)
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Define Ψ :Rφ → EndFq (A1) by
Ψ (X)=ψXψ−112 .
It follows from Eq. (6) that Ψ is a homomorphism of additive groups, and using Eq. (5)
and the fact that Rφ is commutative, we get
Ψ (X Y )= Ψ (Y X)= (ψXψ−112 ψY )ψ−112 = Ψ (X)Ψ (Y ).
Therefore Ψ is a (nonzero) ring homomorphism, and if we set K = Ψ (Rφ) then K is a
subfield of EndFq (A1). Since every such subfield has characteristic p, we see that
• K (and therefore Rφ) is isomorphic to Fr for some r = pb ,
and Theorem 2.3 shows that
• L is isomorphic with Bm(r).
It follows that L has (rm−1)/(r−1) atoms, and we now describe these atoms. Let ψ11
be the identity map on A1. Given
τ = (τ1, . . . , τm) ∈Km \ {(0, . . . ,0)},
define
• Xτ =
{∑m
i=1 vτiψ1i : v ∈A1
}
.
Then Xτ is a d-dimensional subspace of V (n, q). In particular, if Xτ ∈ L then Xτ is an
atom. Now define
• I (τ )= {j ∈ [m]: τj = 0},
• i(τ )=min I (τ ), and
• n(τ)= |I (τ )|.
Now for 1 j m set
• τ ′j = τj τ−1i(τ )
and define
• τ ′ = (τ ′1, . . . , τ ′m) ∈Km \ {(0, . . . ,0)}.
Note that for any σ, τ we have
• Xσ =Xτ if and only if σ ′ = τ ′.
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It follows that there are exactly (rm − 1)/(r − 1) subspaces Xτ , and it follows from the
next lemma that these subspaces are all the atoms of L.
Lemma 2.4. For any τ ∈Km \ {(0, . . . ,0)} we have Xτ ∈ L.
Proof. Since Xτ = Xτ ′ , we may (and do) assume that τ = τ ′, so τi(τ ) = 1. If n(τ) = 1
then Xτ = Ai(τ) ∈ L. Say n(τ) = 2. If I (τ ) = {1,2} then Xτ ∈ Rφ ⊆ L. If I (τ ) = {1, j }
with j > 2, set
σ = (1, τ−1j ,0, . . . ,0).
Since I (σ )= {1,2}, we have Xσ ∈ L. Now
Xσ +C1j =
{
v + vτ−1j ψ12 +w+wψ1j : v,w ∈A1
}
,
(Xσ +C1j ) ∩ (A2 +Aj)=
{
vτ−1j ψ12 − vψ1j : v ∈A1
}
,
C12 +
(
(Xσ +C1j )∩ (A2 +Aj)
)= {w+wψ12 + vτ−1j ψ12 − vψ1j : v,w ∈A1},
and
(A1 +Aj)∩
[
C12 +
(
(Xσ +C1j )∩ (A2 +Aj)
)]= {w+wτjψ1j : w ∈A1}=Xτ ,
so Xτ ∈L. If N(τ)= {i, j } with 1< i < j , define σ,ρ by
σl =
{1, l = 1,
τi, l = i,
0, otherwise
and ρl =
{1, l = 1,
−τj , l = j,
0, otherwise.
Then Xσ ,Xρ ∈ L by the argument just above. We have
Xσ +Xρ = {v + vτiψ1i +w−wτjψ1j : v,w ∈A1}
and
(Xσ +Xρ)∩ (Ai +Aj)= {vτiψ1i + vτjψ1j : v ∈A1} =Xτ ,
so Xτ ∈ L. We now proceed by induction on n(τ), assuming n(τ) > 2. Let i, j be the two
largest elements of I (τ ). Define σ,ρ by
σl =
{
τl, l ∈ I (τ ) \ {i},
0, otherwise and ρl =
{
τl, l ∈ I (τ ) \ {j },
0, otherwise.
By inductive hypothesis we have Xσ ,Xρ ∈ L, and our assumption n(τ) 3 gives
Xτ = (Xσ +Ai)∩ (Xρ +Aj) ∈ L. ✷
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Now we use our description of the atoms of L to obtain a description of the elements
of GL. We write K∗ for the multiplicative group of units in K, so K∗  GL(A1). Let N
be the normalizer of K∗ in GL(A1). Since every element of L∼= Bm(r) is a join of atoms
of L, we know that for g ∈GLn(q) we have
• g ∈GL if and only if g permutes the atoms of L.
Lemma 2.5. Let g ∈ GLn(q). Then g ∈ GL if and only if there exist τkj ∈ K ( for all
k, j ∈ [m]) and σ ∈N such that for all k ∈ [m] and all w ∈Ak , we have
wg =
m∑
j=1
wψ−11k στkjψ1j .
Proof. We begin with the “if” claim of the lemma. Fix
ρ = (ρ1, . . . , ρm) ∈Km \ {(0, . . . ,0)}.
For j ∈ [m] set
νj =
m∑
k=1
σ−1ρkστkj ∈K
and let ν = (ν1, . . . , νm), so Xν is an atom in L. Let w ∈Xρ . There is some v ∈ A1 such
that
w =
m∑
k=1
vρkψ1k.
Now
wg =
m∑
k=1
m∑
j=1
vρkστkjψ1j =
m∑
j=1
(vσ )νjψ1j ∈Xν,
so Xρg =Xν .
Now we consider the “only if” claim. Fix g ∈GL. For each k ∈ [m] there exists some
τ (k)= (τ (k)1, . . . , τ (k)m) ∈K \ {(0, . . . ,0)}
such that
Akg =Xτ(k) =
{
m∑
j=1
vτ(k)jψ1j : v ∈A1
}
.
162 R. Guralnick, J. Shareshian / Journal of Algebra 259 (2003) 147–176
Therefore, there is some (unique) σ(k) ∈GL(A1) such that for each w ∈Ak we have
wg =
k∑
j=1
wψ−11k σ (k)τ (k)jψ1j . (7)
Now, for 2 k m, consider the atom
Bk := {w−wψ1k: w ∈A1} ∈ L.
There is some ρ = (ρ1, . . . , ρm) such that
Bkg =Xρ =
{
m∑
j=1
vρjψ1j : v ∈A1
}
.
On the other hand, Eq. (7) gives
Bkg =
{
m∑
j=1
w
(
σ(1)τ (1)j − σ(k)τ (k)j
)
ψ1j : w ∈A1
}
.
It follows that there is some κ ∈GL(A1) such that for each j ∈ [m] we have
σ(1)τ (1)j − σ(k)τ (k)j = κρj .
Let i = i(ρ), so ρi ∈GL(A1). Then for each j ∈ [m] we have
(
σ(1)τ (1)i − σ(k)τ (k)i
)−1(
σ(1)τ (1)j − σ(k)τ (k)j
)= (κρi)−1(κρj )= ρ−1i ρj .
Simple manipulations give
σ(1)
[
τ (1)j − τ (1)iρ−1i ρj
]= σ(k)[τ (k)j − τ (k)iρ−1i ρj ]
for all j . Note that for all j ∈ [m], all of τ (1)j , τ (k)j , and ρj lie in K. Assume for
contradiction that for all j ∈ [m] we have
τ (k)j = τ (k)iρ−1i ρj .
Then τ (k)i = 0 and
τ (k)−1i τ (k)j = ρ−1i ρj ,
so τ (k)′ = ρ′ and
Akg =Xτ(k) =Xρ = Bkg.
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This gives the desired contradiction, as Ak = Bk and g is nonsingular. Now, take any j
such that
τ (k)j = τ (k)iρ−1i ρ(j)
and set
µ(k)= (τ (1)j − τ (1)iρ−1i ρj )(τ (k)j − τ (k)iρ−1i ρj )−1 ∈K.
Then
σ(k)= σ(1)µ(k).
Set
σ = σ(1),
and for j, k ∈ [m] set
τkj = µ(k)τ (k)j ∈K.
Using Eq. (7), we see that for all k ∈ [m] and all w ∈Ak we have
wg =
m∑
j=1
wψ−11k στkjψ1j (8)
as desired.
It remains to show that σ ∈N , and we do so using an argument similar to the one in the
previous paragraph. Let θ generateK∗, and set
B = {v− vθψ12: v ∈A1}
so B ∈L is an atom. There is some ρ = (ρ1, . . . , ρm) such that
Bg =Xρ =
{
m∑
j=1
wρjψ1j : w ∈A1
}
.
Eq. (8) gives
Bg =
{
m∑
j=1
v(στ1j − θστ2j )ψ1j : v ∈A1
}
,
and it follows that there is some κ ∈GL(A1) such that
στ1j − θστ2j = κρj
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for all j ∈ [m]. Let i = i(ρ), so ρi ∈GL(A1). For all j ∈ [m] we have
(στ1i − θστ2i )−1(στ1j − θστ2j )= ρ−1i ρj ,
which is easily seen to be equivalent to
σ
(
τ1j − τ1iρ−1i ρj
)= θσ (τ2j − τ2iρ−1i ρj ).
If
τ2j = τ2iρ−1i ρj
for all j ∈ [m] then
A2g =Xτ(2) =Xρ = Bg,
which is impossible, so there is some j such that
τ2j − τ2iρ−1i ρj = 0.
For any such j , we have
σ−1θσ = (τ1j − τ1iρ−1i ρj )(τ2j − τ2iρ−1i ρj )−1 ∈K
and the proof is complete. ✷
For g ∈GL, when we find σ ∈N and (tkj )i,j∈[m] as in Lemma 2.5, we write
• g = g(σ, (τkj )).
For k ∈ [m], define
Ψk : EndFq (A1)→ EndFq (Ak)
by
• Ψk(ρ)=ψ−11k ρψ1k .
Since ψ1k is an isomorphism, so is Ψk . Now define the map
Ψ :K→ EndFq (V )
as follows. Let w=w1 + · · · +wm ∈ V , with wk ∈Ak and let ρ ∈K. Then
• wΨ (ρ)=∑mk=1wkΨk(ρ).
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Now set
• hρ = Ψ (ρ) for ρ ∈K, and
• E= Image(Ψ )= {hρ : ρ ∈K}.
Since Ψ is a nontrivial ring homomorphism, we see that E is a field which is isomorphic
to K. Straightforward calculations show that if g = g(σ, (τkj )) ∈GL and ρ ∈ E then
g−1hρg = hσ−1ρσ .
Therefore, we have
• GL NGLn(q)(E).
By Maschke’s theorem, we know that A1 is a completely reducible Fp[K∗]-module.
The restriction of each Ψk to K = Fp[K∗] makes each Ak an Fp[K∗]-module, and it is
straightforward to show that
Ak ∼=Fp[K∗] A1
for all k ∈ [m]. Let S1, . . . , Sl be representatives for the isomorphism classes of irreducible
Fp[K∗]-modules, and for k ∈ [m], i ∈ [l] let Aik be the sum of all submodules of Ak which
are isomorphic to Si . Then
Ak =
l⊕
i=1
Aik
for all k ∈ [m], and if we set
V i =
m⊕
k=1
Aik
for each i ∈ [l] then
V =
l⊕
i=1
V i.
It follows immediately from the various definitions that each V i is an Fp[E∗]-submodule
of V . Therefore, GL  NGLn(q)(E∗) permutes the V i . Since GL acts irreducibly and
primitively on V , there is exactly one nonzero V i . In other words,
• there is some irreducible Fp[K∗]-module S, of dimension s, such that such that each
Ak is an a-fold direct sum of S with itself, where a = d/s. Therefore, the Fp[E∗]-
module V is an ma-fold direct sum of S with itself.
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We now examine various possible values of d and s, beginning with the case d = 1. In
this case, we have m= n and K= Fr is some subfield of Fq . If K= Fq then L= Bn(q),
so assume K = Fq . Let x span A1 and let W ⊆ V be the K-span of the Fq -basis
{xψ1k: k ∈ [n]} for V . Say g = g(σ, (τkj )) ∈ GL. Then (τkj ) represents an element of
GLn(q) which fixes W (setwise), and (since N = F∗q ) σ is a scalar. ThereforeGL stabilizes
a subfield structure on V .
Now assume s = 1 but d > 1. Then each ρ ∈ K acts as a scalar on A1 and it follows
that N = GL(A1). Let X be an m-dimensional Fq -space with basis x1, . . . , xm, with the
standard action of GLm(K) on X. There is a well-defined action of GL on A1 ⊗X given
by
(w⊗ x)g(σ, (τkj ))=wσ ⊗ x(τkj ).
Now let
Φ :A1 ⊗X→ V
be the Fq -linear map defined by
w⊗ xk  →ψ1k(w)
for all w ∈ A1 and k ∈ [m]. It is straightforward to confirm that Φ is a GL-equivariant
isomorphism, so GL stabilizes a tensor product structure on V .
Finally, assume s > 1. Write
V =
ma⊕
j=1
Sj ,
where each Sj is a Fp[E∗]-module isomorphic with S. For each j ∈ [ma] let θj :E∗ →
GL(Sj ) be the homomorphism which gives the action of E on Sj . Set
Cj = CEndFq (Sj )
(
θj (E
∗)
)
.
Since each θj is an irreducible representation, we know by Schur’s lemma (and
Wedderburn’s theorem) that each Cj is a field which contains both θj (E∗) and all the
scalar transformations on Sj . For each j ∈ [am] there is an isomorphism Θj :C1 → Cj
such that θ1Θj = θj on E. For σ ∈ C1 define gσ ∈ EndFq (V ) as follows. Given s ∈ V ,
write s as s1 + · · · + sam with sj ∈ Sj . Then
sgσ =
am∑
j=1
sjΘj (σ ).
Note that for x ∈ E∗ we have gθ1(x) = x . Also, if α ∈ C1 is a scalar transformation then so
is gα . Now
L= {gσ : σ ∈C1}
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is a field which contains all the scalar transformations. Since s > 1, we know that
E contains some nonscalar transformations so L also contains nonscalars. Using the
fact that NGL(S1)(θ1(E∗)) normalizes C1, it is straightforward to show that NGLn(q)(E)
normalizes L. Therefore GL stabilizes an overfield structure on V .
3. Examples
In this section, we consider some possibilities for the case (7) of our main theorem. So G
is a subgroup of GL2m(q) = GL(V ) and stabilizes some collection O of m-dimensional
subspaces of V such that any two intersect trivially. There is no harm in taking O to
be a single G-orbit. Then O ∪ {0,V } is a G-invariant sublattice of Bn(q). Note that the
collectionO described above is often called a partial spread—a spread in V is a collection
of m-dimensional subspaces with pairwise trivial intersections such that the union of all of
these subspaces is V . Subgroups of GL(V ) which preserve partial spreads are discussed
in [HeHo].
We will show that there in some sense there are many examples, but not too many. The
first family of examples shows that if the group is small in some sense and elements do not
have large eigenspaces (most especially involutions), then one is likely to get examples.
We start with a few counting results. For a prime power q and nonnegative integers
k  n, we write
(
n
k
)
q
for the number of k-dimensional subspaces of an n-dimensional vector
space over Fq . It is well known and easy to show that
(
n
k
)
q
=
k−1∏
j=0
qn−j − 1
qk−j − 1 .
Say 1 k  l  n. Fix a k-dimensional subspace W of V = Fnq . Now pick, with uniform
distribution, a random l-dimensional subspace U of V . By the Noether correspondence
theorem,
Prob(W U)=
(
n− k
l − k
)
q
/(
n
l
)
q
. (9)
Lemma 3.1. Let q > 3 be a prime power. Let g ∈ GL2m(q) be such that any power of g
which has an eigenspace of dimension greater than m is a scalar transformation. Pick,
with uniform distribution, a random m-dimensional subspace U of V = F2mq . Then
Prob(U ∩Ug = 0) < 2
q − 1 .
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Proof. Let E be the set of 1-dimensional subspaces of V . Now U ∩Ug = 0 if and only if
there is some Y ∈ E such that Y + Yg−1 U , so
Prob(U ∩Ug) = 0
∑
Y∈E
Prob
(
Y + Yg−1 U). (10)
Let Eg be the subset of E consisting of those 1-spaces which are g-invariant (and therefore
g−1-invariant). For Y ∈ E , Y + Yg−1 is 1-dimensional if Y ∈ Eg and 2-dimensional
otherwise. Now (9) and (10), along with straightforward calculations, give
Prob(U ∩Ug = 0) (q
m− 1)(qm−1 − 1)
(q2m−1 − 1)(q − 1) + |Eg|
qm−1(qm − 1)2
(q2m− 1)(q2m−1 − 1) . (11)
Simple calculation shows that
(qm − 1)(qm−1 − 1)
(q2m−1 − 1)(q − 1) <
1
q − 1 . (12)
Let λ1, . . . , λr be the distinct eigenvalues of g, with associated eigenspaces of dimensions
k1, . . . , kr , respectively. Then
|Eg| =
r∑
j=1
qkj − 1
q − 1 .
We will apply the following fact, which is easy to prove by computation.
(Q) If 1 a  b then qa + qb < qa−1 + qb+1.
Let h be any power of g which is unipotent. Note that any eigenvector for g is also an
eigenvector for h. On the other hand, the only eigenvalue of h is 1. Therefore, if h = 1 then
r∑
j=1
kj m
and using fact (Q), we get
|Eg| q
m − 1
q − 1 .
Direct computation shows that
qm−1(qm− 1)3
(q2m − 1)(q2m−1 − 1)(q − 1) <
1
q − 1 .
Combining this last inequality with (11) and (12) gives the claim of the lemma in this case.
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So, we may assume that no unipotent power of g is nontrivial, in other words, that g
is semisimple. Say g has no eigenspace of dimension m. If m = 1 then Eg is empty and
the claim of the lemma follows from (11) and (12). If m= 2 then every eigenspace of g
is 1-dimensional and there are at most four such spaces. In this case, direct computation
shows that
4q(q2 − 1)2
(q4 − 1)(q3 − 1) <
1
q − 1 ,
and the claim of the lemma again follows from (11) and (12). If m> 2, then fact (Q) gives
|Eg| 2q
m−1 − 1
q − 1 +
q2 − 1
q − 1 =
2qm−1 + q2 − 3
q − 1 .
Now the claim of the lemma will follow from (11) and (12) if we can show that
qm−1(qm − 1)2(2qm−1 + q2 − 3)
(q2m − 1)(q2m−1 − 1) < 1.
This last inequality follows from the facts that qm−1(qm− 1) < q2m−1− 1 and (qm− 1)×
(2qm−1 + q2 − 3) < q2m − 1, the second fact holding under our assumptions that m> 2
and q > 3.
We may now assume that g has an eigenspace E of dimension m, with eigenvalue λ.
Since g is semisimple, there is some g-invariant complement C to E in V . We will prove
the following claim.
• If U ∩Ug = 0 then either U ∩E = 0 or U ∩C = 0.
Indeed, note that there exists some nonsingular f :C→ C such that if we write v ∈ V as
v = x + y with x ∈E and y ∈C then
vg = λx + yf.
Now, if v = 0 and both v and vg−1 are contained in U then we have
λ−1v − vg−1 = λ−1y − yf−1 ∈ U ∩C.
Now if yf = λy then U ∩ C = 0, while if yf = λy then y ∈ E ∩ C = 0, so v ∈ E and
0 = vg−1 = λ−1v ∈ U ∩E.
We now have
Prob(U ∩Ug = 0)  Prob(U ∩E = 0 or U ∩C = 0)
= 1− Prob(U ∩E =U ∩C = 0),
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and it suffices to prove that
Prob(U ∩E =U ∩C = 0) > q − 3
q − 1 . (13)
Note that since V = E ⊕ C and all of E,C,U have dimension m, we have U ∩ E =
U ∩ C = 0 if and only if there exists some linear isomorphism h :E → C such that
U = {x + xh: x ∈E}. Therefore,
Prob(U ∩E =U ∩C = 0)= |GLm(q)|(2m
m
)
q
.
Now, if m= 1 we have
|GLm(q)|(2m
m
)
q
= q − 1
q + 1 ,
and for m> 1, direct computation shows that
|GLm(q)|(2m
m
)
q
= q
m−1(qm − 1)3
(q2m− 1)(q2m−1 − 1)
|GLm−1(q)|(2m−2
m−1
)
q
>
(
1− 3
qm
) |GLm−1(q)|(2m−2
m−1
)
q
.
Thus in order to show that (13) holds, thereby completing the proof, it suffices to show that
q − 1
q + 1
m∏
l=2
(
1− 3
ql
)
 q − 3
q − 1 (14)
for every positive integer m. Certainly (14) is equivalent to
m∏
l=1
(
1− 3
ql
)
 (q + 1)(q − 3)
2
q(q − 1)2 . (15)
A standard partition identity (see, for example, [St, Chapter 1, Exercises 22 and 23c]) gives
∞∏
l=1
(
1− 3
ql
)
=
∞∑
k=0
(−3)k( 1
q
)(k+12 )∏k
j=1
(
1− 1
q
)j =
∞∑
k=0
(−3)k∏k
j=1(q − 1)j
.
Thus given this alternating sum expression in which the terms decrease to 0, we see that
inequality (15) will follow for all m if we can show that
l∑
k=0
(−3)k∏k
j=1(q − 1)j
 (q + 1)(q − 3)
2
q(q − 1)2 (16)
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for one odd l. Direct computation shows that when l = 3, (16) is equivalent to
q5 + q4 − 9q3 − q2 − 28q + 9 0,
and it is straightforward to show that this last inequality holds for all q  4. (For example,
the fourth derivative of the function on the left is positive for all positive q , and the function
and its first three derivatives are positive when q = 4.) ✷
Proposition 3.2. Let G be an absolutely irreducible subgroup of GL(2m,Fq)=GL(V ). If
|G/Z(G)|  (q − 1)/2 and for every g ∈ G, either g is a scalar or every eigenspace of
g has dimension at most m, then there exists a G-orbit of m-dimensional subspaces such
that any two distinct ones intersect trivially. Moreover, this can be done so that the orbit is
a regular orbit for G/Z(G).
Proof. Lemma 3.1 shows that under the hypotheses, the proportion of m-dimensional
subspaces U with U ∩ Ug = 0 is less than 2/(q − 1) for every noncentral g ∈ G. So if
|G/Z(G)|  (q − 1)/2, there exists some m-dimensional subspace U with U ∩ Ug = 0
for all noncentral g ∈G. Now take the G-orbit of U . ✷
In particular, if we take an absolutely irreducible representation of an almost quasisim-
ple group G overC which satisfies the eigenspace condition, then we can reduce modulo p
to get examples for all sufficiently large p. Moreover, if the representation is not induced or
tensor decomposable over C, the same will be true when we reduce modulo p for p not di-
viding the order of G. One can give a somewhat different proof of this result by using some
elementary algebraic geometry; we just use the fact that the condition that U ∩Ug = 0 is
an open condition and if g satisfies the eigenspace condition, then this is also a nonempty
condition, whence it holds for almost all U for all g ∈G which are not scalars. Thus, when
reducing modulo p for sufficiently large p, one can also find such a U .
We now give a few examples of such representations. The first result shows that
2-projective irreducible representations of almost quasisimple groups satisfy the eigenspace
condition and so will preserve a lattice consisting of an orbit of subspaces of the half the
dimension as long as the field is sufficiently large compared to the group order. We only
sketch the proof which seems to require the classification of finite simple groups. This
shows that for 2-projective representations of almost quasisimple groups, the eigenvalue
condition is always satisfied.
Lemma 3.3. Let G be an almost quasisimple group. Let R denote a discrete valuation
ring with maximal ideal M , quotient field K of characteristic 0 and residue field F of
characteristic 2. Suppose that L is a projective RG-module. Let V = L ⊗R K , with
dimV = n. If g ∈ G is not central, then no eigenspace of g on V (or on L/ML) has
dimension greater than n/2.
Proof (sketch). There is no harm in assuming that g has prime order p modulo the center.
If p = 2, then L is a free RT -module with T a Sylow 2-subgroup and so V is a free KT -
module and L/ML is a free (R/M)T -module, whence the result holds for 2-elements.
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So, we may assume that p is odd. Moreover, we may assume that g is in no proper
almost quasisimple subgroup (for L restricted to this subgroup is still 2-projective and so
the result follows by induction). We may also assume that L is indecomposable (for L
is a direct sum of indecomposable projective lattices). Let W = L/ML. Then W is a
projective indecomposableFG-module and so has a simple socle. Thus any subspace of W
on which G acts as a group of scalar transformations has dimension at most one. Also note
that n is a multiple of 4 (since it is in fact a multiple of the order of a Sylow 2-subgroup
of G).
Suppose that g normalizes an elementary Abelian group E with CE(g) = 1 and
|E| = 2a > 4. Then g permutes all the nontrivial characters of E in orbits of size p. Thus,
any eigenspace of g has dimension less than n/2a + (1/p)(dimV ) < n/2.
Now one checks that in all cases g either is contained in a proper almost quasisimple
subgroup, normalizes an elementary Abelian subgroup of order 2a > 4 (with trivial
centralizer) or two conjugates of g generate G.
Consider the last possibility. If g has an eigenspace of dimension greater than n/2,
then the largest eigenspaces for the two conjugates generating G intersect in a space of
dimension at least 2 (we are using the fact that n is even). The same is true considering
the action on W . Thus, G acts as a group of scalar transformations on a 2-dimensional
subspace of W , a contradiction. ✷
Let V be an absolutely irreducible module for G over a field of characteristic 0. We
let V (p) denote its reduction modulo p (i.e., we choose a lattice generating V and reduce
modulo p; it is well known that although V (p) is not uniquely determined, the collection
of composition factors is and if p does not divide the order of G, then V (p) is irreducible).
The next result shows that if G has only an odd center and the characteristic does
not divide the order of G, then we only get examples from representations which are
2-projective. This depends on a result of Knörr which we conjectured and was pointed
out to us by Marty Isaacs.
Proposition 3.4. Let G be a finite almost quasisimple group. Let V be an absolutely
irreducible module in characteristic 0 for G. Assume that every involution of G has trace
zero on V .
(1) V is a 2-block with defect zero and dimV = 2m is even.
(2) If g ∈ G is not central, then no eigenspace of g has dimension greater than
(1/2)dimV .
(3) For all sufficiently large p, G has an orbit of m-dimensional subspaces of V (p) such
that any two distinct ones intersect trivially.
Proof. The first part is a result of Knörr—see [N, p. 112]. The second part now follows
from Lemma 3.3. The last part follows by Lemma 3.1. ✷
The converse of the last part of the previous proposition is valid if we restrict to
representations of almost quasisimple groups with odd order center and in characteristics
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prime to the order of the group—for then a necessary condition is that all involutions have
trace zero.
If V is an irreducible G-module, we say that G satisfies the eigenspace condition if
every element either acts like a scalar or has no eigenspace of dimension larger than 1/2
the dimension of the module. The previous results yields examples whenever elements
in G satisfy the eigenspace condition and |G| is small.
There are many examples of groups with double covers.
Example 3.5. Let G= SL2(q) with q odd and consider any faithful irreducible module V
(necessarily of even dimension). An element of order 4 has precisely two eigenspaces of
equal dimension. Two conjugates of an element of odd order can generate G and so no
eigenspace can be larger than 1/2 dimV .
Example 3.6. Let G be the double cover of A10. Then all but four of its faithful
irreducible representations satisfy the eigenvalue condition. In particular, G has two
48-dimensional representations which do not extend to S10, are not self dual and are not
tensor decomposable or induced.
Example 3.7. Take G = Sn, n  10 with n =
(
m
2
)
a triangular number and consider
the representation corresponding to the staircase tableau (m − 1,m − 2, . . . ,1). By
the Nakayama conjecture, this is the only irreducible complex Sn-module which is
2-projective. Since this representation splits into a direct sum of two nonisomorphic
An-modules, we see that this module is induced and so G stabilizes a subspace
decomposition. However, we can take each of the two irreducible An-modules to find
examples which are not induced.
If n= (m2)+ 2 then An has another 2-projective representation, namely the representa-
tion corresponding to a tableau T obtained by adding two cells to the first row of a staircase
tableau. Indeed, consider the representation of Sn corresponding to this tableau and apply
the Murnaghan–Nakayama rule to an arbitrary involution t ∈ An. The only 2-hook in T
consists of the last two boxes in the first row, and the fact that the character value for t
in this representation is zero now follows from the fact that the staircase representation of
Sn is 2-projective. It turns out that the only 2-projective irreducible complex representa-
tions of alternating groups are the one just mentioned and the constituents of the staircase
representation discussed in the previous paragraph.
Example 3.8. Let G be a quasisimple Chevalley group in characteristic 2. Then the
Steinberg representation of G is 2-projective.
Example 3.9. Here is another specific example. Let G = L(3,5). Then G has ten 96-
dimensional representations overCwhich are 2-projective. They are not self-dual, induced,
or tensor indecomposable and do not extend to Aut(G). In particular, if p ≡ 1 mod 31, then
all these representations are defined over Fp .
These examples suggest the following problem.
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Problem 3.10. Classify all absolutely irreducible representations of the finite almost
quasisimple groups satisfying the eigenvalue condition.
The following result shows that at least for algebraic groups, there are not many
examples. This suggests the same should hold for the finite Chevalley groups and
absolutely irreducible representations which are not defined over any subfield. Thus, the
main source of examples will be the cross characteristic representations of the finite groups
of Lie type.
Proposition 3.11. Let G be a simply connected simple algebraic group over an
algebraically closed field F . Suppose that V is a finite-dimensional rational irreducible
FG-module of dimension 2m. If there is an m-dimensional subspace U such that for any
g ∈G, either U =Ug or U ∩Ug = 0, then G= SL2(F ). Conversely, if G= SL2(F ) and
V is an irreducible rational G-module of dimension 2m, then there is an m-dimensional
subspace U such that U =Ug or U ∩Ug = 0 for all g ∈G.
Proof. Let U be an m-dimensional subspace of V . Fix a basis u1, . . . , um for U and
extend it to V . Define a polynomial function f :G → ∧2m(V ) = F by f (g) = u1 ∧
u1g . . .um ∧ umg (this can be described more concretely—f (g) = detA(U,g), where A
is the (2m× 2m)-matrix whose first m columns are those of the identity matrix and whose
last m columns are the vectors Aui expressed in terms of the basis of V we picked). If U
satisfies the property in the proposition, then either f (g) = 0 or g ∈ S, the stabilizer of U .
Note that f (S) = 0 but that f is not identically 0 (for then G = S is not irreducible).
Thus, S is a hypersurface in G and, in particular, has codimension 1. The only simple
(simply connected) algebraic group containing a subgroup of codimension 1 is SL2(F ).
Conversely, suppose that G= SL2(F ) and V is an irreducible rational 2m-dimensional
FG-module. Let B denote a Borel subgroup of G. Let U be an m-dimensional submodule
of V that is B-invariant (since B embeds in a Borel subgroup of GL(V ), such a U exists).
Since G = B ∪ BwB for w normalizing a 1-dimensional torus T of B , it follows that
dim(Ug ∩ U) = dimUw ∩ U for any g ∈ BwB \ B . Note that every G-module is self-
dual and so there is a G-invariant bilinear form on V . It follows that U may be taken to
be totally singular (embed B in a Borel subgroup of the corresponding classical group).
Thus, the T -weights on U and on V/U are dual to one other. Since w acts as inversion
on T , Uw is the sum of the weight spaces for T on V that are dual to those on U , whence
U ∩Uw = 0. Thus, U =Ug or U ∩Ug = 0 and so {0,V } ∪ {Ug | g ∈G} is a G-invariant
lattice. ✷
The examples for SL2(F ) also lead to examples over finite fields.
Example 3.12. Let G= SL2(q) with q = pa , p  5. Let W be the natural 2-dimensional
module for G. If 2m<p and V is the restricted module of dimension 2m and high weight
2m− 1, then there exists an m-dimensional subspace U such that U =Ug or U ∩Ug = 0
for all g ∈G.
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Proof. We can identify V with the space of polynomials in x, y of degree 2m − 1. We
can take U to be the span of the monomials xiyj with 0  i < m. Since w essentially
interchanges x and y , the result holds as in the proof of the previous proposition. ✷
The nonrestricted modules of even dimension also give examples. However, since they
are tensor decomposable, these are not so interesting.
Finally, we present a restriction on groups which have an orbit of pairwise nonintersect-
ing subspaces, all of dimensionm, from a space of dimension 2m over Fq , by bounding the
size of a collection of such subspaces. Note first that if V has dimension 2m, we can always
find a collection of size qm+ 1 consisting of pairwise nonintersecting m-dimensional sub-
spaces of V as follows. Let X,Y be m-dimensional subspaces of V such that V =X⊕ Y .
We can identify X and Y so that the set of linear isomorphisms from X to Y is identified
with GL(X). Having made this identification, let T be a Coxeter torus in GL(X), so T is
an irreducible subgroup of order qm − 1. For each t ∈ T , set Wt = {x + xt : x ∈X}. Then
{X,Y } ∪ {Wt : t ∈ T } satisfies the desired conditions. Equivalently, one may view V as a
2-dimensional space over Fqm and take all 1-dimensional Fqm-subspaces of V .
Lemma 3.13. Let V be a vector space of dimension 2m over Fq . Let F be a family of
m-dimensional subspaces of V such that any two distinct elements of F intersect trivially.
Then |F | qm + 1.
Proof. Fix two elements X,Y of F . If W is any m-dimensional subspace of V which
intersects both X and Y trivially then there is some linear isomorphism f :X→ Y such
that
W =W(f ) := {x + xf : x ∈X}.
If f,g are linear isomorphisms from X to Y then W(f )∩W(g) = 0 if and only if f − g is
an isomorphism. In particular, if we fix x0 ∈X then the map from F \ {X,Y } to Y which
sends W(f ) to f (x0) is an injection, and the lemma follows immediately. ✷
Corollary 3.14. Let V be a vector space of dimension 2m over Fq . If G GL(V ) has an
orbit consisting of m-dimensional subspaces of V which have pairwise trivial intersection,
then G has a subgroup H of index at most qm + 1.
Proof. By Lemma 3.13, if G has such an orbit O then the stabilizer H of an element of O
has index at most qm + 1. ✷
We hope that these ideas could lead to a complete classification of the almost
quasisimple groups satisfying (7) which are maximal in some classical group.
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