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Abstract. A thermodynamic system of equally charged, plus and minus, 
classical particles constrained to move in a (spherical) ball is studied in a region 
of parameters in which Debye screening takes place. The activities of the two 
charge species are not taken as necessarily equal. We must deal with two 
physically interesting surface effects, the formation of a surface charge layer, 
and long range forces reaching around the outside of the spherical volume. This 
is an example in as much as 1) general charge species are not considered, 2) the 
volume is taken as a ball, 3) a simple choice for the short range forces (necessary 
for stability) is taken. We feel the present system is general enough to exhibit all 
the interesting physical phenomena, and that the methods used are capable of 
extension to much more general systems. The techniques herein involve use of 
the sine-Gordon transformation to get a continuum field problem which in 
turn is studied via a multi-phase cluster expansion. This route follows other 
recent rigorous treatments of Debye screening. 
0. Introduction 
The rigorous study of Debye screening was initiated in I-4] by Brydges, with the 
treatment of a charge symmetric lattice Coulomb gas. This work was greatly 
generalized by Brydges and Federbush [7]. Their proof applies to continuum 
Coulomb systems with essentially arbitrary short range forces, and charge 
symmetry is not required. Imbrie [12] improved the convergence estimates of [7] 
and removed a restriction on the relative sizes of the activities. He also proved 
Debye screening in Jellium. 
All of these treatments of Debye screening impose two important constraints on 
the system. First, there is a constraint on the activities z i and charges ei which is 
usually referred to as a "neutrality" condition. This condition may be viewed as 
essentially saying that ~ z i e  i = O. Second, Dirichlet boundary conditions for the 
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Coulomb interaction are used. Physically, this means that the walls of the 
container are conducting. The significance of these constraints is that they 
minimize surface effects at the boundary of the container. 
This paper is devoted to the study of a Coulomb system in which these two 
constraints are not imposed. Our system has two species with charges +_ e and 
acti,dties z + and z_. The "neutrality" condition would require z + = z_; we do not 
enforce this. Free boundary conditions are used for the Coulomb interaction. This 
corresponds to a container with insulating walls. We modify the Coulomb 
potential at short distances in a way which passes easily through the Sine-Gordon 
transformation [see Eq. (1.2)]. To facilitate computing covariances we take our 
finite volumes (containers) to be spherical with radius R. 
The most interesting results we obtain for this system are for a finite volume. 
The charge density J(x)  is non-zero near the surface of the volume (see Theorems 
1.1 and 1.2). This surface charge is a result of the unequal activities z+ and z_. 
Near the surface of the volume Debye screening breaks down. The correlation 
function between two charges near the surface decays as 1/r 3 rather than 
exponentially (see Theorem 1.6). In the infinite volume limit these surface effects 
disappear, and there is Debye screening. Moreover, the infinite volume correlation 
functions of this system are equal to those of the system whose activities are both 
equal to (z+z_)  1/2 (see Theorem 1.5). 
We will give two explanations of these surface effects. The first explanation uses 
the mean field treatment of Debye and Hiickel. The second will use the Sine- 
Gordon transformation and serve as an introduction to our proofs. The Debye- 
Htickel equation for the mean field potential tp(x) is 
A~p = ( -  z + e - ~  + z_eP~)X , (0.1) 
where Z is the characteristic function of the volume (which we call A). In the infinite 
volume limit ()~= 1), the solution is the constant potential q~o =(2fi)-1 ln(z+/z_) .  
The solution of this equation for a finite volume, the "instanton," is studied in 
Appendix A. Contributions of J. Rauch to this study are gratefully acknowledged. It 
is shown that ~p(x) approaches the constant ~P0 well inside the volume. Since the 
charge density is - A~p, the charge density is essentially zero away from the surface 
of the volume. Near the surface one finds that there is a charge per unit area of 
(2Rfi)-1 ln(z+/z_) .  It is easy to check that such a charge distribution yields the 
potential tpo inside the ball. 
With free boundary conditions the screening breaks down near the surface 
even if z + = z_. So we will restrict our explanation of the 1/r 3 decay to the simpler 
case of equal activities. The simplest explanation is that the wall of the container 
interferes with a test charge's attempt to surround itself with a screening cloud. The 
clouds of two test charges near the wall will have non-zero dipole moments. This 
dipole-dipole interaction produces the 1/r 3 decay. 
To see this 1/r 3 decay in the Debye-Hiickel theory, we start with the Debye- 
Hfickel equation 
- A~p(x) + 2z)~(x) sinh/hp(x) = 6(x - y ) .  
We have included a test charge at y. If we linearize this equation by replacing 
sinhfl~p(x) by t ip(x),  then ~p(x)= ( -  A + l;)2X) - l(x, y). With Dirichlet boundary 
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conditions this covariance has exponential decay even if x and y are near the 
surface. This covariance with free boundary conditions is studied in Appendix B. It 
only decays as 1/r 3 along the surface. (For technical reasons we only prove a 1/r 3 -~ 
decay.) Jancovici [13-16] studied a system with an infinite insulating plane wall 
using Debye-Hficket theory. In this approximation he found that the correlations 
along the wall decay as 1/r a. 
The Sine-Gordon transformation expresses the partition function as 
Z= ~ d#(O)exp {~ dx[z+e+~g~(X)+z_e-~Uf~(x)]}. 
~b(x) is a free (Gaussian) field whose covariance is essentially ( -A) - l (x ,  y). The 
correlation functions are given by expectations of products of the observables 
z+_e +-~Ufo(x). One is tempted to argue as follows. Translate ~b(x) by the purely 
imaginary constant i~-1/2c. Since All3-1/2c = 0, d#(~b) would be unchanged, while 
z _+ would change into z + e ~ c. So there would be a one-parameter family of activities 
which yield the same physical system. In particular, taking c = ½ In (z +/z_), the two 
activities would both be equal to (z+z_) 1/2. For technical reasons one cannot 
translate ~b(x) by a constant. However, in the infinite volume limit the above 
conclusions are correct. Lieb and Lebowitz proved the invariance of thermody- 
namic quantities like the pressure and densities under the transformation z~---, z ie  e~c 
[17]. For our model we show that the infinite volume correlation functions are 
invariant as welt. 
The objection to translating ~b(x) by a constant is not merely a technical point. 
In a finite volume the system is not invariant under z+_~z+_e -v-c. The correct 
approach is to translate ~b(x) to the stationary point of the functional integral. An 
easy computation reveals that this stationary point is i]/~p(x), where ~p(x) is the 
instanton defined in Eq. (0.1). Since ~p(x)~ ~Po well inside the ball, this translation 
essentially replaces z+ and z_ by (z+z_) ~/2 well inside the ball. The translation 
introduces the term exp[i]/ /~ dx(J(x)A~p(x)]. This term shows the presence of a 
surface charge distribution. (Recall that under the Sine-Gordon transformation an 
external charge distribution q(x) becomes a factor of e x p [ i l f ~  dxO(x)q(x)].) 
The explanation in the language of the Sine-Gordon transformation of the 
breakdown of screening near the boundary is similar to the first explanation. 
Debye screening occurs because the quadratic part of the cos~/~b(x) terms acts 
like a mass for the field ~b(x). Thus the inverse covariance - A becomes - A + I/~ 2)~. 
With Dirichlet boundary conditions the absence of this mass outside of the volume 
is irrelevant. With free boundary conditions the covariance ( -  A + l;  2Z) - 1 feels 
the absence of this mass, and so doesn't have exponential decay everywhere. 
As ha the previous rigorous studies of Debye screening we analyze the 
functional integrals by a multi-phase Glimm-Jaffe-Spencer cluster expansion [-10]. 
This expansion is complicated by the fact that the cosine interaction has infinitely 
many minima. The standard approach, which we follow, is to introduce a function 
h(x) which is constant on cubes and only takes on the values 2zc/~- ~/2n, where n is 
an integer, h(x) labels which minima ~b(x) lies near, h(x) is only defined inside of A; 
one should think of h(x) as being zero outside of A. 
The sum over the h's is controlled by a small factor e -~. For each face between 
two cubes inside of A, there is a contribution to E of the order of (6h) 2, where 6h is 
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the change in h across the face. So e -~ would control the sum over h except for the 
translations h(x)~h(x)+2rc~-l/2n. With Dirichlet boundary conditions E also 
contains contributions of order (6h) 2 for the faces on the boundary of A. So these 
translations present no problem. 
With free boundary conditions the situation is drastically different. Let h~ be 
the function which equals 2re/?- 1/Zn everywhere. Then the energy E ofh~ is only of 
order / / -  lnZR instead of/?- lnZR2. As a result of this the approach of [7] will not 
work. 
We use the notion of a "sector" to handle the problem. To each h we assign an 
integer n, and say that h belongs to the n th sector. For intuitive purposes one may 
define the sector of h to be the closest integer to the average of ~1/2h/2~ over the 
boundary of A. The partition function is a sum over all the h's. We split this sum up 
Ct3 
into a sum over each sector. Thus Z = ~ Z ("). 
n = - - 0 9  
Rather than doing a cluster expansion for Z, we do an expansion for each Z ("). 
Then we show that Z(")/Z (°) is bounded by e -~p- I,~R So only the zero sector 
survives in the infinite volume limit. In a finite volume the contribution of the 
nonzero sectors to the correlation functions will be of order e -~p- '"~g. For small/~ 
this is much smaller than the zero sector contribution. 
The correspondence h*-~h + h~ gives a one-to-one correspondence between the 
terms in Z (°) and Z C"). The corresponding terms differ in two important ways. First, 
the energy E(h) is different from the energy E(h + h"o). This difference is helpful since 
E(h + h"o) is greater than E(h) by an amount of order / / -  lnZR. So this provides the 
small factor of e -~p ~,~R The second difference is that the integrand in the 
functional integrals for corresponding terms in Z ("1 and Z (°) differ near the 
boundary. One would expect a contribution to Z(")/Z (°~ of order e ~R~ from this. 
However, because the surface charge is only of order 1/R, the difference in the 
functional integrands is only of order 1/R. So the contribution to Z(")/Z (°) can be 
bounded by e ~R. Z (") (and Z(")/Z ~°~) are studied by means of a polymer-type cluster 
expansion. 
The use of free boundary conditions introduces another technical problem that 
must be handled differently from the treatment in [7]. In the cluster expansion, 
factors of N! at each cube arise for various reasons. In ET] the exponential decay of 
the covariance is used to beat these factorials. We cannot use this "exponential 
pinning" since our covariance is only slightly better than integrable. The work of 
Battle and Federbush [2] provides an extra factor of 1/N! at each cube (see also [1, 
3, 5, 8, 20]). Thus we can tolerate an N! at each cube. This improvement is 
essential for our expansion. In [7] the convergence estimates actually contained 
(N!) v at each cube with p fairly large. By doing these estimates more carefully we 
obtain p = 1 + e with e small. The (N !)~ can be overcome by a "power law pinning" 
since our covariance is slightly better than integrable. 
Some familiarity with [7] is assumed. In particular we recommend reading 
Sects. 1 through 8 of [7], excluding details of the infinite volume limit (in Sect. 1), 
and the Mayer Series (Sect. 3). References to a few other sections of [7] are made, 
but these may be treated as isolated references to any other source. The present 
cluster expansion is rather different from that in [7], so one may well restrict ones 
attention to the sections mentioned above. 
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In the future one may want to treat the most general problem in classical Debye 
screening involving melding the techniques of [-7, 12], and this paper. At present 
this seems possibly doable, but complicated much beyond its value. 
There has been interesting work studying screening in an axiomatic setting (see 
[-11] for example). Recent work in the physics literature studies surface charge and 
effective potentials near a plane surface [,13-I6, 19]. 
In addition to organizational details mentioned above, we wish to outline the 
paper's development as follows. The basic results are stated in Sect. 1. Section 2 
displays the Peierls expansion. Section 3, and Appendix E are concerned with 
organizing regions of space that for a given term in the Peierls expansions are 
treated as units in the cluster expansion. Section 5 describes the interpolation 
procedure, and Sect. 6 the polymer expansion. Sections 9 and 10 present energy 
estimates, interesting geometrical analyses of the division of Coulomb-like energy 
over units in the cluster expansion. Sections 7, 8, t 1, 12 handle the combinatoric 
aspects of the cluster expansion, as well as certain estimates of functional integrals. 
Appendix D studies some theorems of use to us, that fall in the domain of 
geometric measure theory. 
1. Basics 
We have two charges, + 1 and - 1, with (bare) activities z+ and z_. These need not 
be equal; this will mean we are not imposing a neutrality condition (for our system 
the imposed neutrality condition (3.8) of [7] would be z+ = z_). We let the charge 
density J be 
J= ~ elan, (1.1) 
i=+_ 
where ei = + 1 and a~ is a sum of delta functions at the position of particles of 
species i. (The notation of [-7] is a basic guide for us.) We let 
1 1 \ (1.2) 
1 ] " 
U =  - A - A - t -  ,~ l D T5)$ 
2 wilt be a fixed small parameter, l D will be specified, and the natural infinite 
volume Green's functions are always understood. We set 
5± =z±e~/2~"(~'~), (i.3) 
z 2 =z+z_ , (1.4) 
5 2 = 5 + 5 _ ,  (1.5) 
l~ = (2zfi)-~, (1.6) 
~ = ( 2 e f l ) - * ,  (1.7) 
U =½i JuJ. (1.8) 
The particles are constrained to move inside a ball of radius R. We let A denote 
this volume 
A = {x e R  3, txt < R } .  (1.9) 
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where 
Z(~) = e I z(~+ ~ + + z-, - ), (1.15) 
where Z is the characteristic function of A and 
e,+_= (e±i~'/2¢--~-~. (1.16) 
z± /  
We write (1.14) formally in the familiar form 
Z ~ 5 d(~e- llzs(eeu-l¢)+iz(~+~+ +~_~_), (1.17) 
= ~d(~e -s . (t.18) 
We find as a stationary point of the action S a solution of 
t * -  1~ _ ( i f l l / 2 ~  + ei#~/2 * _ iflll2~_ e-ie'a¢')Z = O. (1.19) 
We rewrite this as 
4 1 2 \ 1/2 1 
D + ~ D  ) f l  W+~(fle+ee*/2~--fle_e-~'2~)){=O, (1.20) 
with D 2 = - A, and tp = iqL We note that we will find a stationary point of purely 
imaginary ~! An important  ingredient of the present procedure will be a complex 
translation of the integration in (1.17), so that the integration contour wilt pass 
through this stationary point. 
Before we discuss (1.20) it will be convenient to detail our restrictions on 
parameters. 
Parameter Manifesto. 2 is a fixed small parameter. There are fixed positive 
constants c ± that constrain z + a n d  z _  as functions of fl, 
flz+ = c + ,  (1.21) 
flZ_ ~-C_ . 
zN++Z~'- S e-PVA, (1.10) I (A)=  
E N + ! N _ !  A(N+ +iv_) 
( A )  =I(A)/I(1). (1.11) 
Z o is I(1) with U-=O, and ~+ and ~_ replaced by 2. 
Z=I(1) /Z  o . (1.12) 
The dependence of quantities on R is here suppressed in the notation. We 
construct a Gaussian measure dg0(~) on a measure space of continuous functions, 
¢~(x), x ~ p3, with covariance u(x, y). One then has 
J" d#o((~)e isyO = e- 1/2syuf, (1.13) 
Z = ~ d#oZ(~), (1.14) 
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thus the only physical parameters we vary are R and ft. All of our results will be 
proven under the condition that fl is small enough. For convenience we require 
/o~1.  (1.22) 
We will also have mathematical parameters L and E, that must be chosen small 
enough and large enough respectively. Our estimates must be understood with the 
quantifiers: If E is fixed large enough, if L is fixed small enough, and if 2 is fixed 
sufficiently small, then for/3 sufficiently small depending on L, E, 2, . . . .  We will 
write this as "if PM, fl < to.'" Notice with our conditions we may assume rD and tD 
are arbitrarily close in value. 
We will seek a solution of(1.20) that goes to zero at m (it will be unique). In the 
1 
interior of the sphere go will approach goo = ~iT~-ln(c-/c+) with distance from the 
boundary. This solution will be studied in Appendix A. Our choice of a spherical 
volume is mainly to simplify the study of (1.20) and not for any deep physical 
property of spheres, such as was used in [17]. tp(r) may be qualitatively viewed as 
follows 
I I --- 
~o R r 
For r > R, go satisfies 
( 1 . 2 3 )  
and thus 
g o = C l r  +c2~e"  J' ', r > R .  (1.24) 
For r < R  we will prove in Appendix A: 
Theorem 1.1. Surface Charge Estimate 
Rfll/2l~(r)-goo [ < c e - ~  ~'(*-~), r<R. (1.25) 
We notice go approaches goo with distance from the boundary - of course for 
any given sphere this distance is bounded by R. V;-V2o "lives" within a distance 
from the boundary of order of magnitude ID. This is a measure of the surface charge 
density that we find falls offwith R, as 1/R. The larger the sphere the less the surface 
charge density. Physically, the non-equality of activities z + and z_ leads to the 
development of a surface charge. The system in the deep interior, under the 
influence of the potential due to the surface charge together with the unequal 
/ 
activities, acts as a system in zero potential with equal activities z. (The potential 
\ 
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due to the surface charge will be - ~ -  ~Po. Notice an infinitesimally thin layer of 
surface charge living on the boundary and with density (charge/area) of 
1 1 1 
a o -  fll/z ~ P o  = - f ~ l n ( c - / c + )  (1.26) 
would yield the correct potential. 
It is convenient to define 
l P =  fll/21P , ~0 = fll/2Wo . (1.27) 
We then set 
Jo(x) = Jo(IXl) = )~2~ sinh ( ~ -  ~o)- (1.28) 
Theorem 1,2. 
l ( J (x ) )  - Jo(x)l < c. (1.29) 
One should note J(x),,~ 1/fl, so (1.29) has nontrivial content. Consistency 
between (t.29) and (1.26) leads us to expect our next result (shown in Appendix A). 
Theorem 1.3. 
a) The following limit exists for each d > O. 
f ( d ) =  lim R J o ( R - d ) ,  (1.30) 
b) fo f (d)dd= - l~  ln(c_/c + ). (1.31) 
To study Z and I(A) we make the translation ~b~b-t ip .  This is followed by a 
Peierls expansion, and subsequent further translations of ~b as in [7]. These steps 
are pursued in Sect. 2. After the second set of translations one is naturally led to 
study fields with a covariance C(x, y) 
1 l -1  
_I'D4 1 2 1 1 "X - 1  1 
(1.32) 
(1.33) 
This is exactly what we would expect from Eq. (7.5) of [7]. We will need estimates 
for C(x, y) with x, y in A. Consider a great circle cross section containing x and y. 
f - - - - ~  s 
Here d I =d(x, y), d 3 =R--Ixl,  d2 = e - W ,  and s is distance along the circle of 
radius R. Appendix B is devoted to proving the following estimate, with lD +
= l~/(1 --~). 
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Theorem 1.4. Covariance Estimate 
O < C ( x ' y ) < c M a x {  e-al/~'e-(a2+d3)/tf'l~}s3-~+ l " (1.34) 
We believe s 3 -" can be replaced by s 3. To find intuition for the 1/s 3 behavior, it 
1 
is an easy exercise to show that has an inverse distance cube behavior in 
- A  +Zz>o 
the x - y  plane. Xz>o is the characteristic function for {z>0}. This estimate 
suggests the form of our main results which we now present. 
We first for two unit cubes A 1 and A 2 define ~ (A  1, A 2) 
~t f~(Al 'Az)=MaxMax{  e - t / t ~ ' ' e - ' a 2 + a 3 ) / z ~ x ~ i  s3-~+--i }1 ' (1.35) 
yEA2 
where s, dl, d2, d3 are as in (1.34). 
Theorem 1.5. There is a [30 > 0 such that if PM,  [3 < fit then 
lim (A)R = ( A ) ~ ,  (1.36) 
where A is an operator as in (4.4) of [7], ( }R is the expectation as a function of R, 
and ( }~ is the infinite volume limit as calculated in [7] (with z+ =z_ =z).  
Theorem 1.6. Given e > O, there is a [3o(e) > O, such that if PM,  [3 < [3o, and if A and B 
live in A 1 and A z respectively, then 
[(AB)R - (A)R (B)RI < c(e)'f~(A 1, A2). (1.37) 
There is one basic conjecture we did not attempt to prove in this paper. 
Equation (1.26) must be the total surface charge density as R--->ec, not just the 
density to order [3-1. We have not decided the most precise form of statement of 
this conjecture; we do not know how difficult a proof would be. 
2. The Peierls Expansion, Two Translations 
We will use the notation 
so that 
and if ~4(¢) is a functional of ¢ 
1 
[a]  = ~o/ (A) ,  (2.1) 
Z = El i ,  (2.2) 
1 
(d(~b)) = Z [ d ( ¢ ) ] ,  (2.3) 
[d (¢ ) ]  = ~ dttoZ(¢)d(~).  (2,4) 
We assume ,~¢(¢) is analytic and sufficiently bounded so we may translate the 
contour ¢ ~ ¢ -  i~p. Let 
d ( ~ b -  i~) = d " ( ¢ ) ,  (2.5) 
[ d ( ¢ ) ]  = ~ d#o(q))e + v's¢"(¢), (2.6) 
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with 
U~= +1IWu-~p+i~qbu-llp+ ~Z(~+e~e~#~/2*+~ e-~e m ' / ~ - 2 ~ .  (2.7) 
We write 
1 ~ 1 2 Ul=½f~pu--*tp-~j~¢ z+Ua. (2.8) 
Henceforth we will often (but not always) set 
l~ = 1. (2.9) 
As in Sect. 6 of [7] we now introduce functions h, constant on each cube in the 
lattice of side L ({f2,} the set of such cubes), but defined only on cubes that have 
non-empty intersection with A. The values assumed by h are integral multiples of 
2~z 
fll/2- The set of such h we call Ye. As in [7] we replace (2.6) by 
[d(~b)] = Y, ~ d#o(O)e-1/2 S~ (4) - h)2z eeeGd,,(O), 
h (2.t0) 
Q = ½ ~ u - l t p +  j" Z[~+e~ + ~_e-~- 2z"]. 
We let 
and define 9 by 
C =  u - t + Z  (2.11) 
(2,2  
We also introduce E(h, h') by 
E(h,h')= ~ (a -h ) (g ' -h ' )+  I au-19 ' (2.13) 
A R 3 
where g' is defined as in (2.12) with h replaced by h'. We now translate q~, by a 
change of variables q ~ b  +g.  We also write this as 
where ~b o is the "old" field. 
We write 
~b0 = ~b + 9, (2.14) 
s c " ( ¢ + a ) = W ' ( ¢ ) ,  (2.15) 
and let N be defined so that d# is a normalized Gaussian of covariance C, and 
1 1 2 • 
Nd# = d#oe-~f~ e~ z (2.16) 
Equation (2.10) may now be put in the form 
[d(~b)] = ~2 N S d#(C)e ee- ~E(h, h)e~(4~ + ~)d'(~b). (2.17) 
h 
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For some purposes it might be more aesthetic and technically advantageous 
• 1 "1 2 1 '2  I2 to have defined U2, with ~ ] ~  ~b Z replaced by ½ S ff ~b Z a spatially dependent 
62U2 
function chosen to ensure 6~ z =0 at ~b=0. Then one would consider 
separately 
and 
( C= u - l + Z  
Co=(U-l + z+) -1. 
This is pursued only in Appendix B, and otherwise C is used to denote Co. 
A Technical Point. In fact at the edge of the sphere the cubes are truncated. We 
thus find it necessary, at the edge, to combine some groups of cubes of side L to 
form unions whose truncated volume is > L 3, but with diameter less than cL. 
Each of these unions is assigned to a fixed cube at the unit (and L' scale). A 
distinguished L-cube in each union determines this assignment. When we refer 
to unit (L or L') cubes, we include without comment the cubes as distorted at the 
boundary, h is constant on each "union L-cube." 
3. Hunk and Sector Definitions 
3.1. Hunks 
We begin considering a specified fixed h. We let, as in [7], Z denote the closed set 
along which h has a step discontinuity. However the boundary of A does not give rise 
to discontinuities, h is undefined outside A. We only consider cubes having non- 
zero intersection with A. ~^ is the set of unit cubes in A whose distance from ~ is 
less than E. Each connected component of Z ^ is called a hunk. The unit cubes in 
A~.] ̂  ar e called atoms. A hunk is a B-hunk if it intersects OA, otherwise an 1-hunk, (I 
and B abbreviate interior and boundary respectively). 
We now enlarge (and coalesce) the hunks in certain cases where h is particularly 
nasty. Given a hunk )H let h~ be the function which agrees with h in M and is 
defined off of M by the requirement that ff~ have no discontinuities outside ~Q. A 
hunk ~Q is a monster if 
/~Z(rff~) 2 ~ ellAI. (3.1) 
el is a positive constant later specified. (The sum as in (9.117) of [7].) A B-hunk )H is 
a Jumbo if for every subset S of 0A with/7~ constant on S, the area of S is <½f0AI. 
Otherwise a B-hunk is normal. 
We proceed to detail the enlargement process. 
If M is a B-hunk that is normal, then there is an integer m with 
/~7 = 2rc/~- 1/2m 
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on more than one half of OA. We set 
S < = {x ~ aA" f ix(x)  4= 2zcfl- i12m} 
and add t o / ~  the cubes in A within distance E of Sq 
~t  = 27r#'k2 m 
to 
If3,l is a jumbo, then we add to M the cubes in A within distance E of OA. Note 
that in this case there will be only one B-hunk at the end of the enlargement 
process. 
If ~,I is a monster, then we add all of A to/~r. 
In the above process of enlargement of hunks, two or more hunks may overlap, 
and then we coalesce them into a single new hunk. For  example if there is a 
monster, at the end of the process there is only one hunk. In Subsect. 3.4 we will 
further enlarge the hunks. For  now we work with the hunks after this first 
enlargement process. There is still a natural nomenclature of jumbo, monster, 
/-hunk, and B-hunk for those enlarged hunks. 
3.2. Sectors 
The assignment of a sector to h, is the assignment to h of an integer, n. We make this 
assignment distinguishing three cases. 
I) We assume there is a monster among the hunks. We consider the average 
.f #,/~ a 2re [ z - C 0 0 ]  
I [ z -  c(z)] (3.2) 
A 
and let n be the integer closest to this average (the smallest in case of a tie). 
II) We assume there is no monster among the hunks, but that there is a 
jumbo. We consider the average 
1 fl112 
laAI JA-~-~ h (3.3) 
and let n be chosen as the closest integer to the average (the smallest in case of a tie). 
III) We assume there is neither a jumbo nor a monster among the hunks. 
Lemma 3.1. Let  M 1 and M 2 be normal B-hunks; so there exist  SM, and SM2 subsets 
o f  OA such that ISM,t>½1aAI, and there are m s and m z with 
on SM~. Then ms = m2. 
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So in Case III) we can define the sector n as follows. If there are no B-hunks then 
h is constant on 0A, say h = 2zc/~- 1/2n. We let n be the sector of h. If M is any 
B-hunk, we let n be such that 
ffM = 2rt/?- 1/2n 
on more than one half of ]QA[. By Lemma 3.1 this is well defined. 
3.3. Properties of the Sector Definitions 
We now have a decomposition of ]g  into sectors 
~ =  U 9 f  (")- (3.4) 
n e Z  
h~ is the unique constant function in ~(")' 
I f M  is a connected subset of unit cubes in A, we define the subset ~t°~ ) of ovf (°) 
as follows, h is contained in ovfff) if and only ifh has exactly one hunk and it is M. If 
M = 0 we set ~ 0 )  to contain only the constant zero function. 
Lemma 3.2. a) I f  h ~ N f  ("), then h + h'~ ~ 2/f ("+m) and h and h + h'~ have the same 
hunks. They also fall into the same cases (I, II, III) in Sect. 3.2. 
b) There is a one-to-one correspondence between elements h of 2If (°) and a 
specification of 
1) an integer k > O, 
2) disjoint connected sets M1, M 2 . . . . .  M k, 
3) hi~2/f~ °), i=1  . . . . .  k. 
Given 1), 2), and 3), h is given by 
h=h 1+ ... +h k ( = 0 / f  k=O). (3.5) 
Given h, k is the number of hunks of h and M 1 ,  . . . ,  M~ are the hunks. In 2) we do not 
distinguish the order, a permutation of elements is not considered a new choice. We 
also implicitly assume 9ff(MO):~ 0 and M i ~ O. 
From now on we will denote elements of jfI,)  by h". Any h" can be written 
uniquely as 
h" = h~ + h (3.6) 
with h ~ ~(o). It follows from (3.5) that 
h" = h~ + ~2 hM. (3.7) 
M 
This way of writing h" is central to our decoupling procedure. We let 
9~ = C(zh~), (3.8) 
gM = C(zhM). (3.9) 
3.4. The Second Enlargement of the Hunks 
The hunks we have developed so far will now be further enlarged and coalesced. 
This will be done in such a way that all the properties of hunks and sectors as 
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presented in Subsect. 3.3 remain true. This is guaranteed by the way the 
enlargement is performed: The enlargement is done in the zero sector in 
Appendix E; the enlargement in other sectors is then uniquely determined by the 
requirement that Lemma 3.2 remains true. 
The purpose of this process is to enable the estimation of functional integrals in 
Sect. 12 to be performed. The details are quite technical, using special mathemat- 
ical results from Appendix D. The basic enlargement may be qualitatively 
understood by considering the following simple geometry. Suppose a hunk is 
approximately the shape of a hollow spherical shell. Suppose h =0  outside the 
shell, and h = h a 4= 0 inside the shell. We then desire the thickness of the shell to be 
proportional to I hll. In general hunks depend not only on the discontinuity set, but 
on the magnitude of the discontinuity. 
From now on (unless otherwise noted) we work with hunks after the two 
enlargement processes. Likewise the spaces ~ o )  are spaces of h's in Yt ~(°) that after 
the two enlargements have the single hunk M. 
4. Initial Analysis of Sector Contributions 
4.1. Sector Decompositions and Transmutation 
Corresponding to the decomposition of Jt ~ into sectors, as given in (3.4) 
?IEZ 
One may decompose the sum in (2.17) 
b P ~ ( ¢ ) l  = Z [ ~ ( ~ ) l  (n)" 
n 
with d(~b)= 1 one gets 
(4.1) 
(4.2) 
T =  -½E(h+h~ ,h+h~)+½E(h ,h )+G@+gn) -G( f k+9) .  (4.6) 
We may view the n-sector as having transmuted into a modified zero sector with e r 
the modification. The modification is easily seen, from (4.6), to naturally divide 
itself into a numerical factor, the change in the energy, and a nontrivial distortion 
of the integrand. This division was qualitatively discussed in the introduction. 
with 
Z =  ~ .Z  (") , (4.3) 
n 
which we explicitly write from (2.i7) as 
Z(")=Nee ~, e-lt2E(h"'h")S d#(~)e~(~+g"). (4.4) 
h n e ,Zf(n) 
It is suggestive of some further developments to write Z (") (if n + O) as 
Z (n) --- Ne Q 3~ e-  1/2e(h,h) ~ d#@)eTe~(4, + g) (4.5) 
h E , ~ ( o )  
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4.2. Extraction of Some (Easy) Z Ratios 
In this subsection and the following two sections a polymer representation of Z (') 
will be developed. We first specialize to the cluster expansion for Z ("), since Z (') is 
our most basic object, and since we will pattern other developments after this. We 
will associate a partial partition function Oi to each unit cube A i, and multiply and 
divide by these factors in a natural way. We will also multiply and divide by certain 
other ratios of partition functions in a way much as done by Imbrie in 1-12] 
corresponding to changing boundary conditions - but our situation herein is 
much simpler than that in [12]. 
We first define QA (A for "atom"), and as in Eq. (8.5) of [7] we associate to AA the 
function G(., A). We then set 
OA = ~ d#(q)) e°(¢'A). (4.7) 
We proceed to define "normalized" Z ("), by dividing out some simple factors. 
First for the case n = 0, we set 
Z(o) = N1 e-  Q ~ (1/~gA)Z(O) . (4.8) 
We now define Z (") for n 4= 0 (although the expression also is correct for n = 0) using 
a small parameter c~2 > 0 
1 Z(")= ~ e - e e  t/2(1 -~2)E(h~'hg) I- I ( l/oa) e -ilh'~u- l~'z(n) . (4.9) 
A 
Basically we are using part of the energy E(h~, h~) to suppress the whole sector Z ("), 
and part to control our estimates for Z ("). 
We now present expressions for Z (~) and Z (°) as derived straightforwardly from 
/ 
(4.8), (4.9), (2.17) [with d(~b)= 1], and the basic definitions of E(h, h)  and G. ( I t  is 
\ 
important to note that G(~) is constructed to be invariant under constant changes 
2re 
in its argument by multiples of R~7~ on cubes in {f2~}, except for the term 
i ~ ¢u- l~P') 1 
Z(°)-- 2 e-gE(h'h)~d~(O)eO(ee+ft-h)l-IeiyhMu lwI - I - - ,  (4.10) 
hEJF(°) M A QA 
Z (~) = ~ e-*~(h~'  h~)- ~(h~, h)- ½~(a, h) 
h~.~(o) 
1 
" I d # @ ) e  ~(4' + o~-  ha + o -  h) I-I ei I h.~=- *to rI  - - .  (4.11) 
M A OA 
In (4.10) and (4.11) the product over A is over all atoms in A; and the product over 
M is over the hunks of h, as expressed in the representation of (3.7). 
5. Interpolation 
Our polymer, P, will specify a sequence of disjoint sets Y1, Y2, ..., Y,,, each Y~ a hunk 
or an atom (see Sect. 8 of [7]). There will also be specified an (ordered) tree graph, 
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t/p (see Definition 8.2 of [2]). As in [7] and [2], and standard in cluster expansions, 
the sequence of Yi is determined by differentiating interpolated expressions with 
respect to interpolation parameters s 1 . . . .  ,s, ,_l.  In this section we define the 
interpolation procedure, which in effect, determines the cluster expansion. 
5.1. Interpolation of Covariance 
The covariances are interpolated as in [7], explicitly detailed in Sect. 3.3 of [4]. 
5.2. Terms that Factorize 
To uniquely determine the polymers developed by the cluster expansion 
procedure, it is sufficient to specify the distribution of the factors in (4.11) to the Yi, 
for those factors that factorize, and the interpolation of those factors that do not. 
We first specify the ihandling of factors in (4.11) that completely factorize: 
a) FI 1/~a. 
A 
The region Y~ is assigned the factor 
I~ t/eA, (5.1) 
A e g t  
where A e Y~ states the corresponding cube is geometrically contained in the region 
of Yi. 
b) Fie ishM'-l~. 
M 
Y~ is associated a factor 1 if Y~ is an atom, and if Y~ is a hunk M it is associated the 
factor 
eiShM, - ~t~. (5.2) 
c) We now view the term E(h'~, h~). We note 
E(h"o, h"o) = S h"o(h"o -9~)  = E ~ h"o(h~o -9~ ) .  (5.3) 
Y Y 
We associate to Y~ the factor 
e -  ~t2/2 s h~(h~ - g~) (5.4) 
Yi 
d) Similarly we observe for E(h~o, h), 
E(h~o, h) = E E(h~, hM) . (5.5) 
M 
We associate Y~ the factor of 1 if Y~ is an atom, and to Y~ if Y~ is the hunk M 
e -~h~'hM) . (5.6) 
5.3. Interpolation of  the Energy Term, E(h, h) 
We view the identity 
E(h, h) = Z ~ E(hM, hM,). 
M M'  
(5.7) 
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The diagonal terms factorize, assigning 1 to Y~ an atom, and if Y~ is the 
hunk M the factor 
e-  I[2E(hM'hM). ( 5 . 8 )  
The expression Z E(hM, hM,) is treated as a two body potential between hunks. 
M,M" 
Thus at the end of the interpolation procedure our polymer will have associated to 
it the factor 
m 
e 1/21Z. jE(hi'hJ)¢(i'J), (5.9) 
~(i, j) symmetric in i and j 
¢(i, j) = ~1 i = j .  (5.10) 
l sisi+ t. . .si_ 1 i <j  
(Here we have set hi = 0 if i is an atom.) 
5.4. Interpolations of g -  h 
As in (8.5) of [7] we associate to region Y~, G(., Y~), and we have associated to Y~ the 
factor 
e m,  Y') (5.11) 
However the argument of G in (4.11) contains the term g -  h, which unlike in [7] we 
must decouple from effects of other hunks. We write 
g -  h = Z ( g u -  hM). (5.12) 
M 
In the polymer, we interpolate the g - h  in G(,  Y~) so that at the end of the 
interpolation procedure the g - h  has become 
~. o-(i, j) (g j -  hi). (5.13) 
j = l  
(Again gi = hi = 0 if i is an atom.) 
5.5. Induction Step in Cluster Expansion 
At the n th step in the formation of our polymer, 1 _< n _< m -  1, Y, + 1 is introduced by 
differentiation with respect to s,. Similarly to in Eq. (8.9) of [7] we introduce 
operators ~(n + 1, T/(n + 1)), 
4 
tc(n + 1, tt(n + 1)) = Z ~:t( n + 1, q(n + 1)), (5.14) 
t = 1  
d 
that describe terms differentiated down by ~ in the polymer. The decomposition 
in (5.14) is according to different types of terms that may be differentiated. 
t =  1) This term arises from differentiating the expression in (5.9) and thus 
t d ( ,  ) = - E(h, + 1, h,(, + 1))" cr'(n + 1, q(n + i)),  (5.15) 
where in ~' the prime indicates differentiation with respect to s,. 
378 P. Federbush and T. Kennedy 
t = 2, 3) These terms arise from differentiating the dependencies of g -  h on s 
parameters, as indicated in Subsect. 5.4. 
6 
~cz(,)= ~ (g,( ,+l)-h,( ,+l))~5-.o- ' ( , ) ,  (5.16) 
Yn+ 1 oq~ 
x a ( , ) =  I ( 9 , + ~ - h , + l ) ~ ' a ' ( , ) .  (5.17) 
Yn(n + i) o~ 
t = 4) These terms arise from differentiating the covariance, which are as in [7] 
6 6 
~c4(,) = ~ I C(x, y) - - .  a ' ( , ) .  (5.18) 
r°+l r . , . + .  6~(x) ~¢(y) 
6. T h e  P o l y m e r  E x p a n s i o n  
The use of a polymer representation is modeled after [18, pp. 31-38] and [9], 
but with modifications. 
6.1. Polymers 
A polymer P is specified uniquely by 
1) an integer m > 1, 
2) disjoint hunks or atoms Y1 .. . . .  Ym, 
3) a function hi ~ ~((~ for each Y~ a hunk, (see the definition before Lemma 3.3. If 
Yi is an atom hi is zero.) 
4) an ordered tree graph, q. 
Each polymer can occur in any sector. But its activity is sector dependent. 
6.2. Polymer Activity in the Zero Sector 
To the polymer P we associate an activity Ze= z ° in the zero sector. 
1 1 ~ DE n 
Zp = m F(P) j dae-  f d#(¢) 1-[2 k(i, tl(i))f(t h a)e ~ , 
where 
(6.1) 
F ( P ) =  l-I Qa f l  e-iSh~u-lt~ (6.2) 
A ~ P  i = 1  
The inclusion A ~ P is geometrical inclusion in w Y~. 
DE = DE(P, s~ .. . . .  sin- 1) =1 ~ ff(i,j)E(hi, hi), (6.3) 
i , j = l  
G = G(¢ + g p -  he), 
(6.4) 
gP-  he = ~ ( g i -  hi). 
i = 1  
do- is the integral over parameters si. f (q ,  a) is the usual monomial in the s's 
associated to t/. We have k defined by 
k(i, tl(i)) f(rh a) = ~c(i, tl(i)). (6.5) 
i i = 2  
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6.3. Polymer Activity in General Sector 
The polymer P is assigned activity z~, in the n th sector, 
1 1 m 
zp= " --m ~ - ~  ~ &r e-D~-CT-a2sE f d#(¢) rI2 to(i, ~l(i)) f (r h a)e G . (6.6) 
F(P)  is as in (6.2). And 
C T =  CT(P)  = ~ E(h,, h"o), (6.7) 
i = 1  
S E = S E ( P ) = ½  ~, ~ h"o(h"o-g"o), (6.8) 
i = 1  Yi 
G = G(~ + g"o - h"o + g e -  he). (6.9) 
A polymer is said to be trivial if m = 1 and II1 is an atom. 
6.4. The Polymer Expansions for  Z (°) and Z (") 
2 (")= -- z"e,...z"e, 1-[ (1-Zi j ) .  (6.10) 
s ! P1, ,Ps  i<J<= s 
~ P I = A  
The sum over polymers in (6.10) includes trivial polymers. )fis = 1 if the polymers Pi 
and Pj have non-zero geometrical intersection, and is otherwise zero. In the zero 
sector z°e is 1 for trivial polymers. Thus we may remove the restriction that wPi = A 
in the sum (6.10), provided that we restrict the sum to non-trivial polymers. Thus we 
have 
z (°,= --!- :c s = 0  S! P1 . . . . .  Ps(nt) Z P I ' ' ' Z P s  i<S-<sl~ (1 - Xis), (6.11) 
where the (nt) indicates sums are taken over non-trivial polymers. One views (6.11) 
as a partition function for a gas of polymers with activities zp, and Boltzmann 
factor (1-)~j). This view leads to the expressions 
Z (°) = e s° , (6.12) 
SO k 1 = Y~ s Z 1-[ ( - Z ~  ,(r))Zel...ze~g(~) • (6.13) 
s = l  r/ = s  Pl, . . . ,Ps(nt)  r = 2  
This is formally a Mayer Series for a hard sphere gas. 
We suppress some dependences of g(~/) that are unnecessary to our esti- 
mates. We write ~h,-~t/2 if t h are topologically isomorphic ( th - -Pt l2  P - 1  
for some permutation of the integers) and then find 
g(t/) < 1 (6.14) 
T/~ r/o 
for each t/o. This estimation of g(t/) is modeled after results in Sect. 8 in [2], and the 
Appendix of [6] (see also Sect. 3 of [5]). 
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6.5. Good and Bad Trivial Polymers 
We are now going to redefine the activity of trivial polymers in the n t h  sector, for 
n 4= 0. We change from 
z ' p  - e - ~ ~ / 2  ,,~- h ~ ( h ~  - g~) - -  Q ~  (6.15) 
OP 
to 
z"e = e- ~21/2 ~ h~(h~- 0~) _~ _ 1. (6.16) 
QP 
~O~ is defined as 0e is in Eq. (4.7), with ~ replaced by ~b + g~ -  h~. It is then easy to see 
we have the expansion, in terms of these new activities, 
2(,,)= ~ 1 E z'~...z~ H ( l - x , ) .  (6.17) 
s = 0  S!  p~ . . . . .  p ,  i <j<=s 
A trivial polymer P is said to be good if 
h~(h"o - g~) N 1, (6.18) 
P 
otherwise it is said to be bad. The activity of a good trivial polymer will be small 
since c~ 2 is small. All non-trivial polymers are good. 
We may write (6.17) as follows 
Z(")= ~. ~] 1 1 
Z n Z n ~=0t=o s! t! ~ ~, 1,~... a, I-J[ (1--Zij),  (6.19) 
P1 . . . . .  Ps(G) A~ . . . . .  At(B) i < j < s + t  
Pi and A i label polymers. The (B) and (G) indicate the sums are restricted to bad 
and good polymers respectively. We write (6.19), with some introduction of 
notation, in the form 
~ 1  " z "  Z(")= ~ ZA~... A, ]-I (1-Zij)z(n)(A1,. . . ,At) (6.20) 
t = 0  t .  A1 ..... At(B) i < j < t  
with 
Z n Z" 2(")(A1 . . . . .  At)=s~=O-~.Pt= . . . . . .  P~(~CA) e i " "  e s  i < j < s  ~ ( 1 - - X i J ) '  ( 6 . 2 1 )  
(GCA) indicates the sum is over good polymers in the complement of the union of 
the A~. We may follow the development from (6.11) to (6.12), (6.13) and write 
Z(")( A a , . . . , At) = eS'(A ~ ..... A,) , (6.22) 
S"(A1 . . . . .  At)= ~ Z 1 Z ~ (-)~,,(,))z"p~...z~g(~t). (6.23) 
s=  1 lr/[ =s S P1 . . . . .  Ps(GCA) r= 2 
6.6. Polymer Expansion for [d(¢) ]  (") 
The polymer expansion for Z (') extends to an expansion for [~/(#)](") in a natural 
way. We sketch the details, d ' (# )  is local so 
d ' (~)  = H d ' (¢ ;  A), 
A 
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where the product is over unit cubes which intersect the support of d (¢) .  We write 
this as 
1-[ {1 + [ d ' ( ¢ ;  A ) -  1]} = E l-[ [ d ' ( ¢ ;  A)-- 1], 
A S aCS 
where the sum is over all subsets of the set of unit cubes intersecting the support of 
d(¢). 
We are assuming that d ' ( ¢ ;  A ) -  1 and its derivatives are small. The most 
important example of d'((~) arises when one considers correlation functions. Then 
d ( ¢ )  = l-[ e '~/~*(x'). 
i 
In the polymer expansion for [ d ( ¢ ) ]  (~) a polymer is a specification of 1) 
through 4) as in Subsect. 6.1 and 
5) a subset S of the set of unit cubes which intersect the support of d (¢) .  
We denote these polymers by ft. The activity of P is given by Eq. (6.6) with 
[ I  [ d ' ( ¢ ;  A) - 1] included in the integrand. A trivial polymer is a polymer with 
Acs 
m = l, Y~ an atom, and S = ¢. The activities of trivial polymers are redefined as 
before. 
7. Proofs of Main Results 
In this section we reduce the proofs of the main results stated in Sect. I to various 
estimates on the cluster expansion. These estimates are 
Theorem 7.1. I f  PM,  fl < fig and R > Ro, then 
(A) There is a positive constant e such that 
Z(n) 
z (O)  <-- e - ~  - ~n2R , 
and 
(7.1) 
[ d ( ¢ ) ]  I") __< c~,e-.~e- ,..R 
z(o) 
where c~ is a constant depending on d(~b). 
(B) For any unit cube A and any integer n, 
Z 1- y, f i  (--X,,~,))Lz,(P1)...z,(P~)lg(rl)<6". (7.2) 
s = l  q S P1...Ps(G) r=2 
ztC~ Pi 
Pa .. . . .  Ps are summed over good polymers with the constraint that at least one Pi 
must contain A. 6" can be made arbitrarily small by taking fig sufficiently small and R o 
sufficiently large. Moreover, P1 . . . . .  Ps can be replaced by Pl  . . . . .  fi, if we replace 6" 
by Co~6". c~ is a constant depending on d (¢) .  
(C) There is a constant c so that for any unit cubes A i and A2, the quantity in part 
(B) is 
c'~e(A 1, A 2 ) ,  
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if we replace the constraint that ~ Pi contains A by the constraint that the union 
i 
contains A 1 and A z. Again P1, ..., Ps may be replaced by 1~ . . . .  , P-~. 
Remarks. 1. Part (A) says that only the zero sector contributes to the infinite 
volume limit. 
2. Part (B) implies that the sums in S"(A~ . . . .  , A~) and S O converge absolutely. 
This justifies equations like 
Z(")( A a,..., At) = eS"(A ...... at), Z(O) = e so" 
We can now reduce the proofs of the main results to the estimates stated above• 
Proof of Theorem 1.5. 
, 1 } 
<d(¢)>R = ~ [d(¢)]  = ~ [d(¢)y°~+ Z ~ [d(¢)]~"~ 
n ~ 0  
_ Z(")) -1 l 
• 1 + ,,~o ~-T057 - Z<O) [d(~b)]<°)+E, (7.3) 
where by part (A) of the previous theorem 
IEI < c~e-~t- 'R.  
So E ~ 0  as R ~ .  Now 
1 [d (¢ ) ]  co)= eSJ -so. (7.4) 
Using standard arguments and Theorem 1.1, lim (S ° -  S °) exists and equals the 
R--+ o~ 
corresponding limit for the charge symmetric system with z+ = z_ = z. [] 
Proof of Theorem 1.6. As in the previous proof 
1 (0 1 o 1 
<d~>R-- <d>R <~>R =z-T6~ [~¢M] ) -  ~ [~¢]( ) ~  [g~] (°)+E, (7.5) 
with 
If fl is sufficiently small then 
So 
}El <= cd~e-  "p - ,R 
2 
~ f l -  1 ~ l~ " 
2R 
i E l < c ~ e  t~, <~(A1 ,Az) .  (7.6) 
Part (C) of Theorem 7.1 and the usual argument show that the rest of Eq. (7.5) is 
<c~"~(A1, A2). [] 
We leave the proof of Theorem 1.2 to the reader. The idea is to use the cluster 
expansion to show that <J(x)> equals Jo(x) plus terms that are of order i in fl by 
the estimates in Theorem 7.1. 
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To state the next theorem we introduce some notation, The "jump energy" of a 
function hi is 
JE(hi) = 2 [6hi(f)] 2. 
f 
The sum is over faces f, and 6hi(f) is the jump of hi across f For  a polymer P let 
JE(P)= Z JE(i), 
i=1 
with JE(i)=JE(hi). By a standard argument there is a c > 0  with DE(P) 
> cJE(P). For  example, see Lemma 5.2 of [4]. 
Theorem 7.2. There exist positive numbers i(P) for each good polymer P such that if 
PM, fl < flo and R > Ro, then 
(1) [z,(P)l<i(P) Vn. 
(2) Given 6 > O, if fig is sufficiently small and Ro sufficiently large, then 
Z if(p) el/'l < 6 .  
P : A C P  
A is any unit cube. 
(3) Let ~ C A be the union of all the bad polymers. I f  P is a good polymer with 
P c ~  = (~, then 
[z,(P)-zo(P)[ < c(h~) 2 sup I [)~- C()0]e(P) • 
ACP A 
The sup is over the unit cubes A in P. 
(4) In (2) we can replace 6 by M/'~(A l, A2) if we replace the constraint A CP by 
(AlwA2)CP. 
Moreover, these estimates all hold with P replaced by P. In this case the 
estimates will contain constants that depend on d(~b). 
We end this section by using Theorem 7.2 to prove Theorem 7.1. 
Proof of Theorem 7.1. 
Part (B). The proof of (B) using parts (1) and (2) of Theorem 7.2 is standard. For  
example, see Theorem 3.4 of [5]. 
Part (A). By the definition of Z ("~, 
z,., z,., 
z(O) = e-  1/2(1 -ct2)E(h~,h~)) Z (0) . (7.7) 
By Eqs. (6.12), (6.20), and (6.22), 
Z (") ~ 1 
2 = ,Z--o= A, , z,(AO...Zn(aO 
I~ (1 - - Z 0  e S " ( a l  . . . . .  a t ) -  s o " (7.8) 
i < j < t  
We complete the proof by establishing the following two bounds: 
1 Z [z,(AO...z,(At)[ I-I (1-z i j )  < el/Z~°'+'2)E~h~'h~), (7.9) 
t=0 t f  a l  . . . . .  At(B) i < j  = 
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and 
sup [e s"(A . . . . . .  At)" S°}<~<_el/2OzE(h'~'h'°). (7.10) 
A 1 ..... At(B) 
This will prove part (A) provided e2, 61 and 62 are small enough that 1 --20c 2 --31 
- 6 2 > 0 .  
To prove (7.9) we begin by noting that the left-hand side of (7.9) is less than 
I ]  [1 +lz.(A)l].  
A : (B) 
So it suffices to show 
where 
By FN. (6.16), 
1 + tz,(A)] < e 1/2(~' +°~2)SE(A), 
S t ( A )  = ~ h"0(h"0 - 9"0). 
A 
(7.11) 
[z,(A)[ =< O~OA - 1 e-  a21/2SE(A)_jr_ le - o~2I/2SE(A)_ 1[ 
1 
< - -  IQ~- ~ I  + :¢2½SF4A). 
= l~a l  
It is routine to show 
(7.12) 
[eal > c. (7.13) 
We write 0 ~ -  0A as 
d ldtde~(4'+t~o~-hg);a)= 10 n n 3 G + t ( a ~ - h ~ ' A  f # !  dt f d # f d t ~ d x ( o ° - h ° ) ( x ) 6 ~ x ) e  (• )' )" 
Using Lemmas 11.2 and 11.3 this shows 
IQ~A -- O~AI <= C .[ lg"0 -- h"01 e~S~(A), (7.1 4) 
A 
where e can be made as small as desired by suitable choices of flo and Ro. Since 
I Ig"0- h"01= 1 St(A)  <= c~'/2SE(A), 
A Inol 
(7.12), (7.13), and (7.14) show 
1 + [zn(A)[ _<_ 1 + cfl l /2SE(A)e~SE(A)+ o~2½SE(A), 
which proves (7.11) with ½61 = cfl 1/2 + e. 
We now fix A 1 . . . . .  A t (B  ) and bound 
[S"(A1 . . . .  , A t ) -  S°l . 
Let ~ denote the union of the atoms associated with the bad polymers. Recall that 
S"(A~, . . . ,  G )  is a sum over various choices of polymers P~,. . . ,  P~. Each Pi must be 
t 
good and contained in the complement of U Ai. We split up the sum into three 
i = 1  
parts 
S~(A1 . . . . .  At)  = S"~ + S"2 + S"3 , 
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by putting additional constraints on the P,. In S] each P~ must be nontrivial and 
containext in the complement of ~ .  In S~ each P~ must be contained in the 
complement of N, and at least one P~ must be trivial. In S~ at least one P, must 
intersect ~ .  Similarly 
so=so+so+s o 
However, S O = 0, since there are no trivial P~ in S °. 
There is a one-to-one correspondence between the terms in S] and those in S °. 
The only difference between corresponding terms is that the S] terms contain 
z , (P 1 )... z,  (P~), while the S O terms contain zo(P 1 )-.. z0 (P~). Using parts of ( 1 ) and (3) 
of Theorem 7.2, 
lz , (P0. . .z , (P~)-  zo(P O...zo(P~)l 
<=sc(h~o) 2 sup ~ [ _ z - C ( z ) ] i ( P t ) . . . i ( P 3 .  (7.15) 
~c(uPO zJ 
i 
For each choice of P1 . . . . .  P~ the sup is attained by at least one A C U P~. So a crude 
bound on I S ] -  S°[ is i 
< E c ( h ~ ) 2 S  [ z - - C ( z ) ]  ~, S E  Z f i  (-z, , , ,~,)e(PO.. . f(P~)g(n) 
A A s=l  ~1 P~...Ps(G) r=2 
AC(UPi) 
i 
<-_ Z c(h"oY S 
A A 
by the techniques used to prove part (B). Now 
Z (h~o) z I [ Z -  C(z)] = E(h"o, h"o), 
A A 
so our bound is 
<__ c~E(h~o, h~o) , 
which contributes c6 to ½62. 
In S~ at least one P~ is trivial. Using the proof of part (B) this implies 
IS~I £ b Z Iz.(a)l, 
A 
where the sum is over trivial polymers A. By estimates in the proof of (7.11), this is 
< 6(ct~ 1/2 + o~2~E(h~, h~o), 
which contributes 6(c~ 1/z +~z) to b2. 
Finally, in S~ at least one P~ intersects ~ .  So the techniques used to prove part 
(B) show 
[S~l < I~1'~ - 
Recall that for a bad unit cube A 
h"o(h"o - g~) => 1. 
A 
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S o  
E(h~, h~o) ~ ~ h"o(h" o -  9"o) > INI, 
B 
and 
< n n . IS~l = 6E(ho, ho) 
The same bound holds for $3 °. This completes the proof of (7.10). 
Part (C). The term I-I ( -  Zr,,(r)) forces the Pi to overlap so that U Pi is connected. 
r i 
Thus we can find unit cubes A1, A2 . . . . .  Am such that A 1 and A~ are in the same Pi, 
A~ and A 2 a r e  in the same P~, ..., Am- a and A m are in the same P~, and A~ and A 2 
are in the same P~. Using part (4) of Theorem 7.2 with e replaced by e/2 and the 
usual techniques, one can show (7.2) is bounded by 
0o 
E 6m+l E "~/2(A1, A1)~//'~/2(A2, A3)...'I/~/z(Am-I,Am)'U'~/2(Am, A2). 
m = 0  A1 . . . . .  A m  
(7.16) 
It is easy to show there is a constant c so that 
Y~ ~(A,  B)~K'~/z(B, C) < c~g~(A, C) , 
B 
so (7.16) is <c'6~(A1, A2) provided 6 is small enough. [] 
8. Combinatorics 
We begin the proof of Theorem 7.2. In this section we define ~(P) and do the 
combinatorial parts of the proof. 
Definition of i(P). Recall that kt~(i, t ] ( / ) )  contains an integral over Yi for t i = 2 or 4 
and an integral over Y,(0 for t~ = 3 or 4. We break each occurrence of these integrals 
up into integrals over unit cubes: 
Sdx= Z Idx ,  
r, c,~Y, c, (8 .1 )  
I dy= Z Idy .  
Yn(o BiC Yn(o Bi 
So at each vertex i in t /we have a sum over unit cubes C~ in Y~ if t~ = 2 or 4. In 
addition for each vertexj with t/(j) = i and tj = 3 or 4 we get another sum over unit 
cubes B~ in Y~. We summarize this by defining 
Z (°= ~ 1-[ F Z ] ,  (8.2) 
CiCYi j:q(j)=i L jCY jB  i 
i f  t i = 2  o r  4 a n d  t j = 3  o r  4 
where the sum over C~ appears only when t~ = 2 or 4. 
We now have 
f i  kt~(i, q(i))= f i  ~(k) f i  ~'(i, rl(i)), 
i = 2  k = l  i = 2  
where P'(i, t/(/)) is k(i, tl(i)) with the integrations over Y/and Y~(0 replaced by 
integrations over Ci and Bi respectively, when they occur. The point of these 
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definitions is to restrict the functional derivatives to unit cubes. For  each unit cube 
B, let nR be the number of functional derivatives in f i  P'(i, t/(i)) which are with 
i=2 
respect to ~b(x) with x E B. So n~ is just the number of cubes C~ or Bi equal to B. We 
will always use C~ to denote a cube in Yi and B~ to denote a cube in Y~0" So each Yi 
contains at most one C-cube, but it can contain many B-cubes if t/has many bonds 
which hit vertex i. 
Finally, we can define i(P). 
/ ( P ) =  ( 2  (k)) YI (nB!) 3/2-~° 
t 1 k = l  BCP 
• f i  P~(i, tl(i))rme-~sE(e)I daf(tl, ~r). (8.3) 
i = 2  
and eo are positive constants which will be specified later. 6 = 6(/~0,R0) can be 
made arbitrarily small by taking/~o sufficiently small and Ro sufficiently large. 
Et ( i, j) = E(h~, h~) , 
k~(i, J) = f dx lo j -  hjl (x), 
c, (8.4) 
k~(i,J) = f dy[gi-hil(Y), 
Bi 
P(i ,  j )=  f dx ~ dyC(x, y). 
C~ B~ 
Proof of  Theorem 7.2 
Part (1). We reduce the proof to theorems in Sects. 9-12 as follows. Choose ~1 
small enough for Theorem 11.1 to hold. We split up DE as cqDE + (1 -~ I )DE.  By 
Theorem 9.1 
e x p [ - ½ e ~ D E - ½ e 2 S E -  CT]  __< 1. (8.5) 
Next we apply Theorem 11.1 with e=½e2 to bound the functional derivatives 
and functional integrals. This reduces the proof to showing 
1 - -  e -  1/2ctjDg6n~ ~ 6 m e- ,SE(e) . (8.6) 
IV(e)l 
We have 
IF(P)I= YI Qa>=C -In 
A~P 
Now JP[ = tP[~ + IP[a, where 1PI~ is the sum of the sizes of the hunks in P and [PIA is 
the number of atoms in P. By (E.6), IPl~<=ct31/ZDE. So 
clPi,e- I/4~1D~ < 1 (8.7) 
for small enough ft. The remaining e-1/4,,Dr provides the factor of e -~'sE(e). By 
choosing 6o small enough 
CLPIAr~'< 6 "" 
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Part (2). Let 
Then 
;T = I~ (n~ !)3/2---~o f i  ~~,(i, r/(i))a"e- =aE(e)f(r/, a)e IPI . 
BCP i = 2  
(8.8) 
Z(p)eleI= S(1)...S(s)6: , 
P:ACP 
where S(1)...S(5 ) stand for the sum or integral over the following: 
(1) the integer m, 
(2) the tree graph r /and the interpolation parameters a =  (s 1 . . . . .  sin_ 1), 
(3) the integers t t , . . .  , t,,, 
(4) the hunks or atoms 171 .. . .  , Y,, such that A C (j Y~ and the cubes B1, 
C1 .. . . .  B,,, C,,, which bccur in ]-[ ~(k), i 
k 
(5) the functions hi . . . .  , h,,. 
Note that each sum may depend on the sums preceding it. We will bound these 
sums in the opposite order from the order in which they are listed. For  i = 2 . . . . .  5 
we will convert the sums to sups by introducing quantities W~ which depend on the 
objects in (1) through (5). We will show 
S(0W~-~<I for i = 2 , . . . , 5  (8.9) 
and 
supW2.. .W55: <cm6 m , (8.10) 
where the sup is over all allowed choices in (1) through (5). Thus 
Z 2 ( P )  elel<- - k cm(~m" 
P m = l  
This will complete the proof since the right-hand side can be made arbitrarily small 
by choosing flo sufficiently small and Ro sufficiently large. 
To define the W~ we introduce some notation. Let 
dk---I{i: r/(i)-- k}l, 
d~=l{i:~l( i)=k and t i = l  or 2}1, 
d~=l{i: q(0---k and t i=3 or 4}t. 
S O  1 2 dk = dk + d~. Note also that Z dk = m -  1. 
k 
We are going to take advantage of the fact that C(x, y) is slightly better than 
integrable to get rid of (nB!) 1/2-~0. Let 
P(x, y) = max {e-  ~alm,, e-~(a2 +a3)m, _ _  
with notation, including e, as in Theorem 1.4. Let 
1 } (8.11) 
l + s  1-2~ 
P3(i, q(i)) = p4(i, r/(i)) = sup P(x, y) ,  
x~Yi,  YeBi 
Pl(i,  tl(i))__ p2(i, r/(i))= 1. 
(8.12) 
Surface Effects in Debye Screening 389 
Define/~t~ by the equation 
kt'(i, ~l(i)) = Pt~(i, tl(i))kt'(i, t l(i)) .  (8.13) 
We now list the W~: 
W 5 = eo:/gJE(P) 
W4= I~ (nB!)-lI-[ 1 2 2d~,] [d k !(d k -I- 1)t 
BCP k 
E 1 • 2 lel suP(5) e-~/2JetP) f i  ~t,(i ' q(i)) i = 2  
sup(5) denotes the sup over the objects in (5). 
W3=4 m, 
1 (8.14) 
w2= 1-I (dk!) -1 - - 4  m. 
f(q, a) 
We verify (8.10). By (E.6) for any e > 0 we can choose flo sufficiently small so that 
l Y j] < eJE(P),  (8.15) 
J 
where the sum is only over Yj which are hunks. The sum over atoms is trivially 
bounded by m. These observations and some easy cancellations and bounds 
reduce (8.10) to showing 
I-I U'(i, q( i)) l'-I (nB !)1/2 -~o< c" . (8. t6) 
i B 
This is the analog of "exponential pinning," Lemma 9.10 of I-7], for a covariance 
whose decay is better than integrable but not exponential. 
To each B C P we associate the factors of Pt'(i, q(i)) with Bi = B. There are at 
least n n -  1 such factors. The proof of(8A6) is thus reduced to showing that given B, 
Yl . . . . .  y, ~ B and points x l , . . . ,  x ,  in different unit cubes, 
f i  P(xi, Yi) < c"[(n + 1)!] -(1/2 - t0) (8.17) 
i = 1  
This inequality is proven in the same way as exponential pinning. 
We now verify (8.9). For i=  3 this is trivial. For i=  5 it reduces to showing 
Z e-~/4S~(h)_--< 1. (8.18) 
h ~ ( o )  
Fix x o ~ Y For h ~ ~ o ) ,  let ff be the translate 
h = h - h ( x o ) .  (8.19) 
The map h~kTis injective. So the above sum is 
< ~ e-  ~/4sE(~), (8.20) 
h: h(xo) = 0 
where/~has discontinuities only in Y. This sum is bounded by the usual argument, 
e.g., see p. 216 of [7]. 
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For  i = 2 we need 
E 1-I dk ! I dtYf(tl, a) =< 4 = . (8.21) 
~l k 
This is an example of the "extra N !" of [3]. The above inequality is Theorem 1.4 of 
[1]. 
We are left with the i = 4 case. The factors in W4- ~ can each be associated with a 
vertex k in ii or a bond (i, t/(i)) in t/. Among other things, vertex k has a factor of 
1 
- -  e- ~/4JE(k) 
associated with it. Using the inequality d! e~>=x d, for x_>0, this gives a factor of 
JE(k)-d~ at vertex k. S~4) is a sum over the various possib~ities for each vertex in t/. 
The constraint A C 0 Y~ ties down the tree t/. The usual argument  shows 
i 
with 
S~4)W,~ 1 < rncom- 1 (8.22) 
= sup sup sup ~j) Z Z~O[Kt(i, j )c (0] ,  
t rj r~ (8.23) 
c(i) = I-[ n~!2-d~-Ir'l[(d~ + 1)!] -1 , 
BCYi 
fe-~/4"m~i)l~t(i,j)JE(j) -1 for t =  1,2 (8.24) 
Kt(i' J) = ( e -  "/41E(i)l~t(i, j) for t = 3, 4.  
The sup (j) is over the terms in ~(J). Consider 
~ o  1-[ riB!. (8.25) 
BCYi 
From the definition of nB we see that 
E riB= ~d2 if t i= l  or 3 
Bcr~ [d  2+1  if t i = 2  or 4. 
Denote this integer by d. Then an easy combinatoric  argument  shows that (8.25) 
equals (d+s-1 ) ! / ( s -1 ) ! ,  where s =  IYi] is the number  of unit cubes in Yi- Thus 
(8.25) is bounded by d! 2 a+s-1. 
So we have shown 
Z~i)c(i) < 1. (8.26) 
Using (8.26), (8.23) is 
< sup sup sup (j) ~ sup(°Kt(i,j). 
t Yj gi 
It will be crucial to our proof  that sup U) is taken after the sum over Y~. If we had 
converted all of the Z ek) to sup ¢*) and then converted the sum over the Y~, ..., Y~ to a 
sup, then this would not be the case. 
Now sup ") is over a finite number  of terms. So we can choose a term which 
attains the sup and drop the sup ~*~. Fix a term in sup sup ej~ and consider 
r~ 
Z Kt( i, J). (8.27) 
Yi 
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We will find a bound independent of the term in sup sup ~). Note  that the cubes Bk, 
r~ 
C~ in Y~ depend on Y~, but those in Yj do not. We reduce the four cases t = 1,2, 3, 4 to 
energy estimates. 
t =  1. By (8.12) and (8.4), k1(i,j)=E(hi, hj). So this case is Theorem 10.2. 
t=2 .  ~2(i,j) = ~ Igj-hj[, where Ci( Yi. So a crude bound on (8.27) is 
Ci 
Je ( j ) - I  E I Igs-hsl Z e-a/4JE(i). 
C C Yi:Yi3C 
We use 
and 
Z e-~/4Je(° N c (8.28) 
Yi:Y~DC 
ff~ ~ [gj-hj] 5 ~ Igj-hjl ~¢JE(j) (8.29) 
C C  A 
by part (a) of Theorem 10.3. 
t = 3 .  [3(i,j)=P3(i,j)-i  ~ 19i-hil with BiC Yj. So Bi is fixed in the sum over Yi- Let 
B~ 
supp(Y0 denote the union of Yi and any regions enclosed by Yi. Then by Theorem 
10.3(b), Lemma 10.1, Lemma 9.2(c) and (E.6), 
Igi - hil e- =/sJ~,) < c ~ (  Bi, supp (h~)), (8.30) 
B~ 
where ~ is given by (1.35) and supp(hi)= {x:hi(x):t: 0}. Let supp (Y0 denote the 
union of Y~ and the regions enclosed by Y~. Then the construction of the hunks 
insure that supp(hi)£ supp(Y~). So (8.27) is bounded by 
c E e-~/8sE(O~/'~(B,, supp(Yi))P3(i, j ) - l .  (8.31) 
Yi 
For sets S and R define 
"~(x, y) 
D(S,R)= sup . (8.32) 
~s,  y~R P(x, y) 
Then 
~(Bi ,  supp(Y/)) ~ D(A, Bi) 
p3(i,j) 
for some unit cube A Csupp(Y0. 
A crude bound on (8.31) is thus 
c ~ D(A, Bi) ~ e-  ~/4s~o < c" ~ D(A, Bi) ~ c", 
A Yi : A C supp(Yi) A 
since D(, ) is integrable. 
t = 4. The methods of the t = 3 case easily handle this case. 
Part (3). 
1 1 "* 
z,(P) -zo(P)  = -- - -  ~ do e-De~ d# l-I k(i, tl(i))f(tl, a) [01 + 92] 
m F(p) 2 
(8.33) 
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with 
D 1 =e~CT-a2SE[eG(O+o~-h~+op-hP) - -e  G(O+OP-hP)'] , 
(8.34) 
D 2 = e ~ + ~ - h ~ )  [e  - c T - a 2 s E -  1]. 
To bound the D 2 term we use Theorem 9.1 as follows. 
1 
le-Cr-~sE--11=lCT+~2SEt~dte-~(cr+~2sE)<_([CTl+a2SE)e 1/2~ID1~ . (8.35) 
O 
For the D t term we use 
eG(~+g~-h~+g~-hP)--eG(4~+gp-h~)-~ ~ d t T e  6(~+t(a°-h°)+g'-h') 
0 a t  
= ~ dtI  dxrg n - h  "~ rx e O(*+t(g°-h'd)+ttp-hP) (8.36) 
o P ~ o  oJ~ ~ ( x )  
We substitute this expression in Eq. (8.33) and then use Theorem 11.1 to bound the 
functional derivatives and functional integral as we did in the proof of part (1). The 
only difference is the extra functional derivative 5~(X)" Its effects are harmless. For  
example, one nB will be increased by 1. We leave it to the reader to check that a 
bound like Eq. (8.6) holds with some of the constants modified. 
We now follow the proof of part (1) and conclude 
I z , , (P) -zo(P)I<c(ICTI+~2SE + !19~o-h~o])i(P). (8.37) 
By an easy modification of this proof we can add a factor of e -IPI-~J~P) with 
e > 0 to the right-hand side of (8.37). So the proof is reduced to showing 
[rCTI+a2SE+ ~elg~-h~ol]e-lel-'JeW)<<-c(h~)2sup ! [ z - C ( z ) ] .  (8.38) 
Using Lemmas 10.1 and 9.2, 
ICTI = 2 fh , (h~-g~o)  <__ sup IIh,[l® [h~l I [ z - C ( z ) ]  
i i supp(P) 
<cJE(P)  IN[ 3/2 Ihgl sup .[ [Z-- C(Z)] 
ACP zl 
c,e~JE(P)+ Iel Ihgl sup ~ [ Z -  C(Z)] • 
ACP A 
For the other two terms in (8.38) we use 
SE = I h~o(h"o - g~) <= ]PI (h~o) 2 sup I [ Z -  C(Z)], 




Part (4). We teave the proof of part (4) to the reader. The basic idea is to combine 
the proof of part (2) with the idea in the proof  of part (C) of Theorem 7.1 
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9. Energy Estimates - I 
All the inequalities in this section are homogeneous in ft. So in the proofs we take 
fl = 1. The constant 51 is the constant that appears in the definition of monster; see 
Eq. (3.1). Some of the constants in this section and the following one depend on L. 
The main result of this section is the following theorem. 
Theorem 9.1. For R sufficiently large, depending on el, 
[CT(P)[ < cel/6 [DE(P; s 1 . . . .  , s,,_ 1) + SE(P)] . (9.1) 
We begin with an easy lemma. 
Lemma 9.2. There exist constants Ca, c z, and c a such that for any hunk M and 
h ~ ~¢g(M °), if we denote {x : h(x) 4: 0} by supp(h), then 
(a) I [ ; ( - C ( z ) ] < c l  f [ z - C ( z ) ] .  (9.2) 
supp(h) M 
(b) sup ~ [ • -  C(Z)] < Cz sup ~ [_Z- C(Z)] • (9.3) 
ACsupp(h) A A C M  A 
The sup's are over L-cubes A in supp(h) and M, 
(c) Isupp(h)l < c3 IMI 3/1. (9.4) 
Proof. Thanks to the enlargements of hunks carried out in Sect. 3, {x ¢ M : h(x) 
4= 0} is surrounded by M. In particular, along any ray from the center of A to a 
point p on OA, 
d(p, {x ~- M : h(x) 4: 0}) >_ d(p, M) + E.  
Parts (a) and (b) are easy consequences of this fact and the bounds 
aa e - ( R - I x l ) / l ~  . (9.5) ax e-~R-Ixl)/z~ < Z-- C(Z) < -ff
R 
Part  (c) is also immediate since the volume of a region can grow no faster than 
its surface area raised to the 3/2 power. [] 
The heart of the proof of Theorem 9.1 is the following technical lemma. 
Lemma 9.3. I f  R is sufficiently large, depending on e t, then for any hunk M and 
function h ~ )Fff ), which is not a monster, 
h2D~- C(Z)] < ce~/3jE(h). (9.6) 
A 
We postpone the proof of this lemma until after the proof of Theorem 9.1 
Proof of Theorem 9.1. We consider two cases. 
Case 1. There is a monster hunk. So m = 1 and 
Z 6h~(f) z > 51 [A1. (9.7) 
f 
This is case I of the sector definitions in Sect. 3.2. 
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Case 2. There is no monster. This is cases II and III of the sector definitions. 
In case 1, 
CT(P) = E(h, h~) = ~ h(h~ - 9"o) = h~ .[ h [ z -  C(Z)], 
A A 
where h=h, .  The sector n was defined so that 
1 _-<½. 
h [x -  C(Z)] 
I [z -  c(z)] 
A 
Hence 
ICT(P)[Nc[h"o]~D~-C(x)]=c {(h~)2~[z-C(z)]}  '/2 {~ [){-C001} 1/2 . 
Now Mx is all of A, so 
SE(P) = S h"o(h"o - 9~) = (h~) 2 S [Z - C(Z)]. 
A A 
By (9.5) and (9.7), 
C ! 
I [ Z -  C(Z)] ---- cR < ~ , ~  DE(P). 
So (9.9) implies 
c ¢ 
JCT(P)] <= ~ SE(P)~/2DE(P) 1/2 <= ~ [SE(P) + DE(P)]. 
1 
If R is large enough then ~ ~ ~/6. So this proves Case 1. 
Since DE(P; sl, . . . ,sm_0>=c L dE(hi), Case 2 reduces to showing that  
i = 1  
for i = 1, 2 . . . . .  m. By the Cauchy-Schwarz inequality, 
hi(h~o - 9~o) = ha sup!(h,)hi[x-C(z)] 
Ih~l {supp!M,)[Z-C(Z)]} '/2 {'[ h2[z -C(x ) ] } ' /2 "  
By part (a) of Lemma 9.2 and Lemma 9.3 this is 
"o~"o-~o,~ {JE(hi)} I/2 , 
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Proof of Lemma 9.3. For any two points x, y we can express h(x) -  h(y) as the sum 
of the jumps that h makes at each face f which intersects the line segment from x to 
y. We write this as 
h(x)-h(y)= ~, ~h(f), 
f e[x,r] 
and refer to the right-hand side as a "line integral." 
We use 1( ) to denote characteristic functions. For example, l ( f  ~ [x, y]) is 1 if 
f ~ [x, y], 0 if f $  [x, y]. This notation yields equations like 
dy E 3h(y) = E 3h(f)  S dy 1 ( f  ~ [x, y]).  
f e[x,y] f 
All sums over faces f will only be over f with 3 h ( f ) 4  0. Since h is not a 
monster, ~ 3 h ( f ) 2  <_ ellA I. So the total number of f with 6h(f)4-0 is =< celR 3. 
f 
We must replace the h2(x) in (9.6) by something like [h (x ) -  h(y)] 2 to use these 
line integrals, y will be a point in ~A. Since h e ~(o), the average of h over a large 
subset of aA is near zero. 
1 h . For S E 0A let A : N ! dy (y) (9.13) 
We use the sector definitions of Sect. 3.2 to choose S and to bound A. If M is an 
/-hunk, we let S=OA. Then A=0.  If M is a normal B-hunk we let 
S = {x ~ OA:h(x)=0}. Then A = 0 and ISI _->½10AI. If M is a jumbo B-hunk we let 
S = OA. Then by the sector definition for jumbos, IAI _-< re. So 
A2[Z - -  C(X)] ~ cR < c~ JE(h), (9.14) 
A /~ 
since JE(h)>=cR 2 for a jumbo hunk. Note that in all three cases ISI ~cR 2. 
1 1/3 For large R, ~ <e l  - So the preceding paragraph reduces the proof to 
bounding 
f [h -  AI2[Z - C(Z)]. 
A 
For x ~ A let p. be the projection with respect to the origin of x onto aA. Then it 
suffices to bound 
S dx[h(x) - h(p~)] 2 I X -  C(X)] (9.15) 
A 
and 
dx[h(p~) - A] 2 IX-  C(Z)] • (9.16) 
A 
In both expressions we will bound [Z-C(Z)]  by CR e-(R- L~I)/~, 
To bound (9.15) we use a line integral from x to p,. The number o f f  ~ [x, Px] is 
< c lx -  p:,[ = c ( R -  Ix[). So by Cauchy-Schwartz, 
[h(x)-h(px)l z= ~ 6h(f) 2 <c(R-Ixl)  E 6h(f) z. (9.17) 
f [ , P x ]  fe tx ,  Pxl 
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<c_ 
= R ~a dx(R-lx[)e-(R-Ixr)/q" Z ~Sh(f) 2 
f ~[x,p~l 
= Z 6h(f) 2 c I dx (R-  [xl)e -tR--IxD/'~ l ( f e  [x,p~]). (9.18) 
f t ~  a 
The function l ( f  e [x, p,,]) is the characteristic function of the shaded region in the 
figure. 
It easily follows that 
S dx(R - ]x]) e -  (R- I~1)/,; 1 ( f  e [x, p~]) =< c. 
A 
The factor of 1 in (9.18) is __<51/3 for large R, so this takes care of (9.15). 
Bounding the volume integral in (9.16) is easily reduced to bounding 
t 
I dxEh(x) - A] 2 . (9.19) 
aa 
For  the rest of the proof  all integrals will be over 0A or a subset of 0A. By (9.13), 
1 !dy[h(x)-h(y)] th(x)- A[ = N 
= c ~ -- h(y)] + 
< RfIIr-~,=t/ZR dy}h(x) Ir -xlI< 1/2R dy]h(x)-h(y)]], 
where we have used ISI~½1OAI>cR 2 and bounded the integral over S by the 
integral over all of 0A. So bounding (9.19) reduces to bounding 
and 
1~ ~ dx( ~ dyth(x)-h(y)I) 2 
N \ l y -  xl = t/2R 
(9.20) 
R_~ dx(\t,_ ~1/2R dyTh(x)-h(Y)I) e" (9,21) 
In (9.20) we will write h(x)-  h(y) as a line integral from x to y. If we did this in 
(9.21) the line could lie close to aA. This causes technical problems, so we will 
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bound (9.21) in terms of (9•20)• Let z ~ 0A with l z -x j  >~R. Using the triangle 
inequality and then averaging over these z, we obtain 
a 
lh(x) - h(y)J =< ~ -  ~> dz(jh(x) - h(z)l + Jh(z) - h(y)l), (9.22) 
l'k j z - x l =  3/2R 
where a is such that the area of {zeOA: l z -x l>3R}  is R2/a. 
Inequality (9.22) reduces bounding (9.21) to bounding 
1 ~> ~ dylh(x) - h(z)l) 2 (9.23) 
R 9  ~ dX(lz_xl=3/2 R dz lY -X[~I /2R 
and 
1 "D f dylh(z)-h(Y)I) 2 (9.24) R9 ~ dx (l=-xl=3/2R dz 
ly--xl < 1/2R 
In (9.23) we drop the constraint lY-xl < IR,  and do the integral over y. The result 
is (9.20). In (9.24) we note that Iz-x] >-~R and Ix-Yl < ½R imply [z-  y[ > ½R. Using 
this observation and then doing the integral over x, (9.24) is bounded by 
R--5-( ~ dz ty_=t>_~R~dylh(z)-h(Y)[) 2" 
Applying Cauchy-Schwartz to the integral over z, this is 
lY-z]> 1/2R 
which is (9.20). 
It remains to bound (9.20)• 
dylh(x) - h(y)l < 
Ir-xl>__ 1/2R 
Ih(z) -h(y)l) 21 dz 1, 
dy ~ [6h(f)l 
[Y-x l>l /2R  f~[x,y] 
[Y-xl 1/2R f~[x,y] 
• ~ Z 1) 1/2 
(Ir-xl>_ t/2R dy f ~tx, y] 
(9.25) 
by Cauchy-Schwartz. We will show that 
dy ~ l <cel/3R 3. 
] r -x  I > 1]2R f~[x,y] 
(9.26) 
Using (9.25) and (9.26), (9.20) is 
oi/3 
<_e ~ ~ dx I dy Z 6h(f) 2 
l y - x j >  1/2R f~[x,y] 
g)/3 
1 = c ~ - ~ 6 h ( f )  2 S dxSdy l ( f  e[x,y])  
f Jy-x[>=l/2R 
~_~ C~,I/3 ~ O h ( f )  2 , 
f 
(9.27) 
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provided 
dx ~ dy l(f  e rx, y])__< c R  2 . (9.28) 
lY-  x[ >= 1/ZR 
To prove (9.26) and (9.28) it is useful to first show that 
R 2 
S dy l ( f  e [x, y]) < c d(x, f)~" (9.29) 
lx-yl > 1/2R 
Without the constraint [x -y l>½R,  this integral would be the area of the 
projection with respect to x of f onto 8A. See figure. 
X ~'~Projection 
The constraint t x -  Yl >½R implies that for f such that (9.29) is not zero, the angles 
between the lines in the figure and QA are bounded away from zero. Inequality 
(9.29) now follows. 
To prove (9.26) we begin with 
2 l<ce l /3R+ Z 1. (9.30) 
f~[x,y] f~[x,y] 
d(f  ,x)>=el/3R 
The ce~/3R contributes cg~/3R 3 to (9.26). The second term in (9.30) contributes 
S dy E 1= E S d y l ( f e [ x , y ] )  
[y--x[ > - 1/2R f ~[x,y] f :d(x,f)>=~I/3R [y-x[ > - 1/2R 
d(f,  x) ~ e,l/3R 
R 2 
< ~, c 
- ::d(x,:)>_,l:3 R d (x , f )  2 
c~ Z <c'el/3R 3 " 
using (9.29) and the fact that the total number of f with ~h(f)+0 is ~c~1R3. 
Finally, we prove (9.28). It is symmetric in x and y, so at the expense of a factor 
of 2 we can assume d(x, f )  > d(y, f ) .  Since ]x-yl  >½R, this implies d(f, x) >¼R. 
Using (9.29), 
f dx I d y l ( f ~ [ x , y ] )  
d(x,f)>= 1/4R ly-xl->_ 1/2R 
R 2 
N ~ dx c d(x, f)2 ---- 16c'R 2 , 
d(x,f)>= 1/4R 
which proves (9.28). 
Remark. In this section, and the next, we ignore the second enlargement of hunks, 
as given in Subsect. 3.4. Its inclusion would not change the results or proofs, only 
complicate the notation. 
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10. Energy Estimates - II 
We begin by stating a very crude estimate. We leave the easy proof to the reader. 
Lemma 10.1. For any h ~ ~ o ) ,  
tlhtI ~ < cfllt2jE(h) . (10.1) 
The following theorem was used in Sect. 8 to control k~(i, ~l(i)). 
Theorem 10.2. Let e > O. Then there exists flo > 0 such that for fl < flo and any hunk 
M" and h" ~ ~ f f ) ,  
sup e ~JE~h)lE(h, h')l < cJE(h3 , (10.2) 
M : M n M '  =dp he  gfa(M°) 
where M is summed over all hunks disjoint from M'. 
We will reduce the proof of Theorem 10.2 to part (a) of the following theorem. 
Part  (a) was also used in Sect. 8 to control k2(i, ~/(i)). Part (b) was used to control 
k3(i, rl(i)) and k4(i, rl(i)). 
Theorem 10.3. Let M be any hunk, h ~ g/~o) and g = C(zh). Then 
(a) ~ Ig -  hi < c~l/2jE(h), (10.3) 
A 
(b) ~ Ig-hi  < cllhll ~ tsupp(h)[~(B, supp(h)), (10.4) 
B 
where ~ is defined as in Eq. (1.35). 
The bound in part (b) is very crude. If M is an annulus-like region and h :~ 0 in 
the region surrounded by M, then ~ Ig - hi will fall off as B moves away from M 
whether B is inside the region surrounded by M or outside it. But "~(B, supp(h)) 
only falls off for B outside this region. 
Proof of Theorem 10.2. Letting g '=  C(gh3, 
E(h, h3= ~ h ( h ' - g 3 =  ~ h ( h ' - g g .  (10.5) 
A supp(h) 
So 
IE(h,h')l~Iihll~ E $ th'-g' l ,  (10.6) 
A Csupp(h) A 
where A is summed over unit cubes in supp(h). Since supp(h) is surrounded by M, 
A C supp(h) implies d(A, M) < diam(M). So we can bound the sum over A C supp(h) 
by the sum over A with d(A, M)<diam(M) .  By Lemma 10.1, 
I[ h II o~ e-  e/2 JE(h) <~= 1 
for small enough ft. So 
IE(h,h)le -~/2JE(h)< Z ~ Ih '-g ' l .  (10.7) 
A :d(A ,M)<diam(M)  A 
In the other factor of e-"/2 J~(h), we use JE(h) > cfl- 1/21MI. The sup over h e ~ u  °) 
then becomes trivial, and the proof reduces to showing 
E e-"/2cl~/~lMI Y. .( lh '-g' l  <cJE(h') .  (10.8) 
M A : d(d, M)  < diarta(M) A 
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The left-hand side equals 
E ~ Ih'-g'l Z e-~/zc~ --~IMI (10.9) 
A A M : d ( A , M ) < d i a m ( M )  
For small enough fl the sum over M converges and is less than 1. So (10.9) is 
< 2 1 Ih'-,qq = ~ tg'-h'[, 
A A A 
which is bounded by part (a) of Theorem 10.3. [] 
Proof of Theorem 10.3. Both inequalities are homogeneous in fl, so we set fi = 1. 
Part (a). We begin with 
]h-gt  < t h -  hC(x)j + IhC(z)-gl .  (10.10) 
The first term contributes 
f Ih -  hC(;0l = I Ihl [ z -  C(z)]. 
A A 
We can bound this using Lemma 9.3 since Ihl > 1. 
The second term in (10.10) contributes 
]hC(z) - ff] = ~ dx h(x) ~ dyC(x, y) - ~ dyC(x, y)h(y) 
A A A A 
< .( dx ~ dyC(x, y)lh(x)-  h(y)l. (10.ti) 
A A 
Theorem 1.4 says 
where 
C(x, y) < c[ Cl(x, y) + C2(x, y)] ,  (10.12) 
Cl(x, y) = e-Ix-yl ,~,  
1 
C2(x, y) = e- ( R -  Ix[ + R - [y[)[l~ 1 + S 3 - ~ ' 
with s defined as in Theorem 1.4. So it suffices to bound (10.11) with C(x,y) 
replaced by Cl(x, y) and C2(x, y). 
In the integral containing Cl(x, y) we write h(x) -h(y)  as a line integral from x 
to y. Then the integral is 
< Z [3h(f)[ ~ dx S dye-lX-Yl';~l(f ~ [x ,y]) .  
f A A 
So it suffices to show 
S dx ~ dye-lx-yl/z~ l ( f  e [x, y]) < c. (10.13) 
A A 
At the expense of a factor of 2 we can add to (10.13) the constraint that d(f, y) 
<d(f ,  x). Consider 
dye-Ix- yl/~fil(f~ Ix, y]). (10.14) 
d ( f ,  y) < d ( f ,  x )  
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This is the integral of e-I~-Yl/zb over y in the shaded region 
f 
So (10.14) is <ce -a(~'I)/zZ', which proves (10.13). 
In the integral containing Cz(x, y), we use 
lh(x) - h(y)l < Ih(x) - h(p~)l + lh(p~) - h(pr)l + lh(py) - h(y)l, 
where Px is the projection (with respect to the origin) of x onto 8A. The contribution 
of the Ih(x)-h(px)] and [h(py)-h(y)l terms to the integral are bounded in 
essentially the same way that (9.15) was bounded in the proof  of Lemma 9.3. 
We are left with 
1 [. dx I dye -("-t~l+R-t't)/~g - - [ h ( p ~ ) - h ( , p , ) [ ,  (10.15) 
a A l + s  a-" 
which reduces to the surface integral 
1 
JA dx ~A dy 1 + s 3 -~ [h(x)- h(y)l. (10.16) 
We will use inequality (9.28) from the proof of Lemma 9.3. Since our integral does 
not have the constraint Ix-y] >½e, we cannot simply write h(x)-h(y) as a line 
integral from x to y. 
Instead we use 
Ih(x) - h(y)J __< [h(x) - h(z)l + ]h(z) - h(y)l, (10.17) 
where z e 8A. There is a c > 0 such that for any x, y ~ 8A, the area of {z e 8A : Ix - zl 
>½R and [y-zl>½R} is >R2/c. So we can average (10.17) over these z and 
conclude that (10.16) is 
1 
=< ~c [o dx (. dy~-~X=~:Elh(x)-h(z)l+lh(z)-h(Y)l]. 
, , ~ d z  Ix-4_> 1/zR ly-zt>= 1/2R (10.18) 
The two terms in (t0.18) are identical. In the first we use 
1 
.[ dy l + s 3-~ < c . 
Then we write h(x) -  h(z) as a line integral from x to z and conclude this term is 
c i dz (. dx l ( f  e Ix, y]) < c Z t6h(/)l < 2 16h(f)l ~ Ix-zl>__ 1/2R 
f $ 
by (9.28). 
Part (b). If Bnsupp(h):t:  ~b, then ~ ( B ,  supp(h))= 1, and the inequality is trivial. If 
Bnsupp(h)  = ~, then 
! [ 9 - h i =  ! [9 [=  !dx  ~dyC(x,y)h(y) 
<llh]looldx (. dyC(x,y), 
B supp(h) 
and the inequality follows. [] 
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11. Funct ional  Derivatives 
This section, the next section, and Appendices C, D, and E are all devoted to 
proving the following estimate. 
Theorem 11.1. Let ~, g)o > O. I f  ~ is sufficiently small and P M fl < flo, R > Ro, then 
e -~I-~I/z)D~-~sE ~d#~=21~I k(i'rt(i))eG 
< Z 2 m . . . Z  (m) ~I P'(i,q(i)) I-[ (nB!)3/2-~%~ ' (11.1) 
t2...tk i=2  BCP 
In this section we bound the functional derivatives and do the easy part of the 
functional integral estimate. The techniques of [7] could be used to bound the 
functional derivatives. Unfortunately, the resulting bound would contain (nB!)" 
with p > 3/2. Obtaining the above bound requires a few improvements in the usual 
techniques. We explain these improvements and leave most of the routine work to 
the reader. 
Proof of Theorem 11.1. Recall that d k = 1{i : t/(i)= k}t. So ~ dk = m -  1, and hence 
k 
( 2 -  dk) = m + 1. So if we can associate a factor of 62-ak with vertex k, then we will 
k 
have the desired factor of 6~. Note that for vertices with d k > 2 this procedure 
allows derivatives to contribute large factors (1/6o) rather than small ones. We take 
advantage of this fact in Appendix C. 
Depending on t, U(i, tl(i)) need not contain a derivative in Yi or Y,,). So there 
can be vertices k without any functional derivatives in Yk. A glance at the 
definitions of U(i, r/(/)) reveals this can happen only when Yk is a hunk. Since DE 
> cfl- 1 (number of hunks), we can write 
e -  (1 -o:l/2)Dg = e- - ( t  -cq)DE e-Oq/2DE, 
and use e-~X/2Dg to provide the factors of6~ - d~ for these hunks without derivatives. 
Now consider the hunks or atoms Yk that do contain derivatives. Recall that nn 
is the number of derivatives in B. Our bound will contain a factor Of6o a-"~ for each 
B with nB > 1. Since 
n~<=dk+ 1, (11.2) 
BCYk 
this gives the desired factor of ~o 2-~.  
We have reduced the proof to the following two lemmas. 
Lemma 11.2. There are constants 7 < 1 and c > 0 such that if ~o > 0 and P M  fl < to, 
R > Ro, then the following is true. Let P be a polymer. Let B 1 . . . .  , B,  be L-cubes in P 
with repetitions allowed. Let nB be the number of times B appears in B 1 . . . .  , B,. Let 
f ( x l , . . . ,  x,)  be a function on B 1 x . . .  x B,. Then 
G 
-<L3n[ - sup ¢lq-~/2sA~+2f~2 _ . , j  ~ v ,, ~ C~F~, (11.3) 
[_B, x . .  x B,, 
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where a is summed over some index set. 
F~= BIT[cp {]ABIK'am[L-a ~ b2(x)]I/2"+~)}. (11.4) 
AB and 6(x) are defined in the proof. K,(B) and I~(B) are nonnegative integers. 
For each a let 
f . =  I-[ [½Ko(B)+½1.(B)]!. (11.5) 
BCP 
Then the coefficients C~ are such that 
Z C,f,<=c" I'I 
a BCP:nB  > - 1 
[(riB !) 3/2 -~°a~ - " ] .  (11.6) 
Lemma 11.3. Let e>0  and let F,, f~ and 7 be as in the previous lemma. Then if' P M  
fi < flo, R > No, then 
d#eT/2 i a2+ 2 ~,I a~p_,=a,~ < f pO -=OOE +~SE . (11.7) 
Remark. When we use Lemma 11.1 in the proof of Theorem 11.2, the function 
f (xD. . . ,  x,) will be a product of functions that appear in k t, i.e., (gk-- hk) (X) and 
C(x, y). The resulting bound does not contain P as it is defined in Eq. (8.4). Instead, 
expressions like ~ [9 -h i  should be replaced by L a sup tg-hi  in (8.4). The proofs in 
C C 
Sects. 8-10 all work for this modified k ~. 
Proof of Lemma 11.2. We have 
e(~ =- l I  eGB 
BCP 
with Gn defined in the obvious way. Thus it suffices to prove the lemma with P 
replaced by an L-cube B. For the remainder of the proof we denote G~ and n~ by G 
and n. 
Recall that e a is e a(o+(g-h)(~)). Let 
~ = ~ + ( 9 - h ) ( s ) .  (11.8) 
So e°=  e G(e'). We introduce average and fluctuation fields in the usual way. 
A = L- 3 I Os(x)dx, 6(x) = c~s(x ) - A.  
B 
(11.9) 
The function e G is defined implicitly by Eq. (2.10). We find 
ea(°~)=exp[i ! O,u-l~p-- ~ (~+e~+ ~ _ e - ~ - 2 i )  
+ ! (zT+ e~+'t~*/~¢'S + ~_e-~-ia*/~4,,,_2z")] 
(11.10) 
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with z = fl- 1/22r~. Let 
G~ = 2el (cosBX/~- 1 + ½ ~ ) +  2eS Re[(e ~/~A- 1) (e ~ / ~ -  ifl~/26-1)], 
B B 
G~ = e S [(e~- ~°-  l) (e ~ p ~ -  i~i/~(~- l) 
B 
+(e  -- (g- ~'°)- 1) (e-i~'/2O~+ iflq)s- 1)]. (11.11) 
We leave it to the reader to check that e G = r(A)e G1 +~2. We have used Eq. (1.20) to 
rewrite the iS ~b~u-l~p term in G. 
B 
Derivatives of r(A) are dealt with in Appendix C. 
Derivatives of e m are bounded by the usual techniques. Such derivatives 
provide small factors since ill~2 is small. These derivatives can also introduce 
factors of fields 6(x) or A. We leave it to the reader to check that any order 
derivative of G1 contributes at most two factors of fields. When n derivatives act on 
e ~1, the number of terms grows like n! Each term contains at most 2n factors of 
fields. So a crude bound on ~2 Caf. contains (n !)2. To obtain a bound that only 
G 
contains n! we use Lemma 11.4 below. 
In G2 derivatives of ~(e +- ip~/2¢,~_T - ifll/z~b s -  1) do not necessarily give us a small 
factor. However, by Theorem 1.t, 
c 
[e±(~-mo)- 11 < ~ ,  
1 
so the ~ provides the needed smallness. As with G~ we also use Lemma 11.4. 
Besides bounding derivatives of G x and G: we must also bound the factors e ~' 
and e a2. Easy estimates give 
eG1 < e312(2~)B f ~z, (11.12) 
ea2 < ,,~/R s 4s~ < o2 ~m s (02 + A 2) (1 t. 13) 
c 
By Lemma C.t, DNr(A) contributes a factor of e~/2, sa2. Since ~ is small, we can 
bound the product of these three factors by 
eY/2IA2+25 6 2 
B B , 
if we increase V slightly. E2 
Lemma 11.4. Let D1,..., D, denote functional derivatives, and F a Junction of the 
fields, then 
D 1 D 2 . . . D n e  F = "Y~ Fa ev , ( 11 .14 )  
a 
where F~ is a product of derivatives of  F. More precisely, for each a there is an 
Surface Effects in Debye Screening 405 
integer K a and K,  disjoint subsets I i of  { 1, 2 . . . .  , n} with 0 ~ I i = { 1,2,. . . ,  n} such that 
i = 1  
K,, 
and 
Z K . ! N n ! 2 " .  (11.15) 
a 
Proof. Easy induction. [] 
Remark. Equation (11.14) is trivial. The important part of the lemma is the bound 
(11.15). If some of the D1, . . . ,D, are equal then some of the Fa will be equal. 
Nonetheless, we do not combine these terms in (11.14). So Fa does not contain any 
"counting factors" of 2 or 3 or .. . .  
Proof of Lemma 11.3. Choose a positive integer q which is large enough that 
i 
p~ < 1, where 1 + _ = 1 and 7' is as in Lemma 11.2. By Holder's inequality it suffices 
P q 
to bound 
(J d#e ,~/2~PA2+p2IPo2) l i p  and (jdl~F~) 1/~. 
The first expression is bounded in Theorem 12.1. 
In the second expression we bound A's and fi's in terms offf's and ( g -  h)'s. Then 
we use Lemma 11.5 below and bounds like 
[ ! ( g - h ) 2 1 K < = K , ( 1 ) r e ~ ' ° - h ' : .  
By results in Sect. 12, j ( g - h ) 2 < c D E .  The lemma follows by choosing 0q and e 
v 
sufficiently small. [] 
Lemma 11.5. Let C(x,y) be a covariance which is integrable in the sense that 
Y]sup ]C(x,y)J<=c o Vx, (11.16) 
B y e B  
where B is summed over L-cubes. Let x l , . . . ,  x~ be points in different L-cubes. Let 
ml . . . .  , m z be positive integers. Then 
l l 
Id#  I-I ~(x~) 2m'< I-I [c(4co)"'m~!], (11.17) 
i = 1  i = 1  
where c is a universal constant. 
Remarks. 1. If the power of 2mi is replaced by mi, then this result is standard. 
2. Lemma 11.5 is not essential. By taking advantage of the fact that derivatives 
need only provide small factors for n~ = 1 and 2, one can bound the derivatives in 
such a way that the standard result alluded to in Remark 1 is sufficient. 
3. The constant Co will of course depend on L. 
4. In cases where the covariance is not bounded for coincident arguments, one 
may derive similar results for smeared fields. 
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Proof. For any y > 0, y" ~ rn! c'% y/c. So 
~b(xi)2m, < mi !(4Co).,, e 1/<4co)~0~<x~). 
Thus it suffices to prove 
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' 'e PI4+o  
We use the identity 
f l 0  1 1 ~ dk i I 2 ,  ] f ~  0 ,~b(,)] = - -  exp - ± k ? +  --1-=,k. x. exp ~bZ(x~) ~ / ~  -o~ 
in the left-hand side of (11.18). Then we can compute the integral with respect to d/~. 
We find that the left-hand side of (11.18) is 
I-I 1 ~ dki exp -½__Z ki z+ 4Co i.j=l 
i = 1  - o 0  
A well-known consequence of the Cauchy Schwartz inequality is that 
i,~lk~kjC(xi, x j ) < ( i = ~ k { ) s u p ~ l C ( x j ,  x,,)t. 
N I-I dk i exp --¼ k = c z . D 
i = l  - o ~  i 
So (11.19) is 
12. The Vacuum Energy 
This section studies the problem treated in Sect. 9.6 of [7] in the present context. 
This is the non-trivial aspect of the functional integration estimates. We follow 
many of the ideas of and some of the notation of [-7]; but new and interesting 
problems also arise. In particular the mathematical machinery of Appendices D 
and E is necessary; in this connection one needs the second enlargement of hunks 
as carried out in Subsect. 3.4. 
For a given polymer P we study 
I d#se "'B , (12.1) 
with 
B=½~ (~b+g-h)2+ 2~ ~2, (12.2) 
7 
the integrals over the region of the polymer. 
1 
Theorem 12.1. Given py < ~ ,  if L/rD and fl are sufficiently small, and E/~  and R are 
sufficiently large, then 
(~ d#seP~'B) lip ~ e clel e~% ~se , (12.3) 
Surface Effects in Debye Screening 407 
where g) < 1 and e may be picked arbitrarily small by picking R large. 
This section is devoted to the proof of this theorem. We find it convenient to 
temporarily consider g - h  in the polymer in the case when all interpolation 
parameters equal 1, 
g-h=g"o-h"o + E (gl-hl), (12.4) 
i e P  
where 
gi = C(h3. (12.5) 
For each hunk M~ in P, let g* be as in Subsect. E.2. We define 
h*=C lg*. (12.6) 
We also define 
~,=g~-g*, ~=h~-h* ,  (12.7) 
g - /~=  2 (O~-/~). (12.8) 
i 
It is important to note that/h and (g* -h*)  are supported in M~. We also trivially 
have 
~= C(ff). (12.9) 
We may write Eq. (12.4) as 
g - h = ~ - f f  +g"o-h"o + Y . (g* -h* )=O- f f  +e.  (12.10) 
i 
We now no longer restrict ourselves to the situation when all interpolation 
parameters equal 1. Equation (12.10) becomes 
g - h = ( g - h ) ( s ) = ( O - f f ) ( s ) + e ,  (12.11) 
where 
if(s) = if(O), ~(s) = C(s) (/~, (12.12) 
and e in unchanged. Our purpose in introducing the function g* is to yield (12.12). 
(It is only hunks M~, for which hu, ~ 0  outside M~, that have thus caused us 
difficulties.) 
In (12.1) we make the substitution ~ + ~ - 0  and arrive at 
(12.1) = eg5 d#se- 1/2 As (~ '2  _ 24"~)ePrB ' (12.13) 
where 
/~=½~ (ffff- ~ff), (12.14) 
and in B the indicated substitution is understood. It is enough to estimate (12.13) 
with the measure d#s replaced by d#i by the argument of (9.67) of [-7]. We define 
(h, h) =½5 [hh-hCh],  (12.15) 
for any function h, where C is the covariance (associated to d#s) including 
interpolation. So/~= (/~, if). 
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Lemma 12.2. For each ~ > O, one has 
[E-- ff, I <eE + ( l + l )  (h*, h*) , (12.16) 
(h*, h*> = Z (h*, h*>. (12.17) 
i 
Lemma 12.3. For each ~ > O, E, L, one has for fl sufficiently small 
(h*, h*> <= gJEi. (12.18) 
Proof of Lemmas 12.2 and 12.3. Equation (12.17) follows from the fact that 9* - h* 
is supported in Mi, and (12.6) and (12.15). Inequality (12.18) follows from (E.6), 
(E.9), and (12.6). To show (12.16), we realize the covariance (associated to d#s) as the 
convex sum of (9.65), (9.66), of [-7], 
C=C(s)= Z2~Ci, 21 = 2i(s), (12.19) 
C~= Z. z~jC)~j. (12.20) 
We write k ~ ij if Mk is contained in the support of )~j. We let 
/~j= ~2 h~ (12.21) 
keij 
and define (h, h>o as (h, h> defined with C as the uninterpolated covariance. We 
h a v e  
E =  2 2 , 2  (/~ij,/z,j>o, (12.22) 
i j 
(h*, h*> = Y. 2 i Z </~j, hij>o, (12.23) 
i j 
/~= (~,/7) = ~ 2i~(<, , /~ , )o .  (12.24) 
Equation (12.16) follows from (12.7) and (12.22)-(12.24) using 
g 
I(a, b)ol_- < l ( a , a > o +  ~(b,b)o,  (12.25) 
the ultra-useful ultra-trivial form of Schwartz's inequality. 
We now return to our study of (12.13). We need only consider the following 
objects 
d/~ e - 1 /21  z ,~t~ "2 - 2 ~bh ~] e p rB , j ,  ( 1 2 . 2 6 )  
where Bij is B with the integrals restricted to the support of Z~. We change the 
gaussian measure similar to in (9.629)-(9.631) of [-7], 
(12.26) = NoJ [. d#oe- 1/2Iz'A4)-g)ZePrn'J(4)-g+e), (12.27) 
where 
1~. NoJ < e clel • (12.28) 
2 
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Using the idea of (12.25) again, 
g 2 1 2  
xy<__ + , 
one gets 
(12.27) < Not ) ~ d/~o e - 1/2 s z,st(~- f,)~ - ye're- ~)~- ¢(~4,)q 
. e ~ s x,s[~ ~ + ( - ag+ ~)q, (12.29) 
yp '<  1. (12.30) 
The functional integral in (12.29) is controlled exactly as in [-7]. The following 
lemmas complete the proof of Theorem 12.1: 
Lemma 12.4. For each e>0 ,  one has for R sufficiently large 
I n n 2 (9o - ho) < eSEi. (12.31) 
M~ 
Lemma 12.5. With the same conditions as Lemma 12.3 
(g* - h * )  2 < e(Je),  . (12.32) 
Lemma 12.6. With the same conditions as Lemma 12.3 
I (ah*) 2 < e(JE),.  (12.33) 
Lemma 12.4 follows easily from properties of 9~. Lemmas 12.5 and 12.6 are 
proved as Lemma 12.3. In fact Lemma 12.5 is an immediate consequence of 
Lemma 12.3, from the identity that if 
9 = C(h), 
then 
( h h - g h )  = ~ o(C - ~ - 1)0+~ ( g - h )  2. 
Append ix  A. The  C o m p l e x  Trans la t ion  ip 
The results in Subsects. A.1 and A.2 are for R sufficiently large. 
A.1. The Linearized Solution 
We write Eq. (1.20) for ~=f l l /2~ ,  
+ 1 2 1 , - _ - 
( D  4 ~ D  ) ~ + ~ ( f l z + e ~ - f i z _ e  ~);~=0. (A.I) 
For r > R, tp will be of the form 
R "~ R'"X~ ) (~o + A) R + B  o-e -~ - ,it D, (A.2) 
r ?" 
for some constants A and B. For r < R  we linearize about  ~P=~o, 
~ = ~ o + ~ 1 ,  (a.3) 
1 2 ~ 1 1 ~ 
(D4 + ~-ffi2~D ) /p l  + ~ ~-/p 1 = 0 , (A.4) 
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Thus for r < R the solution of the linearized equation (which we still now call ~) is 
of the form 
,7,o+C R sinh(r/I1) R sinh(r/I2) 
r sinh(R/l 0 + D -  , (A.5) r sinh(R/12) 
for constants C and D, 1~ and Iz are solutions of 
1 1 1 1 1 
l- ~ -- 2z12 l~ + 221----~D ~o = 0 ,  (A.6) 
with 
11 ~ ID, 12 --~ 21D, (A.7) 
for our choice of parameters. A, B, C, D are determined uniquely by matching 
value and first three derivatives ar r = R. It is easy to show that 
IAI + IBI + ICI + ID[ <c/R.  (A.8) 
Thus we expect the linearized solution to be a better approximation to the true 
the larger R is ( ~ -  v~o goes to zero for r < R as R ~ ~) .  This reflects the physical fact 
that the surface charge density goes to zero with increasing R. 
If we set Q(r)= r~(r) and write the linearized form of Eq. (A.1) for q(r), we get 
~r, e 2Zlg ~Tr2 Q + X. . (Q- -&)=0 ,  (A.9) 
with Qo = rtPo- Integrating this equation from 0 to oe we get 
d3e + 1 drd~=o+ 1 R 
- dra ~=o 2--~DD ~'~ oV'v of r ( ~ - f o ) a r = O ,  (A.IO) 
o r  
R 
f r(~--~o)dr--, - l ~ o ,  (A.I 1) 
0 
as R goes to oe. Thus we find from (A. 11) that the linearized solution ~ satisfies the 
linearized form of Eq. (1.31). Outside this subsection we refer to the linearized 
solution we have just found as ~p~. 
A.2. The Full Equation, Large R Situation 
We write the linearized solution we have found in Sect. A. 1 as tpL 
~L = (~)lz r> R (A.12) 
~o+~piL  r < R .  
We seek a solution for (A.1) of the form 
qT=qTL+$. (A.13) 
The equation for q~ is 
/ - -  " 1  1 
(sxnh( IL + & -  ( IL + $))Z = O, 
(A.14) 
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o r  
0~ = - ~ C * I  [(sinh (~1L ÷ ~) -- (W1Z ÷ q~)))~] . (A. 15) 
Noting that we may view this as an equation for q~on r < R only, we put a norm on 
the functions ~ on l-0, R], 
I~l'= sup l~(r)e(~-2~)(R-')/~"l. (A.16) 
0<r<R 
Using Theorem 1.4 for estimates on C, and the results of the last subsection, it is 
straightforward to show a (unique) solution of (A.15) exists, of finite I I' norm 
(bounded uniformly in R) by the contraction mapping principle. The result 
R ~ ' - - - - ~  0 
is also easy in the contraction mapping setting. These facts establish Theorems 1.1 
and 1.3. 
A.3. General Existence and Uniqueness Results (This subsection is due to J. Rauch) 
Very general existence and uniqueness results for instantons are herein derived. 
The volume A need not be a ball, but may be an arbitrary bounded set. In addition 
a more general form of p.d.e, is considered; that may be important to the extension 
of the present treatment to include other types of short range forces and charge 
species. 
We are given F ~ C°~(IR) satisfying 
F " > a > 0 ,  (A.17) 
and define 
We also have ao, al e L~(IR 3) with 
U = f  . (A.18) 
ag>0,  i=0 ,  1, (A.19) 
ao > 0 on an open set, and having compact support. For ~p ~ C;°(N 3) (the present 
discussion applies to dimensions < 3 as well) we define 
1] W It ~ = ½ S [IA W[ 2 ÷ as(x) 117~12 ÷ ao(x)~pz]. (a.20) 
We let H be the completion of C~ in this norm. Notice we have 
H z C H C H2oc C C(]R3). (A.21) 
Since the ~p in H are all continuous, J(to) defined as 
J(q~) = ½ S[IA ~pl 2 ÷ a, [V~p[ 2 + 2aoV0p)], (A.22) 
makes sense as a clearly continuous map from H to N.. 
Theorem A.1. J has a unique minimum in H. The minimum is a solution of the 
differential equation 
A alp - 17(al V~p) ÷ aofOP) = 0. (A.23) 
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We first prove that J is strictly convex which implies the uniqueness assertion. 
We define 
Jz(IP) = S aoF(~P), (A.24) 
J0P) = i l  + i2 .  (A.25) 
As both Jx and Jz are convex, if 
J (lP 1 2q--lPz ) =½(J(/p,) + J(lp2)) , (A.26) 
then 
J i (~12 tP2)  =½(J~(tpO+ JiOp2)) , i = 1 , 2 .  (A.27) 
Since F is strictly convex, (A.27) for i=  2 implies 
ao0pl- to2)  = 0  a.e.. (A.28) 
Equations (A.26) and (A.28) together imply 
f [IA0P 1 - ~P2)I 2 + al IV(w1 - wz)l 2] = 0, 
or 
(A.29) 
fliP1 -IP2II//=0 ~ ~1 =1/)2- (A.30) 
To prove existence we prove that J is coercive and lower semicontinuous. Note  
that from 
1 
F(s) = F(O) + U(O)s + s 2 ~ (1 - O)F"( Os)dO 
0 
~S  2 
>- + U(O)s + F(O) , 
- 2 
J0P) > rain{l, a}. IIPlI~ + F'(0) ~ ao~P + F(0) I ao 
~cxll~l[2-c211~llH-c3, c1>0  
we see that 
> Clll%oll~-c 4 
= 2 
This is the desired coerciveness. 
If ~p,~tp weakly in H, then ~,,~tp uniformly on compacts, so 
J2(lpn)--r J2(tP). 
The lower semicontinuity of the norm in H then yields 
J10P) < limJ10P,) • 
Thus J = J1 + J2 is weakly lower semicontinuous. 
Let 
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By (A.34) 
i >  --c4 > -- ~ .  (A.38) 
Choose lpn e H so that J(~0n) "~ i. By (A.34) the ~pn are bounded in H. Passing to a 
subsequence we may suppose ~pn~p weakly in H. Weak lower semicontinuity and 
(A.37) yield J(~0) = i, and the existence of a minimum is established. 
The differential equation is the Euler equation expressing the fact that 
d 
J0P + t~) = 0 for any ~b. 
We do not here explore the fall off properties at infinity of ~p. 
Appendix B. Estimates for C(x, y), Co(x, y) 
Lemma B.1. Suppose x 2 -  ax + b = 0 has two distinct positive roots, and suppose 
O<=b~(x)<=bE(x)<b, x e R  3, (a.1) 
then pointwise 
0 =< (D 4 + aD 2 + b2(x))-t = (D 4 + aD 2 + b l ( x ) ) - l .  (B.2) 
Proof. Expand 
(D4 +aD2 +bi) - 1 =(D4 +aD2 + b _ ( b _ b i ) ) -  1 =(D4 +aD 2 + b ) -  ~ 
+(D4+aD2+b)  - ~(b-bi)  (D4+aD2+b)  - I  + . . . .  (B.3) 
The lemma now follows since (D4+ aD2+ b)-1 has a positive kernel. (It is easy to 
show the convergence of (B.3).) 
Corollary B.2. 
0 < C(x,y)  <= Co(x, y). (B.4) 
We assume parameters satisfying conditions of Lemma B.1. We proceed to 
study C o. We expand Co(x, y) with x, y ~ A. We write 22/2C 0 = (D 4 + aD 2 + bg)- 1 
with a, b satisfying conditions of Lemma B.1, and in addition let L~ a = D4+ aD 2, 
and g~=(1-Z),  
22/2Co = ( ~  + b ) - I  + ( ~  + b)-  tbxC(~ + b)-  ~ . . . .  (B.5) 
The first two terms we have explicitly exhibited in (B.5) can clearly be absorbed 
into the first expression in the Max of (1.34). We must look at the remaining terms 
in (B.5). We write the sum of the remaining terms in (B.5) as R. 
R = ( ~  + b)-  'xC[b(~ + b) - ~ + b ( ~  + b) - 
. zCb(~ + b)-  1 +...]zCb(Lp + b ) - l .  (B.6) 
Notice we need the integral kernel in brackets only for arguments in A c. We let K 
be the expression in brackets, and k = b(L~ a + b ) - i  We define *" as 
(r *'s) (x, y ) -  f d z r ( x - z ) s ( z - y ) .  (B.7) 
A e 
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Then we have 
K = k + k * ' k + k * ' k * ' k +  .. . .  
We note the following properties for k: 
(B.8) 
PI) k(x, y) = k ( l x -  Yl) , (B.9) 
P2) k(x, y) >= O, (B.10) 
P3) I dxk(x, y) = 1, (B.11) 
P4) k(x,y)<=ce-~l~ yl some ~ > 0 .  (B.12) 
\ 
We believe (B. 8) and P 1 )-~ P4) are sufficient to derive the estimate for K we need (at 
the end of this section we state our conjecture), but we only know a procedure 
using detailed properties of k. We have by assumption 
D 4 + aD z + b = (D 2 + cl) (D 2 + c2) , (B.13) 
0 < c l  <c2.  (B.14) 
(Usually we will want c 1 > 0.) We first state two results about "infinite barriers" 
outside a nice domain 5 :CR 3. 
Lemma B.3. 
(D4+aO2+b+czs:c) -1 c_++ ~ (D4+aDZ+b); ~ , (B.15) 
where the subscript 1 indicates the closure of the differential operator restricted to 
fimctions vanishing with their normal derivatives on ~,Y, i.e. { f  t f = G f  = 0 on ~9~}. 
The limit in (B.15) is strong. 
Lemma B.4. Noting 
(D4+aD2+b)-I  = ( c 2 - c ~ ) - l [ ( D 2 + c j ) - l - ( D 2 + e 2 ) - a  ] , (B.16) 
(cz - - q ) -  1 [(D2 + c t  +ezs:o)- 1 _(D2+c2  + CZs~)- 1] c_~+ r 
• (c2 - ca)- 1 [(D 2 + ct)ff 1 __ (D 2 _~ c2 )0  2] = (D 4 + aD 2 + b) ° 1 (B. 17) 
where the subscript 0 indicates the closure of the differential operator restricted to 
functions vanishing with D 2 times themselves on 05:, i.e. { f i r  = D2f = 0 on 05°}. 
The limit in (B.17) is uniform. 
The two domains in these two lemmas determine two different self adjoint 
extensions of the formal differential operator. We are indebted to Rauch for 
information on these results. We will not give a proof here. Lemma B.3 will not be 
used. We let 5 :c be a ball of radius R', R ' <  R centered about the origin; and )( its 
characteristic function. We define 
ka=b(c2 -c l ) - l [ (D2+c l  + d z ' ) - l - ( D Z + c z + d z O - a ] ,  (B.18) 
Ak=k-k ,~ .  (B.19) 
We now write K as 
K = K d + A k + K  d * 'Ak+Ak  * 'K + K~ *'Ak * 'K,  (B.20) 
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where K a is K with k replaced by k d. 
We let K} be Kd with *' replaced by a similar integration over ~ instead of A c. 
We have 
0 < K d < K~. (B.21) 
Taking the limit d--* + oo 
lim K ~ = b ( ~ ) o  l=b . - .1  [ ( D 2 ) o l ( D 2 + a ) o ~  ] , (B.22) 
=b" 1 (D2)o I (B.23) 
a 
So in the limit d ~  + o% 
Kd < c(D2)o I .  (B.24) 
The remaining terms on the right-hand side of (B.20) are estimated using the 
smallness of Ak,  
0 < Ak  < c(D 2 q- cl)-  ldz'(D2 + c 1 + d z 3 -  a (B.25) 
In the limit d ~ c c  we may estimate d k  by random walk techniques, or by the 
maximum principle 
Ak(x ,y)<ce-~l~-r le -~lR-a ' [e-~( lx f -R)e  -~(Irl-R) for some ~ > 0 .  (B.26) 
In (B.26) we assume cl > 0, and ~ is a fraction of ct. We let GR, = (D2)o ~ (computed 
for a given value of R3. In fact we will estimate K simply as 
0 < g < cG R , + c e ~lg- R't(Ixt_ R ' +  1) (]y]- R ' +  1). (B.27) 
We have used the easy estimates 1KI, IKal < c. We have also used properties of Ga, 
to derive (B.27), in particular to control the last term in (B.20). We need properties 
of GR, to use after inserting (B.27) back into (B.6). The following lemma serves our 
purposes: 
Lemma B.5. With txl, lYl > R and s as described after Eq. (1.33), 
GR, may be constructed explicitly using a single image charge in a familiar 
manner. The term in 1/s is immediate, as the distance between y and x, and y and 
the image of x, are both greater than a constant times s. The term in 1/s 3 may be 
derived in noticing that GR, is zero when either Ixl = e '  or lyl = R'. One integrates 
along a ray from Ixl = R' to Ixl = Ixl the radial derivative of GR, in the variable x, and 
similarly integrates the radial derivative of GR, in the variable y. The double 
derivatives of l x - y l  -~ and Ix ' -y l  -~ ( e ' ~  (x' the image charge position) are 
c \ l x l /  
bounded by ~ .  
Letting R' be a function of s, 
e_~(R_R,),,~ C (B.29) 
S3I_I ' 
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and using (B.28), (B.27), and (B.6), derivation of Theorem 1.4 is straightforward. We 
are not very pleased with our proof of Theorem 1.4 on two accounts. 
1) We feel a proof should use only (B.9)~(B.12) to derive properties of K. 
2) We have derived a 1/s 3-~ law instead of 1Is 3 law we feel is correct. This line 
of proof would yield a 1Is 3-~ law for a plane surface boundary also. 
It is likely that viewing (B.20) as an integral equation for K, and solving this 
integral equation by iteration, would with a little care yield a proof of the 1Is 3 law. 
We will not pursue this direction. 
Conjecture. (B.8)~(B.12)imply that 
O<_K <__~GR, , 
where R' = R -  1, and 6 is independent of R. [6 may depend only on the variables 
arid c in (B.12).] 
This conjecture is for A a ball of radius R. Similar conjectures may be made for 
a large class of other shapes. 
Appendix C. Derivatives of r(A) 
This appendix gives a stronger form of some of the results in Sect. 9.5 of [7]. In 
particular we prove the following lemma: 
Lemma C.1. There exists eo > 0 such that jbr 0 < ~ < eo there exists 6 > O, 7 < 1/.[2, 
and c, c'> 0 (all four depending on e) such that 
IDNr(A)Ifl~(N- 1) e..-La~,'/~A2 ~ c, cN fl2ee(3/2 -J)N logN . 
AS in [7] we write (with ro = 1) 
I .  II 
r(x + iy) = III .  IV'  
I = exp[L32~(cosfll/2x- 1)], 
II = exp{L3~[eiali2x(e- ~112y _ 1) + e i#~12X(e#~tzY - 1)]}, 
III = exp[½L3y2], 
I V = ~ e x p [ - ~ - { ( x - n z ) Z + 2 i y ( x - - n z ) }  1 . 
We split up II as 
II =(IIa)+(IIb) ,  
IIa = exp [L3~{(e ~a~/2x- 1)(e-a~/~r- I )+ (e-ial/2x_ l)(eai/~r_ 1)}], 
l ib = exp[L32~(coshfla/Zy- 1)]. 
We note the following: 
IIIal = exp[L32~(cos[p/2x- 1) (coshfll/2y- 1)] < 1, 
IIb =exp[L32~(cosh f l l /Zy_ l_ f l  y2) ] 
III 




for some cl > 0. (lfll/Zyl will never exceed 1.) 
For  N =  1, 2, the lemma follows from Lemma 9.7 of [7]. For  N >  3 and 
[AI <¢/- 1/6 the lemma also follows from the proof of Lemma 9.7 of [7]. (See the 
statement after Eq. (9.57) of [7].) So we need only consider the situation for 
N > 3  and [Zl>-f1-1/6. We break this up into two cases. 
Case 1. /~-1/6< IAI =</~-~/2+~. ~ is a small positive constant which will be fixed 
later. Consider the region 
Ix[ < 2~ - ~/2 +~, [y l< l .  
IIb 
In this region ~ is bounded, as 
2~f12y 4 < [3- 
The n = 0 term dominates in IV so we have 
IIv <coexp[2L3z(cosfll/2x-- l + ~ xZ)l  
I- B3/2 
<eoexpLL3'~-lx[31 
<coexp L3~-x 2 . 
We use a contour centered at A with radius 1. Then x2<_ (2A) 2, so the above is 
< co exp[L2~A2].  
Thus 
IDNr(A)I < c" exp[L34 fl~A2]g !c N . 
For small t~ _4a,/± v, 3v ---2, so the lemma follows since fl~N-1)<fl2~ for N > 3 .  
Case 2. fl-1/2 +, < IAI <[3-1/z~. Consider the region 
½13-1/z+=<txl<2~-~/2=, lYl<g/lxl, 
where g is picked small enough so that the two largest terms in the sum in IV are 
within ~/2 in phase. 
IIb 
As before, IIIal and : l~  are bounded and 
We now use the following easily proven estimate: 
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Sublemma. There exists a 7'< 1 such that 
COSX-- lq -½X2~y '½X 2 for [xl<~. 
By this sublemma 
i~_-__ Co exp[½L37'x2], 
gfll/2 
SO a contour of radius ~ centered at A yields 
IDNr(A)[<c'cNfl-1/ZNN'exp[½L37'(A + ~-~ j j . 
Pick 7 such that 7 '< 7 < 1. Then we have 
iDUr( A ) lfl~tN- 1) e- C 3r, /2 a2 fl- 2~ < c'N ! fl- 1/ 2u fl~u fl- 3~ e- L 3,a- l + 2,c u ' 
with a > 0. 
Maximizing this as a function of fl we find it is 
1 1 
Given e we may choose e small enough to yield the lemma. 
Appendix D. Some Theorems (From Geometric Measure Theory) 
To determine the choice of hunks, appropriate for yielding satisfactory estimation 
of the functional integration, we have used the mathematical techniques of this 
Appendix. We found and proved the theorems herein, only later discovering the 
results (and presumably also the flavor of proofs) are known in the general context 
of geometric measure theory. We are indebted to F. Almgren for a discussion 
of this material. Since we need more than the theorems, also details of their 
constructive proof, we shall give in addition to the theorems, constructions 
yielding their solution. Complete verification that the constructions work is 
not presented, but the interested reader may fill in the details. 
Theorem D.1. There is a c (depending only on the dimension d), such that for any 
f ( x )  on Nd satisfying 
IVfl < ~ ,  (D.1) 
and any M > O, there is a g(x)=g~.y(x)  such that 
a) IVgl < M,  (D.2) 
C , 
b) g = f  offa set of measure < ~ j  IV f [ .  (D.3) 
Theorem D.2. Let B be the ball of radius R centered at the origin in N a. There is a c 
(depending only on d) such that for any f on B satisfying 
tVfl < Go (D.4) 
B 
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and any M>O,  there is a g=gM,¢ such that 
a) Ivgl < M,  (D.5) 
b) 9 = f  off ase t  of measure < M [ !  IVft+ jBlfl] _ (D.6) 
c) 9 = 0  on 8B. (D.7) 
In Theorems D.1 and D.2 g is a function whose weak derivative is an ordinary 
function, pointwise bounded as in (D.2) and (D.5). f is a function whose weak 
derivative is a measure. In our application f will be h, a piecewisc constant 
function; and thus V f  will be a (g-function) measure supported on the discontinu- 
ity set ofh. If we set f = 0  outside the ball B in Theorem D.2, we note that we may 
interpret the expression in brackets in (D.6) as 
IVfl+ f Ifl= f IVfl, (D.8) 
B 8B R d 
(the weak derivative being interpreted in R d, rather than in the interior of B). 
Another useful observation is that it is sufficient to prove the two theorems with 
M = 1, a simple scaling argument yields the general result. 
We introduce a number of functions useful in constructing the g's of the two 





1/2 al~ 1 txl 
a) 6(x) = 6(]xl) 
b) 6 e C  ~ 
c) I6=1 
(D.9) 
d) 6 > 0  
e) 6=0 ,  Ix1>3/4 
f) 6 = c > 0 ,  ix l< l /2 ,  
1 1 
6~(x) = 2~a 6 ( ~ ; x ) ,  (D.IO) 








a) Ur(x) = H~(Ixt) 
b) H~(x)=2 ~, lxt_-<2 ~+1 
(D.12) 
c) Hr(x)=0,  tx l>3 .2  ~ 
d) g~(x)=3.2~- lx l ,  2¢+t<lx i<3-2r .  
1 
We let xr~, as s varies, be a cubical lattice of points in IR a, with edge size 2 r . -  
10d 
6r~(x): 6~(x) = 6~(x-  x~) (D.13) 
H,~(x): H~,(x) = Hr(x - xr~) (D. 14) 
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We let e > 0 be a small number. We say rs is rough if 
I 6r,(x) IVf(x)l > e. 
We define H(x) by 
II(x) = sup (Hr,(X)), 




g(x) = (6 H(~) * f )  (x) = I dYgmx)(x- Y)f(Y) (D.17) 
[interpreting 6°(x) as a delta fynction]. With M = 1, picking e =Co, eo a small 
enough absolute constant, (D.1~7) provides a solution for g(x) satisfying the 
conditions of Theorem D.1. Two lemmas are useful in showing (D.17) works 
Lemma D.3. The H of (D.16) satisfies 
]VH]__< 1. (D.18) 
Lemma D.4. The 5 u of (D.11) satisfies 
ld~ , ~n(y)f (y)l < , ~5~(y),V f (y),. (D.19) 
To construct a function g(x) satisfying the conditions of Theorem D.2, we first 
define f l  (x) by 
fl(x)= {~ "(x) Ixl> R (D.20) 
and construct gt(x) using (D.17) with f : ,  and with II(x) constructed for fl ,  and e 
picked equal ~oeo. 9: certainly satisfies the conditions of Theorem D.1 (with 
f=fl) ,  g(x) for Theorem D.2 is given as follows: 
a) If gl(x) is not identically zero for Ixl_->3e, we set 
g(x)-O . (D.21) 
b) If gl(x) is identically zero for [xl _>_~R, we set 
Appendix E. Enlargement of Hunks, Definition of g* 
In this appendix we make explicit the second enlargement of hunks, as referred 
to in Subsect. 3.4. We also will construct the functions g* used in Sect. 12; the 
hunk enlargement herein detailed has as its sole purpose the construction of the 
g*. We often enlarge the hunks more than necessary, by the process of this 
Appendix; we sought an enlargement procedure that is easy to describe, at the 
price of other considerations. (In fact only hunks M with h not constant on 
0 M - 0 A  may possibly require enlargement.) 
E.1. Hunks 
We now detail the enlargement process for hunks associated with a given element 
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~(x) in W(o) (as defined in Subsect. 3.3). We will later also construct the g*'s for the 
associated enlarged hunks. The enlarged hunks are developed inductively. We 
start with 
h= Zhi ,  (E.1) 
i 
corresponding to hunks Mi, ~,~(o) hi ~ ~' u,, the decomposition of Eq. (3.5). At the onset 
of the n th stage we have 
/~= E h,i, h,i e Wff),. (E.2) 
i 
(hli = hi, Mli = Mi, and Jgff), is, naturally, functions as so far expanded associated 
to the hunk M.i.) We develop the n th enlargement stage via a number of steps. 
1) We set for all time 
1 / M = E ,  (E.3) 
and identify B of Theorem D.2 with A. 
2) We pick h,i(x), and carry out the construction of Theorem D.1 with 
0 Ixl > R 
f ( x ) =  h,,i(x) Ixl<R'  
(E.4) 
arriving at an approximating function g,i(x). In the course of the construction we 
set e of (D.15) to be -~ , and denote the corresponding H(x)  of (D.16) by H"i(x). 
3) For x in A we define XR by 
2R-Ix l  
x R = - - x .  (E.5) 
lxl 
We let S,i be the set of points in A where either H"i(x)#: 0 or H"i(XR):~ O. We let 
S,i be the set of points in A within distance 2/_,' of S,i. 
4) We enlarge M,i by adding a minimal number of unit cubes to M,i so that the 
union of M,i with these cubes cover S.i- If these enlarged {M,~}i are disjoint the 
induction stops. If there are overlaps, we coalesce the corresponding hunks and 
begin the next induction step with the coalesced hunks (and the associated 
combined h's). 
We note the enlarged hunks have the following properties. 
a) They are connected. 
b) They contain an E neighborhood of the discontinuity set. 
c) The volume of the hunk is 
< cE E I6hl = cE S I Vhl 
(E.6) 
< cl/,fl 1/z Z I,Shl 2 < ceil  1/2JE 
(where h is the h associated to the hunk). The last term involves the discontinuity 
energy of the hunk. 
d) The hunk decomposition of/~is consistent with the polymer representation. 
See Subsect. E.3 for some discussion of c). 
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E.2. Construction of 9" 
We let M be a hunk (at the end of the two enlargement processes) and h,a E ~ o ) .  
We want to define a g* = g *  for use in Sect. 12. g* will be required to satisfy: 
a) g*=hM outside M. (E.7) 
b) 9 "=0  in a neighborhood of #A. (E.8) 
c) [D~g*l <c~(IZ) -~, I~l->- 1. (E.9) 
We apply the construction of Theorem D.2 with f picked as hM. The associated 
g constructed we call OM. We let ss(x) be defined by 
We then define 
Finally we set 
[ o sB= ~ - 1 - ~  R - I x l < E  R - l x I >  2IZ 
I2<=R-lxt~2E 
= s (x) . O u ( x )  . 




If hM--0 everywhere outside M, we may instead choose 9~ = 0. 
E.3. The Boundary Discontinuity 
In the first line of(E.6) we understand the discontinuity of h at 0A to be included, as 
naturally arises in Theorem D.1. In the second line of (E.6) we do not, the 
discontinuity energy does not include contributions from the boundary of A. In the 
case that all the boundary hunks that have coatasced into M were normal B-hunks 
it is easy to see that the second line of(E.6) follows from the first with only a change 
of c. It is only the case of a jumbo B-hunk appearing in M, that must be further 
studied. In this case we need only observe the inequality for a function f(x)  defined 
on a ball B and its boundary OB 
where 
If  - f ldA <=c (. [V f[dV, (E.13) 
OB 
1 
Area(0B) ~f f d A = f .  (E.14) 
(E.13) follows from the fundamental theorem of calculus and some simple 
geometry in the style of Sect. 9. 
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