We consider the Born-Oppenheimer approximation of the Schrödinger equation for two hydrogen atoms in the case of large separation distances. We show that the Feschbach-Schur perturbation method can be used to solve the problem for the dierence between a given separation and innite separation. This leads to a simplied problem which can be solved iteratively. We show that this iteration converges for suciently large separation distances and we solve the arising sequence of six-dimensional PDEs with a Finite Element Method in combination with low-rank tensor techniques to make the computations tractable. In particular we show how the discretized problems can be represented and solved in the Tensor-Train format. Since the storage and computational complexity of this format scale linearly in the dimension, a very large number of grid points can be employed which leads to accurate approximations of the ground-state energy and ground-state wavefunction. The interaction energy between two hydrogen atoms can not determined in closed form.
Introduction
The interaction energy between two hydrogen atoms can not determined in closed form.
The simplest quantum-mechanical model for this system is based on the Schrödinger equation in six-dimensional space, using the Born-Oppenheimer approximation to eliminate degrees of freedom associated with the hydrogen nuclei. Conventional methods the paper the eigenvalue problem can be written as
where H R is the Hamiltonian operator, Ψ R is the ground-state wavefunction, satisfying the normalization constraint
|Ψ R (x, y)| 2 dxdy = 1, and the eigenvalue λ R is the ground-state energy. The Hamiltonian in our case can be written as The potential W R contains all the terms that model the interaction between the hydrogen atoms. Therefore the reduced eigenproblem
can be interpreted as a decoupled problem without interactions between the two atoms, as if they were separated by an innitely large distance. Problem (2.3) or more precisely its solution will be of major importance in the following. It can be shown ( [31] ) that it admits an analytic solution which is given by the eigenpair ψ R (x, y) = 1 π e −|x+Re|−|y−Re| , λ ∞ = −1.
It can be shown (see [7] ) that for large R the solution of our original problem (2.1) is a perturbation of the solution of (2.3) in the sense that Ψ R = α R ψ R + y R , where y R L 2 (R 6 ) = O R −3 and α R ∈ R. We will discuss this in more detail in Section 2.2.
We now make a change of variable that will simplify the numerical approximation and the implementation. Let
x → x + Re, y → y − Re. H RΨR = λ RΨR , (2.5) whereΨ R (x, y) = Ψ R (x − Re, y − Re) for (x, y) ∈ R 6 and the same normalization condition, i.e.
Ψ R L 2 (R 6 ) = 1, holds. The modied operatorH R can be expressed as The advantage of the shifted problem (2.5) is that the solutionΨ R is exponentially decaying (as is Ψ R ) and is furthermore concentrated around the origin. A suitable computational domain for the numerical approximation scheme will therefore be simply a six-dimensional cube around the origin.
The interaction energy between the two hydrogen atoms is given by the dierence λ R −λ 0 .
It can be shown (e.g. [26, 1] ) that this quantity can be accurately approximated by
where we use C 6 = 6.4990267, C 8 = 124.39908 and C 10 = 1135.21404 as computed in [8] . This analytic result will be useful to validate our numerical scheme and to check the accuracy of the approximated ground states.
Application of the Feschbach-Schur method
Our numerical method is based on the Feschbach-Schur perturbation method. We refer to [16] for a general introduction and to [7] for a more detailed description how to apply it to the hydrogen molecule.
The application of the Feschbach-Schur method to (2.5) is motivated by the fact that the solutionΨ R can be considered (at least for suciently large R) as a perturbation of ψ 0 . We begin by expressingΨ R as a linear combination of ψ 0 and the function Y R which represents the perturbation. LetΨ
where X R = α R ψ 0 . Due to the normalization condition Ψ R L 2 (R 6 ) = 1 the constant α R can be easily determined as
.
In order to derive equations for Y R and λ R which will lead with (2.8) to a solution of (2.5) we dene P 0 to be the projection onto the one-dimensional subspace spanned by ψ 0 , P 0 := |ψ 0 >< ψ 0 |, P 0 f (x, y) = R 6 ψ 0 (x , y )f (x , y )dx dy · ψ 0 (x, y) and furthermore denote P ⊥ 0 := 1 − P 0 . We now representΨ R as a vector with two components, i.e.,Ψ
Then the operatorH R admits the block form H R = P 0HR P 0 P 0HR P ⊥ 0 P ⊥ 0H R P 0 P ⊥ 0H R P ⊥ 0 and the eigenvalue problemH RΨR = λ RΨR becomes The last formula was established in [32] and recently studied in [5] and veried in [6] . In order to obtain an equation for λ R we solve the system (2.9)-(2.10) for X R and get
It is shown in [7] that this can be reduced to the scalar equation
The task of solving the original eigenvalue problem (2.5) is hence reduced to solve (2.11) for the perturbation Y R and using formula (2.8) to obtain the ground-state wavefunction.
The corresponding eigenvalue can then be computed using (2.12).
In order to nd a suitable computational scheme to solve (2.11) we remark that using the denition ofH ⊥ R and the fact that P ⊥ 0 Y R = Y R the equation can be re-written as
Subtracting λ 0 Y R on both sides leads to the problem
In order to nd an approximation to this problem we propose the following simple iterative scheme:
for k = 0, 1, . . .. A key feature of this algorithm is that the operator H ⊥ 0 − λ 0 does not depend on k and hence only a xed operator has to be inverted at each step of the iteration. Furthermore it is important that the correlation potential I R , which is dicult to handle numerically, only appears on the right-hand side of the problem.
The iteration (2.13), (2.14) can be initialized by solving
Note that equation (2.15) models the limiting behavior of the perturbation Y R as R → ∞ (see [7] ) which makes it a good candidate for the computation of an initial guess of the iteration. Alternatively, if we are interested in several values of R and already have computed an approximation of Y R , denoted Y K R then we can initialize the iteration for Y R where R < R with Y K R .
In the next section we prove that a modied version of the above iteration converges for suciently large R. In Section 2.4 we derive an equivalent problem to (2.13) that can be solved using a Finite Element Method.
Convergence of the iteration
In order to prove a convergence result for iteration (2.13) we dene a cuto version of I R byĨ
and note that there exists C > 0 such that Ĩ R L ∞ (R 6 ) ≤ C/R. Next we dene a perturbed version of (2.13):
as in (2.14) . Note that both I R andĨ R are present in the iteration above. The iteration can be initialized by solving
In the following we will prove that the iteration (2.17) together with (2.18) and (2.19) converges for suciently large R. The following lemma shows that the iteratesỸ k R remain bounded if R is large enough.
Lemma 2.1. It holds 20) with constants
Proof. For k = 0 we have
for R satisfying (2.20) . Assume now that Ỹ k R ≤ 1. The estimates in [7] show that
The statement follows by induction.
We furthermore need that the Born-Oppenheimer Hamiltonian has a well localized ground state. More precisely the following Theorem holds (see [1, Theorem 1.0.2], also [16, Chapter 8, 10, 12] ).
Theorem 2.2. The operator H R has an innite number of eigenvalues, λ j , below its essential spectrum σ ess (H R ). Moreover, the corresponding eigenfunctions Ψ j satisfy the estimate
where α ≤ Σ − λ j and λ j < Σ := inf σ ess (H R ).
Theorem 2.2 leads to the following result for the shifted operatorH R .
Corollary 2.3. Let R ∈ [R min , R max ] with R max < ∞. There exist C, α > 0 such that the eigenfunctions of the operatorH R in the coordinates (2.4) satisfy
where C is independent of R.
With the results above we can establish the following theorem.
Theorem 2.4. Let the assumptions of Lemma 2.1 be satised. Then the iteration (2.17) together with (2.18) and (2.19) converges for suciently large R and the error
for some C < R.
Proof. In the following C denotes a constant that can change its value from line to line.
We will subsequently bound each term in (2.21). In [7] it is shown that
For the second term we get with Lemma 2.1 that
For the third term we remark that Ĩ R L ∞ (R 6 ) ≤ C/R. Therefore
For the last term we have 
Similar to [7] we can therefore show that
Collecting all of the above error terms shows that there exists C > 0 andC > 0 s.t.
Let R be such thatC < R. Then
The iteration thus converges for suciently large R up to an error of e −R R R−C which is due to the cuto of I R . 
An approximation using FEM
which implies
for suciently smooth w. Let
denote the right-hand side of (2.13). Then solving (2.13) is equivalent to
Note that 27) where n ∈ N is the grid size in one dimension. The corresponding space of piecewise linear polynomials that are zero on the boundary is given by
We denote by b i , 1 ≤ i ≤ n the classical hat basis functions of S, i.e.,
is then given by the tensor product
We dene the index set
and use a bold typeface for elements in this set, e.g. I i = (i 1 , i 2 , i 3 ). Analogous to the one-dimensional case, basis functions for the six-dimensional space S are given by
In order to solve (2.26) approximately with a Finite Element method we introduce the following weak form of the problem: Find Z k+1 R,S ∈ S such that
with unknown coecients c k+1 i,j ∈ R this leads to: Find c
for all k, l ∈ I. The conventional way of solving (2.28) is to introduce a numeration of the unknowns, to set up the (sparse) Galerkin matrix and the right-hand side vector according to this numeration and to solve the arising linear system with an iterative scheme. Since we have a six-dimensional problem and the number of grid points in one direction n will be at least several thousands the total number of unknowns can easily exceed 10 18 . The conventional solution process is thus prohibitively expensive.
In order to solve (2.28) we pursue the following strategy that involves low-rank tensor representations, especially the so-called Tensor-Train format (see Section 3):
1. Represent the Galerkin matrix of the operator in the canonical tensor format. Since the operator is the sum of the Laplace operator, the identity operator and the operator 1/|x| + 1/|y| we will derive a tensor representation for each of these operators.
2. Represent the right-hand side in the canonical format or directly in the Tensor-Train format (TT-format) via a cross approximation scheme (see Section 3).
3. Convert the tensors in the canonical format numerically to the TT-format.
4. Solve the the linear system directly in the TT-format.
Before we discuss these steps in detail we give a brief introduction to recently developed low-parametric tensor representations which will play a crucial role in our scheme.
3 Low-rank tensor representations
In this section we introduce the basic low-rank tensor representations that will be used in the following. For a general introduction to low-parametric tensor formats we refer to [18, 17] . For a detailed discussion of the Tensor-Train format which will be of special importance here we refer to [27] .
mensional array which can be represented entry-wise by
In the following we only consider equal-size tensors and therefore set n j = n and I j = I := {1, . . . , n} for j = 1, . . . , d. If all entries A i 1 ,...,i d of A are stored explicitly, then A is said to be in full format. The storage complexity of such a representation is n d and therefore scales exponentially in the dimension d. The full format suers from the curse of dimensionality and can only be used for small dimensions, typically d ≤ 3, and small mode sizes n.
In order to relax (or even circumvent) the curse of dimensionality, dierent low-parametric tensor representations were introduced which often can drastically reduce the storage complexity compared to the full format. Furthermore these formats also allow the ecient handling of operations like addition, matrix-vector multiplication or element-wise multiplication which crucial for the solution of practical problems. The most commonly used tensor formats include the canonical format, the Tucker format, the Tensor-Train (TT), the Quantics Tensor-Train (QTT) and the hierarchical format.
In the following we will focus on the canonical format in combination with the TT-and QTT-format respectively.
Denition 3.1 (Canonical format)
. A tensor A is said to be in the canonical format if it can be written as a linear combination of elementary tensors
where r is the so-called canonical rank, u
are canonical factors and ⊗ denotes the tensor-product for vectors. If A is represented in the canonical format the storage complexity reduces to drn compared to n d for the full format. Furthermore basic operations involving tensors in the canonical format can be performed with linear scaling in the dimension d.
The concept of a canonical representation of tensors induces the concept of a canonical representation of linear operators (see [17, 22] ). This plays an important role in practice since it often allows the low-parametric representation of matrices that result from Finite Element approximations of PDEs (e.g. discretized Laplace operator). We adopt the notation in [22] and use a bold, calligraphic font to denote operators.
Let V j and W j , j = 1, . . . , d be vector spaces and let the corresponding tensor product spaces be dened as
Furthermore let linear mappings A j : V j → W j be given. The Kronecker product of the mappings A j is the linear mapping
where One of the main limitations of the canonical format is the diculty to approximate a given tensor in the full format with a tensor in the canonical format. Although dierent algorithms are available for this problem (e.g. [13] ) they are not guaranteed to work even if a low-rank canonical approximation of a given tensor is known to exists. Another disadvantage is that there are no robust ways to approximate a given tensor A in the canonical format with another tensor B in the canonical format which satises (for a given > 0): Despite these diculties the canonical format will play an important role in our application. It is often the case that tensors arise from functions (e.g. evaluation of a multidimensional function on a product grid) or operators that are given analytically. If these functions can be accurately approximated by separable functions it is straightforward to obtain a canonical representation of the corresponding tensor.
Due to the drawbacks of the canonical format we will also make use of the so-called
Tensor-Train (TT) format ( [28, 27] ).
Denition 3.2 (TT format). For a given rank parameter r = (r 0 , . . . , r d ), r k ∈ N, where we set r 0 = r d = 1, the rank-r Tensor-Train format contains all elements A such that 2) where each
can be considered as three-dimensional arrays of size r k−1 × n × r k and are called the cores of the TT-tensor A.
The Tensor-Train representation reduces the storage complexity of a tensor in the full format to O(dr 2 n), where r = max 0≤k≤d r k . All basic operations with TT-tensors can be performed with linear complexity in d and polynomial complexity in r. An important advantage of the TT-format compared to the canonical format is that robust SVD-based algorithms are available in order to convert a tensor in the full format to the TT-format.
Furthermore ecient tensor rounding methods are available (see [27] for details).
In contrast to the canonical format the TT-format does not have one but d − 1 TT-ranks (recall that r 0 = r d = 1). Since it is often convenient to characterize these ranks with a single number we introduce the notion of the eective rank of a TT-tensor A. In the case of equal mode sizes n it is dened as the positive solution of the quadratic equation
and will be denoted by r e or erank(A). Note that the left-hand side of (3.3) characterizes the memory requirement of the given TT-tensor. Dening r e via (3.3) therefore makes this rank eective with respect to memory.
As above we extend the denition of the Tensor-Train format to operators, in particular to matrices. Let the mappings A 
The storage complexity of a matrix in the TT-format therefore is of order O(dr 2 n 2 ). The important operation of multiplying a TT-matrix in (3.4) with a TT-vector in (3.2) can be eciently performed with linear complexity in d and polynomial complexity in r.
As we will see later it will be crucial to convert canonical representations (or approximations) of certain tensors to their corresponding TT-representation. We recall the following theoretical result: Theorem 3.3 ([27] ). If a tensor A admits a canonical approximation with r terms and accuracy ε, then there exists a TT-approximation with TT-ranks r k < r and accuracy
As furthermore shown in [27] the numerical conversion from the canonical representation to the TT-format is simple and can be computed eciently.
In our application the parameter n will be the number of grid points in one dimension of a 6-dimensional product grid that is used to approximate PDEs with piecewise linear polynomials. In order to obtain accurate approximations, n is therefore typically rather large. In the case of large mode sizes n the storage complexity of a TT-tensor can in many cases be further reduced by using the so-called quantics-TT (QTT) approximation method ( [30, 24] ). The underlying idea of the QTT approximation is to further exploit the linear scaling of storage and operations in the dimension d by rst reshaping a given d-dimensional tensor with mode size n to a log 2 n · d-dimensional tensor with mode size 2 and to approximate the resulting tensor in the TT-format. In this way the storage complexity of the approximation can be reduced from O(dnr 2 ) for the TT-tensor with mode size n to O(2d log 2 nr 2 ) for the corresponding QTT approximation. We refer to [22, 24] for a precise denition and applications of the QTT approximation.
It is often straightforward to nd approximate canonical representations of functionrelated tensors (typically by exploiting certain expansions of the underlying function). In order to obtain (approximate) TT-representations of such function-related tensors we will apply one of the following two strategies:
Obtain an approximation of the tensor in the canonical format and convert it numerically to the TT-format. As Theorem 3.3 indicates such a TT-representation always exists and can be computed eciently.
Use a TT-cross approximation algorithm (explained below) to set up a TT-representation directly using only certain entries of the full tensor.
The rst strategy to obtain a TT-approximation of a given tensor is preferable because it can typically be computed very eciently and furthermore the error of the approximation can be rigorously estimated and controlled. Since it is however not always possible to obtain a canonical approximation of a function-related tensor we will also make use of (heuristic) cross approximation schemes for TT-tensors. These schemes only require that the tensor that has to be approximated is indeed of low rank and that individual entries of this tensor can be computed (or approximated). The idea behind these algorithms is to reconstruct a TT-approximation of a tensor with the knowledge of only a small portion of all tensor entries. Cross approximation schemes were originally designed for the matrix case ( [3, 33] ) and were recently generalized to dierent tensor formats ( [29, 2] ).
We recall a theoretical result from [29] which states that a TT-tensor with ranks bounded by r can be recovered exactly by computing only O(dnr 2 ) elements at certain positions of this tensor. In the case where the given tensor is only approximately of low rank the important question is how to choose the individual elements in such a way that the approximation can be eciently and accurately computed. A detailed discussion of TTcross approximation schemes (that will be frequently used in our algorithm) is beyond the scope of this paper and we therefore refer to the literature for details.
The strategy discussed in Section 2.4 leads to a linear system of equations where the Galerkin matrix and the right-hand side are represented in the TT-format. Dierent solvers for these kind of linear systems are available ( [10, 20, 9] ). Here we use alternating minimal energy methods devloped in [11, 12] , where the main idea is to seek the solution of a linear system AX = B as minimizer of the energy function
where U 2 A = (U, AU) and X denotes the exact solution. This (dicult) global minimization problem over all tensor trainsX is then replaced by local minimization problems over each coreX (k) ofX subsequently in a cycle. More specically we obtain the local problems by assuming that all but the k-th core of the current TT-tensorX are xed and we only minimize over the coreX
The new TT-tensorX new then has the coresX (1) , . . . ,
can be shown that each local minimization problem is equivalent to a linear system of moderate size. For a detailed description of these methods we refer to the corresponding literature.
4 Low-parametric representation of the involved tensor
Representation of the Galerkin matrix
Our aim in this section is to represent the left-hand side of (2.28) in the canonical tensor format. In order to simplify the presentation we introduce the notation
where T is an operator. In the following we derive ecient representations of A T for T ∈ {−∆, |x| −1 + |y| −1 , Id} in order to obtain a representation of A H 0 −λ 0 which corresponds to the Galerkin matrix in (2.28).
Representation of A −∆
Recall that the three-dimensional Laplace operator applies to a separable function η(
Analogous formulas hold true in higher dimensions. Let ∆ := ∆ x + ∆ y be the six-dimensional Laplacian. Then the entries of A −∆ are of the form
where
otherwise.
The Galerkin matrix A −∆ ∈ R n 6 ×n 6
corresponding to this operator in the tensor basis b i,j can be represented in the canonical format as a tensor of rank 6 by
where A (l) , S (l) ∈ R n×n , l = 1, . . . , 6 are given by
and ⊗ denotes the Kronecker product for matrices ([18] ). Recall that this canonical representation of A −∆ will be numerically transformed to the TT-format where ecient operations and rounding procedures are available. Note that A −∆ might have an explicit representation in the TT-format (for nite dierence discretizations of −∆ this was derived in [21] ) which would make the setup of the canonical representation and the conversion superuous.
Remark 4.1. Note that in (4.2) the indices are organized in pairs (i 1 , k 1 ), (i 2 , k 2 ), . . . and that this ordering carries over to the structure of A −∆ . This organization of the indices is crucial in order to obtain a low-rank representation of A −∆ .
Representation of A Id
Let S (l) be dened as above. Then the tensor representation of the discretized identity operator has the form
Representation of
In order to represent the matrix A |x| −1 +|y| −1 = A |x| −1 +A |y| −1 in a compressed tensor format we have to approximate the kernel functions |x| −1 and |y| −1 with separable functions (see [4] ). We start by expressing |x| −1 in terms of its inverse Laplace transform
Since entries of A |x| −1 are of the form
and the second factor can be easily separated as in Section 4.1.1 we focus on the rst factor and note that with Fubini's theorem and (4.3) we have
The tensor we have to approximate is therefore given by
An accurate way to approximate this integral of a tensor valued function is based on sinc quadrature ( [4, 18] ), i.e,
where C 0 > 0. This type sinc quadrature approximation typically leads to exponential convergence in M , i.e,
where C, α ∈ R + and · denotes the Frobenius norm. Here we use an alternative sinc quadrature. We rst use the variable transformation t = ζ −1 sinh(ζz), where ζ ∈ R + is a suitably chosen parameter and then apply sinc quadrature to the transformed integrand, i.e.,
where the quadrature nodes and weights are given by
and h M = C 0 log(M )/M is as above. Note that we took advantage of the symmetry of the integrand which reduces the number of function evaluations from 2M + 1 to M + 1 in (4.7). Furthermore this sinc quadrature converges asymptotically with an improved rate.
It can be shown that
where again C, α ∈ R + . The reason for the improved convergence rate is the faster decay of the integrand due to the variable transformation. In the following we want to numerically determine optimal values for ζ, C 0 and M (see also [4] for the case ζ = 1).
The choice of these parameters is crucial for the performance of the sinc quadrature since they have to be chosen such that each entry of G, i.e., It becomes evident that the decay of the integrands strongly depends on the position of the corresponding entry in the tensor. Entries whose basis functions are supported close to zero decay quickly only for larger values of z. Due to the dierent shapes of the integrand it is problematic to choose parameters C 0 and M such that the resulting sinc quadrature is accurate for every tensor entry (unless M is chosen very large). In order to relax this issue we choose ζ suciently large such that the slowly decaying integrands are damped stronger and the quickly decaying integrands remain basically unaected. In 
Similarly we get for the Galerkin matrix associated with the operator |y| −1 the represen- (4.6) for dierent tensor entries and grid sizes n.
Finally we obtain the approximate representation 
Representation of A H 0 −λ∞
The results of the previous subsections show that the Galerkin matrix associated with problem (2.28) can be approximately represented by
Representation of the right-hand side
In this section we represent the tensor on the right-hand side of (2.28) in a low-rank tensor format. Recall that
. (4.9) Note that Y k R is the projected Galerkin solution of a previous iteration of (2.25), i.e., The coecients tensor c k i,j will be available in the TT-format due to the computations in the previous iteration. In the following we represent all the components in a low-rank tensor format that are necessary to obtain a representation of (4.9). In order to simplify the presentation we introduce the following notations: 
e −τ −ρe τ dτ.
Therefore we have The function η i can be expressed in closed form in terms of error functions. For simplicity however we compute approximations of these functions with standard Gauss-Legendre quadrature. In order to approximate (4.13) we proceed as in (4.6) and apply a sinc quadrature after a suitable variable transformation τ = sinh(z), i.e.,
(4.14)
Note that the parameter ζ in (4.7) is set to 1 here. In contrast to above the accuracy of the sinc quadrature could not be signicantly increased by choosing ζ otherwise. Figure 4 .4 illustrates the shape of the integrands in (4.13) after the substitution τ = sinh(z) for dierent parameters and indices. In contrast to Section 4.1.3 these functions are not symmetric and the dierences in the decay behavior (depending on the tensor entry) is not as substantial as before. in this case is less critical than in the preceding section. A value that leads to accurate results for dierent grid sizes and tensor entries is C 0 = 1.1. The tensor B ψ 0 can therefore be approximately represented by
Note that this a tensor has canonical rank (M +1) 2 . In Table 1 we show that the TT-ranks are signicantly smaller in practice. We choose the mode size 2 for the TT-tensors (which requires that the grid size n is a multiple of 2), i.e., we compute the QTT approximation with an accuracy of 10 −8 and denote the resulting tensor B for dierent accuracies of the sinc quadrature (controlled by M ) and dierent grid sizes n.
Representation of B I R ψ 0
In order to compute a low-rank approximation of
we can not use the same techniques as in the previous sections since the kernel function In Table 2 we list the eective ranks and accuracies of B
for dierent values of R, b and grid sizes n. Since the cross approximation algorithm is a heuristic procedure we can not measure the actual error of the approximation. By`accuracy' we therefore denote the dierence (measured in the Frobenius norm) of two consecutive iterations within the cross approximation scheme. Table 2 indicates that B QTT I R ψ 0 can be accurately approximated with moderate ranks if R is suciently large (typically R > 7). For smaller R and b = R this tensor becomes more dicult to approximate since the damping due to ψ 0 is less strong. Note that for b > R the singularity due to |x − y − 2Re| −1 enters the computational domain which has a negative impact on the accuracy on the cross approximation scheme and leads to a signicant rank growth. Remark 4.3. Since
it is in principle also possible to obtain a QTT-approximation of B I R ψ 0 by computing approximations of the individual tensors on the right-hand side using a combination of analytic expansions and cross approximation and to sum up the results. In practice however this leads to inaccurate approximations of B I R ψ 0 due to numerical cancellation eects.
Computation of
With (2.14) and the denition of Y k R we get
With the results from the preceding sections we obtain the approximation 16) where ·, · denotes the scalar product. An approximation of λ k R − λ 0 can be obtained by
Representation of
and for k + ν, l + ξ ∈ I we have
Here C k ν,ξ are shifted versions of the solution tensor C k . They are dened by
where we formally set c k k+ν,l+ξ = 0 for k + ν, l + ξ ∈ I. We obtain a QTT approximation B We therefore approximate the entries in (4.18) with a six-dimensional trapezoidal rule,
i.e.,
where Remark 4.4. Equation (4.19) shows that 21) where denotes the Hadamard product (element-wise multiplication). If we had a QTT approximation of I R and Y k R we could therefore compute B QTT I R Y k R without using cross approximation. Unfortunately I R does not have an accurate low-rank QTT approximation unless R is signicantly larger than b (recall Ω = [−b, b] 6 ) and therefore the singularity due to |x − y − 2R| −1 is suciently far away from the computational domain. Since we typically set R = b the tensor B QTT
can not be eciently approximated via (4.21).
In order to represent (4.9) in a low-rank format we need to compute B P ⊥ 0 I R Y k R . We rst note that
The scalar can be eciently computed using
Wit the denition of P ⊥ 0 we get
As before we obtain the corresponding QTT representation by replacing all involved tensors with their respective QTT approximations.
Representation of B f k R
We can nally compute the tensor with entries (4.9) which corresponds to the right-hand side of our problem as
where d k R is as in (4.16 ). An approximation of this tensor in the QTT format is given by
Representation of B −R −3 Bψ 0
In order to initialize the iteration we have to represent B −R −3 Bψ 0 in the QTT format.
Recall that
The tensor
is computed via the cross approximation scheme mentioned above.
Numerical experiments
In this section we present the results of numerical experiments which show the performance and indicate the accuracy of the method for dierent separation distances R.
All computations were done in MATLAB using the TT-toolbox 2.2 by I. Oseledets 5.1 Verication of the method for equations of type (2.26) We rst verify the validity of the solver for PDEs of type (2.26) using a Finite Element scheme as described above. Therefore we consider the simple test problem
The exact solution of this problem is given by Z = g. We compute an approximate representation of the Finite Element matrix in the QTT format as described in the previous section. A representation of the corresponding right-hand side tensor is computed with the cross approximation algorithm. The arising linear system is solved using alternating minimal energy methods as developed in [12] . Table 3 shows the relative error
of piecewise linear approximations for dierent grid sizes. The relative accuracy of the involved (approximate) tensor operations was set to 10 −5 . The table shows that the error decreases by a factor 4 if the number of grid points is doubled. The cross approximation of the right-hand side and the solver of the linear system work as expected in all tested cases. Note that the exact solution Z can be represented exactly in the QTT-format with maximal rank 2. The eective rank of the approximation Z n approx is not larger than 4. Depending on n the computations took 50s-150s. Table 3 : Relative errors for piecewise linear approximations to (5.1).
Results for xed R.
In this section we set R = 10 and consider the computational domain Ω = [−10, 10] 6 , i.e., b = 10. We solve
for k ∈ N and initial guess (2.15) for dierent grid sizes n. Recall that once an approximation of Z k R is available we obtain an approximation of the quantity of interest Y k
The relative accuracy of all involved (approximate) tensor operations, e.g., rounding, cross approximation, Hadamard product, is set to 10 −4 . Furthermore the accuracy of the solver for the arising linear system is also set to 10 −4 . n = 2 9 n = 2 10 n = 2 11 n = 2 12 k = 0 −8. Table 5 shows dierent properties of the solution Y k R and its QTT approximation Y k,QT T R for n = 2 12 . As before we can observe that Y k R converges quickly with respect to k.
Furthermore the ranks of the corresponding QTT tensors are moderate.
Recall that Y k R is a function of six variables x 1 , x 2 , x 3 , y 1 , y 2 , y 3 . In and R = 10.
Results for dierent separation distances
In this section we x the number of grid points to n = 2 12 and vary the separation distance R. In all experiments we use 6 iterations within our iterative scheme. The accuracy of all involved tensor operations is again set to 10 −4 . For the cross approximation we furthermore limit the maximal rank of the approximate tensor to 120. This is necessary since some of required tensors are dicult to approximate for smaller values of R, i.e.
5 ≤ R ≤ 7. In these cases the cross approximation algorithm then usually terminates before the target accuracy of 10 −4 is reached. In Figure 5 .3 we plot |λ R − λ 0 | for dierent values of R and compare our results with (2.7)
and computed values obtained in [34] . We can observe that the computed ground states are reasonable for all tested cases. For larger values of R they are almost indistinguishable from the approximation (2.7). In Table 6 we list the interaction energies λ R − λ 0 computed by our scheme for dierent values of R. Furthermore we show the eective ranks of the corresponding ground-state wavefunctions Y
6,QTT R
. The accuracy of the computed ground states is dicult to estimate due to the (heuristic) cross approximation scheme that is used by our method. In general the method is more accurate for larger R. While we do not expect a very high accuracy for 5.0 ≤ R ≤ 7.0 due to rather high ranks of some of the involved tensors in this case (see Section 4. 40.7 Table 6 : Results for dierent values of R.
Conclusion
In this paper we considered the numerical solution of the Born-Oppenheimer approximation of the Schrödinger equation for two hydrogen atoms separated by a distance 2R.
We showed that in case of larger separation distances the Feschbach-Schur perturbation method can be eectively used to derive a simpler problem with an operator that is independent of R and which can be solved using a simple iterative scheme. Low-rank tensor methods can be eciently and accurately applied to the arising six-dimensional PDEs if the separation distance is suciently large, i.e. R > 7. In this case the important cross approximation algorithm and the employed solver for the linear systems work as expected and deliver reliable results due to the low ranks of the involved tensors. For smaller values of R the tensor ranks grow which renders these methods less eective. However we still get reasonable results for 5 ≤ R ≤ 7.
Our method is currently implemented in MATLAB and uses the TT-toolbox by I. Oseledets. We expect that an ecient (possibly parallel) implementation of our scheme in a low-level programming language can signicantly reduce the computational time.
