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Abstract—The self-supervised loss formulation for jointly
training depth and egomotion neural networks with monocular
images is well studied and has demonstrated state-of-the-art
accuracy. One of the main limitations of this approach, however,
is that the depth and egomotion estimates are only determined
up to an unknown scale. In this paper, we present a novel
scale recovery loss that enforces consistency between a known
camera height and the estimated camera height, generating
metric (scaled) depth and egomotion predictions. We show
that our proposed method is competitive with other scale
recovery techniques (i.e., pose supervision and stereo left/right
consistency constraints). Further, we demonstrate how our
method facilitates network retraining within new environments,
whereas other scale-resolving approaches are incapable of doing
so. Notably, our egomotion network is able to produce more
accurate estimates than a similar method that only recovers
scale at test time.
I. INTRODUCTION
Visual odometry (VO), or visual egomotion estimation, is
a well-studied topic with a rich history [1]. One of the known
difficulties with monocular VO specifically, however, is that
the true scale of the scene (relative to a known reference)
cannot be resolved. Consequently, both the estimated scene
depths and the estimated distance travelled between adja-
cent image frames are only determined up to an unknown
scale factor. Furthermore, this scale factor is prone to drift
over time, and so a constant scale factor correction is not
usually appropriate. Although simultaneous localization and
mapping (SLAM) algorithms can mitigate scale drift through
loop closure detection, extreme scale drift may cause loop
closure to fail and may lead to irreversible errors during the
map-building process [2].
While several existing techniques aim to resolve the scale
factor ambiguity by incorporating a priori scene information
(e.g., known object sizes, or known camera height above
the ground plane) into classical VO algorithms, this type of
hand-engineering is challenging to tune for performance [3].
An alternative solution is to resolve the metric scale factor
through data-driven learning. Neural networks trained end-
to-end are able to map directly from raw image pairs to inter-
frame egomotion predictions and, when ground truth labels
(e.g., depths or poses) are available, can produce metrically-
scaled outputs [4]–[6]. However, since acquiring ground truth
labels is often both onerous and expensive, the amount of
data that can be used to train the network is limited. Further-
more, because ground truth training labels are not available
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at test time, newly-collected data cannot be used to update
the network weights through online retraining. Learning-
based systems are known to be unreliable outside of their
training distribution [7], and hence the ability to update the
network through retraining is important to enable long-term
autonomy. For these reasons, self-supervised methods [8]
have been proposed that jointly train depth and egomotion
networks without requiring ground truth.
In the self-supervised loss formulation, a photometric
reconstruction loss is employed during training. Although the
self-supervised paradigm has evolved significantly recently
and now yields state-of-the-art dense depth predictions, the
network outputs remain unscaled. This is because there is no
metric information (e.g., from depth or pose labels) available
during the training process.
Herein, we propose to use a scale recovery loss that
resolves metric scale by ensuring that the estimated camera
height (over the ground plane) is the same as the a priori
known camera height. To the best of the authors’ knowledge,
our self-supervised learning-based system is the first to
be able to produce scaled (metric) depth and egomotion
estimates while only requiring monocular (as opposed to
stereo) images during training. To enable the use of our
novel scale recovery loss, we extract the ground plane from
each training image and determine its normal and offset (i.e.,
camera height) through a least squares technique. The scale
recovery loss then forces the estimated camera height to be
consistent with the known camera height. By doing so, we
can inject metric information into the training process, which
in turn causes the depth and egomotion networks to produce
metrically scaled predictions that remain properly scaled
at test time. Importantly, no ground plane segmentation is
required at test time, unlike existing scale recovery methods
[9]. In summary, our main contributions are:
1) a framework for training a self-supervised ground
plane segmentation network,
2) a novel loss function that enforces metrically-scaled
depth and egomotion estimates without requiring
ground truth labels or stereo images during training,
3) comprehensive experiments showing that our loss func-
tions can be used to train depth and egomotion net-
works to regress scaled predictions and furthermore
can facilitate network retraining with a small amount
of data collected online, and
4) an open source implementation of our algorithm.1
1See https://github.com/utiasSTARS/learned_scale_
recovery for supplementary material and our open source code archive.
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Fig. 1: Illustration of the depth scaling portion of our novel scale recovery loss. For each training image, the scale factor is computed by
comparing the estimated camera height to the known camera height; by enforcing the scale factor to converge to unity during training
(through our proposed scale recovery loss), the network predictions become metrically scaled.
II. RELATED WORK
For monocular VO, accurate scale recovery, that is, the
process of making relative depth and egomotion predictions
consistent with metric, ground truth measurements, remains
an active area of research. In this section, we describe
existing methods in the literature for both classical and
learning-based egomotion estimation.
A. Scale Recovery in Classical Systems
Lack of metric scale and scale drift are known problems
for classical monocular VO estimators. Indeed, popular sys-
tems such as ORB-SLAM2 [10] are prone to scale drift. The
VO subsystem of ORB-SLAM2 relies on bundle adjustment
and loop closure to enforce a constant scale factor over the
complete trajectory, but is not able to resolve metric scale.
Several methods [11]–[15] attempt to determine the metric
scale at test time by detecting the ground plane and compar-
ing the estimated camera height (relative to the ground plane)
with the known camera height. We draw inspiration from
these methods but note that they have some key limitations.
Many of the algorithms [11], [13], [15] assume that the
ground plane appears within a pre-defined image region,
which is problematic when the ground plane is not visible
(e.g., when the ground plane is occluded by a vehicle on
the road). An alternative [16] is to classify ground plane
pixels using colour information. The hue and intensity of
the ground plane pixels may change significantly with scene
illumination and camera gain and exposure settings, however,
making this form of road plane detection unreliable. Wang
et al. [14] address this shortcoming by detecting the ground
plane by fitting a model to 3D feature locations. Although
this technique is more robust to ground plane pixel hue and
intensity changes, the main drawback is that the ground
plane (being smooth and textureless) often lacks readily-
identifiable features. To mitigate these difficulties, our ground
plane segmentation network is trained using a geometry-
based loss, which is independent of pixel intensity and
illumination. Since we use a dense set of pixels to determine
the ground plane, we expect to outperform feature-based
plane detection in regions that lack identifiable features.
Additionally, while existing methods [11]–[16] require the
presence of a visible ground plane in every image at test
time, our method only requires the presence of the ground
plane in the training images.
B. Scale Recovery in Learning-Based Systems
The most straightforward means of enforcing metrically-
scaled depth and egomotion predictions is through supervised
learning (see [6], [17], [18]), where ground truth depth or
egomotion is used as a training label. However, collecting
ground truth data can be time-consuming, expensive, and
it may not always be reliable (e.g., due to GNSS errors
within urban canyons). Additionally, relying on ground truth
limits the ability of learning-based systems (in our case,
deep networks) to be retrained online in areas where ground
truth is not available. Online retraining is important for
deployed robots operating in environments which differ from
the original training environments, and motivates the use of
self-supervised training methods.
Self-supervised learning of depth and egomotion, initially
proposed in [8], has become a very popular approach, and re-
cent work has demonstrated [19]–[21] state-of-the-art dense
depth predictions from monocular images (while, in general,
learning-based egomotion networks have not surpassed the
accuracy of classical techniques). These systems are trained
with a self-supervised photometric reconstruction loss along
with a variety of secondary losses. To compute the photo-
metric reconstruction loss, a source image is warped into a
target image frame using the predicted scene depths and the
inter-frame pose change. The per-pixel reconstruction error is
computed by comparing the target image to the reconstructed
image; networks are trained to minimize the loss through
gradient descent (notably, the image warping procedure is
made differentiable using a spatial transformer [22]).
A limitation of the photometric reconstruction loss is that it
can only be used to train depth and egomotion networks that
produce unscaled predictions. Furthermore, the predictions
are scale inconsistent: different inputs produce depth and
egomotion predictions with a varying scale factor, since
there is nothing in the loss formulation that encourages
independent predictions to have the same scale. To address
scale inconsistency, recent works [23], [24] have proposed to
enforce a global scale factor using a depth consistency loss.
Despite producing scale-consistent estimates, these losses do
not (cannot) resolve metric scale.
To resolve scale in a self-supervised system, Godard et al.
[25] introduce a left-right consistency loss that uses stereo
image pairs with a fixed (and known) baseline distance.
The depth prediction for one frame, along with the known
transform, can be used to warp the left image into the right
image frame (or vice versa). By training a depth network to
minimize the left-right consistency loss, the depth predictions
that are learned are also metrically scaled. However, despite
being “self-supervised” in nature, stereo consistency losses
cannot be used for retraining when only a single camera
is available. To the best of the authors’ knowledge, there
is presently no self-supervised loss function that enforces
metric scale for monocular systems. We formulate a loss
function that is able to do so, by making use of the known
camera height relative to the ground plane. Although the
camera height may be considered ground truth information,
this quantity often remains available at test time, unlike
ground truth poses or stereo images.
The work most similar to our own is DNet [9], which
uses an online technique to estimate the scale factor of its
learning-based depth and egomotion networks by detecting
the ground plane. DNet requires the presence of a visible
ground plane at test time to resolve the scale of the depth
and egomotion estimates, while we embed information about
metric scale during the training procedure and thus do not
require a ground plane at test time. This simplifies scale
recovery and makes the network less prone to failure (at test
time) when the ground plane is not visible or is incorrectly
detected.
C. Application of Learning-Based VO
Although we use a basic loss formulation and network
structure to showcase our proposed scale recovery loss,
we note that other learning-based methods [21], [26]–[29]
produce state-of-the-art accuracy for monocular VO by in-
corporating learned predictions within classical (probabilistic
and optimization-based) frameworks. Since these methods
currently require stereo images or ground truth during train-
ing, they are not fully self-supervised in a monocular setting
and cannot take advantage of online retraining; our proposed
scale recovery method could easily be incorporated into these
systems to maintain their ability to produce scaled depth and
egomotion predictions while obviating the need for stereo
images or ground truth.
III. APPROACH
In order to resolve metric scale in a self-supervised man-
ner, we rely on three separate networks, for depth estimation,
egomotion estimation, and plane segmentation. Below, we
introduce the depth and egomotion networks first, and then
discuss the formulation of the plane segmentation loss (and
network) and the scale recovery loss.
A. Self-Supervised Depth and Egomotion Networks
Our depth network is based on a U-NET [30] encoder-
decoder network, which takes as input a target image It
and outputs a dense (per-pixel) depth prediction Dˆt. The
egomotion network takes as input a source image Is and
target image It and outputs Tˆt,s, the estimated SE(3) pose
change between image frames. The primary loss term used
for training of the depth and egomotion networks is a
photometric reconstruction loss. The source image Is can
be warped to a target image It to produce the reconstructed
image using a spatial transformer network [22],
Iˆt = ST (Is, Dˆt, Tˆt,s, fu, fv, cu, cv), (1)
where the last four inputs are the known camera intrinsic
parameters. The photometric reconstruction loss is the L1
error of the reconstructed image (i.e., the ‘ground truth’ is
the target image):
LL1 =
∣∣∣Iˆt(u, v)− It(u, v)∣∣∣ . (2)
A structural similarity loss [31] is used in conjunction with
the L1 loss (balanced by α ∈ [0, 1]) to produce the overall
photometric reconstruction loss:
LP = (1− α)LL1 + αLSSIM. (3)
An inverse depth smoothness term [25] ensures that the
gradients (in the x and y direction) of the inverse depth
prediction agrees with the image gradients:
LS =
∑
i∈{x,y}
∣∣∣∣∣∂i
(
1
Dˆt(u, v)
)∣∣∣∣∣ e−‖∂iIt(u,v)‖. (4)
To improve scale consistency, we employ the loss from [23],
which ensures that the source depths, when transformed to
the target frame using the predicted pose change (becoming
Dˆ′s), are consistent with the target depths:
LDC =
∣∣∣Dˆ′s(u, v)− Dˆt(u, v)∣∣∣
Dˆ′s(u, v) + Dˆt(u, v)
. (5)
Finally, we implement a pose consistency loss to ensure that
the ‘forward’ and ‘inverse’ inter-frame translation predictions
are consistent with each other:
LPC =
∣∣tˆt,s − tˆs,t∣∣ . (6)
The complete pixel-wise loss function that we aim to mini-
mize consists of all of the loss terms above:
Lbase =
∑
u,v
(λPLP + λSLS + λDCLDC) + λPCLPC. (7)
Our baseline system is trained with this loss to produce
unscaled depth and egomotion estimates. Next, we discuss
how we augment this system by incorporating scale recovery
into the training procedure.
B. Self-Supervised Ground Plane Segmentation
In our scale recovery approach, we compute the per-
image scale factor of the depth predictions by observing
the difference between the measured camera height and
the known camera height. Then, a scale factor of unity
(corresponding to the heights being equal) is enforced during
training by incorporating a novel scale recovery loss.
Fig. 2: Examples of the plane segmentation masks (top row) and scene depth predictions (bottom row) produced by our plane segmentation
and depth networks, respectively. The images are from KITTI sequence 05.
To estimate the scale factor, we first compute the camera
height over the local ground plane, and compare it to the
known camera height. This requires the ground plane itself
to be extracted from the image. To extract the ground plane,
we use our own plane segmentation network. Alternatively,
the drivable road region could be detected using an existing
supervised framework [32], but we choose to implement
our own self-supervised technique in order to facilitate
retraining alongside the depth and egomotion networks. Our
plane segmentation network takes as input a target RGB
image, and outputs a corresponding plane segmentation mask
Wˆt, whose per-pixel values wˆt(u, v) ∈ [0, 1] indicate the
likelihood that each pixel is a ground plane ‘inlier’.
We train the ground plane segmentation network with a
plane consistency loss. We assume that, for a given image,
the lower, centre region contains the ground plane only.2 By
computing the normal vector n˜t and offset (i.e., the per-
image camera height ht) of the ground plane, we train our
plane segmentation network to minimize a pixel-wise plane
consistency loss Lplane over all pixels and images in the
training dataset:
Lplane = λplanewˆt(u, v)
∣∣ht − pt(u, v)T n˜t∣∣−λreg log wˆt(u, v).
(8)
In order to minimize the first term, the per-pixel plane
predictions wˆt(u, v) must only be small for pixels whose 3D
coordinates pt(u, v) do not lie on the ground plane. Since
a trivial solution exists (i.e., outputting zero for all pixels in
the image), the second term, a cross entropy regularization
loss, enforces the segmentation mask outputs to be close to
unity. Thus, the overall loss is minimized by training the
network to accurately predict ‘inlier’ plane pixels with high
confidence while downweighting all other pixels. The two
loss terms are balanced by the scalar weights λplane and λreg.
In Eq. (8), the per-image camera height ht is computed
from the pre-defined ground plane region using a plane fitting
procedure. For every ground plane pixel in the target image,
the 3D coordinates pt(u, v) are computed as:
pt(u, v) = Dˆt(u, v)
[u−cu
fu
v−cv
fv
1
]T
, (9)
where a pre-trained depth network is used to estimate the
2Although this is a limiting assumption in general, it only applies to
the training data, where we can be reasonably confident that the region
consistently represents the road plane.
scene depth Dˆt.3 The 3D coordinates are stacked in Pt,
and the ground plane normal vector n˜t is found by solving
PTt nt = 1 for nt. The unit normal to the plane is computed
as
n˜t =
nt
‖nt‖ .
The estimated camera offset (i.e., the camera height relative
to the plane) is then hˆt = PTt n˜t. We provide further
details about the training procedure in Section III-D. Figure 2
provides several examples of the plane segmentation network
outputs. We note that our approach does assume local pla-
narity of the ground, as other methods do. This assumption
is only required for the training data, however, and images
that break the assumption could potentially be omitted.
C. Scale Recovery Loss Formulation
With knowledge of the ground plane (through the use of
our plane segmentation network), the most trivial way to
enforce metric scale is to extract the estimated camera height
hˆt, and enforce it to be similar to the known camera height,
hgt:
Lcam = |hˆt − hgt|. (10)
The estimated camera height is determined through weighted
least squares, where the ground plane normal vector is
determined by minimizing
Lt =
1
2
(PTt nt − 1)TW−1t (PTt nt − 1), (11)
where Pt ∈ R3×HW are the stacked 3D coordinates for ev-
ery pixel in the image, W−1t ∈ RHW×HW is a diagonalized
matrix of plane segmentation weights, and 1 is a vector of
ones (of size HW × 1). The least squares solution is:
nt = (PtW
−1
t P
T
t )
−1(PtW−1t 1
T ). (12)
The estimated camera height is a weighted average of the
offset (relative to the plane) of all 3D coordinates:
hˆt =
1∑
u,v wˆt(u, v)
∑
u,v
wˆt(u, v)pt(u, v)
T n˜t. (13)
Importantly, since the current depth prediction is used to
construct the 3D coordinates pt for each pixel, there is a
link between Eq. (10) and the weights of the depth network:
these weights can be updated through gradient descent by
3The pre-trained depth network can be unscaled—we use Eq. (7) to
train this network using the same network structure and training procedure
outlined in Section III-D.
backpropagating from the loss defined by Eq. (10), through
the estimated camera height, into the depth network. In turn,
the egomotion predictions will become consistent with the
updated depth predictions in order to minimize the original
photometric reconstruction loss. We found, however, that
there are issues that make Eq. (10) unsuitable in practice.
Namely, since the loss is a function of the ground plane
pixels only (and is unaffected by depth predictions for off-
plane pixels), the ability of the depth network to properly
resolve scale over the whole scene is limited. Instead of
scaling all of the depth predictions, we found that the
ground plane depth would erroneously ‘sink’ below the other
predictions because minimizing Eq. (10) only requires the
ground plane pixels (rather than all image pixels) to shift.
To avoid the problem above, we propose an alternative
loss that enforces metric depth (i.e., a scale factor of unity)
by affecting all image pixels equally. Rather than directly
comparing hˆt to hgt, as in Eq. (10), we can compute an
image-specific scale factor st =
hgt
hˆt
, and generate per-pixel
‘depth scaling’ targets
DDSt (u, v) = stDˆt(u, v), (14)
which can be directly applied in a depth scaling loss:
LDS =
|Dˆt(u, v)−DDSt (u, v)|
DDSt (u, v)
. (15)
To enforce proper depth rescaling, all gradients associ-
ated with the target depth DDSt are removed (e.g., through
DDSt .detach() in PyTorch); this forces the network to
update all pixel depths, instead of only updating the ground
plane pixels, because the only way to minimize Eq. (15) is
to update the network such that the estimated scale factor
approaches unity. The denominator in Eq. (15) normalizes
the per-pixel depth values to prevent large depths from
dominating the loss function. Figure 1 illustrates how our
depth scaling loss is applied.
We use the same technique to define a ‘translation scaling’
loss:
LTS =
∣∣tˆt,s − tTSt,s∣∣ , (16)
where tTSt,s = sttˆt,s.detach(). We find that applying
both scaling loss terms improves stability during training
and causes the estimated scale factor to converge to unity
more quickly. By combining our scale recovery loss with
the baseline loss, our (per-sample) overall loss becomes
L = Lbase +
∑
u,v
(λDSLDS) + λTSLTS. (17)
By incorporating these scale recovery loss terms (balanced
by λDS and λTS), the scale factor will converge towards unity
while the original loss terms are minimized.
D. Implementation Details
We implemented three networks in PyTorch [33]: a
depth network, an egomotion network, and a plane segmenta-
tion network.4 The input to the depth and plane segmentation
4See the supplementary material (available in our open source reposi-
tory) for additional network, training, and experimental details.
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Fig. 3: Scale factor convergence during training. Within one epoch
of training on the KITTI dataset the scale factor effectively con-
verges to unity.
networks is a single RGB image, and the outputs are the
depth and plane predictions, respectively. The depth and
plane segmentation network encoder blocks were initialized
with a pre-trained ResNet18 [34] model, while the convolu-
tional layers of the decoder blocks were set to the default
initialization in PyTorch. The input to the egomotion
network is two concatenated RGB images (a source and
target image), as well as the optical flow between frames.5 In
order to directly gauge the impact of our scale recovery loss,
we chose to train and test using ground truth orientation, and
only learned translation predictions. Our justification for this
choice is that the scale ambiguity only affects translation,
and not rotation. This simplification allowed us to focus our
study on the translation predictions while removing the effect
of orientation error, which is normally the dominant error
source. Thus, our egomotion network (and the VO estimators
we benchmarked against), were simplified to only predict the
translation between the source and target frames.
We trained our models for 20 epochs using the Adam
optimizer [37] with a minibatch size of 6, and a learning
rate of 1 × 10−4 that was reduced by half after the 12th
epoch. The model that resulted in the lowest validation loss
was selected for evaluation on a held-out test set. Figure 3
illustrates the convergence of the scale factor during training;
the scale factor converges within 500 minibatch iterations (or
approximately 3,000 images). Over time, as illustrated by the
final epoch in the training plot, the scale factor becomes more
consistent, and is generally very close to unity.
IV. EXPERIMENTS
We conducted several experiments to verify that our scale
recovery method is able to produce depth and pose estimates
that are metrically scaled with an accuracy comparable
to existing scale recovery methods. Unlike these existing
methods, however, our method is fully self-supervised and
does not require stereo images or ground truth. We show
that our scale recovery loss, by promoting scale consistency
during training, is able to improve the overall VO accuracy
compared to online scale recovery methods such as DNet
5In line with [35] we found that incorporating optical flow improved
the egomotion estimates. We computed the optical flow using the Gunnar-
Farneba¨ck algorithm [36].
TABLE I: Results for the scale factor experiment. The average scale
factors produced by three separate methods are reported for the
KITTI test and validation sequences. A more accurate scale factor
approaches unity.
Loss Type Mean Scale Factor
Seq. 05
(val.)
Seq. 09
(test)
Seq. 10
(test)
Pose Supervision 1.00 1.01 1.01
Stereo Consistency 1.01 1.01 1.01
Scale Recovery (ours) 1.02 1.02 1.02
[9]. Finally, we demonstrate how our loss formulation is
well suited for online retraining to improve VO accuracy in
new environments. For these experiments we used the KITTI
Odometry [38] and Oxford RobotCar [39] datasets.
A. Scale Factor Evaluation
Our experimental results demonstrate that the scale recov-
ery loss is able to accurately resolve the metric scale factor.
We compared our method with two existing loss functions
that are used to resolve scale: a pose supervision loss and a
(stereo image) left-right consistency loss [25]. To implement
these two techniques, we directly replaced our scale recovery
loss with the alternate loss function and trained the depth and
egomotion networks from scratch. No changes were made to
the training procedure6 or the network structures, other than
balancing the additional loss term with the existing loss terms
by appropriately tuning its weighting factor.
To compare these three scale-resolving approaches, we
estimated the scale factor of their depth predictions by
extracting the ground plane through a RANSAC-based [40]
plane fitting procedure. First, for each image, we segmented
the lower-middle region that generally corresponded to the
road plane (u ∈ [ 16W, 56W ], and v ∈ [ 47H,H]). Next, we
determined the 3D coordinate for each ground plane pixel
using Eq. (9). Then, for 350 iterations, we fit a plane to three
sampled points and computed the number of inlier points (a
point was considered an inlier if its offset was within 2% of
the offset computed using the three sampled points). With
the set of inlier points, we computed the offset (d) to the
plane through pT n˜ = d, and considered the median offset
to be the estimated camera height.
We compared the estimated camera height to the known
camera height to determine the scale factor st =
hgt
hˆt
for
every image frame within the test and validation sequences.
We report the per-sequence average scale factor in Table I.
Comparing our scale recovery technique with the two alter-
nate methods, the difference in scale factor is on the order
of 1-2%, However, the alternative approaches require stereo
images or ground truth information, while our algorithm
requires knowledge of the camera height only.
B. Visual Odometry Evaluation
The aim of this experiment was to show that our proposed
scale recovery method is able to produce metrically scaled
6For the pose supervision method, we omit the odometry sequences
(11-21) because no pose labels are available.
egomotion estimates on the KITTI dataset. To generate
the trajectory estimates for each sequence, the available
SE(3) inter-frame egomotion predictions were compounded
together. For the same reasons discussed in Section III-D,
we used the ground truth orientation data when computing
the trajectories. Our evaluation criterion was the translation
segment error, averaged across all subsequences of length
{100, 200, . . . , 800} metres.
We benchmarked the VO accuracy of our method by
comparing it with three alternatives. First, to illustrate the
problem of scale drift, we benchmarked against ORB-SLAM2
(without loop closure), where the estimates were adjusted
by a constant scale factor (s = ‖tavg,gt‖‖tavg,ORB−SLAM2‖ ). Second,
we evaluated performance against our unscaled baseline
system, which did not incorporate the scale recovery loss. We
included this baseline comparison to show that no specific
tuning of hyperparameters was performed in order to achieve
a scale factor of unity. Third, we compared our system
against a network similar to DNet [9]. Since the authors
of [9] did not report any VO results, we implemented our
own scale recovery technique for DNet. At test time DNet
extracts the ground plane by finding pixels whose surface
normal is approximately vertical, while we extract the ground
plane using the RANSAC-based procedure from Section IV-
A. With the extracted ground plane pixels, we followed the
same procedure as DNet to estimate the scale factor online:
we computed the median camera height and determined the
scale factor as st =
hgt
hˆt
. The per-image scale factor was then
used to rescale the egomotion estimates from our baseline
network.
Table II lists all mean translation segment errors for the
aforementioned approaches. While ORB-SLAM2 and the
unscaled network yield poor results (due to scale drift and
lack of metric scale, respectively), the online rescaling ap-
proach (similar to DNet) and our proposed approach (training
with our scale recovery loss) yield translation estimates that
closely match the ground truth translation. Figure 4 visual-
izes this comparison. Interestingly, although both of the scale
recovery methods use essentially the same information to
resolve metric scale, the incorporation of metric information
during training (through our scale recovery loss) produces
significantly more accurate translation estimates compared
with online rescaling. We posit that our scale recovery loss
better enforces depth consistency during training and, as
a result, our network produces higher quality egomotion
estimates. Table III and Figures 4c and 4d supports this
claim: the variance of the scale factor is significantly smaller
when our scale recovery loss is incorporated.
C. Online Retraining Evaluation
This experiment demonstrated how our self-supervised
loss formulation is able to account for out-of-distribution
data through online network retraining. Data collected within
new environments can be used update the model parameters,
allowing the networks to adapt to changing surroundings.
We examined domain adaptation by first training our system
on the Oxford RobotCar dataset and then evaluating VO
TABLE II: Benchmarking our method against other monocular VO estimators. Similar to [27], we include training sequences in our
evaluation.
Method Scaling Method Mean Trans. Seg. Err. (%)
Train Val. Test
00 02 06 07 08 05 09 10 Mean
ORB-SLAM2 20.8 9.52 18.98 13.82 22.06 18.63 12.74 4.86 15.18
Learned
Unscaled 21.83 28.20 20.52 24.66 21.22 19.77 30.30 29.19 24.46
Online Rescaling (DNet) 1.94 3.07 2.74 2.74 2.72 3.32 3.70 5.09 3.16
Camera Height Loss (Ours) 1.86 2.27 2.05 1.78 2.05 1.50 3.90 3.70 2.39
TABLE III: Variance of the scale factor. A lower variance indicates better scale consistency between independent predictions.
Method Scale Factor Variance
Train Val. Test
00 02 06 07 08 05 09 10 Mean
Unscaled 0.0138 0.0135 0.0079 0.0085 0.0134 0.0197 0.0083 0.0117 0.0121
Scaled 0.0015 0.0028 0.0010 0.0013 0.0018 0.0031 0.0022 0.0015 0.0019
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Fig. 4: Visualization of the KITTI validation and test set trajectories
and the corresponding scale factor estimates. Our scale recovery
loss promotes scale-consistent depth and egomotion estimates that
are metrically scaled (with a scale factor close to unity.
accuracy on the KITTI dataset. As expected, due to the
difference in the images between datasets (e.g., camera
parameters and height, as well as significant changes in scene
structure/illumination), our depth and egomotion networks,
trained on the Oxford RobotCar dataset, did not perform
well on the KITTI dataset.
By retraining the networks using our proposed loss (in-
cluding the scale recovery loss), the overall accuracy signif-
icantly improved. We first trained our depth and egomotion
networks on a subset of the Oxford RobotCar dataset using
the same training procedure, network structure, and hyper-
parameters as for the KITTI experiments (see Section III-
D). Following this, we retrained the networks for a single
epoch with KITTI data (using the KITTI training sequences),
without changing any parameters (with the exception of
setting the camera height back to 1.70 meters). To gauge
TABLE IV: Results from our retraining experiment. A network pre-
trained on the Oxford RobotCar dataset is evaluated on the KITTI
dataset; by retraining on KITTI with our scale recovery loss, VO
accuracy is significantly improved.
Method Mean Trans. Seg. Err. (%)
05 09 10 Mean
Original 23.58 34.48 34.65 30.90
Retrained (unscaled) 10.61 17.31 15.56 14.49
Retrained (scaled) 1.51 4.00 2.88 2.79
the effectiveness of our scale recovery loss, retraining was
carried out twice, once with the scale recovery loss and once
without. Table IV lists the domain adaptation results. Pre-
dictions from the original network (trained only on Oxford
RobotCar data) exhibit a significant reduction in accuracy
compared to the KITTI VO experiments (see Table II). By
retraining the models for a single epoch on KITTI using
the Eq. (7) baseline (unscaled) loss, the overall accuracy
improved, but the scale factor did not converge to unity. In
contrast, when retraining with Eq. (17), the network adapted
to the KITTI environment and produced metric predictions.
Overall, retraining with the unscaled loss reduced the error
by 53%, while retraining with the scale recovery loss reduced
the error by 91%.
V. CONCLUSION
In this paper, we showed that a novel scale recovery
loss can be added to a self-supervised depth and egomotion
estimation pipeline to produce metrically-scaled predictions.
In contrast to alternative approaches (e.g., pose supervision
or stereo consistency losses), our method only requires a
stream of monocular images and a known camera height
at training time. Notably, our networks can be retrained
online, which significantly improves egomotion predictions
for out-of-distribution images. Additionally, our loss enforces
depth consistency during training, boosting overall egomo-
tion estimation accuracy compared to a similar method that
only recovers scale at test time. As future work, we plan
to incorporate uncertainty into the scale recovery loss to
account for camera height changes due to vertical motion
(e.g., tilt) of the vehicle.
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