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Abstrat
By using the extension of the statistial Wik's theorem (Gaudin's theorem) to deal with gener-
alized statistial density operators (those whih an be expressed as the produt of and operator
arrying out a anonial transformations times a density operator) and using the appropriate limits
we are able to rederive in a very simple way the standard generalized Wik's theorem for overlaps
of mean eld wave funtions. Due to the simpliity of the derivation it is now straightforward to
onsider more involved ases and some of them are disussed. The present derivation also allows
to obtain general and ompat formulas for other partiular ases of the generalized Wik theorem
involving overlaps of multiquasipartile exitations of produt wave funtions. The new expressions
allow to redue the ombinatorial omplexity of the standard alulation of the above overlaps.
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I. INTRODUCTION
Nowadays it is widely reognized the need for going beyond the mean eld approximation
in order to better understand the low lying struture of the atomi nuleus (see Ref [1℄ for a
thorough disussion of the topi). The mesosopi nature of the nuleus makes essential the
restoration of the symmetries broken at the mean eld level in order to inorporate into the
wave funtion the expeted behavior under the symmetry's operators that are responsible
for the seletion rules of many observable quantities. The orrelation energy gained by the
restoration of symmetries and the onsideration of quantum utuations in relevant degrees
of freedom plays a very relevant role not only in the desription of the nuleus' binding
energy but also in the distribution of states in the spetrum of the nuleus. In the proess of
inorporating into the theoretial framework the quantum utuations mentioned previously,
tools like the generalized Wik's theorem are widely used. The generalized Wik's theorem
(GWT) for fermions allows the evaluation of the overlap of a general produt of fermioni
reation and annihilation operators between any two non orthogonal produt wave funtions
|Φ0〉 and |Φ1〉. Aording to the GWT, the overlap 〈Φ1|Oˆ|Φ0〉/〈Φ1|Φ0〉, where Oˆ is a general
produt of reation β+k and annihilation βk quasipartile operators, is given as the sum of
all possible ontrations of all possible ombinations of two quasipartile operators, namely
C11 mn = 〈Φ1|βmβn|Φ0〉/〈Φ1|Φ0〉
C12 mn = 〈Φ1|βmβ
+
n |Φ0〉/〈Φ1|Φ0〉 (1)
C21 mn = 〈Φ1|β
+
mβn|Φ0〉/〈Φ1|Φ0〉
C22 mn = 〈Φ1|β
+
mβ
+
n |Φ0〉/〈Φ1|Φ0〉
These four ontrations an be gathered together as members of the bipartite matrix of
ontrations
C =
 C11 C12
C21 C22

(2)
that will prove to be a onvenient quantity in future developments. Both the proof of the
generalized Wik's theorem as well as the expliit expression of the ontrations have been
given by several authors [24℄ using dierent approahes. In all the ases the proof of the
theorem as well as the ontrations are obtained after quite lengthy onsiderations and in a
manner that is not prone to generalizations. On the other hand, the generalization of the
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standard Wik's theorem for mean values to the framework of an statistial admixture of
quantum states (where mean values are replaed by traes over the Fok spae inluding
a statistial density operator) is rather straightforward and the proof of the theorem is
fairly simple [5℄ owing to the simpliations introdued by the yli property of the trae.
The generalization of this theorem (Gaudin's theorem thereafter) to the ase where the
statistial density operator is replaed by a more general operator given by the produt of
the density operator times an operator arrying out a anonial transformation is also rather
straightforward [6, 7℄. The reason is that the spirit of the proof of Gaudin's theorem (the
yli invariane of the trae) is still valid and the proof of the generalized theorem proeeds
along the lines of the standard one. The purpose of this paper is to show that the generalized
Wik's theorem an be dedued from the orresponding statistial version by an appropriate
limiting proedure of the probabilities of the statistial admixture. This limiting proedure
together with the simpliity of the statistial version of the theorem will allow us to derive
formulas for the most general situation in a fairly simple way. By generalizing the previous
limiting proedure we will be able to ompute not only the standard overlaps but also
overlaps of multiquasipartile exitations that an be rather umbersome to ompute by
using the standard tehniques [8, 9℄. The novel expressions obtained in this paper for the
ontrations are very ompat and therefore their use substantially simplies the usually
lengthy alulations (with a omplexity of ombinatorial type) involved in onsidering those
multiquasipartile overlaps.
II. DEFINITIONS AND PROOF OF GAUDIN'S THEOREM
A. Basi denitions
First of all let us introdue some basi notation that will be used to simplify the expres-
sions derived below (the notation losely follows that of [2℄). A given set of fermioni reation
and annihilation quasipartile operators βk and βk are dened in terms of a referene single
partile reation and annihilation set of operators bl and bl by means of linear ombinations
βk =
∑
lA
∗
lkbl +B
∗
lkbl
βk =
∑
l Clkbl +Dlkbl
(3)
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The referene single partile reation bl and annihilation bl set of operators is assumed to
satisfy anonial antiommutation rules {bl, bl′} = {bl, bl′} = 0 and {bl, bl′} = δll′ but the
operators bl and bl (as well as βl and βl) are not neessarily related by hermitian onjuga-
tion. In the following, reation and annihilation operators expressed with Latin letters will
orrespond to single partile operators whereas the ones in Greek letters will orrespond to
quasipartiles. For both kinds of operators Latin subindies will be used. These and other
relationships to be onsidered below an be written in a more ompat way by introdu-
ing vetors of dimension 2N (N is the total number of reation or annihilation operators
onsidered) inorporating both annihilation and reation operators both for the quasipartile
αµ = (β1, β2, . . . , βN , β1, β2, . . . , βN) (4)
and the single partile
aµ = (b1, b2, . . . , bN , b1, b2, . . . , bN) (5)
operators. For these vetors of operators Greek indies like the µ above are introdued. It
is also onvenient to introdue the notation
αµ = (β1, β2, . . . , βN , β1, β2, . . . , βN) (6)
as well as the 2N × 2N matrix
σ =
 0 1
1 0

(7)
that allows us to express the αµ set in terms of αµ and vieversa as αµ =
∑
ν σµναν . Now
the linear ombination of Eq. (3) an be written in a more ompat way as
αµ =
∑
ν
W ∗νµaν (8)
where the 2N × 2N matrix W has the following bipartite struture
W =
 A C∗
B D∗

(9)
If it is required the new set of quasipartile operators αµ to satisfy the anonial fermioni
ommutation relations
{αµ, αν} = δµν (10)
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(and assuming that the single partile set aµ does) then the oeients W of the linear
ombination dening αµ in terms of aµ must satisfy
WσW T = σ (11)
whih is the ondition for the transformation matrix W to be a anonial transformation.
Nothing has been said about hermitiity sine the operators bk need not to be the hermi-
tian onjugate of bk (the only relevant property are the antiommutation relations). However,
and in order to simplify the following onsiderations we will assume in the following that
the single partile operators b+k = bk are the hermitian onjugate of the bk. Conerning
the quasipartile operators βl we will assume that they are not in general the hermitian
onjugates of βl. However, if we require βl = β
+
l to be the hermitian onjugate of βl then
the oeients of the transformation relating them to the set bk and b
+
k must satisfy the
two requirements A = D and B = C. In terms of the W oeients this translates to
σWσ = W ∗.
In order to prove the statistial Wik's theorem (or Gaudin's theorem) mentioned in
the introdution we only have to assume that there is a statistial density operator ρˆ, not
neessarily hermitian, and satisfying
αµρˆ =
∑
ν
Mµν ρˆαν (12)
where the matrix M is in priniple arbitrary. However, if this transformation is applied to
the anonial ommutation relation ρˆ−1{αµ, αν}ρˆ = σµν we obtain {ρˆ
−1αµρˆ, ρˆ
−1αν ρˆ} = σµν
and using Eq. (12) the onditionMσMT = σ is obtained for the matrixM implying that this
matrix indeed represents the one of anonial transformation (see Eq. (11)). Usually, the
density operator as well as other operators arrying out anonial transformations and to be
used later are written in terms of the exponential of one body operators (see Appendix A). In
this ase the transformation matrixM is given by the following exponentialM = exp(−σKA)
where KA is a skew-symmetri matrix (see appendix A for details). However, not all the
matries satisfying the anonial transformation ondition of Eq. (11) an be written as the
above exponential (the most general transformation in a spae of dimension 2 is enough to
nd a ounterexample, see appendix A) and in most of the exposition we will onsider the
density operator ρˆ as a general operator not neessarily expressible as the exponential of an
one body operator.
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We also have to introdue the onept of the trae of an operator Aˆ over the whole Fok
spae
Tr[Aˆ] = 〈φ|Aˆ|φ〉+
∑
m
〈φ|βmAˆβ
+
m|φ〉+
1
2!
∑
mn
〈φ|βmβnAˆβ
+
mβ
+
n |φ〉+ · · · (13)
where |φ〉 is a produt wave funtion and βm and β
+
m are the orresponding annihi-
lation and reation operators assoiated to |φ〉. The trae satises the yli property
Tr[Aˆ1Aˆ2 · · · AˆK−1AˆK ] = Tr[AˆKAˆ1Aˆ2 · · · AˆK−1] that will turn out to be the fundamental
property to prove Gaudin's theorem.
B. Proof of Gaudin's theorem
Now let us onsider the evaluation of the following trae
Tr[ρˆαµ1αµ2 · · ·αµK ] (14)
with K an even integer number. The result to be obtained is nothing but Gaudin's theorem
of Ref [5℄ but it is repeated here as it will be instrutive for further generalizations to
be onsidered below. We start by moving αµ1 to the right by using the antiommutation
relations
Tr[ρˆαµ1αµ2 · · ·αµK ] = {αµ1 , αµ2}Tr[ρˆαµ3αµ4 · · ·αµK ]− Tr[ρˆαµ2αµ1 · · ·αµK ] (15)
and keep moving it to the right until we reah the last quasipartile operator in the argument
of the trae
Tr[ρˆαµ1αµ2 · · ·αµK ] = {αµ1 , αµ2}Tr[ρˆαµ3αµ4 · · ·αµK ]
− {αµ1 , αµ3}Tr[ρˆαµ2αµ4 · · ·αµK ]
+ · · ·+
− Tr[ρˆαµ2αµ3 · · ·αµKαµ1 ] (16)
Using now the yli invariane of the trae the last term is written as Tr[αµ1 ρˆαµ2αµ3 · · ·αµK ]
and using the property of Eq. (12) we arrive at
Tr[ρˆαµ2αµ3 · · ·αµKαµ1 ] =
∑
ν1
Mµ1ν1Tr[ρˆαν1αµ2αµ3 · · ·αµK ] (17)
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Moving now this term to the left hand side of Eq. (16) we obtain∑
µ1
(δµ1ν1 +Mν1µ1)Tr[ρˆαµ1αµ2 · · ·αµK ] = {αν1, αµ2}Tr[ρˆαµ3αµ4 · · ·αµK ] (18)
− {αν1, αµ3}Tr[ρˆαµ2αµ4 · · ·αµK ] + · · ·
that an be written as
Tr[ρˆαµ1αµ2 · · ·αµK ] = Cµ1µ2Tr[ρˆαµ3αµ4 · · ·αµK ]− Cµ1µ3Tr[ρˆαµ2αµ4 · · ·αµK ] + · · · (19)
where the matrix of ontrations Cµ1µ2 have been introdued. They are given by
Cµ1µ2 =
∑
ν1
(1 +M)−1µ1ν1{αν1, αµ2} = [(1 +M)
−1σ]µ1µ2 (20)
Now repeating the above proedure for the remaining traes of Eq. (19) we arrive at the
Gaudin's theorem whih states that the trae
Tr[ρˆαµ1αµ2 · · ·αµK ]
Tr[ρˆ]
(21)
equals the sum of the produt of all possible ontrations of Eq. (20). It is important to
point out here that the above derivation is independent of the produt wave funtion and
quasipartile operators entering the denition of the trae in Eq. (13) and the only relevant
properties are the yli invariane of the trae and the transformation law of Eq. (12).
C. Operator overlaps as limits of statistial traes
Usually, the statistial density operator ρˆ is given as the exponential ρˆ = exp(−Kˆ) of an
one-body hermitian operator Kˆ = K0 + 1
2
∑
µν Kµνα
+
µαν with
K =
 K11 K20
−K20 ∗ −K11 ∗

(22)
The matrix K11 is in this ase hermitian whereas K20 is skew-symmetri. The matrix M
orresponding to the representation of the statistial density operator in the quasipartile
basis is given by M = exp(−K) and by working in the basis where K is diagonal
K
D =
 kl 0
0 −kl

(23)
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the matrix M beomes diagonal
M =
 pl 0
0 1/pl

(24)
with pl = exp(−kl). We will introdue the quantity ρµ =
(p1, p2, . . . , pN , 1/p1, 1/p2, . . . , 1/pN) suh that Mµν = ρµδµν . The statistial density
operator an be now written as
ρˆ = |φ〉〈φ|+
∑
m
pmβ
+
m|φ〉〈φ|βm +
1
2!
∑
mn
pmpnβ
+
mβ
+
n |φ〉〈φ|βnβm + · · · (25)
where the quasipartile operators βm and β
+
m are the ones for whih the operator Kˆ (and the
matrix representationK) are diagonal and the produt wave funtion |φ〉 is the orresponding
vauum of the annihilation operators βm. We also notie in the previous expression of the
statistial density operator that the quantities pm an be interpreted as the probability of
a given quasipartile exitation. By using the previous expression of the statistial density
operator we obtain
Tr[ρˆAˆ] = 〈φ|Aˆ|φ〉+
∑
m
pm〈φ|βmAˆβ
+
m|φ〉+
1
2!
∑
mn
pmpn〈φ|βmβnAˆβ
+
n β
+
m|φ〉+ · · · . (26)
that will prove to be useful in the following.
Let us now onsider the generalization of Gaudin's theorem to the ase where the statisti-
al density operator ρˆ is replaed by the produt ρˆTˆ −1 where Tˆ is an operator performing a
anonial transformation in the quasipartile operators αµ suh that the transformed quasi-
partile operators
α˜µ = Tˆ αµTˆ
−1 =
∑
µν
Tµναν (27)
still satisfy the anonial ommutation relations but not neessarily hermitiity. The re-
quirement of preserving the anonial ommutation relations implies TσTT = σ. We now
have
αµρˆTˆ
−1 =
∑
ν
ρµTµν ρˆTˆ
−1αν (28)
or M˜µν = ρµTµν and we are in the general situation that allowed us to derive Gaudin's
theorem. Therefore, for the evaluation of the trae
Tr[ρˆTˆ −1Aˆ]
Tr[ρˆTˆ −1]
(29)
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we an use Gaudin's theorem with the ontrations given by Eq. (20) and with M˜ = ρµTµν
replaing the matrix M. Additionally, we have that
Tr[ρˆTˆ −1Aˆ] = 〈φ˜|Aˆ|φ〉+
∑
m
pm〈φ˜|β˜mAˆβ
+
m|φ〉+
1
2!
∑
mn
pmpn〈φ˜|β˜mβ˜nAˆβ
+
n β
+
m|φ〉+ · · · . (30)
where 〈φ˜| = 〈φ|Tˆ −1 and β˜m = Tˆ βmTˆ
−1
. In the limit pm → 0 we have
〈φ˜|Aˆ|φ〉
〈φ˜|φ〉
= lim
pm→0
Tr[ρˆTˆ −1Aˆ]
Tr[ρˆTˆ −1]
. (31)
This expression is the link between the results obtained with the statistial density operator
and the ones obtained with pure states and it will allow to prove in the next setion the
extended Wik's theorem out of the Gaudin's one.
III. PROOF OF THE EXTENDED WICK'S THEOREM
In the previous setion we have just shown that the overlap between dierent mean eld
wave funtions of a produt of quasipartile operators an be written as the limit of the
orresponding trae when the statistial probabilities go to zero
〈φ˜|αµ1αµ2 · · ·αµK |φ〉
〈φ˜|φ〉
= lim
pm→0
Tr[ρˆTˆ −1αµ1αµ2 · · ·αµK ]
Tr[ρˆTˆ −1]
(32)
The argument of the limit of the right hand side of this equation an be easily omputed
using Gaudin's theorem. It is given as the sum of all possible ontrations between pairs of
quasipartile operators that are given by
Cµ1µ2 = (1 + M˜)
−1
µ1µ2
= [(1 + M˜)−1σ]µ1µ2 (33)
The relation given by Eq. (32) tell us that the overlap 〈φ˜|αµ1αµ2 · · ·αµK |φ〉/〈φ˜|φ〉 is given as
the produt of all possible ontrations Cµ1µ2 between pair of quasipartile operators whih
are given by
Cµ1µ2 = lim
pm→0
Cµ1µ2 = lim
pm→0
[(1 + M˜)−1σ]µ1µ2 = lim
pm→0
[(1 + ρT)−1σ]µ1µ2 (34)
provided that the limit exists. In order to ompute the limit we have to onsider the general
bipartite struture of the matrix T
T =
 U V
Y X

(35)
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in order to write
(1 + ρT)−1 =
 1 0
0 1
+
 p 0
0 p−1
 U V
Y X
−1
=
 1 0
0 p
+
 p 0
0 1
 U V
Y X
−1 1 0
0 p

=
 1 0
Y X
+
 p 0
0 p
 U V
0 1
−1 1 0
0 p

(36)
This expression allows a trivial evaluation of the pµ → 0 limit
lim
pm→0
(1 + ρT)−1 =
 1 0
Y X
−1 1 0
0 0
 =
 1 0
−X−1Y 0

(37)
that leads immediately to
Cµ1µ2 =
〈φ˜|αµ1αµ2 |φ〉
〈φ˜|φ〉
=
 0 1
0 −X−1Y

µ1µ2
(38)
or
〈φ˜|βm1βm2 |φ〉
〈φ˜|φ〉
= 0 (39)
〈φ˜|βm1β
+
m2 |φ〉
〈φ˜|φ〉
= δm1m2 (40)
〈φ˜|β+m1β
+
m2 |φ〉
〈φ˜|φ〉
= −(X−1Y )m1m2 (41)
whih is the expeted result of the GWT (see Refs. [24℄ for details). Another way to
perform the limit is to use the property of the matrix T (onsequene of being the matrix
of a anonial transformation)
TσTTσ = 1 (42)
in order to write T−1 = σTTσ. Using this property it is very easy to show that
(1 + ρT)−1 = σTTσ(σTTσ + ρ)−1 (43)
This expression will prove to be useful in taking the limit as it an be easily shown that
lim
pm→0
 p 0
0 1/p
 +
 A B
C D
−1 =
 A−1 0
0 0
 . (44)
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Using now that
σTTσ =
 XT V T
Y T UT

(45)
we easily arrive at
lim
pm→0
σTTσ(σTTσ + ρ)−1 =
 XT V T
Y T UT
 XT−1 0
0 0
 =
 1 0
Y TXT−1 0

(46)
whih is equivalent to Eq. (37) beause Y TXT−1 = −X−1Y as an be dedued from the
property of Eq. (42).
As a demonstration of the usefulness of the method just desribed we will onsider the
generalized Wik's theorem for the quantity
〈φ˜1|αµ1αµ2 · · ·αµK |φ˜2〉
〈φ˜1|φ˜2〉
(47)
where the quasipartile operators αµk are not related to the mean eld wave funtions |φ˜i〉
of the previous overlap. The above overlap an be written as the following limit
〈φ˜1|αµ1αµ2 · · ·αµK |φ˜2〉
〈φ˜1|φ˜2〉
= lim
pm→0
Tr[ρˆTˆ −11 αµ1αµ2 · · ·αµK Tˆ2]
Tr[ρˆTˆ −11 Tˆ2]
(48)
where it has been assumed that there exist operators Tˆi relating the mean eld wave funtions
|φ˜i〉 with the vauum of the quasipartile annihilation operators of the generalized set αµ
(βk|φ〉 = 0) through the relation |φ˜i〉 = Tˆi|φ〉. Considering the extended Gaudin's theorem
of the previous setion we an write the argument of the limit of the right hand side as the
sum of all possible ontrations
Cµ1µ2 = (1 + T
−1
2 ρT1)
−1
µ1µ2
=
(
T
−1
1 (T2T
−1
1 + ρ)
−1
T2
)
µ1µ2
=
(
σTT1 σ(T2σT
T
1 σ + ρ)
−1
T2σ
)
µ1µ2
(49)
The limit pm → 0 in this expression an be evaluated straightforwardly by using the result
of Eq. (44) and the notation of Eq. (35)
C = lim
pm→0
C =
 XT1 V T1
Y T1 U
T
1
 (U2XT1 + V2Y T1 )−1 0
0 0
 V2 U2
X2 Y2

(50)
Finally, we shall derive all the ontrations needed for the evaluation of the most general
overlap
11
〈φ˜1|αµ1αµ2 · · ·αµj Tˆ3αµj+1 · · ·αµK |φ˜2〉
〈φ˜1|Tˆ3|φ˜2〉
= lim
pm→0
Tr[ρˆTˆ −11 αµ1αµ2 · · ·αµj Tˆ3αµj+1 · · ·αµK Tˆ2]
Tr[ρˆTˆ −11 Tˆ3Tˆ2]
.
(51)
In this ase, the operator Tˆ3 separates the produt of quasipartile operators in two groups,
the ones to the left of this operator and the ones to the right. Beause of this separation we
will need to onsider three dierent kinds of ontrations depending upon in whih group
are loated eah of the two quasipartile operators involved in the ontration. To be more
spei, we will need the ontrations
C
(1)
µν =
(
(1 + T−13 T
−1
2 ρT1)
−1σ
)
µν
(52)
when both indies µ and ν are in the set of operators to the left of T3 and with indies in
the set {µ1, . . . , µj},
C
(2)
µν =
(
(1 + T−13 T
−1
2 ρT1)
−1
T3σ
)
µν
(53)
when µ is in the set {µ1, . . . , µj} (i.e. to the left) and ν is in the set {µj+1, . . . , µK} (i.e. to
the right) and nally
C
(3)
µν =
(
(1 + T−12 ρT1T
−1
3 )
−1σ
)
µν
(54)
when both indies µ and ν belong to quasipartile operators that are to the right of Tˆ3 and
therefore are in the set {µj+1, . . . , µK}. The limits pm → 0 in the above ontrations an be
very easily performed using previous onsiderations like the ones leading to Eq. (50) and
will not be given here.
IV. EVALUATION OF THE PARTITION FUNCTION OR NORM OVERLAP
In this setion we will evaluate the expression for the partition funtion or norm over-
lap appearing in the previous setion. A typial partition funtion to evaluate is of the
form Tr[ρˆTˆ −11 ]. Taking into aount that the density operator also performs a anonial
transformation, the produt ρˆTˆ −11 also orresponds to a anonial transformation whose
matrix representation is the produt of the matrix representation of ρˆ and T −11 . There-
fore, we ould redue the alulation of Tr[ρˆTˆ −11 ] to the one of Tr[Tˆ ] where ρˆTˆ
−1
1 = Tˆ .
However, in the alulations of the traes we will have to assume that at least one of
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the anonial transformations an be written as the exponential of an one body opera-
tor and therefore the evaluation of Tr[ρˆTˆ −11 ] an be onsidered as more general by assuming
that the transformation Tˆ −11 is given by the exponential of an one body operator, namely
Tˆ −11 = e
−Sˆ1 = exp(−1
2
∑
µν αµ (S1)µν αν) and onsidering that ρˆ is a general operator per-
forming a anonial transformation and not neessarily expressible as the exponential of an
one body operator (see appendix A). To ompute Tr[ρˆTˆ −11 ] we onsider the funtion
n(λ) = Tr[ρˆ exp(−λSˆ1)] (55)
that redues to the quantity we want to ompute in the limit λ = 1. Aording to previous
notation the operator Sˆ1 is given by Sˆ1 =
1
2
∑
µν αµ (S1)µν αν . To evaluate n(λ) we onsider
its derivative with respet to λ
dn(λ)
dλ
= −Tr[ρˆ exp(−λSˆ1)Sˆ1] (56)
that an be easily omputed with the help of the extended Gaudin's theorem onsidered in
the previous setion
dn(λ)
dλ
= −
1
2
∑
µν
(S1)µν Tr[ρˆ exp(−λSˆ1)αµαν ] = −
1
2
∑
µν
(S1)µν
(
(1 +MT(λ))−1σ
)
µν
n(λ)
(57)
where, as usual, the transformation matrix T(λ) is given by
T(λ) = exp(−λσS1,A) (58)
with S1,A =
1
2
(
S1 − S
T
1
)
and M is given by Eq. (12). Using the property (1 +MT(λ))−1σ +
σ(1 + TT (λ)MT )−1 = σ dedued in appendix A and a little of algebra we obtain
1
n(λ)
dn(λ)
dλ
=
1
2
Tr[σS1,A(1 +MT(λ))
−1]−
1
2
Tr[σS1] (59)
The rst term of the right hand side of the equation an be written (see appendix B) as
Tr[σS1,A(1 +MT(λ))
−1] =
d
dλ
Tr[ln(1 +MT(λ)] (60)
whih allows to integrate the dierential equation dening n(λ) to obtain
n(λ) = Ce−
λ
2
Tr[σS1][det(1 +MT(λ))]1/2 (61)
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where C is an arbitrary onstant and the relation detA = exp(Tr[lnA]) has been used. The
onstant C is determined by taking into aount that n(0) = Tr[ρˆ] = C[det(1 + M)]1/2 so
that we nally arrive to the general expression
Tr[ρˆTˆ −11 ]
Tr[ρˆ]
= e−
1
2
Tr[σS1]
[det(1 +MT(1))]1/2
[det(1 +M)]1/2
(62)
In the very ommon ase where ρˆ is also given as the exponential of an one body operator
we an hoose ρˆ = Tˆ1 and dedue that
Tr[ρˆ] = e
1
2
Tr[σSρ][det(1 +M)]1/2 (63)
where we have made use of the property MT(1) = 1 holding in this spei ase. Taking
everything into aount we arrive at the partiular result
Tr[ρˆTˆ −11 ] = e
− 1
2
Tr[σ(S1−Sρ)][det(1 +MT(1))]1/2. (64)
In the ase where ρˆ is diagonal in the sense that it is given by
ρˆ = exp(
∑
m
kmβ
+
mβm) = exp(
1
2
∑
m
km) exp(
1
2
∑
µν
αµ (Sρ)µν αν) (65)
with
Sρ =
 0 −k
k 0

(66)
the transformation matrix M is diagonal and given in terms of the probabilities pk and their
inverses
M = exp(σSρ) =
 p 0
0 p−1
 ≡ ρ. (67)
The onstant term in Eq. ( 65) is written in terms of the probabilities as
exp(
1
2
∑
m
km) =
(∏
m
pm
)1/2
=
det
 1 0
0 p
1/2
(68)
Using all these denitions we an nally write
ρˆTˆ −11 =
(∏
m
pm
)1/2
exp(
1
2
∑
µν
αµ (Sρ)µν αν) exp(−
1
2
∑
µν
αµ (S1)µν αν) (69)
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that leads, by means of Eq. (64), to
Tr[ρˆTˆ −11 ] =
(∏
m
pm
)1/2
e−
1
2
Tr[σS1][det(1+ρT1)]
1/2 = e−
1
2
Tr[σS1]
det
 1 0
0 p
1/2 [det(1+ρT1)]1/2
(70)
whih is nally written as
Tr[ρˆTˆ −11 ] = e
− 1
2
Tr[σS1]
det
 1 0
0 p
+
 p 0
0 1
T1
1/2
(71)
Now the p→ 0 limit is straightforward
〈φ˜1|φ〉 = lim
pm→0
Tr[ρˆTˆ −11 ] = e
− 1
2
Tr[σS1]
det
 1 0
Y1 X1
1/2 = e− 12Tr[σS1] [detX1]1/2 (72)
and orresponds to the expeted result [24℄.
V. MULTIQUASIPARTICLE OVERLAPS
Finally, we will onsider a very helpful extension of the above onsiderations to the
evaluation of overlaps between multiquasipartile exitations〈
φ˜
∣∣∣ β˜µ1 β˜µ2 · · · β˜µK Aˆβ¯µK · · · β¯µ2 β¯µ1 |φ〉〈
φ˜
∣∣∣ β˜µ1 β˜µ2 · · · β˜µK β¯µK · · · β¯µ2 β¯µ1 |φ〉 =
〈φ|βµ1βµ2 · · ·βµK Tˆ
−1Aˆβ¯µK · · · β¯µ2 β¯µ1 |φ〉
〈φ|βµ1βµ2 · · ·βµK Tˆ
−1β¯µK · · · β¯µ2 β¯µ1 |φ〉
(73)
where the tilded quasipartile operators are related to the untilded ones through a anon-
ial transformation
α˜µ = Tˆ αµTˆ
−1 =
∑
ν
Tµναν (74)
and |φ˜〉 = Tˆ |φ〉. In the spirit of the preeding setions the above overlap an be written as
〈φ|βµ1βµ2 · · ·βµK Tˆ
−1Aˆβ¯µK · · · β¯µ2 β¯µ1 |φ〉
〈φ|βµ1βµ2 · · ·βµK Tˆ
−1β¯µK · · · β¯µ2 β¯µ1 |φ〉
= lim
[p→∞]
Tr[ρˆTˆ −1Aˆ]
Tr[ρˆTˆ −1]
(75)
where the limit has to be understood as a limiting proess where the probabilities pµ1 , . . . , pµK
are made to tend to innity while at the same time the other probabilities pν (ν 6= µ1, . . . , µK)
are set to zero. In fat, for the present purposes there is no need to onsider suh a general
limit and it is enough to onsider that all the pµ1 , . . . , pµK that tend to innity do so in the
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same way, that is pµ1 = pµ2 = . . . = pµK = p. Therefore, in the numerator of the right hand
side of Eq. (75) the greatest power of p (pK) will orrespond to the numerator of the left
hand side of the same equation. The same holds true for the denominators and therefore
taking the limit p → ∞ will give the desired result. By using the generalized Gaudin's
theorem we an write the trae of Eq. (75) in terms of the ontrations
Cρσ =
[
(1 + ρT)−1 σ
]
ρσ
(76)
and therefore in order to evaluate the left hand side of Eq. (75) we will have to onsider the
matrix of ontrations
Cρσ = lim
[p→∞]
Cρσ = lim
[p→∞]
[
(1 + ρT)−1 σ
]
ρσ
(77)
To obtain the expliit expression for the above limit we will take into aount the bipartite
struture of the matrix T given in Eq. (35) as well as Eqs. (36) and (11) to write
C =
 1 0
Y TXT−1 X−1
I+
 p 0
0 p
 XT−1 V X−1
Y TXT−1 X−1
−1 1 0
0 p
 σ (78)
The limit [p→∞] will be taken in two steps, rst the probabilities pν with ν 6= µ1, . . . , µK
will be set to zero and the remaining pµ1 , pµ2 , et will be taken as equal to an unique
parameter p that will be made to tend to innity afterwards. By applying the rst step
(i.e. setting to zero the pν (ν 6= µ1, . . . , µK)) the argument of the inverse matrix of Eq.
(78) will be the sum of the identity matrix plus a matrix where the only surviving rows will
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orrespond to those of the probabilities pµj going to innity, that is
I+
 p 0
0 p
 XT−1 V X−1
Y TXT−1 X−1
 = I+p

0 0 · · · 0 0 0 · · · 0
.
.
.
.
.
. · · ·
.
.
.
.
.
.
.
.
. · · ·
.
.
.
Rµ11 Rµ12 · · · Rµ1N Tµ11 Tµ12 · · · Tµ1N
.
.
.
.
.
. · · ·
.
.
.
.
.
.
.
.
. · · ·
.
.
.
RµK1 RµK2 · · · RµKN TµK1 TµK2 · · · TµKN
.
.
.
.
.
. · · ·
.
.
.
.
.
.
.
.
. · · ·
.
.
.
0 0 · · · 0 0 0 · · · 0
.
.
.
.
.
. · · ·
.
.
.
.
.
.
.
.
. · · ·
.
.
.
Sµ11 Sµ12 · · · Sµ1N Wµ11 Wµ12 · · · Wµ1N
.
.
.
.
.
. · · ·
.
.
.
.
.
.
.
.
. · · ·
.
.
.
SµK1 SµK2 · · · SµKN WµK1 WµK2 · · · WµkN
.
.
.
.
.
. · · ·
.
.
.
.
.
.
.
.
. · · ·
.
.
.
0 0 · · · 0 0 0 · · · 0

(79)
where we have set R = XT−1, T = V X−1, S = Y TXT−1 and W = X−1 to lighten a little
bit the notation. Now it is onvenient to introdue the vetors
rµj =

Rµj1
.
.
.
RµjN
Tµj1
.
.
.
TµjN

, sµj =

Sµj1
.
.
.
SµjN
Wµj1
.
.
.
WµjN

(80)
and denote by eµj the Cartesian basis vetor of dimension 2N along the diretion µj. The
introdution of these quantities allow us to write Eq. (79) in a more tratable and ompat
form as
I+ p
K∑
j=1
eµj ⊗ rµj + eµj+N ⊗ sµj (81)
The expression of this matrix an be further simplied by introduing the 2N×2K matries
E = (eµ1 · · · eµKeµ1+N · · · eµK+N) and Q = (rµ1 · · · rµKsµ1 · · · sµK ) in order to obtain the nal
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result
1 +
 p 0
0 p
 XT−1 V X−1
Y TXT−1 X−1
 = 1 + pEQT (82)
The inverse matrix an be omputed with the help of the Woodbury formula [10℄
(
I+ pEQT
)−1
= I− pE
(
I+ pQTE
)−1
QT (83)
where now the matrix to be inverted
(
I+ pQTE
)
is a matrix of dimension 2K×2K instead
of 2N × 2N . With the p → ∞ limit in mind we will expand the right hand side of the
previous equation in a power series of the inverse of p as
(
I+ pEQT
)−1
= I− E(QTE)−1QT +
1
p
E(QTE)−2QT + · · · (84)
In a rst sight one ould think that this quantity, when multiplied by the remaining matrix
depending upon p, will lead to a divergent quantity after the p→ ∞ limit has been taken.
Fortunately, this is not the ase and in order to reognize how dierent terms anel out it
is onvenient to use the following identity 1 0
0 p
 =
 1 0
0 0
+ pEET
 0 0
0 1

(85)
that is only valid after the limit pν → 0 (ν 6= µ1, . . . , µk) has been taken. The produt(
I+ pEQT
)−1 1 0
0 p

now simplies owing to the fat that
(
I− E(QTE)−1QT
)
EET =
EET −EET = 0. Combining all the previous results together leads to the nal result (with
the limit p→∞) already taken
C =
 1 0
Y TXT−1 X−1
 1 0
0 0
+ E(QTE)−1Q˜T
 σ (86)
with Q˜T = ET
 0 0
0 1
−QT
 1 0
0 0

. This result is quite relevant as it synthesizes in just
one very ompat formula the ombinatorial number of ontrations needed for the evalua-
tion of the multiquasipartile overlap of Eq. (86). The evaluation of the multiquasipartile
overlap ould of ourse be arried out by means of the standard GWT but it would be
a very painful proedure as the number of terms to be onsidered inreases dramatially
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(ombinatorially) with the number of multiquasipartile exitations (for instane, if we on-
sider a four quasipartile exitation overlap of a two body operator Aˆ (this is not suh an
unommon overlap, see [8℄ for more details) then we should onsider a twelve quasipartile
matrix element that involves 11!! (that is 10395) ontrations instead of just the four need
by using Eq. (86). The above formula also presents omputational advantages if one has
to onsider a variety of multiquasipartile exitations. The reason is that it allows to split
the alulation of the ontrations in two well dierentiated steps; the rst is ommon to all
the multiquasipartile exitations to be onsidered and onsist of the evaluation of the rst
matrix of Eq. (86). This is the most expensive omputation from a omputational point of
view as it involves the inversion of the matrix X that is of dimension N × N . The seond
step depends on the indies of the multiquasipartile exitations onsidered and onsists
of the onstrution of the matries E and Q (of dimension 2N × 2K) out of the rows of
the orresponding matries and the inversion of the 2K × 2K matrix QTE. For instane,
in the ase of a four quasipartile exitation K = 4 and the later matrix to be inverted
is of dimension 8 × 8. At this point, we an ask whether it is possible to generalize the
multiquasipartile overlap of Eq. (75) to the most general situation where the indies on the
right multiquasipartile exitation dier from the ones of the exitation ating on the left,
namely
〈φ˜|β˜ν1 β˜ν2 · · · β˜νKAˆβ¯µK · · · β¯µ2 β¯µ1 |φ〉
〈φ˜|β˜ν1β˜ν2 · · · β˜νK β¯µK · · · β¯µ2 β¯µ1 |φ〉
(87)
The answer is armative and involves the introdution of an operator Tˆ
 µ
ν

that trans-
forms the indies ν into the indies µ in the following way
〈φ|βµ1βµ2 · · ·βµK Tˆ
 µ
ν
 = 〈φ|βν1βν2 · · ·βνK . (88)
By introduing this transformation operator we an express the overlap of Eq. (87) in the
more familiar form of Eq. (73)
〈
φ˜
∣∣∣ β˜ν1 β˜ν2 · · · β˜νKAˆβ¯µK · · · β¯µ2 β¯µ1 |φ〉〈
φ˜
∣∣∣ β˜ν1β˜ν2 · · · β˜νK β¯µK · · · β¯µ2 β¯µ1 |φ〉 =
〈φ|βµ1βµ2 · · ·βµK Tˆ
 µ
ν
 Tˆ −1Aˆβ¯µK · · · β¯µ2 β¯µ1 |φ〉
〈φ|βµ1βµ2 · · ·βµK Tˆ
 µ
ν
 Tˆ −1β¯µK · · · β¯µ2 β¯µ1 |φ〉
(89)
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and therefore the right hand side of this expression an be evaluated by means of the
ontrations of Eq. (86) by substituting the matrix T representing Tˆ −1 by the matrix
T
 µ
ν

representing Tˆ
 µ
ν
 Tˆ −1. The existene of Tˆ
 µ
ν

, its expliit form as well
as the expression of the matrix representing this operator are onsidered thoroughly in
Appendix C. As an be observed in that appendix, the matrix representation of Tˆ
 µ
ν

is
nothing but a transposition matrix whih exhanges given rows or olumns of the matries
applied to it. Therefore, the matrix T
 µ
ν

representative of Tˆ
 µ
ν
 Tˆ −1 an be obtained
very easily out of the one representative of T −1 by exhanging the appropriate rows or
olumns.
VI. CONCLUSIONS
By onsidering a ertain limit of the statistial density operator where it beomes the one
of a pure state we have been able to obtain the generalized Wik's theorem out of the orre-
sponding statistial version (Gaudin's theorem). The advantage of deriving the Generalized
Wik's Theorem (GWT) in this way is beause the statistial version is muh easier to derive
and handle as it is based on the yli property of the trae over the Fok spae. Using the
limiting proedure we have been able to obtain the most general ontrations needed in the
GWT in a very easy way. By generalizing the limiting proedure we have also been able to
obtain a GWT for multiquasipartile overlaps. The orresponding ontrations are given by
simple and ompat expressions that an aommodate easily many quasipartile exitations
reduing in this way the ombinatorial omplexity of the evaluation of multiquasipartile
overlaps to just a degree of omplexity assoiated to the number of bodies of the operator
whose multiquasipartile overlap is required. The expressions obtained for the overlap are
new and they will be very helpful in reduing the omplexity of forthoming beyond mean
eld alulation.
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Appendix A: THE EXPONENTIAL OF ONE BODY OPERATORS AS CANON-
ICAL TRANSFORMATION OPERATORS
In this appendix we will remind the reader about the expression of exp(Kˆ)αρ exp(−Kˆ)
where Kˆ = 1
2
∑
µν Kµναµαν is an one body operator written in terms of the matrix K and
the fermioni operators of the ondensed notation. Using the anonial antiommutation
relations {αµ, αν} = σµν is very easy to verify that [Kˆ, αρ] = −
∑
ν(σKA)ρναν where the
skew-symmetri matrix KA =
1
2
(K − KT ) has been introdued. Using the same rules we
obtain [Kˆ[Kˆ, αρ]] =
∑
ν(σKA)
2
ρναν , et whih allows us to nally write
exp(Kˆ)αρ exp(−Kˆ) = αρ + [Kˆ, αρ] +
1
2!
[Kˆ[Kˆ, αρ]] + . . . =
∑
ν
(e−σKA)ρναν (A1)
The matrixM =e−σKA , owing to the skew-symmetri harater of KA, satises M
T = eKAσ =
σeσKAσ orMσMT = σ that is nothing but the ondition for the matrixM of being the matrix
of a anonial transformation.
Now we will show a result needed in the developments of the paper that states that if
the matries M and T both satisfy a relation of the type MσMT = σ (i.e. they are matries
representing anonial transformations) then the relation
(1 +MT)−1σ + σ(1 + TTMT )−1 = σ (A2)
holds. We start by onsidering
σ(1+TTMT )−1 = σ(1−TTMT+. . .) = σ−T−1σMT+. . . = σ−T−1M−1σ+. . . = (1+T−1M−1)−1σ
(A3)
The right hand side an be written as (1 +MT)−1MTσ = σ − (1 +MT)−1σ and from here
the sought result of Eq. (A2) easily follows.
Finally, by means of an example, we will argue that not all possible anonial transforma-
tions satisfyingMσMT = σ are neessarily given in terms of a skew-symmetri matrix KA by
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the expressionM =e−σKA. To this end just onsider the ase of a bidimensional onguration
spae. In this ase, the most general skew-symmetri matrix is given by KA =
 0 a
−a 0

where a is a omplex number and therefore e−σKA =
 ea 0
0 e−a

. On the other hand, the
most general bidimensional matrix M satisfying the anonial transformation ondition is
given by both M =
m 0
0 1/m

and M =
 0 m
1/m 0

. Obviously, the rst matrix is of
the e−σKA kind but not the seond one.
Appendix B: CALCULATION OF THE DERIVATIVE OF CERTAIN TRACE
In this appendix we will ompute the following derivative
d
dλ
Tr[ln(1 +MT(λ))] (B1)
where both T(λ) = exp(−λσS) and M are matries of respetive anonial transformations
(i.e. S is an skew-symmetri matrix). The logarithm in the previous expression has to be
interpreted as the orresponding Taylor series expansion
ln(1 + x) = x−
x2
2
+
x3
3
−
x4
4
+ . . . (B2)
Now we have to onsider the derivative of MT(λ) with respet to λ
d
dλ
(MT(λ))ρσ = − (MT(λ)σS)ρσ (B3)
its square
d
dλ
(MT(λ))2ρσ =
d
dλ
∑
τ
(
(MT(λ))ρτ (MT(λ))τσ
)
(B4)
= −
∑
τ
(
(MT(λ)σS)ρτ (MT(λ))τσ + (MT(λ))ρτ (MT(λ)σS)τσ
)
= − (MT(λ)σSMT(λ) +MT(λ)MT(λ)σS)ρσ
and higher powers
d
dλ
(MT(λ))3ρσ = −
(
MT(λ)σS (MT(λ))2 +MT(λ)MT(λ)σSMT(λ) + (MT(λ))2MT(λ)σS
)
ρσ
(B5)
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The generalization to higher powers is fairly simple and we only have to be areful with the
non ommutativity of the matries involved. The results obtained so far for the derivatives
are not very useful due to the inreasing number of terms but fortunately we only need to
onsider its trae. Using the yli invariane property of the trae we an rearrange all
dierent matries in the derivatives to end up with a general and ompat expression
d
dλ
Tr [(MT(λ))n] = −nTr [(MT(λ))n σS] (B6)
Using now this result we an write
d
dλ
Tr[ln(1 +MT(λ))] =
d
dλ
Tr [(MT(λ))]−
1
2
d
dλ
Tr
[
(MT(λ))2
]
+
1
3
d
dλ
Tr
[
(MT(λ))3
]
+ . . .(B7)
= −Tr
[(
MT(λ)− (MT(λ))2 + (MT(λ))3 + . . .
)
σS
]
= −Tr
[(
1− (1 +MT(λ))−1
)
σS
]
that leads to the nal result
d
dλ
Tr[ln(1 +MT(λ))] = −Tr [σS] + Tr
[
(1 +MT(λ))−1 σS
]
(B8)
Appendix C: THE OPERATOR OF INDEX TRANSFORMATION Tˆ
 µ
ν

The operator Tˆ
 µ
ν

is dened is suh a way that it transforms the quasipartile an-
nihilation and reation operators with index µ into the ones with index ν and vieversa,
i.e.
βµ = Tˆ
 µ
ν
 βν Tˆ
 µ
ν
−1
(C1)
or
βµTˆ
 µ
ν
 = Tˆ
 µ
ν
βν (C2)
for the quasipartile annihilation operators βµ and βν . It also has to leave the other quasi-
partile operators unhanged, i.e.
βσTˆ
 µ
ν
 = Tˆ
 µ
ν
 βσ (C3)
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for any index σ dierent from µ and ν. Finally we will impose a normalization that makes
it to fulll Tˆ
 µ
ν
 |φ〉 = |φ〉 where |φ〉 is the vauum of the quasipartile annihilation
operators βµ. This normalization is not the natural one Tˆ
 µ
ν
 |φ〉 = −|φ〉 (i.e. exhanging
two fermioni quasipartile states should lead to a minus sign) but is more onvenient as it
makes unneessary to keep trae of the minus sign in the related expressions. However, if
the reader feels more omfortable with the later normalization just multiplying by a minus
sign the denition of
∧T
 µ
ν

below is enough. Using the notation of previous setions, one
an write the requirement of Eq. (C1) and Eq. (C3) as well as the ones orresponding to
the reation operators as
αρTˆ
 µ
ν
 =∑
σ
T
 µ
ν

ρσ
Tˆ
 µ
ν
ασ (C4)
where the bipartite matrix T
 µ
ν

is blok diagonal and given by
T
 µ
ν
 =
 T˜ (µ↔ ν) 0
0 T˜ (µ↔ ν)

(C5)
The matrix T˜ (µ↔ ν) is a permutation matrix whih has the struture
T˜ (µ↔ ν) =
ν
µ

1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1
.
.
.
.
.
.
· · · · · · · · · 0 · · · · · · · · · 1 · · · · · · · · ·
.
.
. 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 1
.
.
.
· · · · · · · · · 1 · · · · · · · · · 0 · · · · · · · · ·
.
.
.
.
.
. 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 1

(C6)
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with all the matrix elements not expliitly given equal to zero. The matrix elements of
T˜ (µ↔ ν) an be written in a very ompat form as T˜ (µ↔ ν)ij = δij +(δiν − δiµ)(δjµ− δjν).
This is a permutation matrix beause, when applied to an arbitrary matrix A to the right, it
exhanges its µ and ν rows. On the other hand, if the matrix is applied to the left then the
olumns µ and ν of A are exhanged. The permutation matrix T˜ (µ↔ ν) is real, symmetri
and idempotent (T˜ (µ↔ ν)
2
= 1 ). It is possible to write the permutation operator Tˆ
 µ
ν

as the exponential of an one-body operator
Tˆ
 µ
ν
 = exp(Kˆ
 µ
ν
) (C7)
with the one body operator Kˆ
 µ
ν
 = 1
2
∑
µν K
 µ
ν

ρσ
αρασ. Using the general result
Tˆ αµTˆ
−1 =
∑
ν
Tµναν (C8)
with T = exp(−σK) and taking into aount that 0 1
1 0
 = exp
ipi
2
 1 −1
−1 1

(C9)
a little of algebra leads to the nal result
Tˆ
 µ
ν
 = exp{−ipi
2
(
β+µ βµ + β
+
ν βν − β
+
µ βν − β
+
ν βµ
)}
= exp
{
−
ipi
2
(
β+µ − β
+
ν
)
(βµ − βν)
}
(C10)
Just for simpliity we will assume in this appendix that the reation operators are the
hermitian onjugates of the orresponding annihilation ones and use the standard represen-
tation β+µ for them. This assumption is not ruial and all the results presented in this
appendix are independent of it. Now let us assume that we want to evaluate the matrix
element 〈φ|βνK . . . βν1TˆCOˆβ
+
µ1
. . . β+µK |φ〉 where TˆC is an arbitrary operator arrying out a
anonial transformation. In order to apply the main results of the paper we have rst to
transform 〈φ|βνK . . . βν1 into 〈φ|βµK . . . βµ1 Tˆ
 µ1 . . . µk
ν1 . . . νk

by means of a transformation
operator that in a rst sight ould be thought to be expressed as the produt of elementary
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transformation operators
Tˆ
 µ1 . . . µk
ν1 . . . νk
 = Tˆ
 µ1
ν1
 Tˆ
 µ2
ν2
 . . . Tˆ
 µk
νk

(C11)
However, a little are is needed as in the proess of moving T
 µ1
ν1

to the left
〈φ|βµk . . . βµ1 Tˆ
 µ1
ν1
 = 〈φ|βµk . . . βµ2 Tˆ
 µ1
ν1
βν1 = 〈φ|βµk . . . βµ3 Tˆ
 µ1
ν1
 βµ2βν1 = . . .
(C12)
it might happen that one of the remaining quasipartile operators have an index µj that
oinides with ν1 and therefore the transformation operator Tˆ
 µ1
ν1

turns it into µ1 and
this will denitively alter the rest of the operators needed to arry out the transformation.
An eonomial way to eliminate this possibility is to disard in the transformation operator
those indies whih are equal in both the µj and νj sets making it impossible that one of
the elementary operators is hanging more than one index. The mathematial expression
for the operator would then be
Tˆ
 µ1 . . . µK
ν1 . . . νK
 = ∏
r=1,...K; µi 6=νj
Tˆ
 µr
νr

(C13)
The order of the elementary operators is irrelevant as they ommute among themselves
and the only remaining detail is that the nal produt of quasipartile operators βν˜K . . . βν˜1
ontains the same quasipartile indies as βνK . . . βν1 but not neessarily in the same order.
As the annihilation quasipartile operators antiommute among themselves the reordering
of the produt to bring it to the desired form will introdue an additional sign that will be
denoted fν and is given by minus one to the number of transpositions needed to reorder the
indies. This sign does not show up in the evaluation of the overlap matrix element
〈φ|βνK . . . βν1TˆCOˆβ
+
µ1
. . . β+µK |φ〉
〈φ|βνK . . . βν1 TˆCβ
+
µ1 . . . β
+
µK
|φ〉
=
〈φ|βµK . . . βµ1 Tˆ
 µ1 . . . µK
ν1 . . . νK
 TˆCOˆβ+µ1 . . . β+µK |φ〉
〈φ|βµK . . . βµ1 Tˆ
 µ1 . . . µK
ν1 . . . νK
 TˆCβ+µ1 . . . β+µK |φ〉
(C14)
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as it is the same both in the numerator and the denominator. It has to be kept in mind,
however, that the sign has to be onsidered in the evaluation of the norm overlap (the
denominator of the above expression).
Finally, let us onsider the ombined eet of Tˆ
 µ
ν

(we now go bak to a more
ompat notation for the indies µ and ν) and an operator TˆC arrying out an arbitrary
anonial transformation with transformation matrix T (αρTˆC =
∑
σ TρσTˆCασ)
αρTˆ
 µ
ν
 TˆC = ∑
σ
T
 µ
ν

ρσ
Tˆ
 µ
ν
ασTˆC
=
∑
σσ′
T
 µ
ν

ρσ
Tσσ′ Tˆ
 µ
ν
 TˆCασ′ (C15)
=
∑
σ
T˜ρσTˆ
 µ
ν
 TˆCασ
with
T˜ρσ =
∑
σ′
T
 µ
ν

ρσ′
Tσ′σ (C16)
Taking into aount the deomposition of Tˆ
 µ
ν

as the produt of elementary transfor-
mations of Eq. (C13) we an nally write
T˜ =
 ∏
r=1,...K; µi 6=νj
T
 µr
νr
T (C17)
or in other words, the matrix T˜ is obtained from the matrix T by the exhange of the
rows νr into the µr ones. As an illustration of the proedure onsider the transformation
of β5β9β15β2β6β4β21 into β19β13β6β22β34β15β1. The repeated indies are 6 and 15 and they
will be disarded. Then the index 5 will turn into 19, the 9 into 13, the 2 into 22, the four
into 34 and nally the 21 into 1. In this way we will end up with β19β13β15β22β6β34β1 and
we will need four transpositions to bring it into the desired order (that is, fν = +1). The
matrix T˜ will be obtained out from the matrix T by exhanging its row number 5 with its
row number 19; its row number 9 with its row number 13 and so one. The whole proedure
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an be very easily implemented on a omputer proedure.
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