Scholars' Mine
Doctoral Dissertations

Student Theses and Dissertations

Summer 2021

A fuzzy clustering methodology to analyze interfaces and assess
integration risks in large-scale systems
Josh Henry Goldschmid

Follow this and additional works at: https://scholarsmine.mst.edu/doctoral_dissertations
Part of the Systems Engineering Commons

Department: Engineering Management and Systems Engineering
Recommended Citation
Goldschmid, Josh Henry, "A fuzzy clustering methodology to analyze interfaces and assess integration
risks in large-scale systems" (2021). Doctoral Dissertations. 3000.
https://scholarsmine.mst.edu/doctoral_dissertations/3000

This thesis is brought to you by Scholars' Mine, a service of the Missouri S&T Library and Learning Resources. This
work is protected by U. S. Copyright Law. Unauthorized use including reproduction for redistribution requires the
permission of the copyright holder. For more information, please contact scholarsmine@mst.edu.

a f u z z y c l u s t e r in g m e t h o d o l o g y t o a n a l y z e in t e r f a c e s a n d
a s s e s s in t e g r a t io n r is k s in l a r g e -s c a l e s y s t e m s

by
j o s h h e n r y g o l d s c h m id
a d is s e r t a t io n

Presented to the Graduate Faculty of the
Mi s s o u r i u n i v e r s i t y o f s c i e n c e a n d t e c h n o l o g y
In Partial Fulfillment of the Requirements for the Degree
d o c t o r o f p h il o s o p h y

in
s y s t e m s e n g in e e r in g

2021

Approved by:
Steven Corns, Advisor
Cihan Dagli
Benjamin Kwasa
Suzanna Long
Lesley Low
Henry Pernicka

© 2021
Josh Henry Goldschmid
All Rights Reserved

iii

PUBLICATION DISSERTATION OPTION

This dissertation consists of the following three articles, formatted in the style
used by the Missouri University of Science and Technology:
Paper I, Pages 7-22, has been published in the Proceedings of the Complex
Adaptive Systems Conference, in June 2021.
Paper II, Pages 23-58, has been published in the Systems Engineering Journal by
the International Council on Systems Engineering (INCOSE) in June 2021.
Paper III, Pages 59-83, is intended for submission to the American Society of
Engineering Management journal (EMJ).

Interface analysis and integration risk assessment for a large-scale, complex
system is a difficult systems engineering task, but critical to the success of engineering
systems with extraordinary capabilities. When dealing with large-scale systems there is
little time for data gathering and often the analysis can be overwhelmed by unknowns and
sometimes important factors are not measurable because of the complexities of the
interconnections within the system. This research examines the significance of interface
analysis and management, identifies weaknesses in literature on risk assessment for a
complex system, and exploits the benefits of soft computing approaches in the interface
analysis in a complex system and in the risk assessment of system integration readiness.
The research aims to address some of the interface analysis challenges in a large-scale
system development lifecycle such as the ones often experienced in aircraft development.
The resulting product from this research is contributed to systems engineering by
providing an easy-to-use interface assessment and methodology for a trained systems
engineer to break the system into communities of dense interfaces and determine the
integration readiness and risks based on those communities. As a proof of concept this
methodology is applied on a power seat system in a commercial aircraft with data from
the Critical Design Review.
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1. INTRODUCTION

1.1. BACKGROUND AND MOTIVATION
Systems engineering enables a variety of impressive modern systems that carry
hundreds of passengers across oceans, send people to the moon and artifacts on Mars, and
defend nations. Sometimes realizing these systems comes at significant cost due to
complexity (GAO, 2018). Every effort is made to invent and evolve tools, methods, and
processes to effectively design and build complex systems with extraordinary capabilities
(Beihoff et al., 2014; INCOSE, 2007; Watson, 2019). The growth of system complexity
can be exemplified in the evolution of modern aircraft. The F-16 from 1974 had 15
subsystems and approximately 103 interfaces while the F-35 introduced in 2015 had 130
subsystems with approximately 105 interfaces, a 100-fold difference in the number of
interfaces in 40 years (Arena, Younossi, Brancato, Blickstein, & Grammich, 2008). A
few years later after the first flight of the F-35, the 787-8 Dreamliner took to the skies for
the first time. The Boeing 787 was designed to have performance not previously achieved
such as having larger windows, enhanced electrical systems, engines with exceptional
fuel efficiency, and many components constructed with primarily composite materials
(Boric, 2018; Lu, 2010; Rusnak, 2013).
The success of a complex system depends on the interactions of its components
such that system as a whole is greater than the sum of its parts. This is evident in
healthcare systems that depend on interoperable people, facilities, processes, services,
technology, and information to dictate the patient’s treatment journey (Ahsan, K, Hanifa,
S, Kingston, 2010; Al-Sakran, 2015; Kaplan, Bo-Linn; Carayon, Pronovost, Rouse, Reid,
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Saunders, 2013; Miles, 2009; Muhammad, Ahsan, 2016). The day-to-day healthcare
conditions demand adaptation and flexibility to maintain control over a large variety of
patients, flow of information, and the complexity of their symptoms. Thus, overseeing
critical interfaces and managing integration risks are key to successful development and
management of these and other complex systems.
The motivation of this research was to evolve systems engineering tools methods,
and processes to effectively design and build highly capable and complex systems,
focusing on an area that affects risks to budget and safety: interface management.
(Davies, 2020; Jackson, 2016). In large scale aircraft systems development programs with
a large supply chain base, Interface Control Working Groups (ICWG s) and technical
review meetings becomes necessary to analyze and cooperate the interfaces (Department
of Defense Systems Management College, 2001). In healthcare systems that are
considered systems of systems (SoS), a quarter of the hospitals and half of the nursing
homes in the United States are independent and biotechnologies are provided by
thousands of small firms which can complicate interoperability needs.
Interface and integration readiness analysis for complex systems is a difficult
systems engineering task, but critical to the success of engineering systems. When
dealing with large-scale systems there is little time for data gathering & interface analysis
and often these tasks can be overwhelmed by unknowns and important factors that are not
measurable because of the complex interconnections within the system. Consequences of
inadequate interface analysis is usually manifested during the systems verification phases
and often experienced in the aerospace sector.
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There is an inherent bias to underestimate external threats and challenges that
commonly disrupt schedule and cost plans in the development of complex systems
(Jaifer, Beauregard, & Bhuiyan, 2020; Reeves, Eveleigh, Holzer, & Sarkani, 2013). The
external threats in this context can mean accounting changes, rigorous time frame for
product development, customer expectation changes, supplier changes, program
requirement changes, economic and political issues, or other forces of nature. Similarly,
in the healthcare industry, new regulations, new medical technologies, new treatment
options, and even new IT tools can affect the organizational structure and processes,
culture, and technologies and the interoperability among them (Herzlinger, 2006). In this
research we only consider the technical interfaces typically outside of a traditional
hierarchical product breakdown structure that a design team may have overlooked. An
example would be the electrical connections needed for fire detection in an aircraft
lavatory. These external interfaces are often neglected in aircraft design (Jackson, 2016).
This research examines the significance of interface analysis and management,
identifies weaknesses in literature on risk assessment, and exploits the benefit of soft
computing approaches in the analysis of interfaces in a complex system and in the risk
assessment of system integration readiness. The resulting product from this research is an
easy-to-use interface assessment methodology for a trained systems engineer to break the
system into communities of dense interfaces and determine the integration readiness and
risks based on those communities. As a proof of concept this methodology is applied on a
power seat system in a commercial aircraft with data from the Critical Design Review.
This research explores existing strategies to mitigate interface-induced risks such as use
of Design Structure Matrices and Interface Readiness Metrics. The illustrative example
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examines how interface issues as small a faulty Electronic Module Assembly (EMA) in
a Business Class seat airbag system exacerbates 777 system vulnerabilities such as
reducing the survivability of approximately 60 Business Class passengers. The
methodology compliments existing integration risk mitigation strategies through a tool
that provides:
•

Systems engineers a complex system aggregation of communities for interface
analysis, making it possible to discover missing or immature interfaces;

•

A more accurate measure for system integration readiness than SRL metric;

•

A perspective of the performance of interacting components within a
community

•

A validation of interface maturity with performance analysis;

•

A risk perspective of integration scope of communities in a large-scale
complex system.

The methodology uses soft computing principles explore the network within the
system, aggregate system elements into communities, and uses a “community maturity
level” metric assess integration readiness that is more accurate than the System Readiness
Level metric. The approach then uses a fuzzy inference system to evaluate the integration
risks of each community.
The contribution to systems engineering is to provide an integration readiness and
risk assessment methodology that draws attention to problem areas that engineers and
management need to thoroughly evaluate.
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1.2. RESEARCH OBJECTIVES, APPROACH, AND CONTRIBUTION
The primary objective of this dissertation is to provide a novel approach for
trained systems engineer to analyze interfaces and risks in a complex system. At the start
of the research, the following questions were developed and are fundamental to the
overall contributions to the Systems Engineering discipline:
1. What is my contribution to the systems engineering discipline?
2. What problem am I trying to solve?
3. What would the future look like using my approach?
4. Future work beyond my approach?
During the research I put forth the conditions of the new approach that is
applicable to a real systems problem:
•

The approach should draw upon the strengths of Systems Engineering and
other techniques and offer unique and novel assessment approaches

•

The approach should be objective and work effectively at different levels of
ambiguity

•

The approach should be scalable and repeatable and address different types of
interface information - functional interfaces, physical, and logical or any
element that exchange information.

•

The approach shall be usable to support the engineering lifecycle and address
any changes due to design decisions to highlight the implications of design
decisions with respect to the system’s maturity, and performance measures.

•

The approach should provide design insight on potential missing interfaces
affecting overall system performance
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The major contributions of this research can be summarized as follows:
Publication I: The paper discusses the healthcare system as a Complex Adaptive
System of system (S oS) and that is fragmented with independent systems and
information. A System of Systems Explorer (Version 2.1.0.1 Copyright© 2017 Missouri
University of Science and Technology, Systems Engineering SMART Lab) is used to to
select an optimal heathcare architecture that meet key performance attributes (KPA s)
based on system characteristics and system interfaces. The purpose of the study is to
understand how interfaces have implications to system performance and which system to
implement.
Publication II: The clustering-based interface assessment framework discussed in
this paper can be used to break a complex system with highly interactive components into
communities for an exhaustive integration readiness analysis. The approach was tested on
a commercial aircraft seat system with data from the Critical Design Review.
Publication III: The clustering-based interface assessment framework is combined
with a methodology for quantifying integration risks using a fuzzy assessor. The goal is
to enable engineering managers to review the risks of each community on a 5x5 risk
matrix and make decisions on risk mitigation plans.
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PAPER

I. SOS EXPLORER APPLICATION WITH FUZZY-GENETIC ALGORITHMS
TO ASSESS AN ENTERPRISE ARCHITECTURE - A HEALTHCARE CASE
STUDY
Josh Goldschmida, Vinayaka Gudeb, Steven Cornsa
aMissouri University of Science and Technology, Rolla, MO, USA, 65401
bLouisiana State University - Shreveport, Shreveport, LA USA 71115

ABSTRACT

A healthcare system is considered as a Complex Adaptive System of system
(S oS) with agents composed of strategies, people, process, and technology. Healthcare
systems are fragmented with independent systems and information. The enterprise
architecture (EA) aims to address these fragmentations by creating boundaries around the
business strategy and key performance attributes that drive integration across multiple
systems of processes, people, and technology. This paper uses a SoS Explorer to select an
optimal architecture that provide the necessary capabilities to meet key performance
attributes (KPA s) in a dynamic, complex healthcare business environment. The SoS
Explorer produces an optimal meta-architecture where all but two systems (disease and
facility processes) participate with many of the systems having at least four interfaces.
The healthcare meta-architecture produced in this study is not a solution to address the
challenges of the healthcare enterprise architecture but provides insight on the areas systems, capabilities, characteristics, and interfaces - to pay attention to where agility is
an important attribute and not to be severely compromised.
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1. INTRODUCTION

Kevin Dooley (Dooley, 1997) defined Complex Adaptive System (CAS) as a
group of semi-autonomous agents who interact in interdependent ways to produce
system-wide patterns, such that those patterns then influence behavior of the agents. A
healthcare system recognized to have 20 industry stakeholders (Vincent & Amalberti,
2016) is considered a Complex Adaptive System of system (SoS) with agents composed
of strategies, people, process, and technology (McDaniel, Lanham, & Anderson, 2009;
Rouse, 2008; Wickramasinghe, Chalasani, Boppana, & Madni, 2007). A hospital has
multiple types of branches, professions and varying work conditions across clinical
environments such as pharmacy, nuclear medicine, radiotherapy, and blood transfusion.
All of these rely heavily on automation and information technology to communicate the
thread of patient information and dictate the patient’s treatment journey. The day-to-day
conditions demand adaptation and flexibility to maintain control over a large variety of
patients, flow of information, the complexity of their symptoms and the vulnerabilities of
the healthcare system. Many successful, valuable efforts to improve safety and quality of
healthcare have been inspired by other industries such as aviation and nuclear, yet the
complex diversity, intimacy. and sensitivity of healthcare cannot be compared to these
other industries (Macrae & Stewart, 2019).
Today, healthcare systems are fragmented. A quarter of the hospitals and half of
the nursing homes in the United States are independent and biotechnologies are provided
by thousands of small firms (Herzlinger, 2006). The enterprise architecture (EA) aims to
address the fragmentations by creating boundaries around the business strategy and drive
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information integration across multiple systems of processes, people, and technology
(Bredemeyer, D.; Krishnan, R.; Lafrenz, A.; Malan, n.d.; Harishankar & Daley, 2011;
Malta & Sousa, 2016). Since the competitive landscape changes rapidly over time,
companies are forced to change their strategic objectives affecting organizational
structure, culture, and the technologies used. These changes become more frequent in
healthcare rendering the need for an agile enterprise architecture (Madni & Sievers,
2014) (Olsen, 2017). This paper proposes the application of the SoS Explorer utilizing
computational intelligence to generate the best possible enterprise architecture providing
the necessary capabilities to meet key performance attributes (KPAs).

1.1. BUSINESS AGILITY
Companies’ business systems must be flexible and adaptive to cater to changing
business requirements and strategies. Business agility is a key attribute to ensure the
continuation of company function and performance by managing the necessary changes
to adapt to both the market and technological changes (Gaona Caceres & Rosado Gomez,
2019; Hazen, Bradley, Bell, In, & Byrd, 2017). Alberts and Hayes (Alberts & Hayes,
2006) believe the key dimensions of agility have the following six attributes:
1. Robustness: the ability to maintain effectiveness across a range of tasks,
situations, and conditions.
2. Resilience: the ability to recover from or adjust to misfortune, damage, or
a destabilizing perturbation in the environment.
3. Responsiveness: the ability to react to a change in the environment in a
timely manner.
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4.

Flexibility; the ability to employ multiple ways to succeed and the
capacity to move seamless between them.

5. Innovation; the ability to do new things and the ability to do old things in
new ways; and
6. Adaption; the ability to change work processes and the ability to change
the organization.
Several researchers consider responsiveness as a key attribute of agility
(Christopher & Towill, 2000; Murray, 1996; Ramasesh, Kulkarni, & Jayakumar, 2001).
The theme of agility is the capability to respond and adapt to changes to meet strategic
goals. In the selection of an optimal enterprise or business architecture, this paper
proposes to use the following KPAs; Cycle Performance, Robustness, Flexibility, and
Scalability where cycle performance is a measure of responsiveness.

1.2. ARCHITECTURE FRAMEWORK
TOGAF ADM (The Open Group Architecture Framework Architecture
Development Method) is the selected architecture framework due to its recognition as a
global best practice for enterprise architecture and provides flexibility and balance
between IT efficiency and changes in business strategy (Kotusev, 2018). TOGAF is used
by businesses to drive business goals and requirements into business infrastructures with
process & tool solutions. Using TOGAF ADM to define the components of the system
architecture, the initial step is to define the scope of the problem and need which is the
Preliminary Phase and Architecture Vision. The vision of the healthcare architecture is to
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provide a system solution that ensures high healthcare service quality, increased patient
satisfaction, and reduced deaths and accidents.
Figure 1 is a TOGAF model of the healthcare system from the works of
Haghighathoseini, et. al. (Haghighathoseini, Bobarshad, Saghafi, Rezaei, & Bagherzadeh,
2018), where each layer - business, application, data, and technology - is linked with
informational, behavioral, and structural aspects.

Figure 1. TOGAF model of healthcare by Haghighathoseini, et. al. (Haghighathoseini et
al., 2018).

The business objects such as hospital services are not linked to data directly, but
linked through behaviors known as services or business scenarios where they are usually
operated in the application level. This generates an interface between the business and
application layers. Data objects such as a medical record are represented at the lower
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technology layer as artifacts. The next section provides a methodology to consider the
variables in the healthcare TOGAF model and produce an architecture that aligns the
objectives of the healthcare system.

2. METHODOLOGY

Architecture evolution and selection is made using SoS Explorer, a multi
objective optimization tool utilizing a fuzzy intelligent learning architecture to assess and
optimize the architecture against Key Performance Attributes (KPA s) (Curry & Dagli,
2017). The SoS Explorer was developed as part of “Flexible Intelligent Learning
Architectures for System of Systems (FILA-S oS) research project of the Systems
Engineering Research Center (SERC) and used on several applications (Agarwal et al.,
2015; Ashiku & Dagli, 2019; Coffey & Dagli, 2019; Lesinski, Corns, & Dagli, 2016;
Pape et al., 2013). The goal for using the SoS Explorer is to develop, improve, and
realign the current enterprise architecture to meet ambitious strategies aligned to key
capabilities and KPAs.
We perform the in the SoS Explorer the set of systems and interfaces ae defined
by a vector called a chromosome by the evolutionary algorithms used to optimize the
architecture. The functions S and I extract the system and interface information from a
chromosome and are defined as:

if the i th system is selected in X
otherw ise
and

(1)
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1
0

if the i th an d j th systems have an interface in X)
otherw ise

(2)

where X is the chromosome.
The SoS Explorer variables are;
OC

C

C’

The overall capability or goal of the SoS
achieved from the system-level capabilit
selected systems.
Characteristics matrix Ns, X, Nc compo:
each system and its properties represents
real numbers
Capability matrix Ns, X, Nc’ is compost
each system represented by Boolean vah
and its elements of functionality

Ns
Nc
Nc ’
I

Number of systems
Number of characteristics
Number of capabilities
Boolean interface information between
systems]

2.1. IDENTIFYING SOS CAPABILITY
The individual systems such as IT systems, roles, facilities, and processes come
together to meet the overall SoS capability, Each of the SoS system-level components
have their own capabilities as required by the SoS and any loss of these capabilities have
implications on certain K PA s. A highly capable healthcare system integrates data,
workflow, and functions with the aim for high healthcare service quality, increased
patient satisfaction, and reduced deaths and accidents (Figure 2), For example, when a
patient is admitted in to the Emergency Room (ER), each system ensures that data (i,e,
registration, medical records, etc,) are carried by various roles through various processes
and IT systems to ensure the patient receives the right priority for medical attention, the
right doctor, and contains information (i,e, medical history) to ensure the patient receives
good treatment and a plan for exit, Therefore, each system ensures the following
capabilities; data (i,e, medical records) integration, workflow (i,e, across processes and
IT) integration, and functional (i,e, administration, Oncology, etc,) integration,
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Figure 2. Healthcare SoS Capabilities,

2.2. ID EN TIFY IN G SOS K EY PE R FO R M A N C E A TT R IB U T ES
Agility is key to success of the enterprise architecture and the key performance
attributes for a healthcare SoS are:
1. Robustness: the ability to maintain effectiveness without failure and is
modeled as interface redundancy:
Ns

(3)

R obustnesses) = - N s + ^ S(S, i) ^ S(S,
S(X, j)\(X , i,j )
1=1
j=1
2. Cycle-time: the average performance time required to move information
by a system component:
Cycle P e rfo rm a n c e ^ , C) =

l)CCyCie performance, i

m sex, o
i

3. Flexibility: the ability to employ multiple ways to succeed and the
capacity to move seamless between them which is calculated by

(4)
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subtracting the required capabilities from the total capabilities provided
by the corresponding SoS meta architecture:
Ns

N

F le x ib ility ^ , C') = - N c>+ ^ S(X, i) ^ Cjt
1=1
j= i

(5)

4. Scalability: the ability to adapt to additions or deductions of facilities,
processes and/or technologies:
2 i= lS (X, i) Cs c a labil ity, t
Scalability(A, C) =

(6)
Z j= iS (^ , i)

5. Adaptability: the ability of a system to restructure itself in the face of
business changes. This attribute is calculated using the fuzzy assessor
(Pape et al., 2013) where the characteristic contributing to this attribute is
the ability to be modular or restructure itself with minimal effort without
disrupting the capabilities.

2.3. ID EN TIFY IN G H EA L T H C A R E SYSTEMS AND C H A R A C T E R IST IC S
Haghighathoseini, et al. (Haghighathoseini et al., 2018) provided a model on an
Iranian hospital which loosely identifies the systems and its characteristics in Table 1.
There are a total of 20 systems and the 7 characteristics are: cycle-time, scalability,

modularity, data interoperability, benefit to patient, reusability, and decision making
velocity.
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Table 1: Hospital system characteristics
C y c le tim e

S c a la b ility M o d u la rity

D e c is io n M a k in g V e lo c ity

B e n e fit to p a tie n t R e u s a b ilit y / S t a n d a r d iz a t io n

Data In te ro p e ra b ility

A d m in is tr a tiv e P ro ce ss

1

9

8

2

1

1

1

H e ath P r o v id in g P ro ce ss

1

4

4

6

1

1

1

R e g istra tio n P ro ce ss

1

2

9

1

0

1

1

P a tie n t M a n a g e m e n t P ro ce ss

1

5

5

8

1

1

1

F a c ilit y P ro ce ss

0

1

7

3

0

0

0

D is e a s e P ro ce ss

1

2

7

7

0

0

1

P u b lic H e a lth W a rn P ro ce ss

1

8

9

9

1

1

1

D o cto r S e le c tio n P ro ce ss

1

8

7

6

1

0

1

In te n s iv e C a re W ard

1

4

4

9

1

1

1

H o sp ita l C lin ic s

1

7

6

5

1

1

1

L a b o ra to rie s

1

5

7

2

1

1

1

P h arm acy

1

8

7

2

1

0

1

H e a d q u a rte r U n it

1

3

2

3

1

0

1

A d m in s t ra tiv e u n its

1

7

3

4

1

1

1

M e d ical D o c In fo rm a tio n Sy ste m

1

8

3

8

1

1

1

A d m is s io n In fo rm a tio n Sy ste m

1

8

6

3

1

0

1

H o sp ita l W a rd In fo rm a tio n Sy ste m

1

4

4

8

1

1

1

S u rg e r y In fo rm a tio n Sy ste m

1

4

3

8

1

1

1

L a b o ra to ry In fo rm a tio n Sy ste m

1

3

4

8

1

1

1

P h a rm a cy In fo rm a tio n S y ste m

1

5

5

6

1

1

1

2.4. IDENTIFYING SYSTEM INTERFACES
The systems constituting the SoS are individual entities performing their own
functions until they interface and connect with each other. The emergent behavior of the
SoS is due to the coming together of individual systems and hence interfaces between the
individual systems play an important role in the SoS exhibiting its capability. For the
healthcare SoS, feasible interfaces between the systems are identified.

2.5. META-ARCHITECTURE GENERATION WITH FUZZY-GENETIC
ALGORITHM
The purpose of the SoS Explorer application and the fuzzy-genetic algorithm is to
utilize the inputs of system components and its capabilities, interfaces, and the system
characteristics to generate, evaluate and optimize meta-architectures. The process of the
SoS Explorer is shown in Figure 3.
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Figure 3. SoS Process Flowchart

The genetic algorithm used here is a Non-dominated Sorting Genetic Algorithm
III. This algorithm searches the space of candidate architectures and generates
populations of “optimal” fitness based on key performance attributes with the objective to
maximize the effectiveness of the healthcare architecture. After defining the SoS, a set of
chromosomes representing the meta architecture can be randomly generated with size
n+(nA2-n}/2 where n is the number of systems assuming that the interfaces are bi
directional. The crisp values of the five key performance attributes are input into a fuzzy
inference system (FIS) in MATLAB© and integrated into the fitness function of the
genetic algorithm. The output of the algorithm is the overall KPA value of the SoS
architecture based on the defined membership functions and fuzzy rules. This inference
system acts as the assessment for the generated chromosomes. The best solutions from
the iterations are used to generate children using different genetic operators. These
chromosomes are once again evaluated using FIS. This process is repeated until the
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stopping criteria is reached, which is the number of iterations for the genetic algorithm
and the best solution will be the final meta architecture for the SoS.

3. RESULTS

The SoS Explorer produced an optimal meta-architecture, as a result of the
genetic algorithm optimization, shown in Figure 4 with results of KPA values and overall
score shown in Table 2. The systems in the meta-architecture shown in the filled circles
represent active systems and the lines between circles are bi-directional interfaces. All
but two systems (disease and facility processes) participated with many of the systems
having at least four interfaces. The reason for not including the disease and facility
processes is their inability to integrate data and workflow in the architecture. However,
the IT systems are utilized to manually manage data for disease and facilities and are
integrated into the overall architecture, but there is an opportunity to explore ways to
facilitate the integration with automation.

Figure 4. Healthcare SoS Meta-Architecture
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Table 2. Meta-Architecture Results
Algorithm
Division
Probability of mutation
Probability of crossover
Optimal Architecture
Scalability
Robustness
Flexibility
Cycle Performance
Overall

n s g a -iii

3
0.005
1
100
100
97.5
58.02
50

4. CONCLUSION AND FUTURE WORK

The design and assessment of an enterprise architecture is a complex and
extremely expensive task. This paper offers an affordable example of using
computational intelligence approaches to assess a common, yet complex enterprise
architecture of the healthcare system with the objective to provide high healthcare service
quality, increased patient satisfaction, and reduced deaths and accidents. To meet the
objective is to have well-defined system interfaces that drive interoperable healthcare
processes, services, and systems where agility is a key attribute. The SoS Explorer
application was used with fuzzy logic, genetic algorithms, and mathematical
programming to generate, assess, and optimize meta-architectures against key
performance attributes of agility.
The healthcare meta-architecture produced in this study is not a solution to
address the challenges of the healthcare enterprise architecture but provides insight on the
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areas - systems, capabilities, characteristics, and particularly the interfaces - to pay
attention to where interfaces have implications on agility, an important attribute and not
to be severely compromised. The results provide possibilities for future work such as
exploring accurate mathematical modeling to best fit the problem scheme and evaluating
the validity of the meta-architecture model for real world heathcare systems. There is a
need to apply SoS with precise healthcare system data to understand which of the
interfaces and the system have the greatest implications to performance.
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ABSTRACT

This paper proposes a framework using a community maturity level metric to
determine the integration readiness of interface elements in a particular network cluster.
As a proof of concept this methodology is applied on an aircraft seating system to assess
the readiness of complex interfaces before proceeding to full-scale production and
systems integration. A multi-objective genetic algorithm, MOGA-Net, is coupled with
the Newman-Girvan modularity metric as a clustering algorithm. This algorithm
identifies system elements grouped by common interfaces, referred to as community
clusters. The TRL and IRL values for these elements is then used to calculate an overall
community maturity level. The achieved performance in these clusters is then compared
to the target performance to determine overall maturity of the interfaces. This is
compared to other system readiness metrics and interface readiness metrics as applied to
the aircraft seating system and was found to be more consistent with subject matter expert
evaluations during the Critical Design Review. This gives a better representation of the
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true readiness of system interfaces before entering design reviews to reduce overall
integration risks

1. INTRODUCTION

Interface analysis is a difficult systems engineering task that if not conducted
sufficiently early in the development lifecycle will lead to systems integration that occurs
late in the development process is at considerable risk of failure with severe cost and
schedule consequences (GAO, 2018). In addition, the likelihood of difficulties during the
integration phase increases as interfaces grow in scale and complexity. For example, the
F-16 from the 1970s had 15 subsystems, 103 interfaces and less than 40% of its functions
were managed by software while the F-35 has 130 subsystems with approximately 105
interfaces and over 90% of its functions are managed by software (Arena et al., 2008),
increasing the complexity of verification activities and integration risks. Because of this,
many aircraft manufacturers have established an interface control working group (ICWG)
to bring together stakeholders to identify and track interfaces.
This paper proposes a clustering-based interface assessment framework (CIAF) to
address some of the interface analysis challenges in a large-scale system development
lifecycle such as the ones often experienced in aircraft development (Kapurch, 2010).
The CIAF proposed in this paper uses a seat power system example as part of a
commercial 777 aircraft to demonstrate the framework's effectiveness, comparing results
to the current interface analysis methods used during critical design review (CDR). The
CIAF uses a metric called “Community Maturity Level” (CML) to determine the
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technical maturity for a particular "community" of interface elements. Using clustering
techniques, the power seat subsystem is decomposed into communities of components
with dense interfaces and using the CML metric with performance analysis, the readiness
of these proposed communities for system development and demonstration are
determined. The input to the CIAF is a Design Structure Matrix (DSM), where in the seat
example at CDR the DSM has 35 hardware and software components. The physical
architecture is determined by part number identification and therefore the 35 components
in the DSM have unique part identification. The authors believe the CIAF can
successfully perform analysis using DSM input with functional and logical components
of the system architecture.

2. BACKGROUND

There are many approaches to assess complex interfaces and interactions such as
design structure matrix and technology maturity assessment. All of these approaches
support the development of the CIAF to enable interface analysis.

2.1. DESIGN STRUCTURE MATRIX
The Design Structure Matrix (DSM) is a representation and analysis tool that
models interface elements (Eppinger & Browning, 2012) such as physical proximity,
functions, and environment. The DSM is a square matrix, akin to the traditional N 2 chart
and the SV-3 in the DoD Architecture Framework (DODAF) (DoD, 2010) allowing
systems engineers to investigate coupling between components of the system. While the
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DSM provides a compact way of representing a system and its interfaces, it does not
capture the multipartite relationships found in complicated aircraft systems with dense
interconnections and sparse intraconnections.

2.2. MODEL-BASED SYSTEMS ENGINEERING
Model-based Systems Engineering (MBSE) (Department of Defense, 2008), a
design process-agnostic approach that uses single-source-of-truth models to convey the
system design, perform analysis, and assure maturity throughout the development process
and entire system life-cycle, has been delivering value in the development of complex
systems (Burkhart, Friedenthal, Griego, Sampson, & Spiby, 2007; Madni & Sievers,
2018). This value is realized when technical, cost, and schedule risks are mitigated
throughout the development process (Estefan, 2007) by helping engineers automate and
facilitate requirements traceability and manage interfaces in models. These models are
used to support trade studies, change impact analysis, and verification & validation
(V&V) activities (Corns & Gibson, 2012; Friedenthal, Moore, & Steiner, 2014; Long &
Zane, 2011; Oliver, Kelliher, & Keegan, 2004). Though MBSE enables assessment of
interfaces and interactions with a useful set of modeling constructs that capture complex
structural, behavioral, and requirements relationships in a system, interface analysis can
be extremely challenging with models for large-scale systems containing gigabytes of
data (Carson, 2015; Malone, Friedland, Herrold, & Fogarty, 2016; Voirin, Bonnet,
Normand, & Exertier, 2015). Model-Based Systems Engineers are encouraged to use the
CIAF which provides them network science and interface analysis techniques and
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visualizations that help gain insight on the interfaces and its maturity, build intuition,
improve stakeholder collaboration, and improve the fidelity of their architectural models.

2.3. TECHNOLOGY MATURITY ASSESSMENT
The technology maturity assessment (TMA) is an assessment technique proposed
by Bilbro that uses a work breakdown structure (WBS) to identify key technologies
subject to the technology readiness level (TRL) maturity scale (Bilbro, 2007). The TRL
scales, originally developed by National Aeronautics and Space Administration (NASA),
range from 1 to 9, indicating increasing maturity and technology risks. Bilbro argues that
the maturity of a TRL 9 technology drops to TRL 5 when it is integrated into a new
environment or configuration. For most large and complex systems there are too many
WBS elements to address and track individually and so a metric is needed to capture
readiness of these systems.
To address the limitations of TRLs, (B. J. Sauser, Marquez, Henry, & DiMarzio,
2008) proposed the System Readiness Level (SRL) metric to provide a system-level view
in real-time of the system development and maturity in relation to the Department of
Defense's (DoD) Phases of Development, giving managers opportunities to take proactive
measures to reduce developmental risk. The SRL metric introduced Integration Readiness
Level (IRL) variables to determine the overall SRL. The IRL is a measurement of the
interface compatibility indicating maturity between interface elements (B. Sauser, Gove,
Forbes, & Ramirez-Marquez, 2010). IRLs scale similarly to TRLs but start with zero
instead of one, with zero indicating there is no interface (e.g. A and D & B and D in
Equation 1) or no integration has been planned or intended. Figure 1 shows an example
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of a system under consideration (real system examples found in S. Yasseri & Bahai,
2018; S. F. Yasseri & Bahai, 2020), where the TRL for each of the subsystems is
identified as A, B, C, and D.

Normalized IRL Matrix
A

B

c

D

TRL
M a trix

1

1/9

3 /9

0

7 M

B

1/ 9

1

6 /9

0

C

3 /9

6 /9

D

0

0

A

SRL =

"

1
79

79
1

v
A

79

(1)

79
\9 h l

The IRL represents the maturity of the interfaces between these subsystems.
These subsystems are represented in Equation 1 with the normalized IRL matrix
capturing the interface maturity and the TRL capturing the subsystem maturity.
Calculating the overall SRL for this sample system, it can be seen that the SRL is lower
than all but one TRL. This 0.49 SRL value shows that even though most of the
components are ready for the System Development or Production Development phase
(Magnaye, Sauser, & Ramirez-Marquez, 2010), the system taken as a whole should still
be in the technical development phase.
The ordinal scales of TRLs and IRLs do not convey information about the degree
of differences between measures, making arithmetic calculations with these scales of
limited utility (Conrow, 2011a; Kujawski, 2013; McConkie, Mazzuchi, Sarkani, &
Marchette, 2013). In addition, it is important to evaluate the connectivity or key
functional thread of important interfaces against performance requirements, such that a
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missing or immature interface can have performance implications on the system
architecture, A method for determining communities comprised of highly networked
interfaces is needed to bring analytical focus on the system’s integration readiness,

2.4. COMMUNITY DETECTION ALGORITHMS
Clustering is one method used to organize the interface data into meaningful
structures, or communities, These communities can provide topographical insights on a
complex network’s underlying hidden attributes, Figure 2 gives a example of how a
network may be partitioned using graph-based clustering algorithms,
Several researchers have used clustering based community-detection algorithms
to analyze community structures in complex systems Lancichinetti & Fortunato (2009)
performed a comprehensive assessment of community detection algorithms, Tamaskar,
Neema, & Delaurentis (2014) developed a framework for measuring complexity of
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aerospace systems based on size, coupling, and modularity using the Newman-Girvan
algorithm to decompose the system into modules. Dabkowski, Valerdi, & Farr (2014)
treated the DoDAF Systems View 3 (SV-3) as an adjacency matrix and used the
Newman-Girvan community detection heuristic to divide the SV-3 into groups of
subsystems such that the number of interfaces are dense within and sparse between
groups. Pizzuti (2012) developed a multi-objective genetic algorithm (MOGA-NET) to
uncover community structures in complex networks.

Figure 2. Illustration of clustered communities.

The assessment tools available are useful. The CIAF synthesizes these tools and
offers a framework that
•

Includes an assessment of system integration readiness metrics that several
industries use;

•

Provides systems engineers with a method to identify related interfaces
(communities) in the architecture, exposing missing or immature interfaces;

•

Assists in the identification and quantification of measures of performance
associated to interface issues at all levels in the system.

31

3. FRAMEWORK DESCRIPTION

The CIAF is a two-stage process resulting in a thorough integration readiness
analysis of complex interfaces in a system (Figure 3). The first stage establishes the
communities using Pizzuti’s evolutionary-based clustering algorithm (MOGA-Net)
(Pizzuti, 2012) to identify a solution set of communities from the Design Structure Matrix
(DSM) of interface components and a solution is selected using Newman-Girvan's
modularity metric (Newman, 2004a). In the the second stage of the framework, each of
the communities from the selected solution is assessed to determine the maturity level of
the interfaces and performance measures within the communities.

Input
T R L & IRL Values
Subject Matter Expert Input
Input

Design Structure Matrix
with
Allocated Performance
Measures

Clustering
Algorithm
(MOGA-Net)

Architectural
Communities
w/
Associated
Performance
Measures

1

Output

Community
Assessment

Community Maturity Level
Verified Performance
Measures

Figure 3. Two-Stage Clustering-based Interface Assessment Framework.

3.1. COMMUNITY DETECTION ALGORITHM
Communities are identified through clustering using Pizzuti's MOGA-Net (multi
objective genetic algorithm) which applies a genetic algorithm (GA) (Mitchell, 1998) to
identify communities, providing a set of solutions contained in the Pareto front (Pizzuti,
2012). This approach was selected because it has been shown to identify clusters within
complex engineering systems. Each of these solutions corresponds to a trade-off between
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two objective functions, the community score (CS) (Pizzuti, 2012) that measures the
density of clusters obtained and community fitness, P(Vi) (Lancichinetti & Fortunato,
2009), maximizes the internal degrees of the interface nodes within a community and
minimizes the external links between communities.
To select a solution contained in the Pareto front, the MOGA-Net adopts the
Girvan and Newman modularity metric (Q) (Newman, 2004a), providing a solution with
generally the highest modularity value.
The community score (CS) is one input for the MOGA-Net, and is represented as

C S = Y ™ = ] M ( yj) ■u yi

(2)

where:
•

uvj is the volume of community Vj, i.e. number of links (edges)
connecting the components or nodes (vertices) in Vj.

•

M (Vj) is the power mean of Vj of order r.

The power mean defines the fraction of interconnections among nodes and is
defined as:

M(Vi)

1

(3)

where kjinrepresents the number of j node connections in community Vj. The higher
the community score, the denser the community is obtained. The community fitness
function is defined as:
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(4)

where kjout represents the number of j node connections external of community V
and a is a resolution parameter controlling the scope of the community. If you increase
alpha, you obtain smaller communities (Figure 4) which can influence the community
fitness which is based on the sum of the fitness of nodes belonging to a cluster. When the
sum reaches its maximum value, the number of external links is minimized.
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Figure 4. Alpha Controlling the Scope of Communities.

3.1.1. Multi-Objective Genetic Algorithm. Pizzuti’s MOGA-Net (multi
objective genetic algorithm) uses a DSM to represent the system as a graph S = (E,V)
where V ={vl, v2, ...,vn} is a set of components in the system, and E = {el, e2, ...,en} is
an interface between components (Figure 5).
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A group of components of high density of interfaces within them and low density
between groups in the network forms a community or cluster. The matrix representing S
captures whether or not there is an interface between components i and j where the
interface can represent spatial, energy, material, or information interactions:

(

0

otherwise

The CIAF does not differentiate between interface types nor between components
and subsystem definitions when representing the system in the GA. The CIAF allows the
user to determine the level of abstraction in the DSM and use the algorithm to identify the
clusters that are then examined to reduce any interface risks. This is done by comparing
the community maturity level, described in the next section, of the components that share
the interface and interface readiness level for that interface. The MOGA provides a set of
solutions, but provides little information on the strength of the community structure. To
identify the strongest community structure, the modularity metric is used.
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The modularity metric identifies which solution on the Pareto Front should be
selected to determine the community maturity level. The Newman-Girvan modularity
metric (Q) is represented in Equation 6:

(6)

where m is the sum of links in the network; lk is the number internal edges (links)
of a community k ; and dk is the sum of the degrees of all vertices in the community k .
The modularity measure is calculated each time the network is divided into
communities. The process of removing links, clustering components into communities,
and calculating modularity continues until Q reaches a local maxima where the value of

Q approaches 1, signaling a strong community structure and therefore, the solution. The
solution identified with a set of communities is then analyzed to determine the maturity
of the interacting components within each community.

3.2. COMMUNITY MATURITY LEVEL
In the assessment of a system, Kujawski (2013) suggested models to bring
transparency to the system’s readiness: the tabular model and the system’s Min TRL-Min
IRL model. The tabular model that summarizes the example system of interest (Figure 1)
is shown in Table 1, with the count of each level of TRLs and IRLs. As described by
Kujawski, the system’s Min TRL-Min IRL model indicates that from a risk perspective
the overall maturity is based on minimum TRL and IRL values, in contrast to the SRL
measure. The min (TRL), min (IRL) = (3,1) according to Table 1 implies that the system
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has low readiness level when compared to the SRL of 0.49. The authors propose to use
the Min TRL-Min IRL model approach to evaluate the integration maturity of each
community in a system defined by the clustering algorithm.

Table 1. Tabular SRL Model

Level

1

TRL_i
IRL_i

1

2

3

4

5

6

7

1

1

1

1

1

1

8

9

10

1

The “Community Maturity Level” (CML) metric determines the technical
maturity of each community of components with dense interfaces using the Min TRLMin IRL model approach (Figure 6). The CML analysis is then used with the assessment
of performance measures within the community to provide information on integration
readiness. This means the integration risk perspective is not driven solely by the lowest
IRL and TRL in a given community, but also the performance of interface components to
understand the overall integration implications.
The community maturity level is calculated using Equation 7:

C M L ( u . v)

=

yj(u * v) /100

Where u = minimum TRL and v = minimum IRL.

(

7)
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Table 2 provides the CML values based on Equation 7 for all minimum TRL
and minimum IRL values. The table serves as a guide from a risk standpoint, in
comparison to using the SRL metric, to assess with other methodologies the maturity of
technology and its interfaces within a community.

Figure 6. Community Maturity Level
Table 2. Community Maturity Level Metric calculated from min TRL, min IRL
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The scale and definitions of the various levels of the CML proposed here are
adapted from Sauser's (2008) research and are correlated to phases of the systems
engineering life-cycle (Figure 7) . It is important to note that a community that has not
reached full maturity is capable of transitioning into the production phase, with the caveat
the key performance measures associated to the community demonstrates with a certain
confidence level (acceptable risk) that the technical performance measure targets are on
track to be met.

CML

Phase

Definitions
E x ec u te a su p p o rt p ro g ra m th a t m e ets m a teria l readiness

0 .9 0 to 1.00

Operations & Support

an d o p e ra tio n a l su p p o rt p erfo rm an ce re q u irem en ts and
su stain s the co m m u n ity in the m o st c o st-e ffe ctice m aim er
o v er its to ta l lifecycle

0 .8 0 to 0 .8 9

Production

A chieve o p era tio n al cap ab ility th at satisfie s m issio n needs
D ev elo p cap ab ility o f clu ste re d , in terfacin g te c h n o lo g ie s ;
red u c e in te g ratio n an d m a n u fa c tu rin g risk; ensure

0 .5 0 to 0 .7 9

Engineering & Manufacturing
Development

o p era tio n al su p p o rtab ility o f the clu ste r; m in im iz e lo g istic s
fo o tp rin t; im p lem e n t h u m a n system s in te g ratio n ; d esign fo r
p ro d u ctio n ; en su re affo rd a b ility an d p ro te c tio n o f critical
p ro g ra m in fo rm a tio n l an d d em o n strate co m m u n ity
in teg ratio n , in tero p erab ility , safety, and u tility

0 .2 0 to 0 .4 9
0 .1 0 to 0 .1 9

Technology Development
Concept Refinement

R e d u ce tech n o lo g y risk s an d d eterm in e ap p ro p riate set o f
te ch n o lo g ies to in teg rate to serve key fu n ctio n s
R e fin e in itial concept. D ev e lo p tech n o lo g y an d interface
strategy

Figure 7. Community Maturity Level Assessment with definitions and the associated
phase of system development

Using Table 1 as an example community in a system where the minimum TRL is
3 and the minimum IRL is 1, the equation is as follows:
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CM LminTRLminIRL = V(3 * 1) /TOO = 0.17

(8)

For example, based on Figure 7, the result of equation 8 indicates that the
community is in the concept refinement phase. In contrast, if the community is assumed
to be a system as a whole, the SRL value would be 0.49, indicating it is past the concept
phase in the technology development phase. If the system described were to reach
Critical Design Review (CDR) where we review the system and freeze the detailed
design, the community maturity level of (3,1) = 0.17 (Equation 8) presents potential
integration risks and the technology and interfaces would need to be examined prior to
integration.
After the communities are scored, the CIAF evaluates the readiness between
communities to determine how ready they are for integration into the system, using the
same principle when assessing individual communities. Figure 8 presents an example of
how some communities are connected via interfaces between components. Communities
are surrounded by lines, and any component that is contained within more than one
community is an interface between those communities.

Figure 8. Integration of Communities
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3.3. PERFORMANCE MEASURES AND COMMUNITIES
Using the CML alone to assess interfaces and integration readiness is not
sufficient to mitigate overall integration risk. The framework adds another layer of
analysis by cross-examining the CML analysis with the analysis of performance
measures associated to each cluster to validate the community maturity level. The NASA
Systems Engineering Handbook describes the relationships between performance
measures (NASA, 2016). The qualitative, mission-based Measure of Effectiveness
(MOE) are decomposed into Measure of Performance (MOP) and Technical Performance
Measures (TPMs) that provide qualitative and quantitative “design to requirements”
measures.
TPMs quantitatively measure the attributes of a system element within the system
to determine its compliance, at a given time, to key requirements. TPMs are measured
against the expected requirement or threshold at a given time. The achieved performance
at time i, APj is the percentage of the TPM threshold for component j , relative to its
measured performance, M P j, up to the value of 1.0. Any value over 1.0 indicates the
performance of the component has exceeded the required performance.

(9)

Insight regarding confidence of achieving MOEs are provided by MOPs at the
system-level of the technical solution, which are traceable to lower-level parameters
measured by TPMs through the requirements allocation process. Thus, before inputting
the DSM into the clustering algorithm, it is important to have a comprehensive set of key
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measures allocated to the elements in the system (Figure 9) which is represented by the
DSM. In some cases, satisfying a TPM involve multiple system elements. In other
words, when TPM allocations are in place, a clear and traceable method should be
defined.
When the DSM is exploited into architectural communities as a result of the
clustering algorithm. This associates the performance measures to the communities to
verify the cluster found using the Newman-Girvan’s Q modularity metric. One can assess
for interface gaps based on the Community Maturity Level and how each community will
achieve its higher level performance measure as the components and subsystems are
integrated.

Figure 9. Allocation of Measures to System Elements. The yellow boxes indicate these
components are placed into a community. The performance measures associated to the
highlighted components are clustered as a result of the clustering process.
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4. FRAMEWORK DESCRIPTION

T o show the efficacy of the CIAF, an evaluation of the framework was performed
using Critical Design Review (CDR) results of the powered seat system in a commercial
aircraft (Figure 10). The CIAF validates that the community network structure is not
always aligned to the seat hierarchical structures as defined by engineers in various
specialties. In other words, the community detection algorithm may include components
in a community for interface analysis that is not found in the hierarchical structure. There
may be specific interfaces related to a seat system that are difficult to identify and verify
for an engineer who works in a different specialty. By including components in the
network that is not intuitive to a specialized engineer, the CIAF can provide warning of
vulnerabilities to microscopic disturbances in complex systems (Carlson & Doyle, 2002).
These disturbances are usually manifested during late systems verification phases.
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4.1. STEP 1: MODEL SEAT SYSTEM INTERFACES IN DSM FORMAT
The design structure matrix (DSM) representing a simplistic view of seat system
at the CDR is a symmetric matrix of 35 rows and 35 columns where blue square entries
in Figure 11 represent interfaces between the components.

4.2. STEP 2: ALLOCATE PERFORMANCE MEASURES TO SYSTEM
ELEMENTS
The seat system performance measures were allocated to the structural elements
in the system and organized in the matrix format (Figure 12). This performance allocation
is an expected system engineering activity that prepares us for the next step of which
performance measures in the cluster needs to be analyzed with the CML. M OP s and
MOEs are identified and traced to TPMs (NASA, 2016). Some system elements and
interfaces may not have quantitative TPMs or MOPs allocated, but are directly allocated
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to M OE s due to its significant customer-level value (Figure 13). The TPM s are marked
“X” where the ‘X’ values in the TPM section indicate the achieved performance, APy, as
calculated in Equation 9. The MOP “X ’ indicates its association to a component or a
TPM within the community and can be calculated using Equation 9. M OE s marked as
“X ’ in a community indicates that an associated MOP falls in the community. If the
MOE is quantitative, then it can be calculated using Equation 9. Otherwise, it can be
expressed as probabilities that the system will perform as required.

N 2 C o m p o n en ts
X
2 ■
X
■ X
X
OJ
*■
C
X
■
X
X
Oh
*■
X
X
a
■
X
■

Q

X

TPMs

MOPs

MOEs

TPM 5 ,11, 13

MOP 2 ,4, 6

MOE 1

TPM 1, 4, 6

MOP 1, 2

MOE 2

TPM 11, 14, 15

MOP 3, 4

MOE 1

TPM 2, 3, 7, 8

MOP 5

MOE 3

TPM 9, 10, 11

MOP 2, 3 ,4

MOE 3

TPM 9, 15

MOP 3, 4, 5

MOE 1,4

TPM 1

MOP 2

MOE 4

TPM 4, 10

MOP 2 ,4

MOE 2, 3

X = IRL value

Figure 12. Example format of DSM and allocated performance measures for each
interface

Figure 13. Snapshot of aircraft seat system with allocated performance measures using
Figure 12 format
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4.3. STEP 3: EXPLOIT ARCHITECTURAL COMMUNITIES AND CLUSTER
PERFORMANCE MEASURES
Since the selection of a clustering algorithm depends on the specific problem to
be addressed, the aircraft seat system structure is examined. The desirable properties of a
clustering algorithm include scalability, its ability to handle different data types, noise
and outliers, and its interpretability and usability. The seat system is considered as a
multi-scale, dynamic network of interconnected entities, yet follow a hierarchical
structure. Therefore, Pizzuti’s graph partition approach is a good fit for the CIAF and
could also apply to other types of large-scale hierarchical systems. The DSM of the seat
system was input into Pizzuti’s multi-objective genetic algorithm to identify Pareto front
solutions of communities in the architecture. The solution is selected based on the highest
Newman Girvan modularity score, Q from Equation 6: 0.5619. The solution is shown in
Figure 14 where six communities are identified. Figure 15 provides a closer look at the
performance measures associated to each community by hiding the DSM cells in the
spreadsheet.

Figure 14. Clustered seat system and performance measures.
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Figure 15. Identification of performance measures associated to communities.

Figure 16 provides a closer view of what performance measures are associated to
community 6. For community 6, there are six components - Z, AA, AB, AC, AD, AE each containing TRL values 6, 5, 7, 5, 3, & 9, respectively. The binary numbers in the
DSM indicate an interface between system elements. This was used as an input to the
clustering algorithm where the binary values are replaced with IRL values to calculate the
CML. Blank boxes indicate there is no interface and thus, no IRL input is provided.
TPMs 11, 12, 15, 16, and 17 are identified in this community and are associated to
components Z, AA, AB, AC, and AD respectively whereas AE is associated to MOE 3
directly. In this case, the system element AE is critical at the customer-level, is
qualitatively measured, and does not have a TPM nor MOP associated. The next step is to
dive into these communities and verify the interfaces and assess maturity and risks prior
to integration with other components within the community and with other communities.
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Figure 16. Community 6 Values.
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4.4. STEP 4: SCRUTINIZE COMMUNITIES AND ASSESS INTERFACES
Each of the six communities are placed in a tabular form as shown in the Figure
16 snapshot. Also, the min TRL-min IRL model is constructed for each community.
Table 3 presents the min TRL-min IRL model for Community 6.

Table 3. Min TRL-Min IRL model for Community 6.

Level

1

2

3

4

5

6

7

8

9

TRL

0

0

1

0

1

1

1

0

1

IRL

0

3

3

1

5

0

0

0

0

The community maturity level for community 6, CML6 = 0.20. By contrast, the
calculated SRL is 0.38. Some components within a community interface with other
communities, such as the airbag system making contact with the passenger. Table 3
presents the min TRL-min IRL model for intra-community interfaces between
Community 4 where the airbag system resides and Community 6 where the passenger as
an object in the seat system resides. The intra-community maturity level is 0.24, in
contrast to the SRL of 0.52, which indicates there is an interface risk that a system is not
ready for technology development and integration.
In the seat development plan, developmental tests were scheduled three months
after CDR (Seat Supplier, 2013), which was a concern among the seat subject matter
experts consisting of a technical program manager, an electrical engineer, a payloads
engineer, and a certification engineer. They determined that even though CDR is “pencils
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down” on the design, the specification of the airbag component and its method of
deployment had not been determined, the official Federal Aviation Administration (FAA)
policy/guidance for making an assessment was not provided, and there were no data on
the current design from developmental test. Because of this, they could not assess and
conclude compatibility between the passenger and the airbag system during 16g crash
scenarios. Therefore, the CML value of 0.24 is more representative of the readiness than
the SRL value of 0.52 which indicates the end of technology development.
The original concept was to use the airbag to protect the passenger from injury in
a 16g crash scenario, but past experiences and data indicate that airbag designs produce
unpredictable results in protecting the head, lumbar, and neck. The experts’ position at
CDR led to discussing whether to 1) move the CDR out to after developmental testing
with current airbag specifications and build a recovery plan to meet production schedule,
2) change the angle of the seat and/or pitch to be more similar to previously certified
designs, 3) change the restraint system (e.g. 3-point harness) to mitigate risk of
introducing unpredictability of airbag designs in protecting the occupant, 4) add other
energy-absorbing materials on the impact interface, or 5) a combination of all of the
above (Seat Supplier, 2013, 2014). Ultimately, the seat designer assumed the risk of
proceeding to inflatable restraint seat system developmental tests and added buffers in the
schedule for recovery needs.
To validate the concern with this low community maturity score, the associated
performance measures - TPMs and MOPs - are cross examined to determine the
readiness of components and subsystems are in meeting the critical requirements
associated to passenger survivability. Since developmental tests were not performed by
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Critical Design Review, there was no evidence that the current airbag specifications
and seat design protect the 16g test dummy from injury. This means that the CML score
of 0.24 is a more reliable metric than the SRL score of 0.52.

Table 4. Component interfaces between Communities 4 & 6.

Level

1

2

3

4

5

6

7

8

9

TRL

0

0

1

0

0

0

0

0

2

IR L

0

1

0

0

0

1

0

1

0

5. DISCUSSION

Assessing integration risks of an aircraft with 105 interfaces that is controlled by
various software artifacts during development is extremely difficult. The CIAF case study
of a seat system demonstrates that the clustering of interfaces into communities allows
reasonable focus and assessment on integration risks based on the analysis of the
readiness of the interfaces and defined performance measures within and across
communities. The results demonstrated that the passenger control unit (PCU) software in
the seat system was clustered in Community 3 with the electronic and power regulating
elements that is controlled by the PCU interface. The seat system example was
representative of an actual system design where the experts’ position during critical
design review was to refine the concept’s approach to certification before moving into
technology development and integration. The CIAF has demonstrated through CML and
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performance measure analyses that the experts’ position were correct that the system
concept was not ready for development and integration,

5.1. VALIDATION OF RESULTS AND METHODOLOGY
The decomposition of the seat system attributes into technical performance
measures was done by seat functional experts and measures of performance of the system
at different levels, The decomposition of the seat M OP s, such as passenger survivability,
into a TPM, such as head injury criteria were validated against published regulatory
requirements and by subject matter expert input, However, the performance values
particularly measure of performance were based on judgement as to how far the
requirement they believe will be met and thus, these values require more rigorous
validation, There is a possibility that the level of effort to achieve 100% performance
could take months of development and testing, It is suggested that the CIAF provides a
defensible rationale for reevaluating ill-defined interfaces by virtue of the community’s
inability to adequately fulfill a contributing technical performance measure such as
protecting the passenger in survivability tests,
The ability of the clustering algorithm to break down the network into
communities depends on the validity of the objectives of the algorithm, in this case the
fitness function, How the network is decomposed to solve a problem depends on how the
problem is defined, The aircraft seat system was viewed as a dendrogram and thus,
Pizzuti’s hierarchical clustering algorithm was selected, Subject matter expert input is
used to validate that the selected solution based on modularity score is a good
representation of real collaborations between seat system interfaces, These subject matter
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experts were identified to have experience in payload and electrical design and
integration at seat and airplane levels. The key question asked was:
•

Is the selected community with the highest modularity score defensible
as “valid” community to assess the interfaces and performance
measures? ie., is it representative of real collaborations between
corresponding airplane and seat interfaces?

Finally, from a risk perspective, the results of the CML assessment on a seat
system using inputs from the critical design review (CDR) were compared with the SRL
results. The experts (a technical program manager, payloads and electrical engineers, and
a certification engineer) determined that at the CDR, the airbag system detail and
interface definition as well as the overall restraint system and interface with the seat
system were not sufficient to proceed into the detail design and testing phases due to
significant risk of failure driving expensive, long-lead rework and tests.

5.2. CONCLUSION
The CIAF can be utilized at all stages during the system lifecycle with DSM input
as it evolves, especially prior to component and subsystem integration and systems
verification. System architects usually produce a SV-3 matrix (DoD, 2010) that
summarizes system interactions. Even though detailed-level interfaces in this phase are
not usually available (Dauby & Dagli, 2009), this SV-3 matrix deliverable can still be
input into the CIAF to assess system-level interfaces and associated performance
measures. Interface assessments influence the technical baseline, albeit fuzzy, as the
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system design evolves with more detail. The CIAF can be continuously used as the
system design matures throughout the systems “V” process before the integration stages.
As the system matures, the DSM matures with additional components and
interfaces included. When large-scale systems like an aircraft go into the detailed design
phase, the DSM becomes difficult to comprehend and assess due to its complexity and
scale. It is recommended to maintain a single source database to feed multiple DSMs
from each subsystem element. The CIAF allows systems engineers to verify whether they
missed any interfaces and identify any potential performance issues. The CML measure,
when cross checked with the identification and quantification of key interface
performance measures, provides better information on system readiness before systems
integration than using SRL values.

5.3. SUMMARY
The CIAF supplements systems engineering with a methodology that facilitates
the assessment of integration risks in large-scale and complex systems. The CIAF is used
to determine if we have included the interfaces and if these interfaces have matured to a
level of acceptable risk at a point in the development lifecycle. The first step in the
process of using the CIAF is to identify the system of interest and generate a design
structure matrix (DSM) that feeds into the multi-objective genetic algorithm (MOGAnet). MOGA-net uses equations 2 through 5 to divide the DSM (system of interest) into
groups of nodes with dense, internal connections and uses the modularity score (equation
6) to select a solution out of several possible community structures. The CIAF in this
study was used on a power seat system in a commercial aircraft containing hardware and
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software components such as power distributors and converters, actuators, airbag
system, in-flight entertainment, and passenger control units. The community maturity
level (equation 7) was used to determine the technical maturity of each community
structure using the Min TRL-Min IRL model approach (Figure 6). Though the CML
equation normalizes the resulting values that allows us to use a risk matrix approach, fine
tuning of the equation is needed and is a future work consideration. Finally, the CML
analysis is cross-examined with the analysis of technical performance measures (equation
9) to validate where the community of interface components with a level of maturity
stand in meeting performance targets.
One of the primary objectives of the framework is to mitigate integration risks. To
put together a plan to mitigate risks, one must understand the likelihood and
consequences of an event if it were to occur and determine whether to reduce the
likelihood of that event, reduce the severity of the consequence, or both. In the case of
system integration risks, one of the ways to mitigate these risks is to identify and define
performance measures for a key interface and verify the interface before systems
integration. The framework, in conjunction with other systems engineering tools and
methodologies, is an actionable approach to mitigating risks by cross-examining
community maturity levels of system communities and associated performance measures.
Furthermore, Model-Based Systems Engineers are encouraged to use the CIAF to
evaluate interfaces in logical, functional, and physical models and feedback the analysis
to these models.
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6. FUTURE WORK

While the research focused on the seat system as a case study, it is envisioned that
the framework could be applicable at different scales and complexity of systems in other
technical domains such as residential and commercial power systems for a region or a
large-scale software system. There is opportunity to evaluate the applicability of the
CIAF on other system problems of varying scale and complexity.
Community detection in complex networks has gained significant attention and
while the MOGA-Net algorithm is effective in detecting real-world communities, there is
an opportunity to explore other and more effective algorithms for the CIAF to use to
address specific large-scale system problems. Furthermore, while scoring integration
readiness is based on the verification of interface requirements, the SME’s judgment and
assessment on IRL level (and performance measures) may differ. Use of a Bayesian
network and probability distributions may provide consistent and mathematically
rigorous validation of the confidence level among experts on the IRL level, allowing a
better perspective on the system integration risks. Cardinal coefficients for TRLs
(Fahimian & Behdinan, 2017; Revfi, Wilwer, Behdinan, & Albers, 2020) based on the
Analytic Hierarchy Process (AHP) have been used to characterize technology readiness
level coefficients for design, which may improve the quality and accuracy of the CML
metric, performance measures, and risk analysis. Perhaps when using judgement on
performance measures, a fuzzy inference system (FIS) with a set of rules can capture
inputs on MOPs and MOEs and convert them into crisp values.
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The inclusion of this framework into a Model-based systems engineering
(MBSE) method and/or tool would have interesting implications. Linking the DSM
information to SysML diagrams or OPM model would allow changes to the system
design to be automatically updated in the DSM, thus modifying the inputs to the CIAF
and possibly changing the overall readiness level. Since the value of MBSE depends on
the quality of the model including the information in the DSM, there is future work to
create an automated feedback loop from the interface analysis of the DSM in the CIAF to
the SysML models.
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ABSTRACT

Integration readiness analysis, often neglected in aircraft design, is a difficult
systems engineering task but critical in the mitigation of integration risks in large-scale,
complex systems. This paper offers engineering managers a soft computing approach that
compliments risk management standards to measure integration readiness risks and to
appreciate the nuances of integration risks within a set of highly interconnected elements
in a system. The approach uses community detection algorithms to explore the population
of large-scale system elements and aggregate densely interfacing entities into
communities and then uses a fuzzy inference system to evaluate the integration risks of
each community. The resulting risk values of each community are placed on a 5x5 risk
matrix for engjneering management reviews and decision-making.
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1. INTRODUCTION

1.1. BACKGROUND
Integration readiness analysis is a difficult systems engineering task that if not
conducted sufficiently early in a large-scale system development lifecycle, systems
integration that occurs late in the development process is at considerable risk of failure
with severe cost and schedule consequences (GAO, 2015, 2018). These consequences
caused by inadequate interface definition is usually manifested during the systems
verification phase. This occurs often in the aerospace sector, where the threats are a
combination of quickly evolving customer requirements and technologies, variety of
customer expectations, and rigorous time frame for product development that can have a
significant impact on risk level (Jaifer et al., 2020).
There is an inherent bias to underappreciate external threats and challenges that
potentially disrupt schedule and cost plans that is common among the development of
complex systems (Reeves et al., 2013). Though the external threats in this context can
mean accounting changes, supplier changes, program requirement changes, economic and
political issues, or other forces of nature, the authors believe there is inherent bias to
underappreciate integration threats of technical interfaces outside of a typical product
breakdown structure that a design team may have overlooked. The external technical
interfaces are for example, the electrical connections needed for fire detection in an
aircraft lavatory. These external interfaces are often neglected in aircraft design (Jackson,
2016).
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This paper offers engineering managers a soft computing approach that
compliments risk management standards (particularly PMI and ISO) to measure
integration readiness risks and to appreciate the nuances of integration risks within a set
of highly interconnected elements in a system. The approach uses community detection
algorithms to explore the population of large-scale system elements and aggregate
densely interfacing entities into communities and then uses a fuzzy inference system to
evaluate the integration risks of each community. The resulting risk values of each
community are placed on a 5x5 risk matrix for engineering management reviews and
decision-making. The approach was tested on a commercial aircraft seat system with data
from the Critical Design Review.

1.2. REVIEW OF LITERATURE
1.2.1.

Risk Assessment. The traditional measure of risk is the product of

probability, P, and the weight of an adverse consequence, C (Crouch, E A.C.;Wilson,
1982). In many industries where project management practices are utilized, the Risk
Score formula is used (Project Management Institute (2018):

R isk = P x C

(1)

One of the common and popular approaches used to characterize and prioritize
risk is the risk matrix (Figure 1) which uses crisp inputs from Equation 1. Caution is
needed when using this formula because when multiplying probability and consequence
values with ordinal scales, it may produce a significant figure that has little value to a
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project manager or a chief engineer. For instance, the formula will indicate that events
of low probability with large consequences have the same considerations as an event
likely to happen but with lesser consequences. Furthermore, multiplying ordinal numbers
is mathematically invalid such that a consequence that is assigned a 4 on an ordinal scale
is not necessarily twice as consequential as a consequence with a score of 2 (Hubbard &
Evans, 2010). However, this does not mean risk scores are not useful, but avoid using
these scores in isolation to make decisions (Kaplan & Garrick, 1981).

CL

Likelihood

Figure 1. Standard Risk Matrix

1.2.2. Department of Defense Risk Assessment. The DoD Risk, Issue, and
Opportunity (RIO) guide suggests a comprehensive set of approaches to inquire,
examine, and analyze risks such as interviewing technical experts, identifying
dependencies and interoperability requirements, assessing maturity of critical
technologies, analyzing metric trends such as technical performance measures (TPMs),
and performing non-advocate reviews (NIST, 2012; Office of the Deputy Assistant
Secretary of Defense for Systems Engineering, 2017). These risks are usually ranked and
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prioritized before the risk handling process where actions are in place to address these
risks.
The DoD and many private firms report the risks in a 5x5 risk cube with color
coded areas (Figure 2) that represent the rating or prioritization of an identified risk, The
risk matrix maps the impact (consequence) and likelihood into a common space, For
example, the upper right corner shows high likelihood (5) and high impact (5) with crisp
(non-fuzzy) risk score of 25 (Equation 1),

•
•

•

Risk 10 #85: Risk Statement...
Consequences if Realized:
-

C o st
Performance -

-

Schedule -

Mitigation Method: (Accept, Avoid.
Transfer or Control) Summarize activities:
1. Summarize Key Activity 1
2.

Summarize Key Activity 2

3. Etc.
•

Planned Closure Date:

•

Risk ID #97: Risk Statement...

•

•

Consequences if Realized:
-

C o s t

-

Performance -

- Schedule Mitigation Method: (Accept, Avoid.
Transfer or Control) Summarize activities:
1.

Summarize Key Activity 1

2.

Summarize Key Activity 2

3. Etc.
•

Planned Closure Date:

Figure 2, DoD Suggested Risk Reporting Format (Office of the Deputy Assistant
Secretary of Defense for Systems Engineering, 2017)

1.2.3.

Technology Readiness and Risk Assessment. Mankins (2009)

reformulated the traditional risk matrix with a quantitative Technology Readiness and

64
Risk Assessment (TRRA) model that includes technology readiness level (TRL), the
degree of difficulty of moving technology from one TRL to another, and Technology
Need Value (TNV). The model incorporates these values into a technology risk matrix
with probability of failure on the y-axis and consequence of failure on the x-axis. The
TRL scales, originally developed by National Aeronautics and Space Administration
(NASA), range from 1 to 9 indicating increasing maturity and technology risks. Bilbro
(2007) proposed the technology maturity assessment (TMA) is an assessment technique
that uses a work breakdown structure (WBS) to identify key technologies subject to the
TRL maturity scale. Bilbro argues that the maturity of a TRL 9 technology drops to TRL
5 when it is integrated into a new environment or configuration. For most large and
complex systems there are too many WBS elements to address and track individually and
so a metric is needed to capture readiness of these systems.
To address the limitations of TRLs, Sauser (2008) proposed the System Readiness
Level (SRL) metric to provide a system-level view in real-time of the system
development and maturity in relation to the Department of Defense's (D oD) Phases of
Development, giving managers opportunities to take proactive measures to reduce
developmental risk. The SRL metric introduced Integration Readiness Level (IRL)
variables to determine the overall SRL. The IRL is a measurement of the interface
compatibility indicating maturity between interfacing elements (B. Sauser et al., 2010).
IRLs scale similarly to TRLs but start with zero instead of one, with zero indicating there
is no interface or no integration has been planned or intended. Figure 3 shows an example
of a system under consideration (real system examples found in Yasseri & Bahai [2018]
and Yasseri & Bahai [2020]), where the TRL for each of the subsystems is identified as
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A, B, C, and D. The IRL represents the maturity of the interfaces between these
subsystems. These subsystems are represented in equation 2 with the normalized IRL
matrix capturing the interface maturity and the TRL capturing the subsystem maturity
where the overall SRL is 0.49, indicating system maturity in the Technology
Development phase (Magnaye et al., 2010).

Figure 3. System of Interest Readiness Level
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The ordinal scales of TRL s and IRL s do not convey information about the
degree of differences between measures, making arithmetic calculations with these scales
of limited utility (Conrow, 2011b; Kujawski, 2013; McConkie et al., 2013).

1.2.4. Other Risk Estimation Techniques. Garg (2017) proposed an objective
risk estimation technique using the product of TRL values as a measure for likelihood
and a network connectivity metric to estimate impact on the system architecture. It is
intuitive to gage change impact on the system architecture based on propagation of
interfaces of components across the system. Therefore, a network connectivity metric is
used to measure impact propagation throughout the architecture. The authors proposed
that since TRLs are good estimators of uncertainty in technology readiness, the inversion
of TRL scales 1-9 are used as the basis for likelihood scores. To provide information
about the interfaces that each component has, the authors combined the risk score
information with a Design Structure Matrix (DSM) view of the system. The risk score for
the interfaces is then calculated using the formula:

In te rfa c e Riskij = max(Li, Lf) * m ax(/i, If)

(3)

Where Lt and Lj represent the likelihood scores for the interfacing components
and f and f as impact scores for each component. As implied earlier, arithmetic
calculations with ordinal scales have limited utility and it is difficult to understand the
implications of a component with a specific maturity has on the overall integration risk.
Clarkson (2004) developed a method to predict change propagation in a complex
design and obtained a risk matrix for the system. In this method, practitioners, using
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experience, judgment, and documentation, performed four assessments for each pair of
interfacing components: the likelihood that a component change will propagate through
their interfaces and the impact of the change propagation. A change propagation tree is
generated to sum up values of likelihood and impact scores. This effort is extremely
intensive for large-scale systems with complex networks.

1.2.5.

Summary. This research reviews the challenges in assessing integration

risks in large-scale and complicated systems using concepts of technical maturity, system
architecture, and interface analysis while keeping the assessment effort practical for
application. It is incumbent on the system architect to continuously monitor the risks of
the system during development to ensure compliance with key system-level requirements
and performance measures.

2. APPROACH

NIST (2012) noted that:

Risk assessments are often not precise instruments o f measurement and
reflect: (i) the limitations o f the specific assessment methodologies, tools,
and techniques employed; (ii) the subjectivity, quality, and trustworthiness
o f the data used; (iii) the interpretation o f assessment results; and (iv) the
skills and expertise o f those individuals or groups conducting the
assessments.
In the field of soft computing, intelligent systems techniques have proven to be
effective in addressing a range of complex problems dominated by uncertainty and
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available, imprecise information (Ibrahim, 2016; Konar, 1999). The methodology
proposed in this paper recognizes that, since fuzzy logic (Zadeh, 1975) provides a
framework for approximate reasoning where information is subjective, incomplete, or
uncertain, it has a potential role in the integration risk assessment of large-scale, complex
systems where the probability assessment is based on expert opinion and where the risk
space is multidimensional and nonlinear (Marchetti, 2012).
The fuzzy risk assessment methodology (FRAM) proposed in this paper asserts
that the system integration risk is a characterization of:
•

Technical maturity of clustered components for integration

•

Performance of aggregated components and;

•

Current system development phase

The FRAM calculates the integration risks with two inputs from the clusteringbased interface assessment framework (CIAF) (FRAMEWORK DESCRIPTION) shown
in Figure 4: community maturity level and performance measures. The CIAF is a twostage process resulting in a thorough integration readiness analysis of complex interfaces
in a system. The first stage establishes the communities using Pizzuti’s evolutionarybased clustering algorithm (MOGA-Net) (Pizzuti, 2008) to identify a solution set of
communities from the Design Structure Matrix (DSM) of interfacing components and a
solution is selected using Newman-Girvan's modularity metric (Newman, 2004b). In the
second stage of the framework, each of the communities from the selected solution are
assessed for integration readiness using the Community Maturity Level (CML) metric.
The community maturity is then cross-examined with the community’s performance
measures as another layer of analysis to validate integration readiness.
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Figure 4. Cluster-based Interface Assessment Framework

The crisp inputs of community maturity levels and performance measures are fed
into the Mamdani fuzzy inference system (FIS) with a set of rules to calculate the overall
integration readiness risk score based on current developmental phase, maturity, and
performance. The risk score for each community is placed on a 5x5 risk matrix (Figure 5)
which is elaborated in below sections.

Community 4
•

Community 6
+

Community 5
•

Community 2
•

Community 3
•
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O.S

O.S

0.4

0.2

Performance

Figure 5. 5x5 Risk Chart and Community Integration Risk Scores during Critical
Design Review (CDR).
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2.1.1.

Fuzzy Sets. There are two fundamental concepts of Fuzzy Set Theory

(Zadeh, 1965), linguistic variables and fuzzy sets. The linguistic variables represent
opinions that are usually comprehended by a typical audience. For example, the weather
conditions can be described as “humid” or dry.” Fuzzy sets are defined as a class of
objects with a continuum of grades of membership between 0 and 1. To illustrate this in
the context of the 5x5 risk matrix, the matrix bounds the risk level by considering the
product between the likelihood of occurrence (1-5) and severity of consequence (1-5).
Each risk product belongs to a specific category on the risk matrix as either “low,”
“moderate,” “moderately high,” and “critical.” The fuzzy set is characterized by
membership functions n ( x ) that assigns membership values between 0 and 1 to its
components x:

M(*):

[0,1]

(4)

Applying the fuzzy set theory to the risk matrix results in a gradual and smooth
transition between risk-level categories (Figure 6)

Figure 6. Graphical Representation of Fuzzy Risk Assessment Matrix
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2.1.2. Fuzzy Characterization of Community Maturity Levels. D oD and
private firm program management offices perform technical reviews in phases in the
systems engineering lifecycle as a fundamental risk reduction process, adhering to
standard requirements in ISO/IEC/IEEE 15288. The scale and definitions of the various
levels of the CML are correlated to phases of the systems engineering lifecycle (Table 1)
from Concept Refinement to Operations & Support. It is important to note that a
community that has not reached full maturity is still capable of transitioning into the
production phase at risk, with the caveat the key performance measures associated to the
community demonstrates with a certain confidence level (acceptable risk) that the targets
are on track to be met.

Table 1. Community Maturity Level Assessment with definitions and the associated
phase of system development
CM L

P hase

D e f in itio n s

0.90 to 1.00

O p e ra tio n s & S u p p o rt

Execute a support program that meets material readiness
and operational support performance requirements and
sustains the community' in the most cost-effectice manner
over its total lifecycle

0.S0 to 0.89

P ro d u c tio n

Achieve operational capability that satisfies mission needs

0.50 to 0.79

E n g in e e rin g & M a n u f a c tu rin g
D e v e lo p m e n t

0.20 to 0.49

T e c h n o lo g y D e v e lo p m e n t

O.IOto 019

C o n c e p t R e fin e m e n t

Develop capability o f clustered, interfacing technologies;
reduce integration and manufacturing risk; ensure
operational supportability of the cluster; minimize logistics
footprint: implement human systems integration: design for
production; ensure affordability and protection o f critical
program information! and demonstrate community
integration, interoperability, safety, and utility'
Reduce technology risks and determine appropriate set of
technologies to integrate to serve key functions
Refine initial concept. Develop technology and interface
strategy

2.1.3. Fuzzy Characterization of System Performance. Performance can be
measured at different levels in the architecture including integrated elements such an
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aircraft cabin consuming power, but in a highly dense network with various key
measures such as power consumption, safety and reliability, comprehensive analysis for
risk assessment is crucial. Each community with dense interfaces identified in the system
architecture may have an arrangement of performance measures, key performance
attributes (KPA s), measures of effectiveness (MOE s), measures of performances
(M OP s), and technical performance measures (TPM s) where the DoD engineering
guidance suggests the decomposition of MOEs into M OP s that are subsequently
supported by TPM s (NASA, 2016; Roedler & Jones, 2005).
Lesinski (2015) implied that a common challenge with the evaluation of an
architecture is a comprehensive search of technical performance attributes across an
exhaustive design space that are particularly fuzzy, especially in the early system
development phases. Lesinski proposed a value focused thinking and fuzzy system
approach to assess a system architecture that includes the customer’s value input on the
TPM s to convert them into a dimensionless scale from 0-100. The combined effects of
the TPM to K PA tree characterizes the architecture’s performance rating, using a set of
fuzzy rules on KPA attributes. This paper utilizes a similar approach of the TPM
conversion into linguistic variables using the FIS, where 0-49% is “Did not meet,” 50
94% as “Somewhat Met,” 95-99% as “Met,” and anything above 100% as “Exceed.”
However, the crisp range to linguistic variables may depend on the customer value and
acceptance range of the M OP s and MOEs that it traces to. This is an area of further
research needed. In the FRAM, the fuzzy set rules characterize the integration risks of
each cluster based on CML and performance measure levels in the cluster.
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2.1.4. Overall Fuzzy Risk Assessment. The integration risk for each
community is based on the fuzzy assessment of the community’s maturity and
performance at a point in time in the developmental lifecycle, MATLAB Fuzzy Toolbox
(MathWorks 2019) is used to program the fuzzy assessment framework where the
community maturity level and performance measures are inputs (Figure 7) with unique
membership functions, Triangular and trapezoidal membership functions (MF) are
adopted for the variables due to simplicity to implement and is computationally easy
(Figures 8 to 10), The membership functions for maturity is asymmetrical to align with
the maturity scores of the system development phases in Table 1 because typically more
time and energy is required to architect and design a new product than to produce and
support,
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Figure 7, Fuzzy Inference System Parameters
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Figure 8. Membership Function for Performance
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Figure 10. Membership Function for Risk Score
A set of fuzzy rules (Figure 11) are developed to characterize the overall
integration risks of the system architecture based on the combined characterization of the
CML and performance values.
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Figure 12 provides the surface output in 3D that consist of the two variables
contributing to risk score. Performance is a clear indicator of the risks associated that for
example, even if the community of densely interfaced components is mature but does not
meet performance, there is a risk of critical rework to reach the level of required
performance. For example, while the airbag system components were relatively mature at
the Business Class Critical Design Review for an airline (Seat Supplier, 2014), the
redesign and retest to pass the Federal Aviation Administration’s (FAA) expectation for
passenger safety took approximately four months to complete. If performance is high but
maturity is low, it may take some steps to mature a product but high performance is an
indicator of good confidence of the integration viability.

Figure 12. Surface Output of the Integration Risk Score
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3. DISCUSSION

There are 20 conditions to satisfy the integration risk score output (Figure 13). In
the rule viewer with an example where the overall maturity of the cluster is in the
engineering development stage and performance is 0.182 (Met Some), the risk is
considered Medium High (0.71). Before going into production, acceptable performance
in the view of the customer should be demonstrated. As shown in Figure 5 for a seat
system during the Critical Design Review, the Community 2 shows maturity of 0.55
(Engineering Development Phase) and Performance at 56% (Somewhat Met), which
indicates Risk is 0.49 or Medium-High (Figure 10). There is perhaps time to mitigate
integration risks before freezing the design, but if we were at Production Readiness
Review (PRR), the risk of integration would be in the red domain on the risk chart.
The objective of this work is to provide soft-computing method using an
intelligent system (Mamdani FIS) for analyzing integration risks over the developmental
lifecycle. Assessing risks for a large-scale system can be tedious using traditional risk
assessment techniques. The clustering technique using the CIAF breaks down the system
into communities of dense interfaces which allows a more exhaustive analysis of the risks
using the FRAM based on community maturity and performance levels in each
community.
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Figure 13. Risk Assessment Simulation - Rule Viewer

3.1. IMPLICATIONS FOR ENGINEERING MANAGERS
There is little research that rigorously validates the risk matrix performance in
improving risk management decisions and there is a risk of using these risk matrices due
to, for example, inconsistent risk score acceptance, centering bias, equating events with
the same score, or whether it may be extremely arbitrary (Anthony Cox, 2008; Thomas,
Bratvold, & Bickel, 2014). However, they are useful. In the F/A-18E/F Super Hornet
program, the team that received system requirements via allocations used McDonnell
Douglas’s risk management process and analyzed them in terms of probability and
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consequence on the 5x5 risk matrix (Springsteen, Beth; Bailey, Elizabeth; Nash, Sarah;
Woosley, 1999). The proactive, early identification of risks and weekly reporting using
the 5x5 matrices were instrumental in the process, where it takes center stage at gate or
technical reviews.
This study has a noteworthy implication for engineering managers. The use of
tradional risk matrices based on probability of an event and consequence should an event
to occur is exhausting for large-scale or complex systems where key interfaces that have
consequences can be overlooked. The clustering techniques could help engineers focus
their assessment on the highly interconnected elements that drive system performance
and functional capabilities. This paper calls for engineers to have greater awareness of
interconnected system elements through clustering and concludes with suggesting a soft
computing approach technique for better assessment of interfaces that largely influence
integration risks. The soft computing approach evaluates integration readiness of a set of
communities in a large-scale system that drive key functions, where the the resulting
integration risk values of each community based on maturity and performance are placed
on a 5x5 risk matrix for engjneering management reviews and decision-making.

4. CONCLUSIONS AND FUTURE WORK

The reason for assessing integration risks of interfaces in a network is as Clarkson
and Garg points out, change propagates between components through their interfaces.
When estimating the impact of integration on the system architecture, it is reasonable to
consider the architecture’s network connectivity to improve our understanding of the
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integration risks and reduce bias of underappreciating external interfaces that should be
evaluated with internal interfaces. The FRAM followed by the CIAF supplements
systems engineering and engineering management with a methodology that facilitates the
assessment of integration risks in large-scale systems that is important for system
development milestone reviews.
While the research focused on the seat system as a case study, it is envisioned that
the framework could be applicable at different scales and complexity of systems in other
technical domains such as residential and commercial power systems for a region or a
large-scale software system. There is opportunity to evaluate the applicability of the
approach on other system problems of varying scale and complexity.
Furthermore, while scoring integration readiness is based on the verification of
interface requirements, the SME’s judgment and assessment on IRL level (and
performance measures) may differ. Use of a Bayesian network and probability
distributions may provide consistent and mathematically rigorous validation of the
confidence level among experts on the IRL level, allowing a better perspective on the
system integration risks. Cardinal coefficients for TRLs (Fahimian & Behdinan, 2017;
Revfi et al., 2020) based on the Analytic Hierarchy Process (AHP) have been used to
characterize technology readiness level coefficients for design, which may improve the
quality and accuracy of the CML metric and risk analysis.
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SECTION

3. CONCLUSIONS AND RECOMMENDATIONS

One of the most important heuristic in systems engineering is to “simplify,
simplify, simplify” everything we do to define, build, and test the system (Rechtin, E.;
Maier, 2002). That is a powerful heuristic, though not so easy to do for complex systems
to where we need to manage its complexity. Fundamentally, change in a complex
network propagates between components through their interfaces and lack of interfaces
can affect interconnectivty needs. Assessing complex interfaces and integration readiness
is challenging yet a critical systems engineering skill because interface issues can
produce system vulnerabilities (Walden, Roedler, & Forsberg, 2015).
Interface issues are not well explored in engineering literature and this
dissertation makes a contribution to that area. Each chapter represents different methods
to highlight interface and interconnectivty performance issues in complex systems that
need to be exposed to systems managers, system developers, and decision makers to
enable mitigation of system vulnerabilities due to these interfaces. The first paper uses a
SoS Explorer (Version 2.1.0.1 Copyright© 2017 Missouri University of Science and
Technology, Systems Engineering SMART Lab) to model, optimize, and visualize the
heathcare system of systems architecture, allowing the architect to manipulate and
evaluate the system to system interfaces against the overall healthcare capability and
performance. This helps undertand the heathcare system of systems solution trade space
and which interface and system to implement. The second paper provides a methodology
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to determine if the system or “community” of highly interconnected elements is ready
to implement by analyzing maturity and performance of the elements and its interfaces
within the system or community. A 777 business class seat system was used to prove out
the methodology, where the seat system was partitioned into “communities” for interface
analysis. Within these communities are highly interconnected elements that together as a
cluster, key capabilities and performance characteristics are realized. Though, all the
communities work together to enable the system’s overall capability and measure of
effectiveness. While the third paper does not address the need to calculate the overall
capability of the communities based on performance and maturity of the system
elemenets and interfaces, it provides a view of the integration risks of each community on
a 5x5 risk matrix that is necessary for technical milestone reviews.
The soft-computing methodology to assess integraton readiness and performance
of highly interconnected system elements and to quantify risks of each community for
technical reviews is demonstrated in this dissertation. The second paper provides a
cluster-based interface assessment methodology for breaking the system into a set of
communities with strong interconnectivity for interface and performance analysis.
Ultimately, understanding the system’s network connectivity reduces bias from
underestimating external interfaces by evaluating them with the interfaces established
within a traditional hierarchical structure. The output of the methodology are community
maturity level values and performance measures for each community to gage the level of
integration risks which is the basis of the third paper, to quantify those risks based on
these inputs. The third paper provides a risk assessment methodology that uses fuzzy
principles to digest CML values and performance measures to quantify risks. The risks
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score of each community is placed on a 5x5 risk matrix for engineering management
reviews and decision-making.
Future work is to explore how certain communities when connected as a network
in a system contribute to overall capability. There is opportunity to test the applicability
of this methodology to other technical systems of varying scale and complexity such as
residential and commercial power systems for a region or a large-scale software system.
There is room for improving the CML equation that uses ordinal TRL and IRL values to
consistently normalize the resulting values that allows us to use a risk matrix approach,
such as using cardinal coefficients for TRLs and IRLs based on the Analytic Hierarchy
Process (AHP). Furthermore, subject matter expert input on IRLs and performance
measures are based on judgement and interpretation of data that may differ from other
experts. There is work to do on validation of the inputs to better characterize readiness
levels and performance that improve accuracy and quality of risk assessments. There is
also validation work to do on fuzzy rules defined by subject matter experts to accurately
characterize risks. Finally, there is opportunity to link DSM information to SysML
diagrams used in MBSE applications and create an automated feedbackloop from CIAF
analysis to SysML models.
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