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逐步回归与判别分析的应用研究
———在乳腺疾病建模中的应用
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[摘 　要 ] 体内激素紊乱是导致乳腺疾病发生的重要原因. 将逐步回归法与 Fisher判别法结合应用于
乳腺疾病建模中 , 对乳腺疾病与 6种内分泌激素及患者年龄的关系进行了多元线性判定分析 , 建立了变量
与相关疾病的逻辑回归模型与判别模型 . 该模型通过实际应用 , 判别效果较好 , 有助于乳腺疾病的诊断.
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乳腺癌是妇女中十分常见的恶性肿瘤 , 我国虽然为乳腺癌的低发区 , 但近年来发病呈上升趋势 , 已
成为影响妇女健康的主要因素 , 防治乳腺癌的重要性已经日渐突出. 乳腺癌的病因在医学界还不十分清
楚 , 激素、遗传、免疫、生理与环境因素相互作用 , 可能共同参与乳腺组织的癌变和演变过程 [ 1 ] .
Fisher判别法是多变量分析方法中较成熟的一类方法 , 近年来在医学领域获得了广泛的应用. 但
是 , 在判别模型建立过程中 , 从可获得的实际数据出发来选择模型变量 , 以此建立的判别函数其判别
精度高低受变量之间的相关性影响很大 , 有些情形会提高判别效果 , 有些情形相反. 因此恰当选择模
型变量是一个重要问题 [ 2 ] .
逐步回归法的基本思想是变量一一引入 , 即偏回归平方和 F检验显著的变量才作为引入变量 ,
新变量引入后还要重新对所有已引入的变量进行检验 , 不显著者从方程中剔除 , 直到没有变量可剔除
也没有变量可引入时为止 , 最后对所选定变量建立线性回归方程 [ 3 ] .
本文将逐步回归法与 Fisher判别法结合应用于乳腺疾病建模中 , 并借助秩和检验与 Spearman秩
相关系数法进行辅助分析. 用 124例训练样本建模得到的判别模型可以根据激素水平对乳腺疾病进行
分类 , 通过 29例新样本检验表明 : 该模型具有较高的判别率.
1　理论模型
111　逐步回归分析的实现原理
设共有 n个可供选择的变量 x1 , x2 , ⋯, xn , 则可以用逐步回归法构建下述回归模型 :
Y =β0 +β1 x1 +β2 x2 + ⋯ +βn xn
逐步回归是将变量一一引入. 首先 , 选择第一个变量. 记各自变量的偏回归平方和为 :
V
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j } , 则 xk1入选. 作入选检验 , 在不相关的假设下 , 取统计量 :
F进 ( k1) =








～ F (1, n - 2)
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若 F进 ( k1) > F
3
α , 则 xk1进入回归方程. 选第二个变量. 计算偏回归平方和 : V
(2)











j } , 则 xk2入选. 作入选检验 , 在不相关的假设下 , 取统计量 : F进 ( k2) =








～ F (1, n - 3) , 若 F进 ( k2) > F
3
α , 则 xk2进入回归方程
[ 4 ]
. 由于入选 xk2 , 需对 xk1重新
作显著性检验. 一般讲 , 设前面已选入了变量 xk1 , xk2 , ⋯, xk l , 由于引入了新变量 , 需对原有变量的显著
性逐一作检验 , 考察是否有变量需要剔除. 假如无变量可剔除 , 也无变量可引入 , 则可写出关于 xk1 ,
⋯, xk l 的回归方程 : Y =β
( l)
k1 xk1 + ⋯ +β
( l)
k l xk l
112　Fisher判别模型
设 u (X ) 是要寻找的最佳判别函数 , 其中 :
X = ( x1 , x2 , ⋯, xn )
T
为待判样本. Fisher准则的思想是 : 要使得母体π1 与π2 间的距离 ( u1 - u2 )
2 尽可能地大 , 而同时使
各母体内方差σ21 和σ
2
2 尽可能地小 , 即在 :







为极大的条件下 , u (X ) 作为判别函数. 其中 ui 表示均值 , qi 为πi 的某种先验率或者权数
[ 3 ]
.
如记 fi (X ) 为母体πi 中 X概率密度 , 则 :
ui = ∫u (X ) fi (X ) dX,σ2i = ∫( u - ui ) 2 fi (X ) dX
　　在 Fisher准则下的线性判别函数为 :
u (X ) = c1 x1 + c2 x2 + ⋯ + cn xn > C
T
X,
C = ( c1 , c2 , ⋯cn )
T
此时 : ui = C
Tμ( i) , i = 1, 2; 　　σ2i = C
T ∑
( i)





为πi 中 X的均值及协方差阵. 则 :




) - 1 (μ( 1) - μ( 2) )
　　由此 , 根据两个已知不同母体的抽样结果 , 获得一系列的可观测变量 , 建立数学模型 , 从而可用
来判别任一新观测的样品应归属哪一个母体.
2　实例应用
模型所采用激素数据由厦门市第一医院核医学科检测 , 由美国康仁公司生产的 ACS/180SE化学
发光仪提供配套检测试剂 , 检测项目包括垂体激素 3项 : 促催乳激素 ( PRL μg/L )、促卵泡激素
( FSH IU /L)、促黄体激素 (LH IU /L ) , 性类固醇激素 3项 : 雌二醇 ( E2μg /L )、孕酮 ( Pμg/L )、
睾酮 ( Tμg/L). 从第一医院 2000～2005年共 7 781条记录中抽取以下两组 :
确诊乳腺癌 62例. 患者年龄 22～49岁 , 平均年龄 3817岁 , 排除其他伴随疾病史 (垂体、肾上
腺亚临床微腺瘤、肝胰胆疾病、子宫卵巢疾病史 ) , 于治疗前 , 滤泡期抽血检测激素水平.
确诊乳腺增生 62例. 患者年龄 19～46岁 , 平均年龄 3311岁 , 排除其他伴随疾病史 (垂体、肾
上腺亚临床微腺瘤、肝胰胆疾病、子宫卵巢疾病史 ). 患者月经规律正常或失调 , 经前乳腺疼痛明
显 , 时间长达 1～2年 , 临床可触及不同导管分布区片状增厚组织 , 呈结节或沙粒状 , 有触痛. 于治
疗前 , 滤泡期抽血检测激素水平.
血浆 E2、FSH、LH、P、T、PRL的测定结果 , 以中位数 Median (P25 - P75 ) 表示 ; 秩和检验进行组间
比较 ; 用 Spearman秩相关系数法对各激素变量以及年龄进行相关分析 , 判断变量之间的密切程度.










)β0 +β1 E2 +β2 FSH +β3 LH +β4 P +β5 T +β6 PRL +β7 Age
　　其中 , E2、FSH、LH、P、T、PRL为检查者测量出的 6个激素变量 ; Age表示患者的年龄 ; (β0 ,
β1 , ⋯,β7 ) 为回归系数.
回归过程使用逐步回归分析 , 从 E2、FSH、LH、P、T、PRL和 Age 7个元素中挑选出适当的自
变量组合 , 确定入选逻辑回归模型的元素 , 以建立对这批观测数据来说是最优的回归方程 [ 5 ] .
用逐步回归分析得到的这个回归方程 , 包含了所有对 Y显著的变量而不包含对 Y不显著的变量.
这样 , 对这批观测数据而言 , 这组变量就是用来分类的最好一组变量. 由此 , 判别分析就根据逐步回
归分析筛选出的变量对乳腺增生和乳腺癌这两种疾病类型建立判别模型.
设 Y1 为诊断为乳腺增生的预测值 ; Y2 为诊断为乳腺癌的预测值. 使用 Fisher判别法 , 得到的判
别函数为 :
Y1 = c0 + c1 E2 + c2 FSH + c3 LH + c4 P + c5 T + c6 PRL + c7A ge
Y2 = c′0 + c′1 E2 + c′2 FSH + c′3 LH + c′4 P + c′5 T + c′6 PRL + c′7 Age
　　其中 , E2、 FSH、LH、 P、 T、 PRL 为 6个激素变量 , Age表示患者的年龄 ; ( c0 , c1 , ⋯, c7 ) 与
( c′0 , c′1 , ⋯, c′7 ) 为判别方程系数. 逐步回归筛选最终进入模型的变量 , 若有变量没有进入判别方程 ,
则该变量对应的方程系数为 0.
3　结果与分析
对乳腺癌和乳腺增生患者血浆中的 E2、FSH、LH、P、T和 PRL 6项激素的测定结果进行频数分
析 , 分布水平采用中位数 ( P25 - P75 ) 表示 , 结果见表 1:
采用 W ilcoxon符号平均秩检验对这两组数据进行组间比较 , 结果见表 2:




E2 169. 71 (101. 36 - 246. 80) 77. 06 (68. 29 - 88. 64)
FSH 18. 88 (14. 24 - 34. 92) 7. 44 (4. 95 - 9. 59)
LH 23. 24 (10. 54 - 43. 46) 7. 60 (6. 64 - 9. 25)
P 0. 56 (0. 32 - 1. 22) 0. 49 (0. 27 - 0. 78)
T 48. 19 (33. 56 - 65. 22) 64. 43 (43. 51 - 92. 22)
PRL 11. 59 (7. 81 - 17. 15) 15. 70 (8. 79 - 26. 98)
表 2　秩和检验
激素名称 检验 p值 比较
E2 p = 0. 000 < 0. 05
FSH p = 0. 000 < 0. 05
LH p = 0. 000 < 0. 05
P p = 0. 285 > 0. 05
T p = 0. 002 < 0. 05
PRL p = 0. 109 > 0. 05
Spearman秩相关系数法对 6种激素和年龄进行相关分析 , 各激素数据和年龄评秩见表 3:
表 3　7个变量评秩
编号 1 2 3 ⋯⋯ 122 123 124
E2 80. 0 59. 0 17. 0 ⋯⋯ 61. 0 10. 0 3. 0
FSH 65. 0 1. 0 15. 0 ⋯⋯ 45. 0 103. 0 49. 0
LH 75. 0 51. 0 50. 0 ⋯⋯ 2. 0 66. 0 5. 0
P 101. 0 20. 0 75. 0 ⋯⋯ 52. 5 102. 0 45. 5
T 114. 0 21. 0 1. 0 ⋯⋯ 105. 0 68. 0 11. 0
PRL 64. 0 51. 0 74. 0 ⋯⋯ 95. 0 122. 0 17. 0
Age 71. 0 28. 0 45. 0 ⋯⋯ 71. 0 59. 5 71. 0
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E2 FSH LH P T PRL Age (年龄 )
相关系数
E2 1. 000
FSH 0. 4173 1. 000
LH 0. 5743 3 0. 6633 3 1. 000
P 0. 2223 0. 123 0. 117 1. 000
T 0. 029 - 0. 1813 - 0. 019 0. 2853 3 1. 000
PRL - 0. 141 - 0. 156 - 0. 124 0. 015 0. 1793 1. 000
Age 0. 2113 0. 2673 3 0. 0683 - 0. 035 - 0. 2723 3 - 0. 2343 3 1. 000
　　3 表示 < 0105, 相关系数在 0105水平下显著 ; 3 3 表示 < 0101, 相关系数在 0101水平下显著.
表 1与表 2结果显示乳腺癌组的 E2、FSH、LH水平高于乳腺增生组 ; 乳腺癌组 T的水平低于乳
腺增生组 , 表明人体血浆 E2、FSH、LH水平升高有增加女性乳腺癌危险性的作用. 乳腺增生组与乳
腺癌组 P、PRL区别不显著 , 无统计学意义.
表 4分析结果显示激素相互之间有密切的关系. 如 E2与 FSH、E2与 LH、FSH与 LH正线性相
关 , T与 FSH负线性相关、与 P正线性相关 , 说明在 HPO轴系里 , 由于存在前馈和反馈作用 , 使得
激素间存在着复杂的相关性. 又如 Age (年龄 ) 和除 P以外的激素间都具有显著的相关性 , 表明年龄
大小也影响激素水平的分布.




) = - 9. 949 + 0. 021E2 + 0. 336FSH - 0. 048T + 0. 056PRL + 0. 151A ge
其中 p为患乳腺癌的概率.
最后保留在方程中的元素为 E2, FSH, T, PRL和 Age (年龄 ). 由上面的秩和检验分析结果 ,
因为激素 P组间区别不显著 , 而 LH虽然秩和检验分析显示区别显著 , 但相关分析显示与 E2, FSH
存在正线性相关关系 , 即存在协同作用 , 故这两个激素均没有入选回归方程.
逻辑回归方程的参数估计见表 5, 由表 5可以看出 , 入选方程的变量显著水平均小于 0105, 对因
变量的影响显著.
表 5　参数估计
变量名称 似然估计 W ald 检验 p值
E2 0. 008 6. 397 0. 011
FSH 0. 093 13. 044 0. 000
T 0. 016 8. 788 0. 003
PRL 0. 022 6. 348 0. 012
Age 0. 056 7. 181 0. 007
以回归方程入选的 E2, FSH, T, PRL和年龄 5个元素 , 用 Fisher判别法进行判别分析. 设 Y1 为
诊断为乳腺增生的预测值 , Y2 为诊断为乳腺癌的预测值 , 得到的判别方程为 :
Y1 = - 17. 545 + 0. 015E2 + 0. 105FSH + 0. 076T + 0. 118PRL + 0. 740Age
Y2 = - 26. 595 + 0. 033E2 + 0. 244FSH + 0. 053T + 0. 158PRL + 0. 881Age
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　　将 124例训练样本回代判别方程进行检验 : 对乳腺增生的判别准确率高达 100% , 对乳腺癌的判
别准确率为 79% , 总体判别准确率为 8915% , 说明建立的判别方程还是比较灵敏可靠的 , 能够较为
准确地对乳腺癌和乳腺增生加以判别.
用所得判别方程对新样本进行检验 , 对确诊乳腺增生 15例、乳腺癌 14例的测定激素进行预测 :




线性判定分析 , 建立了变量与相关疾病的逻辑回归模型与判别模型 , 考察了究竟是哪些激素变量的改
变影响着相关乳腺疾病的发生. 从而用来判别任一新观测到的激素样品应归属于乳腺增生或是乳腺
癌 , 有助于乳腺疾病诊断分析.
目前存在的主要问题 : 1) 样本量少 , 影响模型参数确定 ; 2) 在数据收集过程中 , 激素与疾病
症状、患者体征等数据没有及时记录 , 影响模型变量确定 ; 3) 在判别分析方面 , 一些新的医学测定
还没有结合考虑.
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Abstract: Hormone disorder is an important cause leading to breast disease. This article combined Step2
wise Regression and Fisher D iscrim inant in building a model of breast disease. The relationship between six
kinds of endocrine hormone, patientπs age and breast disease is analyzed through Multip le L inear D iscrim inant
Method. In the end, for element variable and correlative disease, this article gets a logistic regression model
and a discrim inant model. Through app lication, the model is testified to be effective for the diagnosis of breast
disease.
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