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Abstract 
Most current ocular biometric systems are based on recognition and classification of unique iridial patterns typically 
captured in near infrared spectrum (NIR). However, eye images in the visible spectrum (e.g. RGB images) also 
reveal some iridial patterns in addition to the vascularity of the white of the eyes (mostly due to conjunctival and 
episcleral layers). These vascular patterns have rich and uniquely identifiable information. The combination of the 
aforementioned modalities provides an opportunity for bi-modal ocular biometrics using only visible spectrum 
captures. Multimodality improves the performance of biometric systems compared to single mode biometrics. In this 
work, a bi-modal ocular biometric system is described, where match scores from vasculature of the white of the eye 
and iris modalities are fused. We report the performance of this enhanced complementary biometric identification 
using UBIRIS v1 database. The proposed method, for a quality-vetted subset of UBIRIS v1 RGB ocular images, 
produces an area under receiver operating characteristic curve (AUC) of 0.9954 and an equal error rate (EER) of 
0.0452. In comparison, individual modalities yield an AUC of 0.9822 and EER of 0.0759 for iris and an AUC of 
0.9623 and an EER of 0.1022 for conjunctival vasculature. The proposed new algorithms may overcome constraints 
of using NIR imaging for iris and provide a better overall performance using only RGB eye images. We conclude 
that bi-modal iris conjunctival fusion can improve the otherwise challenging RGB iris recognition.   
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1. Introduction 
 
Biometrics is a form of personal identification using highly unique and permanent physical or behavioral 
characteristics of humans (de Luis-García, Alberola-López et al. 2003; Jain, Pankanti et al. 2004). It 
includes the methods for acquiring different biometric modalities and the processing of the relevant data 
for identification or verification. Biometric systems can replace existing authentication methods due to 
their accuracy and convenience. Ocular biometrics in particular is important due to the reported high 
accuracies of iris recognition (Daugman 2002; Li, Tieniu et al. 2003; Derakhshani and Ross 2007; Vatsa, 
Singh et al. 2008; Tistarelli, Nixon et al. 2009). Most of ocular biometric methods use textural 
information from the iris, conjunctival vasculature, and retina for identification. Reading retinal 
information is challenging, needs specialized equipment, and attentive user cooperation (Hill 2002; 
Gottemukkula, Saripalle et al. 2011). The main reason for the success of iris biometrics is the relatively  
easy access for imaging of the eye and the high stability and uniqueness of the iris patterns over a 
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lifetime. Iris biometrics has been well studied, has many commercial applications, and new 
developments continue to improve the performance of iris recognition systems (Bowyer, Hollingsworth 
et al. 2008). The natural symmetry of the iris and its well-defined boundary with the sclera, simplify the 
segmentation process of acquired images. Most iris biometric systems require NIR illumination and 
cameras given the predominant number of people with highly-pigmented irises, which reveal their 
textures much better in NIR. However, the use of visible spectrum has been studied and recently has 
received a revived interest with the advancements of imaging technology (Proenca 2009; Sriram Pavan 
Tankasala 2012). 
 
The conjunctiva and its underlying episclera, are also anterior segment structures of the human eye, 
which are externally exposed and with visible and easy to capture vasculature. In interest of brevity, 
henceforth we will refer to the plurality of conjunctival and episcleral vasculature seen on the white of 
the eye as conjunctival vasculatures. Conjunctiva is the tissue which lines the inside of eyelids, spreads 
over the anterior sclera (white part of the eye) up to the scleral-corneal limbus. The conjunctiva is 
covered with a clear mucous membrane and it is vascular in nature. The visible vasculature on the outer 
surface of the conjunctiva is from its bulbar layer. Due to  reflectance of red color 
wavelengths, it is easy to capture the vasculature in visible spectrum. The unique patterns provide an 
immense amount of textural information, which can be used as a biometric token. The conjunctival 
vasculature can complement the iris modality and can compensate for it in images of eyes with off-angle 
gaze (an extreme left or right gaze direction). Previous work on textural classification of conjunctival 
vasculature has demonstrated high accuracies that support the usage of conjunctival vasculature as a 
biometric modality (Derakhshani and Ross 2007; Tistarelli, Nixon et al. 2009; Tankasala, Doynov et al. 
2011).  
 
Multi-modal approach in biometrics is used to increase the recognition rates and overcome some 
acquisition artifacts and other problems in individual modalities (Vikas Gottemukkula 2012). Multi-
modal approach has higher accuracies due to the use of multiple unique features and fusion of 
complementary information. Different fusion techniques have been developed for use in biometric 
applications (Ross and Jain 2003; Sharma 2007; Veeramachaneni, Osadciw et al. 2008). Gupta et al. 
worked on multi modal biometrics using face, fingerprint, iris, and signature and obtained an accuracy of 
97% using match score level fusion (Gupta, Rattani et al. 2006). Kumar et al. used palm print and face 
scans for bimodal biometrics system with an accuracy of  97% (Nageshkumar. M 2009). Ribaric et al. 
used eigen palm and eigen finger features resulting in 100% accuracy for a database of 237 people (1,820 
hand images) (Ribaric and Fratric 2005). Some of the above mentioned works use multiple devices to 
acquire the biometric modalities. In this paper, we use conjunctival vasculature and iris patterns to obtain 
a dual-mode master template for biometric identification. Simultaneous imaging of conjunctival 
vasculature and iris of the human eye occurs naturally with the same color camera and eliminates the 
need for multiple devices. Image acquisition is done in visible spectrum overcoming the need for an IR 
camera. Iris and conjunctiva from single frames are used in a match score level fusion. 
 
In this paper, we evaluated the performance of conjunctival vasculature and iris individually on a quality 
verified subset of UBIRIS v1. We demonstrate the application of match score level fusion to evaluate the 
performance of the bimodal biometric system. The results show that usage of multimodality in ocular 
biometrics provides better recognition rates when compared to their individual modalities. The sequential 
steps of the process are shown in Fig 5. 
 
2. Methods and Materials 
We used UBIRIS v1 database as described in (Proença 2005). Eye images in this database are captured 
in RGB spectra, where textural information of iris and conjunctival vasculature are available in a single 
image. In two separate sessions a sequence of five images for each subject were captured. The images in 
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the first session were captured in a controlled environment of a dark room to reduce illumination noise 
factors due the ambient reflections and luminosity. The images in the second session were captured in an 
unconstrained environment, where all the above-mentioned factors affect the quality of the image. 
UBIRIS v1 database has a total of 1877 images captured from 241 subjects using a Nikon E5700 camera, 
using a Nikkor lens with a focal range of 8.9  71.2 mm, an exposure time of 1/30 sec, and ISO of 200.  
 
 
Fig. 1: Segmentation failure due to occlusion, specular reflection, and lower overall lower definition of non-NIR iridial images (a 
and c). (b and d). 
2.1 Iris Segmentation: To preprocess iris images, we used the red layer of the RGB images. Masek
code (Libor Masek 2003)  was modified to process 800x600 pixel input images. The outputs of the 
algorithm are radii of the iris and pupil. A number of images failed to segment with the aforesaid code 
and had to be manually segmented. Fig.1 displays examples of unsuccessful segmentation due to upper 
eyelid occlusion (1a) and specular reflection (1c), not to mention the lower overall definition of non-NIR 
iridial captures. Changes were necessary in order to "tune" the performance of the code given the overall 
quality of the RGB images, especially in session II of the UBIRIS v1 database. Fig. 1b and 1d show 
manually corrected segmentation of the same images. 
 
2.2 Conjunctival vasculature segmentation: Maximum area rectangles, inscribed in scleral areas to the 
left and right of iridial limbic boundaries were cropped manually (Fig. 2). 
 
 
Fig. 2: Eye image from UBIRIS .V1 displaying the cropped rectangular area for left side (LS) and right side (RS) of the eye. 
 
2.3 Preprocessing of conjunctival vasculature: The green layer is extracted from the cropped rectangle 
area as shown in  Fig. 2, as they better define conjunctival patterns(Owen, Ellis et al. 2002). These 
rectangular regions of interest (ROI) are preprocessed using contrast-limited adaptive histogram 
equalization (CLAHE) (Zuiderveld 1994) as shown in Fig. 3. The CLAHE was used with 8x8 tiles laid 
over each ROI, contrast enhancement limit of 0.01, and 255 histogram bins. 
 
Fig. 3: The original ROIs to the left and right of the iris (a and c),the same segments after adaptive histogram equalization of the 
green layer(b and d). 
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2.4 Feature extraction: Grey level covariance matrix method (GLCM) is used for extracting features. 
GLCM is a statistical method used for evaluating textural information in an image by calculating how 
often pairs of pixel occur with specific values and in a specified spatial relationship (Haralick, 
Shanmugam et al. 1973; Beliakov, James et al. 2008). A set of contrast, correlation, energy and 
homogeneity features are derived from GLCM matrix as shown below. These features concisely 
characterize the textural information of an image. 
 
 
 
 
 
; 
 
; ;  
 
where ) is GLCM describing how frequently gray levels  and  occurs within a search length of 
d  and  are mean values of  ); and  and are standard deviations of 
); and N is the length of .   
Daugman uses a 2D version of Gabor filters(Daugman 2002) in order to encode iris pattern data. Gabor 
filters are a common choice for simultaneously obtaining localized spatial and frequency information. 
However, the maximum bandwidth of a Gabor filter is limited to approximately one octave and Gabor 
filters may not be optimal for broader spectral information.  In his code for iris image processing, Masek 
uses Log-Gabor filters(Libor Masek 2003) based on function proposed by Field in 1987 (Fields 1987). 
On the linear frequency scale the log-Gabor function has a transfer function of the form  

ሺሻൌሺǦሺȀሻʹሻȀሺʹሺሺȀሻʹሻ
where wo is the filter's center frequency. An advantage of Log-Gabor filters is the ability to obtain 
constant shape ratio by holding constant the term k/wo for varying wo. For example, a k/wo value of 0.74 
will result in a filter bandwidth of approximately one octave and 0.41 will produce three octaves. The 
ordinary Gabor filters would over-represent the low frequency components and under-represent the high 
frequency components in any encoding. The Log-Gabor filters can be constructed with a desired 
bandwidth which can be optimized to produce a filter with minimal spatial extensions. 
 
2.5 Classification: Fisher linear discriminant analysis is used for classification of conjunctival features 
(Riccia and Shapiro 1983). Fisher LDA reduces the multi-dimensional features into a single dimension, 
transforming the feature vector into a scalar linear combination of its components so that the 
classifiability of the projection is maximized. 
 
Hamming (HD) distance is used to classify the generated iris templates. Before doing so, noise bits (e.g. 
due to glare, eyelid, and eyelash occlusions) are removed using the associated noise masks. For two iris 
images Ij and Ik, which have generated codeIj and codeIk templates and maskIj and maskIk  noise masks, 
the Hamming distance in (Libor Masek 2003)  is given as 
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where XOR operation ( ) identifies the difference between the bits in position pairs. The AND 
operators ( ) are used to filter out any bits corrupted by noise. The norms (
   
 ) are used to count 
number of ones resulting from the included binary expression. Masek (Libor Masek 2003) normalizes the 
calculated HD by dividing the numerator wit  pixels N minus the sum of 
the OR-ed ( ) mask template pixels.  
kj Imask     Imask 
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Presence of corrupted bits in the generated mask for each image decreases the nominator of   
through the AND operations. The same applies for the denominator of  , except that the OR 
operator counts only corrupted bits (0) in matching template positions. To compensate for any rotational 
inconsistencies and to calculate the minimum possible ratios, the templates are shifted by a number of 
bits during the calculation process. The lowest ratio of shifted number of bits and total number of valid 
bits are used and reported. These ratios are given as  matrices, comparing the degree of 
dissimilarity of the irises. As shown on Fig. 4, the shortest distances are between the iris templates of the 
same subject which are positioned on the main diagonal. 
 
Fig 4: Hamming distances for 40 subjects of UBIRIS database, Session I. 
The Hamming distances are used to calculate the Receiver Operating Characteristics (ROC) curves. ROC 
curves evaluate the overall performance of classifiers across different decision thresholds (Fawcett 
2006). ROC is derived by applying a series of thresholds to the match scores of the classifier after it is 
exposed to a series of genuine and impostor templates. The resulting true positive and false positive 
ratios (also known as genuine accept ratio or GAR and false accept ratio or FAR) are plotted. The curves 
can also be interpreted as sensitivity vs. specificity performance of a classifier. Area under the curve 
(AUC) describes the overall performance of the classifier with 0.5 denoting chance performance (larger 
areas demonstrate better classification, with AUC of 1 denoting perfect classification). Another 
descriptor of the ROC curve is the equal error rate point (EER), which is the ROC operating point where 
sensitivity and specificity are equal.  
 
2.6 Fusion techniques: The performance of a biometric system can be improved by fusing information at 
different levels (Dymitr Ruta 2000; Petrovic 2003). Image level fusion occurs before feature extraction. 
Different biometric features can be combined into a larger feature vector in what is known as feature 
level fusion. Fusion of outputs of the classifiers before a binary decision is match score level fusion, and 
fusion after binary decision based on say majority voting method is decision level fusion. Among all the 
aforementioned fusion methods, match score level fusion is deemed the most effective, and thus was 
pursued in this work. 
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Fig 5: Process flow chart for bi-modal conjunctival vasculature and iris, match score fusion 
3. Experimental Procedure 
 
3.1 Data selection: A visual quality assessment was performed to pick the best subjects - that is 
considering the best quality of iris and conjunctival vasculature in terms of visibility of structure. 
Based on this we chose 40 subjects for further evaluation. Size of each ocular image is 800x600 pixels.  
 
3.2 Feature extraction: An eight level, four directional GLCM feature extraction is considered. Each 
GLCM process is 45 degrees apart for rotational invariance, and included the co-occurrences of up to 5 
pixels apart. Using the four statistics of GLCM, a 20 dimensional feature vector is generated using 
contrast, correlation, energy and homogeneity. Thus an 80-dimensional feature vector is generated for 
each image, and is used in classification. To compensate for the low quality level of images, especially 
in the session II, we use radial resolution of 40 pixels and angular resolution of 360 degrees, in order to 
generate the iris binary template and the binary noise mask. 
  
3.3 Data analysis: We categorized the process into two analyses, i.e. short-term and long-term 
analysis. In short-term analysis, we used images from the same sequence in a session. First image from 
each subject was used for training and second image for testing. We performed this analysis separately 
for session I and session II. Long-term analysis was performed by using images 1 and 2 from session I 
for training, and using image 1 and 2 of session II for testing. The data is analyzed in four groups as 
related to long-term and short-term image captures. The group types are: 
 st nd image for testing; 
 Type2: st nd image for testing; 
 st st image for testing; a 
 nd nd image for testing. 
3.4 Classification of conjunctival vasculature: We used fisher LDA to classify the subjects using 
GLCM features. Match scores from left side ROI (LS) and right side ROI (RS) are averaged to find 
overall conjunctival vasculature match score (sum rule). Match scores from conjunctival vasculature 
and iris are fused again using sum rule to evaluate the performance of the bi-modal system. 
4. Results  
4.1 Results for conjunctival vasculature: Using GLCM features of conjunctival vasculature with Fisher 
linear discriminant classifier, ROC analysis of results are reported in Table I. The best overall AUC of 
0.9623 and EER of 0.0869 are obtained for Type 2 configuration (RS+LS). An AUC of 0.9085 is 
found to be the best result when using LS ROI separately and 0.9370 for the RS ROI.In short term 
analysis, the best AUC of 0.9623 is obtained using Type 2 configuration. Artifacts from session II have 
a higher impact on AUC and result in lower overall AUC value of 0.7885. The corresponding ROC 
curves are shown in Fig. 6 and Fig. 7.In short term analysis, the best AUC of 0.9623 is obtained using 
Type 2 configuration. Artifacts from session II have a higher impact on AUC and result in lower 
overall AUC value of 0.7885. The corresponding ROC curves are shown in Fig. 6 and Fig. 7. 
 
4.2 Results for iris recognition: The results for iris recognition are shown in Table II. ROC AUC 
analysis is done using Hamming distances of iris . The best AUC of 
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0.9822 and EER of 0.0076 are obtained for Type 1 data configuration. Short-term results are better 
than long-term results, and overall AUC for short-term analysis are all above 0.9. The best AUC for 
long-term analysis is 0.7532. ROC curves for short-term and long-term results are shown Fig. 8. Please 
note that these results are for lighter irises that clearly visible in RGB captures.  
 
Table 1: AUCs and EER of ROCs results for Type 1, Type 2, Type 3 and Type 4 data configurations for conjunctival 
vasculature. 
Type 1 Type 2 Type 3 Type 4 
LS, AUC 0.9085 0.8953 0.7178 0.7411 
LS, EER 0.1760 0.2006 0.3417 0.3394 
RS, AUC 0.9370 0.9144 0.6876 0.6589 
RS, EER 0.1308 0.1750 0.3468 0.3740 
Overall AUC 0.9601 0.9623 0.7600 0.7532 
Overall EER 0.1022 0.0869 0.3189 0.3119 
 
Fig 6 : ROC  for short term analysis of conjunctival vasculature (GLCM features and LDA classifier). 
 
 
 Fig. 7: ROC  for long term analysis of conjunctival vasculature (GLCM features and LDA classifier). 
Table II. AUCs and ROC's EER results for Type 1, Type 2, Type 3, and Type 4 data configurations of iris images. 
Type 1 Type 2 Type 3 Type 4 
AUC 0.9822 0.9071 0.715 0.6374 
EER 0.076 0.1538 0.3321 0.3978 
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Fig. 8: ROC  for short term and long term analysis for iris. 
 
4.3 Results from match score level fusion of conjunctival vasculature and iris modalities: For our 
visually vetted RGB dataset, the value for short-term AUC of conjunctival vasculature and iris are both 
above 0.9. As expected, fusion results for short-term analysis are better than long-term results. For 
Type 1 configuration short-term analysis, the best overall AUC is 0.9955 after match score level 
fusion, and EER is 0.0452. The AUC for Type 2 configuration is 0.9721, and EER is 0.0561. For long 
term analysis, the best overall AUC of 0.7885 is obtained for Type 3 configuration. ROC curves for 
long term and short term analyses are shown in Fig. 9 and summarized in Table III.  
 
 
Fig. 9  for short-term analysis using match score level fusion of conjunctival vasculature and iris modalities. 
 
Table III. ROC AUCs and EERs for Type 1, Type 2, Type 3, and Type 4 data configurations for iris and conjunctival vasculature 
fusion. 
Type 1 Type 2 Type 3 Type 4 
AUC 0.9955 0.9721 0.7885 0.7290 
EER 0.0452 0.0561 0.2490 0.3266 
 
 
5. Discussion 
 
Results from short-term data analysis for conjunctival vasculature and iris have AUC values around 
0.95 using visually sifted RGB subset of UBIRIS v1 database. Long-term data analysis generates 
lower values, especially for the iris modality.  Lower values of AUC directly result from the change in 
image acquisition environment from session I and session II, not to mention the extremely difficult 
task of capturing iris textures in RGB. The results demonstrate the impact of imaging artifacts (image 
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quality) on the recognition rates in RGB. The poor performance of inter-session iris modality 
illustrates the importance of illumination for capturing good quality eye images in visible spectrum, as 
well as the effect of the iris pigmentation. Dark irises require NIR illumination or more intense 
diffused illumination in visible spectrum with minimal specular reflection. 
 
The result also illustrates the importance of image quality for the conjunctival vasculature. The impacts 
of above specified factors are clearly demonstrated when comparing the results for the four data type 
configurations (two sessions with different image capturing conditions). Type 1 and Type 2 
configurations consist of images captured during the same session and in a somewhat constrained 
environment. The values of AUC are above 0.9 for Type 1 and Type 2, while they are around 0.75 for 
Type 3 and 4 of the data configurations. Fig. 10 compares the performance of uni-modal vs. bi-modal 
biometrics. In Type 1, 2, and 3 configurations, the match score fusion demonstrates better performance 
when compared to the individual modalities. For Type 4 data analysis, the fusion result is 2% lower, 
when compared with the best results (conjunctival vasculature) for the group as shown in Table III and 
Fig. 10. This is due to the more than 10% lower AUC value for iris modality compared to conjunctival 
vasculature for Type 4 data configuration. The result also illustrates the complimentary nature of 
conjunctival and iridial biometric modalities. In the case of Type 4 data configuration, the low quality 
of RGB iris images results in poor performance compared to conjunctival vasculature. In this case, iris 
modality may be excluded and only conjunctival vasculature used to obtain better performance in a 
given ocular biometric system. 
 
 
Fig. 10 AUCs for conjunctival vasculature, iris, and fusion of conjunctival vasculature and iris modalities. 
 
6. Conclusion and future work 
 
We note that acquiring iris images in RGB, especially for darker eyes, remains exceedingly difficult, 
especially in less constrained environments. However, if rather good images of irises are available in 
visible spectrum, we showed that fusing their match scores with other ocular modalities and in this 
case, conjunctival vasculature, can improve the overall system performance. Generally speaking, 
fusion results for iris and conjunctival vasculature are better than their individual performances. The 
best AUC of 0.9954 and EER of 0.0452 are obtained for short term analysis. As future work we want 
to introduce enhanced illumination for obtaining better iris captures in RGB. A quality based match 
score level fusion may also improve the errors introduced by imaging aberrations (such as exposure, 
defocus, blur, sharpness, occlusion, glare, and specular reflections).  
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