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Equation of states for classical Coulomb systems.
The use of Hubbard-Schofield approach.
J. Ortner
Institut fu¨r Physik, Humboldt Universita¨t Berlin
Invalidenstr. 110, 10115 Berlin, Germany
(to be published in Phys. Rev. E)
An effective method based on Hubbard-Schofield approach [Phys. Lett. A 40, 245 (1972)] is
developed to calculate the free energy of classical Coulomb systems. This method significantly
simplifies the derivation of the cluster expansion. A diagrammatic representation of the cluster
integrals is proposed. Simple rules providing the leading order in density n of each diagrammatic
contribution are found. We calculate the n3 contribution and recover the results at the order n5/2
obtained by the traditional method of resummation of diverging Mayer bonds.
PACS numbers:05.20.Gg, 05.70.Ce, 52.25.Kn
I. INTRODUCTION
This paper is adressed to the study of the virial expansion of the Helmholtz free energy (hereafter the free energy)
for a classical Coulomb system. We consider a multicomponent system of point-like ions embedded in a neutraliz-
ing background. Because of the long-range Coulombic nature of the interaction potential between two charges the
corresponding virial expansion Mayer graphs [1] diverge. In the traditional method these long-range divergencies are
removed via the chain resummations first introduced by Mayer [2] and Salpeter [3] and further developed by the works
of Meeron [4] and Abe [5]. To avoid complicated calculations related to the chain resummation we present in this
paper an alternative method of calculation of classical Coulomb systems thermodynamic functions.
We show in this paper that the earlier results can be obtained much easier using the method of collective variables
and integral transformations. Moreover, this method makes it possible to obtain the free energy of a classical plasma
system in a systematic manner up to an arbitrary order (at least in principal). In addition, this method is capable
to describe not only the low density limiting thermodynamic behavior of a Coulomb system but also the region of
critical density of Coulomb fluids and that of a strongly coupled plasma. However, in this paper we will restrict our
considerations to the low density region of a classical ion mixture.
The method of collective variables is a powerfool tool of investigation of both classical and quantum Coulomb
systems. There were two basic lines in this method mainly developed already in the fifties. The first line starts with
the initial plasma Hamiltonian being the sum of charges kinetic energy and the interaction potential between them
and converts it into the collective variables Hamiltonian using the canonical transformations [6].
The second line [7,8] starts from the configurational integral of individual particles. Certain transformations lead
then to the configurational integral expressed through collective variables.
Using the first approach the physical processes can be interpreted in terms of the collective variables. Thus the
plasma oscillations are represented as oscillations of the density fluctuations Fourier components. Following the second
general line it is possible to obtain an expansion of the cluster integral in a systematic manner.
Using the formal representation of the configurational integral in terms of the collective variables Zubarev [7] and
Juchnovskij [8] gave a cluster expansion of the free energy. The transformation from the individual (i.e., the position of
the particles) to the collective coordinates (i.e., the Fourier transforms of the density fluctuations) is performed via the
corresponding Jacobian. Within the Random Phase Approximation for the Jacobian one arrives at the Debye-Hu¨ckel
approximation for the free energy [7], and a systematic expansion of the Jacobian leads to the cluster expansion of
the free energy [8,9]. However, this method is still cumbersome.
By use of integral transformations the method of collective variables have become technically more feasible. Here,
instead of a Jacobian transformation an identity is used which expresses the Coulomb interaction in terms of external
interactions [10–12]. As for Coulomb systems this exact version of the mean field idea of Debye-Hu¨ckel leads to
the sine-Gordon (SG) representation of the configurational integral [12–14]. By virtue of a rigorous mathematical
proof it was shown that the SG transformation produces a cluster expansion of a system with long-range interactions
[15]. Further the SG theory of Coulomb gas was used to analyze the metal-insulator transition [16,17] and Coulomb
criticality [18]. Such a way of analysis of the Coulomb criticality was claimed to be the most promissing [19]. However,
the SG representation in the pure Coulomb version is applicable only for lattice models (with possibly vanishing lattice
constant) and for pointlike charges.
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A hybrid method combining the advantages of the Zubarev-Juchnovskij approach with that of Stratonovich, Hub-
bard and Kac was developed in Ref. [20]. Here the particle interactions are divided into long- and short-range
interactions. Thus short-range repulsive interactions as, e.g., hard core repulsions are introduced in a natural way.
Using the Stratonovich-Hubbard-Kac transformation the original system with the both types of interactions is mapped
onto a reference system with short range interactions only. In contrast to the SG theory the Hubbard-Schofield (HS)
approach is capable to perform off-lattice calculations. Further in the HS approach the cumulant expansion is used
to map the Hamiltonian of the original system (a nonionic or ionic fluid) onto an effective magnetic-like Hamiltonian.
Since the magnetic system Hamiltonian can be recasted into the Landau-Ginzburg-Wilson form [23] such a represen-
tation is very convenient for the analysis of both ordinary fluids [21] and charged hard sphere systems criticality [22].
To our knowledge in Ref. [24] the HS approach was first applied to a one-component plasma.
Despite the significant success of the method of collective coordinates in describing Coulomb systems the low
density limit of Coulomb systems was mainly studied by traditional methods of statistical physics [25]. Starting by
the charging formula for the free energy an expansion in terms of ordinary Mayer functions can be found. However, in
the case of Coulomb systems the Mayer functions diverge. Expanding the Mayer function in powers of the Coulomb
potential one can collect the Mayer series into special subseries and perform a partial summation of Mayer bonds.
The resummed Mayer bond is representable through the screened Coulomb potential and is integrable. Thus the sum
of all ring diagrams gives the Debye-Hu¨ckel approximation for the free energy. Picking up in all diagrams the chain
of Mayer bonds leading to the screened potential and ordering all diagrams by the number of vortices the cluster
expansion for the free energy is obtained. The virial expansion up to the order n5/2 (n being the number density
of ions) was found within this method [5,26,27,25]. However, to perform this procedure a number of very refined
diagrammatic transformations are required [25]. Various first-principles formalisms based on the chain resummation
of Mayer bonds have been used to generalize the virial expansion of classical Coulomb systems to the case of quantum
plasmas. First, the method of effective potentials introduced by Morita [28] for quantum systems, has been applied by
Ebeling to the Coulomb case [29]. A renewed interest in the exact calculation of thermodynamic functions for weakly
coupled quantum plasmas beyond the Debye-Hu¨ckel limiting law has been observed recently. The virial expansion
for the free energy up to the order n5/2 in the density was derived using the Feynman-Kac formalism [30] and the
method of Green’s functions [31], respectively. The latter method involves an additional expansion with respect to
the square of charge e2. Confirming and completing the earlier results by Haga [26], Friedman [25], DeWitt [32] and
Ebeling [29] the both approaches arrived at the same result. Therefore the virial equation of state for both classical
and quantum Coulomb systems is now generally accepted as known up to order n5/2.
In this paper we show that the density expansion of a classical Coulomb system can be obtained much easier
using the method of collective coordinates. As Zubarev and Juchnovskij we rewrite the partition function in terms
of the collective variables. In contrast to them we will not use the Jacobian transforming the space coordinates of
individual particles into the collective variables. Instead, we represent the configurational integral of the Coulomb
system through the configurational integral of a noninteracting system in external fields. Further following the line of
Hubbard and Schofield we employ the cumulant expansion. This enables us to rewrite the configurational integral in
a similar way as the partition function for the magnetic system having an Ising-like Hamiltonian. The coefficients of
the effective magnetic-like Hamiltonian are expressable in terms of the ideal gas correlation functions and are perfectly
known. Performing a perturbation expansion in terms of the anharmonic contributions to the effective Hamiltonian
one directly obtains the cluster expansion of the configurational integral and of the free energy of a classical plasma
without bonds resummation (Section II). Instead the bare Coulomb interaction is automatically screened in the HS
approach. Ultimately, the integrals that determine the virial coefficients in the HS method are the same which appear
in the more traditional Abe-Meeron-Friedmann approach. In this sense the HS method may be considered as another
evidence of the fact that all virial coefficient are expressable in terms of Mayer-like graphs built with screened bonds.
Arriving at the virial equation of state it will be shown that the method of collective variables in the Hubbard-Schofield
representation is capable to describe not only the critical behavior but also the low-density limit of Coulomb systems.
Additionally, there are some basic ideas in the literature on how to generalize the method of collective variables to
the case of a strongly coupled plasma. We mention here the calculation of “first-principles” expressions for the free
energy over the entire density region of classical plasmas [33,24]. In this approach the static structure factor in the
Debye-Hu¨ckel form is employed, strong coupling effects are involved by introducing an upper bound for the collective
variables wavevector, as it was done by Debye in the theory of specific heats of solids.
Further approaches are devoted to the study of dynamic properties of coupled Coulomb systems using the repre-
sentation of the plasma Hamiltonian into collective variables. In a rather incomplete list we mention the approaches
in Refs. [34,35] based on the Mori-Zwanzig theory [37,36] (or the memory function formalism), the approaches based
on the theory of moments [38], and the approach based on the quasilocalized charge approximation [39].
The present paper is organized as follows. In Sec. II, we apply the approach of Hubbard and Schofield [20] to
map the original Hamiltonian of the classical Coulomb system onto a magnetic-like Hamiltonian. The coefficients
of the obtained magnetic Hamiltonian are expressed via the ideal gas structure factors, and are calculated exactly.
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Expanding the anharmonic contributions of the magnetic Hamiltonian we obtain the cluster expansion of a classical
plasma.
The cluster expansion is the starting point for the density expansion of the classical Coulomb system. Explicit
calculations are carried out up to the order n3 in Sec. III. Comparison to previous results is carried out briefly.
II. CONFIGURATIONAL INTEGRAL
Consider a classical plasma consisting of M sorts of ions with Na ions of a given species a with masses ma and
charges ea. In what follows we will omit the summation bounds in the summation over the particle types a if the
summation is carried out from 1 to M . The total number of particles is N =
∑
aNa. The system of ions is immersed
into a neutralizing background. The plasma system with total volume V and temperature in energy units T = 1/β is
described by the interaction potential
U(~r1, . . . , ~rN ) =
1
2
∑
a,b
Na∑
i=1
Nb∑
j=1
vab(~ri, ~rj) . (1)
As far as we consider point-like ions the interaction potential between two particles is given by the Coulomb potential
vab(~ri, ~rj) =
eaeb
|~ri − ~rj | . (2)
Introduce now the collective variables of the plasma system, the Fourier transforms of the charge density,
̺~k = (ν)
−1/2
∑
a
ea
Na +Na∑
i=Na
ei
~k~ri , (3)
where ν =
∑
a e
2
aNa, and Na =
∑a−1
b=1 Nb.
The interaction potential can be expressed in terms of the collective variables,
βU =
1
2
∑
~k 6=0
α(k)
[
̺~k̺−~k − 1
]
, (4)
with the notation α(k) = κ2/k2 and κ2 = (4π)/(V T )
∑
a e
2
aNa being the square of the inverse Debye radius. The
contribution with ~k = 0 cancels due to the presence of the background.
Our aim now is to calculate the free energy of the plasma system,
F = − T ln Zid Zc . (5)
Here Zid is the ideal part of the partition integral, whereas the configurational integral is given by
Zc =
1
V N
∫
d~r1 . . . d ~rN e
−βU(~r1,..., ~rN ) . (6)
The configurational integral is expressed now through the collective variables [7,8]
Zc = exp

1
2
∑
~k 6=0
α(k)


〈
exp

− 1
2
∑
~k 6=0
α(k) ̺~k̺−~k


〉
, (7)
where the angular brackets denote averaging with respect to an ideal gas system, i.e.,
〈. . .〉 = 1
V N
∫
d~r1 . . . d ~rN (. . .) . (8)
Using the identity
exp
(
−1
2
a2x2
)
=
(
2πa2
)−1/2 ∫ ∞
−∞
exp
(
−1
2
y2
a2
)
exp (− ixy) dy (9)
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one expresses the configurational integral of the interacting system through the configurational integral of a system
of noninteracting particles moving in an external field ϕ~k [20]
Zc = exp
(
1
2
∑
α(k)
)∏
~k
{
[2πα(k)]
−1/2
∫
dϕ~k
}
exp
[
− 1
2
(∑
α(k)−1ϕ~kϕ−~k
)]〈
ei
∑
~k
̺~kϕ−~k
〉
. (10)
Note that the field variable ϕ~k (as well as ̺~k) is a complex number, ϕ~k = ϕ~kc+i ϕ~ks with real ϕ~kc and ϕ~ks. Therefore
in Eq.(10) the product of integrals has to be understood in the following manner:∫ ∫
dϕ~kdϕ−~k =
∫ ∞
−∞
∫ ∞
−∞
dϕ~kcdϕ~ks and ϕ~kϕ−~k =
∣∣ϕ~kc∣∣2 + ∣∣ϕ~ks∣∣2 . (11)
In what follows we will use the shorter notations of Eq.(10).
Regard the functional
Ψ[ϕ] =
〈
exp

i
∑
~k
̺~kϕ−~k


〉
. (12)
The moments of ̺~k (i.e., the structure factors of an ideal gas) can be obtained by functional differentiation
〈
̺ ~k1̺ ~k2 . . . ̺ ~ks
〉
= (−i)s ∂
sΨ[ϕ]
∂ϕ ~−k1∂ϕ ~−k2 . . . ∂ϕ ~−ks
∣∣∣∣∣
ϕ≡0
. (13)
Consider further the functional
Θ[ϕ] = lnΨ[ϕ] . (14)
The Taylor expansion of Θ defines the cumulants of ̺ [40]
Θ[ϕ] =
∞∑
n=1
in
n!
∑
~k1... ~kn
un
(
~k1, ~k2, . . . , ~kn
)
ϕ ~−k1ϕ ~−k2 . . . ϕ ~−kn , (15)
i.e., the cumulants of order s can be obtained by the functional derivative
us
(
~k1, ~k2, . . . , ~ks
)
= (−i)s ∂
sΘ[ϕ]
∂ϕ ~−k1∂ϕ ~−k2 . . . ∂ϕ ~−ks
∣∣∣∣∣
ϕ≡0
. (16)
The first four cumulants read
u1
(
~k
)
=
〈
̺~k
〉
= 0 , ~k 6= 0 ,
u2
(
~k1, ~k2
)
=
〈
̺ ~k1̺ ~k2
〉
, ~k1 6= 0 , ~k2 6= 0
u3
(
~k1, ~k2, ~k3
)
=
〈
̺ ~k1̺ ~k2̺ ~k3
〉
, ~k1 6= 0 , ~k2 6= 0 , ~k3 6= 0 ,
u4
(
~k1, ~k2, ~k3, ~k4
)
=
〈
̺ ~k1̺ ~k2̺ ~k3̺ ~k4
〉
−
〈
̺ ~k1̺ ~k2
〉 〈
̺ ~k3̺ ~k4
〉
−
〈
̺ ~k1̺ ~k3
〉 〈
̺ ~k2̺ ~k4
〉
−
〈
̺ ~k1̺ ~k4
〉 〈
̺ ~k2̺ ~k3
〉
, ~k1 6= 0 , . . . , ~k4 6= 0 . (17)
In general one expresses the cumulants of order s us
(
~k1, ~k2, . . . , ~kn
)
through the ideal gas structure factor of order
s
〈
̺ ~k1̺ ~k2 . . . ̺ ~ks
〉
minus all combinations of structure factors of order less than s.
Calculate now the ideal gas structure factor of order n ( ~k1 6= 0 , . . . , ~kn 6= 0) [41].
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〈
̺ ~k1̺ ~k2 . . . ̺ ~ks
〉
= ν−n/2
1
V N
∫
d~r1 . . . d ~rN
∑
a1,...,an
ea1 ea2 . . . ean
Na1+Na1∑
i1=Na1+1
. . .
Nan+Nan∑
in=Nan+1
(18)
exp
{
i
(
~k1 ~ri1 + . . . +
~kn ~rin
)}
.
In the thermodynamic limit (i.e., neglecting terms of the order 1/N) we obtain for the cumulants
un
(
~k1, ~k2, . . . , ~kn
)
= N−
(n−2)
2 cn δ ~k1+...+ ~kn , 0 ,
∑
i∈G
~ki 6= 0 , G ⊂ {1, 2, . . . , n} , (19)
with δab being the Kronecker delta, and
cn = (N/ν)
(n−2)/2
ν−1
∑
a
enaNa . (20)
The conditions in Eq.(19) reflect the facts that the sum of all n wavevectors being the argument of
un
(
~k1, ~k2, . . . , ~kn
)
equals zero, whereas all the sums of wavevectors containing less than n wavevectors ~ki have
not to be equal to zero.
Inserting Eq.(19) into Eq.(15), and using the definition of the functionals Θ (Eq.(14) and Ψ (Eq.(12), we obtain
〈
ei
∑
~k
̺~kϕ−~k
〉
= exp

 ∞∑
n=1
in
n!
∑
~k1... ~kn
′
N−
(n−2)
2 cn δ ~k1+...+ ~kn , 0 ϕ ~−k1ϕ ~−k2 . . . ϕ ~−kn

 , (21)
where the prime at the summation sign indicates the truncation, i.e., the wavevectors ~ki are choosen in such a way
that all the sums of less than n wavevectors have not to be equal to zero.
Substituting Eq.(21) into Eq.(10) we obtain the Hubbard-Schofield representation of the configurational integral
for the classical ion mixture [20]
Zc = exp
(
1
2
∑
α(k)
)∏
~k
{
[2πα(k)]
−1/2
∫
dϕ~k
}
e− H˜[ϕ] , (22)
with the effective Hamiltonian
H˜ [ϕ] =
∞∑
n=1
∑
~k1,..., ~kn
′
wn
(
~k1, ~k2, . . . , ~kn
)
ϕ ~−k1ϕ ~−k2 . . . ϕ ~−kn , (23)
and
w1 = 0 ,
w2 =
1
2
δ ~k1+ ~k2 , 0
[
~k1
2
κ2
+ 1
]
,
w3 =
i c3
3!N
1
2
δ ~k1+ ~k2+ ~k3 , 0 ,
...
wn = − i
n cn
n!N
n−2
2
δ ~k1+ ~k2+...+ ~kn , 0 . (24)
We rewrite the configurational integral in the form
Zc =
∏
~k
{
exp (α(k)/2)√
2πα(k)
∫
dϕ~k exp
[
−1
2
(
α−1(k) + 1
)
ϕ~kϕ−~k
]}
e−
∑
∞
n=3
Hn , (25)
where the Hn are defined by,
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Hn = i
n cn
n!N
n−2
2
∑
~k1... ~kn
′
δ ~k1+ ~k2+...+ ~kn , 0 ϕ ~−k1ϕ ~−k2 . . . ϕ ~−kn , (26)
with cn from Eq.(20). The Hn contain the anharmonic contributions of the auxiliary field variables ϕ~k into the
configurational integral. Neglecting the anharmonic contributions one arrives at the Debye-Hu¨ckel approximation for
the free energy first derived within the framework of collective variables by Zubarev [7] (see the next section). Notice
that the presence of the Debye potential in the covariance of the Gaussian measure over the ϕ~k’s is the reason for the
automatic screening within the present approach.
In what follows in order to obtain the cluster expansion within the HS approach we have to perform manipulations
analogous to those in the Zubarev-Juchnovskij approach. Expanding the exponential exp {− ∑∞n=3 Hn} one represents
the configurational integral as
Zc =
∏
~k
{
exp (α(k)/2)√
2πα(k)
∫
dϕ~k exp
[
−1
2
(
α−1(k) + 1
)
ϕ~kϕ−~k
]}
· {1 + C′1 + C′2 + C′3 + C′4 + . . .} , (27)
where the abbreviations
C′1 = H3 + H4 + H5 + . . . ,
C′2 =
1
2!
{[H3 H3 + H4 H4 + . . . ] + 2 [H3 H4 + H3 H5 + . . . + H4 H5 + . . . ]} ,
C′3 =
1
3!
{[H3H3H3 + H4H4H4 + . . .] + 3 [H3H3H4 + H3H3H5 + . . .
+ H4H4H5 + . . .] + 6 [H3 H4 H5 + H3 H4 H6 . . .]} , (28)
are introduced. Eq.(27) is an infinite sum of products of integrals of the type∫
dϕ~k exp
[
−1
2
(
α−1(k) + 1
)
ϕ~kϕ−~k
] [
ϕ~k
]n [
ϕ
−~k
]m
. (29)
The result of the integration over ϕ~k differs from zero only if n = m in Eq.(29). Having this in mind and taking into
account that in Hn the sum over the ~k’s is truncated, one finds that all linear powers of Hn (i.e., C′1) and also a lot of
products of Hn in the higher order C′n (n > 1) vanish under the integration over ϕ~k. In general we have to choose
products of
wn1
(
~k11, . . . , ~k1n1
)
. . . wns
(
~ks1, ~ksns
)
. . . ϕ
−~k11
ϕ
−~k12
. . . ϕ
−~k1n1
. . . ϕ
−~ks1
ϕ
−~ks2
. . . ϕ
−~ksns
, (30)
(see Eqs.(23,24)) such that one can pair all ϕ~kij with other ϕ~klm whereby i 6= l.
Consider as an example the pairing of field variables in the lowest nonvanishing product (1/2)H3H3 contributing
to C′2. In this case the integrand is
∏
~k
{
exp (α(k)/2)√
2πα(k)
∫
dϕ~k exp
[
−1
2
(
α−1(k) + 1
)
ϕ~kϕ−~k
]}
· 3!
2
i3
3!
c3N
− 12
i3
3!
c3N
− 12
∑
~k1,~k2,~k3
′ (
ϕ~k1 ϕ~k2 ϕ~k3
) (
ϕ−~k1 ϕ−~k2 ϕ−~k3
)
δ~k1+~k2+~k3 , 0
=
∏
~k
{
exp (α(k)/2)√
α(k) + 1
}
(−1)3
2 · 3! N
−1c23
∑
~k1,~k2,~k3
δ~k1+~k2+~k3 , 0
[α−1(k1) + 1] [α−1(k2) + 1] [α−1(k3) + 1]
. (31)
It was taken into account here that one has 3! possibilities to pair the field variables ϕ~k in the product H3H3. Notice
also that in the r.h.s. of Eq.(31) the truncation in the sum over ~k1 , ~k2 , ~k3 is omitted. Performing in Eq.(27) the
integration over the field variables ϕ~k one arrives at the following formula for the configurational integral
Zc =
∏
~k
{
exp (α(k)/2)√
α(k) + 1
}
{1 + C1 + C2 + C3 + C4 + . . .} , (32)
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where the Cn (without prime) denote the sum of all products of n functions Hi (i = 3 , 4 , . . .) after integration over
the field variables. Having in mind the above rules for the pairing of field variables under the integration sign one
finds that all the contributions into C1 vanish, the second cluster C2 is composed of the terms (Hn Hn), n ≥ 3 only,
whereas in the third cluster C3 only the combinations (HnHmHl) (3 ≤ n ≤ m ≤ l) with n +m > l and n +m + l
being an even number remain. We obtain the following structure for the first three clusters
C1 = 0 ,
C2 = 1
2!
{[(H3 H3) + (H4 H4) + . . . ]} ,
C3 = 1
3!
{[(H4H4H4) + (H6H6H6) + . . .] + 3 [(H3H3H4) + (H4H4H6) + . . .
+ (H4H5H5) + . . .] + 6 [(H3 H4 H5) + (H3 H5 H6) . . .]} . (33)
Here (. . .) means that the integration over the field variables ϕ was performed.
Following Juchnowskij [9] we introduce a diagrammatic representation of the expressions appearing in the clusters
Cn. The diagrams consist of lines and points. The connection of lines and points is called a vortic. An unpaired Hn
contribution occuring in the clusters C′n can be symbolized by a vortic with n open lines
1
2
n ,
whereas a paired HnHn contributing to the clusters Cn can be represented by the following diagram,
1
n .
Comparing the diagrammatic representation with the analytic expression from Eq.(31) one can establish the fol-
lowing rules for the diagrams:
1. Outgoing lines are associated with a wavevector ~ki, incoming with −~ki.
2. A vortic with outgoing lines
1
2
n ,
represents the factor
in cn
N
n−2
2
δ ~k1+ ~k2+...+ ~kn , 0 .
3. n lines connecting two points replace the notations
1
n!
1
[α−1(k1) + 1] [α−1(k2) + 1] . . . [α−1(kn) + 1]
.
4. One has to count the number of topological identical diagrams which differ only by the numeration of the points.
(In what follows this number will be shown explicitely.)
5. Summation over the wavevectors has to be performed.
With the thus defined diagrams one easily expresses the clusters Cn. From Eq.(33) and calculations analogous to
that in Eq.(31) one finds that the cluster Cn is given by the sum of all possible diagrams satisfying the following
conditions:
1. The diagrams consist of n points and closed lines.
2. The minimal number of outgoing and incoming lines in each point of a corresponding diagram equals three.
3. Selftruncation is forbidden, i.e., closed loops are absent, each line connects two different points of a diagram. In
addition a connected diagram or a connected subdiagram of a disconnected diagram should have the following
property. By cutting an arbitrary number of connections of a certain (but arbitrary) point with other points
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but keeping at least one connection one remains with a connected diagram (or subdiagram) still. (This rule
represents the prime in Eq.(26).) For example due to this rule the following diagrams should be excluded:
.
Since our final aim is the calculation of the free energy we rewrite Eq.(32) in a more convenient form,
Zc =
∏
~k
{
exp (α(k)/2)√
α(k) + 1
}
exp {S2 + S3 + S4 + . . .} , (34)
The cluster Sn can be expressed by the same diagrams as the cluster Cn with one additional condition:
4. From all the diagrams contributing to Sn we have to choose only irreducible diagrams, i.e., those which do not
represent a combination of lower order diagrams. (The latter arise in Eq.(32) by expanding the exponent in
Eq.(34)). For example the diagram
contributes to C4 but does not contribute to S4.
The first cluster integrals Sn will be considered in the next section.
III. VIRIAL EXPANSION
Our aim now is to obtain the virial expansion for the free energy of the ion mixture. The basic expression that is
used as a starting-point is the cluster expansion for the interaction part Fc of the Helmholtz free energy per volume
V in units of T = 1/β,
βFc
V
= −
(
fDH +
1
V
∞∑
n=2
Sn
)
, (35)
where
fDH = − 1
2V
∑
~k
{ α(k) − ln [α(k) + 1 ]} = κ
3
12π
, (36)
is the leading Debye-Hu¨ckel contribution to the free energy [7].
In the following part of this section we will consider the first cluster integrals and extract the leading terms of the
density expansion within each cluster integral.
A. Second cluster integral
The second cluster integral is given by the sums of diagrams
S2 = 1
2
(
+ + . . .
)
, (37)
or in analytic representation
S2 = 1
2
∞∑
n=3
(−1)nc2n
n!Nn−2
∫
d~k1 d~k2 . . . d~kn
(2π) 3n
δ~k1+~k2+ ...+~kn , 0[
k21
κ2 + 1
] [
k22
κ2 + 1
]
. . .
[
k2n
κ2 + 1
] . (38)
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Substituting the cn values from Eq.(20), and using the convolution theorem and the expression for the inverse Fourier
transformation of ∫
d~k
(2π)
3
4πlab
k2 + κ2
ei
~k~r = gab(r) ≡ lab
r
e−κr , lab = eaebβ , (39)
we find the familiar expression for the second cluster integral
S2 =
∑
a,b
NaNb
2V
∞∑
n=3
(−1)n
n!
∫
d~r [ gab(r) ]
n
=
∑
a,b
NaNb
2V
∫
d~r
[
Φab(r) − 1
2
g2ab(r)
]
, (40)
where the generalized Mayer function
Φab = e
− gab(r) − 1 + gab(r) , (41)
is introduced.
Thus performing the inverse Fourier transform one can establish the following rules of evaluation of a cluster
expansion graph in the coordinate representation:
1. Each point is associated with a particle of species a, and provides an integration over the coordinate space -
n ca
∫
d~ra, the total particle density n = N/V and the particle concentration of species a, ca = Na/N , are
introduced here.
2. l solid lines connecting the points a and b give a factor ((−1)l/l!) [gab(rab)]l where rab = |~ra − ~rb|.
3. Introducing a graphic representation of the generalized Mayer function,
          
          
          


 = + + . . . , (42)
one associates a bond
          
          
          


 connecting the points a and b with the Mayer function Φab(rab) =
exp[− gab(rab)] − 1 + gab(rab).
4. Finally, summation over the particle types has to be performed.
Given this rules one represents the second cluster integral in the following manner
S2 = 1
2
(
              
              
              
              




)
. (43)
In order to get the density expansion of the second cluster integral we expand the corresponding expression in
Eq.(40) in powers of κ. Up to the order n3 we get,
S2 = 2π
∑
a,b
NaNb
V
∞∫
0
drr2
{ [
−1
6
(
lab
r
)3 (
e−3κr − 1)+ fab(r)
]
+
[
1
4!
(
lab
r
)4 (
e−4κr − 1 + 4κr)+ labκfab(r)
]
(44)
+
[
− 1
5!
(
lab
r
)5(
e−5κr − 1 + 5κr − 25
2
κr
)
+
1
2
(labκ)
2fab(r) − 1
2
labκ
2r
(
fab(r) +
1
6
(
lab
r
)3)]}
,
where the truncated bond
fab(r) = exp
(
− lab
r
)
− 1 + lab
r
− 1
2
(
lab
r
)2
, (45)
has been introduced.
Similar calculations of the second cluster integral at the order n3 for a quantum plasma have been performed by
Kahlbaum [42] and Ortner [43].
A straightforward calculation of the integrals in Eq.(44) leads to the following result,
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S2 = V
{
n2
∑
a,b
cacbl
3
ab
[π
3
lnκlab + a2
]
+ n2κ
∑
a,b
cacbl
4
ab
[π
3
lnκlab + b2
]
+ n2κ2
∑
a,b
cacbl
5
ab
[
5π
24
lnκlab + c2
]}
, (46)
with the numerical constants
a2 =
π
3
[
2CE − 11
6
+ ln 3
]
= 0.439519 . . . ,
b2 =
π
3
[
2CE − 17
6
+ ln 4
]
= − 0.30641 . . . ,
c2 =
5π
24
[
2CE − 203
60
+ ln 5
]
= − 0.4054 . . . , (47)
CE being the Euler-Mascheroni constant, CE = 0.57721566 . . ..
Thus we recover the result of Abe´ [5] (i.e., the density expansion of the free energy up to the order n2) and have
written down all terms of the order n3 and n3 lnn stemming from the second cluster integral.
B. Third cluster integral
Following the general rules of construction of the cluster integrals of arbitrary order one expresses the third cluster
integral through the following sum of diagrams [9]
S3 = 1
3!
{
3
[
+ 2 + . . .
]
+
[
+ 2 + . . .
]}
. (48)
With the graphic representation of the generalized Mayer function we represent the third cluster integral in the
compact manner [8,25,44],
S3 = 1
3!

 3
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



 . (49)
Using the diagrammatic rules one easily writes down the explicit expression for the third cluster integral
S3 = n
3
6
∑
a,b,c
cacbcc
∫
d~rad~rbd~rc
[
− 3gab(rab)Φac(rac)Φbc(rbc) + Φab(rab)Φac(rac)Φbc(rbc)
]
. (50)
However, we are interested in the density expansion of the free energy. The third cluster integral like all cluster
integrals is a function of density n. We formulate now some general rules of picking out the leading terms of a density
expansion of a certain cluster integral. A graph made of m points and l solid lines (i.e., it is a contribution to the
mth cluster integral) is proportional to nm
∫
d~r1 . . . d~rm g
l. Here the occurence of alltogether l Debye functions g
with different arguments is scetched only schematically. Substituting ~xi = κ~ri one finds that the above graph gives a
density contribution to the free energy density (with the additional factor 1V , see Eq.(35)) of the order
nmκ3κ−3mκl ∼ n3/2+ l/2−m/2 .
It should be mentioned that this simple estimate is valid only as far as the remaining dimensionless integral is
convergent. Especially, it is not correct when bonds gp(r) of one argument r with p ≥ 3 are present. These bonds
are nonintegrable due to the singularity at short distances r. However, these short range divergencies are spurious.
They are just an artefact of the expansion of Boltzmann factors in the Mayer-like graphs in powers of the screened or
unscreened Coulomb potential. Since all Boltzmann factors are integrable at short distances it is always possible to
eliminate these unphysical divergencies at any order by a suitable collection of the dangerous contributions [45,46].
For example the gp(r) bonds (p ≥ 3) may be resummed into the bond Ψ − g2/2. At low densities, this bond can
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be replaced by the bare truncated bond f(r) (see Eq.(45)). This is an integrable bond except for the logarithmic
divergency at large distances. The latter divergency can be finally removed using the bond
−1
6
(
lab
r
)3 (
e−3κr − 1)+ fab(r) ,
which leads to the appearance of the logarithmic term lnκ. This is just the content of the renormalization procedure
employed in Eq.(44). It will be used in the remaining of this section. Nevertheless, the above estimation of the order
of a cluster integral is correct as far as the leading contributions of the mth (m ≥ 3) cluster integral are looked for.
These contributions are obtained with bonds g and g2 only for which the scaling analysis is applicable. One also proofs
that the minimal number lmin(m) of solid lines of a graph contributing to the mth cluster integral is 2m− [m/2] with
[λ] being the integer number of λ. Therefore the leading contribution of the mth cluster integral is of the order of
1
2
(
3 +m−
[m
2
] )
.
The leading contribution from the third cluster integral is the graph with 5 solid lines (stemming from the H3H3H4
term, see Eq.(33)),
Sl3 =
1
3!
3 = − n
3
2
∑
a,b,c
cacbcc
∫
d~rad~rbd~rc gab(rab)
1
2
[ gac(rac) ]
2 1
2
[ gbc(rbc) ]
2
,
and gives a contribution to the order n5/2 [26],
Sl3 = − b3
V n3
κ
∑
a,b,c
cacbcclabl
2
acl
2
bc . (51)
The numerical constant b3 (an integral representation was already given by Haga [26]) is calculated in Appendix A.
It is expressable through the Euler’s dilogarithm Li2(x) =
∑∞
k=1 x
k/k2, |x| ≤ 1 and equals in accordance with [42]
b3 = 2π
2
[
π2
12
+ Li2
(
−1
3
)]
= 10.13477 . . . . (52)
Following the general scheme the n3 terms should be obtained from all graphs with 6 solid lines, i.e., from the diagrams
and , (53)
representing the H4H4H4 and H3H4H5 terms.
However, the corresponding integrals are divergent. The divergencies occur at short distances and are connected
with a singular accumulation of g2 bonds or with the occurence of a bond g3. These short range divergencies
are unphysical and can be removed by a renormalization procedure as discussed above. Regard therefore the two
corrections to the leading contribution Sl3,
δ1S3 = n
3
6
∑
a,b,c
cacbcc
∫
d~rad~rbd~rc Φab(rab)Φac(rac)Φbc(rbc) . (54)
and
δ2S3 = − n
3
2
∑
a,b,c
cacbcc
∫
d~rad~rbd~rc gab(rab) 2
[
Φac(rac) − 1
2
g2ac(rac)
]
Φbc(rbc) . (55)
and expand the corresponding contributions in terms of κ.
First, consider the term δ1S3. As it is shown in Appendix B we get up to the order n3,
δ1S3 = − V n3
∑
a,b,c
cacbccl
2
abl
2
acl
2
bc
[
π4
12
lnκlac + c3α
]
, (56)
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where the constant
c3α =
π4
12
[
lim
δ→0
16π
∫ 1/δ
0
dk
k
arctan3
k
2
+ 2π4 ln δ + CE − 3
2
]
= − 2.89476 . . . , (57)
has been introduced. Consider now the term δ2S3. Up to the order n3 we get (see Appendix B)
δ2S3 = V n3
∑
a,b,c
cacbcclabl
3
acl
2
bc
[
2π2
3
ln2 κlac +
8π2
3
(
CE − 17
12
+
1
2
ln 3
)
lnκlac + c3β
]
, (58)
with
c3β =
2π2
3
{
2
[
CE − 1 + ln 3
] [
CE − 11
6
+ ln 3
]
+ ln 3 [ 8 ln 2− 3 ln 3 ]− 8 ln2 2− π
2
3
+
121
18
+ 2C2E −
17
3
CE − 4Li2
(
−1
4
)
− 2Li2
(
−2
3
) }
= 8.85348 . . . . (59)
Notice that the leading term of δ2S3 is of the order n3 ln2 n.
C. Fourth cluster integral
The diagrammatic representation of the fourth cluster integral is found from the above diagrammatic rules and
reads in accordance with [9],
S4 = 1
4!
{
6
[
+ . . .
]
+
[
+ . . .
]
+ 12
[
+ . . .
]
+ 12
[
+ . . .
]
+ 12
[
+ . . .
]
+ 3
[
+ . . .
]
+ 24
[
+ . . .
]
+ 6
[
+ . . .
]}
. (60)
The dots beyond a diagram of a given type represent all diagrams constructed from the basic one by adding an
arbitrary number of solid lines between points connected by 2 lines (for the case of outer lines) or by one line (for the
case of inner lines). Introducing a generalized Mayer bond of second type,
Ψab(rab) = exp[− gab(rab)] − 1 ,
with the graphic representation,
= + + + . . . = +
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            




, (61)
one writes the fourth cluster integral in the following manner [25,44,9],
S4 = 1
4!
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

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
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             
             
             
             




             
             
             
             




 
 
              
              
              
              
              
              
              
 
 













. (62)
12
The leading contribution from the fourth cluster integral are the two graphs with 6 solid lines (stemming from the
H3H3H3H3 term),
Sl4 =
1
4!
{
6 +
}
. (63)
According to the rules formulated in the subsection III B they are of the order of n5/2, and give [26,25]
Sl4 = b4
n4
κ3
β6
∑
a,b,c,d
cacbcccde
3
ae
3
be
3
ce
3
d , (64)
with the numerical constant b4 = b4,α + b4,β ,
b4,α =
1
16
∫
dx1dx2dx3
(
e−x1
x1
)2
e−x12
x12
(
e−x23
x23
)2
e−x3
x3
, (65)
b4,β =
1
24
∫
dx1dx2dx3
e−x1
x1
e−x2
x2
e−x3
x3
e−x12
x12
e−x13
x13
e−x23
x23
. (66)
The constant b4,α is calculated in Appendix A. It equals
b4α = 2π
3
[
π2
12
+ Li2
(
−1
3
)
+
4
3
ln
3
4
]
= 8.05281 . . . . (67)
The constant b4,β was evaluated numerically by a Monte Carlo calculation and equals, in closed correspondence with
[30]
b4,β ≃ 1.785± 0.001 . (68)
Consider now all diagrams with 7 solid lines representing the H3H3H4H4 and H3H3H3H5 terms and contributing
to the order n3.
δS4 = 1
4!
{
12 + 6 + 12
+ 12 + 12 + o
(
n3
) }
. (69)
Again the first diagram in the above equation is divergent and we may apply the renormalization procedure as
described in the section III B. The details are given in Appendix C. We obtain
δS4 = n
4
κ2
β7
∑
a,b,c,d
cacbcccd
{
e4ae
4
be
3
ce
3
d
[
4π3
9
lnκlab − c4
]
− e5ae3be3ce3d c4ǫ
}
, (70)
where the constants c4 = c4α + c4β + c4γ + c4δ and c4ǫ has been introduced,
c4α =
4π3
9
[
17
6
− 2CE
]
− 16π
2
3
∫ ∞
0
dk
(k2 + 1)
2 arctan
k
2
{
3 arctan
k
3
+
k
2
ln (k2 + 9)
}
, (71)
c4,β =
1
8
∫
dx1dx2dx3
(
e−x1
x1
)2
e−x2
x2
e−x3
x3
e−x12
x12
e−x13
x13
e−x23
x23
, (72)
c4,γ =
1
16
∫
dx1dx2dx3
(
e−x1
x1
)2(
e−x3
x3
)2 (
e−x12
x12
)2
e−x23
x23
, (73)
c4,δ =
1
8
∫
dx1dx2dx3
e−x1
x1
(
e−x3
x3
)2(
e−x12
x12
)2
e−x23
x23
e−x13
x13
, (74)
c4,ǫ =
1
8
∫
dx1dx2dx3
(
e−x1
x1
)2(
e−x3
x3
)2
e−x12
x12
e−x23
x23
e−x2
x2
. (75)
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The above multiple integrals for c4,β , c4,δ and c4,ǫ can be reduced to single or double integrals and are evaluated by
numerical integration. The remaining integral is estimated by a Monte Carlo run. As a result we obtain:
c4 = 53.66± 0.02 ,
c4,ǫ = 26.719 . . . . (76)
The fifth and sixth cluster integral contributing to the order n3 are considered in the next section.
D. Fifth and sixth cluster integral (leading terms)
The diagrammatic representation of the fifth and sixth cluster integral is given by a huge number of basic diagrams.
Thus the fifth cluster integral is represented in Ref. [9]. According to our aim of presenting a virial expansion of the
free energy it suffices to give the leading contributions to both cluster integrals.
The leading contribution of the fifth cluster integral is given by the four graphs with 8 solid lines (stemming from
the H4 (H3)4 term),
Sl5 =
1
5!
{
15 + 60 + 60 + 120
}
. (77)
According to the rules formulated in the subsection III B they are of the order of n3, and give
Sl5 = c5
n5
κ4
β8
∑
a,b,c,d,f
cacbcccdcfe
4
ae
3
be
3
ce
3
de
3
f , (78)
with the numerical constant c5 = c5,α + c5,β + c5,γ + c5,δ.
The four constants introduced here are determined by the dimensionless integrals.
c5,α =
1
8
∫
dx1dx2dx3dx4
e−x1
x1
e−x12
x12
e−x2
x2
e−x23
x23
e−x3
x3
e−x34
x34
e−x4
x4
e−x41
x41
, (79)
c5,β =
1
4
∫
dx1dx2dx3dx4
(
e−x1
x1
)2
e−x2
x2
e−x4
x4
e−x13
x13
e−x34
x34
e−x42
x42
e−x23
x23
, (80)
c5,γ =
1
16
∫
dx1dx2dx3dx4
(
e−x1
x1
)2(
e−x2
x2
)2
e−x13
x13
e−x3
x3
e−x34
x34
(
e−x24
x24
)2
, (81)
c5,δ =
1
4
∫
dx1dx2dx3dx4
(
e−x1
x1
)2
e−x2
x2
e−x13
x13
e−x3
x3
e−x34
x34
(
e−x24
x24
)2
. (82)
A numerical evaluation (the “irreducible” integrals were estimated by Monte Carlo simulations) gives:
c5 = 168.2± 0.6 . (83)
In the sixth cluster integral we can pick out the contributions stemming from the (H3)6 term,
Sl6 =
1
6!
{
120 + 180 + 180 + 10 + 180
}
. (84)
The five contributions are again of the order n3, and give
Sl6 = − c6
n6
κ6
β9
∑
a,b,c,d,f,g
cacbcccdcfcge
3
ae
3
be
3
ce
3
de
3
fe
3
g , (85)
with the numerical constant c6 = c6,α + c6,β + c6,γ + c6,δ + c6,ǫ given by the five dimensionless integrals,
14
c6,α =
1
48
∫
dx1dx2dx3dx4dx5
(
e−x1
x1
)2
e−x12
x12
(
e−x23
x23
)2
e−x34
x34
(
e−x45
x45
)2
e−x5
x5
, (86)
c6,β =
1
16
∫
dx1dx2dx3dx4dx5
(
e−x1
x1
)2
e−x12
x12
e−x23
x23
(
e−x34
x34
)2
e−x45
x45
e−x5
x5
e−x52
x52
, (87)
c6,γ =
1
8
∫
dx1dx2dx3dx4dx5
(
e−x1
x1
)2
e−x12
x12
e−x23
x23
e−x34
x34
e−x45
x45
e−x5
x5
e−x53
x53
e−x24
x24
(88)
c6,δ =
1
72
∫
dx1dx2dx3dx4dx5
e−x1
x1
e−x12
x12
e−x23
x23
e−x34
x34
e−x45
x45
e−x5
x5
e−x52
x52
e−x14
x14
e−x3
x3
, (89)
c6,ǫ =
1
4
∫
dx1dx2dx3dx4dx5
e−x1
x1
e−x12
x12
e−x23
x23
e−x34
x34
e−x45
x45
e−x5
x5
e−x51
x51
e−x24
x24
e−x3
x3
. (90)
The numeric evaluation results in:
c6 = 339.8± 0.3 . (91)
According to the rules formulated in Sec. III B there are no other terms contributing to the order n3. Thus in this
section we have explicitely calculated all terms of the free energy of a classical plasma consisting of charges with the
same sign and immersed in a neutralizing background up to the third order in density. The final result is given in
Sec. IV.
IV. FINAL RESULTS AND CONCLUSIONS
The final expression for the interaction part of the Helmholtz free-energy density to the order n3 is obtained
from Eq.(35) by summing the corresponding contributions S2 (Eq.(46)), S3 (Eqs.(51),(52),(56),(57),(58),(59)), S4
(Eqs.(63),(67),(68),(70),(76)), S5 (Eqs.(78),(83)), and S6 (Eqs.(85),(91)) with the following result
βFc
V
= − κ
3
12π
− n2β3
∑
a,b
cacbe
3
ae
3
b
[π
3
lnκlab + a2
]
− n2κβ4
∑
a,b
cacbe
4
ae
4
b
[π
3
lnκlab + b2
]
+ b3 n
3κ−1β5
∑
a,b,c
cacbcce
3
ae
4
be
3
c − b4 n4κ−3β6
∑
a,b,c,d
cacbcccde
3
ae
3
be
3
ce
3
d
− n3β6
∑
a,b,c
cacbcce
4
ae
5
be
3
c
[
2π2
3
ln2 κlab +
8π2
3
(
CE − 17
12
+
1
2
ln 3
)
lnκlab + c3β
]
− n2κ2β5
∑
a,b
cacbe
5
ae
5
b
[
5π
24
lnκlab + c2
]
+ n3β6
∑
a,b,c
cacbcce
4
ae
4
be
4
c
[
π4
12
lnκlab + c3,α
]
− n4κ−2β7
∑
a,b,c,d
cacbcccd
{
e4ae
4
be
3
ce
3
d
[
4π3
9
lnκlab − c4
]
− e5ae3be3ce3d c4ǫ
}
− c5n
5
κ4
β8
∑
a,b,c,d,f
cacbcccdcfe
4
ae
3
be
3
ce
3
de
3
f + c6
n6
κ6
β9
∑
a,b,c,d,f,g
cacbcccdcfcge
3
ae
3
be
3
ce
3
de
3
fe
3
g + o
(
n3
)
, (92)
All constants in Eq.(92) are given in Sec. III. In the case of a one component plasma (OCP) consisting of one sort
of ions with density n , charges Ze and moving in a neutralizing background all thermodynamical functions may be
expressed in terms of the plasma parameter Γ = βZ2e2(4πn/3)1/3 only. For the excess internal energy defined by
u = β
∂ (βFc/N)
∂β
we obtain from Eq.(92)
u(Γ) = p0Γ
3/2 + p1Γ
3 ln Γ + p2Γ
3 + p3Γ
9/2 ln Γ + p4Γ
9/2 + p5Γ
6 ln2 Γ + p6Γ
6 ln Γ + p7Γ
6 , (93)
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with the constants
p0 = −1
2
√
3 ,
p2 = −9
8
ln 3− 3
2
CE + 1 ,
p4 = 0.2350
p6 = −2.0959 ,
p1 = −9
8
,
p3 = −27
16
√
3 ,
p5 = −81
16
,
p7 = 0.0676 .
This expansion completes the result of Ref. [27] for the small-Γ expansion of the OCP excess internal energy.
In conclusion, in this paper we have studied the low density expansion of the Helmholtz free energy of a classical
system of pointlike ions embedded in a neutralizing background and interacting via Coulomb forces. Such a purely
Coulomb description is appropriate for a large variety of physical systems. To obtain the virial expansion of a classical
Coulomb system the Hubbard-Schofield transformation for the configurational integral in collective variables is used.
The original Hamiltonian was maped onto an Ising-like Hamiltonian with harmonic and anharmonic contributions.
The coefficients of the new effective Hamiltonian are given in terms of the structure factors of a reference system. In
our case with pointlike ions the corresponding reference system is an ideal gas system.
However, it is possible to generalize the present approach and to consider mixtures of ions with internal structure,
i.e., systems with additional short range interactions. In this case the corresponding reference system is a system
with particles interacting solely via short range forces. By introducing short range repulsive interactions uab(r) (for
example hard core repulsions) it is also possible to describe systems of charges with different signs within the present
approach. In this case the corresponding cluster expansion is built with the integrable bonds gab(r), g
2
ab(r) and
exp(−βuab(r)) exp(−gab(r)) − 1 + gab(r) − (1/2)g2ab(r) .
Expanding the anharmonic contributions of the effective Hamiltonian to the configurational integral we have ob-
tained the cluster expansion of a classical Coulomb gas (Eq.(34)). The exact density expansion of the free energy
has been performed up to the order n3 (Eq.(92)). The virial expansion of other thermodynamic functions can be
obtained from (92) using thermodynamic identities. Besides its own conceptual interest, the virial expansion might
be useful in studying regimes with sufficiently low density and/or sufficiently high temperature. However, using virial
expansions for practical calculations one has to take into account that a virial expansion is an asymptotic expansion
of the free energy function. The convergence radius of this asymptotic expansion is unknown. Therefore it does not
make sense to extent the region of the low density limit to higher densities by calculating higher order terms. We
conclude therefore that the obtained virial expansion is applicable for practical calculations only in the low density
region (or in the weak coupling regime).
Finally, the present approach can be generalized to quantum plasmas. Thus one may employ Morita’s method of
effective potentials to map the quantum plasma system with bare Coulomb interaction to a classical system interacting
via effective potentials. The latter split into a Coulomb part and a short range part. Further one expresses the
Coulomb interactions through collective variables and maps the original quantum system via the Hubbard-Schofield
transformation to a classical reference system with sole short range interactions. Alternatively one may also use the
Feynman-Kac formalism. However, explicite calculations to the order n3 are much more complicated as in the classical
case.
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APPENDIX A: CALCULATION OF CONSTANT B3 AND B4,α
Consider the leading contribution to the third cluster integral in k space representation
1
3!
3 =
n3 V
2
(−1)5
2! 2!
∑
a,b,c
cacbcc labl
2
acl
2
bc
∫
d~k1d~k2d~k3
(2π)
9
4π
k21 + κ
2
16
· 4π
k22 + κ
2
4π
k23 + κ
2
4π(
~k1 − ~k2
)2
+ κ2
4π(
~k3 − ~k1
)2
+ κ2
. (A1)
Substituting ~xi = ~ki/κ one expresses the leading term of the third cluster integral through the constant a1 with
b3 =
1
π3
∫
dx1x
2
1
x21 + 1
I2(~x1) , (A2)
where
I(~y) =
∫
d~x
1
x2 + 1
1
(~x + ~y)2 + 1
. (A3)
Performing the integration over ~x one obtains
I(~y) =
2π2
y
arctan
y
2
. (A4)
Now in Eq.(A2) the integration over ~x1 can be carried out and one obtains [47]
b3 = 2 π
2
[
π2
12
− 1
2
ln2
3
4
− Li2(1
4
)
]
. (A5)
Using the properties of the Euler’s dilogarithm one arrives at Eq.(52).
Consider now the constant b4,α defined in Eq.(65). Using the Fourier representation of exp[−x]/x we get a similar
representation as for b3 (Eq.(A2)),
b4,α =
2
π2
∫
dx1x
2
1
(x21 + 1 )
2 I
2(~x1) , (A6)
with the same I(~y) given by Eqs.(A3) and (A4). The remaining integration in Eq.(A6) leads to the result,
b4,α = 2 π
3
[
π2
12
− 1
2
ln2
3
4
− Li2(1
4
) +
4
3
ln
3
4
]
. (A7)
Further transformations lead to the more compact expression Eq.(67).
APPENDIX B: CALCULATION OF δ1S3 AND δ2S3
After integration over one volume integral and up to the order n3 one represents Eq.(54) in the following manner,
δ1S3 = V n
3
6
∑
a,b,c
cacbcc
∫
d~r1d~r2
1
2
g2ab(r12)
1
2
g2bc(r1) Φac(r2) + o
(
n3
)
. (B1)
With the dimensionless variables ~xi = κ~ri one has,
δ1S3 = V n
3
24
∑
a,b,c
cacbccl
2
abl
2
acl
2
bc
∫
d~x2
(
e−2x2
2x22
− lacκ
3!x32
e−3x2
+
(lacκ)
2
4!x42
e−4x2 ± . . .
)
J(x2) + o
(
n3
)
, (B2)
where
J(x2) =
∫
d ~x1
e−2x12
x212
e−2x1
x21
, (B3)
is representable as
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J(~x2) =
1
(2π)3
∫
d~k
(4π)2
k2
arctan2
k
2
e−i
~k ~x2 . (B4)
Within the order o(n3) we can substitute the contributions with exp[−3x2]/3!x32 . . . etc. by their small x2 expansions
to get a convergent expression,
δ1S3 = V n
3
24
∑
a,b,c
cacbccl
2
abl
2
acl
2
bc
∫
d~x2
e−2x2
2x22
J(x2) +
(
− lacκ
3!x32
+
(lacκ)
2
4!x42
± . . .
)
J(x2 → 0) + o
(
n3
)
, (B5)
We get with J(x2 → 0) = π3/x2 the following expression
δ1S3 = πV n
3
6
∑
a,b,c
cacbccl
2
abl
2
acl
2
bc lim
ǫ→0
lim
R→∞
∫ κR
ǫ
dx2
e−2x2
2
J(x2) +
+ x2
π3
(lacκ)2
[
exp
[
− lacκ
x2
]
− 1 + lacκ
x2
− 1
2
(lacκ)
2
x22
]
+ o
(
n3
)
. (B6)
After integration and performing the limiting procedures we obtain the result Eq.(56).
Up to the order n3 one represents Eq.(55) after integration over one volume integral as follows,
δ2S3 = −V n3
∑
a,b,c
cacbcc
∫
d~r1d~r2 gab(r12)
1
2
g2bc(r1)
[
Φac(r2) − 1
2
g2ac(r2)
]
+ o
(
n3
)
. (B7)
Introducing dimensionless variables ~xi = κ~ri and performing the integration over ~x1 one obtains,
δ2S3 = − 4π2V n3
∑
a,b,c
cacbcclabl
3
acl
2
bc
∫ ∞
0
dx2x2
{
e−x2 [Ei(−x2) + ln 3 ] − ex2 Ei(−3x2)
}
·
{ −1
6
e−3x2
x32
+
lacκ
24
e−4x2
x42
± . . .
}
+ o
(
n3
)
. (B8)
The higher order terms containing exp[−4x2]/x42 . . . can be substituted by their small x2 expansion to cut the
singularity at small x2. One gets,
δ2S3 = − 4π2V n3
∑
a,b,c
cacbcclabl
3
acl
2
bc
∫ ∞
0
dx2x2
{
e−x2 [Ei(−x2) + ln 3 ] − ex2 Ei(−3x2)
} −1
6
e−3x2
x32
− 2x22
(
lacκ
4!
1
x42
− (lacκ)
2
5!
1
x52
± . . .
)
(CE − 1 + ln 3x2 ) + o
(
n3
)
. (B9)
Summing up the singular at x2 = 0 contributions a finite expression is obtained,
δ2S3 = − 4π2V n3
∑
a,b,c
cacbcclabl
3
acl
2
bc
∫ ∞
0
dx2x2
{
e−x2 [Ei(−x2) + ln 3 ] − ex2 Ei(−3x2)
} −1
6
e−3x2
x32
− 2x
2
2
(lacκ)
3 (CE − 1 + ln 3x2 )
[
exp
[
− lacκ
x2
]
− 1 + lacκ
x2
− (lacκ)
2
2x22
+
(lacκ)
3
6x32
]
+ o
(
n3
)
. (B10)
The remaining convergent integral can be calculated by introducing an upper and lower bound and then by performing
the limiting procedure to ∞ and 0,respectively. After some lengthy calculations one arrives at Eq.(58).
APPENDIX C: CALCULATION OF δ1S4
The first diagram in Eq.(69) represents a divergent contribution. Consider therefore the convergent correction to
the leading contribution of the first diagram in Eq.(62)
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δ1S4 = 1
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

− 6

 . (C1)
Within the order o
(
n3
)
one obtains,
δ1S4 = n
4
4
∑
a,b,c,d
cacbcccd
∫
d~rad~rbd~rcd~rd 2
[
Φab(rab) − 1
2
g2ab(rab)
]
gac(rac) gbd(rbd)
1
2
g2cd(rcd) + o
(
n3
)
. (C2)
or
δ1S4 = − V n
4
4κ4
β7
∑
a,b,c,d
cacbcccde
4
ae
4
be
3
ce
3
d
∫
d~x
e−3x
6x3
J4(x) −
(
labκ
4!x4
+
(lacκ)
2
5!x5
± . . .
)
J4(x→ 0) + o
(
n3
)
, (C3)
where
J4(x1) =
∫
d ~x2d ~x3
e−2x23
x223
e−x2
x2
e−x13
x13
, (C4)
is representable as
J4(~x) =
1
(2π)3
∫
d~k
(4π)2
(k2 + 1)2
4π
k
arctan
k
2
e−i
~k~x . (C5)
Taking into account that J4(0) = 8π
2/3 we get the convergent expression
δ1S4 = − πV n
4
κ2
β7
∑
a,b,c,d
cacbcccde
4
ae
4
be
3
ce
3
d lim
ǫ→0
lim
R→∞
∫ κR
ǫ
dx
e−3x
6x
J4(x) −
− x2 8π
2
3(labκ)3
{
exp
[
− labκ
x
]
− 1 + labκ
x
− 1
2
(labκ)
2
x2
+
1
6
(labκ)
3
x3
}
+ o
(
n3
)
. (C6)
After integration and performing the limiting procedures one gets the logarithmic contribution of Eq.(70) and the
constant c4α (Eq.(71)).
[1] J.E. Mayer and M.G. Mayer, Statistical Mechanics (Wiley, New York, 1940).
[2] J.E. Mayer, J. Chem. Phys. 18, 1426 (1950).
[3] E.E. Salpeter, Ann. Phys. (N.Y.) 5, 183 (1958).
[4] E. Meeron, J. Chem. Phys. 28, 630 (1958).
[5] R. Abe, Progr. Theor. Phys. 22, 213 (1959).
[6] D. Bohm and D. Pines, Phys. Rev. 82, 625 (1951); ibid. 85, 338 (1952); ibid. 92, 609 (1953).
[7] D. N. Zubarev, Dokl. Akad. Nauk 95, 757 (1954).
[8] I. Ju. Juchnowskij, Zh. Eksp. Teor. Fiz. 34, 379 (1958).
[9] I. Ju. Juchnowskij and M. F. Golovko, Statistical Theory of Classical Equilibrium Systems (Naukova Dumka, Kiev, 1980)
[in Russian].
[10] R. L. Stratonovich, Dokl. Akad. Nauk 115, 1097 (1957) [Sov. Phys. Doklady 2, 416 (1958)] .
[11] J. Hubbard, Phys. Rev. Lett. 3, 77 (1959).
[12] M. Kac, Phys. Fluids 2, 8 (1959).
[13] A.J.F. Siegert, Suppl. to Physica, 26, S30 (1960).
19
[14] J. Glimm and A. Jaffe, Quantum Physics (Springer, New York, 1981).
[15] D.C. Brydges, Commun. Math. Phys. 58, 313 (1978).; D.C. Brydges and P. Federbush, ibid. 73, 197 (1980).
[16] Y. Saito, Progr. Theor. Phys. 62, 927(1979).
[17] A. Diehl, M. C. Barbosa, Y. Levin, Phys. Rev. E 56, 619 (1997).
[18] A.L. Kholodenko and A.L. Beyerlein, Phys. Rev. A, 34, 3309 (1986).
[19] M. E. Fisher, J. Stat. Phys. 75, 1 (1994).
[20] J. Hubbard and P. Schofield, Phys. Lett. A 40, 245 (1972).
[21] N.V. Brilliantov and J.P. Valleau, J. Chem. Phys.108, 1123 (1998); N.V. Brilliantov, Phys. Rev. E, 58, 2628 (1998).
[22] N.V. Brilliantov, C. Bagnyls, C. Bervillier, Phys. Lett. A 245, 274 (1998).
[23] M.E. Fisher and B.P. Lee, Phys. Rev. Lett., 77, 3561 (1996).
[24] N.V. Brilliantov, Contrib. Plasma Phys. 38, 489 (1998).
[25] H.L. Friedman, Ionic solution theory (Interscience, New York, 1962).
[26] E. Haga, J. Phys. Soc. Japan 8, 714 (1953).
[27] E.G.D. Cohen and T.J. Murphy, Phys. Fluids 12, 1404 (1969).
[28] T. Morita, Progr. Theor. Phys. 22, 757 (1959).
[29] W. Ebeling, Ann. Phys. (Leipzig) 19, 104 (1967); ibid. 21, 315 (1968); ibid. 22, 33, 383, 392 (1969); Physica 38, 378
(1968); ibid. 40, 290 (1968).
[30] A. Alastuey, F. Cornu, and A. Perez, Phys. Rev. E 49, 1077 (1994); ibid. 51, 1725 (1995); A. Alastuey and A. Perez, Phys.
Rev. E 53, 5714 (1996).
[31] J. Riemann, M. Schlanges, H. E. DeWitt, and W.-D. Kraeft, Physica A 219, 423 (1995).
[32] H. E. DeWitt, J. Nucl. Energy C 2, 27 (1961); J. Math. Phys. 3, 1216 (1962); ibid. 7, 616 (1966).
[33] A.S.Kaklyugin, Teplofiz. Vys. Temp.23, 217 (1985) [High Temp. (USA) 23, 169 (1985)] .
[34] J.P. Hansen and I.K. McDonald, Phys. Rev. A 23, 2041 (1981); J.P. Hansen and L. Sjogren, Phys.Fluids 25, 617 (1982).
[35] P. John and L.G. Suttorp, Physica A 197, 613 (1993).
[36] H. Mori, Progr. Theor. Phys. 33, 423 (1965).
[37] R.W. Zwanzig Lectures in theoretical Physics vol. 3 (Interscience, New York, 1961).
[38] V.M. Adamyan and I.M. Tkachenko, Teplofiz. Vys. Temp. 21, 417 (1983) [High Temp. (USA) 21, 307 (1983)]; J. Ortner
and I.M. Tkachenko, Phys. Rev. A 46, 7882 (1992); J. Ortner, V.M. Rylyuk, and I.M. Tkachenko, Phys. Rev. E 50, 4937
(1994); J. Ortner, F. Schautz, and W. Ebeling, ibid. 56, 4665 (1997).
[39] G. Kalman and K.I. Golden, Phys. Rev. A 41, 5516 (1990); K.I. Golden, G. Kalman, and P. Wyns, ibid. 46, 3454 (1992).
[40] K. Kubo, J. Phys. Soc. Jap. 17, 1100 (1962).
[41] T. Morita, and K. Hiroike, Progr. Theor. Phys. 25, 537 (1961).
[42] T.Kahlbaum, in Strongly Coupled Coulomb Systems, ed. by G. J. Kalman, K. Blagoev, and J. M. Rommel (Plenum Press,
New York, 1998) [in press].
[43] J.Ortner , unpublished.
[44] G. Schmitz, Ann. Physik (Leipzig) 21, 31 (1968).
[45] M. Lavaud, J. Stat. Phys. 19, 429 (1978).
[46] I am indebted to the referee who directed my attention to these considerations.
[47] A.P. Prudnikov, J.A. Brychev, and O.U. Marichev, Integrals and series (Moscow, Nauka, 1981) [in Russian].
20
