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ABSTRACT
We report an overdensity of bright submillimetre galaxies (SMGs) in the 0.15 deg2
AzTEC/COSMOS survey and a spatial correlation between the SMGs and the optical-IR
galaxy density at z  1.1. This portion of the COSMOS field shows a ∼3σ overdensity of
robust SMG detections when compared to a background, or ‘blank-field’, population model
that is consistent with SMG surveys of fields with no extragalactic bias. The SMG overdensity
is most significant in the number of very bright detections (14 sources with measured fluxes
S1.1 mm > 6 mJy), which is entirely incompatible with sample variance within our adopted
blank-field number densities and infers an overdensity significance of  4σ . We find that
the overdensity and spatial correlation to optical-IR galaxy density are most consistent with
lensing of a background SMG population by foreground mass structures along the line of sight,
rather than physical association of the SMGs with the z  1.1 galaxies/clusters. The SMG
positions are only weakly correlated with weak-lensing maps, suggesting that the dominant
sources of correlation are individual galaxies and the more tenuous structures in the survey
region, and not the massive and compact clusters. These results highlight the important roles
cosmic variance and large-scale structure can play in the study of SMGs.
Key words: gravitational lensing – surveys – galaxies: evolution – cosmology: miscellaneous
– infrared: galaxies – submillimeter.
1 IN T RO D U C T I O N
Foreground structure, cosmic variance and source environment can
affect the observer’s perception and interpretation of the source
population being probed in a particular survey. For example, grav-
itational lensing by massive foreground clusters affects both the
observed flux of sources and the areal coverage of the survey in
the source plane. These aspects of gravitational lensing have been
utilized to probe the very faint submillimetre galaxy (SMG) pop-
ulation below the confusion limit imposed by the high density of
faint SMGs relative to the survey beam size (e.g. Smail, Ivison &
Blain 1997; Chapman et al. 2002a; Cowie, Barger & Kneib 2002;
Smail et al. 2002; Knudsen et al. 2006; Wilson et al. 2008b). The
measured (sub)millimetre fluxes of sources found in the direction of
E-mail: austermann@astro.umass.edu
very massive clusters can also be affected by, and confused with, the
signal imposed through the Sunyaev–Zel’dovich effect on the cos-
mic microwave background (e.g. Wilson et al. 2008b). Furthermore,
surveys can be affected by foreground structures with high galaxy
densities, which increase the likelihood of galaxy–galaxy lensing by
intervening galaxies and complicate the counterpart identification
at other wavelengths (Chapman et al. 2002b; Dunlop et al. 2004).
Spectroscopic observations have shown that the vast majority of
SMGs with detectable radio counterparts lie at an average redshift
of z ∼ 2.2 (Chapman et al. 2005), while spectroscopic (Valiante
et al. 2007) and photometric (e.g. Younger et al. 2007) analyses
put many radio-faint SMGs at even higher redshifts. The average
SMG is unlikely to be found at z  1; however, it remains to be
seen if the z ∼ 1 SMG population can be locally enhanced due
to large-scale structure and cosmic variance. Some evidence exists
for increased number densities of SMGs in mass-biased regions
of the z  1 Universe. Surveys towards several z ∼ 1 clusters
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(Best 2002; Webb et al. 2005) find a number density of SMGs in
excess of the blank-field counts that can not be explained by grav-
itational lensing alone. This implies that some of the SMGs are
physically associated with the clusters, although the number statis-
tics are small and the lensing could be underestimated (Webb et al.
2005). Similar overdensities have been found towards high-redshift
radio galaxies (Stevens et al. 2003; De Breuck et al. 2004; Greve
et al. 2007) and z > 5 quasars (Priddey, Ivison & Isaak 2008), where
lensing of background sources is less likely to be an issue. Spec-
troscopic observations have also found common redshifts amongst
SMGs in the SSA22 field and Hubble Deep Field (HDF), suggest-
ing physical overdensities of SMGs at redshifts of 3.1 and 2.0,
respectively (Chapman et al. 2005). Together, these surveys suggest
that these massive dusty starbursts are prominent in moderate- and
high-redshift cluster/protocluster environments.
In this paper, we analyse the density and distribution of
SMGs in the AzTEC/COSMOS survey (Scott et al. 2008). The
AzTEC/COSMOS survey covers a region within the COSMOS
field (Scoville et al. 2007a) known to contain a high density of
optical-IR galaxies and prominent large-scale structure at z  1.1
(Scoville et al. 2007b), including a massive M ∼ 1015 M clus-
ter at z ≈ 0.73 (Guzzo et al. 2007). In Section 2, we present the
1.1-mm source counts for the AzTEC/COSMOS field, revealing a
strong overdensity of bright SMGs compared to the blank field. We
explore the nature of this overdensity through the examination of
the spatial correlation between SMGs and the known large-scale
structures (Section 3). Positive correlation between SMG positions
and low-redshift large-scale structure has been previously detected
statistically in three disjoint Submillimetre Common-User Bolome-
ter Array (SCUBA) surveys (Almaini et al. 2003, 2005). We now
present a wide-field investigation of such correlations using the
AzTEC/COSMOS survey, which has advantages in its contiguous
size (0.15 deg2), broad range of low-redshift environments and the
availability of deep multiband imaging and reliable photometric
redshifts (Ilbert et al. 2009).
This is the second paper describing the 1.1-mm results of the
AzTEC/COSMOS survey. Paper I (Scott et al. 2008) presented
the data-reduction algorithms, AzTEC/COSMOS map and source
catalogue, and confirmation of robustness of the AzTEC/JCMT data
and pointing. Additionally, seven of the brightest AzTEC/COSMOS
sources have had high-resolution follow-up imaging at 890 μm
using the submillimetre array (SMA) and are discussed in detail
in Younger et al. (2007). Spitzer Infrared Array Camera (IRAC)
colours of these SMGs, and others, are discussed in Yun et al.
(2008).
2 N U M B E R C O U N T S IN TH E C O S M O S F I E L D
The number density of SMGs provides constraints on galaxy evo-
lution models (e.g. Kaviani, Haehnelt & Kauffmann 2003; Granato
et al. 2004; Baugh et al. 2005; Negrello et al. 2007) and insights to
the dust-obscured component of star formation in the high-redshift
Universe. The number density also describes how these discrete
objects contribute to the cosmic infrared background (CIB), as dis-
cussed in Paper I. In this paper, we focus on how the localized
SMG number counts reflect large-scale structure. Before presenting
the number counts for the AzTEC/COSMOS survey (Sections 2.3
and 2.5), we describe the technical details of the flux corrections
(Section 2.1) and methods (Section 2.2) that are vital to the construc-
tion of unbiased source counts from typical SMG surveys. Here, we
expand on the flux correction techniques of Coppin et al. (2006)
and provide new tests of these methods through simulation.
Figure 1. PFD for S/N = 4 (left-hand panel) and S/N = 5 (right-hand
panel) detections in a map with noise ∼1.3 mJy assuming an underlying
source population consistent with the AzTEC/COSMOS results presented in
Section 2.3. The simulated probability distribution is shown as the histogram
and is calculated as described in Section 2.1. Error bars represent the 1σ
Poisson errors of the simulation results, limited only by the number of simu-
lations computed. The Bayesian approximation is depicted as a solid curve.
The dashed vertical line represents the measured flux, Sm. The dashed curve
is the Gaussian probability distribution, p(Sm, σm|Si), which represents the
distribution that might otherwise be assumed without flux boosting and/or
false detection considerations.
2.1 Flux corrections
Surveys of source populations whose numbers decline with increas-
ing flux result in blind detections that are biased systematically high
in flux. This bias is typically referred to as ‘flux boosting’ and re-
sults from the fact that detected sources have a higher probability
of being an intrinsically dim source (numerous) coincident with
a positive noise fluctuation than being a relatively bright source
(scarce) coincident with negative noise. This effect is concisely de-
scribed in Hogg & Turner (1998) and is extremely important for
SMG surveys (see Fig. 1) due to the relatively low signal-to-noise
ratio (S/N) of the measurements and a population that is known to
decline steeply with increasing flux (e.g. Coppin et al. 2006; Scott,
Dunlop & Serjeant 2006, and references therein).
We calculate an intrinsic flux probability distribution for each
potential AzTEC source using the Bayesian techniques outlined in
Paper I and Coppin et al. (2005, 2006). The probability of a source
having intrinsic flux Si when discovered in a blind survey with
measured flux Sm ± σ m is approximated as
p(Si|Sm, σm) = p(Si)p(Sm, σm|Si)
p(Sm, σm)
, (1)
where p(Si) is the assumed prior distribution of flux densities,
p(Sm, σ m|Si) is the likelihood of observing (Sm, σ m) for a source
of intrinsic flux Si and p(Sm, σ m) is a normalizing constant. The
resulting probability distribution is referred to as the posterior flux
distribution (PFD) throughout this section. We assume a Gaussian
(normal) noise distribution for p(Sm, σ m|Si) that is consistent with
the noise in our map at the location of the discovered source. The
prior, p(Si), is generated from pixel histograms of 10 000 noiseless
simulations of the astronomical sky – as would be seen in zero-
mean AzTEC/JCMT maps – given our best estimate of the true
underlying SMG population and distribution. For this paper, we as-
sume that the SMG population exhibits number count densities that
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This parametric form is a slight departure from that used in Paper I
and in the SCUBA/SHADES survey (Coppin et al. 2006), with
N∗/S′ replacing the parameter N ′ found in Paper I. This form has
the advantage of reducing the correlations between the normalizing
parameter and the parameters S′ and α. The normalizing factor, N∗,
is in units of deg−2 and is independent of the observation wavelength
when assuming the same source population and a constant flux ratio
between the observing bands. For the Bayesian prior, we initially
assume parameters of [S′, N∗, α] = [1.34, 5280, −2], which rep-
resent the best-fitting Schechter function to the SCUBA/SHADES
number counts (Coppin et al. 2006) when reparametrized to the
form of equation (2) and scaled to 1.1 mm assuming an 850/
1100 μm spectral index of 3.5 (flux ratio ∼ 2.5).
A second systematic flux bias in low S/N blind surveys results
from source detections being defined as peak locations in the map.
The measured source flux is, on an average, biased high due to the
possibility of large positive noise peaks lying nearby, but off-centre
from, the true source position. This bias is minimized through point-
source filtering and is subdominant to the flux boosting described
previously. It is significant only for the lowest S/N detections and is
largely avoided by restricting our analysis to the most robust sources
(S/N  4). The remaining small bias (bpeak < 0.2σ m for S/N ≥ 4)
is estimated through simulation and subtracted from the detected
source flux (Sm) before calculating the PFD in equation (1).
We validate these flux corrections through extensive simulation
of the PFD. We generate 10 000 simulated maps by adding noise-
less sky realizations to random noise maps using the prescription
outlined in Paper I. Sources are randomly injected spatially (i.e.
no clustering) and in accordance with the number counts prior as-
sumed. We group recovered sources in the resulting maps according
to their measured values (Sm, σ m), with each being mapped back to
an intrinsic flux, Si, defined as the maximum input flux found within
σ beam = 7.6 arcsec of the output source location. For each bin of
measured values (Sm, σ m), the input Si values are binned and nor-
malized to produce a simulated PFD.
Example simulation results are presented in Fig. 1. Overall, the
Bayesian approximation of the PFD (solid curve) provides a good
estimate of the simulated probability distribution (histogram) at
most fluxes. The differences at low flux and low S/N are due to a
combination of source confusion in the simulations, higher-order
effects of the bias to peak locations and other low-level systematics.
For the purposes of this paper, the Bayesian results are preferred
to the simulated PFDs for their computational speed, resolution
and flexibility in priors. The strong differences between the simu-
lated probability distributions (histograms) and the naive Gaussian
distributions (dashed curves) demonstrate the significance of flux
boosting in surveys of this type. It is important to note that flux
boosting (as described above) is not related to the adopted detection
threshold and that even the most robust detections can be signif-
icantly biased. For example, a source detected at S/N = 8 in the
AzTEC/COSMOS map will have been boosted by an average of
1.2 mJy (∼1σ m), assuming the scaled SCUBA/SHADES SMG
population.
2.2 Number counts derivation
The relative robustness of each source candidate is encoded in the
PFD and is a function of both Sm and σ m, as opposed to merely
Sm/σ m, due to the population’s steep luminosity function. As in
Paper I, we use the total probability of a source candidate being de-
boosted to negative flux as the metric of relative source robustness.
Coppin et al. (2006) found that P(Si ≤ 0|Sm, σ m) < 0.05 provided
a natural threshold from which to select a large sample of robust
SMGs without including a significant number of noise peaks, or
‘false detections’. This threshold also marks the point where the
Bayesian approximation begins to suffer from low-level system-
atics, as suggested by the comparison of the Bayesian and simu-
lated PFDs (Fig. 1). Therefore, we will use this ‘null threshold’ of
5 per cent to define our catalogue of robust sources from which to
estimate number counts. This threshold is equivalent to S/N values
of 4.1–4.3 for our range of σ m values, 1.2–1.4 mJy, assuming the
scaled SCUBA/SHADES prior.
We derive the number counts from the catalogue of robust sources
and their associated PFDs using a bootstrap sampling method simi-
lar to that used in Coppin et al. (2006). In each step of this method,
the selected sources are randomly assigned fluxes according to their
respective PFDs (equation 1). These samples are binned by flux to
produce differential (dN/dS) and integral [N(>S)] source counts,
with each bin being appropriately scaled for survey completeness
and area. We introduce sample variance by sampling the robust
source catalogue with replacement (e.g. Press et al. 1992), and by
Poisson deviating the number of times the catalogue is sampled
around the true number of detections. We repeat this process 20 000
times to determine uncertainty and correlation estimates for the
number count bins.
Applying this sampling method to relatively small source cata-
logues results in a discretely sampled probability distribution for
each number count bin. This finite multinomial distribution can be
non-Gaussian and asymmetric; therefore, we describe the uncer-
tainty in the number counts as 68 per cent confidence intervals that
are approximated by linearly interpolating between the occupation
numbers sampled in the bootstrap.
Survey completeness is estimated through simulation, in which
sources of known intrinsic flux are randomly injected into noise
map realizations, one at a time and their output is tested against the
null threshold source definition. Independent simulations confirm
that this method provides excellent completeness estimations at all
fluxes considered and that source confusion is not an issue given
our beam size (18 arcsec) and map depth (σ > 1.1 mJy). Com-
pleteness is calculated as a function of intrinsic flux and averaged
across the map to account for the slightly varying depth across the
survey region considered. We calculate the effective completeness
of each differential number count bin by averaging the simulated
completeness function within the bin, weighted by the assumed
relative abundance of sources (i.e. the prior).
We test these techniques by applying the same flux correction
and number counts extraction algorithms to simulated maps with
the same size and noise properties as those of the AzTEC/COSMOS
survey. Fig. 2 shows the extracted differential number counts from
simulated maps using two different assumed priors. Both sets of sim-
ulated maps were populated with the same SMG population (solid
line), which is similar to the final results of this AzTEC/COSMOS
survey (Section 2.3). The right-hand panel of Fig. 2 shows the results
of the ideal case where the Bayesian prior is the same distribution
used to randomly populate the simulated maps, while the left-hand
panel shows the results when using the scaled SCUBA/SHADES
prior (dashed curve), which differs from the simulated input popu-
lation (solid curve). For both priors, the extracted number counts are
in excellent agreement with the injected population. The relatively
small differences between the input and output counts in the ideal
case are used as systematic correction factors in our final calcula-
tions. The lowest flux bin (1–2 mJy) suffers from very low (and
poorly defined) completeness and is, in general, the most sensitive
to the assumptions in the prior. For these reasons, we will restrict
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Figure 2. Simulated differential number count results (data points) using
the extraction techniques described in Section 2.2. The solid line repre-
sents the analytic source counts (equation 2) used to populate the simulated
maps, while the shaded region is the 1σ dispersion incurred by randomly
populating maps of this size (0.15 deg2). The left-hand panel shows the
results when assuming a prior based on the scaled SCUBA/SHADES re-
sults (dashed curve), while the right-hand panel is for the ‘ideal’ prior that
matches the underlying input population (solid curve). Error bars represent
the 1σ dispersion from 1000 simulations, while the errors in the means are
typically smaller than the data symbols plotted.
our analysis in this paper to the number count results for fluxes
>2 mJy, unless otherwise specified.
In Fig. 2, the dispersion of the output source counts (error bars) is
notably smaller than the dispersion of input source counts (shaded
region) at high fluxes. This discrepancy reflects the correlation be-
tween output data points through our assumed prior. We characterize
the overall bias to the assumed population by testing a wide range of
priors against a static input population. For priors that are consistent
with previous SMG surveys (e.g. Laurent et al. 2005; Coppin et al.
2006; Scott et al. 2006), the bias incurred is generally smaller than
the formal 1σ errors of the extracted counts in a survey of this size
and depth. Larger biases can result for exceptionally poor priors
(e.g. greater than the order of magnitude differences from the true
population); however, in most cases, the extracted number counts
better represent the actual source population than the initial prior,
making it possible to mitigate this bias through an iterative process
that adjusts the prior based on the extracted counts. We apply this
iterative method to the AzTEC/COSMOS number counts estimate
in the next section.
2.3 AzTEC/COSMOS number counts
The AzTEC/COSMOS-integrated number counts are shown in
Fig. 3. This field shows an excess of sources at all fluxes when
compared to the scaled SCUBA/SHADES results (solid line). The
number count results are relatively insensitive to the choice of prior,
with the initial analysis (filled circles) in agreement with those pro-
duced using an iterative prior (open squares). The ‘robust’ source
criterion of P(Si < 0|Sm, σ m) < 0.05 is somewhat more sensitive
to the chosen prior, with the equivalent S/N threshold in a σ m =
1.3 mJy region being 4.2 and 4.0 for the initial and final iterative
priors, respectively. The final iterative prior deems a larger number
of sources as robust compared to the initial prior due to the num-
ber of sources lying in this S/N range. The corresponding effect on
the survey completeness keeps this from being a runaway process,
with the iterative number counts quickly converging within a few
iterations.
The differential and integrated number counts of the
AzTEC/COSMOS field are presented in Table 1. We fit the differ-
Figure 3. AzTEC/COSMOS integral source counts derived from the most
robust AzTEC sources in the field using the techniques described in
Section 2.2. Filled circles (confidence bars omitted) represent the ex-
tracted counts using the initial assumed scaled SCUBA/SHADES prior
(solid curve). Empty squares and 68 per cent confidence bars represent the
extracted counts after iteratively adjusting the prior to best represent the
results of this survey. The dashed, dash–dotted and dotted curves represent
differential number count fits to equation (2) with free parameters [S′, N∗],
[S′] and [N∗], respectively. The horizontal dashed line represents the ‘survey
limit’, defined here as the source density that will Poisson deviate to zero
sources (per 0.15 deg2) 32.7 per cent of the time. Open triangles and associ-
ated error bars represent the number counts found in the AzTEC GOODS-N
survey (Perera et al. 2008) using the same techniques and have been shifted
4 per cent to the left for clarity.
Table 1. AzTEC/COSMOS differential and integral number counts using
iterative adjustment of the prior. The differential number counts flux bins
are 1 mJy wide and span interger flux values, with effective bin centres (first
column) weighted according to the assumed prior. The lowest flux bin listed
is particularly sensitive to uncertainties in the prior and such systematics are
not included in the given 68 per cent confidence intervals.
Flux density dN/dS Flux density N(>S)
(mJy) (mJy−1deg−2) (mJy) (deg−2)
1.40 1706.+666.−1534. 1.0 2610.
+987.
−1346.
2.42 535.+235.−292. 2.0 904.
+232.
−319.
3.43 204.+88.−82. 3.0 369.
+85.
−103.
4.43 84.+37.−33. 4.0 165.
+37.
−48.
5.44 38.+18.−18. 5.0 81.
+22.
−27.
6.44 19.+10.−12. 6.0 43.
+15.
−19.
7.44 11.+6.−9. 7.0 24.
+11.
−15.
8.44 6.5+4.2−6.0 8.0 13.
+6.
−10.
9.44 3.9+3.8−3.6 9.0 6.7
+3.7
−6.7
ential number counts to equation (2) using Levenberg–Marquardt
minimization, incorporating the data covariance matrix to account
for correlations between flux bins. Various fits to the data are pre-
sented in Table 2 and are shown in Fig. 3. Given the size and depth
of this survey, we constrain the parametric fits to flux bins between
2 and 10 mJy to avoid bins that are poorly sampled and prone to
systematic errors. This range of flux values is relatively insensi-
tive to the power-law parameter α (equation 2); therefore, we fit
the data while holding α constant at values of −2 and −1, which
represent the SCUBA/SHADES result and a pure exponential,
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Table 2. Fit results to the differential number counts and respective covari-
ance matrix of the AzTEC/COSMOS (1100 μm) and SCUBA/SHADES
(850 μm; Coppin et al. 2006) surveys. All fits are to the modified Schechter
function given in equation (2) while holding various parameters constant
(those with no uncertainty given). To avoid strong systematics at low flux,
all fits are limited to data with S1100 μm ≥ 2 mJy and S850 μm ≥ 4 mJy
for the AzTEC and SCUBA surveys, respectively. The last row repre-
sents our assumed 1.1-mm blank-field model for the initial prior (scaled
SCUBA/SHADES). χ2 values are unrealistically low, likely due to a com-
bination of (a) our uncertainties being assumed as Gaussian in the fit; and
(b) additional correlation not accounted for in the linear Pearson covariance
matrix constructed through the bootstrap sampling method (Section 2.2).
These effects are also seen in the SCUBA/SHADES implementation of this
algorithm (Coppin et al. 2006).
Data set S′ N∗ α χ2
(mJy) (deg−2)
Az/COS 1.83 ± 0.41 4420 ± 2720 −2 0.21
Az/COS 1.72 ± 0.12 5200 −2 0.28
Az/COS 1.36 9610 ± 1970 −2 1.89
SHADES 3.36 ± 0.49 5200 ± 1790 −2 0.23
Az/COS 1.31 ± 0.23 3570 ± 1790 −1 0.59
SHADES 2.39 ± 0.27 4370 ± 1170 −1 0.21
MODEL1.1 mm 1.34 5280 −2 –
respectively. We also present similar fits to the SCUBA/SHADES
number counts (Coppin et al. 2006) for comparison. The
parametrized AzTEC/COSMOS results provide the maximum con-
straint on differential source counts at fluxes ∼4–5 mJy (depending
on the parametrization). For example, a two-parameter (S′, N∗; α
fixed to −2) fit to equation (2) constrains the AzTEC/COSMOS
differential counts at 4.5 mJy to 84 ± 17 deg−2 mJy−1.
Uncertainty in the flux calibration of the AzTEC/COSMOS sur-
vey is not included in these calculations, and we believe it to be
subdominant to the formal errors of the source flux, number counts
and fitted parameters. Calibration error estimates for individual ob-
servations during this observing season are 6–13 per cent (Wilson
et al. 2008a). Any normally distributed random component of this
error will be reduced in the final co-added map since this survey
is composed of multiple observations spanning many nights/weeks
and calibration measurements. Systematic error in the calibration is
believed to be dominated by the 5 per cent uncertainty in the flux
density of our primary calibrator, Uranus (Griffin & Orton 1993).
2.4 Blank-field model
It is immediately apparent that the AzTEC/COSMOS field is rich
in bright sources when compared to other 1.1-mm surveys (see
Section 2.5). In order to quantify the significance of this poten-
tial overdensity, we must first adopt an accurate characterization
of the true background (blank-field) population. The tightest pub-
lished constraint on the SMG population is provided by the 850 μm
SCUBA/SHADES survey (Coppin et al. 2006), which we convert
to 1100 μm assuming an 850/1100 μm power-law spectral index
of 3.5. This scaling is roughly consistent with the integrated num-
ber counts of the 1.1-mm Bolocam Lockman Hole survey (Laurent
et al. 2005), which partially overlaps with the SCUBA/SHADES
survey. Assuming the SCUBA and AzTEC observations are in the
Rayleigh–Jeans regime of optically thin thermal dust emission from
the SMGs, our scaling is consistent with the sub-mm spectral in-
dexes of bright IR galaxies in the local universe (Dunne et al. 2000;
Dunne & Eales 2001).
Using a scaled version of the number counts measured at a dif-
ferent observation wavelength carries the inherent risk that the
two bands are sensitive to significantly different (although over-
lapping) source populations, as evidenced by the possible existence
of submillimetre drop-outs (SDOs; Greve et al. 2008). The SCUBA
850 μm surveys would be relatively insensitive to these proposed
SDOs due to a combination of high redshift (z  3) and/or unusual
spectral energy distributions (e.g. Tdust ∼ 10 K). Therefore, it is im-
portant to verify the blank-field model with a direct measurement
of 1.1-mm population.
The most robust characterization of the AzTEC/COSMOS over-
density comes through comparison to similar analyses of other
AzTEC 1.1-mm surveys, which eliminates systematics between dif-
ferent instruments and minimizes those related to calibration. The
best AzTEC 1.1-mm blank-field constraints are being provided by
the AzTEC 0.5 deg2 survey of the SHADES fields. Initial results of
the AzTEC/SHADES survey (using nearly identical algorithms as
those applied to AzTEC/COSMOS) are consistent with our scaling
of the SCUBA/SHADES counts. Our number counts model falls
in the higher regions of the AzTEC/SHADES uncertainty interval
(modelled differential counts are roughly +0.5σ to +2.0σ above
the average AzTEC/SHADES counts in the flux range explored
here) and is within the field-to-field variations measured in those
large surveys; therefore, we believe our model represents a conser-
vatively high estimate of the blank-field counts that is appropriate
for robust qualification of the potential overdensity.
We note that the AzTEC survey of the GOODS-N field (Perera
et al. 2008) finds a SMG number density that is somewhat higher
than our blank-field model; however, our model is within the ∼1σ
uncertainty of that survey’s integrated number counts (Fig. 3; note
that the data points are correlated). The AzTEC/GOODS-N results
imply an S′ parameter (S′ = 1.25 ± 0.39 mJy) that is consistent
with our general scaling of the SCUBA/SHADES counts, but sug-
gest systematically higher number counts (i.e. larger N∗ parame-
ter). The small size of the GOODS-N survey (0.068 deg2) makes
it highly susceptible to cosmic variance and clustering, thus reduc-
ing its viability as a measurement of the average sky. It also does
not significantly constrain the bright (S > 5 mJy) 1.1-mm source
counts where the AzTEC/COSMOS overdensity is most apparent
(Section 2.5). The SCUBA survey of GOODS-N (Borys et al. 2003)
already suggests that the field may be overly rich in submillime-
tre sources, with number counts systematically higher than seen
in the SCUBA/SHADES blank field (Coppin et al. 2006), although
the analyses of these two SCUBA surveys differ significantly and
the difference in number counts could be partially systematic.
2.5 SMG overdensity
The source catalogue presented in Paper I suggests that the
AzTEC/COSMOS field has a significantly larger number of bright
1.1-mm sources than might otherwise be expected for a survey of
this size and depth. The density of sources in the AzTEC/COSMOS
field with raw measured fluxes ≥6 mJy is three times higher
(14 sources in 0.15 deg2 field) than in the 1.1-mm Bolocam
Lockman Hole survey of similar depth (three sources in 0.09 deg2;
Laurent et al. 2005). The seven brightest AzTEC sources in the
COSMOS field have been imaged using the SMA at 890 μm, and
they are shown to be single, unresolved sources at 2-arcsec resolu-
tion (Younger et al. 2007).
We compare the AzTEC/COSMOS number counts to the blank-
field model discussed in Section 2.4. Fig. 3 shows that the
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Figure 4. Distribution of the number of robust sources detected (solid his-
togram) in 10 000 simulations (using 300 unique noise realizations) of the
AzTEC/COSMOS observations when randomly populating the astronomi-
cal sky with the scaled SCUBA/SHADES number counts. Using the same
source criteria, there are 23 robust sources detected in the AzTEC/COSMOS
map (dashed vertical), which is greater than 99.7 per cent of the simulations.
A Gaussian fit to the simulation results (thin solid curve) shows 23 sources to
be a 3.3σ outlier. The difference between the simulation mean (solid vertical)
and the semi-analytic expectation value (dotted vertical) reflects the number
of false detections (i.e. ∼1 per map) for the scaled SCUBA/SHADES prior
and chosen source threshold.
AzTEC/COSMOS-integrated source count estimates are clearly in
excess of the scaled SCUBA/SHADES counts.
To estimate the probability of this excess happening by chance,
we compare the number of robust sources detected in the
AzTEC/COSMOS survey to the number recovered in simulated
maps. In Fig. 4, we show the distribution of the number of recov-
ered sources in 10 000 simulations, each populated with a random
realization of the scaled SCUBA/SHADES counts. On an aver-
age, 12.1 sources are recovered from each of the simulated maps,
which is in agreement with the semi-analytical expectation value
of 11.2 (calculated from the scaled SCUBA/SHADES results and
simulated completeness of this survey) and the expected number
of false detections (〈Nfalse〉 ≈ 1.2). Application of the same source
criteria (5 per cent null threshold, scaled SCUBA/SHADES prior)
to the real map results in 23 robust sources (32 if using the iterative
prior), which is greater than in 99.7 per cent of the simulations.
The AzTEC/COSMOS source overdensity is even more significant
in the number of very bright sources, with 11 detected at S/N ≥
5 (i.e. Sm  6.2 mJy). Ten thousand simulations of the blank-field
model could produce no more than six such detections in a single
map, thus inferring a 4σ significance in the number of bright
sources.
Assuming the scaling of the SCUBA/SHADES counts accu-
rately represents the blank-field SMG population at 1.1 mm, the
parametric fits shown in Table 2 favour the overdensity being de-
scribed as a shift in the flux parameter S′ over an increase in the
normalization parameter N∗. This is consistent with an apparent
overdensity caused by uniform amplification of the source fluxes.
However, this solution is degenerate with an alternative scaling of
the SCUBA/SHADES results – scaling with a flatter spectral index
of ∼2.6 also produces a good fit to the AzTEC/COSMOS number
counts (dash–dotted curve of Fig. 3). Therefore, an accurate rep-
resentation of the blank-field population (Section 2.4) is critical to
properly quantifying the overdensity.
If taken alone, the overdensity of SMGs in the AzTEC/COSMOS
field would likely be explained away as simple cosmic variance in
the SMG population as traced in a 0.15 deg2 field. However, in
the following sections, we demonstrate that the overdensity is due,
in part, to foreground structure in the COSMOS field. Only with
the rich multiwavelength coverage of the COSMOS field and the
relatively large size of the AzTEC map is this analysis possible.
3 C ORRELATI ON BETWEEN A ZTEC
S O U R C E S A N D L A R G E - S C A L E ST RU C T U R E
I N THE C OSMOS FI ELD
Having shown that the AzTEC/COSMOS field exhibits a signifi-
cant excess of bright SMGs with respect to our adopted blank-field
model, we explore the possibility that this overdensity is due, in
part, to a correlation of AzTEC sources with the prominent large-
scale structures at z  1.1 identified in this portion of the COSMOS
field (Scoville et al. 2007b). All correlation tests in this section are
limited to the inner 0.15 deg2 region of the AzTEC map where the
uniformity in coverage simplifies the analysis.
The smoothed galaxy density map produced by the COSMOS
consortium (Scoville et al. 2007b; see Fig. 5) shows a collection of
dense regions in the AzTEC covered area. We first look for coinci-
dence with AzTEC sources by cross-correlating the surface density
of optical-IR galaxies in this map with the AzTEC source positions
using a bi-dimensional Kolmogorov–Smirnov (KS) test of similar-
ity (Peacock 1983; Fasano & Franceschini 1987). Restricting this
analysis to the 30 robust AzTEC sources detected at a S/N ≥ 4,
which have an estimated false detection rate of less than 7 per cent
(Scott et al. 2008), we find that the test cannot reject the null hy-
pothesis that the distribution of AzTEC-source positions follows the
Figure 5. The mean-subtracted and smoothed surface density map of galax-
ies derived from the optical-IR catalogue of COSMOS galaxies (Scoville
et al. 2007b) in the 0.15 deg2 area surveyed by AzTEC, where darker colours
indicate more densely populated areas of the sky. The cross and plus sym-
bols represent AzTEC sources detected at signal-to-noise ratios S/N ≥ 4
and 4 > S/N ≥ 3.5 (Scott et al. 2008), respectively.
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surface density distribution of optical-IR galaxies. The test con-
cludes that the difference between the SMG and optical-IR pop-
ulations is smaller than 93.7 per cent of the differences expected
at random due to sample variance, often referred to as rejecting
the null hypothesis at the 6.3 per cent level, thus suggesting the
distributions could indeed be similar.
The significance of the SMG positional correlation with the large-
scale structure is further quantified by comparing the KS D-statistic
of the SMG catalogue to that of a homogeneous random distri-
bution of the same number of sources, under the null hypothesis
that they follow the surface density of optical-IR galaxies. This
test determines that the AzTEC/COSMOS source distribution fol-
lows the optical-IR distribution more strongly than 98.9 per cent
(∼2.5σ ) of the random-position catalogues. The result is somewhat
less significant, 91.1 per cent, if we expand the comparison to the
full S/N ≥ 3.5 AzTEC/COSMOS catalogue, which is likely due
to the increased number of false detections (from ∼1 to ∼11) at
this lower S/N threshold. These false detections (noise peaks) are
inherently random and homogeneous in their distribution and dilute
the correlation signal.
It is possible that only a fraction of the AzTEC source positions
are correlated with the prominent large-scale structures detected in
the COSMOS galaxy density map while a subset of randomly dis-
tributed source positions dilutes the sensitivity of the quadrant-based
bi-dimensional KS statistic discussed above. Therefore, we further
test the hypothesized correlation by comparing the surface density
of optical-IR galaxies within a small area surrounding AzTEC posi-
tions to that surrounding random positions in the map. Fig. 6 shows
the distribution of the galaxy densities at z  1.1 projected within
30 arcsec (1.7 pixels in the smooth galaxy density map) of the
AzTEC source positions, compared to the galaxy densities found
around random positions within the AzTEC survey region. The two
distributions are clearly different, with a one-dimensional KS test
rejecting the null hypothesis of identity at >99.99 and 97.2 per cent
levels for the S/N ≥ 4 and ≥3.5 catalogues, respectively. The mean
number of nearby optical-IR galaxies at S/N ≥ 4 (S/N ≥ 3.5) AzTEC
source positions is larger than that at random positions in the map
Figure 6. Histogram of the galaxy density at z 1.1 found within 30 arcsec
of (a) AzTEC/COSMOS source candidates detected at S/N ≥ 3.5 (dashed
line) and (b) random positions in the AzTEC mapped area of COSMOS
(solid line). The two populations are different at the 97.2 per cent confidence
level, using a one-dimensional KS test. The galaxy densities are normalized
to the mean galaxy density in the full AzTEC-covered area.
Figure 7. Bar representation of the Mann–Whitney probability that the
mean galaxy density around AzTEC sources at a given redshift slice is
significantly larger than the mean galaxy density around random positions.
Horizontal dotted lines represent the 1σ , 2σ and 3σ significance levels,
respectively. The blue-dotted curve shows the relative number of optical/IR
galaxies contained within each redshift slice within the AzTEC covered area
[Ngal(z)/Ntotal ∗ 10 + 0.60].
at a significance of 99.99 per cent (99.5 per cent) according to the
non-parametric Mann–Whitney (MW) U-test.
We can search in redshift space for the structures that contribute
the most to the coincidence between AzTEC sources and the galaxy
density in their ‘line of sight’ using the photometric redshifts of the
optical-IR population (Ilbert et al. 2009), which have a mean accu-
racy of |z|/(1 + z) ≈ 0.01–0.02. Fig. 7 shows a bar representation
of the MW probabilities that the mean-integrated galaxy density
around AzTEC sources is significantly larger than that around ran-
dom positions in the map for various redshift slices. There is posi-
tive signal (2σ ) arising at different redshift slices, most notably at
z ∼ 0.65. At redshifts z > 1.1, the number of galaxies detected at
optical-IR wavelengths decreases significantly, and the level of cor-
relation found with AzTEC sources is well below the 2σ threshold.
The most prominent contribution to the AzTEC-optical/IR cor-
relation lies at 0.6  z  0.67, with the redshift slices within this
range having MW probabilities of difference up to 99.98 per cent.
The smoothed galaxy density map for this redshift range is shown
in Fig. 8. Two prominent large-scale structures have been identified
(Structures 1 and 24 in Scoville et al. 2007b) within this redshift
slice. Structure 1 at z = 0.73 ± 0.27 has 1767 optical-IR galaxy
members and approximately spans [full width at half-maximum
(FWHM)] RA = 0.◦22 and Dec. = 0.◦17. Structure 24, a less
massive but very compact system that is X-ray detected, has 85
galaxy members and is at z ∼ 0.61. Structure 24, however, does
not appear to contribute to the correlation, as no AzTEC sources
fall within its primary extension. Structure 1 contains a rich core
and represents a massive cluster (∼1015 M) at z ≈ 0.73, which
is clearly seen in the COSMOS weak-lensing convergence map
(Massey et al. 2007) and in X-ray emission (Guzzo et al. 2007).
This cluster lies outside the redshift span of strong correlation, but
the filamentary structure that leads to it is part of the redshift slice
under analysis (see Fig. 8).
We next assess whether the substructures within Structure 1 are
the main contributors to the observed correlation. Fig. 9 shows
the distribution of galaxy densities around AzTEC sources and
around random positions in the collapsed 0.6  z  0.67 map.
The means differ at the 99.8 per cent confidence level according to
the MW U-test. If we exclude a circular region around the cluster
centre with radius θ = 1.5 arcmin (∼ 0.6 Mpc), which contains both
the cluster-core and the cluster-outskirt regions seen by the X-ray
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Figure 8. Smoothed surface density map of galaxies at 0.60  z  0.67
detected at optical-IR wavelengths by the COSMOS survey (Scoville et al.
2007b). The large-scale structure at z = 0.73 ± 0.26 detected by Scoville
et al. (2007b) is marked as Structure 1 and the large circle (6 arcmin diame-
ter). This large-scale structure has a peak overdensity at z ∼ 0.73, outside of
the redshift range of this figure, and is identified as a massive cluster (Guzzo
et al. 2007). The yellow circle (1.5 arcmin diameter) marks the spatial extent
of this cluster as traced by the X-ray contours. Another rich cluster, at z ∼
0.61, is marked as Structure 24. Symbols are the same as in Fig. 5.
Figure 9. Histogram of the fraction of optical-IR selected galaxies at
0.60  z  0.67 found within 30 arcsec of AzTEC source candidates (red
dashed line), and around random positions within the AzTEC-mapped area
of COSMOS (black solid line). The blue dotted line histogram represents
the number of optical-IR galaxies around AzTEC sources, excluding the sin-
gle AzTEC source that falls within the X-ray traced cluster-outskirt region
(θ  1.5 arcmin from the cluster centre; Guzzo et al. 2007), while the green
dash–dotted histogram excludes the full 6 arcmin radial structure identified
as Structure 1. The mean values of these histograms are represented at the
top of the figure as vertical bars. The galaxy densities are normalized to the
mean galaxy density in the full AzTEC-covered area such that the mean
density of random positions is 1.
Figure 10. Smoothed surface density map of galaxies at 0.24  z  0.26
detected at optical-IR wavelengths by the COSMOS survey, which includes
Structure 22 of Scoville et al. (2007b). Symbols are the same as in Fig. 5.
temperature profile (Guzzo et al. 2007), the significance of the dif-
ference is 99.94 per cent. Excluding a larger circular region of radius
θ = 6 arcmin (∼2.4 Mpc), which represents the FWHM of the full
Structure 1, the MW significance decreases to only 98.6 per cent.
This demonstrates that although AzTEC sources do correlate with
the galaxy densities associated with the extended Structure 1, the
less prominent large-scale structure across the rest of the map is
also well-correlated with the AzTEC positions.
Fig. 10 shows the optical/IR galaxy density map for the redshift
slice 0.24  z  0.26, which is also a large contributor to the
overall correlation between the large-scale-structure of the field and
AzTEC sources (Fig. 7). Structure 22 from Scoville et al. (2007b),
with ∼67 possible galaxy members at z ≈ 0.26 ± 0.11, is the main
cluster in this redshift slice and is also detected in X-ray. However,
as with the portion of Structure 1 in the 0.60  z  0.67 slice,
this system does not dominate the overall correlation with AzTEC
sources: the mean galaxy density around AzTEC sources differs
from random locations at the 99.1 per cent level after exclusion of
the RA ≈ 0.◦06 and Dec. ≈ 0.◦14 area of influence of the cluster.
Similarly, we find that the prominent contributions of other redshift
slices (e.g. z ∼ 0.33 and ∼0.8) to the overall spatial correlation are
not due to single compact structures.
It appears that the observed correlations are not dominated by the
clusters in the field, thus it is not surprising that the AzTEC positions
are, in general, less correlated with the weak-lensing mass map of
COSMOS (Massey et al. 2007), which is particularly sensitive to
the most massive structures like the z ≈ 0.73 cluster (see Fig. 11).
The null hypothesis that the distribution of masses found within
30 arcsec of AzTEC positions is the same as that found around
random positions in the weak-lensing map is ‘rejected’ at only
the 60 per cent level (KS test), and their means differ at the
91.5 per cent level (MW U-test).
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Figure 11. Weak-lensing convergence mass map (Massey et al. 2007) of
the AzTEC and MAMBO surveyed regions of COSMOS. Crosses mark the
millimetre source positions from the two catalogues and follow the notation
of Fig. 5.
4 D ISCUSSION
The distribution of AzTEC sources is correlated with the large-
scale distribution of optical/IR galaxies at z  1.1 and the primary
(but not unique) contributors to this signal are located at redshifts
0.60  z  0.65 and 0.24  z  0.26 (Section 3). The corre-
lations in these redshift regimes are robust, with mean optical/IR
densities at AzTEC source locations differing from random distri-
butions at the 99.1–99.98 per cent level (MW U-test). For the seven
AzTEC sources that have been followed up with SMA interferom-
etry (Younger et al. 2007) and the additional 14 that have radio
detections (Scott et al. 2008), secure optical/IR counterparts have
been identified. The optical-IR and far-infrared (FIR)-mm-radio
photometric redshifts of these sources place the majority of these
objects at z  3; therefore, AzTEC-detected sources are most likely
background systems to the z  1.1 galaxy densities shown in Fig. 5.
This is not surprising, given that the population of SCUBA SMGs
with radio counterparts have a median redshift of 2.2 (Aretxaga
et al. 2003, 2007; Chapman et al. 2003, 2005; Pope et al. 2005).
The amplification caused by massive clusters at intermediate red-
shifts (z ∼ 0.2–0.4) has been used to detect and study the SMG
population since the first SMG surveys (e.g. Smail et al. 1997).
Lensing is expected to occur also in and around the z ≈ 0.73 cluster
detected in the COSMOS field, but only four of the 50 S/N ≥3.5
AzTEC source candidates are projected within 2 arcmin of the dense
cluster core. Removing these sources/regions from the analysis of
Section 3 has little effect on the correlation strength. Thus, the cor-
relations seem to be tied to the general z  1.1 large-scale structure
in the field. The same result holds if we exclude the other promi-
nent structures in this field, Structures 24 at z ≈ 0.61 and 22 at
z ≈ 0.26. Furthermore, the bulk of AzTEC sources do not signif-
icantly correlate with the weak-lensing map, which is particularly
sensitive to the mass contained in rich clusters.
Lensing of the sub-mm galaxy population by foreground low-
redshift structures has been claimed in the correlation analysis of
39 SMGs detected in three disjoint fields with the density of R <
23 mag galaxies (Almaini et al. 2005), which statistically lie at
〈z〉 ∼ 0.5. It was argued that the bright S850 μm > 10 mJy sources
are found to cluster preferentially around the highest-density areas,
and Almaini et al. (2005) estimate that 20–25 per cent of the SMG
population is subject to lensing by foreground structures. We note
that a similar study performed in the GOODS-N region (Blake et al.
2006) found no detectable correlation between 35 SCUBA-selected
SMGs and the optically selected galaxy populations at z ≤ 0.8.
This difference in correlation strength may be related to cosmic
variance of foreground structure on the scale of these maps. There
also exist potential cases of lensing by individual galaxies, with
some SCUBA sources being incorrectly identified as low-redshift
galaxies due to intervening foreground galaxies that lie directly
along the line of sight (Chapman et al. 2002b; Dunlop et al. 2004).
Since it includes a high-density region within the COSMOS field,
the AzTEC survey is sensitive to all of these types of amplification,
and we have demonstrated that there is a positive correlation with
the large-scale structure. Inspection of the optical/IR counterparts of
the 21 AzTEC galaxies with radio and/or sub-mm interferometric
positional accuracy, including the seven sources known to have
submillimetre emission on scales θ < 1.2 arcsec (Younger et al.
2007, 2008), show no obvious signs of strong galaxy–galaxy lensing
and hence any amplification of this subsample must be attributed to
weak lensing.
If our blank-field number counts model (Section 2.4) accu-
rately represents the intrinsic (non-amplified) SMG population in
the AzTEC/COSMOS field, then the observed number density of
sources is also consistent with weak lensing of the background SMG
population. Parametric fits to the flux-corrected number counts
(Section 2.3; see also Table 2 and Fig. 3) show that the rela-
tive overdensity of sources can be fully explained as a system-
atic increase in the parameter S′, which is consistent with an aver-
age flux amplification (e.g. lensing) of the source population by
∼30 per cent. Conversely, the number counts data are only
marginally consistent with a simple increase in the normalization
parameter N∗, thus disfavouring a uniform physical overdensity
(e.g. cosmic variance) of sources in this field as the sole cause
of the observed overdensity. Additionally, any overdensity due to
variance and/or clustering cannot explain the correlation of AzTEC
sources to the z  1.1 structure, as the AzTEC sources are likely
background sources and not physically associated with the z  1.1
structure.
An alternative cause of the number counts overdensity can be
imagined as an additive flux source (e.g. dense screen of faint fore-
ground sources) confused with the blank-field sources. However,
the AzTEC/COSMOS map has been filtered for point-source de-
tection and has a mean of zero (Scott et al. 2008), which leaves the
map insensitive to high-density or uniform millimetre flux sources
that span large spatial scales. Furthermore, the positions of AzTEC
sources are not strongly correlated with the most dense and compact
foreground regions (i.e. clusters) that could otherwise be potential
sources of additional mm-wave flux in our map (e.g. the Sunyaev–
Zel’dovich effect).
The significance of the spatial correlation between AzTEC
sources and the intervening large-scale structure contrasts with the
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lack of a similar detectable signal among the sources discovered by
COSBO (Bertoldi et al. 2007), the 1.2-mm Max-Planck Millimeter
Bolometer Array (MAMBO) survey to the south and adjacent to the
AzTEC surveyed area (see Fig. 11). If we repeat the analysis per-
formed in Section 3 with the MAMBO catalogue, we do not find a
significant correlation with the COSMOS optical/IR galaxy surface
density; the probability that the galaxy densities around MAMBO
sources are different from that around random positions in the map
is only 87 per cent (KS test). This lack of a significant correlation
signal may be due in part to the smaller catalogue of significant
sources in the COSBO field and the overall lack of significant fore-
ground structure in much of the COSBO covered area.
The association between COSBO sources and the weak-lensing-
derived mass-map, however, is stronger with a 99.4 per cent proba-
bility (KS test) that the distribution of mass around MAMBO source
locations is different from that of random positions in the COSBO
survey region. This signal is dominated by a group of nearly seven
to eight of the most significant MAMBO sources close to two com-
pact mass spikes, which are identified with X-ray bright overden-
sities consisting of a total of ∼127 galaxies at z ≈ 0.24 (Structure
17 in Scoville et al. 2007b) and are likely clusters. The possible
spatial correlation of COSBO sources with foreground structures,
therefore, might be of a somewhat different nature than that of
AzTEC sources. The COSBO region may be witnessing amplifica-
tion caused by the two clusters revealed by the weak-lensing map,
while the AzTEC sources are more likely amplified by galaxies
contained within the more tenuous filamentary large-scale struc-
ture, which is so tenuous in the COSBO field that it provides no
significant signal in the sample of MAMBO sources.
5 C O N C L U S I O N S
The central 0.15 deg2 of the AzTEC/COSMOS survey shows a sig-
nificant overdensity of bright 1.1 mm detected SMGs when com-
pared to the background population inferred by other surveys. We
find that this overdensity cannot be explained as sample variance
of the blank-field SMG population. The SMG positions are sig-
nificantly correlated with the z  1.1 optical/IR galaxy density
on the sky, which is believed to be in the foreground of nearly
all AzTEC/COSMOS SMGs. Both the spatial correlation and the
AzTEC/COSMOS SMG number counts are consistent with gravita-
tional amplification of the blank-field SMG population. The lack of
strong correlation to the weak-lensing maps of Massey et al. (2007)
indicates that this amplification is primarily due to weak lensing by
the large-scale structure as opposed to lensing by the compact and
massive clusters in the field. SMGs detected in a different part of
the COSMOS field by the 1.2-mm COSBO survey are also spatially
correlated to the z  1.1 structure; however, this correlation is dom-
inated by two compact structures (likely clusters) in the field. The
lack of significant large-scale structure (i.e. lensing opportunities)
in the rest of the COSBO survey region results in COSBO num-
ber counts that are consistent with the blank field (Bertoldi et al.
2007) – a strong contrast to the significant SMG overdensity and
rich foreground structure found in the nearby AzTEC/COSMOS
field.
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