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ABS.TRACT_ 
. A study is conducted in-to methods· of better forecasting 
non-stationary time series. Previously proposed methods are 
reviewed and their strong ·.and weak areas of operation noted. 
An adaptation of an estimator derived for a certain type 
of non-st~tionary process is made to form a new forecasting 
scheme, the Adaptive Step Method. Intended to be effective in 
adapting to step changes in the mean level, the method is tested 
and evaluated in comparison with three other methods. lt is 
concluded that the Adaptive Step Method is bette.r than the other 
:methods in all areas except the prediction of series with short 
length ·step changes in the mean. 
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• CHAPTER I ·~·: 
. ·~ 
INTRODUCTION 
Until quite recently the maj·ori ty o..f effort in the treatment 
of stochastic data has been consumed in the area of stationary data. 
This is logical, for many processes do tend tp be stationary or 
nearly stationary over a short period of time; however, a more 
practical reason for the dearth of study in the prediction of 
~ 
those processes that are non-stationary is the difficulty of handling 
and operating with such data. 
A study into various prediction methods for nan-stationary 
processes has been performed with the underlying thought of deyelop-
ing a forecasting method which would adapt to certain types of non-
stationary processes. 
! 
The specific objectives of the thesis study are enumerated in 
Chapter II, while various existing methods of prediction are invest-
igated in Chapter III. Bas.ed on concepts suggested by other methods, 
the development of a method of forecasting, the Adapt.ive Step ·Method, 
is presented in Chapter IV. 
Chapter V expla·ins the experiment under which the Adaptive 
Step Method was compared with three other methods of forecasting, 
while results of the experimental work is discussed in Chapter VI. 
Chapter VII gives conclusions of the work along with recom-
.. 
mendations in the area • 
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CHAPTER II· -~ 
·1 . 
_;, 
OBJECTIVES 
The primary objec.tive of the thesis study was to gain a 
better understanding of possible methods of prediction of time 
series generated by non-stationary processes. The primary ob-
jective was manifested in the pursuit of three interrelated 
secondary o·bjectives. 
"· ~ ........ _ . 
1. Some attempts have been made to employ various adaptive 
exponential smoothing techniques in automated industrial fore-
casting systems. An objective was to investigate these attempts. 
2. Newer methods of predicting non-stationary time series 
have been developed based upon the concept of matching the specific 
technique to a certain class of non-stationary process. An ob-
.-
jective of the thesis was to study these methods with a view 
'f--'.t • toward developing a method o·f forecas-1:ing based upon the concepts 
involved. 
3. The above methods were to be compared and evaluated in a 
series of experiments. Th·e evaluation was to have been based on 
two criteria, the first of which is the absolute f·oreca·st error 
resulting from each technique. The second is broader and may be 
loosely defined as the suitability of th~ method for inclusion in 
an automatic machine forecasting_ scheme. 
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CHAPTER III 
( 
·HISTORICAL BACKGROUND 
Optimum Linear Prediction and Filtering 
Prediction of time series in the economic sense has generally 
involved taking observations of the past events of the time series 
and using the result of some operation on the data as t~.prediction 
of the next event. On a very simple .. basis such an observation-
..... ~· 
operation- relationship has actually consisted of predicting for 
the next event that which has occurred at the present time point. 
Although some effort has always been made through the ages to 
foretell events, modern efforts in the area of scientific prediction 
of time series stem from two basic works of the past·half century ---
those of Wiener (28) and Kolmogorov. 
Wiener's problem was one of recov.ering a signal from an additive 
signal and ,noise mixture with a resulting minimum least square·error. 
Related to this effort was the prediction of future activity of such 
a signal, given that in the future, behavior is in some way related 
to that of the past. This area of endeavor has since been termed 
optimum linear prediction and filtering; it is basically concerned 
-·~t-
,• \ 
wit·h the specification of a filter to recover a signal corrupted by 
noise, given some knowledge of the characteristics of the noise and . 
. noise-signal mixture. 
' Wiener's original work was rather restrictive in that only 
ergodic processes were considered; in addition, knowledge of the 
•• 
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,, past events of the process was required for all time. Extensions 
(10, 11, 18, 19) of the work have considered many other cases so 
that integral equations now exist requiring few restrictions; non-
stationary series can be considered and only·recent events need 
be known. Solutions to the integral equations specify the con-
figuration of a filter necessary for the accurate reproduction 
~ 
of· the original signal. 
Since the effect of a past sequence of mathematical operations 
on a set of numerical data is the numerical counterpart of the 
operation of an electrical filter on an electrical waveform, many 
of the extensions of Wiener's work should easily have application 
in the analysis and prediction of time series of all types. Un-
fortunately, the integral equations which have resulted have not 
been transformed into approaches which could serve as a basis for 
automated forecasting methods for use with economic time series. 
Spectral Analysis 
A method used in econometric time series analysis and fore-
casting involves the technique known as spectral analysis. This 
technique is used to resolve a time series into a sum of periodic 
components, which then can be used as the basis of a model, which 
in turn is then used as a forecasting tool • 
The treatment of non-stationary t.ime series through the use 
of techniques of.spectra~ analysis has not been particularly 
. ·~·,. 
~ fruitful. Spectral analysis techniques have most often been used 
in the creation of economic models; implicit is the assumption that 
·--' ··-·-·--· ·-~ ··--·~,.-~,.,, ... , .. , .... , '•, . .'-," ..... ,- ..... , ....... " 
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the processes. involved are periodic. The various components are 
uncovered and a model is formulated. For the utilization of 
V •. :,·' 
spectral analysis techniques two basic types of .non-stationarity 
have been assumed. The first and simpler of the two is non-station-
a-ity in the form of a"trending of the mean. Treatment consists of 
discovery and removal of the trending term, thereby rendering the 
remainder of the series stationary for purposes of spectral analysis. 
•.,·')µ 
The second type is that of non-stationarity of the spectrum, in that 
the spectrum varies with time. The basic techniques for this case 
employ the assumption that the degree of non-stationarity is small. 
It has been stated that although some work has been done in 
attempting to generalize spectral methods to certain non-stationary 
cases, the area is virtually untouched. It is felt that certain 
interpretations of the spectral approach might be applied to certain 
classes of non-stationary processes. However, the classes and their 
... 
boundaries remain to be completely identified. (14) 
In practice the mathematical filter approach and the technique 
of spectral analysis are many times complementary methods for study 
•,. 
. :;r,.-
of the same types of time series. 
Exponeµtial Smoothing 
A method used extensively in industrial forecasting situations 
• 
in a special type of weighted moving average termed "exponential 
smoothing." Popularized, by Brown (6) the smoothed average is based 
on a weighted sum of all past observations with the heaviest weight· 
being placed on the ·most recent observations. 
•· 
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J Two basic reasons for the popularity of exponential smoothing 
are: (1) the only pieces of information needed for each successive 
calculation are the latest observation and the past smoothing average, 
resulting in small storage requirements, and· (2) the process is 
relatively automatic, requiring little hwnan intervention for 
stationary or nearly stationary time·series. 
After exponential smoothing was introduced, it was demonstrated 
by Muth (20) that it could be related to smoqthing and filtering 
theory in the Wierier_sense. In addition exponential smoothing was 
shown to be optimal in the sense that for certain classes of 
processes, the optimal weighting function 'is exp.onential in basis. 
While there are several basic models of processes used with 
exponential smoothing, they all can be represented in the form 
x(t) = a + f (t) 
where a represents a stochastic variable and f(t) some time function, 
, either a sum of polynomials or of sinusoids or of both. The 
... simplest model used corresponds to the case of f (t) - o. The 
resulting smoothing operation is first order exponential smoothing. 
·The basic equation involved is 
(1- er ~t~l 
where the ~ 's are the forecasts at time t and the a is known as the 
·smoothing parameter. Another model of interest is that employed 
,, 
with second order smoothing and is· represented as 
,, 
X ( t) 0 
-- a + bt 
The ,,f (t) = bt term acts as a trending of the mean so that· second 
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order smoothing is proported to oetter track a trend. 
Adaptive Methods 
~- ·-----;, 
Several attempts have been made to use the basic exponential '~, 
_., smoothing techniques popularized by Brown in a modified fashion to 
forecast non-stationary time series. Brown postulated higher order 
exponential smoothing models in which a time-varying polynomial or 
periodic function was assumed to be a part of the basic model .• 
Generally, two deficiencies have been noted. The first concerns 
-~ 
the accuracy of the postulated model in the first place; the second 
is that the methods do not respond well when the input is rapidly 
va·rying. 
Insofar as attempts to improve on Brown's methods are concerned, 
postulated methods have not fared too badly when the degree of non-
stationarity is sma+l and the type of non-stationarity is simple, 
such as a trend in the mean (a ramp function) or a small jump in 
the mean (a step function) as long as there are not many jumps in 
any sequence. However, these "adaptive" exponential smoothing 
schemes generally require more computation time than the schemes. 
dealing only with stationary time series. If the time series is 
. 
. 
only slightly non-stationary and if the adaptive methods are only J 
good for slightly non-stationary time series as opposed to very 
non-stationary time series, economic questions can be raised con-
. cerning the cost of the additional required computation time versus 
possible savings resulti.ng from improved forecasting. 
These adaptive models generally involve a basic exponential 
' . 
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smoothina model in which the smoothilll parameter is allowed to vary 
,so that the model can better track the time series •.. 
Three Associated Models 
Salmon (22) .approached the problem of forecasting non-stationary 
time series with the concept that routine forecasting---such as in-
volved in shop ordering for inventory purposes---should be as auto-\ . ,, 
mated as possible. It is acknowledged that in the case o·f many 
types of non-stationarity a change in the generating process of. a 
time series can be recognized by ~an experienced observer of the 
series. An example of this is the swit,ching of a series-generating 
proce$s between two different probability distributions; an observer 
familar with both processes can generally detect the change after a 
few terms of the new series have been observed. 
The intervention of such an "ideal observer" in this way tends 
to defeat the over-all goal of automating routine forecasting. 
Salmon's purpose wast~ sho\\{ that an auto~ated method for fore-
• 
casting non-stationary time series could come close enough to the 
"ideal observer" method so that the costs involved demonstrate the 
lower expense of the automated system in the long rwi. 
Salmon extended the conventional exponential smoothing fore-
casting method, for automation of this case of methods is especially 
attractive in terms of computational time and storage. Devised were 
'" 
three adaptive forecast,ing .. schemes, a~aptive in the sense that the 
models detected a change· in the parameters of the series and varied 
the parameters ·of the forecasting method so as to adapt to the new series. 
' 1', 
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Ratio Model-
.-In this model as in the two others to be discussed the basic 
forecasting technique is second~order exponential smoothing. A 
Change in the mean of the observed series causes the smoothing 
parameter to vary between preset upper and lower limits as a 
function of the ratio of a "fast" and a "slow" estimate of the · 
mean absolute forecast error. The fast estimate is based on data 
with a low average age while the slow estimate is based on data 
with a high average age. As a result the fast estimate is more 
sensitive to random variations in the data and tends to oscillate 
-about the slow estimate. Since the smoothing parameter is a 
· function of the ratio of the error estimates, it oscillates· 
similarly even when the series is stationary. 
In the event of a step in the mean of the observed series, 
the value of the smoothing parameter is increased, weightfng new 
data more heavily than ol~ data and tending to track the new series 
more closely. 
Panic Model-
This model uses a "panic" smoothing parameter. When a radical 
change in the observed series is sensed, the smoothing parameter is 
adjusted to a large value, more heavily weighting newer observations. 
The forecast error is smoothed and analyzed. When the error 
is outside of 3 sigma limits, the panic smoothing parameter is 
employed. In this model the smoothing parameter is not continually 
adjusted as it is ···in t.he Ratio Model. 
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Salvo Model-
The Salvo concept involves th~ use of several forecasting 
systems simultaneously. The final forecast is a welghted linear 
combination of all forecasts. The wei1hts are established by an 
estimate of the current forecast error for each particular system. 
In Salmon's approach a linear combination is not continually in use, 
but is utilized whenever appropriate. This model employs two basic 
forecasting techniques: sec9nd order exponential smoothing with a 
small smoothing constant and the use of tha last observation as a 
forecast. Different combinations of these forecasts are used de,-
pending on the level of autocorrelation in the time series as 
measured by the Von Neuman ratio test for autocorrelation. 
General-
Through the employment of exhaustive tests Salmon demonstrated 
that in general all three of the adaptive models showed effectiveness 
with non-stationary time series. Of the three the Ratio Model was 
shown to be superior. A problem involved is that the adaptive models 
are inferior to conventional models in the forecasting of stationary 
time series. 
Insofar as computati·o.n time is concerned, the Ratio Model and 
the Salvo Model both require far more time than the Panic Mode~. 
All. three models naturally require more time than the simple model. 
Chow's Adaptive .Scheme 
.... 
Another adaptive scheme which employs an exponential smoothing 
model as a basis was presented by Chow (8). Proposed is. a procedure 
\ ~- ... 
. , 
,, 
I . 
,. 
. \ 
,, . 
. i
' 
I i . 
l 
I • 
1 
l 
l 
' 
t . 
;.·,1,··-1··.,,.;,,,.,.,.,...,_,'4i,,...-..,,._. ... .,., . .,,, _____ ,, 
.l 
.. 
' 
12 
' . 
" to make t.he smoothing parameter self-adaptive to dynamic changes 
for short-term forecasting. The typical time series to be fore-
cast by this method possesses a·11 or some of the following com-
ponents: trend, periodic movements, and random noise. The series 
't 
usually possesses the characteristics of persistence, non-stationarity, 
and a moderate to high degree of autocorr~lation. 
The model employs as a basis an exponential smoothing model 
with linear trend correction. Three forecasts are computed, each 
using a different smoothing parameter with the forecast resulting 
from the central smoothing parameter being the forecast actually 
employed. When the period is over, all three forecasts are com-
pared to the actual value of the predicted variable. When a 
smoothing parameter other than the central one produces the best 
forecast, that parameter·· becomes the new cent.ral parameter for the 
next set of forecasts and two new outer parameters are created. 
Chow claims no optimal properties for his proposed method. 
He states that the behaviors of different non-stationary time series 
vary -so widely that no unique optimal scheme is· possible. 
Four basic simulations were performed by Chow. It was shown 
that the method is no worst than the standard method when·the ti~e 
series is random, since prediction is valueless for the completely 
random series. In series which showed a high autocorrelation and a 
gradual trend, the proposed method was better than the standard 
method • 
. ,, ~ Chow's opinion is that his method requires very 11 ttle com-
~ 
' ·y putation over the standard second ·order exppnenti.al smoot~ing method • 
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No numerical comparison was made.· .• 
Hinich-Farley Estimator 
The various methods previously mentioned were·· all based on ex-
ponential smoothing methods. The main apriori justification of 
~ 
exponential smoothing as a forecasting relation is that it leads 
to correction _of persistent errors while avoiding response to 
random disturbances. 
Muth's inquiry into the statistical properties of time series 
for which exponential smoothing works well demonstrated that simple 
exponential smoothing is optimum .for a time series which is composed 
of two parts ---one a ·permanent component, the other a random com-
ponent dealing only with one period. It is optimal in the sense 
that the exponentially weighted moving average equals the expected 
value. 
Since the method pf exponential·smoot~ing is optimal in the 
least square sense for prediction of stationary.time series, might 
there not be methods of· prediction which are optimal for certain 
classes of non-stationary time series? In other words techniques 
might be developed which apply only to limited classes of non-
stationary processes. 
The development of the Hinich-Farley estimators is an attempt 
at definil)g· the non-stationary proce.ss underlying the time series 
and then deriving an optimal predictor for that type of process. 
Engaged in a study of consumer brand switching in the cigarette 
industry Hinich and Farley (16) devised an estimator to determine 
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t·. 
when a step in the mean of a process took place. The basic process 
is postulated to be of the form 
x(t) - 8(t) + N(t) 
where 8(t) 1• the mean value process and N(t) is Oauasian noise 
with zero mean and a known covariance function. 8(t) behaves as a 
step function with the time of changing of 0(t) following a Poisson· 
process. An estimator is derived for this model to serve as an 
indicator for the actual time of switching from one mean value to· 
another. 
I~ addition Bosson (4) has used the Hinich~Farley process.~odei. 
to postulate the effects of non-stationarity in adaptive exponential 
forecasting. He atte~pts to determine the error range when using an 
adaptive exponential forecasting scheme to forecast a time series 
generated by a non-stationary process as described by Hinich and 
Farley. 
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CHAPTER IV ,t'j_!,I ,, 
. , 
DEVEIDPMBNT.OF THE METHOD 
The Basic Hinich-Farley Estimator 
The Hinich and Farley estimator was derived to determine a 
step change in the mean of a·process of the form 
x(t) 0(t) + N{t) 
where 0(t) is the mean value process and N(t) is Gaussian noise 
,, 
., 
with zero mean and a known covariance function. The mean process 
is assumed to behave as a step funct-ion as 
0(t) .·, = ei when tt-1 < t ~ tt 
in an interval where the t* 
i 
.Poisson process. 
(the times of change of 0) follow a 
,,_ •.:, 
The original estimator was developed to be applied after a 
possible change in the mean value has occurred. Discrete samples 
are drawn during non-overlapping periods n time units in length, 
where each period ·consists of n successive observations of x(t). 
All observations are taken one time·unit apart. Since the under-
lying process is assumed to be Poisson, then if n is less tha,n the 
mean time between jumps, the possibility of two or more jumps in· a· 
period can be disregarded. 
~. The resulting estimators of the old mean, 81 , and tl1e step 
size, "ii', are p-resented for the case where N(t) is'i\J/hite noise ·in 
the sense that the errors are independent and homoscedastistic. 
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-81 = 2 c2n + 1>rx - aE.jx (n-l)n 
.j j 
'• 
.I 
... 
-1 
-Y is the mean time between jumps. 
Indicator Development 
-It was decided to attempt the development of a-method to 
better adapt to step changes in the mean process. Certain aspects 
of the Hinich-Farley estimators seemed appealing for this purpose.: 
in that they were derived for certain specific noise and mean 
process characteristics. The method involves the calculation of a 
., 
proposed indicator function based on the Hinich~Farle·y estimators. 
When the indicator function is found to be greater than some pre-
determined level, a step is said to have occurred. This concept 
· is similar to the control line technique .. employed in some exponential 
smoothing methods. In these techniques when the new observation falls 
outside some predetermined control limits, the forecast is adjusted 
to reflect a change in the underlying process. 
The indicator function was derived from the step stze estimator 
in an heuristic manner. Studies were conducted of both the old mean 
and step size estimators using a square wave input. Slight variations 
' about the mean resulted in significant chanf;eS in the old mean esti-
aator over the abort run, although longer runs.exhibited more stability. 
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' ' ~ This action disqualified81 as a basis for the indicator function. 
The proposed indicator should be relatively insensitive to slight 
variations of the underlying process, but highly sensitive to 
significant variations. 
Studies of the step estimator resulted in data of particular 
interest. First of all Figure 1 shows the relationship between 1i'' 
and ~, the value of a shift from some mean. " " A steady-state 
value was fed into· the estimator function for n periods before the 
step shift was introduc~d. Different curves are give~ for diffe~ent 
· values of n. A logical observation was that these curves were the 
same despite the mean steady-state input value. It can be seen 
that the greater the value of n, the more insensitive the estimator 
is to a large shift in mean. 
The appearance of the step estimator suggests the following. 
:(:actoring operation. 
- ~ X· L.J J 
Studies showed that µ 2 (xj, ·n) might be a suitable indi~ator function. 
Figure 2 indicates that under the same conditions as present in 
Figure 1 µ 2 (xj ; n) increases rather than decreases with n. .It )Yas. 
decided for this and · the a.hove arguments to study this function 
.. 
.. 
more closely· for possible ·application as an indicator function~ 
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FIGURE 1 
', A 
.Relationship between 'µ', the step size estimator, and -~ ~ the 
value.of a shift from a mean. Curves are drawn for n periods 
• 
occurring before the shift. 
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FIGURE 2 
µ (xj, n) and ~ , the value of a shift 
2 
from a mean. Curves are drawn for n periods occurring before the 
shift • 
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·Adaptive Step Method 
The final forecasting method is basically an adaptive exponential 
smoothing approach with the step indicator controlling the adaptive 
feature. The procedure is a flowcharted in Figure 3 • 
. XMUcritical is a sensitivity factor against which the indicator 
is compared after each forecasting iterati'on. Simulation studies 
indicated a value of 10.0 for this factor. 
The ~xponential smoothiif; operation is fi~st order and normally 
operates with a smoothing parameter value of 0.10. After each value 
is determined, the indicator function is calculated and compared 
with the sensitivity factor. If the indicator function is smaller, 
the process continues as a first order smoothing operation. If the 
indicator function exceeds the sensitivity factor, the next forecast 
is equal to the last observed value. This is equivalent to ~etting 
the ·exponential smoothing parameter equal, to unity for.one iteration. 
It appears, therefore, ~~at.an area·of weakness for the 
Adaptive Step Method (ASM) is in the forecasting of short term 
transient changes. A short term change, occurring over one or 
two iterations, w1·1·1 cause additional error when used with the 
proposed method because of the nature of the adaptive feature. ~ ...... :-,--
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CHAPTER V 
(' . EXPERIMENTAL DESIGN 
·~ 
.'· 
General 
The overall experiment consisted of two prime parts. First, the·, 
Adaptive Step .Method was investigated to determine its operating 
characteristics, both quantitative and qualitative. Second, the 
Adaptive Step Method was compared with other methods of interest---
first order exponential smoothing, Salmon's Ratio Method, and Chow's 
adaptive method-- under simulated cond-itions using generated data. 
This portion of the experimental procedure was subdivided into two 
parts. Thus, it was planned that the complete procedure should 
yield the overall operating cha~~cteristics of the Adaptive Step 
Method as well as the specific classes of data for which it is 
better than the-other methods. 
/~·~ 
Preliminary Experimetit--~ .,--- .~· . \ 
.. 
·t 
Studies were to be conducted of the Adaptive Step Method using 
mathematical analyis and simulation as required to determine certain 
• 
factors, important among which was the value of the indicator for 
varying relat.ionships between the mean magnitude and the magnitude 
of possible steps in the underlying process. Another factor of 
interest was the relationships involved in time response to tra)lsients. 
Comparison Experiment ) ' 
Discussion of the comparison experiment requires a disc:~f,sion 
,,;· 
of the characteristics of the simulated data that was employed to 
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exercise the different· methods. . After ·s-uch a discussion -a discussion 
of the actual experimental design follows. 
Data Generator-
In order to fully discover the regions of applicability of the 
Adaptive Step Method when compared with other methods it was necessary 
to conduct the comparison procedure using s1mulated data as an input. 
It should be stressed that the data should not be interpreted to re-
flec-t the attributes of any particular busine_ss or enterprise, but 
should include many possible types of dat~. 
• Such a generator was created with control provided of the: f:ive. 
stochastic variables as shown in Table 1. 
TABLE 1 
Data Generator Stochastic Variables 
Stochastic Variables 
J.,ength of Mean 
Size of Me.an 
Length of Trend 
Size of Trend 
Noise Magnitude 
Probability .Distributions 
Exponential 
Uniform· 
Uniform 
Uniform 
·Gaus.sian 
The output of the data generator is represented by x in the 
equation 
where 
-.~ ... 
x· 
mean 
-
-
·x X 
mean 
+ 
magnitude of the mean process · 
magnitude of trend component 
\, 
+x 
.noise 
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trend time multiplier . 
Xnoise magnitude o~ the noise process 
A flow chart of the data generator is shown in Figure 4. 
The selection of an exponential distribution for the deter-
minat_ion of the length of a mean had basis in the des.ire to exe~cise 
the Adaptive Step Method fully for stochastic long and short term 
changes in the underlying mean.,:.p.roc:es-s.. A's-hort term step-wise 
·increase or decrease could easily take place for one or two periods; 
in the beginning such a short term change would= natu.,;ally- ~ave the 
appearance of a semi-permanent -shift to a n~:w u~cl-~tlying meijn 
.. process although it is actually only a transient. It is especial_ly· 
·-. 
.. desirous to· exerc.ise the Adaptive Step Method under these conditions 
s.ince it is fet:t
0 
·that. the ASM will fail here worst than the other 
methods. SamplJ.ng- from an e~ponential distribution f·orins the basis 
for simulation of s1;1c·h_ a phenome~on. 
Sufficient reaso~ oan ·be f ou~.d f:or the· -use bf _the .exponential. 
~ ... 
1 
; 
distribution in the··:_fact· that it was .f.6r the case of Poisso-n governed 
changes in the me.'~n .. :p-r.ocess that the origina_l Hinich-Farley estimators 
.. J ... 
were derived. 
The indicator used in the_Ad8:ptive Step Method was·derived from 
the Hinich-Farley estimator for the special case of additive Gaussian 
- ' l 
noise. Therefpre, the noise magnitude is determined through s~pling· 
' ' of a Gaussian distribution of mean zero and controllable variance. 
The remaining stochastic· variables-~-magnitude of the mean, 
length of trend, and magnitude of trend--are assumed to be drawn 
from different uniform distributlons·. The .possibi~i ty.' of other 
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distributions being associated with these factors definitely exists, 
but no specific distribution readily appears more likely than others. 
Hence, the simplicity of the uniform distribution recommends it for 
.. ' 
this purpose. The magnitude of the mean-forms a relative measure 
of the size of step jumps which may be eJ(pected .. 
Ranges of Experimental Variables-
Restrictions as to'the ranges of.the five stochastic variables 
were obviously required if the necessary experimentation was to be 
reasonable in terms of time, effort, and cost. An extreme in ; 
experimentation would have been to vary the parameters for each. 
of the distributions of the five variables in practically a con-
tinous fashion so as to create. almost every poss.ible combination 
pf condition. This was obviously impracti~al. The approach 
·fallowed involved the selection of several fixed distributions 
for each variable; representative of some range of interest for a 
.specific variable, -the several distributions for eaeh variable were 
combined with the distributions for the other variables in a systematic " 
manner so as to attempt to cover the overall range of possibilities 
in a piecewise fashion. 
It must be stressed that the purpose of the experimentation 
. 
·'-
' was not to ,evaluate the various methods for conditions of actual 
~ data, but was-to;·determine the limits of applicability of the 
methods, whether or not actual business data could poss~bly fall 
in· any particular area of the compiete generated data set. 
Initial familarization with the Hinich-Farley estimator indi-
.. 
ca:ted that the absolute ·size of the mean process is ·not as important 
I _, 
. .I-·. 
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as the relative si.zes of the mean process, the noise process,. and 
the magnitude of possible steps. In order to be able to check · · 
various noise levels it was decided to have a high value for the 
.~· 
noise process; the mean process was a uniform process with a·dis-
. 
tribution mean of 1000.0 and outer limits of 826.8 and 1173.2. 
Table 2 lists the relationships between the noise size and 
the mean size which were studied. 
TABLE 2 
,· 
t, 
Relationships Between Noise and Mean Magnitudes .. 
"' 
Case 
1 
··.· 
Condition 
.an =~ 
an - 10 a 
m 
an - 33.3 am L'. -
an - 100 O'm 
<T n - 2_,00 O'm. 
deviation o-f ·mean process 
deviation of noise prori~ss 
Another process controlled the relative lengths of the mean. 
A logical breakdown for this variable was short, medium, or long 
runs. However, it was-imperative to closely investigate the Adaptive 
Step Method for short .mean lengths. T~refore, three numerical areas 
were chosen for ... study that could be classified ,as short, and one 
-
numerica·1 area each in each of the- other two regiops. Table 3 -· 
. summarized the values of the mean length variable on a basis. of 
60 points to b~ forecast in each series. 
. ~· -.~ •. • ..-·· . , ... ,.,_._ -· ··.,. ,- .. : ... -.,, •. ;- ...... . :-c 
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Case 
1 
2 
'• 
3 
4·. 
5 
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TABLE 3 
Mean _Values of the Mean Length Process 
'. 
Condition 
Short 
Short 
S·hort 
Medium 
Long 
Process Mean Values 
1.0 
2-.• 0 
6.0 
12.0 
20.0 
The variapl~. r~-:f1e¢-.t~-ng the magnitude of the trend could 
interact with th·e: ·step mechanism. in that a large enough trend 
·over a short period of time could trip t:h~ ind:icator in the 
Adaptive Step Method. Therefore, in ord·er. to,·: inve.-stigate ·the 
possible effects of this type. of occuranGe,_ ·t.ile. relative s.tzes 
., 
of. the trend magni t.ud·e dist·ribution a-nd. the: mean process di.stributi-on: 
were set to c·ause th·i.s type of inte·t~¢-·t'i_o11. The cases of study are 
.sO:hown. in Table 4. 
:Trend: .Pro~ess Magnitude Variable Distributions 
·case Condition 
1 <TT - • lO'm 
1.1 
<TT - • Sum 
·,. 
(1 
- O" m T 
3 
O'T - deviation of trend p~ocess .. -
•; 
(I 
-
deviation of mean P,~OC0.S:S m 
:, 
t ·, 
' •• .. 
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' 
., .......... ' . .,,_, _ ...... ~ -··- .·.· "' -. '" .• ,- .•. , ~···--·~-» , .... -•. · ... ,'. ,, __ ,._ .. ., ···-·· -~-· ........ -...... , .. 
• 
>: 
.. :· 
'-J• 
'';,·,· 
29 
Related to the determination of mean length was that of trend 
length breakdown in that trend length was generally shorter than 
mean length; at least trends usually did not extend through a 
step-wise change in the underlying process of the mean. Table 5 
I 
reflects this notion in the breakdown of the trend length distribu-
tions used in the experiment. 
TABLE 5 
Trend Length Distribution VEllUes: 
" 
Case C-ondition 
1 Short 
2 Medium 
3 Long 
Design of the Comparison Experiment~ 
.,,._: 
Process· Length 
3 
10 
.rs: 
,, 
The main comparison experiment was. conducted in two stages, the 
first involving all four of the ,methods t:o be compared, the second, 
the two best methods as d·etermined from the results of the 'first 
experiment. Originally· only one experiment was planned, but the 
results were not c,qnc.1-Us-ive. The experiments will be described in 
order. 
. . 
It is apparent that ·theri~' e~is.ts (5) (5) (3) (3) ·= 225 possiple 
combinations of the five s:tochastic variable distributions. For 
each of the two parts of the maiµ experiment each of these combinat.i.ons 
were used to generate four different 60 point time series,· so that 
there were four replicates.of the ·final data for each comparison. 
• 
The criteria for comparison. was mean absolute error . 
. , 
,·, 
• • Iii ' . 
I ' 
.,, . 
r: 
,, 
., 
:! 
'> 
. ,. 
I 
i. 
. ,> . 
·.• 
In the first part o! the experiment a one-way analysis of 
variance was ap~lied for each of the 225 combinations to ~etermine 
·if differences in the mean absolute errors were significant. If 
significance was not demonstrated, the experiment for that com-
bination ceased and the methods under test were considered equally 
as good for that particular combination of data charac·teristics. 
If the differences were significant, then a multipl~ range 
·.'• 
. 1 test, the Student-Newman-Keuls test as described in Federer , was 
employed to test the significance of the differences of the individuil 
errors. The resulting raking was to show which method was better for 
the conditions governing the input data. A flowchart of the test 
-" procedure for this par~ is given in Figure 5. 
The results of this experiment were not conclusi·ve in tha.:.t: 
·t;he multiple range test was unable to separate out a best method 
for a majority of the combinations. Therefore, ·a· second experiment. 
was planned. 
The second part of·the comparison experiment only involved the 
two best methods. A new set of time series was generated and four 
replicates taken for each of the 225 combinations. This time the 
. results were subjected to an F-test to .·check for equal variances; 
• 
for each combination· if variances were equal, ·the means were checked 
for. significant differences with the t-test; ff the variances were 
l dif . d t d "b d . H. 12 11 d t not equa. .- a mo ie t-.tes as escr l. e in oe was · app e o 
' 
,, 
-l. W. T .• Federer, Experimental Design, (New York,· 1955), pp. 20-26. 
2 •. P. G. Hoel, Introduction. to Mathematical Statistics, Third Editton 
~(-New York, 1965), pp.· 276-279. 
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·-test for significant differences between means. A flowchart of 
this phase of the testing procedure is given in Figure 6. 
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DISCUSSION OF RESULTS 
.. 
Preliminary Experiment ' ,, 
, Studies were conducted on the Adaptive Smoothing Method to ·\_: 
gain knowledge as to its workings and characteristics, both 
qualitatively and quantatively. A main point of interest was 
the determinati-on of XMU it. 1 , the value of the indicator . er ica 
which would be used.in the final experimental runs for the sensi-
tivity factor. Simulations were performed and there appeared to 
be a range for XMUcritical between 10.0 and 100.0 which resulted 
in lower·error than elsewhere. For the final runs XMUcritical 
··was· chosen to be 10.0. A low XMU iti 1 ·~would more often result er ca . 
. 
in signifying change . the a 1·n mean when there was none rather than 
the converse. 
''!,. 
Since the ··tesul ts for the determination of-XMU ·t· 1were , . - cri ica 
. • because of the • surprising size of the range involved, it was hoped 
that a close study of the Adaptive Step Method trip mechanism 
_could yield some reason- for such a phenomenon,. 
A point of beginning was a study of the relationship between 
XMU and Q, a possible step increase. Appendix 1 treats the case 
for a static input of value M with a step of value Q occurring· at 
time T 
z 
;·. 
• 
The resulting relationship between XMU and Q is 
. XMU = Q 
.• 
;. ,,: .. 
T - 1 
z 
· T + 1 z 
' 
·-· 
•,,/ 
(6-1) 
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• ' It should be noted that M, the underlying constant value/ does not 
appear in this expression. Therefore.if the variations in Mare 
small compare_d with Q, then the above expression is valid when M 
is not strictly constant. 
( 
The general equation from which (6-1) was derived in Appendix 1 
governs the action of XMU,' the indicator function, when a step of 
size Q· is applied at Tx·and the change does not trip the mechanism. 
The equation is · 
., 
~ 
2 T T XMU = z z L E ((T -jQ + jM - TX + 1) Q + TzM) Tz + 1 z 
"' j=T j=T X 1~ • 
Curves of this equation for various Tx values are shown in Figure 7. 
As can be seen the effect of a step is an increasing one;, not only 
is XMU larger at the first iteration for steps applied for higher 
values of Tz, but it increases at a_faster rate for higher Tx if the 
. 
-increase is not enough to trip the reset· mechanism. Therefore, if 
the reset mech~nism is not tripped after the first iteration, the 
chances increase that it will be tripped if the change is perma~ent. 
"' An interesting case is that of a step of size.Q applied at 
time Tk followed by a step of size -Q applied at time Tk + 1. This 
is worked out in Appendix 1 and is illustrated in Figure 7. From 
this it is obvious that if a transient does not trip on the first 
iteration after. a change, ';i.t wi 11 not trip. Thus, a high enough 
XMU · will rt3duce the possibility of a trip on a transient. critical 
· · · · · · · 
The qual~t~tive operation of the indicator trip mechanism 
.. • ,.) ,.- : .. :·. ·' .·,.,· .. ~ ·- ,, , ...... _, ___ ,. ,., - --· .. 
(' 
(6-2) 
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FIGURE 7 •:: 
""l 
. ' 
o. 
! 
XMU RESPONSE TO PULSE INPUT ... ' ::,:- f; 
.... 
... 
Input 
·' ,;·~ i· Q l 
I 
! 
i ~ ~ 
' 
.. 1 
.;~ ... i 
I 
l 
I 
... 
l 
I 
I 
l 
l 
! 
• ~ 
r 
I 
/Q Tk - I XMU 
: ~ ... 
l 
l 
t 
I 
i 
Tk + 1 
.. -
2 Q 
l 
• I 
l 
I 
! 
l 
I 
I , 
I 
I 
I 
I 
Tk + 2 
~ 2 Q Tk + 3 
:1-
l I I I 
' ' ' 
I 
Tk Tk+l Tk+4 
' ;i 
l 
i 
., 
'"! "':'' . ,, <I' 
.";I ... ,
""'.' . 
. . -r.-. ·;. -., .. ',~ .. ··- ', ... -~· . ._; ff ' ;, •. ,., •••••... ., •••. , -··· .. ~ •• 
. ·" 
. \.' ' 
",'.ti ..... 
"'·'! 
.,~·. z 
< I 
·(the sensitivity factor) can be stated as fol1ows: ·a high sensi-
tivity factor will prevent the tripping of the mechan.ism by a 
· transient pulse, but it d~es not preclude the later detection of 
a real step bye)' the mechanism since _the· possibility of such a later 
detection increases for an actual semi-permanent step. 
Comparison Experiment 
Before .the results for the main comparison experiment ar~ 
presented, a method f o~r presentation is ·devised. Following this 
pre·sentation, the actu9:l results of the main runs are given. 
Method of Presentation of.Results-
A basic problem involved in this type of experiment is that of 
determining a clea.r and concise method of presenting the results. · 
A possible method is to represent the input data as a vector space 
in that the input data has certain general characteristics. Let 
there be defined a vector space called data spce o For the purpose 
herein data space will cons~st of four dimensions; the variables 
involved are the four stochastic variable relationships defined in 
the experiment .. ~ Then the input data used in the experiment can· be · 
said to have been drawn from an input data space with the character-
istics as defined. Such an input data space is a subset of ,a larger, 
I. 
more inclusive, data space •. 
Therefore, if _the input data can be said to be representative 
of data fran such. a data space, then the cases for which one method 
·of forecasting is better than other methods can be represented as 
regions or subsets of the input data space. It should be remeinber·ed. -
.I, 
~: 
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. \· that· the input data. space is based on characteristics of the data 
~nd n~t on· specific values of the' final input data generated. For 
instance some value x0 could be drawn from many regions of the··· 
,, input data space, but the probability of drawing the specific 
value x0 varies with the region. 
Figure 8 gives a two-dimensional example, of .the mEft.hod of 
presentation. 
0 
In this example v1 and v2 are .variables which relate to the 
stochastic variables which control some characteristics of the 
process g~nerating t~e input time series;M1, M.i, ~' and M4 are 
diff~rent treatments of the data---different methods 'of forecasting 
for instance. The best method for each region of the data is 
There 
represented as a subset in the space defined ,~Y V 1 and V 2 • ;--:-,. . 
. ~ could also be a region in which a best method does no:t exist; such 
an occurrence is represented in this illustration by the area 
'· v1 >Vlk and v2 >V2k. In this region there is no significant 
difference between~ and M4 • In an.~ctual experiment sharp lines 
of division between the various subsets are practically non-existant; 
" " h 
. 
gray, c angeover regions occur. 
_Since N-space for N greater than three is difficult to visualize, 
a substitute for a graphical presentation must be used for the pre-
sentation of the experimental results; which are based on an input 
space of minension four. One method commonly used is to describe 
each point in the space by a set oj indi~es, which could be termed 
a vector. At any rate.the cell position is uniquely defined. The 
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FIGURE 8 
.AN EXAMPLE OF .THE METHOD OF PRESENTATION 
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, . 
indices, or vector .componehts, could in this instance be the various 
. l 
case nwnbers as listed in the design _of experiments chapter. While 
this method does adequately and correctly describ~ the data to be 
presented, ·t-he visual effect of looking at a graph is lost. .For 
this reason an alternate metho.d is emp·loyed. 
Any N-space can be represented by any N different N-1 spaces 
by "slicing" at constant values of some variable; such a method can 
retain a visual effect if the lowest ditnen·sion is two and if N is - t.. 
not too large. For this work_ it was decided to make two sets of 
cuts, one along consta.M noise sizes and one along constant trend 
.;-
lengths. This results in 15 5x3 matrices. 
Comparison Experiment Results-
t 
Two main experiments were performed when it ·was originally in~·: 
tended to perform only one. Difficulties in resolving the best 
method of the four being compared necessitated a second experiment 
• u~ing different time series generated from distributions with the ~, 
same characteristics. -
Th·e first experiment comparing all four methods_ yielded either 
first order expopential smoothing or the Adaptive Step Method as 
( 
being best in all 225 runs. In all but five instances of the 225 
runs one or the other of these two methods was second best. 
---
Despite the fact that the application of the one way class1--
·fication analysis of variance showed a significance at the 99% level 
for many of the runs, the Student-Newman-Keuls multiple range test 
could not demonstrate the significant·differences in means necessary 
to develop a useful ranking of means. There were many cases where 
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one method could be separated from the others, but in many instances 
there was ambiguity· a~ to whether the largest or smallest mean . 
error was to be separated from the ·others. 
The experiment did indicate that the Adaptive Step Method and 
first order .·exponential smoothing were· better than the other two 
methods overall. In many cases the·two methods were statistically 
equal according to the multiple range test employed. It was decided 
_,,,. 
to perform a new experiment under similar conditions, comparing only 
the two best methods. 
Some idea of the range of applicabil_i ty_ o_! the two best methods 
the first experi~nt, however. First 
. 
. ..... ) .. -
,. 
could be determined from 
order ·smoothing appeared to be b~er, but not significantly so, for 
a mean length stochastic me.an of 1. For the other mean length 
stochastic mean values (2, 6, 12, 20) the Adaptive Step Method was 
better than or just as good as first order smoothing. In many of 
·these cases ASM was significantly better at the 95% level; in 
. 
. 
. 
others all that could be determined was that the results from the·: 
.Q two best methods were significantly better than those from the ~ 
two worst methods. It was predictable that first order smoothing\ 
should be better· than ASM for very short mean lengths. Such " 
series has the characteristics of a series of short run transientst 
which ASM cannot handl.e very well as previously described. 
The results of the second experiment are given in Appendix 2 
in the format previously described~ An inspection of these results 
indicates the area of data space in which each method is better • 
. , 
Al though there is 11 ttle display of significance for·· a mean 
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,. 
length stochastic mean of 1~ it would appear that the first .order 
method is .slightly better, especially for the two very noisy cases. 
The best areas for· the use of the Adaptive Step Method are for 
2 S IML ~ 4, 2 ~ITL ~ 3, and 2 ~ITS~ 3 under lov; noise conditions. In 
these areas· the Adaptive Step Method is· significantly better than 
first order s~oothing· at the 95% level. The characteristics of 
the input data space in this area are mean length, stochastic means = 
from 2 periods· to 12 periods, trend length stochastic means from · 
10 to 15 perio~s, and .trend magnitude stochastic· ranges of 173 to 
346, uniformly distributed. The incidence of signi.fic·a:rice was 
higher for the., short' trend lengths for higher noiS"e. 
A stri-king point. is that there were only two .i'nstances out of 
25 possibilities of the ASM being significant for very short trend 
length and small trend size. For a trend length stochastic mean 
of 3 periods a·nd a trend magnitude stochastic range of 35 the only 
two significant instances were for higher noise levels. If under 
the conditions of little trend the two methods are not significantly 
different, and the methods are significantly different when only 
the stochastic variable controlling the. trend size is increased, 
then the Adaptive Step Method adjusts to a trend better than first 
order smoothi.ng. • 
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CHAPTER Vil 
I 
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\ 
CONCLUSIONS AND RECOMMENDATIONS' 
f,) 
' . -· 
The prime· conclusion is that the Adaptive Step Method is 
significantly better than first order exponential ~smoothing for 
-' 
data of the type generated for all but very short mean lengths 
and/or small trend sizeso. Under these conditions first order-
smoothing appears to be better, but the difference in the mean 
• I 
absolute errors produced by- each method was not signiftc~Iit at· 
a level of 95% in the expe'riment conducted. 
.:'·· 
Secondary conslusions include the observat·i.on that: the main 
f.ault of the Adaptive Step ~ethod li_es. in its inability to differ-
" . 
,• 
e_ntia.te between a tr:ansient and ~- .f?emi-permanent switch to a new 
me:an. level. 
Another- p._q:p.¢lus:Lon i.s that the Adaptive Step Method better 
tracks trends;_: :t:han .f.fr:s·t order· smoothing. The explanation for 
this -phenomenon is that the reset mechanism of the Adaptive Step· 
Method can be tripp~d b_y a strong trend as well as ap outright 
·" step jump in the level of the mean. 
It must be :remembered that although the Adaptive Step Method. 
:l_s. suitable for forecasting use in an automated -for~casting system, 
• 
it does require somewhat more.: co.rnp.utation time than regular first 
order smoothing. 
1, 
Recommendations for furtlier. study are of two. types. The first 
....... 
applie·s specifically to study with the Adaptive Step Method; the 
second, to studies of forecasting methods. 
' I •• 
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c., 
In regards to the first type of recoinnienda t.1.ion further wo~k 
'pOssibiliti~s wi.th the Adaptive Step Method are limited. A bE!ttel' 
knowledge <?f tbe worki_ngs of the indicator might be. dete·rmined or 
other types of data input might be investigated. It should be 
' 
remembered tha_t the ASM, alt~ough derived from an·estima:tor for 
a specific type of process, is ~one the less related to the control 
~ 
line methods of adapting regular smoothing methods. The exact 
riature of this relationship might be· investigated. 
. \ 
Recommendations for further work in forecasting methods in-
volves a study of. the integral equations which have followed f'rom 
Wiener. As mentioned .earlier, few practical adaptations of these 
exist-; such adaptations. wo\ild be more ma.thematically rigorous than 
man:y of the present smoot..hing: :apprq~~h~$. · 
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.APPENDIX ·I 
'DERIVATIONS OF ·EQUATIONS CONCERNING X·MU 
. .fl" 
.. 
·•. ln Chapter IV µ 2 (~j,n) is defined as 
µ 2 (x.,n) . J -- ( 2 ) Dx. n+l J - ~x. J 
. (· . 
.• 
·•. 
:,.,· 
(Al-1) 
A case of interest is the application of a step of size Q at 
a time Tx to a:mean proces~ of size Munder the conditions that 
the s~ep iS·not ~ensed by the sensitivity factor. M has been 
., 
... iir:esent·. sine_~· T1 .. -. 1 and the process · is now. :at T z , T z ~ T x· 
·• 
:i...·· 
x·. 
J M T < J < T 1 - .. X 
x~· . - Q + M 
J T < .j < T X - .. ~ ·-·z·.' 
.. ·'. 
Using equa~ion (Al~I) one 
XMU = (Tz!1) ~jxj -. 
Tz 
obtains 
Tz 
~x-
'-' .J 
T1 
+4,M - TzM + (T -T +l)Q Z X 1 
- TM 
·Z 0 
so that 
Tz 
~jQ - (Tz--Tx+l)Q 
X. 
·.a:nd fo:t: Tx = Tz, so that .the step i~: sensed immediately, 
... 
,· 
.( 
.. 
... 
... 
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A po_i,nt of i-nte:rest is for tne cas·e· of a step,· of si~Je Q 
,·. 
~ ~~. 
applied at time Tk followed by a· step _o~ .~ize -Q .. applied at 
time Tk + 1 with an original mean of zero. ·t 
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·EXPERIMENTAL RESULTS 
~ The f ol\owing pages summarized the resµl ts of the second 
. 
. part of the comparison expertment. There are four- indices used. . . ' .. 
IML refers to the stochastic variable for the length of the means. 
ITS refer~ to the trend magnitude variable, W,hile ITL refers to 
'\ 
f":'..J 
th~ tren·d length variable. NS is the inde:,c for the various . 
noise-mean magnitude relationships. All of the indices' values 
ref er to the same ranges ·as discussed in the design of the ~ 
experiment. 
An A in a cell indicates that ·the mean absolute error ,for: 
the Adaptive Step Method. was the .sm:a11ero A F indicates that 
' 
first order exponential Snioo:thing produce/the lower mean absolute 
error. Significance at the 95% level ·is indicated by a circle: around: 
the respective letter~ 
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