Full body motion capture via the Wiimote and the new Wii MotionPlus sensor has yet to be investigated or developed. In addition, the mapping of the Wiimotecaptured motion data to a computer generated 3D model inside an open source professional 3D animation tool has yet to be attempted. Within this paper the authors initiate a new study into full markerless human body motion tracking for physical rehabilitation. In particular, it includes the investigation and development of the first phase of a system that is able to capture full human body motion data by a set-up of several Wiimotes placed on different human body segments. This will allow the development of an affordable store and forward treatment option that would enable and motivate physical rehabilitation patients and in particular stroke patients, to conduct physical therapy from home. Finally, by extending a professional 3D animation software tool (Blender), motion data captured through the new system can be mapped onto a virtual 3-D human model in real time, thereby making it possible to have a strong correlation between the physical human and a virtual character to enhance the clinical utility of this innovative technology.
Introduction
Stroke is the largest single cause of long term disability in the United Kingdom (UK) [1] ; it is estimated that 110,000 new strokes occur each year leading to an annual economic burden of more than £2.8billion [2, 3] . Stroke rehabilitation helps patients to return to as normal a life as possible by regaining and relearning the skills of everyday living. As physical therapy can last from a few days to over a year, the majority of the prescribed exercises need to be conducted in the patients' home preferably on a daily basis [4] . However over time, many patients do not adhere to their home exercise programme or indeed perform their exercises properly or with sufficient intensity or regularity. As a result treatment time can be prolonged and in some cases the lack of activity can contribute to loss of movement and function. Taking these challenges into account, an intervention which will monitor and record the patient's physical therapy treatment is would have significant clinical utility. [5, 6, 7] .
In the medical field, an Inertial Measurement Unit (IMU) is often used for measuring the inclination of body segments [8, 9] . An IMU enables the tracking of rotational and translational movement and consists of a single or several Micro Electrical Mechanical System devices such as gyroscopes and accelerometers. MEMS devices are used in the majority of these applications but precision IMUs can be expensive and bulky and as a result have less clinical utility. A mass-market produced and low-cost MEMS device that functions as a handheld controller for video games was introduced by Nintendo [10] in late 2006. The position and motion capture of the Wii Remote with the help of its additional peripherals (Nunchuk and MotionPlus), allows the user to mimic actual body movements with six Degrees of Freedom (6 DoF) with respect to a reference frame. By separating the controller from the gaming console and connecting it with a host computer via wireless Bluetooth, it is possible to utilize its human body motion tracking benefits for rehabilitation purposes.
This paper describes a new system designed to capture and monitor human body motion for home based physical rehabilitation for stroke using a low cost, affordable and commercially available accelerometer and gyroscope device, the Wiimote (also using the Wii Nunchuk) and Wii MotionPlus, respectively. In addition, preliminary results are presented demonstrating the mapping of the captured motion data on a professional open-source 3D animation tool for real-time visual feedback of the patient movement. More specifically, in Section 2, the authors briefly discuss other related studies and present the motivation and novelty of this proposal. A description of the proposed system and a more elaborate description of its framework are provided in Section 3. Justification and validation of the approach utilised, along with preliminary results are presented in section 4.
Finally, a conclusion is presented discussing salient points and presenting future planned research regarding this topic.
Background, Motivation and Novelty
Physical rehabilitation is a branch of medicine which aims to enhance and restore functional ability and the quality of life to those with physical impairments or disabilities. Studies show that loss of function can be improved or even restored with rehabilitation therapy through intensive physical motor practice [11] . This becomes even more clinically important given an ageing population and increased survival rates due to medical advances resulting in an increased number of people who require rehabilitation, and thus has placed an immense stress on health services (e.g. services for elderly, disabled people including those with stroke) often over-stretching staff, the availability of space, time and cost related resources [12] . And in addition, the burden on patients may be increased as they may be required to commute to complete their rehabilitation treatments. Therefore, motion capture/tracking devices and systems that can quantitatively and accurately measure human motion and facilitate the execution and monitoring of physical treatment at a patient's home, have the potential to become an important and clinically useful component of rehabilitation .
The existing human motion tracking systems can be categorized into vision-based and non-vision based systems. Computer vision-based rehabilitation systems include motion capture [13] . Motion capture is a computer animation technique which involves the tracking of physical movements via the use of a set of reflective markers placed on the body. A set-up of several infra-red cameras is used to map the captured motion data onto a computer-generated model [14] . Although motion capture is very accurate in terms of motion tracking, it is a relatively expensive system, which requires complicated set-ups and ample space. Non-vision based rehabilitation systems include robot-aided systems [15] , force feedback devices, such as force feedback joysticks, haptic devices such as the PHANTOM device [16] , and custom-made accelerometers [17] . In contrast to motion capture most of these are employed for capturing the motion of specific body parts, usually lower or upper extremities. Robotaided systems are expensive and as such are not widely available in rehabilitation departments plus they are not generally "portable" and so cannot be used to promote home exercise programmes. Force feedback and haptic devices are not as expensive as motion capture but have a considerable cost too. Custom-made accelerometers constitute a cheaper alternative that enable home-based rehabilitation treatment. However most of the current interventions in rehabilitation focus on either lower or upper extremities and involve complex and intrusive setups with external battery modules and cables attached to the patient's body. Attempts have also been made to use commercial accelerometer devices, such as the Nintendo Wii remote (Wiimote) for rehabilitation purposes for patient's arm motion capture [18, 19] . The advantages of this device is that can measure motion though its 3-axis accelerometer, it avoids complicated set-ups by integrating a battery and a Bluetooth device for wireless communication and forms an inexpensive device people may be familiar with.
However up until now it is has not been feasible to obtain the position of the Wiimote in space using the acceleration data alone. Although possible to calculate a rough position using a double integration, this is not very accurate. To resolve this, Nintendo augmented the remote with an infrared image sensor on the front designed to locate two IR LED beacons within the controller's field of view (the sensor bar). As a result of this, most of the research projects that use the Wiimote for motion tracking, employ the optical (IR) sensor of a single or two Wiimotes, attaching IR LED beacons on a human body part to triangulate its position and movement in space [20, 21] . The issue associated with this approach is that since only four IR LED beams can be tracked by a Wiimote at a time this approach cannot be used to capture full body motion but only a specific body part in isolation (e.g. arm, head tracking). Other studies have made use of the Nintendo Wii console sport games and Wii remote paired with other prototypical hardware devices that simply record and monitor the user motion data coming from the Wii remote for later evaluation of the therapeutic properties of specific tasks executed in the Wii gaming sessions [22, 23, 24] .
The recent release of the Wii MotionPlus sensor (in July 09) allows for the capture of more complex movements by incorporating a "tuning fork" angular rate sensor. This can determine rotational motion (in addition to the linear motion of the Wiimote), thereby providing a full 6 DoF motion tracking capability. A method of employing this latest advance in motion tracking will be described within the following sections.
Motion Caption, Analysis, Mapping

System architecture
The system architecture comprises of three bottom-to-top layers, namely the data access and collection, the motion tracking algorithm and the 3D animation as depicted in Fig. 1 . The data access operation mainly includes functions that allow the software to acquire sensor data sent from multiple wireless handheld devices to the computer via Bluetooth communication. The second part of the lower layer is to sum up the useful information and forward it through inter-process communication flows (known as sockets). This is sent either to the local computer or to a remote location, depending on whether the patient is performing an exercise set on his/her computer or whether this is sent to therapist for evaluation and monitoring. The motion tracking algorithm performs two tasks: (a) mapping the sensor data on to the constructed body model and (b) forming the data structure for the top layer. The top layer consists of the dynamic physical simulation of a 3D avatar animation. For the purpose of the animation, the current study employed Blender which is an open source 3D application. Blender includes both the rendering engine, a set of functions within its core library for rendering all objects, as well as the physics engine, and a library that manages the object's position and orientation, using an inverse or forward kinematic animation environment. Along with the last layer, there is an option to process all joint angle information for later evaluation.
Access and collect data
The Wii Remote, known also as "Wiimote", is the primary controller for the Nintendo's Wii console. The key attribute of the Wiimote is gesture recognition, which allows the users to interact with and control items on screen via its motion sensing capability. The remote has the ability to sense acceleration along three axes (x, y and z axis - Fig. 2 ) through the use of a linear integrated chipset, (an ADXL330 accelerometer circuit manufactured by Analog Devices). Its main physical characteristics are that the acquired measurements are over a range of at least +/-3g (gravity force) with 10% sensitivity. Since the accelerometer actually measures the force wielded by a set of small proof masses inside of the circuit with respect to its enclosure, it can only track linear gravity acceleration g (approximately 9.8 m/s 2 ) in a free fall frame of reference and not horizontal rotation. Therefore, it can only be used to derive pitch and roll from the respective axes but not the yaw orientation. Nunchuk, shown in Fig. 2 , is a Wiimote complement device that provides functions similar to those in a gamepad controller and like the Wiimote, it also provides a three-axis accelerometer for motion-sensing and tilting but with a different circuit, (a LIS3L02AL by STMicroelectronics). Moreover, in reality the tilt can be precisely derived from the acceleration outputs when the remote is reasonably still. However if the remote is accelerating, double integration of the acceleration readings is required to get the change in tilt relative to the last known value. However, this method results in accumulating sampling losses (errors) [25] . Pure accelerometer-based solutions can only be deployed for applications with a fixed reference from gravity as well as linear or tilt movement, constrained to limited rotation. As a result, there is a need for MEMS gyroscopes that can provide the rotation movement (yaw orientation). Using data fusion algorithms it is feasible to get precise orientation values from both devices even when the Wiimote is in motion.
Gyroscopes, on the other hand, can measure angular velocity which may be integrated over time to compute the sensor's orientation directly. Based on the principles of conservation of angular momentum, when the gyro device is rotated, the Coriolis force creates an orthogonal vibration force proportional to the rate of rotation. The Wii MotionPlus (shown in Fig. 3 -the bottom attachment) is a gyroscope sensor device that incorporates a dual-axis vibratory tuning fork sensor, an InvenSense The "WiiYourself!" library handles real time polling of events such as button presses and raw measurements values of the accelerometers and gyroscopes (every hundredth of a second -100 Hz). In addition, it supports multiple Wiimotes (including their attachments such as Nunchuk and MotionPlus). It operates with a wide range of Bluetooth stacks, almost all of the ones that are compatible with Wiimotes, and has an extensive debug output. Most importantly, it has been implemented in C++ and recently a Python wrapper was included so it could interact with other applications written in Python language. The latter was the initial preference for choosing that specific library for the present study. The C++ language is flexible as it comprises both high and low level features and the Python wrapper is convenient to use as it is the main form of interaction with the interface being developed in this study, which is a Python-based application. Nevertheless, in order to provide interoperability of our data usage in a cross platform environment, we exploited network sockets as an optional medium of a bidirectional inter-process communication flow across the host computer and a remote network. Therefore, the therapist now has the option to check regularly his/her patient's progress or met all the requirements and was used for the purposes of this work.
1 WiiBrew Wiki -http://www.wiibrew.org/wiki/Wiimote 2 WiiYourself. -http://wiiyourself.gl.tter.org/ even getting a real-time animation of the user's current exercise activities. However, all the data that is transmitted from the sensor devices is in raw format and in order to be translated in to motion tracking, it needs to be processed through an efficient and intelligent algorithm.
Motion tracking algorithm
The angular rate measurements captured by the gyroscope sensor can be used to distinguish true linear motion from the accelerometer readings. The gyroscope is not free from noise. However, because it measures rotation, it is less sensitive to linear mechanical movements, the type of noise that accelerometers suffer from. Nevertheless by averaging or concatenating data that comes from the accelerometer and gyroscope, allows for the capture of more complex movements with a relatively better estimate than would be obtained by using accelerometers alone. A good filtering algorithm can remove the noise from electromagnetic signals while retaining the useful information.
The discrete-time complementary Kalman filter [26] has become the accepted basis for the majority of orientation filter algorithms for estimating the acceleration, offset and gravity. With the Kalman filter, a priori prediction of the accelerometer signal components and their covariance is made on the basis of the previously estimated values and the sensor signal. This prediction is then compared to the actual sensor output and from the difference the actual result can be calculated. However, there are a number of disadvantages as the linear regression iterations, fundamental to the Kalman process, demand sampling rates rate between 512 Hz [27] and 30 kHz [28] in order to be used for a human motion caption application, far exceeding the requirements of this study. The state relationships describing rotational kinematics in three-dimensions typically require large state vectors and an extended Kalman filter implementation. Consequently a large demand of computational load and memory storage for implementing Kalman based solutions is needed. Therefore, to seek alternative approaches has been a clear motivation through the research community.
The author in [16] presents an orientation filter applicable to IMUs that is based on a Newton optimization using an analytical formulation of the gradient that is derived from a quaternion representation of motion. This allows accelerometer data to be used in an analytically derived and optimised gradient-descent algorithm to compute the direction of the gyroscope measurement error as a quaternion derivative. Expressing the rotations in 3D as unit quaternions has the advantages of concatenating rotations computationally and is faster and numerically more stable, while extracting the angle and axis of rotation is simpler and any interpolation is more straightforward. Figure 4 illustrates a block diagram representation of the complete orientation filter. The filter calculates the estimated orientation of the sensor frame relative to the earth frame 
where ∇f is the gradient solution of a formulated optimization problem for the orientation values from the vector observations of the accelerometer sensor. Furthermore, the solutions of the aforementioned equations and more detailed explanation can be found in [16] . Some of the benefits of the filter are use of quaternions, inexpensive computations, being effective at low sampling rates and containing adjustable parameters defined by the observable system characteristics. Also, according to the author, benchmark results in terms of levels of accuracy show that the proposed filter compared with Kalman-based filters is more effective. As a result, within this project the authors consider this filter as optimal.
Dynamic physical simulation to a 3D avatar
Six degrees of freedom refers to motion of a rigid body in a three-dimensional space, namely the ability to move forward/backward, up/down, left/right (translation in three perpendicular axes) combined with rotation about three perpendicular axes (pitch, yaw and roll). As the movement along each of the three axes is independent of each other and independent of the rotation about any of these axes, the motion has indeed six degrees of freedom. These sensors are very responsive and do not amplify hand jitter, but cannot respond to the linear movement that accelerometers specialize in. When a gyroscope and an accelerometer are combined through the pairing of sensors, it facilitates a highly accurate 1:1 representation of the control device in 3D space. The goal of the first phase of this project which focuses on physical simulation is to mimic the motions seen in the upper limbs. The hypothesis is that a real-time correspondence would make users feel a connection between their actions and that of the 3D avatar, providing them with instant visual feedback that will help increase the patient's motivation to exercise. Therefore an Open Source software application that generates 3D humanoids, called MakeHuman 3 .has been incorporated. After exporting the model, an Open Source 3D animation program, known as Blender has been employed, which supports Inverse Kinematics in order to properly translate the Wiimote positional information to a skeletal rig. Blender 4 The challenge is to accurately map the motion data to the computer generated character model in real-time. The Python scripting language can be used to access the Blender API and extend its functionality with WiiYourself! The mapping of the motion data is implemented utilising the Euler rotation vectors of the bone objects of the skeletal rig and transforming them to quaternion vectors which are used for bones and armatures. The motion data received by the Bluetooth interface and processed by "WiiYourself!" is translated and mapped to quaternion vectors which designate the translation and rotation of specific bones of the skeleton rig according to the movement of the actual bone in all 6DoF.We therefore use Python within Blender to receive is distributed free as an Open Source software under GNU / GPL and features cross-platform interoperability, integrated pipeline and extensibility, which render Blender a key player in the 3D software market. Blender provides the user with modelling, texturing, lighting, animation and post-production capabilities. Furthermore, it incorporates a very powerful Game Engine that enables the stand-alone production of 3D based applications and games. The API of the Game Engine utilises the Python programming language for embedded scripting thus making interoperability much easier.
the processed motion data from the Wiimote and map them to the 3D human character (skeletal rig).
The rationale for the use of an Open Source 3D authoring tool is twofold. On one hand, as stated above, it provides instant visual feedback of the patient movement that both the patient and the therapist can view, store and evaluate/monitor. On the other hand it creates opportunities for the development of high quality 3D graphical exercises and virtual environments that can act as an additional motivational tool. For an exercise treatment to be successful it must be engaging and participative, as compliance with ongoing physical activity and home exercise programmes are often poor and require behavioural change [29, 30, 31] . Virtual reality systems have been used to good effect in rehabilitation but are either not commercially available or are cost prohibitive for general use. Our proposed system integrates technology that has already penetrated the home market and people are often familiar with. In addition to this, the use of Open Source software facilitates the creation of personalised exercises with accompanying high quality 3D and virtual reality graphics, which are affordable in terms of both production and cost.
Preliminary Results
For the purpose of validating the proposed system, multiple experimental runs were conducted where the user performed specific arm postures in order to process the data. Since the upper limb can perform a wide range of movements in different directions, we focused on the following movements: i) for the shoulder joint: flexionextension, abduction -adduction, medial rotation -lateral rotation, ii) for the elbow joint: flexion -extension and iii) for the forearm: pronation -supination. Movements were monitored with the aid of two cameras, one located in front of the user's body (anterior view, see examples in Fig.5 ) and the other one on his side (lateral view, see examples in Fig.6 ). Based on the film data viewed from oblique angles and the captured information from the sensors, it was possible to compare them with the 3D rigid body. In order to keep track of the reference frames, a timer was employed on both of the data records and it was initiated at the beginning of its run by a button trigger on the Wiimote. The readings also demonstrated that the avatar's motion correlated well to the events as occurred in real-time.
In drawing to a close, it must be recognised this research remains work in progress. For this reason only experimental results for the upper limbs are presented. Nevertheless, the tests show a remarkable precision and 1:1 tracking of controller movements, suggesting that it may be reasonable to consider this method applicable to any other part of the body as the upper limb is regarded as the most complicated section in human kinematics. As an extension of the record keeping functionality of this system, the therapists can also obtain a detailed analysis of the patients' exercises, such as the number of repetitions, how many periods of practice have been carried out in a fixed time, direct measurement of joint relative motion and more importantly a historical comparison of the data prior, during and after the homebased treatment.
Conclusion
The system presented is the first step towards a store and forward stroke telerehabilitation pilot system that employs the Nintendo Wii remote and extensions as well an open source professional 3D animation software tool. More precisely it provides basic support for motion tracking, data-driven 3D arm animation and information recording for later evaluation and monitoring by the therapist. It is mainly expected to operate at home environments to improve stroke patient compliance and recovery. The Figure 6 . Experimental runs -lateral view Figure 5 . Experimental runs -anterior view therapist and patient will be able to observe the treatment's efficiency in regular basis without the need of face-to-face consultations. Studies have shown that homebased rehabilitation can affect patient's rapid recovery and save public health services from vast expenses.
Future Work
In collaboration with the University's Centre for Research in Rehabilitation the focus of future work will centre on improving accuracy and performance of the Wii prototype for a set of specific stroke rehabilitation exercises. Alongside this, work will continue on a recent NHS funded project, which seeks to extend this prototype's functionalities, add a telemonitoring module, utilise stroke patient and therapist input to create personalised rehabilitation exercises for this prototype prior to wider evaluation with a number of stroke patients in the UK.
