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パラメータ b  の推定がキーとなる．標準的な推定は全尤度を使ったスコア関数









性がある．最適ポリシー に対して i 番目の観測値
(xi ,ai , yi ) が ai = d0(xi) となるときアウトカム yi が想定よりも低い値であった時，













単一ステージの場合について考察する．( X, A,Y )を共変量ベクトル，治療ラベル，
アウトカムの組とする．Q関数 が既知ならば最適ポリシーは
と得られる． Q関数が未知ならば，例えば，一般化線形モデル
を仮定すると，Q関数は と書ける． これより， このとき，重み付け推定関数 (4) の重み関数はロジスティック関数形
で表せる．ここで，
従って, この表現と一般化線形モデルの基本性質から















例題． Y の条件付き分布が正規分布 として，線形モデル
を仮定する．重み付き推定関数 (3) は
となり，切片項に対する成分は下の図ような挙動を示す．ガンマ・べき推定関数






図１．最適ポリシー d0(x) = 1 のときの推定関数グラフ
(2) 
