Three dual-task experiments investigated the capacity demands of phoneme selection in picture naming. On each trial, participants named a target picture (Task 1) and carried out a tone discrimination task (Task 2). To vary the time required for phoneme selection, the authors combined the targets with phonologically related or unrelated distractor pictures (Experiment 1) or words, which were clearly visible (Experiment 2) or masked (Experiment 3). When pictures or masked words were presented, the tone discrimination and picture naming latencies were shorter in the related condition than in the unrelated condition, which indicates that phoneme selection requires central processing capacity. However, when the distractor words were clearly visible, the facilitatory effect was confined to the picture naming latencies. This pattern arose because the visible related distractor words facilitated phoneme selection but slowed down speech monitoring processes that had to be completed before the response to the tone could be selected.
The present research concerns the capacity demands of speech production. Planning the content of utterances-deciding what to say and how to order the information to be conveyed-can be cognitively demanding (e.g., Bock, 1982; Levelt, 1989) . This is probably the main reason why speakers pause or hesitate, repair or rephrase their utterances (e.g., Clark & Wasow, 1998; GoldmanEisler, 1968; Maclay & Osgood, 1959 ; see also Kubose et al., 2006; Strayer & Drews, 2007) . By contrast, speakers do not normally experience linguistic planning-selecting words and combining them into sentences-as particularly effortful, and the received view in the literature appears to be that these processes are considerably less demanding than is planning the content of utterances (Bock, 1982; Levelt, 1989) .
Apart from analyses of hesitations and pauses (for a review see Levelt, 1989) , few studies have addressed the capacity demands of speech production. The experiments reported below concern a key component of this process: access to the mental lexicon. More specifically, we examined whether selecting the phonemes constituting object names requires cognitive capacity. Before turning to the experiments, we briefly review the main characteristics of current models of lexical access and describe the paradigm we used and a closely related study by Ferreira and Pashler (2002) that motivated the present research.
An Overview of Lexical Access
Word production involves three distinct types of processes: prelinguistic planning processes, lexical access, and postlexical phonetic and articulatory planning processes (for reviews see Johnson, Paivio, & Clark, 1996; Rapp & Goldrick, 2000 , 2006 Vigliocco & Hartsuiker, 2002) . In object naming, the prelinguistic planning processes are the visual and conceptual processes leading to the identification of the object. Lexical access is the retrieval of the object name from the mental lexicon; and during the phonetic and articulatory planning processes, speakers select and combine the articulatory gestures leading to overt speech.
Most models of lexical access postulate separate representations of semantic, syntactic, and word form information. The models differ in the properties ascribed to these representations and in the ways the representations are connected. In the independent network model proposed by Caramazza (1997; Caramazza & Miozzo, 1997) , activation spreads in parallel from a lexical-semantic network to (a) a syntactic network, (b) phonological lexemes, and (c) orthographic representations. Phonological lexemes are unitary representations of word forms. They are linked to the syntactic properties of the words, specified in the syntactic network, and to units representing individual phonemes. An important property of this model is that lexical-semantic units have direct links to both syntactic and word form representations. By contrast, in the model proposed by Levelt, Roelofs, and Meyer (1999;  see also Roelofs, 1992 Roelofs, , 1997 , semantic representations (called lexical concepts in that model) have direct links to only one other type of units, called lemmas, which are linked to (a) nodes specifying the syntactic features of words, (b) nodes specifying the morphological representations (which are similar to Caramazza's phonological lexemes), and (c) nodes representing the orthographic forms of words. Morphological representations are linked to units representing individual phonemes. The family of models proposed by Dell and colleagues (Dell, 1986; Dell, Burger, & Svec, 1997; Foygel & Dell, 2000) has a similar architecture.
Models of lexical access differ not only in the processing units they postulate and the links between them, but also in the assumptions about the information flow during lexical access (for further discussion see Morsella & Miozzo, 2002; Rapp & Goldrick, 2000) . The model proposed by Levelt and colleagues (Levelt et al., 1999; Roelofs, 1992 Roelofs, , 1997 ) is a serial stage model (for related models see also Bloem & La Heij, 2003; Starreveld & La Heij, 1996) , which means that information about the morphological and phonological properties of a word becomes available only after the corresponding lemma has been selected. In the other models mentioned above, activation spreads continuously across the lexical network so that word form information can become activated before the semantic processing of a word has been completed. In some models, including those proposed by Dell and colleagues (Dell, 1986; Dell et al., 1997; Foygel & Dell, 2000) , the links between units are bidirectional, allowing for forward and limited backward flow of activation.
For the present purposes, the differences between the models are less important than the communalities. All models assume that lexical access can be distinguished from conceptual and from phonetic and articulatory planning processes, and that it consists of several distinct processing steps during which different types of information about a word are retrieved. According to all models, speakers generate the phonological representations of words by selecting and combining individual phonemes. This assumptionthat phonological forms are generated out of individual phonemes rather than being retrieved as units-is well supported by results of speech error analyses and experimental studies (e.g., A. S. Wilshire & Saffran, 2005) . In their study of the capacity demands of lexical access, Ferreira and Pashler (2002) used a novel version of the dual-task paradigm, which is described in the next section.
The Dual-Task Paradigm On each trial of a dual-task experiment, participants carry out two tasks (Task 1 and Task 2) by responding as quickly as possible to two stimuli. The stimulus onset asynchrony (SOA) is varied (for reviews see Navon & Miller, 2002; Pashler, 1994) . A ubiquitous finding, the PRP effect, is that the mean Task 2 reaction time increases with decreasing SOA, whereas the mean Task 1 reaction time remains fairly constant across SOAs (e.g., Kahneman, 1973; Telford, 1931; Welford, 1952 Welford, , 1959 . This pattern has been attributed to the existence of a central capacity bottleneck (e.g., Johnston, McCann, & Remington, 1995; Pashler, 1984 Pashler, , 1994 . According to this account, the preparation of a response requires the engagement of central decision or response selection processes, which are capacity demanding and can be devoted to only one task at a time. These capacity demanding processes are preceded by stimulus recognition processes and followed by response execution processes, which are not subject to capacity restrictions (e.g., McCann & Johnston, 1992) . If two tasks are to be carried out in succession, the capacity demanding processes for Task 2 can be initiated only after the corresponding processes for Task 1 have been completed. At short SOAs this can lead to a bottleneck effect: The prebottleneck processing of the second stimulus is likely to be completed before the central bottleneck processes for Task 1, and therefore the central bottleneck processes for Task 2 must be postponed until the central processes for Task 1 have been completed. This situation is less likely to arise at longer SOAs, which is why the mean response latency for Task 2 tends to decrease with increasing SOA. The response latency for Task 1 tends to be unaffected by the SOA because this task typically claims the bottleneck first.
In order to determine whether a component of Task 1 requires central processing capacity, one can vary its duration and observe whether this affects the reaction time for only that task or whether, at short SOAs, it also affects the reaction time for Task 2. If a component is part of the central bottleneck processes or precedes these processes, prolonging its duration should prolong the delay of the central processes for Task 2 and delay the Task 2 reaction time. By contrast, if a component is part of the postbottleneck processes of Task 1, variations in its duration should not affect the Task 2 reaction times. This is because the postbottleneck processes for Task 1 can run in parallel with the central bottleneck processes for Task 2.
A theoretical alternative to the central bottleneck model is that central processing capacity need not be allocated to only one task at a time but can be distributed over two tasks (Kahneman, 1973; McLeod, 1977; Navon & Gopher, 1980; Navon & Miller, 2002; Tombu & Jolicoeur, 2003 ; see also D. E. Meyer & Kieras, 1997a , 1997b , for a related theory). When two tasks are carried out simultaneously, they compete for limited resources. Compared with a single-task situation, this is likely to lead to a performance decrement for at least one of the tasks (Tombu & Jolicoeur, 2003 ; but see Schumacher et al., 2001 ). On the shared capacity view, the typical PRP pattern-the decrease of the reaction time for Task 2 but not Task 1 with increasing SOA-arises because participants tend to allocate most of their processing resources to the task associated with the first stimulus.
A comparison and appraisal of the various versions of bottleneck and shared capacity models is beyond the scope of the present article (for in-depth discussion see Hazeltine, Ruthruff, & Remington, 2006; Pashler, 1994 Pashler, , 1998 . Many of the key findings obtained in the dual-task paradigm can be explained within both frameworks (Navon & Miller, 2002; Tombu & Jolicoeur, 2003) . For the present purposes it is important to note that the shared capacity framework also predicts that at short SOAs variations in the time required for Task 1 processing components that are high in capacity demands will carry forward to Task 2 latencies. By contrast, variations in the time needed for response execution processes for Task 1 that require little or no processing capacity should have a measurable effect on only the Task 1 but not the Task 2 response latencies. Ferreira and Pashler's (2002) Study of Capacity Demands in Lexical Access
In their study of the capacity demands of lexical access, Ferreira and Pashler (2002) adopted a working model according to which a word is accessed in three steps: the selection of a syntactically specified lemma, the selection of a unitary phonological word form, and the selection of the word's phonemes. To assess the capacity demands of each of these steps, they carried out two dual-task experiments in which they combined picture naming (Task 1) with a tone discrimination task (Task 2). In their first experiment, they varied the time required for lemma selection by presenting the target pictures following context sentences such as "Bob was tired so he went to . . ." or "She saw a picture of a . . .," which either strongly or weakly constrained the nature of the picture. In addition, they varied the time required for phonological word form selection by presenting pictures with high-frequency or low-frequency names. Tones were presented 50, 150, or 900 ms after picture onset.
As expected, the tone discrimination (Task 2) latencies increased with decreasing picture-tone SOA, which replicates the classic PRP effect. The picture naming latencies were shorter after highly constraining than less constraining sentences. In addition, there was an interaction of context and morpheme frequency, with the frequency effect being present in only the low-constraint condition. Importantly, the tone discrimination latencies showed the same pattern. Thus, differences in the time required for lemma selection and for word form selection led to corresponding differences in the tone discrimination latencies. Ferreira and Pashler (2002) concluded that lemma and word form selection were capacity demanding processes.
In their second experiment, they combined target pictures with written distractor words that were semantically related to the picture names (e.g., couch-bed), phonologically related (e.g., bend-bed), or unrelated. Semantically related distractor words have been shown to slow down picture naming relative to unrelated ones, whereas phonologically related distractor words facilitate picture naming (Cutting & Ferreira, 1999; Damian & Bowers, 2003; Damian & Martin, 1999; A. S. Meyer & Schriefers, 1991; Schriefers, Meyer, & Levelt, 1990) . The semantic interference effect has often been allocated at the level of lemma selection (Bloem & La Heij, 2003; La Heij, Kuipers, & Starreveld, 2006; Roelofs, 1992 ; but see Finkbeiner & Caramazza, 2006a , 2006b Mahon, Costa, Peterson, Vargas, & Caramazza, 2007 , for an alternative account). The main locus of the phonological effect is likely to be the selection of the target phonemes (A. S. A. S. Meyer & Schriefers, 1991; Roelofs, 2002; Wilshire & Saffran, 2005) . A written or spoken distractor word activates the corresponding phonemes. In the phonologically related condition, some of these phonemes are also part of the phonological representation of the target. Because of the activation that these phonemes receive from the distractor, they can be selected faster than in the unrelated condition, where target and distractor do not have any phonemes in common. Ferreira and Pashler (2002) replicated the semantic and the phonological effect on the picture naming latencies: Compared with unrelated distractors, semantically related distractors slowed down picture naming, and phonologically related ones facilitated it. However, only the semantic effect carried forward to the tone discrimination latencies. Ferreira and Pashler concluded that lemma selection required central processing capacity, whereas phoneme selection was a response execution process, which could be carried out in parallel with the selection of the response to the tone.
The results are important for several reasons: First, they demonstrate the usefulness of the dual-task paradigm for studying word production; second, they show that two main components of lexical access-lemma selection and word form selection-require central processing capacity; and third, they suggest that this is not true for phoneme selection. This difference in capacity demands of different components of lexical access is not predicted by any of the models of lexical access mentioned above.
The Present Study Ferreira and Pashler's (2002) results suggest that the speakers could select the response to the tone while they were selecting the phonemes of the picture name. One might therefore predict that speakers will be able to carry out other capacity demanding activities, including, for instance, utterance planning processes, during phoneme selection as well. However, the results of recent eye tracking experiments do not support this prediction. When speakers name several objects, they typically look at each object in the order of mention (e.g., Griffin, 2001 Griffin, , 2004 Griffin & Bock, 1998; A. S. Meyer, Sleiderink, & Levelt, 1998) . The amount of time they spend looking at an object depends on the time they need to identify it and to select the lemma, the phonological word form, and the phonemes of the object name (Korvorst, Roelofs, & Levelt, 2007; A. S. Meyer, Belke, Häcker, & Mortensen, 2007; A. S. Meyer, Roelofs, & Levelt, 2003) . In studies by A. S. Meyer and van der Meulen (2000) and by Mortensen, Meyer and Humphreys (in press ), the time required for phoneme selection was varied in the same way as in Ferreira and Pashler's (2002) Experiment 2, namely by combining target pictures with phonologically related or unrelated distractor words. In both studies, the speakers looked at them for a shorter time and named the objects faster when related rather than unrelated distractors were presented. One account of these findings is that speakers look at each object and process it with priority until all capacity demanding components of the naming process, which would include phoneme selection (Griffin, 2004; Wheeldon, Meyer, & van der Meulen, 2007 ; see also Roelofs, 2007) , have been completed. Obviously, the eye tracking studies did not directly assess the capacity demands of object naming. Nevertheless, their results and those reported by Ferreira and Pashler (2002) invite different conclusions about the capacity demands of phoneme selection (see also Griffin, 2004) . This motivated the present research.
We report three experiments in which we used the same basic paradigm as in Ferreira and Pashler's (2002) Experiment 2. On each trial the participants named a picture (Task 1) and categorized a tone as high, medium, or low in pitch (Task 2). The tones were presented 50, 150, or 900 ms after each picture. The pictures were accompanied by phonologically related, unrelated, or identical distractors. We expected the picture naming latencies to be shorter in the related and identical conditions than in the unrelated condition. The most important question was whether these facilitatory effects would carry forward to the tone discrimination latencies.
In Experiment 1, we used pictorial distractors. They appeared as red line drawings superimposed on green targets. The two pictures had phonologically related or unrelated names (e.g., bed-bell or bed-nut) or, in the identical condition, were mirror images of each other. The participants had to name the objects shown in green and ignore the objects shown in red.
Several studies (A. S. Meyer & Damian, 2007; Morsella & Miozzo, 2002; Navarrete & Costa, 2005) have shown that, compared with unrelated distractor pictures, phonologically related ones facilitate target naming. This effect can be explained in a similar fashion as the effect of phonologically related distractor words: The distractor picture activates the associated linguistic information, including the phonemes constituting its name. In the related condition, some of the distractor phonemes are also part of the target name. These phonemes benefit from the activation received from the distractor and can therefore be selected faster than in the unrelated condition.
Given that the effects of distractor pictures on target naming have been shown to be similar to those of distractor words, we expected to replicate the results reported by Ferreira and Pashler (2002) : The picture naming latencies should be shorter in the related than in the unrelated condition, whereas the tone discrimination latencies in the two conditions should not differ from each other.
The identical condition was included as a benchmark condition. Since the picture pairs shown in this condition were visually similar, represented the same concept, and had the same name, the identification of the target object and the retrieval of its name should be faster than in the unrelated condition, where target and distractor represented different concepts and had different names. If any of the processes involved in picture naming require cognitive capacity, the tone discrimination latencies should be shorter in the identical than in the unrelated condition as well.
We found that the picture naming latencies were indeed much shorter in the identical than in the unrelated condition and that this effect carried forward to the tone discrimination latencies. More importantly, the phonologically related distractors also facilitated picture naming, and deviating from Ferreira and Pashler's (2002) results, the effect also carried forward to the tone discrimination latencies.
In order to explore the basis for this discrepancy in the results, we conducted two further experiments using distractor words. The results of the first of these experiments suggested that (a) related distractor words facilitated phoneme selection but slowed down the speakers' self-monitoring processes, and (b) the tone discrimination latencies were sensitive to both of these effects. Experiment 3 tested this hypothesis. As in the preceding experiment, the target pictures were combined with words, but in order to minimize their effects on self-monitoring processes, we presented them for only 50 ms and had them preceded and followed by pattern masks. As will be shown, this yielded a clearer picture of the capacity demands of phoneme selection.
Experiment 1

Method
Participants. Experiment 1 was carried out with 48 undergraduate students of the University of Birmingham (United Kingdom). They were native speakers of British English and had normal or corrected-to-normal vision. They were paid or received course credits for participating in the study.
Materials. One hundred sixteen line drawings of objects with monosyllabic names were selected from a picture gallery available in our lab. Thirty-three of the pictures stemmed from the Snodgrass and Vanderwart (1980) corpus. Seventy-two pictures were used on experimental trials. This experimental picture set consisted of 18 pairs of pictures whose names shared the onset consonant or consonant cluster and the following vowel (e.g., bed-bell) and 18 pairs with monosyllabic rhyming names (e.g., nest-vest). Each member of an experimental pair was used both as a target and as a distractor. Therefore, there were 72 related target-distractor pairs (see Appendix for a listing of the materials). Also, 72 phonologically and semantically unrelated pairs were generated by recombining the pictures. In the identity condition, target and distractor were mirror images of each other. Each experimental picture was also combined with one of 36 additional unrelated distractor pictures. These unrelated target-distractor pairs were each shown twice in a practice block. Finally, there were four unrelated picture pairs, which were shown on warm-up trials.
The targets were shown as green line drawings and the distractors as superimposed red line drawings, all on a gray background. The pictures appeared in the center of the screen and were scaled to fit into 9.5-cm by 9.5-cm frames (8.5°by 8.5°when seen from the participant's position). Three tones of 180 Hz (low), 500 Hz (medium), and 1,200 Hz (high) were used. The tone duration was 285 ms.
Design. There were six test blocks of 40 trials each (4 practice trials followed by 36 experimental trials). Each experimental picture was shown as a target in Blocks 1, 3, and 5 or in Blocks 2, 4, and 6. In each block, 12 targets were combined with related, unrelated, and identical distractors. Each target was shown with a different distractor in each of the three blocks in which it appeared. Thus, each participant saw each target with a related, an unrelated, and an identical distractor. The order of the blocks was counterbalanced across participants with a Latin square design. The order of the items within blocks was random, with the provision that distractors of the same type did not appear on more than two consecutive trials. A different sequence of trials was used for each participant.
Three picture-tone SOAs-50, 150, and 900 ms-were used. Each SOA was used 12 times on the experimental trials of each block and once or twice on warm-up trials. Within each block, the same SOA was used for all trials featuring the same distractor type. For instance, in one block the SOA of 50 ms was used when identical distractors were presented, the SOA of 150 ms when unrelated distractors were presented, and the SOA of 900 ms when related distractors were presented. Across the six blocks, the combinations of SOA and distractor type were counterbalanced, such that by the end of the experiment all possible combinations of distractor type and SOA had been used equally often. Each of the three tones was used 12 times on the experimental trials of each block (four times in each distractor condition) and once or twice on warm-up trials. Tone type varied randomly across trials, with the provision that the same tone was not played on more than two consecutive trials.
The experimental blocks were preceded by three practice blocks. In the first practice block, which included 24 trials, the participants practiced only the tone discrimination task. The three tones were played eight times each in a random order. In the second block, the participants saw each warm-up and experimental picture once and heard the tones at the same SOAs as in the experimental blocks. They practiced naming the pictures and responding to the tones. Finally, in the third practice block, each warm-up and experimental picture was shown two more times accompanied by unrelated practice distractors. The participants' task was to name the target pictures and to categorize the tones.
Procedure. Participants were tested individually in a soundattenuated booth. Before the experiment, they received written instructions and a picture booklet showing the target pictures and the names they should use in the experiment. They were asked to familiarize themselves with the materials and were then tested orally by the experimenter to ensure that they would use the expected picture names.
The participants were told that they would see pairs of line drawings and that they should name the object shown in green and ignore the object shown in red. In addition, they should promptly categorize the tones as low, medium, or high by pressing the appropriate button on the push-button panel. Both tasks were given equal emphasis. No instructions about the order of the responses were given, but the analyses showed that in all experiments, the participants named the picture first on more than 97% of the valid trials.
At the beginning of each trial, a fixation point was presented in the center of the screen for 1 s. After a blank interval of 500 ms, the target and distractor picture were presented simultaneously for 850 ms. A tone was played 50, 150, or 900 ms after picture onset. The trial ended as soon as the voice key was activated and a button-press response was registered but not earlier than 2 s after picture onset. The maximal trial duration was 3.5 s. After 500 ms the next trial began.
Apparatus. The experiment was controlled by the experimental package NESU 5.1 (Max Planck Institute for Psycholinguistics, Nijmegen, The Netherlands). The pictures were presented on a Samtron 95 Plus 19-in. (48-cm) screen. The tones were heard through Beyerdynamic DT 931 headphones. The participants' speech was recorded with a Sony ECM-MS907 microphone. Speech onset latencies were measured with the NESU voice key. A custom-made three-button response panel was used to record the tone discrimination latencies. This setup was used in all experiments of the present study.
Analysis. We recorded the rates of naming errors (incorrect picture names and utterances including hesitations and repairs) and tone discrimination errors as well as the latencies for correct naming and tone discrimination responses. Separate analyses of variance (ANOVAs) were carried out for naming and tone discrimination errors with distractor type (related vs. unrelated) and SOA (50, 150, or 900 ms) as independent variables.
The picture naming and tone discrimination latencies were analyzed in joint ANOVAs that included distractor type, SOA, and task (picture naming vs. tone discrimination) as independent variables. This was done because our main goal was to determine whether the distractors had similar or different effects on the performance in the two tasks. In other words, our main interest was to determine whether task and distractor type interacted with each other. To correct for differences in the mean picture naming versus tone discrimination latencies and variances, we z-transformed the latencies prior to analysis, which yielded standard scores with zero mean and unit standard deviation (Winer, Brown, & Michels, 1991) . Because of this transformation, the main effect of task could not be assessed. In separate analyses, participants (F 1 ) and items (F 2 ) were used as random variables.
The related target-distractor pairs shared either word-initial or word-final phonemes. Latency analyses including the position of the shared phonemes as an additional variable yielded no main effect of this variable and no interactions with other variables. Therefore we combined the two item sets for the analyses reported here.
Results and Discussion
The results are summarized in Table 1 . In the ANOVAs of the rates of picture naming errors, neither the main effects nor their interaction was significant. For the rates of tone discrimination errors, we obtained a significant main effect of distractor type, F 1 (2, 94) ϭ 5.31, p Ͻ .01; F 2 (2, 142) ϭ 4.56, p Ͻ .05. Participants made more errors in the identical condition (4.6%) than in the related and unrelated conditions (3.2% and 3.6%, respectively). We do not know how this effect arose, but it should be noted that it was not replicated in the following experiments.
Trials on which a picture naming or tone discrimination error had occurred were eliminated from the latency analyses. Further trials were excluded because the picture naming latency was longer than 2,000 ms or shorter than 300 ms (2.5% of the trials) or because the tone discrimination latency was longer than 3,000 ms (1.8% of the trials). Finally, 2.0% of the trials were excluded for technical reasons, mainly because the voice key was triggered by noise in the environment.
For the remaining latencies we obtained a main effect of SOA, F 1 (2, 94) ϭ 120.87; F 2 (2, 142) ϭ 169.43, both ps Ͻ .001, and a significant interaction between response type and SOA, F 1 (2, 94) ϭ 202.61; F 2 (2, 142) ϭ 1,364.57, both ps Ͻ .001. This interaction arose because the tone discrimination latencies decreased across SOAs, from a mean latency of 1,153 ms at the SOA of 50 ms, to 1,076 ms at the SOA of 150 ms, and 646 ms at the SOA of 900 ms, F 1 (2, 94) ϭ 708.76; F 2 (2, 142) ϭ 617.05, both ps Ͻ .001, for the simple main effect of SOA, whereas the picture naming latencies were not significantly affected by the SOA (means: 741, 756, and 736 ms for the SOAs of 50, 150, and 900 ms, respectively); F 1 (2, 94) Ͻ 1; F 2 (2, 142) ϭ 2.53, p Ͻ .10. As explained in the introduction, a marked decrease in Task 2 (tone discrimination) latencies with increasing SOA indicates that some of the processes involved in Task 1 (picture naming) required central processing capacity.
As predicted, the participants named the pictures faster when they were accompanied by identical or phonologically related distractors than when accompanied by unrelated distractors (see Figure 1 ). Across SOAs, the facilitatory effects of identical and related distractors were 45 ms and 18 ms, respectively. The results obtained for the tone discrimination latencies were similar, though the facilitatory effects were somewhat smaller: Across SOAs, identical distractors sped the reactions by, on average, 26 ms and phonologically related ones by 12 ms. This yielded a significant main effect of distractor type, F 1 (2, 94) ϭ 38.65; F 2 (2, 142) ϭ 11.59, both ps Ͻ .001, and a significant interaction between distractor type and response type, F 1 (2, 94) ϭ 15.88; F 2 (2, 142) ϭ 10.53, both ps Ͻ .01. The interaction arose primarily because the identical distractors had a stronger effect on the picture naming latencies than on the tone discrimination latencies (see Figure 1 ). An analysis including only the identical and unrelated distractor conditions yielded a significant main effect of distractor type, F 1 (1, 47) ϭ 98.02; F 2 (1, 71) ϭ 23.27, both ps Ͻ .001, and a significant interaction of distractor type and response type, F 1 (1, 47) ϭ 36.36; F 2 (1, 71) ϭ 16.65, both ps Ͻ .001. However, analyses of simple effects showed that the facilitatory effect of the identical distractors was significant for the picture naming latencies, F 1 (1, 47) ϭ 121.83; F 2 (1, 71) ϭ 35.39, both ps Ͻ .001, and for the tone discrimination latencies, F 1 (1, 47) ϭ 17.85, p Ͻ .001; F 2 (1, 71) ϭ 5.18, p Ͻ .05. This pattern suggests that the identical distractors facilitated several components of the target naming process. Some of these components required processing capacity, and the facilitatory effect of the identical distractors on these components propagated to the tone discrimination latencies. In addition, the identical distractors apparently facilitated processes that were not subject to capacity restrictions, and this effect did not propagate to the tone discrimination latencies. Therefore, a stronger facilitatory effect was seen for the picture naming latencies than for the tone discrimination latencies.
An analysis including only the phonologically related and unrelated distractor conditions yielded a significant main effect of distractor type, F 1 (1, 47) ϭ 12.87, p Ͻ .001; F 2 (1, 71) ϭ 4.45, p Ͻ .05, and an interaction of distractor type and response type, which was significant by participants only, F 1 (1, 47) ϭ 5.40, p Ͻ .05; F 2 (1, 71) ϭ 2.18, p Ͻ .15. As Figure 1 shows, at the two shortest SOAs, facilitatory effects of a similar size were found for the two response types. At the SOA of 900 ms, only the effect on the picture naming latencies was maintained. As explained above, such a pattern can arise because capacity bottleneck effects are more likely to occur at short rather than long SOAs. Analyses including only the related and unrelated distractors and only the two shortest SOAs yielded a main effect of distractor type, F 1 (1, 47) ϭ 9.49, p Ͻ .01; F 2 (1, 71) ϭ 6.37, p Ͻ .05, but no interaction of distractor type and response type, F 1 (1, 47) ϭ 2.67; F 2 (1, 71) Ͻ 1.
In sum, Experiment 1 showed that phonologically related distractor pictures facilitated target naming and that at the two shortest SOAs this effect propagated to the tone discrimination latencies. This contrasts with Ferreira and Pashler's (2002) finding that phonologically related distractor words facilitated only target naming but not the responses to the tones. It is difficult to interpret this discrepancy in the results of the two studies because they differed not only in the type of distractors (words vs. pictures) but also in several other ways, including the choice of target pictures and distractors, the timing of the trials, and the presence or absence of semantically related and identical distractors. Nevertheless, the pattern suggests that distractor pictures and words had similar effects on the picture naming latencies but differed in their effects on the tone discrimination latencies. Experiment 2 assessed this hypothesis by replacing the distractor pictures with distractor words (i.e., the names of the pictures shown in Experiment 1). We predicted that with these materials the pattern of results obtained by Ferreira and Pashler would be reproduced.
Experiment 2
Method
Participants. The experiment was carried out with 48 participants.
Materials, design, and procedure. The same materials and design were used as in Experiment 1 except that distractor words were presented instead of pictures. These were the names of the pictures presented in Experiment 1. They appeared in red print (18-point Arial type font) in the center of the screen, superimposed upon the target pictures.
Procedure. The same procedure was used as in Experiment 1, except that the participants were told that they would see pictureword pairs rather than picture pairs. They were asked to name the pictures, ignoring the words, and to categorize the tones as quickly and accurately as possible. Table 2 summarizes the findings. The analysis of the picture naming errors yielded a significant effect of distractor type, F 1 (2, 94) ϭ 10.03; F 2 (2, 142) ϭ 9.12, both ps Ͻ .001, which arose because there were fewer errors in the identical condition (0.4%) than in the related and unrelated conditions (1.7% and 1.1%, respectively). The analysis of the tone discrimination errors also yielded a significant effect of distractor type, F 1 (2, 94) ϭ 6.90; F 2 (2, 142) ϭ 6.75, both ps Ͻ .01. The participants made slightly more errors in the phonologically related condition (6.2%) than in the remaining two conditions (5% for both conditions). There was also a significant effect of SOA, F 1 (2, 94) ϭ 3.64; F 2 (2, 142) ϭ 3.74, both ps Ͻ .05. The rate of the tone discrimination errors decreased across SOAs (means: 6.5%, 5.1%, and 4.6% for SOAs of 50, 150, and 900 ms, respectively). Error trials were excluded from the latency analyses. We excluded a further 1.5% of the trials because the picture naming latency was longer than 2,000 ms or shorter than 300 ms, and 1.5% of the trials because the tone discrimination latency was longer than 3,000 ms. Also, 2.5% of the trials were excluded for technical reasons.
Results
ANOVAs of the remaining latencies yielded a main effect of SOA, F 1 (2, 94) ϭ 86.39; F 2 (2, 142) ϭ 683.05, both ps Ͻ .001, and a significant interaction between response type and SOA, F 1 (2, 94) ϭ 163.53; F 2 (2, 142) ϭ 2,298.22, both ps Ͻ .001. As in Experiment 1, the tone discrimination latencies decreased across SOAs, from a mean of 1,332 ms at the SOA of 50 ms to 1,246 ms at the SOA of 150 ms and 761 ms at the SOA of 900 ms, F 1 (2, 94) ϭ 331.91, F 2 (2, 142) ϭ 2,488.07, both ps Ͻ .001, for the simple effect, whereas the picture naming latencies were stable (means: 767, 778, and 787 ms for SOAs of 50, 150, and 900 ms, respectively; both Fs Ͻ 1).
There was a significant main effect of distractor type, F 1 (2, 94) ϭ 96.85; F 2 (2, 142) ϭ 91.64, both ps Ͻ .001, and a significant interaction between distractor type and response type, F 1 (2, 94) ϭ 35.59; F 2 (2, 142) ϭ 45.50, both ps Ͻ .001. As Figure 2 shows, the identical distractors strongly facilitated picture naming, and at the two shortest SOAs this effect propagated to the tone discrimination latencies. At the longest SOA, the tone discrimination latencies in the identical and unrelated condition differed by only 7 ms. In ANOVAs including only the identical and unrelated condition, this pattern yielded a significant main effect of distractor type, 
Discussion
Experiments 1 and 2 were identical in all respects except for the modality of the distractors. The results of both experiments showed that phonologically related distractor words and pictures facilitated target naming relative to unrelated distractors, with pictures yielding a more substantial effect (43 ms) than did words (18 ms). However, the facilitatory effect carried forward to only the tone discrimination latencies when distractor pictures were used. The confinement of the effect of related words to the picture naming latencies replicates a key finding of the study by Ferreira and Pashler (2002) .
Why might the effects of phonologically related distractor pictures and words on the tone discrimination latencies be so different? One possibility is that the two types of distractors affected different processes. Specifically, related distractor pictures could facilitate capacity demanding processes, which could not be carried out in parallel with the selection of the response to the tone, whereas related distractor words could facilitate response execution processes, which could run in parallel with selection of the response to the tone. Following Ferreira and Pashler (2002) , the effect of related distractor words could be allocated at the phoneme level and the effect of related distractor pictures at the level of the phonological word form.
However, within the existing models of lexical access, it is difficult to explain how related distractor pictures and words came to affect different processes. Given that the related distractors shared some phonemes but not the entire phonological word form with the targets, the most likely origin of the facilitatory effect is the phoneme level. This holds for distractor words and pictures (A. S. Meyer & Damian, 2007; A. S. Meyer & Schriefers, 1991; Morsella & Miozzo, 2002; Navarrete & Costa, 2005; Roelofs, Meyer, & Levelt, 1996; Schriefers et al., 1990; Starreveld, 2000) . However, effects arising at other processing levels may have contributed to the observed latency differences. If there are bidirectional links between phonemes and superordinate units, as, for instance, proposed by Dell (1986; Dell & Gordon, 2003 ; see also Vitevitch, 2002) , then activation of some of the target phonemes by a related distractor will lead to additional activation of the phonological word form of the target. Therefore, word form selection may be facilitated as well as phoneme selection. This holds equally for both distractor types. In addition, the phonological word form and lemma of the target might become briefly activated during the recognition of a phonologically related distractor word (Damian & Martin, 1999; Roelofs et al., 1996; Starreveld & La Heij, 1995) . However, this should not happen when a distractor picture is processed. Thus, while the written word bell might directly activate the orthographic and phonological word form representations of bed, there is no reason to assume that a picture of a bell would activate the lemma or phonological word form of bed. This is because, according to current models of lexical access, there are no direct facilitatory links between the concepts, lemmas, or word forms of phonologically similar words; such words can activate each other only via links to shared phonemes. In short, it is not obvious why related distractor pictures would have a stronger effect at the phonological word form level than would related distractor words.
An alternative account is that related distractor words and pictures affected lexical access in the same way and that this effect carried forward to the tone discrimination latencies, but that the related distractor words had an additional effect, which was reflected only in the tone discrimination but not in the picture naming latencies. Specifically, we propose that related distractor words slowed down speech monitoring processes, which occurred after speech onset but before the response to the tone.
This hypothesis was derived from the results of an eye movement study by Mortensen et al. (in press) , in which participants named object triplets in noun phrases (e.g., bed, mouse, tree) and heard distractor words that were phonologically related or unrelated to the name of the first object (e.g., bell or nut). As expected, the participants looked at the first object for a shorter period of time and named it faster when a related rather than unrelated distractor was presented. However, the second object (mouse in the example) was inspected for a longer period of time and named more slowly in the related rather than unrelated condition. Mortensen et al. (in press) proposed that the related distractors facilitated the selection of the phonemes of the first object name but slowed down the speakers' speech monitoring processes. Speakers continuously monitor their speech plan (the phonological or phonetic representation) and their overt speech for accuracy and adequacy (e.g., Blackmer & Mitton, 1991; Hartsuiker, Corley, & Martensen, 2005; Postma, 2000; Slevc & Ferreira, 2006) . The speakers in the experiment by Mortensen et al. typically moved their eyes from the first to the second object about 200 ms before speech onset and were therefore usually looking at the second object when they articulated and monitored the name of the first object. Mortensen et al. suggested that, compared with unrelated distractors, the related distractors might interfere with the recognition of the produced target names or with the matching of the produced with the intended names. This manifested itself in longer gazes at the second object. This proposal is in line with evidence in the word recognition literature demonstrating that the processing of spoken words can be affected by the presence of related primes (e.g., Dufour & Peereman, 2003; McQueen & Sereno, 2005) .
In the present experiment, the responses to the picture and the tone may have been affected by the distractors in ways similar to the responses to the two pictures in the study by Mortensen et al. (in press ): The participants began to articulate the picture name as soon as they had retrieved the phonological form and at least the first part of the phonetic code (A. S. Meyer, Roelofs, & Levelt, 2003) , but since speech monitoring is a capacity demanding process (Hartsuiker, Corley, & Martensen, 2005; Oomen & Postma, 2002) , they could respond to the tone only after this process had been completed as well. Therefore, the picture naming latencies showed only the facilitatory effect of the related distractors arising during the selection of the target phonemes. This effect propagated to the tone discrimination latencies but was offset by an opposing effect of the related distractors on the time required for speech monitoring. The net effect of these two influences was that the tone discrimination latencies were slightly longer in the related condition than in the unrelated condition. By contrast, related distractor pictures facilitated phoneme selection but did not hinder the speech monitoring processes more than unrelated distractor pictures did. Therefore, the facilitatory effect arising during phoneme selection carried forward to the tone discrimination latencies. This difference in the effects of related pictures and words might arise because written words are directly linked to the phonological input representations involved in monitoring (e.g., Frost, 1998; Harm & Seidenberg, 2004; Rastle & Brysbaert, 2006) , whereas the visual representations of pictures are linked to these representations only via several layers of conceptual and lexical output representations (e.g., Roelofs, 2005; Roelofs et al., 1996) .
This view predicts that the facilitatory effect of related distractor words on the picture naming latencies will carry forward to the tone discrimination latencies if the effect of the distractors on speech monitoring is eliminated. Experiment 3 tested this prediction. As in Experiment 2, the target pictures were combined with words (now called primes, following the conventions in the literature), but instead of remaining in view for 850 ms, they were presented for only 50 ms and were preceded and followed by pattern masks. Several studies (Ferrand, Segui, & Grainger, 1996; Schiller, 1998 Schiller, , 1999 have shown that masked phonologically related prime words facilitate phoneme selection relative to unrelated primes. Therefore, we expected the picture naming latencies to be shorter after related than unrelated prime words. Under the chosen timing and masking conditions, few participants should notice the primes, and hardly anyone should be able to identify them. Therefore, the primes should be unlikely to affect the participants' speech monitoring processes and we should be able to observe their effects on phoneme selection, uncontaminated by any effects arising during speech monitoring. If phoneme selection requires processing capacity, the expected facilitatory effect of the related primes should carry forward to the tone discrimination latencies.
Experiment 3
Method
Materials and design. The same materials and design were used as in Experiment 2, but masked primes were used instead of clearly visible distractor words. The prime words were preceded and followed by up to four percent signs so that all prime strings were 11 characters long (e.g., %%hamster%%; %%%%dog%%%%; see also Ferrand et al., 1996; Schiller, 1998) . They were shown in lower case in 12-point Courier type font. The forward and backward mask consisted of 13 hash marks, which completely covered the prime string. All visual stimuli were shown in the center of the screen in white on a black background.
Procedure. The participants were instructed and trained in the same way as in the preceding experiments, except that no distractors or primes were mentioned. They were asked to name the pictures and categorize the tones as quickly and accurately as possible.
At the beginning of each trial, a fixation cross was shown for 500 ms. It was followed by a forward mask shown for 500 ms, a prime shown for 50 ms, a backward mask shown for 17 ms, and finally the target picture, which was shown for 850 ms. As in the preceding experiments, one of three tones was presented 50, 150, or 900 ms after picture onset. The trial ended as soon as the voice key was activated and a button-press response was registered but not earlier than 2 s after picture onset. The maximal trial duration was 3.5 s. The intertrial interval was 500 ms.
After participants completed the six experimental blocks, they were asked whether they had noticed the primes. Most participants reported that they had noticed some sort of flickering before the picture appeared. None reported that they could read the words. To assess the visibility of the primes, we conducted a two-alternative, forced-choice recognition test. The primes were presented under the same masking conditions as in the preceding experimental blocks, but instead of a picture, two words were presented slightly to the left and right of the fixation point. One of them was the prime, and the other was a foil (one of the primes used on other trials). The primes appeared equally often on the left and right side of the screen. The participants were asked to press the left or right button on a two-button panel to indicate the position of the prime. Their overall accuracy (52%) was at chance level, t(40) Ͻ 1.
Results and Discussion
The results of Experiment 3 are summarized in Table 3 . The analysis of the rates of picture naming errors yielded no significant effects. The analysis of the rates of tone discrimination errors yielded a significant effect of SOA, F 1 (2, 94) ϭ 6.42; F 2 (2, 142) ϭ 6.27, both ps Ͻ .01. Participants made more errors at the SOA of 150 ms (6.2%) than at the SOAs of 50 ms (5.4%) and 900 ms (4.2%). Trials on which a picture naming or tone discrimination error had occurred were eliminated from the latency analyses. Further trials were excluded because the picture naming latency was longer than 2,000 ms or shorter than 300 ms (0.4% of the trials) or because the tone discrimination latency was longer than 3,000 ms (0.3% of the trials). Also, 0.8% of the trials were excluded for technical reasons.
For the remaining latencies, we obtained a main effect of SOA, F 1 (2, 94) ϭ 410.04; F 2 (2, 142) ϭ 439.29, both ps Ͻ .001, and a significant interaction between response type and SOA, F 1 (2, 94) ϭ 364.74; F 2 (2, 142) ϭ 532.03, both ps Ͻ .001. The tone discrimination latencies decreased across SOAs, from 1,084 ms at the SOA of 50 ms to 999 ms at the SOA of 150 ms and 626 ms at the SOA of 900 ms, F 1 (2, 94) ϭ 707.95; F 2 (2, 142) ϭ 1,199.76, both ps Ͻ .001. The picture naming latencies did not decrease across SOAs but were longest at the SOA of 150 ms (732 ms), intermediate at the SOA of 50 ms (716 ms), and shortest at the SOA of 900 ms (698 ms). The difference between the three SOAs was significant, F 1 (2, 94) ϭ16.48; F 2 (2,142) ϭ 15.02, both ps Ͻ .001, for the simple effect.
As Figure 3 shows, the pictures were named faster in the identical and the phonologically related than in the unrelated condition. Importantly, this facilitation effect carried forward to the tone discrimination latencies. At the two shortest SOAs, the primes had a stronger effect on the tone discrimination than on the picture naming latencies, whereas the reverse held at the SOA of 900 ms. In the ANOVA, we obtained a significant main effect of prime type, F 1 (2, 94) ϭ 14.35; F 2 (2, 142) ϭ 26.59, both ps Ͻ .001, and significant interactions between prime type and response type, F 1 (2, 94) ϭ 29.23; F 2 (2, 142) ϭ 12.03, both ps Ͻ .001, and between prime type, response type, and SOA, F 1 (4, 188) ϭ 4.08, p Ͻ .01; F 2 (4, 284) ϭ 6.23, ps Ͻ .001.
ANOVAs including only the identical and unrelated conditions yielded a significant main effect of prime type, F 1 (1, 47) ϭ 16.38, p Ͻ .001; F 2 (1, 71) ϭ 57.05, p Ͻ .01, and significant interactions of prime type and response type, F 1 (1, 47) ϭ 51.26; F 2 (2, 142) ϭ 27.55, both ps Ͻ .001, and of prime type, response type, and SOA, F 1 (2, 94) ϭ 7.68; F 2 (2, 142) ϭ 11.32, ps Ͻ .001.
ANOVAs including only the phonologically related and unrelated conditions yielded a main effect of prime type, F 1 (1, 47) ϭ 5.27, p Ͻ .05; F 2 (1, 71) ϭ 9.28, p Ͻ .01. The interaction between prime type and response type approached significance by participants, F 1 (1, 47) ϭ 3.78, p Ͻ .06; F 2 (1,71) ϭ 1.63, reflecting the fact that the effect of phonological relatedness was slightly stronger for the tone discrimination than for the picture naming latencies (45 ms vs. 31 ms, respectively). Analyses of the simple effects showed that the effect was significant for each response type: picture naming latencies, F 1 (1, 47) ϭ 5.70, p Ͻ .05; F 2 (1,71) ϭ 8.70, p Ͻ .01; tone discrimination latencies, F 1 (1, 47) ϭ 4.50, p Ͻ .05; F 2 (1,71) ϭ 7.50, p Ͻ .01.
In sum, the phonologically related primes facilitated target naming, and this effect propagated to the tone discrimination latencies. This indicates that the process affected by the primes was a capacity demanding process. The implications of the results will be considered below.
General Discussion
The goal of the present research was to investigate the capacity demands of one component of lexical access: the selection of the phonemes constituting object names. To this end, three dual-task experiments were carried out in which picture naming (Task 1) was combined with tone discrimination (Task 2). In the critical conditions, the pictures were accompanied by phonologically related or unrelated distractors. Experiment 1 involved distractor pictures, whereas the following experiments involved distractor words, which were either clearly visible (Experiment 2) or masked (Experiment 3). Related distractor pictures facilitated the naming of the targets relative to the unrelated distractors, and this effect carried forward to the tone discrimination latencies. The same pattern was observed for related and unrelated masked distractor words. By contrast, clearly visible distractor words facilitated target naming, but this effect did not carry forward to the tone discrimination latencies.
A plausible account for the finding that distractor pictures and words used in the first two experiments differed in their effect would be that the facilitatory effects of phonologically related distractor pictures and words had different origins. The related pictures primarily facilitated a capacity demanding process, whereas the related words facilitated a later process that could run in parallel with the selection of the tone response. These two processes could be the selection of the phonological word form and the selection of the individual phonemes, respectively. However, the result of Experiment 3, which demonstrates that masked words had the same effect as pictures, argues against such a proposal. Instead we propose that related words and pictures facilitated the same component of lexical access, but that the related distractor words had the additional effect of slowing down speech monitoring processes that occurred after speech onset but before the response to the tone. The picture naming latencies showed the facilitatory effect of the related distractor words and pictures arising during phoneme selection. This effect carried forward to the tone discrimination latencies, but when distractor words were presented, the effect was counteracted by the opposing effect arising during speech monitoring. Our hypothesis that the clearly visible distractor words affected the participants' speech monitoring processes was based on results obtained by Mortensen et al. (in press) . Additional evidence that is consistent with our proposal comes from a recent picture naming study by Slevc and Ferreira (2006) . In this study, participants prepared to name pictures and on about a third of the trials carried out a simple picture naming task. On the remaining trials, a spoken or written word was presented approximately 300 ms after picture onset. This was either the name of the picture or another word that was either unrelated to the name of the picture or related to it in meaning, phonological form, or both meaning and form. The participants were instructed to say the name of the picture only if the word was the picture name but to remain silent otherwise. Therefore, they had to compare the picture name they planned with the written or spoken word. Analyses of the proportions of correctly stopped responses and of the stop latencies showed that this was more difficult when the picture name and the spoken or written word were phonologically related than when they were unrelated. No semantic relatedness effect was found. As Slevc and Ferreira pointed out, these results demonstrate that the speech monitor is particularly sensitive to phonological variables (see also Nooteboom, 2005) .
A related study was conducted by Hartsuiker, Pickering, and De Jong (2005) . On most trials of the authors' experiments, the participants performed a standard picture naming task, but on some trials, the picture seen at trial onset was replaced after 300 ms by a different picture, which had to be named instead of the original picture. The names of the first and second pictures were semantically or phonologically either related or unrelated. The participants found it more difficult to interrupt their response to the first picture when the two pictures were semantically related than when they were unrelated, but there was no phonological relatedness effect. These results are compatible with our conclusion that the phonologically related distractor pictures did not slow down speech monitoring more than the unrelated distractor pictures did.
One may ask whether the monitoring effects observed in these studies and in our own study were induced by specific features of the experimental situation, such as the presence of written or spoken words, and whether the results yield any useful information about speech monitoring in general. In our view, speech monitoring is always task-specific, as speakers can monitor their speech more or less carefully and can pay attention to different features of their speech (e.g., Hartsuiker, 2006) . It is possible that the presence of distractor words induces monitoring or response selection processes that do not occur when words are produced in the absence of distractors (for further discussion see Finkbeiner & Caramazza, 2006a , 2006b La Heij, Kuipers, & Starreveld, 2006) . Nevertheless, the results reflect on properties of the speech monitoring processes that have also been attested to in other contexts, namely that monitoring requires cognitive capacity (Oomen & Postma, 2002) and that it is sensitive to phonological variables (e.g., Nooteboom, 2005; Roelofs, 2004 Roelofs, , 2005 .
The main goal of the present research was not to study speech monitoring but to study the capacity demands of lexical access. Effects arising during monitoring were discussed because they appeared to conceal other effects. A number of recent studies (Cleland, Gaskell, Quinlan, & Tamminen, 2006; McCann, Remington, & Van Selst, 2000) have demonstrated that the dual-task paradigm can be used to study linguistic processing. Our results confirm this, but they also show that the interpretation of differences in the sensitivity of Task 1 and Task 2 performance to a particular experimental variable is not entirely straightforward. This is because Task 2 performance can be affected by influences taking their effect after the first response has been initiated. A similar point was made by Ferreira and Pashler (2002) , who found that the semantic effect in their picture-word interference experiment was more pronounced for the tone discrimination than for the picture naming latencies. They suggested that this pattern could be due to postresponse monitoring processes, which took more time in the semantically related than in the unrelated condition (see also Welford, 1952) . The present data highlight the interpretive problem more clearly because they show that one experimental variable, phonological relatedness, can have opposing effects on two components of a linguistic task, and this can conceal the capacity demands of both components.
The most important findings of the present study are that (a) when monitoring effects were minimized, phonologically related words and pictures facilitated target naming relative to unrelated stimuli, and (b) this effect carried forward to the tone discrimination latencies. As explained above, we assume that the primary locus of the phonological effect was the selection of the target phonemes. Ferreira and Pashler (2002) established that lemma selection and word form selection were capacity demanding processes. Our results imply that the same is true for phoneme selection. An interesting topic for future research is whether these processes are equal in capacity demands or whether some processes are more demanding than others.
