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Abstract—The sequence reconstruction problem, introduced by Lev-
enshtein in 2001, considers a communication scenario where the
sender transmits a codeword from some codebook and the receiver
obtains multiple noisy reads of the codeword. Motivated by modern
storage devices, we introduced a variant of the problem where the
number of noisy reads N is fixed (Kiah et al. 2020). Of significance,
for the single-deletion channel, using log2 log2 n + O(1) redundant
bits, we designed a reconstruction code of length n that reconstructs
codewords from two distinct noisy reads.
In this work, we show that log2 log2 n−O(1) redundant bits are
necessary for such reconstruction codes, thereby, demonstrating the
optimality of our previous construction. Furthermore, we show that
these reconstruction codes can be used in t-deletion channels (with
t > 2) to uniquely reconstruct codewords from nt−1 + O
(
n
t−2
)
distinct noisy reads.
I. INTRODUCTION
As our data needs surge, new technologies emerge to store
these huge datasets. Interestingly, besides promising ultra-high
storage density, certain emerging storage media, such as DNA
based storage [1]–[4] and racetrack memories [5]–[7], rely on
technologies that provide users with multiple cheap, albeit noisy,
reads. In our companion paper [9], we proposed a coding solution
to leverage on these multiple reads to increase the information
capacity, or equivalently, reduce the number of redundant bits.
Our code design problem is based on the sequence reconstruc-
tion problem, formulated by Levenshtein [8]. In Levenshtein’s
seminal work, he considers a communication scenario where the
sender transmits a codeword from some codebook and the receiver
obtains multiple noisy reads of the codeword. The common setup
assumes the codebook to be the entire space and the problem is
to determine the minimum number of distinct reads N that is
required to reconstruct the transmitted codeword. In constrast, in
our problem, the parameter N is fixed and our task is to design a
codebook such that every codeword can be uniquely reconstructed
from any N distinct noisy reads.
Hence, our fundamental problem is then: how large can this
codebook be? Or equivalently, what is the minimum redundancy?
Modifying a code construction in [7], we provided in [9] a number
of reconstruction codes for the single-edit channel and its variants
with log2 log2 n+O(1) bits of redundancy. In this paper, we focus
on the converse of the problem and demonstrate that log2 log2 n−
O(1) redundant bits are necessary. To ease our exposition, we
focus on channels with deletions only and our first contribution
is to demonstrate this lower bound on redundancy for the case
N = 2 and single deletions.
In our proof, we characterize the conditions when two single-
deletion balls have intersection size two (i.e. when two different
codewords result in two noisy reads through the single-deletion
channel). In this same spirit, we determine when two single-
deletion balls have intersection size one. Using this characteri-
zation, we show that the same reconstruction code for the single-
deletion channel can be used to uniquely reconstruct codewords
with approximately half the number of reads (as compared to the
case with no coding) for the t-deletions channel with t > 2. We
formally describe our problem and results in the next section.
II. PRELIMINARIES
Consider a data storage scenario described by an error-ball
function. Formally, given an input space X and an output space
Y, an error-ball function B maps a word x ∈ X to a subset of
noisy reads B(x) ⊆ Y. Given a code C ⊆ X, we define the read
coverage of C, denoted by ν(C;B), to be the quantity
ν(C;B) , max
{
|B(x) ∩B(y)| : x, y ∈ C, x 6= y
}
.
In other words, ν(C;B) is the maximum intersection between the
error-balls of any two codewords in C. The quantity ν(C;B) was
introduced by Levenshtein [8], where he showed that the number
of reads1 required to reconstruct a codeword from C is at least
ν(C;B) + 1. The problem to determine ν(C;B) is referred to as
the sequence reconstruction problem.
The sequence reconstruction problem was studied in a variety
of storage and communication scenarios [7], [10]–[17]. In these
cases, C is usually assumed to be the entire space (all binary
words of some fixed length) or a classical error-correcting code.
However, in most storage scenarios, the number of noisy reads
N is a fixed system parameter and when N is at most ν(C;B),
we are unable to uniquely reconstruct the codeword. In [9],
we propose the study of code design when the read coverage
is strictly less than ν(C;B). Specifically, we say that C is an
(n,N ;B)-reconstruction code if C ⊆ {0, 1}n and ν(C;B) < N .
This gives rise to a new quantity of interest that measures
the trade-off between codebook redundancy and read coverage.
Specifically, given N and an error-ball B, we study the quantity
ρ(n,N ;B) , min
{
n− log |C| : C ⊆ {0, 1}n, ν(C;B) < N
}
.
A. The Sequence Reconstruction Problem for Deletion Channels
In this work, we focus on channels that introduce deletions
only. Specifically, let Dt(x) denote the deletion ball of x with
exactly t deletions. Let Dt(n) denote the maximum deletion ball
size of words of length n, that is, Dt(n) = max{|Dt(x)| : x ∈
{0, 1}n}. It is well known (see for example, [18]) that
Dt(n) =
t∑
i=0
(
n− t
i
)
= nt +O(nt−1), for 0 6 t 6 n. (1)
For convenience, we assign Dt(n) = 0 when t < 0 or t > n.
For purposes of brevity, we let νt(n) denote ν({0, 1}
n;Dt),
the read coverage of {0, 1}n. We have the following landmark
result of Levenshtein.
Theorem 1 (Levenshtein [18]).
νt(n) = 2Dt−1(n− 2) = 2n
t−1 +O(nt−2) . (2)
Recently, the authors of [11] studied the sequence recon-
struction problem when C is a single-deletion-correcting code
or an (n, 1;D1)-reconstruction code. Namely, they showed that
1In the original paper, Levenshtein used the term “channels”, instead of reads.
Here, we used the term “reads” to reflect the data storage scenario.
C allows unique reconstruction with significantly less reads (as
compared to νt(n)) for deletions with t > 2.
Theorem 2 ([11]). Let x and y be two words of length n > 7. If
D1(x)∩D1(y) = ∅, then |Dt(x)∩Dt(y)| 6 N
(1)
t (n) for t > 2,
where
N
(1)
t
(n) = 2Dt−2(n− 4) + 2Dt−2(n− 5) + 2Dt−2(n− 7)
+Dt−3(n− 6) +Dt−3(n− 7) = 2n
t−2 +O(nt−3). (3)
Therefore, if C is an (n, 1;D1)-reconstruction code, then
ν(C;Dt) 6 N
(1)
t (n) and so, C is also an
(
n,N
(1)
t (n) + 1;Dt
)
-
reconstruction code for t > 2 and n > 7. Furthermore, this
implies that ρ
(
n,N
(1)
t (n) + 1;Dt
)
6 log2 n+O(1).
In the same spirit, we study the sequence reconstruction
problem when the codebook C is an (n, 2;D1)-reconstruction
code. Specifically, in Section IV, we show that if every channel
introduces t deletions, then it is possible to uniquely reconstruct
codewords from C with approximately νt(n)/2 reads.
B. Reconstruction Codes with N = 2 for Single Deletions
We motivate the case for reconstruction codes in the context
of the single-deletion channel. As mentioned early, when we use
the whole space {0, 1}n as our codebook, we require ν1(n) = 3
noisy reads to uniquely reconstruct any codeword. Hence, we
have ρ(n,N ;D1) = 0 for N > 3.
In contrast, when N = 1, or, when we have only one noisy
read, we recover the usual notion of error-correcting codes and
the classical Varshamov-Tenengolts (VT) code is an (n, 1;D1)-
reconstruction code whose redundancy is at most log2(n + 1)
[19]. Hence, we have ρ(n, 1;D1) = log2 n + Θ(1). Therefore,
it remains to ask: how should we design the codebook when we
have only two noisy reads? Or, what is the value of ρ (n, 2;D1)?
Now, the first construction of a (n, 2;D1)-reconstruction code
was proposed in [7] for the design of codes in racetrack memory.
The codebook uses log2 log2 n+O(1) redundant bits and in [9],
we modified the construction to obtain codebooks that uniquely
reconstruct codewords for the single-edit channel and its variants.
The construction can be seen as a generalization of the classical
Varshamov-Tenengolts (VT) code proposed by Levenshtein [19]
and the shifted VT codes proposed by Schoeny et al. [20].
Definition 3 (Constrained Shifted VT Codes [7], [9]). For n >
P > 0 and P even, let c ∈ Z1+P/2 and d ∈ Z2. The constrained
shifted VT code CCSVT(n, P ; c, d) is defined to be the set of all
words x = x1x2 · · ·xn such that the following holds.
(i) Syn(x) = c (mod 1 + P/2).
(ii)
∑n
i=1 xi = d (mod 2).
(iii) The longest 2-periodic run in x is at most P .
Here, Syn(x) denotes the VT syndrome Syn(x) ,
∑n
i=1 ixi and
a 2-periodic run refers to a continguous substring xixi+1 · · ·xj
where xk = xk+2 for all i 6 k 6 j − 2.
When P = 2n and we remove Condition (ii)2 we recover the
classical VT code that corrects a single deletion. On the other
hand, when we remove the Condition (iii), we recover the shifted
VT code that is used in the correction of a single burst of deletions
[20]. It was recently demonstrated that the CSVT code enables
unique reconstruction whenever we have two distinct noisy reads.
2When P = 2n, then any 2-periodic run is at most n < P . Hence, Condition
(iii) is always true.
Theorem 4 ([7], [9]). For all choices of c and d, we have that
CCSVT(n, P ; c, d) is an (n, 2;D1)-reconstruction code. Further-
more, if we set P = ⌈log2 n⌉+2, the code CCSVT(n, P ; c, d) has
redundancy 1 + log2(⌈log+2n⌉ + 4) = log2 log2 n + O(1) for
some choice of c and d. Thus, ρ(n, 2;D1) 6 log2 log2 n+O(1).
In this paper, we demonstrate that the codes in Theorem 4 are
asymptotically optimal. Specifically, in Section III, we show that
an (n, 2;D1)-reconstruction code requires at least log2 log2 n −
O(1) redundant bits.
To demonstrate this necessary condition, we first observe that
ν1(n) = 2 and thus, we need to characterize pairs of words whose
single-deletion balls have intersection size exactly two. To do so,
we have the following definition of confusability.
Definition 5. Two words x and y are Type-A-confusable if
x = uav, and y = uav,
for some subwords a, u, and v such that |a| > 2, a is the
complement of a, and a = a1a2 . . . aj is an alternating sequence,
that is, a is 2-periodic and a1 6= a2.
The following characterization was demonstrated in [9].
Lemma 6 (Type-A-confusability [9]). Let x and y be binary
words. We have that |D1(x)∩D1(y)| = 2 if and only if x and y
are Type-A-confusable.
In Section IV, we derive an analogous result that characterizes
when two single-deletion balls intersect at exactly one word.
Using this characterization, we then analyse the read coverage
of an (n, 2;D1)-reconstruction code.
C. Main Contributions
In summary, our contributions are as follows.
• In Section III, we consider the case where t = 1 and
N = 2, and demonstrate that a (n, 2;D1)-reconstruction
code requires at least log2 log2 n−O(1) bits of redundancy.
Therefore, the CSVT code constructed in Theorem 4 is
asymptotically optimal and we have that ρ(n, 2;D1) =
log logn+Θ(1). Furthermore, we have the complete solution
for ρ in the case for t = 1.
Theorem 7. The value ρ(n,N ;D1) satisfies
ρ(n,N ;D1) =

log2 n+Θ(1), when N = 1,
log2 log2 n+Θ(1), when N = 2,
0, when N > 3.
Theorem 7 shows that as the number of noisy reads in-
creases, the optimal number of redundant bits required is
gracefully reduced from log2 n+Θ(1) to log2 log2 n+Θ(1),
and then to zero.
• In Section IV, we consider the case t > 2 and we show
that if |D1(x) ∩ D1(y)| = 1, then |Dt(x) ∩ Dt(y)| 6
Dt−1(n − 1) + νt−2(n − 3). Hence, for the special case
of t = 2, an (n, 2;D1)-reconstruction code can uniquely
reconstruct codewords with n+1 distinct reads. By refining
our arguments, we show that with appropriate choice of P ,
the constrained SVT codes from Theorem 4 can uniquely
reconstruct codewords with strictly less than n + 1 distinct
reads.
III. LOWER BOUND FOR t = 1 AND N = 2
In this section, we provide a lower bound on the number
of redundant bits of an (n, 2;D1)-reconstruction code C, or
equivalently, an upper bound on the size of C. To this end, we
borrow graph theoretic tools and consider the graph G(n) whose
vertices correspond to {0, 1}n. The vertices x and y are adjacent
if and only if |D1(x) ∩D1(y)| = 2, or equivalently, x and y are
Type-A-confusable.
Hence, C is an (n, 2;D1)-reconstruction code if and only if the
corresponding set of vertices are independent in G(n).
Definition 8. A collection Q of cliques is a clique cover of G if
every vertex in G belongs to some clique in Q.
We have the following fact from graph theory (see for example,
[22]).
Theorem 9. If Q is a clique cover, then the size of any indepen-
dent set is at most |Q|.
Therefore, our objective is to construct a clique cover for
G(n). To this end, we consider another parameter ℓ, and set
m = ⌊n/(2ℓ)⌋ and r = n− 2ℓm. We divide each word of length
n into m blocks of length 2ℓ and one block of length r.
Set
Λ =
{
(01)j(10)ℓ−j : j ∈ [ℓ]
}
∪
{
(10)j(01)ℓ−j : j ∈ [ℓ]
}
and Λ˜ = {0, 1}2ℓ \ Λ. So, |Λ| = 2ℓ and |Λ˜| = 22ℓ − 2ℓ. To
construct our clique cover Q(n, ℓ), we consider two types of
cliques. The first type of cliques are singletons of the form
Sx = {x}, where x ∈ Λ˜
m × {0, 1}r.
The second type of cliques are cliques of size ℓ. Here, we define
Γ =
{
(u,w, i) : u ∈ Λ˜i−1, w ∈ {0, 1}2ℓ(m−i+)+r, i ∈ [m]
}
.
For each z = (u,w, i), we define two sets of vertices (which we
later show to be cliques of size ℓ):
Q
(0)
z =
{
u(01)j(10)ℓ−jw : j ∈ [ℓ]
}
,
Q
(1)
z =
{
u(10)j(01)ℓ−jw : j ∈ [ℓ]
}
.
We then define
Q(n, ℓ) =
{
Sx : x ∈ Λ˜
m × {0, 1}r
}
∪
{
Q
(0)
z , Q
(1)
z : z ∈ Γ
}
.
Lemma 10. Q(n, ℓ) is a clique cover for G(n).
Proof. Clearly, all singletons are cliques. Next, we show that the
ℓ-set Q
(µ)
z is a clique for all z ∈ Γ and µ ∈ {0, 1}. We assume
µ = 0 and the proof for µ = 1 is similar.
Let x = u(01)i(10)ℓ−iw and y = u(01)j(10)ℓ−jw be two
words in Q
(0)
z . Without loss of generality, let i < j. Then we can
rewrite x and y as
x = u(01)i(10)j−i(10)ℓ−jw,
y = u(01)i(01)j−i(10)ℓ−jw.
Thus, x and y are Type-A-confusable and so, x and y are adjacent
in G(n). Therefore, Q
(0)
z is a clique.
It remains to show that any word x ∈ {0, 1}n belongs to some
clique in Q(n, ℓ). If x ∈ Λ˜m, then x ∈ Sx. Otherwise, x 6∈ Λ˜
m and
one of the m subblocks of x belongs to Λ. Let the ith subblock
be the first subblock from the left that belongs to Λ. Hence, this
subblock is either of the form (01)j(10)ℓ−j or (10)j(01)ℓ−j for
some j ∈ [ℓ]. In the first case, x belongs to Q
(0)
(u,w,i) where u is the
first (i − 1) subblocks and w is the last (m− i + 1) subblocks.
In the second case, x belongs to Q
(1)
(u,w,i) where u and w are
similarly defined. 
Example 11. Set ℓ = 2 and so, Λ = {0110, 0101, 1001, 1010}.
When m = 3, a possible element z in Γ is the triple
(0000, 1000, 1) and the cliques corresponding to z are
Q
(0)
z = {000001101000, 000001011000} ,
Q
(1)
z = {000010011000, 000010101000} .
For general m, since |Λ˜| = 12, the number of singletons is 12m.
Furthermore, the number of ℓ-cliques is 2|Γ|. Since the size of Γ
is given by
∑m
i=1 12
i−124(m−i) = 2n−2(1 − (3/4)m), we have
that the size of the clique cover Q(n, 2) is
2 ·
(
2n−2(1− (3/4)m)
)
+ 12m = 2n−1(1 + o(1)).
Therefore, log |Q(n, 2)| = n − 1 + o(1). Thus, an (n, 2;D1)-
reconstruction code requires at least one redundant bit asymptot-
ically. 
To obtain the lower bound of log2 log2 n−o(1) redundant bits,
we refine our analysis by allowing ℓ to grow with n.
Now, we write λ = |Λ˜| = 22ℓ − 2ℓ. Similar to the analysis in
Example 11, we have the following lemma.
Lemma 12. The size of Q(n, ℓ) is given by
2n
{(
1−
2ℓ
22ℓ
)⌊ n
2ℓ
⌋
+
1
ℓ
(
1−
(
1−
2ℓ
22ℓ
)⌊ n
2ℓ
⌋
)}
.
Proof. Recall that m = ⌊n/(2ℓ)⌋. The number of singletons
is λm, while the number of ℓ-cliques is 2|Γ|, where |Γ| =∑m
i=1 λ
i−122ℓ(m−i). Hence, the size of Q(n, ℓ) is
λ
m + 2
m∑
i=1
λ
i−122ℓ(m−i) = λm + 2n−2ℓ+1
( λ
22ℓ
)m − 1
λ
22ℓ
− 1
.
Straightforward manipulations then yield the lemma. 
We set ℓ = ⌊ 12 (1− ǫ) log2 n⌋ where 0 < ǫ < 1 and write
f(n) =
(
1− 2ℓ
22ℓ
) n
2ℓ . Hence,
log2 |Q(n, ℓ)| = n− log2 ℓ+ log2(1 + (ℓ − 1)f(n))
≤ n− log2 ℓ+ log2(1 + ℓf(n)).
Since log2 ℓ ≥ log2 log2 n − O(1), it suffices to show that
log2(1 + ℓf(n)) = o(1).
Lemma 13. We have that limn→∞ ℓf(n) = 0, or equivalently,
limn→∞ ln(ℓf(n)) = −∞.
Proof. First, we show that
lim
n→∞
ln ℓ
ln f(n)
= 0. (4)
Note that for 0 < x < 1, we have | ln(1 − x)| ≥ x. Therefore,
lim
n→∞
∣∣∣∣ ln ℓln f(n)
∣∣∣∣ = limn→∞
∣∣∣∣∣ ln ℓ⌊ n2ℓ⌋ ln (1− 2ℓ22ℓ )
∣∣∣∣∣
≤ lim
n→∞
∣∣∣∣∣ ln ℓ( n
2ℓ − 1
)
2ℓ
22ℓ
∣∣∣∣∣
= lim
n→∞
∣∣∣∣22ℓ ln ℓn− 2ℓ
∣∣∣∣
≤ lim
n→∞
∣∣∣∣22+(1−ǫ) log2 n ln ℓn− 2ℓ
∣∣∣∣
= 4 lim
n→∞
∣∣∣∣ n ln ℓnǫ (n− 2ℓ)
∣∣∣∣
= 4 lim
n→∞
∣∣∣∣ nn− 2ℓ
∣∣∣∣ limn→∞
∣∣∣∣ ln ℓnǫ
∣∣∣∣
= 4× 1× 0 = 0,
which implies (4). Note that since limn→∞ ln ℓ = ∞, and f(n) <
1 for sufficiently large n, combined with (4), this implies that
limn→∞ ln f(n) = −∞. Therefore, together with (4), we have
the following:
lim
n→∞
ln(ℓf(n)) = lim
n→∞
ln ℓ+ ln f(n)
= lim
n→∞
(ln f(n))
(
1 +
ln ℓ
ln f(n)
)
= lim
n→∞
ln f(n) lim
n→∞
(
1 +
ln ℓ
ln f(n)
)
= lim
n→∞
ln f(n) = −∞. 
Therefore, the results in this section can be summarized in
following theorem.
Theorem 14. Let C be an (n, 2;D1)-reconstruction code. For
ǫ > 0, we have that
log2 |C| 6 n− log2 log2 n+ log2(1 − ǫ) + o(1). (5)
Therefore, ρ(n, 2;D1) = log2 log2 n − O(1). Combining with
Theorem 4, we have that ρ(n, 2;D1) = log2 log2 n+Θ(1).
IV. RECONSTRUCTION CODES FOR t > 2 DELETIONS
In this section, we demonstrate the following result.
Theorem 15. Let x and y be binary words of length n > 6 and
t > 2. If |D1(x) ∩D1(y)| = 1, then we have that
|Dt(x) ∩Dt(y)| 6 Dt−1(n− 1) + νt−1(n− 3) (6)
= nt−1 + O(nt−2) for fixed values of t.
Furthermore, when t < n/2, the inequality is strict.
Before we provide the detailed proof of Theorem 15, we look at
its implication. Suppose that we have an (n, 2;D1)-reconstruction
code C. Then the intersection size of the single-deletion balls of
any two codewords in C is at most one. Applying Theorem 15,
we have that the read coverage ν(C;Dt) is at most N
(2)
t (n)
where N
(2)
t (n) = Dt−1(n − 1) + νt−1(n − 3). Hence, C is an
(n,N
(2)
t (n) + 1;Dt)-reconstruction code. We also observe that
N2(n) ∼ νt(n)/2, or, limn→∞N
(2)
t (n)/νt(n) = 1/2. Therefore,
by sacrificing log2 log2 n+O(1) bits of information, the codes in
Theorem 4 are able to uniquely reconstruct codewords with half
the number of noisy reads (as compared to no coding). Note also
that by Theorem 2, if the number of redundancy is roughly log2 n,
then the number of noisy reads has to be 2nt−2 +O(nt−3). We
summarize our discussion with the following theorem.
Theorem 16. Let n > 6 and t > 2. Set N
(2)
t (n) = Dt−1(n−1)+
νt−1(n− 3). If C is an (n, 2;D1)-reconstruction code, then C is
also an
(
n,N
(2)
t (n) + 1;Dt
)
-reconstruction code. Furthermore,
this implies that ρ
(
n,N
(2)
t (n) + 1;Dt
)
6 log2 log2 n+O(1).
Remark 17. When t = 2, we have that N
(2)
2 (n) = n + 1.
In Section IV-D, we focus on this special case and show that
constrained SVT codes in Definition 3 are able to uniquely
reconstruct codewords with strictly less than n+ 1 reads.
As the proof of Theorem 15 is fairly technical, we outline our
proof strategy.
• First, in Section IV-A, we provide a characterization lemma
similar to Lemma 6. Specifically, we describe the necessary
conditions for a pair of words to have single-deletion balls
intersecting at exactly one output word.
• Applying the characterization lemma, we consider pairs of
words with certain properties. In Section IV-B, we analyse
the intersection size of certain t-deletion balls under certain
scenarios.
• Finally, in Section IV-C, we use an inductive argument to
complete the proof.
A. Type-B-Confusability
To characterize words whose single-deletion balls intersect at
exactly one word, we introduce the following notion of confus-
ability.
Definition 18. Two words x and y are Type-B-confusable if
x = uaavbw and y = uavbbw,
or vice versa, for some subwords u, v and w, and a, b ∈ {0, 1}.
Next, we borrow certain notation from [11]. Let S be a set of
binary words and a, b ∈ {0, 1}. We define Sa to be the set of all
words in S that start with a and Sb to be the set of all words in
S that end with b. We also combine both notations and let Sab be
the set of all words in S that start with a and end with b. If x is
a word, we define S ◦ x (or x ◦ S) to be set of all words obtained
by appending (or prepending) x to every word in S.
Lemma 19. Let x and y be two binary words. If |D1(x) ∩
D1(y)| = 1, then either the Hamming distance of x and y is
one or x and y are Type-B-confusable.
Proof. Suppose that x and y have Hamming distance at least two.
Then x and y must be of the form
uadbw and uaebw
for subwords u, w, d, and e, where |d| = |e|, and a, b ∈ {0, 1}.
Without loss of generality, suppose that x = uadbw and y =
uaebw. If d is empty, then x = uabw and y = uabw. If a = b,
then their weight differ by two and hence |D1(x) ∩D1(y)| = 0
which contradicts our assumption. Else, if a 6= b, then by
definition we have that x and y are Type-A-confusable, and by
Lemma 6, we have |D1(x) ∩D1(y)| = 2 which also contradicts
our assumption. Therefore d is nonempty.
Let {z} = D1(x)∩D1(y). Note that the following intersection
of 1-deletion balls are empty:
D1(ua) ◦ dbw ∩D1(ua) ◦ ebw = ∅
ua ◦D1(dbw) ∩ ua ◦D1(ebw) = ∅
D1(uad) ◦ bw ∩D1(uae) ◦ bw = ∅,
uad ◦D1(bw) ∩ uae ◦D1(bw) = ∅
Hence z can only be in D1(ua) ◦ dbw∩ uae ◦D1(bw) or uad ◦
D1(bw) ∩D1(ua) ◦ ebw. Without loss of generality, we assume
that z ∈ D1(ua)◦dbw∩uae◦D1(bw). Matching positions implies
that u ∈ D1(ua), db = ae and w ∈ D1(bw). Furthermore it
implies that z = udbw. Let d = av and e = rb for some subwords
v and r. Since db = ae, we have avb = arb, and hence v = r.
Therefore we have shown that x = uadbw = uaavbw and
y = uaebw = uavbbw. 
B. Special Cases
Following Lemma 19, we study the intersection size of t-
deletion balls for two special cases. In the first case, we assume
that the two words differ at exactly one coordinate. In the second
case, we assume that the words are Type-B-confusable with u
and w being empty strings.
In our proofs, we appeal to the following technical results on
deletion balls.
Lemma 20 ([11], [18], [21]). Let 1 6 t 6 n and a ∈ {0, 1}.
Suppose that u, v, x, and y are binary words.
(i) In addition to (1) and (2), we have that
Dt(n) = Dt(n− 1) +Dt−1(n− 2),
νt(n) = νt(n− 1) + νt−1(n− 2).
(ii) Dt(n) ≥ Dt−i(n− i) and νt(n) ≥ νt−i(n− i) for i ≤ t.
(iii) Dt(ax)
a = a ◦Dt(x) and Dt(ax)
a = Dt−1(x)
a.
(iv) |Dt(x)
a| 6 Dt(|x| − 1).
(v) Suppose further that t < n/2. Then |Dt(x)| = Dt(n) if and
only if x is an alternating sequence.
Proof. (i) and (ii) are from Levenshtein’s work [18], while (iii)
is derived in [11].
We prove (iv) here. If a does not appear in x, then the inequality
is trivial. Now suppose that x = amax∗, for some m ≥ 0,
and subword x∗. Then we have |Dt(x)
a| = |Dt(a
max∗)a| =
|Dt−m(x
∗)| ≤ Dt−m(|x
∗|) = Dt−m(|x| −m− 1) ≤ Dt(|x| − 1),
where the last inequality follows from Lemma 20(ii).
Next, we prove (v). When x is alternating, it is straightforward
to verify that |Dt(x)| = Dt(n). To show the converse, we suppose
that x is not alternating. Then [11, Claim 6] states that |Dt(x)| 6
Dt(n−2)+Dt−1(n−2)+Dt−2(n−4). Applying Lemma 20(i),
we have that |Dt(x)| < Dt(n) if Dt−2(n − 4) < Dt−1(n − 3).
Now, since the difference Dt−1(n−3)−Dt−2(n−4) =
(
n−t−2
t−1
)
,
we have a strict inequality when n−t−2 > t−1, or, t < n/2. 
We proceed to study the first special case where x and y have
Hamming distance one.
Lemma 21. Let x and y be words with Hamming distance one.
That is, x = u1v and y = u0v for subwords u and v. Then
Dt(x) ∩Dt(y) = Dt−1(uv) for any t ≥ 1.
Proof. We first show the result for t = 1. i.e. D1(x) ∩D1(y) =
D0(uv) = {uv}. Note that uv ∈ D1(x) ∩D1(y). Suppose there
exists z ∈ D1(x) ∩ D1(y) where z 6= uv. Then we must have
z ∈ D1(u)◦1v∩u0◦D1(v) or z ∈ u1◦D1(v)∩D1(u)◦0v. Without
loss of generality, suppose that z ∈ D1(u) ◦ 1v∩ u0 ◦D1(v). By
matching positions, we must have u = u∗1 and v = 0v∗ for some
subwords u∗ and v∗. Furthermore, we must have z = u∗10v∗ =
uv, which contradicts our assumption that z 6= uv. Hence, the
result holds for t = 1.
For t ≥ 2, we prove by induction on n. The base case is when
n = 1, i.e. x = 0 and y = 1, which is when u and v are empty
strings. In this case the statement is trivial.
Suppose that for any pair of binary words x′ = u′1v′ and y′ =
u′0v′ of length n ≤ k−1, we have Dt(x
′)∩Dt(y
′) = Dt−1(u
′v′)
for any t ≥ 2. Let x = u1v and y = u0v be binary words of
length k. Let t ≥ 2 and S = Dt(x) ∩ Dt(y). Now, we want to
consider several cases for the prefix u. Suppose u is a nonempty
binary word, and suppose further that u = au∗, for a ∈ {0, 1}.
Then consider the following disjoint subsets
Sa = Dt(x)
a ∩Dt(y)
a = Dt(au
∗0v)a ∩Dt(au
∗1v)a
= Dt−1(u
∗0v)a ∩Dt−1(u
∗1v)a = Dt−2(u
∗v)a
⊂ Dt−1(uv),
where the last equality follows from our induction hypothesis if
t ≥ 3 or from our first result if t = 2,
Sa = Dt(x)
a ∩Dt(y)
a = Dt(au
∗0v)a ∩Dt(au
∗1v)a
= a ◦ (Dt(u
∗0v) ∩Dt(u
∗1v)) = a ◦Dt−1(u
∗v)
⊂ Dt−1(uv),
where the last equality holds because of our induction hypothesis.
Therefore we have S = Sa ∪ Sa ⊂ Dt−1(uv). Furthermore it is
clear that Dt−1(uv) ⊂ Dt(u1v) ∩Dt(u0v) = S. Hence we have
S = Dt−1(uv).
Suppose v is a nonempty binary subword, i.e. v = v∗a, for
a ∈ {0, 1}. Then similarly to the above, by considering Sa and
Sa, we can also show that S = Dt−1(uv).
Therefore we are left with the case when u and v are both
empty subwords, which is already shown as the base case. 
Next, we consider the case where the words are Type-B-
confusable with the subwords u and w being empty.
Lemma 22. Let x and y be binary words of the form
x = aavb and y = avbb,
or vice versa, for some subword v of length n − 3 and a, b ∈
{0, 1}. If D1(x) ∩ D1(y) = {z}, then |Dt(x) ∩ Dt(y)| ≤
|Dt−1(z)|+ νt−1(n− 3).
Proof. Let S = Dt(x) ∩Dt(y). We split this into two cases.
(i) If b = a, and hence x = aava and y = avaa.
Note that z = ava. We consider the following three subsets:
Sa ⊂ Dt(x)
a ⊂ Dt−1(ava) = Dt−1(z),
Sa ⊂ Dt(y)a ⊂ Dt−1(ava) = Dt−1(z),
Saa = Dt(aava)
a
a ∩Dt(avaa)
a
a
= a ◦Dt−1(av)a ∩Dt−1(va)
a ◦ a.
Observe that if v = v∗a, for some subword v∗ then
|Saa| ≤ |Dt−1(av)a| = |Dt−1(av
∗a)a|
= |Dt−2(av
∗)a| ≤ Dt−2(|av
∗| − 1) ≤ Dt−2(n− 4).
Similarly if v = av∗ for some subword v∗ then
|Saa| ≤ |Dt−1(va)
a| = |Dt−1(av
∗a)a|
= |Dt−2(v
∗a)a| ≤ Dt−2(|v
∗a| − 1) ≤ Dt−2(n− 4).
In both cases, it follows from Lemma 20 that |Saa| ≤
Dt−2(n− 4) = Dt−2(n− 5) +Dt−3(n− 6) ≤ 2Dt−2(n−
5) = νt−1(n − 3). Hence |S| = |S
a ∪ Sa| + |S
a
a| ≤
|Dt−1(z)|+ νt−1(n− 3).
It remains to show for the case when v is empty
or v = av∗a. The former case would imply that
x and y are Type-A-confusable, which contradicts
our assumption. While in the latter case, we have
|Saa| = |Dt−1(aav
∗) ∩ Dt−1(v
∗aa)|. It can be shown
that aav∗ is equal to v∗aa if and only if v∗ = (aa)m
for m ≥ 0, in which case x = aaa(aa)maa and
y = aa(aa)maaa would be Type-A-confusable and
by Lemma 6 contradicts our assumption. Therefore we
know that aav∗ and v∗aa are distinct binary words,
and thus |Dt−1(aav
∗) ∩ Dt−1(v
∗aa)| ≤ νt−1(n − 3).
Therefore in this case also, |S| = |Sa ∪ Sa| + |S
a
a| ≤
|Dt−1(z)|+ νt−1(n− 3).
(ii) If b = a, and hence x = aava and y = avaa.
Note that z = ava. We consider the following three subsets:
Sa ⊂ Dt(x)
a ⊂ Dt−1(ava) = Dt−1(z),
Sa ⊂ Dt(y)a ⊂ Dt−1(ava) = Dt−1(z),
Saa = Dt(aava)
a
a ∩Dt(avaa)
a
a
= a ◦Dt−1(av)a ∩Dt−1(va)
a ◦ a.
Observe that if v = v∗a, for some subword v∗ then
|Saa| ≤ |Dt−1(av)a| = |Dt−1(av
∗a)a|
= |Dt−2(av
∗)a| ≤ Dt−2(|av
∗| − 1) = Dt−2(n− 4).
Similarly if v = av∗ for some subword v∗ then
|Saa| ≤ |Dt−1(va)
a| = |Dt−1(av
∗a)a|
= |Dt−2(v
∗a)a| ≤ Dt−2(|v
∗a| − 1) = Dt−2(n− 4).
In both cases, exactly as the previous case it follows from
Lemma 20 that |Saa| ≤ Dt−2(n − 4) ≤ νt−1(n − 3), and
hence |S| = |Sa ∪ Sa|+ |S
a
a| ≤ |Dt−1(z)|+ νt−1(n− 3).
If v is empty, then the statement is trivial. If v = a, then x
and y would be Type-A-confusable, which contradicts our
assumption. It remains to show for the case v = av∗a.
In which case, |Saa| = |Dt−1(aav
∗) ∩ Dt−1(v
∗aa)|. It
can be shown that aav∗ is equal to v∗aa if and only if
v∗ = a(aa)m for m ≥ 0, in which case x = aaaa(aa)maa
and y = aaa(aa)maaa would be Type-A-confusable, and
by Lemma 6 contradicts our assumption. Therefore, we
know that aav∗ and v∗aa are distinct binary words, and
thus |Dt−1(aav
∗) ∩ Dt−1(v
∗aa)| ≤ νt−1(n − 3). Hence,
|S| = |Sa ∪ Sa|+ |S
a
a| ≤ |Dt−1(z)|+ νt−1(n− 3). 
C. Proof of Theorem 15
We first consider the case t = 2 and prove a stronger version
of Theorem 15.
Theorem 23. Let x and y be words of length n > 4 that are
Type-B-confusable. If D1(x) ∩ D1(y) = {z} and then we have
that
D2(x) ∩D2(y) = D1(z) ∪ T(x, y), (7)
where |T(x, y)| 6 2.
Proof. Suppose x = uaavbw and y = uavbbw, for some sub-
words u, v and w, where a, b ∈ {0, 1}. Let S = D2(x) ∩D2(y).
Note that z = uavbw.
We are going to show the result by induction on n. The base
case is when u and w are empty subwords, which from the proof
of Lemma 22, we can obtain that D2(x) ∩ D2(y) = D1(z) ∪
T(x, y), where |T(x, y)| ≤ ν1(n− 3) = 2, where the last equality
comes from Lemma 20. Suppose the statement is true for length
n ≤ k−1, we want to show for n = k. Now, we want to consider
several cases for the prefix u. Suppose u is a nonempty prefix,
i.e. u = cu∗, for some subword u∗ and c ∈ {0, 1}.
Consider the following
Sc = D2(cu
∗aavbw)c ∩D2(cu
∗avbbw)c
= D1(u
∗aavbw)c ∩D1(u
∗avbbw)c
= D0(u
∗avbw)c = D1(cu
∗avbw)c = D1(z)
c, (8)
where the third equality holds because |D1(x)∩D1(y)| = 1, and
Sc = D2(cu
∗aavbw)c ∩D2(cu
∗avbbw)c
= c ◦
(
D2(u
∗aavbw) ∩D2(u
∗avbbw)
)
= c ◦
(
D1(u
∗avbw) ∪ T(u∗aavbw, u∗avbbw)
)
= D1(z)
c ∪ T(x, y) (9)
where the third equality follows from our induction hypothesis,
and T(x, y) = c ◦ T(u∗aavbw, u∗avbbw), and hence |T(x, y)| ≤
2, from our hypothesis. Combining equations (8) and (9), we
have D2(x) ∩ D2(y) = S = S
c ∪ Sc = D1(z) ∪ T(x, y), where
|T(x, y)| ≤ 2. Hence, induction on n is complete. 
Next, we make the following observation on the word z that
lies in the intersection of the single-deletion balls.
Lemma 24. If x and y are Type-B-confusable and D1(x) ∩
D1(y) = {z}, then z is not alternating.
Proof. Suppose x = uaavbw and y = uavbbw, for some sub-
words u, v and w, where a, b ∈ {0, 1}. Suppose that z = uavbw
is an alternating sequence. This means avb is an alternating
subword, and hence aavb (and avbb), which is a subwords of
x (and y, respectively) is an alternating sequence as well. This
implies that x = uaw and y = uaw are Type-A-confusable,
where a = aavb, and hence |D2(x) ∩D2(y)| = 2 by Lemma 6,
which contradicts our assumption. 
Finally, we prove the main result of this section.
Proof of Theorem 15. From Lemma 19, we know that if D1(x)∩
D1(y) = {z}, then there are two possibilities. First possibility is
when x and y have Hamming distance one, which by Lemma
21, implies that |Dt(x) ∩ Dt(y)| = |Dt−1(z)| < |Dt−1(z)| +
νt−1(n−3) ≤ Dt−1(n−1)+νt−1(n−3), since νt−1(n−3) > 0
for t ≥ 2 and n ≥ 6.
Second possibility is when x and y are Type-B-confusable.
Note that for t = 2, from Theorem 23, we know that |D2(x) ∩
D2(y)| ≤ |D1(z)|+2 < D1(n− 1)+ ν1(n− 3), where the strict
inequality comes from Lemmas 24 and 20(v). Now, we only need
to show for t ≥ 3.
Without loss of generality, let x = uaavbw and y =
uavbbw. Let S = Dt(x) ∩Dt(y). Note that z = uavbw.
We are going to show the result by induction on n. The base
case is when u and w are empty. In this case, from Lemma 22, we
have |S| ≤ |Dt−1(z)|+νt−1(n−3), and further from Lemmas 24
and 20(v), we have the desired result. Suppose the statement is
true for length n ≤ k − 1, we want to show for n = k. Now,
we want to consider several cases for the prefix u. Suppose u
is a nonempty subword, i.e. u = cu∗, for some subword u∗ and
c ∈ {0, 1}.
Consider the following,
|Sc| = |Dt(cu
∗aavbw)c ∩Dt(cu
∗avbbw)c|
= |Dt−1(u
∗aavbw)c ∩Dt−1(u
∗avbbw)c|, (10)
|Sc| = |Dt(cu
∗aavbw)c ∩Dt(cu
∗avbbw)c|
= |Dt(u
∗aavbw) ∩Dt(u
∗avbbw)|
≤ Dt−1(n− 2) + νt−1(n− 4), (11)
where the last inequality holds from our induction hypothesis.
Now, consider the following cases
Case 1: If c does not appear in u∗ and c = a.
From (10), we have |Sc| ≤ |Dt−1(u
∗aavbw)c| ≤
|Dt−2−|u∗|(vbw)| ≤ Dt−2−|u∗|(n − |u
∗| − 3) ≤ Dt−2(n − 3),
where the last inequality follows from Lemma 20. For
t ≥ 3, n ≥ 6, we have νt−2(n − 5) > 0. Thus
|Sc| < Dt−2(n − 3) + νt−2(n − 5), and combined with
(11), we have |S| = |Sc|+ |Sc| < Dt−2(n− 3) + νt−2(n− 5) +
Dt−1(n− 2)+ νt−1(n− 4) = Dt−1(n− 1)+ νt−1(n− 3), where
the last equality follows from Lemma 20
Case 2: If c does not appear in u∗ and c = a.
From (10), we have |Sc| ≤ |Dt−1(u
∗avbbw)c| ≤
|Dt−2−|u∗|(vbbw)
a| ≤ Dt−2−|u∗|(|vbbw| − 1) ≤
Dt−2−|u∗|(n − |u
∗| − 3) ≤ Dt−2(n − 3), where the third
and last inequalities come from Lemma 20. Thus similar to Case
1, we have |Sc| < Dt−2(n − 3) + νt−2(n − 5), and therefore
|S| < Dt−1(n− 1) + νt−1(n− 3).
Case 3: : If t < n2 and c appears in u
∗ i.e. u∗ = cmcu′, for
some binary sequence u′ and m ≥ 0.
Note that t−m−1 < n−m−22 , therefore from (10), we have |S
c| =
|Dt−m−1(u
′aavbw) ∩Dt−m−1(u
′avbbw)| < Dt−m−2(n−m−
3)+νt−m−2(n−m−5) ≤ Dt−2(n−3)+νt−2(n−5), where the
first inequality holds because u′aavbw and u′avbbw are Type-B
confusable and hence we can use our induction hypothesis, and
the last inequality follows from Lemma 20. Combined with (11),
we have |S| = |Sc|+|Sc| < Dt−2(n−3)+νt−2(n−5)+Dt−1(n−
2) + νt−1(n− 4) = Dt−1(n− 1) + νt−1(n − 3), where the last
equality follows from Lemma 20.
Case 4: : If t ≥ n2 and c appears in u
∗ i.e. u∗ = cmcu′, for
some binary sequence u′ and m ≥ 0. Similar to Case 3, using
induction hypothesis , we also have |Sc| = |Dt−m−1(u
′aavbw)∩
Dt−m−1(u
′avbbw)| ≤ Dt−m−2(n−m− 3) + νt−m−2(n−m−
5) ≤ Dt−2(n− 3) + νt−2(n− 5), and therefore |S| ≤ Dt−1(n−
1) + νt−1(n− 3).
In all cases, we have shown that the statement is true. Now
suppose w is a nonempty binary sequence, i.e. w = w∗c, for
some binary sequence w∗ and c ∈ {0, 1}, then similarly to the
above, by considering |Sc| and |Sc|, we can also show that the
statement is true.
Therefore we are left with the case when u and w are both
empty strings, which is already covered in the base case. 
D. Improvements when t = 2
To conclude this section, we focus on the case t = 2 and show
that by controlling the parameter P in Definition 3, we are able
to bound the number of noisy reads required to reconstruct a
codeword. To do so, we make the following simple observation.
Lemma 25. Let z be a word of length n. If the length of any
alternating run in a word z is at most P , then the number of runs
in z is at most n−⌈n/P ⌉+1. Therefore, |Dt(z)| 6 n−⌈n/P ⌉+1.
Proof. Let S = {i ∈ Z : zi = zi+1}. We order the elements of
S and call them s1, s2, ..., s|S| from smallest to biggest. We want
to show that |S| ≥ ⌈n/P ⌉ − 1. Note that si+1 − si ≤ P for all
i ≥ 1, s1 ≤ P and s|S| ≥ n−P , since otherwise there would be
an alternating run of length more than P .
Suppose on the contrary that |S| < ⌈n/P ⌉ − 1, this implies
that s|S| = s1 +
∑|S|−1
i=1 si+1 − si ≤ |S|P ≤ (⌈n/P ⌉ − 2)P <
(n/P + 1− 2)P = n− P , which contradicts that s|S| ≥ n− P .
Therefore |S| ≥ ⌈n/P ⌉ − 1, and hence the number of runs in z
is at most n− ⌈n/P ⌉+ 1. 
Recall that by design, the length of any alternating run of any
codeword x in a constrained SVT code is at most P . Hence, the
same property holds for any word z in the single-deletion ball of
x. So, we can apply Lemma 25 and provide a tighter bound on
the size of D1(z)
Proposition 26. For any c ∈ Z1+P/2 and d ∈ Z2, the constrained
SVT code CCSVT(n, P ; c, d) is an (n,NP ;D2)-reconstruction
code where NP = max{n− ⌈(n− 1)/P ⌉+ 3, 7}.
Proof. Let x and y be distinct codewords Then |D1(x)∩D1(y)| 6
1 and it remains to show that |Dt(x) ∩Dt(y)| < NP .
When the intersection is empty, Theorem 2 states that |Dt(x)∩
Dt(y)| 6 6 < NP .
When |D1(x)∩D1(y)| = 1, let z be the word. Then since z is
a subword of x, the alternating run of z is of length at most P and
the number of runs of z is at most n−1−⌈(n− 1)/P ⌉. Applying
(7), we have that |Dt(x) ∩Dt(y)| < NP , as required. 
Let P > 4. It is well-known (see for example, [7]) that the
number of length-n words whose 2-periodic run is at most P is
4FP−1(n− 2), where
Fℓ(n) =
{
2n, if 0 6 n 6 ℓ− 1,∑ℓ
i=1 Fℓ(n− i), otherwise.
Hence, we have the following lower bound on the size of a
reconstruction code.
Corollary 27. For P > 4, set NP = max{n − ⌈(n− 1)/P ⌉+
3, 7}. Then there exists an (n,NP ;D2)-reconstruction code of
size at least 4FP−1(n− 2)/(P + 2).
To end this section, for codelengths n ∈ {127, 255, 1023}, we
vary the parameter P in the constrained SVT codes and compute
the corresponding values of NP and redundancy. The numerical
results are given in Table I. As expected, as we decrease the
value of P , the number of required reads also decreases. However,
the number of redundant bits also increases significantly and in
this case (where P is small), the VT code uses significantly
less redundant bits. For completeness, we list the values of read-
coverage and redundancy of a VT-code of length n and the space
{0, 1}n (corresponding to the uncoded case).
n P
NP / Read
Coverage
Redundancy Remarks
127 – 7 7.00 VT code
127 6 109 6.016 –
127 8 114 4.018 –
127 10 117 3.753 –
127 – 250 0.00 {0, 1}n
255 – 7 8.00 VT code
255 8 226 4.762 –
255 10 232 3.935 –
255 12 236 3.894 –
255 – 506 0.00 {0, 1}n
1023 – 7 10.00 VT code
1023 8 898 9.22 –
1023 10 923 5.03 –
1023 12 940 4.17 –
1023 14 953 4.09 –
1023 – 2042 0.00 {0, 1}n
TABLE I: List of constrained SVT codes and their read coverage
and redundancy
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