I. INTRODUCTION
Real-time transmission of live video is an essential com ponent in a wide range of underwater applications, including the tele-operation of robotic vehicles and remote monitoring of underwater sensor stations. In this paper we present a novel system, operating via a free-space optical communi cation channel, that achieves wireless, real-time, and high quality video delivery for underwater applications.
Conventionally, high quality underwater video streaming is implemented using tethered solutions [1], [2] . In such robot tele-control setups however, the tether restricts locomotion range, is prone to becoming tangled, and often requires human divers to wrangle the cable and prevent harming the underwater environment.
On the other hand, wireless communication methods face a different slew of obstacles in the aquatic domain, where for instance conventional electromagnetic, i.e. radio frequency (RF) based solutions are rendered infeasible due to heavy absorption of electromagnetic waves by water. Extensive research efforts have thus focused on transmit ting video payloads via alternative communication chan nels such as acoustic technologies [3] . Unfortunately, the acoustic channel imposes inherent bandwidth restrictions and thus limits communication throughput to be on the order of 100 Kbps [4] , [5] . Consequently, acoustic-based video streaming solutions are restricted to very low resolutions and slow frame rates, which makes them impractical for dexterous tele-manipulation tasks. In addition to advances in underwater acoustic commu nication technologies, a number of groups have recently begun exploring optical free-space cOlmnunication as an alternative wireless transmission medium for aquatic set tings. Cox et al. studied digital modulation over optical channels at data rates of 1 Mbps in a highly controlled test environment [6] . Simpson et al. with an omni-directional transmitter and receiver capable of achieving 1.5 Mbps throughput at 11 m distance in clear water environments [9] . Farr et al. conducted preliminary deployment of video transmission using an optical link at a data rate of 1 Mbps over a distance of 15 m [2] .
In this paper, we introduce a state-of-the-art underwa ter video streaming solution that is comprised of a high bandwidth wireless optical cOlmnunication modem called AquaOptical II [10] , and a two-layer digital encoding scheme designed for error-resistant communication of high definition images. Specifically, we employ (255,239) Reed • a novel high-bandwidth underwater optical communica tion device;
• a two-layer digital encoding scheme which is highly robust to channel noise and also accommodates for unidirectional real-time streaming;
• extensive empirical results of the an end-to-end under water video streaming solution.
Our video streaming solution is a key enabling tech nology for a wide range of underwater settings, including surveillance and robotics. We are especially interested in real time video transmission to enable such applications as video feed exchange among divers and live video delivery for surveillance networks. In addition, our high-bandwidth low-latency streaming solution plays a critical role in diverse underwater robotic applications, such as dexterous operations using Remotely Operated Vehicles (ROV ), real-time tele control in narrow caves and shipwreck settings, and off-board visual autonomous navigation setups. The presented video streaming solution further complements our previous work, which demonstrated wireless remote control of an underwa ter vehicle using free-space optical communication [13] .
The remainder of the paper is organized as follows: in Sec tion II we present an overview of the AquaOptical II modem and the digital encoding algorithms. Section III describes our experimental methodology in evaluating this underwater video streaming solution. Experimental results are given in Section IV. We present a brief analysis of the results in Section V, and conclude in Section VI.
II. SYSTEM OVERV IEW
This section provides an overview of our underwater video streaming solution between two AquaOptical II modems. The video feed is encoded on the transmitting computer in real time from images acquired by a digital camera. Once the data has been transmitted through the water medium via AquaOptical II, it is subsequently decoded on the receiving computer and is either analyzed by vision algorithms, or displayed to the user.
This section first elaborates on the AquaOptical II hard ware and software, and then describes the video compression and two-layer encoding processes.
A. AquaOptical II
A system overview of the AquaOptical II modem [10] is shown in Fig. 2 . This network interface can be decomposed into three different sections: (1) a transducer comprising the transmitter and receiver hardware, (2) an FPGA that implements the physical and link layers (as defined by the OSI network model), and (3) an ARM 7 CPU that handles the MAC layer and Ethernet communication. AquaOptical II is powered by an internal 86.6 Wh Lithium-Ion battery. It consumes up to lOW when receiving data and an additional 30 W when transmitting data at full capacity. Receiver consumption scales roughly with incident light power and transmit power scales linearly with utilization.
The AquaOptical II modems receive and transmit payload data using the minimalistic User Datagram Protocol (UDP). The ARM CPU forwards all UDP packets received through the Ethernet interface of AquaOptical II to the FPGA and triggers a packet transmit signal. The FPGA then converts the raw bit stream into a transmit bit stream using Manchester coding, where a a-bit is encoded by a a 1 sequence and a I-bit is encoded by a 1 a sequence. The FPGA then pre-appends a 13-bit Barker code (binary: 1111 a a 11 a 1 a 1), which is used by the receiver for packet detection and clock synchronization. The resulting transmit bit stream is then forwarded to the transmitter hardware at 8 MHz, and subsequently converted into current pulses that drive a series of Light Emission Diodes (LED).
The receiver hardware is comprised of an Avalanche photo-diode (APD), whose output signal is amplified by a low noise amplifier (LNA) and then digitized at a resolution of 12 bits and a rate of 32 mega-samples per second (MSPS). This stream is digitally convoluted by the FPGA on a per sample basis to detect the packet preamble and to trigger the packet decoder finite state machine logic. Once the Barker code preamble is identified, a step function matched filter (with 8 samples width, to match an established maximum throughput rate of 4 Mbits) is used to decode the Manchester symbols, where the sign of the filter output is sampled into a binary value. The first 16 bits decoded this way are used to determine the length of the packet, and the remainder of the payload is subsequently stored in a buffer. Once the expected number of bits are sampled, the ARM CPU forwards the contents of the buffer as a UDP packet over Ethernet to the end user.
B. Video Frame Compression
In order to transmit high resolution video frames at fast frame rates, it is necessary to compress the video data before transmitting through the AquaOptical II modem. Inter frame prediction-based video codecs, such as H.264 and Theora, can achieve very high compression ratios through the use of predicted image frames (P-frames) and hi-predicted frames (B-frames), which efficiently encode pixel content as relative changes to either previous frames, or previ ous and subsequent frames, respectively. When transmitting the compressed stream of frames over a noisy channel however, the loss of a single encoded frame will likely introduce significant visual artifacts in nearby frames as well. In addition, predictive frames often incur a significant latency during decoding, on the order of F �S' due to their inter-frame dependencies. Furthermore, these modern video codecs require a significant amount of computational power, and thus cannot sustain real-time software compression of high definition content. Specifically, our empirical testing using the GStreamer multimedia framework revealed that both H.264 and Theora codecs had difficulty encoding and decoding 1288 x 964 resolution images at 8 FPS on a high end quad-core 2.5 GHz processor.
To achieve the goal of delivering real-time video content with minimal latency, we opted to use the comparably straight-forward Motion-IPEG (M-IPEG) codec, which op erates by compressing individual frames separately using IPEG. Although this codec results in worse compression ratios compared to modern video codecs, its encoder and decoder both require minimal processing time, on the order of 5 ms in the worst case for 1288 x 964 pixel images.
Therefore, using M-IPEG we were able to stream high quality video at fast rates of up to 15 Hz within the
. Two-layer error coding scheme employed for high quality real-time video transmission via unidirectional free-space optical communication.
C. Video Frame Transmission Fig. 3 illustrates a two-layer digital encoding scheme that we employed on AquaOptical II to robustly transmit high-volume framed content in a potentially noise-laden communication channel, with minimal transmission latency. AquaOptical II is driven by an oscillator clock source with a frequency stability of 50 parts per million (ppm). This consequently limits the maximum packet size in burst transmission to be a few hundred bytes, in order to avoid de synchronization errors due to clock drifts. To accommodate this, each video frame is converted into a sequence of fixed sized fragments by AquaOptical II prior to transmission. This has the benefit of restricting the scope of transmission errors, in that if a single fragment is lost or corrupted, only that fragment needs to be recovered, rather than having to recover the entire frame.
We employed Luby Transform (LT) codes, a form of digital fountain codes, to ensure robust transmission of each video frame. LT codes operate by splitting a large payload into N equal-sized blocks, and then generating a theoretically infinite stream of packets, which we call fragments, by convolving one or more of these blocks together. It can be shown that the reception of any subset of size 2: (1 + E) . N of these fragments allows for the recovery of the original frame with high probability. In addition to placing only a constraint on the number of fragments received, but not on which fragments exactly, this approach also does not require feedback from the receiver, and hence allows our video streaming solution to be unidirectional. Furthermore, this allows the bandwidth of AquaOptical II to be fully utilized in a real-time streaming context, since the system can continue to transmit further different fragments until the next video frame is available. Our implementation uses a variant called systematic LT codes [12] , where the first N fragments transmitted are the single blocks from the source frame, and subsequent fragments are generated pseudo-randomly based on the fragment ID. The 255-bytes packet structure for AquaOptical II is shown in Fig. 4 , and contains both the payload fragment data, as well as the fragment ID, the frame ID, and the total size of the frame. In addition, we generate a 4 byte cyclic redundancy check (eRC) from the fragment payload, and then encode the entire packet using (255,239) Reed-Solomon (RS) error correcting code, which can recover up to 8 bytes of error per packet. By accounting for the preamble, UDP header, packet data, and the guard interval, each packet takes a total of 547 J.Ls to transmit using AquaOptical II. Our video streaming solution configured the LT encoder to send a new packet to the modem every 560 J.LS, thus resulting in 1785 fragments being transmitted per second. AquaOptical II's coding scheme, as depicted in Fig. 3 , implements a binary symmetrical channel, where noise induced bit-flips occur with a probability p. This probability depends on the receiver's signal strength, which in turn is affected by factors such as transmission distance and water turbidity. By using a Reed-Solomon code in combination with a eRe we are turning this binary symmetrical channel into a packet erasure channel, in which entire packets are either lost (the errors cannot be recovered and the eRe fails) or successfully decoded with very high probability (where the eRe passes). The use of an LT code makes it highly likely that a frame can be recovered as soon as enough fragments have been received, thus keeping latency low.
III. EXPERIMENTAL METHODOLOGY
We evaluated our underwater transmission system by measuring the performance of its live video transmission in different settings. We deployed AquaOptical II modems in two indoor pools of 25 m and 50 m lengths, and streamed live video feeds at 0.5 m depth using a cabled test rig, as shown in Fig. 5 . In these setups, the video source was obtained from natural pool scenes while targetting at the AMOUR robot, and was captured using a waterproof USB camera connected to a laptop computer. The encoded video fragments were sent out as UDP packets from a stationary AquaOptical II modem positioned against the pool wall. A second AquaOptical II modem, mounted on a movable cart positioned along the I-D track, received these packets and forwarded them to the recipient computer for decoding, analysis, and logging. Our pool trials consisted of over 70 video streaming runs, corresponding to over 30,000 frames transmitted in total, while varying different system parameters. These pa rameters included the image resolution, video frame rate, JPEG compression quality, and modem-to-modem distance. We computed the following metrics on our collected data to thoroughly characterize the performance of the resulting video transmissions:
• frame success rate: percentage of successfully decoded frames;
• frame latency: time delay for transmitting a raw RGB image from one computer to another through the en coded optical channel;
• peak signal-to-noise ratio (PSNR) [14] : non-subjective measure of image quality between the compressed trans mitted feed and the raw source image;
Furthermore, the collected video transmission data was also used to evaluate the performance of our digital encoding scheme for transmitting general purpose payloads over a potentially noisy free-space optical channel. In addition to characterizing the transmission performance of individual video frames, we are also interested in studying the overall performance of live video feeds using the pro posed underwater streaming solution. This is motivated by a number of applications, such as remote visual monitoring of underwater sensor stations, and visual-guided tele-operation of underwater robotic vehicles. To this end, we repeated our video streaming experiments in a controlled benchtop envi ronment, where two AquaOptical II modems were positioned next to each other in free space. This is comparable to our underwater setup since we had empirically confirmed that the AquaOptical II hardware exhibited near identical latencies and packet drop rates both in an underwater pool setting and above water. This close-range analogue enabled us to aim the camera at the recipient computer's monitor, which displayed both the latest decoded frame as well as a high-resolution stopwatch operating at the computer display refresh rate of 60 Hz, as shown in Fig. 6 . Thus, the recorded camera frames revealed the end-to-end video latency, namely the time delay between capturing a camera frame and displaying on the recipient's monitor, which is one of the essential statistics of video streaming applications. In our pool experiments we used the FireFly MV CMOS USB 2.0 camera (FMVU-03MTC), and in benchtop trials we also used FireFly, as well as the Flea 3 CCD Gigabit Ethernet camera (FL3-GE-13S2C), both cOlmnercially available from PointGrey technologies I. Both cameras were equipped with global shutters, and produced raw Bayer-encoded images, which were then converted into RGB colorspace prior to applying the M-JPEG video codec. The FireFly MV camera was configured to grab frames of 752 x 480 pixel resolution at 60 Hz capture rate, and the Flea 3 camera was configured to grab 1288 x 964 pixel images at 30 Hz. Using these sources, we carried out video streaming sessions at three different image resolutions:
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IV. EXPERIMENTAL RESULTS
The success rate of receiving JPEG frames in our video streaming pool trials are plotted as a function of modem distance in Fig. 7 , and as a function of frame size in Fig. 8 . For the received JPEG frames, Fig. 9 depicts the frame transmission latencies as a function of the JPEG compression quality, for both close ranges of within 25 m and far ranges of up to 40 m. This compression quality ratio is proportionally correlated to the size of each encoded frame, and separately to the PSNR image qualities, as shown in Fig. 10 . 
(b) PSNR vs. JPEG Quality Fig. 10 . Image properties for the video streams used in the pool experiment, as a function of JPEG quality. Vertical bars depict 5% and 95% percentiles. Focusing on the performance of the two-layer RS / LT encoding scheme, Fig. 11 depicts the percentage of fragments successfully decoded as a function of modem distance. Fig. 12 illustrates the overhead required by the systematic LT outer code to reconstruct the frame. This overhead is measured as the ratio between the number of total fragments received before the frame could be decoded, normalized over the number of systematic fragments, N, for the source image frame. These overhead results are aggregated into a plot of the expected LT overhead as a function of the distance, in Fig. 13 .
Looking at the packet level, Fig. 14 shows histograms of the time intervals between received fragment packets, both for near and far ranges. The expected bandwidth of our underwater optical transmission system at different ranges can be computed as the ratio of the averaged inter-packet interval, divided by the total volume of packet data transmit ted during this duration. This expected bandwidth can also be determined by mUltiplying the fragment reception success rate, in Fig. 11 , with AquaOptical II's maximum transmission bandwidth of 4 Mbps.
The end-to-end latencies measured during our benchtop tests are shown in Fig. 15 . We have further determined that the gap between the frame transmission latency and the end-to-end latencies for our hardware setups are on average 60 ms for low-resolution and medium-resolution images, and 200 ms for high-resolution images. This increase in latency accounts for the duration of grabbing a camera Ratio of the number of fragments received at a fixed range before a frame can be decoded, over the number of systematic fragments for the frame, representing LT overhead. The red bar on the left side of the plot represents instances where the frame was immediately decoded after successfully receiving the initial N systematic fragments.
frame, converting it into RGB colorspace, and displaying the received RGB image on the recipient's monitor. These values are useful because they can be added to our latency results in Fig. 9 to obtain the corresponding expected end-to-end latencies for our pool trial sessions, since neither the frame grabbing delay nor the image display duration are dependent on the communication medium used to transmit these frames.
V. DISCUSSION
The parameter values used in our experiments are rep resentative of typical video streaming settings, and were chosen to be of equal or better quality compared to similar 3.5 studies conducted in the robotics literature. In particular, we observed anecdotally that images with JPEG compression qualities varying from 10% to 80% produced images that were subjectively rated as passably-visible to great quality, respectively. In addition, as shown in Fig. lO(b) , these com pressed images resulted in PSNR values above 30 dB, which is conventionally considered to be of decent quality [15] , [14] . Similarly, our selection of frame rates and image resolutions provide competitive video accuracy compared to previous studies involving video streams [16] , [17] . Fig. 7 revealed that all of the tested video settings have resulted in near perfect frame success rates within 25 m. In addition, configurations that yielded relatively small sized frames have been shown to be robust at even greater distances, where the optical signal degradation were far more pronounced. Since the frame success rate is directly influenced by the underlying fragment success rate, it is not surprising that Fig. 7 and Fig. 11 depict similar-shaped curves. Nevertheless, the various frame success rate curves showed consistently steeper drop offs compared to the frag ment success rate curve, which is attributed to the relatively strict maximum duration during which each video frame can be decoded, before the transmitter starts sending fragments corresponding to the subsequent frame. By plotting the frame success rate as a function of the frame size in Fig. 8 , we provide an indication of the expected transmission rates for framed data in general, and not neces sarily just video frames. In particular, although our current system uses M-JPEG codec, which generates consistently sized frames, the results in Fig. 8 can be used to predict the expected performance of variable-bitrate framed content such as videos encoded with inter-frame codecs like H.264 or Theora, or multi-modal content, for example high-bandwidth payload interleaved with low-bandwidth status and signaling meta-data in robot tele-operation applications.
Overall, our various video streaming tests showed similar performances at close ranges of up to 25 m, and also showed similar degradations as the distance between the two modems increased. This performance discrepancy can also be seen from the LT overhead plots, where for instance a noticeably more significant portion of frames were decoded using only the first N systematic fragments at close ranges (i.e. the red bar in Fig. 12 (a». The difference in the two ranges can further be attributed to the expected amount of packets dropped in Fig. 11 , and in particular, in Fig. 14(a) close ranges, whereas at farther distances (Fig. 14( b» the distribution of fragments shifted to the second and third peaks, at twice and thrice the transmission interval, and consequently indicating the loss of one and two fragments, respectively. A summary of the performance of our video streaming solution for several representative system configurations can be found in Fig. 16 . These indicate that our system can achieve frame transmission latencies of under 135 ms, and corresponding end-to-end latencies between 170 ms and 400 ms. These suggest that our video streaming solution is capable of enabling a range of high-performance underwa ter applications based on various latency studies, including visual monitoring ( [ 17] , 300 ms), interaction with virtual environments ([18] , 225 ms; [19] , 313 ms), tele-surgery ( [20] , 250 ms), and tele-operated robotics ( [21] , 460 ms).
VI. CONCLUSION
This paper described a real-time and robust video stream ing solution for underwater applications. We devised and integrated two-layer forward error correction scheme, con sisting of an inner RS code and an outer LT code. This scheme allows for robust video transmission via an uni directional underwater channel. We further presented the latest iteration of our in-house developed optical modem technology, AquaOptical II, which complements our error correction scheme in achieving real-time robust underwater video transmission. To the best of our knowledge, the em pirical results presented in this work provide leading latency and image quality standards for underwater video streaming. Furthermore, these results suggest that our real-time video transmission solution can be integrated in a wide range of underwater applications, such as robot tele-operation and remote monitoring, to deliver high-performance experiences, according to a number of empirical studies in the literature.
In future work we would like to augment the system with hardware-based video compression capabilities in order to further increase the range of frame resolution and quality afforded by our underwater video streaming solution. We are also investigating the integration of this video streaming solution along with a tele-control system for AUV s, to close the loop between the user and the robot. Finally, using a bi-directional communication channel would further allow us to dynamically optimize system parameters based on the current link quality and available bandwidth.
