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Equivariant Asymptotics of Szego¨ kernels
under Hamiltonian SU (2)-actions
Andrea Galasso and Roberto Paoletti∗
Abstract
LetM be complex projective manifold, and A a positive line bundle
on it. Assume that SU(2) acts on M in a Hamiltonian manner, with
nowhere vanishing moment map, and that this action linearizes to A.
Then there is an associated unitary representation of G on the asso-
ciated algebro-geometric Hardy space, and the isotypical components
are all finite dimensional. We consider the local and global asymptotic
properties the equivariant projector associated to a weight k ν, when
ν is fixed and k → +∞.
1 Introduction
Let M be a connected complex d-dimensional projective manifold, and let ω
be a Hodge form on it. Thus M has a natural choice of a volume form, given
by dVM := (1/d!)ω
∧d.
Suppose given, in addition, an action µ : G×M →M of a compact and
connected Lie group G, which is holomorphic (meaning that each diffeomor-
phism µg : M → M , g ∈ G, is holomorphic), and Hamiltonian with respect
to 2ω, with moment map Φ : M → g∨ (g being of course the Lie algebra of
G).
Let (A, h) be a positive line bundle on M , such that unique compatible
connection on A has curvature form −2π ı ω; let A∨ be the dual line bundle,
and X ⊂ A∨ the unit circle bundle, with projection p : X → M . Then X is
naturally a contact and CR manifold by positivity of A; if α is the contact
form, X inherits the volume form dVX := (2π)
−1 α ∧ p∗(dVM).
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Furthermore, X has a natural Riemannian structure gX . The latter is
uniquely determined by the following conditions: 1): the vector sub-bundles
V(X/M) := ker(dπ), H(X/M) := ker(α) ⊂ TX are mutually orthogonal; 2):
p : X → M is a Riemannian submersion; 3): S1 (under the standard action)
acts on X by isometries; 4): the fibers of p have unit length.
We shall henceforth identify densities and half-densities on X , and ac-
cordingly use the abridged notation L2(X) for the space of square summable
half-densities on X .
The Hamiltonian action µ naturally induces an infinitesimal contact ac-
tion of g on X [Ko]; explicitly, if ξ ∈ g and ξM is the corresponding Hamilto-
nian vector field onM , then its contact lift ξX is as follows. Let υ
♯ denote the
horizontal lift on X of a vector field υ on M , and denote by ∂θ the generator
of the structure circle action on X . Then
ξX := ξ
♯
M − 〈ΦG ◦ p, ξ〉 ∂θ. (1)
We shall make the stronger assumption that µ lifts to a contact action µ˜ :
G × X → X lifting µ, and preserving the CR structure (in other words, µ
linearizes to a metric preserving action on A).
Under these assumptions, there is a naturally induced unitary represen-
tation of G on the Hardy space H(X) ⊂ L2(X); hence H(X) can be equiva-
riantly decomposed over the irreducible representations of G:
H(X) =
⊕
ν∈Ĝ
H(X)ν , (2)
where Ĝ is the collection of all irreducible representations of G. As is well-
known, if Φ(m) 6= 0 for everym ∈M , then each isotypical component H(X)ν
is finite dimensional (see e.g. §2 of [P2]).
For example, suppose that G = S1 and µ is trivial, with moment map
Φ = 1. The irreducible representations of S1 are indexed by the integers
k ∈ Z, and the isotypical component H(X)k may be naturally and unita-
rily identified with the space H0
(
M,A⊗k
)
of global holomorphic sections of
A⊗k. Hence the spaces H(X)ν in (2) may be viewed as an analogue of the
usual algebro-geometric notion of linear series, although they may not, in
general, be interpreted as spaces of sections of some power of A. It is then
natural to study their global and local properties and their geometric con-
sequences, in analogy with the classical case. Here the paradigm is offered
by the TYZ asymptotic expansion and its near-diagonal extension; we shall
work in the general conceptual framework of [BG] and [GS], and adopt more
specifically the approach developed in [Z], [BSZ] and [SZ], which is based on
the description of Π as an FIO in [BS].
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Hence, as discussed in the introductions of [P2] and [GP], the present
perspective departs form the setting of Berezin-Toeplitz quantization; rather,
it may be considered a variant of it, where the structure S1-action on X is
replaced by the contact lift of a general Hamiltonian action of a compact Lie
group on M (see for instance [Ch], [MM], [MZ], [Sch] and references therein
for a discussion of Berezin-Toeplitz quantization and different approaches to
near-diagonal kernel asymptotics).
Let Πν : L
2(X)→ H(X)ν be the orthogonal projector (the ν-equivariant
Szego¨ projector); if H(X)ν is finite dimensional, the corresponding distri-
butional kernel is smooth, Πν(·, ·) ∈ C∞(X × X) (the ν-equivariant Szego¨
kernel). We are generally interested in the asymptotic properties of the ker-
nels Πν(·, ·) when ν tends to infinity in weight space, and in finding analogues
of the TYZ-asymptotic expansion and of the near-diagonal scaling asymp-
totics which have been the object of considerable attention in the standard
case G = S1, Φ = 1. The case where G is a torus has been considered in
[P2], [P3], [Cm]; in [GP], we have focused on the case G = U(2).
Here, we shall consider the case G = SU(2). We shall henceforth write
G = SU(2) and g = su(2) (the Lie algebra of 2× 2 traceless skew-Hermitian
matrices).
The irreducible representations of G are indexed by the integers ν > 0. To
emphasize the difference with the case of S1 without burdening the notation,
we shall label the representations by the pairs ν = (ν, 0), and denote them
by Vν . As is well-known (see for instance [V]), Vν = Sym
ν−1 (C2), and the
restriction to the standard torus T 6 G of the corresponding character χν is
χν
((
eı ϑ 0
0 e−ı ϑ
))
=
eı ν ϑ − e−ı ν ϑ
eı ϑ − e−ı ϑ (3)
= eı (ν−1)ϑ + eı (ν−3)ϑ + . . .+ e−ı (ν−1)ϑ.
We shall fix ν, and consider the pointwise asymptotics of Πkν(·, ·) when
k → +∞. To begin with, we shall show that Πkν(x, y) is rapidly decreasing,
unless y → G · x (the orbit of x) at a sufficiently fast pace.
Theorem 1.1. Let us fix C, ǫ > 0. Then, uniformly for (x, y) ∈ X × X
satisfying
distX
(
x,G · y) ≥ C kǫ−1/2,
we have Πkν(x, y) = O (k
−∞).
Let us consider the asymptotics of Πkν near a point x ∈ X . To build-up
to our next Theorems, we need to introduce some more terminology.
If x ∈ X , we shall set mx := p(x).
For m ∈ M , ΦG(m) ∈ g is traceless skew-Hermitian 2× 2 matrix.
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Definition 1.1. Suppose m ∈M and ΦG(m) 6= 0. Then
1. λ(m) > 0 will denote the (unique) positive eigenvalue of −ıΦG(m);
2. hm T ∈ G/T will denote the unique coset such that
ΦG(m) = ı hm
(
λ(m) 0
0 −λ(m)
)
h−1m ; (4)
3. we shall set, for ν ∈ N,
u0(ν,m) :=
ν
2 λ(m)
.
If x ∈ X , we shall generally write u0(ν, x) for u0(ν,mx).
The assignments λ : M → (0,+∞) and m ∈ M 7→ hm T ∈ G/T are C∞,
provided of course that ΦG(m) 6= 0 for every m ∈M .
Remark 1.1. The positive eigenvalue λ(m) has a symplectic interpretation,
being closely related to the moment map for the action restricted to a suitable
torus Tm 6 G. Let us set
β :=
(
ı 0
0 −ı
)
;
thus β is the infinitesimal generator of the standard torus T , and there-
fore Adhm(β) is the infinitesimal generator of the torus Tm := Chm(T ) (here
Cg(h) := g h g
−1, for all g, h ∈ G). Then for any m ∈M we have
2 λ(m) =
〈
h−1m ΦG(m) hm, β
〉
=
〈
ΦG(m),Adhm(β)
〉
. (5)
Let us denote by Gx 6 G the stabilizer of x ∈ X . By equivariance of ΦG,
Gx stabilizes ΦG(m). By (4), Gx ⊂ hmx T h−1mx .
In particular, if µ˜ is locally free at x, then Gx is finite and Abelian. There
exist in this case eıϑj ∈ S1, j = 1, . . . , Nx, such that
Gx =
{
hmx
(
eıϑj 0
0 e−ıϑj
)
h−1mx : j = 1, . . . , Nx
}
. (6)
We shall set, for every j = 1, . . . , Nx,
tj :=
(
eıϑj 0
0 e−ıϑj
)
, gj := hmx tj h
−1
mx . (7)
Definition 1.2. Let Z := {±I2} 6 G be the center of G, and set Zx :=
Gx ∩ Z.
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We shall see that there is a contribution to the asymptotics of Πkν near x
associated to each g ∈ Gx, and that the shape of the contribution is different
depending on whether g ∈ Zx or g ∈ Gx \ Zx.
If h ∈ Gx\Zx, then h 6= h−1. Hence Gx\Zx has even cardinality bx = 2 ax,
and Gx has cardinality bx+h, where h = 1 or 2. Perhaps after renumbering,
we can assume that
Gx \ Zx =
{
g1, . . . , gax , gax+1 = g
−1
1 , . . . , gbx = g
−1
ax
}
(8)
(it may well be that ax = 0).
Definition 1.3. If ℓ ∈ Z, let us define fℓ : T → C by letting
fℓ : e
ϑβ ∈ T 7→ eı ℓ ϑ ∈ C∗.
Let us first consider the on-diagonal asymptotics of Πkν (x, x), assuming
only that µ˜ is locally free at x.
Definition 1.4. If z ∈ C, let us set
A(z) := ı
(
0 z
z 0
)
∈ g.
Then, with notation as in (7), the R-linear map
ηj : z ∈ C 7→
(
Adt−1j − idg
)(
A(z)
) ∈ g
is injective. Therefore, since µ˜ is locally free at x, there is a positive definite
2× 2 matrix C(x; j) such that∥∥Adhmx(ηj(z))X(x)∥∥2 = 12 · ZtC(x; j)Z (z ∈ C)
where Z :=
(
a b
)t ∈ R2 if z = a+ ı b. Let us define
B(x; j) := C(x; j) + 4 ı sin(2ϑj) · λ(mx) I2.
Finally, let us denote by V3 the area of the unit sphere S
3 ⊂ R4, and set
DG/T := 2π/V3. (9)
The geometric meaning of DG/T will be elucidated by Lemma 4.6.
We shall prove the following.
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Theorem 1.2. Assume that µ˜ is locally free at x, and that Gx \ Zx ={
g1, g
−1
1 , . . . , gax , g
−1
ax
}
. Then as k → +∞ there is an asymptotic expansion
Πk ν(x, x) ∼ Πk ν(x, x)Zx +Πk ν(x, x)Gx\Zx ,
where
Πk ν(x, x)Zx ∼
1
2 λ(mx)
·
(
ν k
2 π λ(mx)
)d
(10)
·
∑
g∈Gx
f1−k·ν(g) ·
[
1 +
+∞∑
j≥1
k−jBgj(x)
]
,
and
Πk ν(x, x)Gx\Zx ∼ 4 π ·DG/T ·
(
ν k
2 π · λ(mx)
)d
(11)
·
 ax∑
j=1
ℜ
 ı sin(ϑj) · e−ıkν·ϑj√
det
(
B(x; j)
)
+∑
l≥1
k−l Pjl(mx)
 ,
for appropriate C∞ functions Bgj , Pjl : M → R.
Let us next consider the near-diagonal asymptotics of Πkν . As usual,
these are conveniently expressed in Heisenberg local coordinates (HLC’s)
on X (the reader is referred to [SZ] for a precise definition and a general
discussion thereof), and involve an invariant ψ2 that we shall recall below.
To simplify our treatment, we shall assume in this case that Gx = Zx.
Thus, given x ∈ X , let us choose a system of Heisenberg local coordinates
(HLC’s) on X centered at x. Following [SZ], we shall denote this by the
additive expression x + υ ∈ X , where υ = (θ,v) ∈ R × R2n, with θ ∈
(−π, π) and v sufficiently small. Translation in the ‘angular’ coordinate θ
corresponds to rotation in a fixed fiber of the circle bundleX →M : whenever
both sides are defined,
x+ (θ + ϑ,v) = rθ
(
x+ (ϑ,v)
)
,
where rθ(y) is the standard action of e
ı θ ∈ S1 on y ∈ X . On the other
hand, the curve γ : τ 7→ x + (θ, τ v) is ‘horizontal’ for τ = 0, that is,
γ˙(0) ∈ Hrθ(x)(X/M). When θ = 0, we shall abridge x+ (0,v) to x+ v.
HLC’s come with built-in unitary isomorphisms TmxM
∼= Cd and TxX ∼=
R × TmxX ; with this in mind, we shall use the expression x + (θ,v) for
(θ,v) ∈ TxX or x+ v for v ∈ TmxM , where mx = π(x).
The following invariant plays an ubiquitous role in the study of rescaled
local asymptotics of equivariant Szego¨ kernels.
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Definition 1.5. If m ∈M and v1, v2 ∈ TmM , following [SZ] let us set
ψ2(v1, v2) := −ı ωm(v1,v2)− 1
2
∥∥v1 − v2∥∥2m,
where ωm : TmM ×TmM → R is the symplectic form, and ‖ · ‖m : TmM → R
is the norm function.
Theorem 1.3. Let us assume that x ∈ X and that µ˜ is locally free on X
in a neighborhood of x. Let Gx 6 G be the stabilizer subgroup of x, and
suppose that Gx 6 Z. Let us a choose system of Heisenberg local coordinates
on X centered at x. Let us fix C > 0 and ǫ ∈ (0, 1/6). Then, uniformly for
v1, v2 ∈ TmxM satisfying ‖vj‖ ≤ C kǫ (j = 1, 2), and belonging to a subspace
of TmxM transverse to the G-orbit through mx, we have for k → +∞ an
asymptotic expansion of the form
Πkν
(
x+
1√
k
v1, x+
1√
k
v2
)
∼ 1
2 λ(mx)
·
(
ν k
2 π λ(mx)
)d
·
∑
g∈Gx
f1−k·ν(g) · eu0(ν,mx)·ψ2
(
v
(g)
1 ,v2
)
·
[
1 +
+∞∑
j≥1
k−j/2Agj(x;v
(g)
1 ,v2)
]
,
where Agj(x; ·, ·) is a polynomial of degree ≤ 3 j and parity (−1)j.
We can apply Theorems 1.2 and 1.3 to estimate the dimension of H(X)kν
when k → +∞. Let us make this explicit in the case where µ˜ is generically
free, leaving the possible variants to the interested reader.
Corollary 1.1. Assume that µ˜ is generically free (that is, Gx is trivial for
the general x ∈ X). Then
lim
k→+∞
[( π
k ν
)d
·H(X)kν
]
=
∫
M
dVM(m)
[(
1
2 λ(m)
)d+1]
. (12)
2 Examples
Given Z ∈ Cd+1 \ {0}, we shall denote by [Z] ∈ Pd its image in projective
space. If Z = (z0, · · · , zd), then [Z] = [z0 : · · · : zd].
To begin with, let us test our normalizations against the simplest case of
the standard action of G on P1.
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Example 2.1. Let ωFS denote the Fubini-Study form on P
1. The standard
action of G on P1, given by µA([Z]) := [AZ], is Hamiltonian with respect to
2ωFS, with nowhere vanishing moment map
Ψ
(
[z0 : z1]
)
:=
ı
|z0|2 + |z1|2
(
1
2
(|z0|2 − |z1|2) z0 · z1
z0 · z1 12 (|z1|2 − |z0|2)
)
. (13)
Then λ([z0 : z1]) = 1/2 for any [z0 : z1] ∈ P1, and the contact action µ˜
on S3 is free, since it may be identified with action of SU(2) on itself by left
translations. Furthermore, Hk ν(X) = Hkν−1(X), where the right hand side
is the (k · ν − 1)-th isotype for the S1-action. With ν = 1 the leading order
term of the expansion of Theorem 1.3 is(
k
π
)d
· eψ2(v1,v2),
in agreement with the standard off-diagonal scaling asymptotics for Szego¨
kernels on P1 ([BSZ], [SZ]).
Example 2.2. Let us consider the diagonal action of G on P1 × P1,
µA
(
[Z], [W ]
)
=
(
[AZ], [AW ]
)
.
For r = 1, 2, . . ., consider the symplectic structure Ωr := ωFS ⊞ (r ωFS) on
P1 × P1. Then µ is Hamiltonian with respect to 2Ωr, with moment map
Φr :
(
[Z], [W ]
) 7→ Ψ([Z])+ rΨ([W ]).
If r ≥ 2, then Φr is nowhere vanishing.
On the other hand, Ωr is the normalized curvature of the positive line
bundle Ar := OP1(1)⊠OP1(r). The unit circle bundle Xr associated to Ar is
the image of S3 × S3 under the map
(Z,W ) ∈ S3 × S3 ⊂ C2 × C2 7→ Z ⊗W⊗r ∈ C2(r+1),
and the contact lift of µ is given by
µ˜A
(
Z ⊗W⊗r) = (AZ)⊗ (AW )⊗r.
Let us consider the stabilizer subgroup of Z ⊗W⊗r. We have
µ˜A
(
Z ⊗W⊗r) = Z ⊗W⊗r ⇔ AZ = λ1 Z, AW = λ2W
for certain λ1, λ2 ∈ S1 with λ1 · λr2 = 1.
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If Z and W are linearly dependent, then λ1 = λ2 and λ
r+1
1 = 1. The
stabilizer subgroup of Z ⊗W⊗r is therefore cyclic of order r+ 1. Otherwise,
(Z,W ) is an eigenbasis of A and λ2 = λ
−1
1 , λ
r−1
1 = 1. Hence, assuming that
Z ∧W 6= 0, the stabilizer subgroup of Z ⊗W⊗r is cyclic of order r− 1 when
(Z,W ) is an orthonormal basis of C2, and otherwise it is trivial when r is
even and {±I2} when r is odd. Thus µ˜ is locally free for r ≥ 2. Furthermore,
the action is generically free when r is even, and the stabilizer is generically
of order two when r is odd.
Let us now consider how Vk ν appears in
H(Xr) =
+∞⊕
l=0
Hl(Xr), Hl(Xr) ∼= H0
(
P
1 × P1, A⊗lr
)
.
Since A⊗lr = OP1(l)⊠OP1(l r), by the Ku¨nneth formula we have
H0
(
P
1 × P1, A⊗lr
) ∼= H0 (P1,OP1(l))⊗H0 (P1,OP1(l r))
∼= V(l+1,0) ⊗ V(lr+1,0).
Thus the character of H0
(
P1 × P1, A⊗lr
)
as a G-representation is χl+1 ·χl r+1.
Using (3), we see by a few computations that
(χl+1 · χl r+1)
((
eı ϑ 0
0 e−ı ϑ
))
(14)
=
(
eı l θ + eı (l−2) θ + · · ·+ e−ı l θ) · eı (l r+1) θ − e−ı (l r+1) θ
eı θ − e−ı θ
=
l∑
j=0
eı (l+l r+1−2j) θ − e−ı (l+l r+1−2j) θ
eı θ − e−ı θ .
Therefore,
H0
(
P
1 × P1, A⊗lr
) ∼= l⊕
j=0
V(l+l r+1−2j,0).
We conclude that Vk ν appears at most once in each Hl(Xr); it does appear
once, in fact, if and only if k ν and l (r + 1) + 1 have the same parity, and
k ν − 1
r − 1 ≥ l ≥
k ν − 1
r + 1
. (15)
Suppose, for example, that k ν and r+1 are both even. Then l (r+1)+ 1 is
odd for any choice of l and we conclude that Hk ν(X) vanishes. Notice that at
the general x ∈ Xr we have Gx = {±I2}, and
∑
g∈Gx f1−k ν(g) = 0. If, on the
9
other hand, r+1 is even and k ν is odd, then there is a copy of Vk ν in Hl(Xr)
for every integer l satisfying (15). Hence the number of copies of Vk ν inH(Xr)
is ∼ 2 k ν/ (r2 − 1), so that the dimension of Hk ν(X) is ∼ 2 (k ν)2/ (r2 − 1).
For the general x ∈ Xr, we have in this case
∑
g∈Gx f1−k ν(g) = 2.
When r + 1 is odd, on the other hand, the generic stabilizer is trivial.
For the general x ∈ Xr, therefore,
∑
g∈Gx f1−k ν(g) = 1 irrespective of k ν. If
k ν is even (respectively, odd) then there is a copy of Vk ν in Hl(Xr) if and
only if l is odd (respectively, even) and satisfies (15). Thus the number of
copies of Vk ν in H(Xr) is ∼ k ν/ (r2 − 1), so that the dimension of Hk ν(X)
is ∼ (k ν)2/ (r2 − 1).
3 Preliminaries
In this Section, we shall collect various basic concepts and foundational re-
sults that will be invoked in the following proofs; in addition, in §3.5 we shall
establish a technical preamble to the proofs in §4.
For any x ∈ X and g ∈ G,
Πkν (µ˜g(x), µ˜g(x)) = Πkν(x, x);
furthermore, transplanting a system of HLC’s centered at x by g ∈ G (in an
obvious sense) yields a system of HLC’s centered at µ˜g(x). Therefore, with
no loss of generality we might replace x by µ˜hmx (x) (recall (4)), and assume
that
ΦG(mx) = ı
(
λ(mx) 0
0 −λ(mx)
)
. (16)
Since however it is convenient to keep explicit track of hmx , we shall make
the generic assumption that ΦG(mx) is not anti-diagonal.
3.1 Recalls on Szego¨ kernels
Let Π : L2(X) → H(X) be the Szego¨ projector, Π(·, ·) ∈ D′(X × X) the
Szego¨ kernel (that is, the distributional kernel of X). After [BS] (see also the
discussions in [Z], [BSZ], [SZ]), Π is a FIO with complex phase, of the form
Π(x, y) =
∫ +∞
0
eiuψ(x,y) s(x, y, u) du, (17)
where ℑ(ψ) ≥ 0 and
s(x, y, u) ∼
∑
j≥0
ud−j sj(x, y).
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We shall rely on the rather explicit description of ψ in Heisenberg local
coordinates in §3 of [SZ].
3.2 The Weyl Integration Formula
By composing Π with the equivariant projector associated to µ = (µ > 0)
(see the discussion in [GS]), we have
Πµ
(
x′, x′′
)
= µ ·
∫
G
dVG(g)
[
χµ(g)Π (µ˜g−1(x
′), x′′)
]
. (18)
We can remanage (18) as follows. Let us define F : T → D′(X × X) by
setting
F (t; x′, x′′) :=
∫
G/T
dVG/T (g T ) [Π (µ˜g t−1 g−1(x
′), x′′)] (t ∈ T ).
Since t and t−1 are conjugate in G, F (x′, x′′; t) = F (x′, x′′; t−1). Let t1 and
t2 = t
−1
1 denote the diagonal entries of t ∈ T . Then by the Weyl Integration
and character formulae [V]
Πµ
(
x′, x′′
)
(19)
=
µ
2
·
∫
T
dVT (t)
(
t−ν1 − tν1
) (
t1 − t−11
)
F (t; x′, x′′)
= I+(µ; x
′, x′′)− I−(µ; x′, x′′),
where
I±(µ; x′, x′′) :=
µ
2
·
∫
T
dVT (t)
[
t∓ν1 ·
(
t1 − t−11
) · F (t; x′, x′′)] .
By (19), the change of variable t 7→ t−1 shows that I−(µ; x′, x′′) = −I+(µ; x′, x′′).
Hence,
Πµ
(
x′, x′′
)
= 2 I+(µ; x
′, x′′) (20)
= µ ·
∫
T
dVT (t)
[
t−ν1 ·
(
t1 − t−11
) · F (t; x′, x′′)] .
3.3 The Haar measure on G/T
As is well-known, G is diffeomorphic to the unit sphere S3 ⊂ C2 by the map(
α −β
β α
)
∈ G γ−→
(
α
β
)
∈ S3. (21)
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Furthermore, γ intertwines the right action of T ∼= S1 on G with the standard
circle action on S3. Therefore, the projection G → G/T may be identified
with the Hopf map S3 → P1 ∼= S2. It follows that the Haar measure on
G/T is a positive multiple of the pull-back of the standard measure on S2.
Explicitly, using the local coordinates (θ, δ) ∈ (0, π/2)× (−π, π) for the coset
in G/T of the matrix (21) with α = cos(θ) eıδ, β = sin(θ), then the Haar
volume element on G/T is
dVG/T (g T ) =
1
2π
sin(2 θ) dθ dδ.
3.4 Gx-equivariant Heisenberg Local Coordinates
Although inessential, it will slightly simplify our exposition to make a con-
venient choice of HLC’s centered at x ∈ X . These depend on a system of
preferred adapted local coordinates at mx, and of a preferred local frame for
A at mx [SZ]. As to the former (which needn’t be holomorphic), we may use
the exponential map at mx, and for the latter we may assume without loss
that it is Gx-invariant (by an argument as in §3 of [P1]). With this choice,
we have the convenient equality
µ˜g
(
x+ (θ,v)
)
= x+
(
θ, dmxµ˜g(v)
)
(g ∈ Gx). (22)
3.5 Reduction to compactly supported integrals
For an arbitrary pair (x1, x2) ∈ X × X , we consider the asymptotics of
Πkν
(
x1, x2
)
. Since
Πkν
(
x1, x2
)
= Πkν (µ˜g(x1), µ˜g(x2)) ∀ g ∈ G, (23)
we may assume without loss, by choosing g ∈ G general, that ΦG ◦ π(x2) is
not anti-diagonal; choosing g = hmx2 (Definition 1.1), we may even reduce
to the case where ΦG(mx2) is diagonal.
By (18) with µ = k ν,
Πkν
(
x1, x2
)
= kν
∫
G
dVG(g)
[
χkν(g)Π (µ˜g−1(x1), x2)
]
. (24)
For some suitably small δ > 0, let us define
G<δ(x1, x2) :=
{
g ∈ G : distX (µ˜g−1(x1), x2) < δ
}
, (25)
G>δ(x1, x2) :=
{
g ∈ G : distX (µ˜g−1(x1), x2) > δ
}
.
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Then U := {G<2 δ(x, y), G>δ(x, y)} is an open cover of G, and we may
consider a C∞ partition of unity {̺, 1− ̺} of G subordinate to U . One can
see that ̺ = ̺x1,x2 may be chosen to depend smoothly on (x1, x2) ∈ X ×X ;
we shall omit the dependence on (x1, x2).
When ̺(g) 6= 1, we have distX (µ˜g−1(x1), x2) ≥ δ > 0. Because Π is
smoothing away from the diagonal, the function
g 7→ (1− ̺(g)) · Π (µ˜g−1(x1), x2)
is C∞ on G. Therefore, taking Fourier transforms and arguing as in §3.2, we
obtain the following Proposition.
Proposition 3.1. Only a rapidly decreasing contribution to the asymptotic
is lost, if the integrand of (24) is multiplied by ̺(g).
On the support of ̺, (µ˜g−1(x1), x2) lies in a small neighborhood of the
diagonal; since any smoothing term will contribute negligibly to the asymp-
totics, we may replace Π by its representation as an FIO (§3.1). If we insert
(17) in (24) (with the factor ̺(g) included), and apply the rescaling u 7→ k u
we obtain
Πkν
(
x1, x2
) ∼ k2ν ∫
G
dVG(g)
∫ +∞
0
du (26)[
̺(g) · χkν(g) eı k uψ(µ˜g−1 (x1),x2) · s (µ˜g−1(x1), x2, k u)
]
.
Integration in (26) can be reduced to a suitable compact domain without
altering the asymptotics.
Proposition 3.2. Let D ≫ 0 and let ρ ∈ C∞c (R) be ≥ 0, supported in(
1/D,D
)
, and ≡ 1 on (2/D,D/2). Then only a rapidly decreasing contri-
bution to the asymptotics is lost, if the integrand on the last line of (26) is
multiplied by ρ(u).
Proof of Proposition 3.2. Let us deal with the cases u ≫ 0 and 0 < u ≪ 1
separately.
Case 1: u≫ 0.
To begin with, let ρ′1 : (0,+∞) → [0,+∞) be C∞, ≡ 1 on (0, D/2) and
≡ 0 on (D,+∞) 1. Let us set ρ′2(u) := 1− ρ′1(u). By (26),
Πkν
(
x1, x2
) ∼ Πkν(x1, x2)1 +Πkν(x1, x2)2, (27)
1 Throughout this proof, the primes do not stand for derivatives.
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where
Πkν
(
x1, x2
)
j
∼ k2ν
∫
G
dVG(g)
∫ +∞
0
du
[
eı k uψ(µ˜g−1 (x1),x2)
̺(g) · ρ′j(u) · χkν(g) · s (µ˜g−1(x1), x2, k u)
]
. (28)
We need to show that Πkν
(
x1, x2
)
2
= O (k−∞).
Let us set
G′ :=
{
g ∈ G : distG
(
g, {±I2}
)
< 2 δ
}
, (29)
G′′ :=
{
g ∈ G : distG
(
g, {±I2}
)
> δ
}
.
Then {G′, G′′} is also an open cover of G, and we may consider a C∞ partition
of unity β ′ + β ′′ = 1 on G subordinate to it. Let us set
̺′ := ̺ · β ′, ̺′′ := ̺ · β ′′.
Then ̺ = ̺′ + ̺′′, where ̺′ is supported in a small neighborhood of {±I2},
and ̺′′ is supported away from {±I2}.
Accordingly, we have
Πkν
(
x1, x2
)
2
= Πkν
(
x1, x2
)′
2
+Πkν
(
x1, x2
)′′
2
, (30)
where in the former (respectively, latter) summand ̺(g) has been replaced
by ̺′(g) (respectively, ̺′′(g)).
We shall deal with the two summands in (30) separately.
Lemma 3.1. Πkν
(
x1, x2
)′
2
= O (k−∞) as k → +∞.
Remark 3.1. In the integration defining Πkν
(
x1, x2
)′
2
, µ˜g−1(x1) is close to
x2, g is close to {±I2}, and u is very large.
Proof of Lemma 3.1. Let us assume to fix ideas that k ν = 2ℓ + 1 is odd.
Then Vkν may be identified with the vector space C
(2ℓ)[z1, z2] of complex
homogeneous polynomials of degree 2 ℓ in two variables. A natural basis
of the latter is given by the monomials Pµ(z1, z2) := z
ℓ−µ
1 z
ℓ+µ
2 , where µ ∈
{−ℓ, . . . , 0, . . . , ℓ}. We shall accordingly denote the matrix elements of the
representation Vkν by M(kν)a,b (g), where g ∈ G and a, b ∈ {−ℓ, . . . , 0, . . . , ℓ}.
Thus
Πkν
(
x1, x2
)′
2
∼
ℓ∑
a=−ℓ
Πkν
(
x1, x2
)′
2,a
, (31)
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where
Πkν
(
x1, x2
)′
2,a
:= k2ν
∫
G
dVG(g)
∫ +∞
D/2
du
[
eı k uψ(µ˜g−1 (x1),x2) (32)
·M(kν)a,a (g) · ̺′(g) · ρ′2(u) · s (µ˜g−1(x1), x2, k u)
]
.
On the support of ̺′, either g ∼ I2 or g ∼ −I2; hence we can write
g =
(
A(g) eıθG(g) −γ(g)
γ(g) A(g) e−ıθG(g)
)
, (33)
where A(g) > 0, and either θG(g) ∼ 0 or θG(g) ∼ π. Furthermore, A, γ, θG
are C∞ functions of g ∈ G on a neighborhood of the support of ρ′.
By the discussion in §2.6.3 of [A] and in §11 of [RT], with g as in (33) we
have
M(kν)a,a (g) = e−2ıaθG(g) · Rℓ,a
(
A(g)2
)
, (34)
where Rℓ,a may be expressed in terms of suitable Jacobi polynomials, and
is itself a real polynomial. Since the left hand side of (34) is an entry of a
unitary matrix, we have at any rate |Rℓ,a (A(g)2)| ≤ 1.
Inserting (34) in (32), we obtain:
Πkν
(
x1, x2
)′
2,a
:= k2ν
∫
G
dVG(g)
∫ +∞
D/2
du
[
eı kΨa/k(x1,x2;u,g) (35)
·Rℓ,a
(
A(g)2
) · ̺′(g) · ρ′2(u) · s (µ˜g−1(x1), x2, k u)] .
where for every b ∈ R we set
Ψb(x1, x2; u, g) := u · ψ (µ˜g−1(x1), x2) + 2 b · θG(g). (36)
Since |a/k| ≤ ν/2, the phases Ψa/k form a bounded family.
Let E : η ∈ g 7→ E(η) := eη ∈ G be the exponential map, and let β be
as in Remark 1.1. Then every element of the standard torus T 6 G may be
written
t = E(θ β) = eθβ =
(
eıθ 0
0 e−ıθ
)
. (37)
Let us view β as a left-invariant vector field on G; the corresponding
1-parameter group of diffeomorphisms is ϕτ (g) := g e
τ β. Thus
ϕτ :
(
u −v
v u
)
7→
(
u · eıτ −v · e−ıτ
v · eıτ u · e−ıτ
)
. (38)
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Therefore, if Lβ is the same vector field viewed as a differential ope-
rator on G, then Lβ(θG) = 1 on the support of ̺
′. Also, Lβ is a skew-
hermitian operator on L2(G), since φτ induces a 1-parameter group of uni-
tary automorphisms of L2(G); hence, Ltβ = −Lβ. Furthermore, the function
g 7→ A(g)2 is in C∞(G), real and ϕτ -invariant for every τ ∈ R; therefore,
Lβ (A(g)
2) = Lβ (A(g)
2) = 0.
On the other hand, by (1) we have
d
dτ
µ˜ϕτ (g)−1(x1)
∣∣∣∣
τ=0
=
d
dτ
µ˜e−τ β (µ˜g−1(x1))
∣∣∣∣
τ=0
(39)
= −βX (µ˜g−1(x1))
= −βM (µ˜g−1(mx1))♯ + 〈ΦG (µg−1(mx1)) , β〉 ∂θ.
For ̺(g) 6= 0 we have distX (µ˜g−1(x1), x2) ≤ 2 δ; therefore,
〈ΦG (µg−1(mx1)) , β〉 = 〈ΦG (mx2) , β〉+O(δ). (40)
If δ is sufficiently small, (40) is non-zero, since we are assuming that ΦG(mx2)
is not anti-diagonal; assuming to fix ideas that ΦG(mx2) is diagonal, then the
right hand side of (40) is 〈ΦG (mx2) , β〉 = 2 λ(mx) +O(δ).
In addition, by the discussion in §3.1, where ̺(g) 6= 0
d(µ˜g−1 (x1),x2)
ψ =
(
αµ˜g−1 (x1),−αx2
)
+O(δ). (41)
Therefore,
Lβ
(
Ψb(x1k; u, g)
)
= 2
[
u · λ(mx) + b
]
+O(δ). (42)
For u ≫ 0, we conclude that Lβ
(
Ψa/k(u, g)
) ≥ C ′ · u + 1 for some C ′ > 0,
which can be chosen uniformly for all a ∈ {−ℓ, . . . , 0, . . . , ℓ}; by iteratively
‘integrating by parts’ in (35) by the transpose operator Ltβ = −Lβ, we con-
clude that Πkν
(
x1, x2
)′
2,a
= O (k−∞) uniformly for a ∈ {−ℓ, . . . , ℓ}. Since
this holds uniformly for each of the k ν summands in (31), the statement of
Lemma 3.1 is established in the case where k ν is odd.
The case where k ν is even is only slightly different - one takes ℓ to be
half-integer (see Theorem 11.7.1 of [RT]).
Lemma 3.2. Πkν
(
x1, x2
)′′
2
= O (k−∞) as k → +∞.
Remark 3.2. In the integration defining Πkν
(
x1, x2
)′′
2
, µ˜g−1(x1) is close to
x2, g is at a positive distance from {±I2}, and u is very large.
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Proof of Lemma 3.2. The proof is similar to the one of Lemma 3.1, except
that we shall use eigenvalues rather than matrix elements, so we’ll be some-
what sketchy.
If g ∈ G \ {±I2}, then there is a unique ϑG(g) = cos−1
(
trace(g)/2
) ∈
(0, π) such that the eigenvalues of g are e±ı ϑG(g). The map g ∈ G \ {±I2} 7→
ϑG(g) ∈ (0, π) is C∞. On the same domain, the character of Vkν is thus given
by
χkν(g) =
k ν−1∑
j=0
eı (kν−1−2j)ϑG(g). (43)
In place of (31), we shall now write
Πkν
(
x1, x2
)′′
2
∼
k ν−1∑
j=0
Πkν
(
x1, x2
)′′
2,j
, (44)
where
Πkν
(
x1, x2
)′′
2,j
:= k2ν
∫
G
dVG(g)
∫ +∞
D/2
du
[
eı k u·ψ(µ˜g−1 (x1),x2) (45)
·e−ı (kν−1−2j)·ϑG(g) · ̺′′(g) · ρ′2(u) · s (µ˜g−1(x1), x2, k u)
]
= k2ν
∫
G
dVG(g)
∫ +∞
D/2
du
[
eı k Γ(1+2j)/k(x1,x2;u,g)
·̺′′(g) · ρ′2(u) · s (µ˜g−1(x1), x2, k u)] ,
where we have set for b ∈ R
Γb(x1, x2; u, g) := uψ (µ˜g−1(x1), x2)− (ν + b) · ϑG(g). (46)
Again, the phases Γ(1+2j)/k(xjk; ·, ·) vary in a bounded family.
Furthermore, since δ is small but fixed, ϑG is bounded in Cr norm for every
r ≥ 0 on the support of ̺′′. We can then complete the proof by arguing as
in the final part of the proof of Lemma 3.1.
Given (30), Lemmata 3.1 and 3.2 imply that for Πkν
(
x1, x2
)
2
= O (k−∞)
for k → +∞.
Case 2: 0 < u≪ 1.
Let ρ′′1 : (0,+∞) → R be C∞, ≥ 0, ≡ 0 on (0, 1/D) and ≡ 1 on
(2/D,+∞). Let us set ρ′′2 := 1 − ρ′2. By the above, we can replace (30)
by
Πkν
(
x1, x2
) ∼ Πkν(x1, x2)1 = Πkν(x1, x2)11 +Πkν(x1, x2)12, (47)
where Πkν
(
x1, x2
)
1j
is defined as in (28), except that in the integrand ρ′j(u)
is replaced by ρ′1(u) · ρ′′j (u).
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Lemma 3.3. Πkν
(
x1, x2
)
12
= O (k−∞) as k → +∞.
Proof of Lemma 3.3. Let us rewrite Πkν
(
x1k, x2k
)
12
by means of the Weyl
integration and character formulae, as in §3.2. Introducing coordinates on T
in (20), we obtain
Πkν
(
x1, x2
)
12
(48)
=
k2 · ν
2 π
·
∫
G/T
dVG/T (gT )
∫ π
−π
dϑ
[
eı kΨ(x1,x2;u,gT,ϑ) · ρ′2(u)
·̺′′ (g e−ϑβ g−1) · (eı ϑ − e−ı ϑ) · s (µ˜g e−ϑβ g−1(x1), x2, k u)] ,
where we have set
Ψ(x1, x2; u, gT, ϑ) := u · ψ
(
µ˜g e−ϑβ g−1(x1k), x2k
)− ν · ϑ (49)
Thus if D ≫ 0 on the support of ρ′2(u) we have
∂ϑΨ(x1, x2; u, gT, ϑ) ≤ −ν
2
;
the claim then follows in a standard manner by iteratively integrating by
parts in dϑ.
We conclude that Πkν
(
x1, x2
) ∼ Πkν(x1, x2)11. To complete the proof of
Proposition 3.2, we need only factor ρ(u) = ρ′1(u) · ρ′′1(u).
Remark 3.3. Let vj ∈ TmxM be as in the statement of Theorem 1.3, and
set xjk := x + k
−1/2 vj . As a variant of Proposition 3.2, we can replace
(x1, x2) by (x1k, x2k). The same arguments apply with minor modifications;
in particular, one will replace G<δ(x1, x2) in (25) by a δ-neighborhood of the
stabilizer subgroup Gx.
4 The proofs
We collect in this Section the proofs of Theorems 1.1, 1.2, 1.3.
4.1 Theorem 1.1
Proof of Theorem 1.1. We can replace x and y by any other points in their
respective orbits, and therefore we may assume without loss that ΦG ◦ π(y)
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is diagonal, in form (4). By Proposition 3.2 (with x1 = x and x2 = y), we
have
Πkν
(
x, y
) ∼ k2ν ∫
G
dVG(g)
∫ +∞
0
du (50)[
ρ(u) · ̺(g) · χkν(g) eı k uψ(µ˜g−1 (x),y) · s (µ˜g−1(x), y, k u)
]
,
where ̺ ∈ C∞(G) is a bump function supported where distX (µ˜g−1(x), y) ≤
2 δ, and identically ≡ 1 where distX (µ˜g−1(x), y) ≤ δ, while ρ is as in Propo-
sition 3.2.
Where distX(G · x, y) ≥ C kǫ−1/2, by Corollary 1.3 of [BS] we have
|ψ (µ˜g−1(x), y)| ≥ ℑ (ψ (µ˜g−1(x), y)| ≥ C1 k2 ǫ−1 (51)
for some constant C1 > 0.
The statement of Theorem 1.1 then follows by iteratively integrating by
parts in du, since at each step we introduce a factor O (k−2ǫ).
For expository reasons, we shall give the proof of Theorem 1.3 before the
one of Theorem 1.2.
4.2 Theorem 1.3
Proof of Theorem 1.3. By (23), we may assume without loss that ΦG(mx) is
not antidiagonal. Let xjk be as in Remark 3.3. By the discussion in §3.5,
Πkν
(
x1k, x2k
)
(52)
∼ k
2ν
2π
∫ D
1/D
du
∫ 3π/2
−π/2
dϑ
∫
G/T
dVG/T (gT )
[
eı k [uψ(µ˜ge−ıϑBg−1 (x1k),x2k)−ν ϑ]
·ρ(u) · ̺ (ge−ıϑBg−1) · (eıϑ − e−ı ϑ) · s (µ˜ge−ıϑBg−1(x1k), x2k, k u)] .
The bump function ̺ is supported near Gx = Zx 6 {±I2} (Remark 3.3).
Hence, ̺ = ̺+ + ̺−, where ̺+ is supported in a small neighborhood of I2,
while ̺− is supported in a small neighborhood of−I2, and vanishes identically
if Gx is trivial. Writing ̺ = ̺+ + ̺− in (52), we obtain (with an obvious
interpretation)
Πkν
(
x1k, x2k
) ∼ Πkν(x1k, x2k)+ +Πkν(x1k, x2k)−; (53)
let us examine the two summands in (53) separately.
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4.2.1 The asymptotics of Πkν
(
x1k, x2k
)
+
Integration in dVG(g) is supported in a small neighborhood of I2.
Proposition 4.1. Under the assumptions of Theorem 1.3, as k → +∞ we
have
Πkν (x1k, x2k)+ ∼
1
2 λ(mx)
·
(
ν k
2 π λ(mx)
)d
· eu0(ν,mx)·ψ2(v1,v2)
·
[
1 +
+∞∑
j≥1
k−j/2A+j (x;v1,v2)
]
,
where A+j (x; ·, ·) is a polynomial of degree ≤ 3 j and parity (−1)j.
Proof of Proposition 4.1. Πkν
(
x1k, x2k
)
+
is given by (52), with the the cut-
off ̺
(
ge−ıϑBg−1
)
replaced by ̺+
(
ge−ıϑBg−1
)
; therefore, integration in dϑ is
restricted to (−2 δ, 2 δ); we may assume that ̺+
(
ge−ıϑBg−1
)
is identically
equal to one for ϑ ∈ (−δ, δ).
Let us fix constants C1 > 0, ǫ1 ∈ (0, 1/6). Iteratively integrating by parts
in du, similarly to the proof of Theorem 1.1, we conclude that the locus where
|ϑ| > C1 kǫ1−1/2 contributes negligibly to the asymptotics of Πkν
(
x1k, x2k
)
0
.
Hence we conclude the following.
Lemma 4.1. Suppose that ̺1 ∈ Cc(R) is ≥ 0, supported in
( − 2, 2), and
≡ 1 on (−1, 1). Then the asymptotics of Πkν
(
x1k, x2k
)
+
are unchanged, if
the integrand is multiplied by ̺1
(
k1/2−ǫ1 ϑ
)
.
Applying the rescaling ϑ 7→ ϑ/√k, we recover
Πkν
(
x1k, x2k
)
+
(54)
∼ k
3/2 ν
2π
∫ +∞
0
du
∫ +∞
−∞
dϑ
∫
G/T
dVG/T (gT )
[
eı kΨ
+
k · ̺1
(
k−ǫ1 ϑ
) · ρ(u)
·
(
eıϑ/
√
k − e−ı ϑ/
√
k
)
· s
(
µ˜ge−ıϑB/
√
kg−1(x1k), x2k, k u
)]
,
where
Ψ+k (u,v1,v2, ϑ, g T ) := uψ
(
µ˜ge−ıϑB/
√
kg−1(x1k), x2k
)
− ϑ√
k
ν. (55)
Integration in dϑ is over an interval of length 4 kǫ1 centered at the origin.
20
Let us make Ψk more explicit. By Corollary 2.2 of [P2], with mx = π(x)
we have
µ˜ge−ıϑB/
√
kg−1(x1k) = µ˜e−ϑAdg(β)/
√
k(x1k) (56)
= x+
(
Θk(v1, ϑ, g T ),
1√
k
V(v1, ϑ, gT ) +R2
(
1√
k
ϑ,
1√
k
v1
))
,
where (for appropriate R3 and R2)
Θk(υ1, ϑ, g T ) :=
1√
k
ϑ ·
〈
ΦG(mx),Adg(β)
〉
(57)
+
1
k
ϑ · ωmx
(
Adg(β)M(m),v1
)
+R3
(
1√
k
ϑ,
1√
k
v1
)
,
V(v1, ϑ, gT ) := v1 − ϑAdg
(
β
)
M
(mx). (58)
We shall use the abridged notation Θk and V .
In abridged notation, let us set
Θ˜k(υ1, υ2, ϑ, g T ) :=
1√
k
A+
1
k
B +R3
(
1√
k
ϑ,
1√
k
v1
)
,
where
A = A(v1,v2, ϑ, g T ) := ϑ ·
〈
ΦG(mx),Adg(β)
〉
, (59)
B = B(v1, ϑ, g T ) := ϑ · ωmx
(
Adg(β)M(m),v1
)
. (60)
Then
Ψ+k (u,v1,v2, ϑ, g T ) = ı u
[
1− eı Θ˜k
]
− ϑ√
k
ν − ı u
k
ψ2
(
V,v2
)
+R3
(
1√
k
(ϑ,v1,v2)
)
. (61)
In view of §3 of [SZ] (see especially (65)), by a few computations we obtain
the following.
Lemma 4.2. We have
Ψ+k (u,v1,v2, ϑ, g T ) :=
1√
k
G(u, ϑ, g T ) + 1
k
D(u,v1,v2, ϑ, g T )
+R3
(
1√
k
(ϑ,v1,v2)
)
,
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where
G(u, ϑ, g T ) = uA− ϑ ν
= ϑ · [u 〈ΦG(mx),Adg(β)〉− ϑ] ,
D(u,v1,v2, ϑ, g T ) = u
[
B + ı
(
1
2
A2 − ψ2
(
V,v2
))]
.
From (54) and Lemma 4.2, we conclude that
Πkν
(
x1k, x2k
)
+
(62)
∼ k
3/2 ν
2π
∫ +∞
0
du
∫ +∞
−∞
dϑ
∫
G/T
dVG/T (gT )[
eı
√
k G(u,ϑ,g T ) · eı uB+u
[
ψ2
(
V,v2
)
− 1
2
A2
]
· ̺1
(
k−ǫ1 ϑ
) · eı k·R3( 1√k (ϑ,v1,v2))
·ρ(u) ·
(
eıϑ/
√
k − e−ı ϑ/
√
k
)
· s
(
µ˜ge−ıϑB/
√
kg−1(x1k), x2k, k u
)]
,
with A and B as in (59) and (60).
We can make (62) yet more explicit, introducing coordinates (θ, δ) on
G/T as in §3.3. Furthermore, let hm T ∈ G/T be as in (4), and operate the
change of variable g T 7→ hm g T in G/T ; we shall write g in the form (21)
with α = cos(θ) eıδ and β = sin(θ). Then
G(u, ϑ, hmg T ) = ϑ ·
[
u ·
〈
ı g−1
(
λ(mx) 0
0 −λ(mx)
)
g, β
〉
− ν
]
= ϑ · [u · cos(2θ) · 2 λ(mx)− ν]. (63)
Let G ′(u, ϑ, θ) denote the expression on the last line of (63). We can
rewrite (62) in the following form:
Πkν
(
x1k, x2k
)
+
(64)
∼ k
3/2 ν
4π2
∫ +∞
0
du
∫ +∞
−∞
dϑ
∫ π/2
0
dθ
∫ π
−π
dδ[
eı
√
k G′(u,ϑ,θ) · eı uB+u
[
ψ2
(
V,v2
)
− 1
2
A2
]
· ̺1
(
k−ǫ1 ϑ
) · eı k·R3( 1√k (ϑ,v1,v2))
·ρ(u) ·
(
eıϑ/
√
k − e−ı ϑ/
√
k
)
· s
(
µ˜ge−ıϑB/
√
kg−1(x1k), x2k, k u
)
sin(2θ)
]
,
where (with abuse of notation) g = g(θ, δ) and A = A(θ, δ), B = B(θ, δ) by
the obvious change of variables.
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Setting t = cos(2θ), we can reformulate (64) as follows. With slight abuse,
let us write g T = g(t, δ) T and define
Γ(t; u, ϑ) := G ′(u, ϑ, θ) = ϑ · [2 λ(mx) · u · t− ν]. (65)
Then
Πkν
(
x1k, x2k
)
+
(66)
∼ 1
2
· k
3/2 ν
(2 π)2
∫ +∞
0
du
∫ +∞
−∞
dϑ
∫ 1
−1
dt
∫ π
−π
dδ[
eı
√
k Γ(t;u,ϑ) · eı uBt+u
[
ψ2
(
Vt,v2
)
− 1
2
A2t
]
· ̺1
(
k−ǫ1 ϑ
) · eı k·R3( 1√k (ϑ,v1,v2))
·ρ(u) ·
(
eıϑ/
√
k − e−ı ϑ/
√
k
)
· s
(
µ˜ge−ıϑB/
√
kg−1(x1k), x2k, k u
)]
;
we have denoted by At, Bt the functions
At
(
v1,v2, ϑ, δ) = At(v1,v2, ϑ, g(t, δ) T
)
, Bt(v1, ϑ, δ) = B(v1, ϑ, g(t, δ) T ),
and similarly for Vt.
Let us remark that
eıϑ/
√
k − e−ı ϑ/
√
k =
2 ı√
k
· ϑ ·
+∞∑
j=0
(−1)j
(2j + 1)!
· ϑ
2j
kj
(67)
=
2 ı√
k
· ϑ ·
[
1 +R2
(
ϑ√
k
)]
.
Furthermore, working in HLC’s, Taylor expansion yields an asymptotic ex-
pansion
s
(
µ˜ge−ıϑB/
√
kg−1(x1k), x2k, k u
)
∼
(
k u
π
)d
·
[
1 +R1
(
ϑ√
k
,
vj√
k
)]
. (68)
As a consequence, we have an asymptotic expansion
e
ı k·R3
(
1√
k
(ϑ,v1,v2)
)
·
(
eıϑ/
√
k − e−ı ϑ/
√
k
)
· s
(
µ˜ge−ıϑB/
√
kg−1(x1k), x2k, k u
)
∼
(
k u
π
)d
· 2 ı√
k
· ϑ ·
[
1 +
∑
j≥1
k−j/2 Pj(x, u;ϑ,v1,v2)
]
, (69)
where Pj(x, u;ϑ,v1,v2) is a polynomial of degree ≤ 3j and parity (−1)j.
Therefore, the amplitude in (66) is given by an asymptotic expansion in
descending half-integer powers of k, and the asymptotic expansion for the
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integrand may be integrated terms by term. By a few computations, by (65)
one sees that the dominant term of the resulting expansion for (66) is the
dominant term of the expansion for the following oscillatory integral:
I
v1,v2(k) :=
ı√
k
·
(
k
π
)d
· k
3/2 ν
(2 π)2
∫ +∞
0
du
∫ +∞
−∞
dϑ
∫ 1
−1
dt
∫ π
−π
dδ[
eı
√
k Γ(t;u,ϑ) · eı uBt+u
[
ψ2
(
Vt,v2
)
− 1
2
A2t
]
·ρ(u) · ̺1
(
k−ǫ1 ϑ
) · ϑ · ud]
=
ν
8 π
·
(
k
π
)d+1 ∫ +∞
0
du
∫ +∞
−∞
dϑ
∫ 1
−1
dt
∫ π
−π
dδ[
eı
√
k Γ(t;u,ϑ) · (2ı · ϑ · u)
·eı uBt+u
[
ψ2
(
Vt,v2
)
− 1
2
A2t
]
· ρ(u) · ̺1
(
k−ǫ1 ϑ
) · ud−1] .
The latter may in turn be rewritten
I
v1,v2(k) =
ν
8 π
·
(
k
π
)d+1
1√
k · λ(mx)
·
∫ π
−π
dδ
∫ +∞
0
du
∫ +∞
−∞
dϑ
∫ 1
−1
dt
[
∂t
(
eı
√
k Γ(t;u,ϑ)
)
·eı uBt+u
[
ψ2
(
Vt,v2
)
− 1
2
A2t
]
· ̺1(u) · ̺2
(
k−ǫ1 ϑ
) · ud−1] . (70)
Integrating by parts in dt, we obtain
I
v1,v2(k) =
ν
8 π
·
(
k
π
)d+1
1√
k · λ(mx)
(71)
·[J ′
v1,v2
(k)− J ′′
v1,v2
(k)− J ′′′
v1,v2
(k)
]
,
where
J ′
v1,v2
(k) :=
∫ π
−π
dδ
∫ +∞
0
du
∫ +∞
−∞
dϑ
[
eı
√
k Γ(1;u,ϑ) (72)
·eı uB1+u
[
ψ2
(
V1,v2
)
− 1
2
A21
]
· ρ(u) · ̺1
(
k−ǫ1 ϑ
) · ud−1] ,
J ′′
v1,v2(k) :=
∫ π
−π
dδ
∫ +∞
0
du
∫ +∞
−∞
dϑ
[
eı
√
k Γ(−1;u,ϑ) (73)
·eı uB−1+u
[
ψ2
(
V−1,v2
)
− 1
2
A2−1
]
· ρ(u) · ̺1
(
k−ǫ1 ϑ
) · ud−1] ,
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J ′′′
v1,v2
(k) :=
∫ 1
−1
dt
∫ π
−π
dδ
∫ +∞
0
du
∫ +∞
−∞
dϑ
[
eı
√
k Γ(t;u,ϑ) (74)
·∂t
(
eı uBt+u
[
ψ2
(
Vt,v2
)
− 1
2
A2t
])
· ρ(u) · ̺1
(
k−ǫ1 ϑ
) · ud−1] .
Let us estimate the three terms (72), (73) and (74) separately.
Lemma 4.3. As k → +∞, there is an asymptotic expansion of the form
J ′
v1,v2(k) ∼
4 π2√
k
· 1
2 λ(mx)
· eu0(ν,mx)·ψ2(v1,v2) ·
(
ν
2 λ(mx)
)d−1
·
[
1 +
+∞∑
l=1
k−l/2 al(mx;v1,v2)
]
,
where al(mx; ·, ·) is a polynomial of degree ≤ 3l and parity (−1)l, whose
coefficients are C∞ functions on M .
Proof of Lemma 4.3. Let us view J ′
v1,v2
(k) as an oscillatory integral in the
parameter
√
k, with real phase
Γ(1; u, ϑ) = ϑ · [2 λ(mx) · u− ν], (75)
and amplitude
eı uB1+u
[
ψ2
(
V1,v2
)
− 1
2
A21
]
· ̺1(u) · ̺2
(
k−ǫ1 ϑ
) · ud−1. (76)
Explicitly, the exponent is
E1(u, ϑ,v1,v2) := ı uB1 + u
[
ψ2
(
V1,v2
)− 1
2
A21
]
(77)
= u
[
−ı ωmx(v1,v2) + ı ϑ ωmx
(
Adhmx (β)M(mx),v1 + v2
)
−1
2
∥∥∥(v1 − v2)− ϑAdhmx (β)X(x)∥∥∥2] .
Under the hypothesis of the Theorem, therefore, ℜ(E1) ≤ −C ′ ϑ2 + C ′′ for
some constants C ′, C ′′ > 0.
Furthermore, the phase has a unique critical point, given by (u0(ν,mx), 0)
(Definition 1.1), and Hessian matrix
Hess
(
Γ(1; ·, ·)) = ( 0 2 λ(mx)
2 λ(mx) 0
)
.
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Hence the Hessian determinant is −4 λ(mx)2 and its signature is zero. Thus
the critical point is non-degenerate, and the critical value is Γ(1; u0, 0) = 0.
At the critical point, the exponent in the amplitude is
E1
(
u0(ν,mx), 0,v1,v2
)
= u0(ν,mx) · ψ2(v1,v2).
When applying the Stationary Phase Lemma, at the l-th step we need to let
the differential operator k−l/2RlΓ act on the amplitude (76), where
RΓ :=
ı
4 · λ(mx) ·
∂2
∂u ∂ϑ
,
and evaluate the result at the critical point. One sees inductively that
k−l/2RlΓ
(
eı E1(u,ϑ,v1,v2)
)
= Hl e
ı E1(u,ϑ,v1,v2),
where Hl is a polynomial of degree ≤ 3l in (ϑ,v1,v2) and parity (−1)l.
The proof of Lemma 4.3 is complete.
Lemma 4.4. As k → +∞, we have J ′′
v1,v2(k) = O (k
−∞).
Proof of Lemma 4.4. Let us view J ′′
v1,v2
(k) as an oscillatory integral in
√
k,
with phase Γθ1,θ2(−1; u, ϑ). By (65),
∂ϑΓ(−1; u, ϑ) = −2 u · λ(mx)− ν ≤ −ν.
The claim follows by iterated integration by parts in ϑ.
Lemma 4.5. J ′′′
v1,v2(k; t, δ)2 = O (k
−1) as k → +∞; furthermore, J ′′′
v1,v2(k; t, δ)2
admits an asymptotic expansion of the same kind as J ′
v1,v2
(k; t, δ)2 (of lower
leading order).
Proof of Lemma 4.5. Let us choose ǫ′ ∈ (0, ν/(4D · λ(mx))), and consider
the open cover U := {[−1, 2ǫ′), (ǫ′, 1]}. Let γ1(t) + γ2(t) = 1 be a smooth
partition of unity on [−1, 1] subordinate to U . Thus
J ′′′
v1,v2
(k) = J ′′′
v1,v2
(k)1 + J
′′′
v1,v2
(k)2,
where J ′′′υ1,υ2(k)j is defined as in (74), with the extra factor γj(t). Explicitly,
let us set
Et(u, ϑ,v1,v2) := ı uBt + u
[
ψ2
(
Vt,v2
)− 1
2
A2t
]
. (78)
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Then
J ′′′
v1,v2
(k)j =
∫ π
−π
dδ
∫ 1
−1
dt
[J ′′′
v1,v2
(k; t, δ)j
]
,
where
J ′′′
v1,v2
(k; t, δ)j =
∫ +∞
0
du
∫ +∞
−∞
dϑ
[
eı
√
k Γ(t;u,ϑ) · γj(t) (79)
·∂t
(
Et(u, ϑ,v1,v2)
)
· eEt(u,ϑ,v1,v2) · ρ(u) · ̺1
(
k−ǫ1 ϑ
) · ud−1] .
Let us view J ′′′
v1,v2(k; t, δ)j as an oscillatory integral with phase Γt(u, ϑ) :=
Γ(t; u, ϑ).
On the support of ρ(u) · γ1(t), we have u ≤ D and t ≤ ǫ′; therefore,
∂ϑΓt(u, ϑ) = 2u · t · λ(mx)− ν ≤ 2D · ǫ′ · λ(mx)− ν ≤ −ν
2
.
Therefore, integration by parts in ϑ implies that J ′′′
v1,v2
(k; t, δ)j = O (k
−∞),
uniformly for t in the support of γ1. Hence J
′′′
v1,v2(k)1 = O (k
−∞).
On the support of γ2, on the other hand, Γ(t; ·, ·) has the non-degenerate
critical point (
u(t), 0
)
=
(
ν
2 t λ(mx)
, 0
)
,
with Hessian matrix
Hess
(
Γt
)
=
(
0 2 t · λ(mx)
2 t · λ(mx) 0
)
.
Therefore, we can apply the Stationary Phase Lemma as in the proof of
Lemma 4.3, viewing t as a parameter. The asymptotic expansion will be non
trivial only for t ∈ [ν/(2 λ(mx)D), 1], for otherwise ρ vanishes identically in
a neighborhood of u(t).
Given (58), (59), and (60) (with g T replaced by hmx g(t, δ) T ), the inte-
grand in (74) is divisible by ϑ; hence it vanishes at the critical point. Fur-
thermore, the integrand is of class L1 as a function of the parameter t, since
the exponent getting differentiated is a smooth function of t and
√
1− t2.
Hence J ′′′
v1,v2
(k; t, δ)2 admits an asymptotic expansion in descending half-
integer powers of k, with leading power k−1, and coefficients of class L1 as
functions of t. The general term of the expansion will be a scalar multiple of
k−(l+1)/2 · RlΓt
(
∂t
(
Et(u, ϑ,v1,v2)
)
· eEt(u,ϑ,v1,v2)
)
. (80)
Given integers a, b ≥ 0, let us denote by Ha,b(ϑ;v1,v2) a generic polyno-
mial in (ϑ,v1,v2), which is separately homogeneous of degree a in ϑ, and of
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degree b in (v1,v2), and by Ha(ϑ,v1,v2) a generic polynomial in (ϑ;v1,v2)
homogeneous of degree a (but perhaps not polyhomogeneous); both Ha,b
and Ha are allowed to vary from line to line, and their coefficients depend
smoothly on u. Thus Et = u·H2 = u·(H2,0+H1,1+H0,2), ∂tEt = u(H2,0+H1,1)
(here the polynomials do not depend on u). Hence we can split (80) as
k−(l+1)/2 · [RlΓt (ρ(u) ·H2,0 · eu·(H2,0+H1,1+H0,2))
+RlΓt
(
ρ(u) ·H1,1 · eu·(H2,0+H1,1+H0,2)
)]
. (81)
The proof of Lemma 4.5 is completed by the following two claims, which
can be proved inductively from the cases l = 0, 1:
Claim 4.1. For l = 0, 1, 2, . . .,
RlΓt
(
ρ(u) ·H1,1 · eEt
)
is a sum of terms of the form[
H0,1 ·Hpl +H1,1 ·Hql
]
· eEt ,
where pl + 1 ≤ 3 l, (−1)pl+1 = (−1)l, and ql ≤ 3l, (−1)ql = (−1)l.
Claim 4.2. For l = 0, 1, 2, . . .,
RlΓt
(
ρ(u) ·H2,0 · eEt
)
is a sum of terms of the form Ha,b · eEt, where b ≤ 3 l and (−1)a+b = (−1)l.
Since at the critical point ϑ = 0, the summands with a factor of the
form Ha,b with a ≥ 1 all vanish at the critical point. It follows that the
asymptotic expansion for (70) is as in the statement of Proposition 4.1. The
contributions to the asymptotic expansion for (66) coming from the lower
order terms in (69) can be dealt with by similar arguments. This completes
the proof of Proposition 4.1.
4.2.2 Πkν
(
x1k, x2k
)
−
Let us now consider the asymptotics of the second summand in (53). We
shall prove the following analogue of Proposition 4.1.
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Proposition 4.2. Under the assumptions of Theorem 1.3, suppose in addi-
tion that −I2 ∈ Gx. Let us set v−I21 := dmxµ−I2(v1). Then as k → +∞ we
have an asymptotic expansion
Πkν (x1k, x2k)− ∼
eı π(1−k·ν)
2 λ(mx)
·
(
ν k
2 π λ(mx)
)d
· eu0(ν,mx)·ψ2(v−I21 ,v2)
·
[
1 +
+∞∑
j≥1
k−j/2A−j (x;v1,v2)
]
,
where A−j (x; ·, ·) is a polynomial of degree ≤ 3 j and parity (−1)j.
Proof of Proposition 4.2. The proof is a slight modification of the one for
Proposition 4.1.
Πkν
(
x1k, x2k
)
− is given by (52), with ̺ replaced by ̺−; therefore, integra-
tion in dϑ is now restricted to (π− 2 δ, π+ 2 δ). With the change of variable
ϑ 7→ ϑ+ π, ge−ıϑBg−1 gets replaced by −ge−ıϑBg−1 and ϑ ∈ (−δ, δ).
Lemma 4.1 still applies, so that we can again rescale in ϑ. By (22), we
have
x−I21k := µ˜−I2(x1k) = x+
1√
k
v−I21 . (82)
Therefore, in place of (54), we obtain the following:
Πkν
(
x1k, x2k
)
− (83)
∼ k
3/2 ν
2π
∫ +∞
0
du
∫ +∞
−∞
dϑ
∫
G/T
dVG/T (gT )
[
eı k Γk · ̺2
(
k−ǫ1 ϑ
)
·ρ(u) ·
(
eı(π+ϑ/
√
k) − e−ı (π+ϑ/
√
k)
)
· s
(
µ˜ge−ıϑB/
√
kg−1(x
−I2
1k ), x2k, k u
)]
,
where
Γk(u,v1,v2, ϑ, g T ) := uψ
(
µ˜ge−ıϑB/
√
kg−1 ◦ (x−I21k ), x2k
)
− ϑ√
k
· ν − π · ν
= Ψk(u,v
−I2
1 ,v2, ϑ, g T )− π · ν. (84)
Let us write Ψ′k := Ψk(u, υ
′
1, υ2, ϑ, g T ). Thus we may rewrite (54) in the
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following manner:
Πkν
(
x1k, x2k
)
− (85)
∼ eı π(1−k·ν) · k
3/2 ν
2π
∫ +∞
0
du
∫ +∞
−∞
dϑ
∫
G/T
dVG/T (gT )
[
eı kΨ
′
k · ̺2
(
k−ǫ1 ϑ
)
·̺1(u) ·
(
eı ϑ/
√
k − e−ı ϑ/
√
k
)
· s
(
µ˜ge−ıϑB/
√
kg−1(x
′
1k), x2k, k u
)]
∼ eı π(1−k·ν) · Πkν
(
x+
1√
k
v−I21 , x+
1√
k
v2
)
+
. (86)
The statement of Proposition 4.2 follows from (85) and Proposition 4.1.
The proof of Theorem 1.3 is complete.
4.3 Theorem 1.2
Proof of Theorem 1.2. Let ̺ : G → [0,+∞) be a smooth bump function
supported in a small neighborhood of I2, and identically equal to 1 on a
smaller neighborhood. With gj as in (7), j = 1, . . . , Nx, let us set ̺j(g) :=
̺
(
g g−1j
)
. Then
Πk ν(x, x) = k ν ·
∫
G
dVG(g)
[
χk ν(g)Π (µ˜g−1(x), x)
]
∼
Nx∑
j=1
k ν ·
∫
G
dVG(g)
[
̺j(g) · χk ν(g)Π (µ˜g−1(x), x)
]
. (87)
Let us write Πk ν(x, x)j for the j-th summand in (87).
With Zx as in Definition 1.2, we can rewrite (87) as follows:
Πk ν(x, x) ∼ Πk ν(x, x)Zx +Πk ν(x, x)Gx\Zx , (88)
where
Πk ν(x, x)Zx :=
∑
gj∈Zx
Πk ν(x, x)j , Πk ν(x, x)Gx\Zx :=
∑
gj 6∈Zx
Πk ν(x, x)j . (89)
The asymptotic expansion (10) for the first summand in (88) follows
from Theorem 1.3, with v1 = v2 = 0. Hence, Theorem 1.2 will be proved by
establishing the following.
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Proposition 4.3. Assume, as in (8), that Gx \ Zx =
{
gj, gj+ax := g
−1
j
}ax
j=1
,
and let B(x; j) be as in Definition 1.4. Then as k → +∞ there is an asymp-
totic expansion
Πk ν(x, x)Gx\Zx ∼ 4 π
(
ν k
2 π · λ(mx)
)d
·
 ax∑
j=1
ℜ
ı sin(ϑj) · e−ıkν·ϑj√
det
(
B(x; j)
)
 +∑
l≥1
k−l/2 Pjl(ν;mx)
 ,
where Pjl(ν; ·) is C∞ on the loci (in M) defined by the cardinality of Gx,
x ∈ p−1(m).
Proof of Proposition 4.3. Let ρ : G/T × T → G, (g T, t) 7→ g t g−1; each
gj ∈ Gx \ Zx, being a regular element of G, is a regular value of ρ. If tj is as
in (7), then
ρ−1(gj) =
{
(hmx T, tj), (kmx T, t
−1
j )
}
, kmx := hmx
(
0 −1
1 0
)
. (90)
Let E : ξ ∈ g 7→ eξ ∈ G be the exponential map. We shall write the general
t ∈ T in exponential form as
t =
(
eıϑ 0
0 e−ıϑ
)
= E(ϑβ),
where β is as in Remark 1.1.
By the Weyl integration and character formulae, we have
Πk ν(x, x)j =
k ν
2π
·
∫
G/T
dVG/T (g T )
∫ π
−π
dϑ (91)[
̺j
(
g eϑβ g−1
) · e−ıkν·ϑΠ (µ˜ge−ϑβg−1(x), x) (eı ϑ − e−ı ϑ)] .
Since ̺j ◦ ρ :
(
g T, eı ϑ
) 7→ ̺j (g eϑβ g−1) is supported in a small open
neighborhood of the pair (90), we can split (91) as
Πk ν(x, x)j = Πk ν(x, x)j1 +Πk ν(x, x)j2, (92)
where in Πk ν(x, x)j1 (respectively, Πk ν(x, x)j2) integration is over a small
neighborhood of (hmx T, tj) (respectively, (kmx T, t
−1
j )).
Let us first consider each Πk ν(x, x)j1. To this end, we shall introduce
local coordinates on G/T and on T .
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First, for some suitably small δ > 0 and z ∈ D(0, δ) ⊂ C, we set
h(z) := hmx E
(
A(z)
)
, (93)
where A(z) is as in Definition 1.4; then
z ∈ D(0, δ) 7→ h(z) T ∈ G/T (94)
is a system of local coordinates on G/T centered at hmx T . The Haar measure
on G/T , expressed in the z coordinates, is VG/T (z) dVC(z), for an appropriate
smooth function on VG/T . The proof of the following Lemma will be omitted.
Lemma 4.6. Let us set DG/T = VG/T (0). Then DG/T = 2π/V3, where V3 is
the surface area of S3.
Next, as a system of local coordinates on T centered at tj we shall adopt
θ ∈ (−δ, δ) 7→ tj E(θ β) ∈ T . Furthermore, since
(
µ˜ge−ϑβg−1(x), x
)
is in a
small neighborhood of the diagonal in X×X , we may replace Π by its repre-
sentation as an FIO. After performing the rescaling u 7→ ku, and recalling
Proposition 3.2, we obtain
Πk ν(x, x)j1 (95)
∼ k
2 ν
2π
· e−ıkν·ϑj ·
∫
D(0,δ)
dVC(z)
∫ δ
−δ
dθ
∫ +∞
0
du[
e
ı k
[
uψ
(
µ˜
h(z)E(−θβ)t−1
j
h(z)−1 (x),x
)
−ν·θ
]
· VG/T (z)
·ρ(u) · sj1
(
µ˜h(z)E(−θβ)t−1j h(z)−1(x), x, k u
)
· (eı (ϑj+θ) − e−ı (ϑj+θ))] .
Here, dVC(z) is the Lebesgue measure on C ∼= R2, and sj1 denotes the usual
amplitude of the representation of Π as an FIO, with the above cut-offs
incorporated.
In order to proceed, we need to express the phase more explicitly. We
have
h(z)E(−θβ)t−1j h(z)−1 (96)
= Chmx
(
E
(
A(z)
)
E(−θβ)E(−Adt−1j (A(z)))) g−1j
= E
(
− Adhmx
(
γj(z, θ)
))
g−1j ,
where (by use of the Baker-Campbell-Hausdorff formula)
γj(z, θ) = γj1(z, θ) + γj2(z, θ) +R3(z, θ),
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with
γj1(z, θ) := θ β +
(
Adt−1j
− idg
)(
A(z)
)
, (97)
γj2(z, θ) := −1
2
[
θ β, A(z) + Adt−1j
(
A(z)
)]
+
1
2
[
A(z),Adt−1j
(
A(z)
)]
,
while Rj denotes a generic C∞ function vanishing to j-th order at the origin.
Note that γj is homogeneous of degree j in
(ℜ(z),ℑ(z), θ),
By Corollary 2.2 of [P2], we obtain in HLC’s
µ˜h(z)E(−θβ)t−1j h(z)−1(x) = µ˜E
(
−Adhmx
(
γj(z,θ)
))(x)
= x+
(
Θ(z, θ), V (θ, z)
)
, (98)
where
Θ(z, θ) :=
〈
ΦG(mx),Adhmx
(
γj(z, θ)
)〉
+R3(z, θ) (99)
V (θ, z) := −Adhmx
(
γj(z, θ)
)
M
(m) +R2(z, θ).
By the discussion in §3 of [SZ], we conclude that
uψ
(
µ˜h(z)E(−ϑβ)t−1j h(z)−1(x), x
)
− ν · θ
= uψ
(
x+
(
Θ(z, θ), V (θ, z)
)
, x
)
− ν · θ
= ı u · [1− eıΘ(z,θ)]+ ı u
2
· ∥∥V (θ, z)∥∥2 + uR3(z, θ)
= uΘ(z, θ) +
ı u
2
·
[
Θ(z, θ)2 +
∥∥V (θ, z)∥∥2]+ uR3(z, θ). (100)
Let us choose C > 0, ǫ ∈ (0, 1/6). Since p is a local diffeomorphism
at (hmx T, tj) and µ˜ is locally free at x, the contribution to the asymptotics
of (95) of the locus where ‖(z, θ)‖ ≥ C kǫ−1/2 is O (k−∞). Adopting the
rescaling z 7→ z/√k, θ 7→ θ/√k we can rewrite (95) in the following form:
Πk ν(x, x)j1 ∼ k
1/2 ν
2π
· e−ıkν·ϑj ·
∫
C
dVC(z)
[
Ik(x; z)
]
, (101)
where
Ijk(x; z) :=
∫ +∞
−∞
dθ
∫ +∞
0
du
[
eı kΨk(x;u,θ,z) · Ajk(x; u, θ, z)
]
; (102)
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in (102) we have set
ı kΨk(x; u, θ, z) := ı
√
k
[
u ·
〈
ΦG(mx),Adhmx
(
γj1(z, θ)
)〉− θ · ν]
+ı u ·
〈
ΦG(mx),Adhmx
(
γj2(z, θ)
)〉− u
2
· ∥∥Adhmx(γj1(z, θ))X(x)∥∥2
+k R3
(
z√
k
,
θ√
k
)
, (103)
Ajk(x; u, θ, z) := sj1
(
µ˜h(z/
√
k)E(−ϑβ/√k)t−1j h(z/
√
k)−1(x), x, k u
)
· VG/T
(
z√
k
)
·̺ (k−ǫ (z, θ)) · (eı (ϑj+θ/√k) − e−ı (ϑj+θ/√k)) , (104)
with ̺ an appropriate bump function. Integration in (z, θ) in (101) is over a
ball of radius O (kǫ) centered at the origin.
Let us derive an asymptotic expansion for (102).
Proposition 4.4. As k → +∞, we have
Ik(x; z) ∼
(
k u0
π
)d
· π√
k
· 2 ı sin(ϑj)
λ(mx)
· e−u02 ZtA(x;j)Z
·
[
1 +
∑
l≥1
k−l/2Rjl(mx;Z)
]
, (105)
where Rjl(mx;Z) is polynomial in Z of degree ≤ 3l and parity (−1)l.
Proof of Proposition 4.4. The second summand in γ1(z, θ) in (97) is anti-
diagonal. Therefore,〈
ΦG(mx),Adhmx
(
γj1(z, θ)
〉
(106)
=
〈
Adh−1mx
(
ΦG(mx)
)
, γj1(z, θ)
〉
=
〈
λ(mx) β, θ β
〉
= 2 λ(mx) θ.
Thus we have
Ijk(x; z) =
∫ +∞
−∞
dθ
∫ +∞
0
du
[
eı
√
kΨx(u,θ) · Ajk(x; u, θ, z)
]
, (107)
where now
Ψx(u, θ) := θ ·
[
2 λ(mx) · u− ν
]
(108)
Ajk(x; u, θ, z) := eE(u,θ,z) · ek R3
(
z√
k
, θ√
k
)
· Ajk(x; u, θ, z),
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with
E(u, θ, z) := ı u ·
〈
ΦG(mx),Adhmx
(
γ2(z, θ)
)〉
(109)
−u
2
· ∥∥Adhmx(γ1(z, θ))X(x)∥∥2.
It follows from (97) and (109), that E(u, θ, z) is homogeneous of degree 2 in(ℜ(z),ℑ(z), θ); furthermore, since µ˜ is locally free at x, on the support of
the integrand we have
ℜ(Ek(z, θ)) ≤ −D′ · (|z|2 + |θ|2) (110)
for some positive constant D > 0.
Noting that sin(ϑj) 6= 0 as gj 6∈ Zx, we have
eı (ϑj+θ/
√
k) − e−ı (ϑj+θ/
√
k) = 2 ı sin(ϑj) ·
[
1 +
∑
l≥1
k−l/2 ajl · θl
]
(111)
for certain ajl ∈ R. Similarly,
VG/T (z) · ekR3
(
z√
k
, θ√
k
)
= DG/T +
∑
r≥1
k−r/2 · Pr(z, θ) (112)
where Pr(z, θ) is a polynomialin (ℜ(z),ℑ(z), θ) of degree ≤ 3 r and parity
(−1)r (possibly also depending on j). Pairing (111) and (112) we conclude
that
Ajk(x; u, θ, z) ∼ 2 ı sin(ϑj) ·
(
k u
π
)d
· eE(u,θ,z)
·
[
1 +
∑
r≥1
k−r/2 Pjr(z, θ)
]
, (113)
where Pjr(z, θ) is again a polynomial in (ℜ(z),ℑ(z), θ) of degree ≤ 3 r and
parity (−1)r.
The following is straighforward.
Lemma 4.7. Ψx has a unique critical point, which is non-degenerate and
given by (u0, θ0) =
(
ν/
(
2 λ(mx)
)
, 0
)
; we have Ψx(u0, θ0) = 0. The Hessian
matrix has determinant −4 λ(mx)2 and vanishing signature.
We can apply the Stationary Phase Lemma to determine the asymptotic
expansion of (107). In view of (97), by a few computations we get
γj1(z, 0) = ı
(
0
(
e−2ı ϑj − 1) · z(
e2ı ϑj − 1) · z 0
)
, (114)
γj2(z, 0) = −|z|2 · sin(2 ϑj) β.
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If z = a+ ı b with a, b ∈ R, let Z = (a b)t ∈ R2 be the corresponding vector;
thus |z| = ‖Z‖. Then∥∥Adhmx(γj1(z, 0))X(x)∥∥2 = 12 · ZtC(x; j)Z
where C(x; j) is as in Definition 1.4. From (109) and (114) we conclude
E(u0, 0, z) = −u0
2
ZtB(x; j)Z,
where B(x; j) is also as in Definition 1.4.
Finally, by (113) the general term of the asymptotic expansion is the
evaluation at the critical point of an expression of the form
Cr,l · kd−s/2
(
∂2
∂θ∂u
)s (
k−r/2 Pjr(z, θ) e
E(u,θ,z)) , (115)
for some constant Cr,l ∈ C. Writing E(u, θ, z) = u · (H2,0 + H1,1 + H0,2),
where Ha,b is bihomogeneous of bidegree (a, b) in (θ, Z), as in Claims 4.1
and 4.2 we conclude by an inductive argument that (115) has the form
kd−(s+r)/2Qr,s(θ, Z) eE(u,θ,z), where Qr,s is a polynomial of degree ≤ 3 (r+ s),
and parity (−1)r+s. The proof of Lemma 4.7 is complete.
Let us insert (105) in (101), and remark that by parity odd polynomials do
not contribute to the integral over C. Hence after integration the half-integer
powers of k drop out and we obtain
Πk ν(x, x)j1 ∼ ν · e−ıkν·ϑj ·
(
k u0
π
)d
· ı sin(ϑj)
λ(mx)
· 2π
u0 ·
√
det
(
B(x; j)
)
·
[
DG/T +
∑
l≥1
k−l Pjl(mx)
]
= 4π · ı sin(ϑj) · e
−ıkν·ϑj√
det
(
B(x; j)
) · ( ν k2 π · λ(mx)
)d
·
[
DG/T +
∑
l≥1
k−l Pjl(mx)
]
. (116)
Let us remark that gj 6= g−1j since gj 6= ±I2; summing the contributions
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(116) corresponding to gj and gj+ax = g
−1
j , we obtain
Πk ν(x, x)j1 +Πk ν(x, x)j′1 = 8π · ℜ
 ı sin(ϑj) · e−ıkν·ϑj√
det
(
B(x; j)
)
 · ( ν k
2 π · λ(mx)
)d
·
[
DG/T +
∑
l≥1
k−l/2Rjl(mx)
]
. (117)
To deal with Πk ν(x, x)j2, in view of (90) we need only go over the previous
computations replacing hmx with kmx , and tj with t
−1
j . In the analogue of
(107), in place of the phase Ψx in (108), we obtain
Ψ′x(u, θ) = −θ ·
[
2 λ(mx) · u+ ν
]
,
so that ∂ϑΨ
′
x(u, θ) = −
[
2 λ(mx) · u+ ν
] ≤ −ν on the domain of integration.
Thus Πk ν(x, x)j2 = O (k
−∞).
The proof of Proposition 4.3 is complete.
Proof of Corollary 1.1. The function x 7→ Πk ν(x, x) is S1-invariant, hence it
may be interpreted as a C∞ function on M (pulled back to X). On the other
hand, Theorems 1.2 and 1.3 imply that x 7→ (π/k)d · Πk ν(x, x) is bounded,
and that, with the previous interpretation, it converges almost everywhere
to the integrand on the right hand side of (12). The claim follows by the
dominated convergence Theorem, in view of the choice of volume form on
X .
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