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Abstract 
A qualitative description of wave breaking activity is presented and refined be-
fore being used to quantitatively investigate wave crest breaking observed from 
concurrent visual and elevation time histories. 
Analytic treatments of the probability of breaking are investigated and where nec-
essary corrected. Comparisons are then made to the experimental data-sets and 
conclusions drawn. The identiflcatioa of breaking waves in short-crested seas by 
measures based on "static" geometry descriptors proves unsuitable. Using theory 
based upon a "kinematic" breaking criteria, the analytic treatment and experi-
mental evidence prove consistent, and possible causes of numerical discrepancies 
are discussed. 
In the course of this work, experimental equipment investigations were undertaken 
into methods for the automatic detection of wave breaking and the Lagrangian 
measurement of laboratory scale waves. The selection of local averaging period in 
computing spectral moments is investigated and important issues about the choice 
of an appropriate microscale are raised. A simulation method is described for 
obtaining the wave elevation time history at any number of points in an explicitly 
defined, directional wave field. 
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The successful exploitation of resources from the sea, near-shore beside the coast-
line, off-shore on a continental shelf or further offshore in very deep water environ-
ments, relies in part on mans ability to place himself and his equipment - be it for 
mining, data-collection, transit or permanent location - at the site of interest. In 
the context of offshore continental shelf mining of hydrocarbons, this often means 
a surface piercing jacket structure or moored floating semi-submersible vessel. In-
shore, civil engineers have for many years built harbours, ports and breakwaters 
to withstand the worst environmental loading of wind and waves, which success-
fully perform their required duties of providing vessel facilities or land protection. 
The severest loads however generally occur offshore on continental shelves where 
wind and wave systems generated in open seas are channeled by land masses into 
relatively concentrated areas and are added to locally generated weather. 
Our understanding of how to design equipment to operate under such conditions 
has multiplied since the 1940's during which decade much research work was ini-
tiated into cc'astal engineering by the US Army Beach Erosion Board, resulting in 
the publication of the Shore Protection Manual [122]. This document has since 
been updated and expanded numerous times and is still one of the most authorita-
tive works on the subject. With the development of hydrocarbon resources on the 
UK continental shelf during the 1960's and 1970's the principal efforts of deter-
mining offshore environmental conditions and methods of safe design to withstand 
them, switched from the Gulf of Mexico to the southern North Sea before further 
discoveries led to a shift into the more severe northern North Sea. 
Mechanisms for determining the loading on fixed (relative to the oncoming waves) 
structures were given their first formal quantitative treatment by McCamy & 
Fuchs [78] , whose diffraction theory is valid for relatively large vertical cylindri-
cal surface piercing piles. An empirical wave loading formulation of two terms 
comprising the sum of fluid acceleration of an added mass plus a drag dependant 
upon velocity squared was formulated and presented in 1950, which has become 
known as the Morison equation [87] . This is valid for the case of loading on a 
relatively small pile. Each equation (Diffraction or Morison loading) offers deter-
ministic results for the pressure distribution or elemental force on the pile, which 
can subsequently be integrated to the appropriate time varying total moment on 
the structure about any fixed point (the sea-bed for instance), and so to determine 
the local stresses. 
Considerable effort has been devoted to predicting the wave induced loading on 
structural members subjected to wave loading by deterministic and spectral meth-
ods. Accurate or reliable deterministic models such as those for predicting forces 
on members represent only a part of the structural design process. Before applying 
them one must first establish the relevant input parameters of a "design wave", 
usually characterized by waveheight (peak to trough) and wave period. Much 
effort has been expended in establishing averaged values for these and other wave 
characteristics in the North Sea [16] resulting in comprehensive data for design by 
methods based on the concept of the 50 or 100 year return period extreme wave. 
The results are necessarily only representative values and cannot be regarded as 
precise. As a result, safety factors must be introduced to counter our imperfect 
knowledge. This attitu4e to collection of offshore site data and the manner in 
which they load the structure is in stark contrast to our attitude towards the 
determination of the subsequent motions and stresses of the structure. Indeed 
Bosshard [8] states that, 
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"there is a strange double standard in structural design. Whilst the 
behaviour of structures under given loads is studied with the aid of very 
complex mechanical and numerical models, loads are "assumed "•" 
This sort of appr9ach is not primarily wrong because of the number assumed being 
wrong; assuming a number out of nowhere or with only the barest consideration 
of the load phenomena is a dangerous practise which undermines the integrity 
of the design process. Neither are loads simple scalar numbers - in the context 
of offshore wave loading, as indeed for most real conditions - loads are complex, 
random interrelated, multi-parameter inputs. 
Many works have attempted to predict forces under breaking waves. However, 
almost all new theoretical and empirical approached have lacked the support of 
prototype measurements or test results from model measurements at a large scale. 
1.1.1 Co-Ordinate Systems & Frames of Reference 
The fundamental equations of fluid dynamics or spectral descriptions of waves 
are expressed in either of two distinct co-ordinate systems. Mutually perpendicu-
lar cartesian coordinates assist mathematical treatment of fundamental concepts 
whilst polar coordinates can be used to advantage in the physical interpretation 
and directional spreading of the energy at some location in a wave field. An 
extension to the cartesian system of coordinates is one in which the reference 
frame itself moves at some constant velocity with the wave profile usually equal 
to the individual waves' celerity (in the context of regular two-dimensional waves) 
This finds most application in the numerical computation of wave profiles (e.g. 
Longuet-Higgins & Cokelet (75I) 
The vast majority of investigations concentrate on monochromatic (single fre-
quency), plane (i.e. uni-directional) waves of "infinite" extent (long crested). 
This description is certainly appropriate for waves approaching a depth limiting 
beach where refraction will achieve this very effect. Offshore in water which is un-
confined in wind fetch (the distance over which a wave generating wind has blown 
to arrive at the location of interest), the prevalent conditions are more likely to 
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comprise a greater band of frequencies (best described by a frequency spectrum), 
many coming from a range of directions giving the familiar mottled (short crested). 
sea surface appearance. 
It is important to distinguish between the two main reference frames of wave dy-
namics - Eulerian and Lagrangian (Figure 6). If one were to observe the dynamics 
of the particles which pass some fixed point in space, then - at that location - 
one is observing an Eulerian effect. If one were to select an individual particle 
of the fluid and study its motions through time (and space) then this would be 
from a Lagrangian viewpoint.. This distinction between the motions of particles 
at a point and the motions of individual particles becomes particularly impor-
tant in the assessment of fluid acceleration and the subsequent evaluation of the 
derived values of variance and corresponding order spectral moments (Section 5, 
Chapter 5). 
1.1.2 Assumptions, Concepts and Equations 
The basic assumptions underlying those fundamental equations of fluid dynam-
ics which are pertinent to the study of water waves are as that the fluid is to 
be incompressible, to behave in a Newtonian fashion and to possess a constant 
viscosity. 
The earliest formal mathematical investigation of fluid mechanics is due to Euler, 
in which he assumes that no shear exists between adjacent layers of flow (zero 












In words, the accelerations of fluid particles in any of the (u, v, w) vector directions 
equals the difference between the respective components of body force per unit 
mass (X, Y, Z) and the partial derivatives in space ( i.e. wrt x, y, z ) of pressure 
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divided by a (constant) fluid density. In effect these equations restate Newtons 
2' Law that the rate of change of a bodys' momentum is the vector sum - here 
expressed as individual components - of the external forces acting upon it. 
Some 100 years later, the Navier-Stokes equations were evolved to express the same 
properties but under the generalized assumption of a constant, but not necessarily 
zero viscosity. 
Du 	- 	Bu - 8u 	8v +V+W 8w - x - 1 [O'u 	82 v 	82 w ' +++Tj 
Dv 	- 	8v - 8u = y_12+ f8 2 u 82v 	82 w 1 (1.2) 
Dw - 8w - - 	+ 8uv w 8w U - Z_2± - 
(82 u &v 	82 w 1 + + 
vi 	= jt/p Kinematic Viscosity (1.3) 
The derivation of these equations may be found in many texts on fundamental 
fluid dynamics. Introducing the shorthand notation of the Laplacian operator and 
recognizing that the body-force terms can be defined as body force potentials. 
Equations 1.2 can be restated in the more concise form 
	
- 	18(p+pgh) + vV2 u Dt - 	 p 190 
Dv - 8(p+pgh) + vV2 v 	 (1.4) 
fft-- 	P 
Dw - 18(p+pgh) + viV2 w 
Dt - 	p 8z 
Central to fluid dynamics is the concept of continuity which states that for a 
particular volume of fluid, the rate of mass flow out must equal the rate of mass 
flow in i.e. the conservation of mass. Therefore 
Ou 8v aw (1.5) 
This principle is totally independent of the choice of coordinates and is mathe-
matically expressed as the divergence of the velocity component vector being zero 
i.e. when q = uj + vj + w 
12 
div.q=O 
If a rigid body moves in space, then it undergoes the combined motions of transla-
tion androtation. In hydródynamics, the fluid elements of a " body" of fluid will 
also undergo some deformation of shape. The change in velocity and location of 
some part of the fluid can be shown to be a composite of three motions; uniform 
translation, deformation and rotation (Appendix 1.1). Of these the rotations in 
each coordinate direction is expressed as the Curl of the velocity vector, or the 
vorticiti. 
1 
Ld =Curlq 	 (1.6) 
- 1('Ow 	Ov 
28y 8z 
- i(8u 	thu 
- 2'8z 8z 
W 
- 1(Ov 8u 
z 
- 
When the condition w = 0 is satisfied, the flow is said to be irrotational and all 
fluid particles in motion undergo only translation and pure straining motions. To 
describe the motion of a fluid surface in terms of a velocity potential requires this 
assumption of irrotationality and thus permits us to derive the linear theory of 
wave motion (Appendix 1.1, 1.2). Individual elements of a frictionless fluid can 
neither gain nor lose rotation since there are no shear forces to create them, but in 
real fluids, vorticity may be generated (i.e. non-irrotational flow does exist) which 
can subsequently be moved around the fluid system until ultimately dissipated 
by viscous effects. An important point from this is that irrotational flows are 
instantaneous (because of no viscosity) and so are not influenced by the past 
history of the flow field, hence models of the flow field derived from equations 
based on irrotational flow do not allow for the generation and development of 
turbulent motions within the fluid. 
One of the earliest experimental investigations into breaking waves (van-Dorn & 
Pazan [124]) concludes that the time history of fluid flow in a wave is an important 
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consideration in the deterministic prediction of breaking waves, thus hinting that 
those mathematical models which do not allow for such effects will achieve only 
limited success because of the absence of predicted shear stresses. 
Irrotational motion requires that each component of the rotational vector W be 
zero. When this is so, it is possible to define a continuous differentiable scalar 
function of position and time q5(x, y, z, t). The gradient of this potential function 





and since q = uj + vj + wk then q =Grad 
A velocity potential function only exists for an irrotational flow, so equations 
derived from a potential function can only be valid if the flow is ideal and free 
of turbulence (Appendix 1.2). Substituting 0 into the expression for continuity 





As an aside, for steady-state flows 	= 0) the Euler equation yeilds the Bernoulli at 
equation for determining the pressure distribution in an irrotational flow system. 
12 P —q +—+gh= const. 
2 	q 
Where 
q2 = u2 + v 2 + w 2 
In applying fluid dynamics equations to water wave studies, a number of effects in 
addition to those covered by the assumptions above must also be considered and 
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if necessary introduced into any analysis. The Coriolis effect (-2pü x ) is gen-
ea1ly about three orders of magnitude smaller than the terms encountered in the 
Navier-Stokes equations and thus is generally neglected. This effect can however 
be significant in the study of particle motions within finite amplitude waves when 
investigating (say) tidal effects. This has led to the development of modelling facil-
ities which place wave basins upon a rotating platform to compensate for the effect 
of geostrophic acceleration. The Reynolds Numbers, based on wavelength, period 
and laminar viscosity, are large, so again the acceleration terms tend to dominate 
those of viscosity. Water density is almost invariably taken to be constant and 
so incompressible though there have been numerical investigations by Peregrine 
amongst others which account for density gradients in the water column.Finally, 
for wavelengths above about 10 cm., surface tension effects are neglected [58] such 
that gravity is the only restoring force in the system (and hence their description 
as Gravity Waves). 
These assumptions permit the investigation of waves by the Velocity Potential 
= fn(x,y,z,t). 
This is usually derived and presented for the simpler two-dimensional form qS = 
fn(x,y,t) having an infinite extent perpendicular to the plane of the wave (Ap- 
pendix 1.2). 
1.2 Wave Description and Statistics 
Water waves may be described by a variety of methods according to interpretation 
requirements and their presentation. Observed descriptors fall into two categories 
- visual and instrumented. The earliest records of sea-states were visual and pro-
gressively led to the adoption of common descriptors which were later formalized 
statistically such as 'significant wave height', now defined as the mean of the 
highest one third of all wave heights on a given record ( H1 ). Such records 
are clearly unsuitable for analytic use though the concepts of 'significant wave 
height', 'maximum wave height', 'wave period' and so on, persist as useful de-
scriptions or representations. Instrumented measurements of wave properties have 
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developed most since the 1950's in parallel with the choice of features to be stud-
ied (wave elevation, slope, particle velocities, subsurface pressure, etc.) though to 
varying degrees of flexibility in their application, as have the techniques available 
to interpret, analyse and represent them. 
The properties of water waves can be examined in broadly two ways the de-
terniinistic wave theory approach which investigates the 'microscopic' or particle 
effects within or on the surface of waves, seeking to explicitly predict the cho-
sen property as a function of time, or the spectral methods which embody the 
'macro' wave properties in the frequency domain and which lead to a statistical 
representation of a given record over a period of time. 
1.2.1 Deterministic Study 
All deterministic developments of wave theory commence for simplicity with the 
investigation of wave properties in a two-dimensional vertical plane and by mak-
ing scaling assumptions which permit reduction of the basic Navier-Stokes and 
Continuity equations. 
Using these equations with assumptions of linearity, we can derive the linearised 
velocity potential function of Airy (Appendix 1.2). This form assumes the wave 
height to be very much smaller than both the wavelength and water depth, and 
that the wave surface does not strictly extend above still water level (SWL) - 
clearly a physically unrealizable condition. The resulting expressions have however 
been shown to predict wave properties remarkably well on theoretical grounds [24], 
in the laboratory [24] and in the field [96], [28]. 
To improve upon the linear form, Stokes(1847) introduced a perturbation proce-
dure in which the variables describing the flow are developed as a power series in 
terms of a small perturbation parameter (€). 
= 1 + e02 +... 	 (1.10) 
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The method is initially straightforward, but difficulties are encountered when as-
sessing the free-surface boundary conditions of non-linear terms applied at the 
unknown z = ij rather than z = 0. The procedures involved have been adopted 
and results derived principally for 2 d order and 5' order expansions. One im-
portant result shows that the linear dispersion relationship continues to be valid 
to 2' order, implying that wave celerity and wavelength remain independent of 
wave height. Above second order expansions, this does become a dependency 
and so solutions to obtain the elevation require an itterative procedure. Stokes 
51h order wave theory as determined by Skjelbreia & Hendrickson [109] has been 
widely adopted in engineering applications provided that computing facilities exist 
to perform the necessary iterations. Marshall [80] has shown that the number of 
iterations can be reduced with little loss in resolution. Observations have demon-
strated that as a monochromatic wave steepens, the peaks generally attain higher 
values above SWL than the troughs do below,though ultimately the heights of 
these crests are limited by wave breaking. The result of the increased order of 
the Stokes expansion is to model this effect more dosely, but one difficulty re-
mains in that these theories always retain symmetry about the crest, a condition 
inconsistent with observations particularly in the context of breaking waves. 
Further wave theories have been developed for specific applications or which offer 
advantages in computation. The "shallow water" wave theories of Cnoidal, Hy -
perbolic and Solitary forms are all non-linear, each being determined in terms of 
Jacobian elliptic functions cn(q, K), where q is the argument and K the modulus 
of the function. Hyperbolic wave theory evolves from applying certain simplifying 
assumptions to the basic Cnoidal form, whilst the Solitary wave form is a special 
case of it. Of the remaining wave theories, the Stream Function introduced by 
Dean [24] is the most important. it is a numerical solution method for predicting 
wave characteristics by mimimizing the error between the Bernoulli constant (Q) 
at the free surface boundary and that predicted by evaluating the stream function 
of the form 
N 
= C77 + E X sinhnk(i + d) cos (nkz)  
n= 1 
Each of the wave theories presented make specific assumptions about their form 
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which restricts the range of their validities according to the relative sizes of such 
characteristics as wave height, water depth, wavelength and wave period. An 
often quoted reference on the issue of validity is LeMéhaute [60], who illustrates 
the approximate ranges of suitability of each wave theory in shallow, intermediate 
and deep water (Table 1.1 and Figure 3), where it is understood that these can 
be defined (approximately) by the ratios of water depth to wavelength (d/L) and 
wave period (d/gT 2 ). 
As waves tend to steepen, overturn and eventually break, the numerical methods 
become the only ones capable of realistic profile representation. Longuet-Higgins 
& Cokelet [751 based their method on the fact that the velocity potential is com-
pletely determined by its values at the boundary, rewriting the dynamic equations 
in terms of the free surface plus tangential and normal derivatives of velocity po-
tential in a mixed Eulerian-Lagrangian co-ordinate frame. The resulting profiles of 
plunging waves, presented to the point in time where the overturning jet strikes the 
forward face of the wave, demonstrated that based on fundamental fluid dynamic 
considerations, a realistic representation of the wave proflle.could be obtained. 
Their method was applied only to the determination of wave profile and its imple-
mentation is non-trivial, so its value in application to engineering problems has at 
present not been fully investigated. Amongst their conclusions, they suggest that 
waves do not necessarily develop a sharp corner or singularity prior to the sur-
face turning over, instead suggesting that all breaking waves curl over and plunge 
onto the forward face, the flow itself remaining smooth up to the point of contact. 
The Stokes 120° corner angle at the crest of a limiting waveform (Stokes(1845) 
and in the context of breaking waves, Longuet-Higgins [681), Longuet-Higgins & 
Cokelet suggest to be a highly singular form of wave, intermediate between steady 
symmetric and unsteady, un-symmetric plunger. They also observe that 
"It is possible that most spilling breakers begin by being similar in 
form to a plunging breaker, but on a smaller scale, close to the crest 
of the wave" 
• . . a view echoed later by others [82] and further developed in this thesis with re- 
spect to the classification of breaking waves in experimental work (Chapters 2, 5). 
1.2.2 Statistics 
A sea can be described by the sum of many sinusoidal components, combined with 
randomly selected phases. 
i(z,t) = Eajcosx; 	 (1.12) 
Where 
Xi = kx - wt + q'j 
Implicit in this representation is that any variations in the magnitudes of a and 
with time are very much slower than the timescales of frequency components w 
As the number of components increases, the probability density function of the 
resultant elevation signal becomes closer and closer to pure Gaussian by the Cen-
tral Limit Theorem. Equation 1.12 above is only a first order representation of the 
surface motion and by the assumptions used in its application to the description 
of water waves, is only valid as a -p 0 . The product descriptor ak for a single 
frequency wave can be readily seen to represent the wave steepness (see Figure7) 
since a = E and ic = so for deep water ak = . The mean sea inclination 
is given by a where tan a = and so substitution yeilds 
a = arctan 
ak
- 	 (1.13) 
ir 
Much work has been undertaken is examining the stability of waves (i.e. wave 
breaking) as a function of the parameter ak, for example [9], [69], [70], [82], with 
surprising results which suggest that regions of instability are followed by re-
stabilization then ultimately collapse (c.f. review by Yuen & Lake [131]). In seek-
ing to accurately model the wave profile and dynamic properties such as velocity, 
acceleration, curvature, etc., the model (Equation 1.12) deviates from observed 
wave profiles as the steepness increases. In principle, the deviation can be re-
duced and the true wave properties more closely modelled by introducing more 
frequencies and higher order components. Thus to 2' Order 
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(x,t) = aCOSX+ a 2 kcos2X 	 (1.14) 
w 2 = gk(I + (ak)2 ) 
The result of introducing these higher components is to sharpen the peaks and 
flatten the troughs from the original sinusoidal form. Statistically it also leads to 
a deviation from pure Gaussian behaviour [43] in agreement with laboratory and 
field observation. 
1.2.3 Spectral Methods 
By describing waves in terms of component frequencies and invoking the principal 
of superposition, the considerable scope of analysis available for frequency spectra 
become applicable to water waves. Investigation of waves by spectral techniques 
permits many of the average statistical properties of sea states to be evaluated 
from their time histories.The value of using wave spectra lies in the acceptance that 
we cannot as yet describe in a detailed deterministic way the turbulent structure 
of waves , nor the transfer mechanism of energy from wind to waves. 
In applying spectral analysis to the study of ocean waves, a number of assumptions 
must be made about the wave environment. The time history of the property 
(most frequently the wave elevation at a point) is assumed to be statistically 
stationary and ergoclic, the former implying that the statistical properties are 
independent of when the measurements are taken and the latter that they do not 
differ when computed from different time history samples. These assumptions are 
generally valid for periods over which samples are taken offshore, though dearly 
too long a sampling period' will encounter non-stationarity. When considering a 
wave field rather than simply a single location measurement, it must be assumed 
that the area possesses the same properties of stationarity and ergodicity over the 
surface in a homogeneous form. 
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A number of differing representations of the sea surface are used according to 
whether interest lies with the frequency content at a point location irrespective 
of direction (omni-directional), as a function of but not coupled to direction, 
or over a defined area (the true wavenumber-frequency spectrum). How these 
are determined and represented is discussed in Chapter 6 and for the present 
we will confine further attention to the omni-directional form . The spectral 
density function ( 5(f)  ) can be shown to represent the frequency content of 
any continuous time history (Appendix 1.4) and by the application of digital 
processing techniques, the requirement of a continuous record can be relaxed to 
permit utilization of discrete, equally spaced (temporally) samples. 
Spectra thus obtained from recorded wave elevations, subsurface pressures, parti-
cle velocities, etc., will inevitably appear ragged and discontinuous but will still 
allow certain general features to be distinguished. Most recorded forms exhibit a 
uni-modal peak energy frequency, rising steeply to this value then decaying beyond 
the peak at some less steep rate. In various attempts to identify some universally 
valid format to these spectral forms, several authors have proposed that the rear 
face of the spectrum follows an invariant shape whilst others, basing their work 
on these proposals, have suggested a variety of parametric forms which may be 
used for representation of design sea states. 
Phillips [100] was the first to propose the concept that the form of any wave 
energy spectrum would eventually reach a state of saturation in its development 
independent of the (assumed steady) wind speed. The wind of course is the wave 
generating mechanism and this saturation eventually balances the energy input 
and dissipation. This was taken to apply over a range of frequencies above the 
spectral peak, up to some limit where small scale effects (capilliarity, viscosity, 
etc.) becomes significant. 
Originally this saturation range was derived on dimensioni grounds and possessed 




5(w) x g2w 5 	 (1.15) 
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On the basis of these arguments, a number of parametric spectra evolved adopt-
ing this frequency dependence, principally the Pierson-Moskowitz [103] and JON-
SWAP [37] forms, and more recently the Wallops spectrum[44]. The only multiple 
peaked spectrum is that proposed by Ochi & Hubble [94] which is intended to re-
flect the combined effects of both locally generated waves and distant swell. 
Empirical investigations by Toba [120] together with improved field data have led 
to suggestions that the true rate of decay over the equilibrium range varies to the 
power —4 with a direct dependence on the local wind stress u, findings which 
Phillips [102] subsequently agreed were more appropriate. 
The Pierson-Moskowitz (PM) form is for fully developed wind generated seas and 
was based upon earlier work which had suggested that the frequency spectrum 
should be a function of only four parameters; frequency, gravity, friction velocity 
and either of wind fetch or duration. Using data collected at five wind speeds 
between 20 and 40 knots (10.3 - 20.6 m/s), they plotted non-dimensionalized 
energy against frequency. Their plots show considerable amplitude scatter which 
was improved upon by the use of more accurate wind speed data. They proposed 
several parametric formulations and used curve fitting methods in assessing the 
suitability of each for hindcasting their data, before settling upon the form 
(c'—) 
	 ()4\\ 
dcu 	 (1.16) 
'4) 	1 




U Wind speed at19.5m. 
The JONSWAP spectrum was devised to predict unsaturated sea-states under 
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fetch limited conditions. This form essentially reproduces the Pierson-Moskowitz 
spectrum but with the incorporation of a peak enhancement factor 
S(w)dw = (2)exp (_() y°dw 	 (1.17) 
where 
(-(W-WO) \ a=exp 	
202w ) 
and 
10.07 w 0 
(0.09 w>wo . 
Two further parametric forms deserve mention. The so called Wallops spec-
trum [44] is modelled on the same w 5 equilibrium range but unlike the Pierson-
Moskowitz or JONSWAP forms uses only two parameters - the significant wave 
slope () and the peak frequency (w 0). It exhibits a sharper peak and initially 
steeper tail than the P-M form but has not so far been widely adopted in design 
or analysis. The Ochi-Hubble spectrum [94] is identical to the P.M spectrum in 
shape, but allows for multiple peaks to be incorporated, each of different energies. 
This reflects the possible superposition of differing wave fields at some location 
generated remotely from each other. 
Spectral Parameters 
A number of statistical properties of wave records can be deduced from a knowl-
edge of the wave elevation spectrum. In particular evaluation of the spectral 




and the assumption of normality in the distribution of wave elevations (ii), leads 
to a number of useful results. 
23 
The zeroth spectral moment (m o ) is equal in magnitude to the variance of the wave 
elevation and equivalently the total energy within the spectrum (Hallam et.al. [33] 
). Based on the normality assumption and assuming a narrow frequency band, 
Rayleigh showed that wave heights are distributed as his Rayleigh distribution 
and elevations to be Gaussian. From these elevation properties a variety of useful 
statistical indications can be deduced (Tablel.2) and similar statistics can be 
derived for average wave periods. Comparisons between measured wave heights 
and those predicted in a record from a Rayleigh plot, indicate that the Rayleigh 
distribution overpredicts the, proportion of higher waves present in a sea state of 
given energy, a limit probably being imposed in the real sea by wave breaking. 
The spectral width parameter () is a measure of bandwidth and can be defined 







m 0m 4 ) 
and takes values between 0 and 1 . Cartwright & Longuet-Higgins [18] showed 
that the probability distribution of crest elevations is given by 
p() = 
_______ 	(1.20) 
e 2 ) exp(4) [l+erf 	e/2 )j 
with 
As the spectral width changes from narrow (0) to wide (1), this distribution turns 
from Rayleigh to Gaussian, implying that progressively more wave crests appear 
below SWL as the range of frequencies present rises. The effect of wave non-
linearities on the probability distribution of elevation has been discussed in depth 
by Longuet-Higgins [66]. 
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Shallow Waves 0.05 > d/L 0.0025 > d/gT 2 
Intermediate Waves 0.05 < d/L <0.5 0.0025 <d/gT2 < 0.08 
Deep Waves d/L > 0.5 d/gT 2 > 0.08 
Table 1.1: Definitions of Shallow, Deep and Intermediate Water 
Wave Property Expression 
Surface Elevation Variance or = m0 
RMS Waveheight H5 = 2/Lfl 
Mean Waveheight HMEAN = 
Significant Waveheight H1 = 4/ 
Prob of Heighest nth H1 = HRMS {[ln(m)] + 	- erf [/(1n(n))J}} 
Zero Crossing Period T = .J 
() 
Crest Period T = / () 
Mean Period Tm = mp mj 
Table 1.2: Statistical Properties from Spectral Moments 
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Chapter 2 
Wave Breaking 
Wave Breaking is a readily accepted visual phenomena of water waves which as 
yet evades mathematical understanding. Many difficulties stem from the fact that 
there is no universally acceptable analytic definition of what constitutes a break-
ing wave in a way which satisfactorily matches the subjective and consequently 
more variable human identification method. These difficulties - identification and 
definition - together with identifying, verifying and subsequently interpreting the 
most influential parameters which control breaking, form the basis of all attempts 
to investigate wave breaking, whether for the purpose of engineering design, fluid 
dynamics or oceanography. 
This chapter sets out to define the root problems in wave breaking investigations, 
reviewing the approach of past investigators and to establish the framework for 
the subsequent work reported in this thesis. This approach can be summarized as 
follows, 
• Describe current design practise in the context of structural loading by 
breaking waves. 
• Review past investigations. What induces breking, the definitions of break- 
ers and the effects of wave breaking in a structural loading context. 
• Definition of wave breaking - quantitative and qualitative. 
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• Review of parameters which would (potentially) most strongly influence the 
formation and development of breaking waves. 
• Investigations into the detection of wave breaking by automated, threshold 
Jevel procedures. 
2.1 Structural Design 
Most major design companies regularly involved in the conceptual and detailed 
design of offshore structures adopt the same basic philosophy in their approach, 
commensurate with structural safety. This is to follow the documentary advice 
of the principal certification authorities e.g. Lloyds, Veritas, American Bureau of 
Shipping, etc., who formulate rules and guidelines which must be adhered to for 
a design to be passed as suitable for maritime insurance underwriting. The rules, 
guidance and technical notes issued by these authorities are invariably based on 
a combination of experience and research. 
I am indebted to Mr. Bob Robinson of Brown & Root Vickers Ltd. - Offshore 
Structures Division, London for a discussion on breaking wave structural loading 
which clarified the specific design procedure described below. 
Taking the case of a drag dominated loading regime, calculation of the loading 
on surf-zone tubulars begins with an assessment of the "design wave", which has 
been deemed appropriate to the site. Firstly one must evaluate the relative water 
depth and wave steepness parameters. 
d 	H 
gT 2 gT 2 
Chapter 1, Figure 3, is used to identify the most appropriate predictive wave 
theory from which to assess the waves' detailed properties and also whether the 
design wave approaches this breaking limit. 
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In the circumstance where a breaking wave is likely to be encountered, the loading 
is determined by first identifying the appropriate wave theory (say a modified 
Stokes 5 Order) from which to compute particle crest velocities. The structural 
load from a breaking wave is then taken to be that of the slamming load per unit 
length, obtained from the equation 
F. = PCS DV 2 
	
(2.1) 
Where D is the tubular diameter and C3  is the slamming coefficient, which for 
smooth, circular cylinders is taken to be greater than or equal to 3.0. Certification 
authorities often stipulate that since slamming is an impulsive loading mechanism, 
dynamic amplification must be allowed for in calculating response (e.g. Det Norske 
Veritas rules). Impulsive type slam loading has been investigated by authors in 
the past [19], but only rarely has this been addressed on a basis which permits 
design interpretation e.g. [106]. 
Note that slamming loads need only be considered when the design waves ap-
proach the breaking limit and that below this, loading is often computed purely 
on the basis of Morison equation type loading, which typically predicts much lower 
stresses. In either case assessment is usually made in a time - stepping manner to 
identify the peak loading, stresses and response over a full wave period and across 
the full structural matrix. 
2.2 Characteristic Properties of Breaking 
In studies which try to classify waves into distinct breaking and non-breaking ( 
which this author prefers to term "plain") waves, definition of breaking is selected 
to be either by visual means or the adoption of some analytic functions' value. 
The choice of individual property, or a selective combination of characteristic 
properties, each taking specific threshold values which together distinguish plain 
from breaking waves, represents the main difficulty in analytic treatment. The 
choice of threshold valued variables leads to the concept of a "breaking criteria". 
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The scale considered in the investigation - niicro in the case of fluid dynamics, 
macro in oceanographic matters and on individual waves in an engineering context 
- will clearly influence the assumptions and approach. The work here is not 
concerned directly with the microscopic, deterministic, fluid dynamical form of 
breaking waves although comments and results from such works by others will 
be utilized here to assist in defining the wavebreaking phenomena. Statistical 
techniques are applied to geometrical and kinematic properties of individual waves 
whilst spectral measures (e.g. spectral moments) may be evaluated from records 
to classify statistical variations in the frequency domain. 
All work into the quantitative description of individual breaking waves in terms of 
geometry or kinematics, has been undertaken on depth limited shore breakers for 
the purposes of coastal engineering (see Carter [171). Work into the spectral de-
velopment of monochromatic waves has been investigated since Brooke-Benjamin 
& Feir [9] predicted and demonstrated the instability of periodic waves in deep 
water. For breaking waves, Melville [82] demonstrated the anticipated shift to 
lower frequency as a consequence of breaking, whereby the lower sideband of each 
fundamental frequency grows relative to the upper one until ultimately of greater 
magnitude than the fundamental. This characteristic is consistent with the spec-
tral models for wave growth which commence with low energy high frequency 
waves, progressively developing into lower frequencies of greater energy and an 
equilibrium balance. the saturation of a spectrum as described by Phillips [100] 
represents the balance between energy input and dissipation, the latter he sug-
gested being achieved by wave breaking, again consistent with the model for wave 
development. 
Usefully precise qualitative work has only really been undertaken by Banner & 
Phillips [3] and Basco [4], again directed towards, but not confined to, depth 
limited waves. 
Qualitative Work 
Qualitatively a huge range of adjectives are available to characterize waves. Find- 
ing a pattern within these which can be applied repeatedly, consistently, accurately 
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and to the satisfaction of informed investigators of the subject is a daunting task. 
Beginning with features of breaking, the terms foaming, instability, whitecap, irreg-
ularity and aeration ( more romantically one could add white horses), all describe 
the breaking phenomena. 
Although sub jective, these terms can be usefully applied to suggest properties of 
scale or intensity in wave breaking. 
• Instability ; suggests small scale incipient breaking at wave crest 
• Breaking ; entirely subjective criteria where the smooth sinusoidal form of 
a wave broken by a discontinuity 
• Whitecap ; active turbulence in a progressive wave 
• Entrained Foam ; the persistence of air trapped as a result of turbulence 
from breaking activity 
Classifications exist such as incipient, plunging, spilling and surging. The nature 
of breaking - a qualitative time development - may be implied from the terms 
sporadic and fugitive [3], micro-scale, and widespread. The scientific terminology 
appropriate to breaking should not be mixed with these qualitative statements 
unless clearly appropriate e.g. turbulence, rotational / irrotational flow, vorticity, 
etc. 
Some observations by Banner & Phillips [3] on the development of breaking waves 
deserves repetition. They describe first what they call micro-breaking, as an effect 
far more widespread than "simple" whitecapping. 
"On the forward face of the wave is a dense structure of wavelets with 
the irregular steep leading edges characterizing small scale breaking, 
though without air entrainment" 
Basco [4] describes a ten stage model which is quite general in application, the dis- 
tinction between the different types of breaker with which we are familiar (spilling, 
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plunging, etc.) being solely a difference in scale. His observation that the scale of 
the initial plunger is not always visible to the observer echoes the numerical com-
putations of Longuet-Higgins & Cokelet [75]. The process he described proceeds 
as follows (Figure 4) 
. Wave breaking begins 
• Overturning jet strikes trough at plunge point 
• Initial surface disturbance(splash) 
• Penetration of jet & formation of plunger vortex 
• Trapped air compresses & entrains 
• Initial splash forms surface roller 
• Plunger vortex pushes oncoming trough to form secondary wave 
• Toe of surface roller slides to equilibrium location 
• Plunger vortex slows & stops 
• End of breaking when surface roller hits equilibrium 
In this model both spilling and plunging breakers have some initial scale of plung-
ing (translational motion to generate a plunger vortex) only the scale is not always 
visible and the plunging motion additionally generates a splash-up and surface 
vortex of turbulent fluid. 
He then hypothesises that a secondary wave is formed by the plunging motion 
in which the solid core of rotating plunger vortex fluid translates horizontally, 
pushing upon the trough fluid ahead, causing a rise in water surface ahead. To 
support this model he cites the observations of Longuet-Higgins & Turner [76]. 
One further observation made which may be pertinent to the results presented in 
Chapter 3 is that a very steep waves' height will drop as the wave curls over to 
reach the plunge point. 
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Why Do Waves Break? 
In attempting to identify the parameters which govern wave breaking effects one 
must first ask the question 'why do waves break V. This question may be applied 
on a macro scale , to all waves within some weather system at some time in its 
development, or on a micro scale; for example, why does one individual wave break 
and another remain unbroken? 
The inducement and growth of waves can be modelled by the complimentary the-
ories of resonance and shear flow (see Kinsman [521). On the macro scale, it 
is generally accepted that gravity waves from local or distant weather systems 
develop as a consequence of energy transfer from wind to wave although our un-
derstanding of the mechanism for this transfer is poor [101]. Eventually the water 
will have taken up as much energy as it can - it has become saturated - and so the 
excess available from the wind is dissipated by wave breaking and whitecapping. 
When the wind has subsided, some energy is further dissipated from the waves 
by the same mechanism through wave interaction. The inter-relationship of wind 
induced growth, transfer of energy between frequencies, saturation and dissipation 
is complex, highly non-linear and not amenable to linear theory investigation [36]. 
This does not prevent us accepting the underlying process described above but 
does limit our ability to accurately, quantitatively forecast the magnitudes of the 
components involved, of for example wave breaking. 
On an individual wave scale, Cokelet [21] suggests in the same vein as above that 
"roughly speaking a wave will tend to break when the local energy 
density exceeds a critical value" 
This may seem a statement of the obvious but the next question arising from this 
is 'what characteristic variable or variables, contributing to the energy of the wave 
is most influential in the initiation and development of breaking?' One point to 
take from this is that energy can be Potential or Kinetic and it is the total energy 
which will govern wave breaking. 
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How to Force a Wave to Break 
Individual waves can be induced to break and be observed under laboratory condi-
tions. To do this requires that we look at the available mechanisms for introducing 
the local- increase in energy density which we hypothesize to be its cause. 
Depth Limited The most obvious mechanism for wave breaking is "beaching". 
As a wave progresses towards a beach over a sloping bottom, energy cannot 
be rapidly dissipated on the bottom (one cause of sediment transport) so 
the energy is transferred into wave height growth, the wave steepens ulti-
mately becoming unstable and breaking. Such processes have been widely 
investigated and reported particularly in the annual Coastal Engineering 
Conference series. Further references can be obtained in Carter[17]. The 
characteristic forms of such waves can be conveniently dassified into plung-
ing, spilling, collapsing and surging [107], however of these only the first two 
forms have been reported regularly in deep water environments. To these we 
may add the smaller scale classification of incipient, which can be attributed 
to Banner & Phillips [3]. 
Wave - Wave Interaction When uni-directional, monochromatic, plane peri-
odic waveforms cross at some angle, the resultant wave - assumed for the 
moment not to be breaking - is the vector sum of the individual waves. 
When the angle between two waveforms of the same frequency is non-zero, 
the resultant short-crested sea surface achieves the combined peak value 
so long as suitable definitions of wave height and period are adopted [59]. 
Where mixed frequencies and a distributed spread of incidence angles are 
introduced, the surface rapidly becomes visually irregular [126] with even a 
small number of components. As component elevations sum the resultant 
peaks can exceed the levels commensurate with stability (the local energy 
density criteria) and breaking will ensue. Second order and higher terms 
in deterministic predictive models of wave profiles will enhance the effect. 
Breaking can be inhibited if partially standing waves are formed as a result of 
the directional mixing or wave reflection. This would reduce the anticipated 
instances of breaking activity [112]. 
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Wave - Current Interaction The result of superimposing a current of mag-
nitude equal to even only a small proportion of a waves' phase velocity, 
significantly alters the breaking effect. Currents do not fail into the scope 
of this thesis but Kjeldsen & Myrhaug [54] report that by introducing an 
opposing current of only 2% of the linear phase speed of a monochromatic 
wave results in a "much more violent plunging breaker". No investigation 
appears to have been made in this context which addresses the question of 
the probability of breaking, and the above cited paper makes no comparison 
between currents of different directions. The question of surface drift cur-
rents induced by wind shear and their influence on breaking is addressed by 
Banner & Phillips [3]. 
Wind Toppling At sufficiently high windspeeds the phenomena of whitecapping 
becomes visible as a result of the wind effect as well as from liquid fluid inter-
actions. Typically this threshold may be about 7m/s [117] and represents an 
enhancement to the above mechanisms, which progressively "blow the tops 
off" significantly higher proportions of crests in a wavefield as the windspeed 
increases. This introduces a further complicating variable in any attempt 
to analytically model or experiment into breaking and whitecap coverage 
in a sea environment. This influence can be overcome by taking data from 
laboratory wave basins rather than offshore, for comparing analytic to ex-
perimental work, such situations then present problems of identification of 
breaking at such small scale. Alternatively the "total effect" of whitecap 
coverage can be studied without detailed investigation of the contributory 
causes, often having application to aerial remote sensing of e.g. windspeed 
[45], [129], [130], [85], [86], [42]. 
2.3 Parametric Wave Descriptors 
Defining an individual wave requires the identification of suitable parameters. 
Some of these parameters are unsuitable in their basic form to describe both 
plane (2-D) and field (3-D) waves. Thus some parameters which possess distinct 
scalar units in two dimensions require more specific definition in three. 
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The most obvious variables relate to wave geometry in the vertical (2-D) plane. 
Wave elevation 
( 
77  ) taken about an arbitrary level - usually the still water level 
- is the basic wave representation property amenable to analysis as a function of 
time. Wave height ( H  ), usually defined between a crest and its (temporally) 
preceding trough is often more physically meaningful and useful in an engineering 
context. Wave period is the duration between successive instances where the wave 
profile is identical in form and is usually defined in one of three ways - between 
crests, zero-uperossings or zero- downcros sings. These are all amenable to statisti-
cal representation (Table 1.2 Chapter 1) and using the identities (Equations 1.2, 
Chapter 1), the wave period can be related to the wavelength defined for the same 
wave feature. 
The waves' proffle is assumed to possess a true invariant and travels at a charac-
teristic speed (the phase speed) which can be determined correct to second order 
by the linear dispersion equation. 
Variables can be used to describe and characterize waves particularly if they are 
constrained to some part of the wave profile, say the crest. At the microscopic 
level are the kinematic properties of particle velocity and acceleration, often rep-
resented as component horizontal or vertical values, and the time variation of 
pressure at some fixed location. Macroscopically the average energy density and 
the energy flux' characterize wave systems but are even less amenable to direct 
measurement and interpretation than the kinematics given above and so are not 
generally adopted for the purposes of classification. 
A variety of derived geometry parameters have evolved in attempts to characterize 
individual waves and distinguish some properties which can separate breaking from 
non-breaking waves. Wave Steepness measures the ratio of the wave height to the 
wavelength of a periodic monochromatic wave. By assuming the deep water linear 
dispersion relationship (w 2 = gk where w = 1M and Ic = ), this can be restated 
in terms of the wave period 
'H 
tan(a) = 	 (2.2) 
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Now... 
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Hence 
2ir H 
tan(a) = -- 	 (2.3) 
gT 2 
Kjeldsen and his co-workers have over a period of time defined a number of quan-
titative geometric wave descriptors [55] ,[53}, [54] (Figure 3). 
• Crest Front Steepness; The steepness of the forward face of the wave between 
its zero crossing and crest. 
. Crest Rear Steepness; The steepness of the rear face of the wave between its 
crest and zero downcrossing. 
• Horizontal Crest Assymmetry; The proportionality between the crest eleva-
tion and the wave height taken to the preceding trough. 
Vertical Assymmetry Factor; The proportionality at SWL of a waves' rear 
face, to its front face. 
Three principal criticisms can be levelled at the last five descriptors. Firstly they 
are defined only in terms of uni-directional (2-D plane) waves and cannot readily 
be extended to wave fields. Observations on such difficulties can be found in 
LéMehaute [59] and are further developed here in Chapter 3. Secondly none of the 
properties individually can uniquely characterize a wave as can be readily observed 
from the definition sketches (Figure 2.3). Consider the volume of water between 
the wave profile and the enclosing vertices or horizontals of each definition. It is 
irnmediatly apparent that a variety of wave profile shapes can be formed in each 
class for the same descriptor quantities, particularly recognizing that wave shapes 
become progressively more peaked and less sinusoidal with increases in steepness. 
In this way the potential energy can be quite different for waves possessing the 
42 
same values of the above descriptors. Finally, and related to this second point, 
wave profiles almost invariably change with time. Thus if one were to compare 
the profile of a wave obtained as a snap-shot (like the figures), with the same 
quantity measured by a wave profiling device - Eulerian or Lagrangian - at some 
location, they would present different detailed shapes. The geometry of a wave 
is itself dynamic, not static, a fact recognized by van Dorn & Pazan [124], which 
underlines the assertion above that the geometry classifications neglect detailed 
energy considerations to the detriment of their useful application. 
Further descriptors of interest for understanding wave breaking are wave slope 
(I =1) - measured instantaneously rather than the adoption of the averaged value 80 
of steepness - the velocity gradient (I=,1) defined here as the horizontal 
distance rate of change of the wave profiles' vertical velocity component, and the 
surface curvature (Ii). A case can be made for the potential importance 
of each of these features in understanding the mechanism of wave breaking but 
our ability to physically determine and numerically quantify them, preclude their 
usefulness in. this study. 
2.4 Discussion of Breaking Parameters 
Here we will review the nature of the wave breaking phenomena and discuss some 
potential governing variables. Implicit in this quantitative investigation is the 
assumption that we are dealing with a threshold level criteria, exceedance of which 
constitutes or defines breaking. 
Casual observation of deep water wave breaking will readily yield general points 
useful in eliminating some variables from further consideration as ascendant fea-
tures. Breaking generally occurs at or near wave crests and over a range of wave-
heights, though generally the "larger" ones. In wavefields, crest lengths can vary 
as does the proportion of bre...ker crest covered by breaking water. Crest orien-
tation is usually perpendicular to average wind direction and distributed as some 
spreading function. Crest line breaking appears to be similarly distributed though 
few investigations have been undertaken successfully in this area [53]. Studies un- 
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dertaken in the absence of direct wind generation of waves (i.e. in wave basins), 
with no currents present and with efficient beach absorption, only wave-wave inter-
action will induce deep water breaking. Short crested waves in laboratory- basins 
are implemented by combined frequency and directional input to the tank from 
a linear array of discrete wavemakers (Chapter 7). This models the spread of 
waves from different wind directions, by mixed amplitudes from a line of wave-
maker locations in the basin. Observed breaking in short crested seas appears not 
to be associated with any particular orientation of wave crests other than those 
perpendicular to the principal wave direction. 
What all investigations assume - including this one - is that breaking is primarily a 
function of a single variable. Snyder and Kennedy [110] review potential variables 
under the same hypothesis that a threshold model may govern wave breaking. 
They suggest the following assumptions 
• Breaking is initiated by exceedance of some threshold variable within or on 
the surface of the fluid. 
• Growth and decay time scale of the breaking is small compared to the du-
ration of the whitecap. 
• Breaking is independent of atmosphere influences (after generation). 
They argue that any variable under serious consideration as a dominant threshold 
variable must 
• Be a scalar quantity. 
• Exhibit relative maxima only near wave crests. 
These properties taken together eliminate from consideration the magnitudes of 
vector sums (Table 2.1) since such variables exhibit more than the single maxima. 
The subsequent approach of these authors ultimately leads to their adoption of 
(negative) vertical acceleration as the threshold variable. The manner in which 
they do this is however, not satisfactory. For a start one may add a third grouping 
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to those of above, to restrict attention to wave crests instead of merely accepting 
peak values of a variable. These authors do themselves effectively impose such 
a restriction at the selection of variable stages, by confining their acceleration 
criteria to only negative values. This would in effect impose a joint probability 
structure to the above two groups, thus the threshold variable must 
. Be a scalar quantity. 
• Exhibit relative absolute maxima near wave crests. 
• Be considered only where the local curvature is negative. 
This third constraint may be seen to be equivalent to the second if the chosen 
threshold variable is taken to be curvature. It may be agreed that adopting this 
variable as a necessary condition limits the usefulness of this approach to iden-
tifying a dominant parameter - this can be negated by the following argument. 
Firstly, negative curvature is consistent with the criteria of a wave crest, further-
more it continues to be so until the limiting form of the deterministic Stokes wave 
is achieved - which in practice never is - where the wave surface appears positively 
curved over the full peak to peak length. This criteria is also consistent with the 
numerical computations of Longuet-Higgins & Cokelet [75] which demonstrates 
from first principle fluid dynamic assumptions, that the point of incipient break-
ing possesses a negative curvature, even at the smaller scale. 
Of the candidate variables, elevation is unsuitable since clearly breaking waves 
can exist over a considerable range of values. Relative elevation may be more 
suitable and this potential clearly stimulated the definition of the geometry pa-. 
rameters (e.g.[41]). Surface slope would satisfy the above (revised) criteria, but its 
determination is not readily achieved and is still being investigated as an average 
property in the context of satellite remote sensing [113] ,[71},[117]. 
Curvature as a threshold variable may well be suitable if one were able to examine 
all scales of breaking. On the microscale, incipient breaking may well feature loca- 
tions of high negative curvature - again supported by the work of Longuet-Higgins 
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& Cokelet - but what is not clear is whether such locally high curvature is a conse-
quence of breaking or of surface tension. In either case, as for slope, the practical 
difficulties of physical measurement at present prevent further investigations. 
Particle velocity is more suitable as a threshold variable than any of these since 
it is clearly congruent to the definition of breaking. Limited direct measurement 
investigations of particle velocity within waves have become available over recent 
years (e.g. [261) but have so far only been demonstrated rather than applied 
to the comparison of data with theoretical prediction of subsurface velocities. 
None of the available techniques for non-intrusive measurements - laser doppler 
anemometry, particle image velocimetry - have been able to yet resolve surface 
particle velocities although some such claims have been made [83]. The adoption 
of a velocity component for breaker identification, whether vertical or horizontal 
[67], is unlikely to yield meaningful results since breaking can take place over a 
range of slope values, thus breaking defined according to the exceedance of a waves' 
celerity, computed over a range of slopes, may be the vector sum of a considerable 
range of components to yield the same modulus value. Note that this argument 
also effectively eliminates the total partide velocity from consideration. 
Particle acceleration has been actively proposed as the most suitable threshold 
criterion [68],[114],[l10], but has never been fully justified. Its adoption has spread 
from recognition that theoretically, the accelerations within a progressive wave 
are limited to some fraction of gravity, approximately 1 [68] ( unity in the case 
of standing waves [1121). The case put forward for this variable by Snyder & 
Kennedy [110] is heuristic, and based on the following. 
• Assumes that a theoretical limit of a single variable does exist as just stated 
• Water in freefall i.e. under the sole restoring influence of gravity, charac-
teristically breaks up (an invalid argument since this is a consequence of 
non-perfect behaviour i.e. surface tension) 
• Lack of further candidate variables 
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2.5 Automatic Detection 
The difficulties of defining quantitatively what constitutes a breaking wave have 
been discussed in the preceding sections. Unless one is to rely entirely on subjec-
tive identification of individual breakers a reliable method of measurement must 
be devised and implemented for experimental investigations. A review of poten-
tial identification properties - quite distinct from attempts to identify governing 
parameters - was undertaken, bearing in mind the earlier comments on defini-
tions, and brief experimental arrangements were established to test those more 
promising for laboratory scale application. 
Radio frequency waves have been used for many years to probe the characteris-
tics of sea surfaces (for comprehensive review see Stewart [117]). Microwaves at 
X - band frequencies (about 10GHz.) have been considered by Wetzel [128] for 
their scattering properties at low angles of incidence. Based upon the conceptual 
model of an entrained plume form of breaking [76], he hypothesized that provided 
something such as the plunging or spilling crest of the wave, pierces the forward 
wave face, presenting a specular point to incident E-M radiation, that this may 
characterize breaking in the signal return. The signal return of horizontally polar-
ized X - band microwaves is associated with sharp transient bursts of backscatter 
from large cross-sections (Wetzel cites an area greater than 1m 2 ) of waves. 
Valenzuela [123] reporting updated work by prior authors, suggests that the mech-
anism for microwave backscatter by waves is due to the effect of Bragg-wave type 
scatterers being advected by the orbital motion of the dominant wave. During 
breaking the speed of these scatterers increases towards the wave phase speed, a 
suggestion consistent with the earlier definitions of wavebreaking. It is beyond 
the scope of this work to investigate radio-wave scattering detection of breaking 
but some remarks may be made. 
• The mechanism for signal scattering is as yet poorly understood, so attempt-
ing to derive information about the breaking phenomena from instrumental 
records which use it for identification is unwise. 
• The scattering area suggested by Wetzel [128] is too great for useful appli- 
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cation to laboratory scale studies. 
• The use of higher frequency band microwaves may be more successful. Kalmykov 
et.al. [49] report measurements with 3cm.(10GHz) and 8mm.(37.5Ghz) 
wavelengths i.e. the lower and upper limits of K band frequencies. They 
report the main practical difficulty is in separating the effects of breaking 
and those due solely to change in slope of the scattering (wave) surface, and 
further, that spray -. distinct from wave breaking - significantly influences 
their return signals. Amongst their conclusions is the observation that 
the scattering of the sprays is distinguished by a weak depolariza-
tion and is practically independent of the radiation polarization" 
This idea led to consideration of the effects of scattering plane polarized 
visible light, reported later in this section. 
Electro-Magnetic radiation in the visible and near infra-red wavebands (1.010 14 - 
7.5 1014Hz.) was considered in depth as a basis of breaker detection. This may 
seem an obvious point from which to have begun this investigation since so many 
difficulties can be seen to stem from attempts to correlate visually identified break-
ing with quantitative variables. Three concepts are here suggested for breaker 
detection and can be classified according to the following 
Scatter of polarized light. 
Reflectivity of light from foaming surface. 
Light attenuation variation in air, water and foam. 
Each of these concepts was investigated by simple experimental arrangements in 
an attempt to establish which if any could be further developed to give a reliable, 
automatic breaking identification signal. 
Scatter of Polarized Light 
The test arrangement is shown in Figure 5. Plane polarized light from a low 
intensity ( 15mW  ) laser was passed through a beam expander onto a variety 
of test surfaces. The illuminated area was approximately 100cm 2 and the angle 
of incidence about ten degrees (10°). A conventional shrouded photodiode was 
located behind a focussed 85mm focal length projection lens at the reversed angle 
of incidence in the same plane as the laser to detect the reflected signal. Between 
the receiving lens and reflecting surface was placed a polarizing filter (analyser) 
which when suitably orientated would either pass or block the reflected light. 
The principle underlying this concept is that the relative orientation of polarizer 
and analyser would be such as to inhibit any signal from the reflecting surface. If 
however the surface were to de-polarize the light then a reflected signal would be 
detected. It was postulated that a plane water surface would not depolarize the 
incident light whilst breaking water foam or the discontinuity in profile between 
spilling and forward wave faces would [128],[99]. A reference found after the 
experiments would seem to suggest that this type of depolarization would not 
take place [27]. 
Several surfaces were tested, the initial aim being simply to obtain a quantitative 
variation in signal intensity or a null signal as appropriate. For the former, a range 
of sandpaper grades were used to reproduce various surface roughness's. Despite 
filtering and signal amplification, the output for each surface was approximately 
the same. For the latter case, still water did provide the anticipated null signal as 
did mildly agitated water. No tests were performed on foaming water. 
Despite the advantages offered by a remote reflecting, directionally sensitive con-
cept, this system was not pursued because of the inconsistency between anticipated 
and obtained signal behaviour. 
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Reflectivity of Light 
From any distance, whitecapping characteristically and by definition, exhibits a 
strong visual contrast between the whitecap and the background water. The 
reflected light intensity from an indirect source varies markedly between the two, 
particularly in water of sufficient depth to attenuate and absorb the ambient light. 
In a laboratory this characteristic (depth) is unusual and alternative means must 
be found to achieve this by for instance covering the base of the tank with some 
dark material. Laboratories are typically lit by a number of what are effectively 
point light sources whether ordinary bulbs or fluorescent tubes. In an outside 
environment there is usually only one such source when visible - the sun. Ideally 
for this concept, the target area should be illuminated by a diffuse source without 
point sources present. 
The principle of the change in signal from disturbed and undisturbed fluid surfaces 
was demonstrated by equipment fabricated and arranged by Mr. M. Fergusson of 
the Department of Physics (Figure 6). This concept was not however pursued to 
full prototype stage for two main reasons. 
• The reflectivity concept depends on high contrast between breaking and non-
breaking surfaces. This cannot be assured in the laboratory environment. 
More importantly, this effectively identifies whitecaps, spray or entrained 
foam and does not therefore always detect surface disturbances solely caused 
by fluid interactions. 
• Direct light from point sources would inevitably enter the detector by direct 
surface reflection from the multi-faceted wave surface within or outwith the 
intended detection vicinity. 
Light Attenuation and Refraction 
This possibility that the attenuation and refraction of light may be used to dis-
tinguish between air, water and foaming water, as in a breaking wave, was in-
vestigated in some depth despite certain disadvantages in the basic concept. In 
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principle,, light from a narrow beam source (a laser was used in this instance for 
its' high intensity and narrow beam width) was required to pass between hori-
zontal, co-axial points separated by a short distance 0(10mm) and the received 
intensity measured by a conventional photo diode (Figure 7). The first design - 
which was solely for the purpose of initial investigation - locates the light source 
and sensor well away from the water, transmission of each being by fibre optic 
cable. A discussion of design difficulties and potential refinements is presented 
later. 
Two sets of tests were conducted. The first series of tests verified the concept by 
taking average sized values in each of twelve, thirty second digitised samples, for 
each condition of air, water and foaming water (Figure 9). The following points 
may be noted about the values. 
• Highly stable and repeatable signal in still water. 
• High variation in air and foaming signals. 
• Trials were conducted at only one, very active, foaming intensity. 
• No overlap in the ranges of each signal classification. 
Having established that the éoncept as feasible I then sought to apply it to the 
detection of breaking and, since the signals so far indicated non-overlapping signal 
regions, the additional benefit of application to independent, concurrent recording 
of wave elevation. 
Despite these encouraging early results, anticipated problems and practical diffi-
culties arose from the following. 
Sampling Rate ; Consider the signal from a single source/detection pair and 
assume firstly that the envisaged signal intensities do fall into three dis-
tinctly separate ranges, and then that the signal is significantly stronger 
than electrical noise in the system. Quite apart from considerations of spec-
tral aliasing [5], the digital sampling rate of the signal must be chosen to 
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provide an average signal suitable for determining which "region" was ap-
propriate, commensurate with the anticipated duration that the probe head 
would remain in the breaking/whitecapping fluid. Clearly this period would 
be very short and so the sampling rate would need to be very high. For 
example consider a- lengthy breaking (spilling) 1Hz. wave and assume that 
the spilling region occupies (say) 2% of the total wave period at the level 
considered (Figure 8). This would correspond to just second. Taking a so 
local moving average over say five values to obtain a reliable estimate would 
imply a need to digitise at 250Hz. The same operation would need to be 
performed with a narrow light beam at all elevations which to compete with 
conventional probes would imply a vertical resolution' working pulse range 
of 300mm this would lead to a total data capture of 200 x 250 = 50 . 10 3 
data points per second. From these considerations it was concluded that this 
option along with the previous ones, was unsuitable for the desired purpose 
and ultimately, visual means were chosen as the most reliable for the task 
of breaker identification. 
Data Regions ; The ranges of values for average intensity in air and foaming 
water were not always distinctly different on the measurement scales used 
during later tests. 
Surface Tension ; The surface tension of fluid on the remQte source and sensor 
heads retains some fluid which disperses unevenly, resulting in signal noise 
and inconsistency. 
Homogeneity ; Suspended matter in the fluid alters the transmission and re-
fraction characteristics. 
Signal Interference ; Above surface from airborne water / spray ahead of the 
foaming water of a breaker and below surface from entrained foam could be 
interpreted as a surface breaker condition and so lead to spurious results. 
Assuming that the difficulties of signal capture and storage cDuld be overcome the 
following design refinements were considered for improving the concepts' resolution 
and reliability... 
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• Alternating orientation of polarizing filters placed over (vertically) adjacent 
source / sensor pairs, to reduce or eliminate stray light of neighbouring pairs 
affecting adjacent signals. 
• Focusing the beam from each source onto the detector permitting the refrac-
tion of the light to influence the signal intensity. The proportional change 
due to immersion would not alter but the increased incident intensity would 
give a greater absolute difference between classes. 
• Electrical confirmation of fluid level. By placing a bare electrical contact sur-
face alongside each sensor and providing an electrical ground can act as a 
direct calibrator of the light signal for elevation measurement, or - by adding 
some contact intelligence - the electrical level can sample the local optical 
levels and decide whether the wave is breaking or not, recording this infor-
mation concurrently with the elevation, so vastly reducing the requirements 
of data capture and post-processing (Figure 11) 
53 









Horiz VO * 




Horiz V.Lo at 
* 




Horiz V2 * 
Tot jV24 * 
Table 2.1: Potential Breaking Wave Threshold Variables 
54 
Fig.1 	Scale Similarity of Plunging & Spilling 
Breakers 	( after Basco '86 ) 
SPRAY 
,AIR/WATER MIXTURE 
I ..—SURFAC( ROLLER 
	
— c 	 (FORMING) 
WAVE 
- TROUGH 











Fig.2 	Basco's Description of a Plunging Breaker 
Fig.3a 	Crest Front Steepness 
	 Fig.3b 	Crest Rear Steepness 
Fig.3c 	Horiz. Crest Asymettry 
	 Fig.3d 	Vert. Crest Asyrnettry 
Fig.3 
	
Wave Geometry Definition Sketches 
It 
9 	 to 
iiiIj 
Fig.4 	Ten Stages of Wave Development 




Lens 	 Lens 
Analyser 
/ 
\ 	I / 
a 
Fluid Surface 





So:rc: 	 Photocell 	
/ 
Meter 





Fluid Suace  
Fig.6 	Schematic; Reflection Arrangement 
Signal Filter 
(Laser) Source 	 & Amplify 
Meter F] Photocell 
//// 	-. 	 /1/I 
Fluid Surface  
Fibre Optic 
Aeration Input  
Fig.7 	Schematic; Attenuation Experiment 
TZD 
b 
Fig.8 	Light Attenuation - Wave Definition 
Signal 
Intensity 
Air 	 Water 	 Air 	 Water 
-4-- 	. 	 -t 	- 
Whitecap 






















0 	 0 
0 
0 	 0 	
0 
0 	0 
A 	A 	A 	A A 	A 	A 	A 	A 	A 	A 	A 
'I. 
0.00 	2.00 3.99 5.99 7.98 	9.98 
Tesv 	# 









Average of Light 
Signals at ± 10 
Optical Levels 
Record Level 	 Record Level 
+ Breaker 	 + No Breaker 
Water 
Fig. 11 	Attenuation Probe; Electrical Contact 
Refinement Arrangement 
Chapter 3 
Wave Geometry Experiments 
3.1 Introduction 
From the review of Chapter 2 it will be dear that there have been very few ex-
perimental investigations into the characteristics of deep water breaking waves 
with some notable exceptions e.g. [124]. The experiments undertaken here at-. 
tempt to measure the geometric characteristics of individual waves from a range 
of sea-states with a view to distinguish breaking from non-breaking (plain) waves. 
Similar efforts have been made by Kjeldsen & Myrhaug [54] for the case of long-
crested, depth limited laboratory seas, and by Holthuijsen & Herbers [41] for an 
offshore environment location subject to the full range of wave, wind and cur-
rent interactions. The trials here were conducted in a laboratory wave basin free 
from direct wind and current input, and containing bio-inhibited water. The salt 
concentration in sea water is known to affect the persistence of whitecaps [108] 
but such considerations are not addressed here. Using the laboratory basin not 
only eliminates these sort of further variables but permits detailed control over 
the wave environment energy and directional spreading. Using a video technique 
described below, allows the facility to review marginal breaking events in cases of 
doubt and fuher allows us to classify such " events" into whitecap, breaking, in-
cipient plume or whichever effect is under investigation. In these tests, the events 
under review were "breaking" waves which are defined here as any visible crest 
instability and " whitecapping " defined by a visibly aerated crest. With these 
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working definitions, it is clear that whitecaps constitute a subset of breakers. 
3.2 Method 
The object of these investigations is to verify or disprove that breaking waves can 
be identified distinctly from plain waves on the basis of their individual geometric 
properties. To achieve this, concurrent visual and wave elevation time histories are 
obtained for some location of interest in the wave field to be studied. Reviewing the 
visual time record permits identification of the time location of observed "events" 
which can then be compared to the behaviour of the elevation record at the same 
time location relative to some fixed common datum. In this way we can measure 
the detailed quantitative properties of some event which is identified qualitatively, 
in order to assess their detailed features from a large number of samples. 
3.2.1 Hardware 
The experimental arrangement is shown in Figure 1. A testing location is selected 
from within the active wavefield area of the wave basin. A conventional twin point, 
conductivity compensated elevation probe was located with the plane of its two 
verticals perpendicular to the principal wave direction (parallel to the wavemaker 
array) to minimize averaging errors. The output from this probe was connected 
directly to a four channel analogue FM tape recorder, one channel of which was 
reserved for a tracking square wave (details to follow). 
A video camera was erected beside the wave basin to view from an oblique an-
gle the interface between the probe and water. The recording obtained from this 
camera is used to identify breaking / whitecapping events, requiring that a certain 
additional area of the wave field about the probe be visible to aid anticipation of 
each waves' development. Heuristically the enclosed area may extend 1 - 1 wave-
lengths at the dominant frequency about the probe, with proportionately more 
visible ahead of the probe (i.e.from the principal wave direction). The angle of 
elevation of the video should be kept low, typically of the order 30 degrees or less 
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from the horizontal (water surface), and the lighting arranged to enhance any stir-
face profile discontinuities. The camera was equipped with a video-writer facility 
which can operate in stopwatch mode with time increments of 0.1 seconds and 
with the facility to be triggered from an external electrical signal. The camera 
was linked to a four-head video recorder for enhanced record (and replay) whilst 
the external trigger of the stopwatch was connected to a unit which was designed 
by the Electronics Workshop of the Department of Physics. When activated this 
"Box of Tricks" simultaneously provided the commencement pulse to the video-
writer/stopwatch, and both generates and outputs a fixed frequency square-wave 
for output to the reserved track of the FM tape recorder (Figure 2), providing a 
datum location on the video image (commencement of stopwatch) and the eleva-
tion recording (beginning of square-wave). It is clear therefore that the elevation 
record and the square wave crest must occupy parallel tracks on the recording 
media to establish and maintain the necessary time tracking. A later refinement 
to the dual switch / square-wave generator unit took the elevation signal as in-
put and gave a null output until the trigger was operated, at which time passing 
the elevation signal unaffected and simultaneously starting the video stopwatch. 
This more direct synchronization of visual and elevation records was used in later 
experiments described in Chapter 5. 
3.3 Signal Processing 
Hardware 
Processing of the records obtained now proceeds in two ways - one for visual and 
one for elevation records. The identification of wave breaking events is determined 
subjectively by replaying the video recording at a slow speed commensurate with 
good judgement of the action of those waves incident on the probe, noting the 
times from the stopwatch when a breaker or whitecap appears. Previewing data 
in this way we obtain the time locations of breakers and whitecaps from the 
(screen displayed) stopwatch. Such a procedure is labour intensive and not suited 
to many or long-duration recordings. The video unit employed is a standard 
device scanning the picture frame at 25 frames per second, a rate which has 
proved adequate for the review of these tests. Good slow speed replay of the 
video recording is aided by the use of a video machine with four rather than the 
usual two pickup heads to provide enhanced " freeze-frame " images. 
Reliable interpretation of the behaviour of waves in the vicinity of the wave probe 
requires a trade off between image resolution and field-of-view necessary to aid 
the anticipation of a waves' development as it approaches the probe. Recordings 
are best reviewed methodically in sets of (say) 30 seconds. With the machine used 
here (JVC HR-D250) a slow speed replay of about one seventh normal speed is 
possible, which permits a reasonably acceptable investigation of waves having a 
modal frequency in the wave basin of 1Hz. 
The commencement of the square wave on the recording tape indicates the physical 
location of the datum time location on the recording media (magnetic tape) from 
which the elevation record is subsequently digitised. 
In the early versions of this arrangement, the square wave was itself used to drive 
the software which digitised the wave elevation channels. This has the advantage of 
automatically compensating for inconsistent tape transport, tape stretch, etc., but 
limits the post-processing of the signal to the pre-selected digitisation rate of the 
square-waves' frequency. Not only this but the compensatory effects mentioned are 
usually significant only at digitisation rates very much higher than that adopted 
here (20Hz.). Using proprietory hardware and software, the task of signal capture 
from tape, digitisation and storage, would represent a substantial difficulty to the 
implementation of this technique for the investigation of identified breaking events 
in the manner of these experiments. 
Software 
Analysis software for the elevation records commences with the identification of the 
locations of peaks, troughs, zero up- and down-crossings, marking these with logic 
digits on a concurrent time record at the digitised frequency. The properties of 
individual waves are then found from the distribution of appropriate logic points 
about successive crest locations, under the assumption that all crests he above 
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77 = 0 and all troughs lie below 77 = 0. Cases where this criterion is not met are 
regarded as spurious, are rejected and the analysis proceeds to the next available 
crest about which to determine pertinent features in the sequence of; 
Zero Cross ... Trough . .. Zero-Cross . .. Crest .. . Zero-Cross . . . Trough ... Zero-Cross 
This procedure identifies all individual waves which behave in the manner above and 
restricts the resolution of the analysis to integer multiples of the digitised frequency. No 
interpolation was applied between time locations of successive data points; instead the 
point closest in time according to a linear interpolation was credited with the (logic) 
property. For example consider a zero down-crossing location in which the elevation at 
time t2 is greater than zero and at time t3 is less than zero (Figure 6). The location of the 
zero crossing would be assigned to whichever elevation magnitude (modulus value) were 
the lower. This procedure can lead to some anomalies as a direct result of the limited 
time resolution, for example crest and zero up-crossing locations coinciding. In such 
instances, all properties relating to that wave crest are rejected, that waves' features 
being regarded as spurious and analysis commenced on the next individual wave. 
The resulting data is a tabulation of the geometry properties of individual waves. Note 
that to preserve the integrity of the data and avoid the sort of anomalous effects de-
scribed above, tabulated waves do not invariably run continuously in time due to the 
occasional effect of the rejection criteria. Thus this data does not permit investigation 
of data grouping effects as does for example the work by Holthuijsen & Herbers [41]. 
Errors arise in these experiments arise from either of two sources; the visual identification 
of breakers/whitecaps and the resolution discretization of the elevation signal. 
3.3.1 Visual 
Problems arise here from three areas; the relative size of the 'effect' being studied to the 
monitor screen for a given distribution of pixels on the screen (typically 640 x 400, the 
rate at which the image traverses the scree. and the contrast of the 'effect' against its 
background. It is not possible to numerically quantify these errors - they are a direct 
consequence of the phenomena being studied and of the videos' specification. 
W. 
3.3.2 Data Assimilation 
Errors in data from breaking wave investigations arise from two principal sources; the ca-
pacity of the wave probe to determine elevation in foaming water, and the discretization 
of the time signal from which are derived the geometry features. 
Buhr-Hansen [12] investigated the performance of a standard design of conductivity 
wave probe in undisturbed and aerated water in an effort to gauge the water profile 
under breaking surf waves. He conduded that under laboratory conditions, the probe 
overestimates the true elevation of the solid water surface by about 20 % of the depth 
of the air/water mixture. The duration and depth of this mixture is variable and so 
the value obtained cannot readily be corrected for and so the recordings from the ex-
periments here were digitised and analysed uncorrected for this effect. A wave probe 
outputs the aggregate conductivity over its length as a result of its depth of irnmer-
sion in an assumed homogeneous fluid. The foam of a breaking wave constitutes an 
inhomogeneity and in particular a plunging breaker passing the probe would yield the 
instantaneous average elevation rather than the true multi-valued wave profile. 
To investigate the effect of discretization on errors in the determination of wave geome-
try, a numerical simulation was undertaken for regu1ar waves at about the peak period 
of the test (T = 0.8 sec.) with a range of periods from 0.7 to 0.9 seconds. Using the 
crest, trough and zero crossing detection algorithm on these regular waves of unit axnpli-
tude and the above periods, in increments of 0.125 sec., the derived geometry variables 
pertinent to these investigations were evaluated from the discrete (digitised) values and 
compared to the true values at each increment. The percentage errors in each case are 
given in Figures 7 - 8. 
Waveheight is computed to each crests' preceding trough and shows little deviation 
from the true values ( < 2% ) consistently over-estimating over the full range of wave 
periods. Wave period values were obtained for each definition - between crests, zero 
up-crossings and zero down-crossings - indicating unexpected differences in behaviour 
between the three forms. Crest periods were on average underestimated ranging from 
—3.5% to +2.0% and as can be seen in Figure7b, cyclical with an apparent repeat of 
0.5 sec. Up-crossing period errors peak at +5%, demonstrating inverse symmetry at 
1 second repeats. Down-crossing period errors are of the same peak magnitudes and 
similarly demonstrate inverse symmetry. 
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Wave steepness errors range between +9% and —10% again with the inverse symmetry 
of the wave periods. This is to be expected due to the highly weighted dependence of 
steepness on wave period. The zero down-crossing period definition was used throughout 
for computing wave steepness's. Crest front steepness exhibits substantial errors, occa-
sionally peaking to 22% and without apparent symmetry or regularity over the range 
of wave periods investigated. The RMS figure of 10.5% is high but not unacceptable. 
Horizontal crest asymmetry showed substantial error, averaging —25%. No explanation 
can be offered for this behaviour nor does its' pattern over the range of wave periods 
indicate any regular trend other than a gradual averaging reduction in error of about 
6.2% per second of wave period. Vertical crest asymmetry error fluctuates between 
±1.5% throughout the range of wave periods. 
From the foregoing results - although based on regular rather than random signals - 
a number of conclusions may be drawn about the confidence one can expect from the 
subsequent experimental results. 
. No faith can be placed in results for the horizontal crest asymmetry because of 
the magnitude and variability of the anticipated errors. 
. Values for the crest front steepness are subject to significant ( > 10% ) errors 
depending upon the individual wave period. 
. The wave steepness errors remain within ±10% of nominal values but illustrated 
significant drift in the mean and high standard deviation. 
. Wave period errors based on zero down-crossing analysis contain a small drift in 
the mean. 
Wave period errors are bounded between ±5% irrespective of the form of the 
analysis (crest, up-crossing, downcrossing). 
. Errors in waveheight and vertical crest asymmetry evaluation are small ( <2%) 
and are stable throughout the range of wave periods investigated. 
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3.4 Wave Tank; Inputs & Scaling 
These trials were conducted in the model sea wave basin facility at Heriot-Watt Uni-
versity a1ministered by the Department of Offshore Engineering. This tank has overall 
dimensions of 5m x 5mx 0.8m deep, with a linear array of 15 spring countered, air-backed 
absorbing wavemakers along one side. Each wavernaker is 0.3m wide and separated from 
adjacent wavemakers by a bellofram, rubberized fabric seal. Waves are absorbed at the 
edges of the tank, away from the working area, by subsurface sloping beaches. Wave 
generation techniques for model facilities have been the subject of several research in-
vestigations in the past e.g.[10], [6], [1], [11], [53] and considerable debate still persists 
as to the virtues and vices of those implemented. A review of such methods together 
with details of a (then) new technique can be found in Bryden [10]. The wave genera-
tion method implemented in the Heriot-Watt basin is Brydens' White Noise Filtration 
scheme [11] for a target parametric, continuous frequency spectral form with symmetric 
wave spreading. 
The input spectra for these tests were chosen to reflect real rather than totally artificial 
seas i.e. based on parametric wave spectral models instead of an arbitrary composite 
of discrete frequencies, and with a symmetrical spread of the energy content about a 
principal direction, according to the Cosine Power Law... 
1 r(s + 1) cos28[(6 
- )] 	
(3.1) G(8) - 
-  2/r(s +) 
An identical JONSWAP form (Equation 1.4) was selected at three total spectral power 
values referred to respectively as spectra X, Y and Z, all with the same peak frequency 
( Ia = 1.25Hz.-+ 7.85 rad/s), in total power multiples of the first, i.e. 
TNX = f°°S)dw 
m0 = 2rno 	 (3.2) 
mo = 3mo 
The purpose behind this was to reproduce seas with completely different total wave 
breaking probabilities in the belief that this differential would become apparent in the 
probability density functions of the appropriate, dominant geometry descriptors, both 
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by some distinct breaker/plain wave behaviour and in the ranges of numerical values 
that these took. 
To gauge the applicability of the model tests to full size site environments, one must 
address the question of scaling. Instructions and discussions on the application of model 
and prototype laws can be found in numerous publications e.g.[107],[33],[61]. These in-
vestigations are directed at understanding wave motions dominated by gravity forces, 
from their creation at the wavemaker to dissipation either at the tank beach or by 
breaking within the (relatively) deep water. LéMehaute [61] discusses the modelling of 
breaking waves in the context of depth-limited experiments and concludes that the rel-
evant scaling laws are of the "generalized Froude similitude" form. He treats breaking 
waves as being "short models" (i.e. either non-dissipation or fully turbulent), since iner-
tial forces dominate viscous forces prior to breaking (inertial dissipation is proportional 
to v 2 where v is the velocity) and the dominant energy dissipation through turbulence - 
during breaking - is also proportional to v2 . He does point out that in a breaking wave, 
air entrainment is determined by capifiary effects (implying Weber scaling [107]) which 
cannot simultaneously be scaled correctly if Froude scaling is adopted. Water density 
differences between wave basin and the offshore environment are significant only when 
considering wave forces and do not influence wave geometry. 
3.5 Discussion - Wave Geometry Experiments 
Histograms of the probability density functions obtained for identified plain and break-
ing waves are presented in Figures 9 - 29. Each of the seven geometry descriptors of 
waveheight, wave period (zero up-crossing and down-crossing definitions), wave steep-
ness, crest front asymmetry, vertical and horizontal crest assymmetries, are computed 
for each of the three datasets - denoted X, Y, Z - of increasing total spectral power ( 
mo ). Plain (non-breaking) waves are represented by the histogram functions whilst the 
breaking waves are illustrated by the dotted and starred continuous functions. 
For each dataset, details of the sample sizes and probabilities of breaking are given in 
Table 3.1. Table 3.2 gives the mean and standard deviation values for the "plain" and 
"breaking plus whitecapping" distribution for each of these descriptions except for wave 
periods defined between crests. The linear correlation coefficient between "plain" and 
"breakers plus whitecaps" distributions are presented in Table 3.3, where the values 
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are computed from 
E(x 	)(y — v) 
R =/[E(z - ) 2] /[E(y• - v)2] 	
(3.3) 
where zj are the plain wave distribution values and yj are those for breaking waves. 
In all of the overlay plots for each characteristic, there is considerable overlap between 
the probability distributions for breaking and plain waves. This is reflected in the 
correlation coefficients (Table 3.3). These represent the average correlation between 
the plain and breaking waves, thus a value tending to zero corresponds to enhanced 
separation of breakers from plain waves over a greater range of ordinate values. If such 
a low value is achieved, then the location of a useful separation or threshold value can 
be identified from the location of those overlapping areas between plain and breaking 
p. d.f.'s. Note that it is the modulus value of R which informs us of the level of correlation, 
not its'absolute value, since R may take values from +1 (positive correlation), to —1 
(negative correlation). 
Waveheights Theoretical investigations of waveheights for narrow banded spectra, 
suggest that their probability density function is Rayleigh distributed and that 
of wave elevations be Gaussian distributed [63] with variations from these arising 
from non-linearities [66]. It is not the intentions here to test these features or 
their detailed deviations from "ideal" due to non-linearity and wave-breaking. 
However we can observe that- the apparent trend for waveheights of plain waves 
is consistent with a Rayleigh type of function. Furthermore, this is repeated for 
each dataset X,Y and Z. In each case of the breaking waves, although the shape 
of the distribution is similar, there is a distinct tendancy for these distributions to 
be skewed towards the higher values and few instances of breaking in the very low 
waveheight regime. The mean value for breakers is invariably - but not greatly 
- above that of plain waves, the difference being negligible in view of the high 
standard deviations consistently obtained. Correlation coefficients (R) are high 
in each dataset, as visual inspection of the overlaid plain and breaking wave p.d.f.'s 
would coniirm, and so separation of the two classes on the basis of waveheight is 
clearly inappropriate, as had been assumed. 
Wave Periods The p.d.f.'s for wave periods defined by zero up-crossings and zero 
down-crossings, are of the same shape as has been reported in field experiments 
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elsewhere [107]. There is a clear difference in each dataset between the distri-
bution from an up-crossing analysis and from a down-crossing analysis with the 
latter possessing a visibly narrower range of peak values, suggesting that this may 
be a more consistent estimator. This feature is most pronounced in dataset Y and 
is generally apparent only for the plain datasets, not the breakers. This narrower 
peak encouragei the impression formed earlier that it is the down-crossings deft-
nition of wave period which is the most relevant to our investigation. To interpret 
how this inconsistency arises, we can consider a "steep" wave, where the forward 
(up-crossing) face is "steeper" than the rear (down-crossing) face. If a wave of 
this form passes a fixed wave probe at constant speed, then the logically indi-
cated zero crossing location will almost certainly be subject to greater variation 
on the forward face than the rearward face. In this way, the up-crossing variance 
is greater than the down-crossing variance and the down-crossing period analy-
sis provide a more reliable variable. As for distinguishing plain from breaking 
waves, the high correlation coefficients (Table 3.3), visible overlap and similarity 
in uni-modal behaviour (mean and standard deviation), clearly indicate that wave 
period cannot distinguish these classes. This effect is consistent over all datasets 
though the p.d.f. of the down-crossing analysis dataset does show a more distinct 
shift in the mean. 
Wave Steepness Of all of the geometric descriptors proposed, the waves' steepness is 
the one anticipated to show most distinctly a division between plain and break-
ing distributions. Review of the overlaid plots for each dataset shows that no 
such distinction is apparent, a fact confirmed by the high correlation coefficients. 
Breaking is seen to take place over the full range of steepness values, reflecting the 
distribution of the plain waves throughout. This behaviour is consistent for each 
dataset despite the shift to a greater proportion of the steep waves (higher mean) 
between sea-states X and Z. This clearly limits the conildence we may have in 
those predictive theories which use geometric wave steepness as their fundamental 
argument e.g. [5],[90]. 
The remaining geometry descriptors - crest front steepness, vertical and horizontal crest 
assymmetries - all exhibit consistently high correlations between plain and breaking 
waves across each dataset. The unusual behaviour of horizontal crest asymmetry in 
dataset Y where a central peak is flanked by local minima, is probably a consequence of 
the djscretization rate (20Hz.), since this descriptor is a function of only two variables. 
In light of the earlier observations about potential errors in this variable, any attempt 
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to interpret any further significance into this effect would seem inappropriate. 
3.5.1 Conclusions 
The target of these investigations has been to discriminate between breaking and non-
breaking (plain) waves in a short-crested sea environment on the basis of the geometric 
properties obtained from an elevation time-history. It it tentatively concluded from this 
data - based on the single (20Hz.) sampling interval adopted - is that such separation 
is not possible as the probability density functions of plain and breaking waves for a. 
range of direct and derived characteristics overlap significantly. The shape of each p.d.f. 
is generally uni-modal and was consistent over the range of sea-states tested (datasets 
X,Y, Z). Furthermore these features are duplicated by the p.d.f.'s of breaking waves in 
all cases with a slight and consistent increase in the mean values, though the difference 
is invariably small in relation to the standard deviation in each case. 
The sampling interval of 20Hz. for these experiments clearly affects the resolution of 
each of the wave geometry functions investigated. A more reliable investigation of the 
identification process undertaken in this work would benefit from a higher frequency 
samp]ing interval, of the order of 50Hz. 
Evidence is provided for the preferential adoption of wave periods defined by zero down-
crossings rather than up-crossings, on the basis of a consistently reduced standard de-
viation and an explanation is offered for this behaviour. The predictive formulations 
for the probability of wavebreaking which use wave-steepness defined by the ratio of 
waveheight to the square of wave period (zero down-crossing periods were used for their 
computation throughout these tests), depend for their success on a distinct cut-off level 
above which all waves break and below which they remain intact. If this behaviour 
were to take place, the p.d.f.'s of plain and breaking waves would not overlap and a 
clear separation between the two would be visible - the evidence here suggests that this 
feature does not exist. This fact alone does not necessarily mean that the predictive 
models are wrong since we must recognize that the geometric descriptors of a wave de-
termined from a fixed point are a function of time and that they assume the wave profile 
remains invariant during the procession of the range of features - crest, trough, zero up 
and down-crossing locations - used to determine the geometry. This can only be taken 
to be a reliable assumption for a regular .  sea-state. In a stochastically modelled sea 
and particularly with the random phase spreading available with the wave generation 
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technique applied in these tests (which most closely reflects a real sea environment), 
the assumption of constant waveform is believed to be dubious. Some theories however 
do explicitly state that they are suitable for "random" sea states [95] and so may con-
sider themselves to be still applicable under the conditions reproduced in these tests. 
All are however fundamentally inadequate for determining or predicting post-breaking 
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Dataset # Waves # Breakers H1 PrB 
X 1249 154 5 0.1233 
Y 1211 267 10 0.2205 
Z 1170 410 15 0.3504 
Table 3.1: Dataset of Waves & Breakers 
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Characteristic Mean & Datasets 
Std. Devn. X Y Z 
HCPT All 	7 6.93 7.42 8.90 
aw 3.47 3.54 3.85 
7.77 7.84 9.71 B & W 
Olm 3.10 3.85 3.26 
Tzup All 	7 7.30 7.60 8.11 
ax 1.90 1.82 1.82 
7.62 7.88 8.37 B & W 
010 1.86 1.74 1.72 
TZDW All 	7 7.68 7.82 8.22 
Olm 1.69 1 	1.82 1.71 
8.01 7.73 8.60 B & W 	Y 
010 1.70 1.64 1.70 
St All 	T 0.0582 0.0594 0.0611 
aw 0.0285 0.0278 0.0270 
0.0644 0.0598 0.0654 B & W 	Y 
Olm 0.0291 0.0289 0.0248 
CFS All 0.0346 0.0350 0.0345 
Olm 0.0104 0.0100 0.0100 
0.0348 0.0337 0.0352 B & W 	7 
0.0091 0.0082 0.0090 
HCA All 0.257 0.259 0.257 
0789 0.0794 0.0741 
0.266 0.264 0.264 B & W 
am 0.0727 0.0793 0.0630 
VCA All 0.249 0.248 0.248 
OIX 0.0651 0.0637 0.0618 
0.256 0.258 0.260 B & W 
OIX 0.0614 0.0634 0.0574 






Height 	 HCPT 0.916 0.884 0.941 
Period 	 Tzup 0.986 0.950 0.978 
TZDW 0.989 0.980 0.910 
Steepness 	 St 0.938 0.987 0.966 
Crest Front St 	CFS 0.992 0.996 0.975 
Horiz Crest Asy 	HCA 0.974 0.989 0.971 
Vert Crest Asy 	VGA 0.982 0.990 0.965 
Table 3.3: Dataset Correlation Coefficients 
Chapter 4 
Analytic Modelling 
4.1 Analytic Models 
So far we have discussed the description of wave breaking, established that it cannot 
readily be predicted on the basis of parameters obtained from a fixed Eulerian wave 
elevation measurement (in the case of "real" seas) and discussed the potential kinematic 
parameters which might most actively influence the wave breaking process. The next 
step is an attempt to treat wave breaking analytically, deriving a model for the most 
readily observable phenomena (brealdng crest probability), basing this model on the 
most promising of the parameters identified. Only two previous attempts have been 
made at this, by Ochi & Tsai [95] and Srokosz [114]. Each approach is different though 
with certain similarities in their results which will be discussed in the following sections. 
Ochi & Tsai's Analysis 
Ochi & Tsai [95] used a wave steepness (i.e. geometry) breaking criteria which states 
that ndrmalized wave elevations will break if over a predetermined, fixed value which is 
a function of average wave crest period. 




i/B = normalized Wave Elevation 
(•) 
a = 0.196 
= Average time between positive crests 
A = normaiized Crest Period 
(i) 
Assuming the process to be stationary and Gaussian then by considering the joint prob-
ability distribution function of dimensionless excursions and periods, the probabilities 
of breaking for different "types" of breaking can be evaluated. The "types" are defined 
as waves for which the trough to crest transition crosses the SWL (T ype 1) and those 
for which the trough - crest line of the wave profile does not cross SWL (Type 2). The 
resulting expressions f(v, A) will not be restated here and the probabilities of breaking 
are computed by evaluating the integral of the p.d.f. above the breaking criteria level, 
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In their paper they re-express Equation 4.1 using the modified deftnition of average wave 
period required to limit attention to only the positive elevation wave crests. 
.e2) \\2,/ 
	
(4.3) B ~ (4)2a (i + (1 - € 2) )  m2 
~ (4ir)2a 	
/(1 - 2) 	
1 A2 





They effectively therefore evaluate the probability of breaking according to Equation 4.1 
by obtaining the proportion of local wave steepness's over the chosen breaking limit for 
all crests lying above SWL. 
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The results of Chapter 3 illustrate that the geometric properties of steepness, as deter-
mined from a fixed wave probe cannot reliably distinguish active breaking from plain 
waves. This theoretical treatment assumes the wave profile to remain "plain" even 
after the threshold criterion of 4.1 is achieved and exceeded i.e. that no turbulence is 
created, the flow within the wave remaining everywhere irrotational before receeding 
from the threshold level, back into a plain wave form. Equations 4.3 show a dependence 
of the breaking criteria on three parameters other than the direct height:period terms; 
the slope coefficient a, the spectral width e and the fourth spectral moment m4 . 
Of these, the coefficient a is determined by consideration of the well known Stokes limit 
of 14.2% of limiting wavelength H > 0.142L. This value is thus a theoretical limit, 
equivalent to H > 0 .027gT2 , though the authors do present a revised and averaged 
figure based on a limited dataset for which H > 0.02OgT2 . Incorporating the factor 
g = 9.81 yeilds their coefficient of 0.196m/s so representing an empirically derived value. 
The breaking criteria depends linearly upon a, but this will not continue to hold when 
applied to the full integral 4.2 to obtain the total probability due to the complexity of 
their resulting expressions. 
The spectral width dependence arises from their insistence on dealing with only positive 
elevation maxima. An inconsistency arises here however since they define their average 
period between crests using the relationship between the zeroth and second spectral 
moments. This combination is used to define the mean period of zero-crossings [107], 
whilst the same property for crests requires the second and fourth spectral moments. 
The iufluence of spectral width however, only becoming significant (> 5% say) when 
e> 0.77 as can be seen by expressing 4.1 in the form... 
'I 
/:n;; - 	/(1_e2 ) 
- 	
(4.5) 
A a(47r)2 [1 + 
Calling this function A, Figure 1 illustrates how little the spectral width iufluences the 
LHS (and hence the probability of breaking via, the breaking criteria) particularly as 
Ochi & Tsai state that the likely range of values to be encountered for e are between 
the limits 0.3 > e > 0.8. Over this range, A. is virtually constant and dose to unity, 
decaying only as the spectral width rises well above 0.8. Later work by Srokosz, to 
be investigated in depth shortly, fully overcomes this spectral width dependence as the 
indirect effect of placing no restriction on the physical location of the local maxima or 
the SWL crossing points. 
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This leaves the fourth spectral moment (m4) as a parameter which influences the break-
ing condition. This effect can be judged by re-arranging Equation 4.3 and introducing 
a constant multiplier (z) to illustrate the effect (Figure 2) 
- 	
) a(4r) 	= 	
(4.6) 
This clearly illustrates the significant influence of variations in m4 on the wave breaking 
function and hence the breaking probability. Clearly any variation in z affects the 
"true" value of m4 in the vicinity of z = 1 by significant amounts since here the 
multiplicative factor is a steeply sloping function. As will be shown later in this chapter, 
the computed value of the fourth spectral moment is prone to substantial variation 
when evaluated from parametric spectral forms and is similarly sensitive to variational 
noise on the resultant spectrum from instrumental data. The appearance of m4 in 
the equations which determine the breaking criteria and subsequent results for the 
probability of breaking, therefore implies the sensitivity of these results to the variations 
in its' computation. Methods to overcome or reduce this reliance are presented later in 
this chapter. 
Srokosz's Model 
An alternative approach to the determination of the probability of breaking is to adopt 
the kinematic breaking criteria of acceleration (Section 2.4, Chapter 2). The aim of the 
investigation in this thesis is to predict the proportion of wave crests in an elevation 
realization which would be visually identifyable as breaking from some analytic model, 
using whatever parameters are believed will most influence this effect. Of the kinematic 
parameters, and with due regard to the practicalities of physical measurement and 
analytic study, the vertical acceleration of the wave profile is deemed to be the most 
suitable. The method here is the same as that of Srokosz [114] but yeilds a result which 
is slightly different from that published, although this discrepancy is so slight that it 
may be purely typographical. 
Cartwright & Longuet-Higgins [18] studied the probability distribution of the maim 
of a random function and applied their results to the distribution of wave elevations (ii) 
obtained at some given point in a surface over a period of time and without regard to 
wave directions (i.e. onmi-directional). To obtain the probability distribution of those 
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wave elevations which break they begin with the result of Rice for the joint probability 
of n independent variables. Under general conditions this is 
P(el,e2,•,en)= 	
1 
(2) flleXP{ 2 MiJe$e3} 	 (4.7) 
Where M1 5 is the inverse matrix to the matrix of correlations () and E is the 
determinant of the same (see Longuet-Higgins [64]). Now, the maxim.a of the function 
representing the sum of many sinusoids (1(t)), possesses the properties that the first 
time derivative is zero and the second time derivative is negative. So for the function 
	
1(t) = 	C, cos (wt + ) 	 (4.8) 








The crucial adjustment to this equation made by Srokosz, is to alter the upper limit 
of this integral to confine attention to only those wave crests possessing accelerations 
above (in a negative sense) some threshold numerically represented as a constant factor 
(a) of gravity (g). The derivation of the matrix of correlations M 5 is given in Appendix 
1.5. 
So combining Equations 4.7, 4.8 and 4.9, the probability of obtaining a wave crest having 
some surface acceleration above the threshold ag can be found as the integral 
- 1 	2ir 
l'rCrit - (2ir) (m2)4 	
- 	Ie3texp {moE 
	1E3 + 2m2 	+ m4 I d 3 (4.10) —2 
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Where, 
= rn0m4 - m2 	 (4.11) 
The derivation for equation 4.7 is given in Appendix 1.5. The probability of obtaining 
a breaking crest - applied here as a particular combination of the physical properties of 
elevation, velocity and acceleration - is then obtained by evaluating the integral (fully 
derived in Appendix 2) to obtain the result in terms of the spectral moments 
721 
PB( 77) = .L {eex {i (_7Vhl(1_€2))2} 
- 
-- j + 
oo 
- E 2 ) exp 	f exp 
() 
dz 	 (4.12) 
() 
Where 





This differs from the expression given by Srokosz in the presence of the square root in 
the second term (1 - E 2 ). In principal this Equation 4.12 can now be integrated to 
yield the total probability of breaking, evaluating the summation over all possible wave 
elevations (±oo). However a more direct approach would be to recognize that since C, 
and e3  are independent, the order of integration can be reversed, thus instead of directly 
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Now the inner integral (Ii)  is of the standard form which can be found in reference texts 





• so the total integral becomes 
B 
= 1 	1 	
(2ir)/ (_\i f 	exp - 	1e31 d3 	(4.18) (2(m4)} m4 ) 
[ —1 
] 2rn4  
'2 
Here again, 12 is a standard integral, though care must be taken to recognize that we 




I2=m4exP2m) 	 (4.19) 
Now the critical acceleration () is given by the product ag and recognizing that the 
proportion of breaking waves is given by the quotient of Equation 4.18 divided by the 
total number of waves (obtained by setting C 3 = 0 to give the number of crests N) 
V(E4 
27r 	M2) 
Then the total proportion of breaking crests as was stated by Srokosz [114], is given by 
I 
B = exp t\ 2m4 ) 	
(4.20) 
This result is independent of the spectral widtii parameter e and depends only upon 
the choice of threshold fraction a and the absolute value of the spectral fourth moment 
m4 . This model therefore suggests that the probabifity of a wave crest breaking is 
an exponential function of (negative) acceleration and fourth spectral moment. It is 
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readily shown that m4 is equivalent to the variance of the surface acceleration - as this 
is measured by the wave recording instrument - and so B is half the product of the ratio 
between some fixed acceleration value, to the acceleration variance in the record being 
studied. The shape of this function is shown in Figure 5, from which it is clear that 
there is a short region in which there is no breaking, followed by a steep rise toward 
a probability of breaking of 0.75 at () = 0.25 beyond which the rate of increase in 
breaking with m4 diminishes to about of the former value. 
To assess the validity of this model (Equation 4.20) we must investigate first whether 
its general behaviour is correct i.e. whether the exp( — m 1 ) trend is consistent with 
observation, and then attempt to determine from experimental evidence the coefficient 
of proportionality (ce). Before then however, because of the consistent appearance of m4 
in both Ochi & Tsai's and Srokosz's models for breaking, and the recognized difficulties 
in its assessment and interpretation, we first address these topics in the context of 
application to (continuous) parameterized spectra. 
4.2 Spectral Moment Evaluation 
Real Seas 
It is apparent from the equation defining the spectral moments (later Equation 4.21), 
the substantial influence of the higher frequencies on the moments (say ~: m) due to 
the weighting of the function '. Real sea spectra are generally uni-modal and subject 
to local peaks (e.g. see examples in [72J,[25]), obtained as analogue signals which are 
subsequently processed at some discrete sampling frequency, imposing a limitation on 
the spectras' upper frequency due to practical constraints of (for instance) the Nyquist 
frequency limit. Any attempt to compare the analytic model of breaking wave behaviour 
with data must therefore be undertaken within such practical influences, so restricting 
the upper frequency limit of Equation 4.21. Clearly the choice of cut-off frequency used 
in computing the spectral moments will influence their value if the spectrum itself is 
non-zero in this region. 
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Parametric Seas 
Parameterized spectra such as Pierson-Moskowitz, JONSWAP, Wallops and others are 
derived as averaged representations of experimental data. Few details are given in the 
main documents reporting the development of these spectra [103], [38], [44], of the fit of 
the model to the high frequency tail in the data. Their shape in this region is generally 
assumed to take the form of the Phillips equilibrium limit (e 5 ) which was derived on 
dimensional grounds and assumed to be invariant for all higher frequencies (>w0 ). It is 
already well documented that using these spectral forms, the moments above the third 
do not converge (i.e.—* oo) by the definition of spectral moments. 
00 
m2 = fo W'S(w) dw 
	 (4.21) 
This behaviour is shown in Figure 6, where the computed spectral moments m0 - m4 
are plotted as a function of upper frequency cut-off limit, expressed as a multiple of 
the peak frequency w0 , for a normalized Pierson.Moskowitz spectrum. It is clear that 
the zeroth, first and second moments converge rapidly (< 5w 0 ), whilst the third clearly 
has not reached a stable value even at 18 times the spectral peak. The fourth spectral 
moment continues to increase in magnitude throughout the range of peak multiples, 
despite the stabilization of m0 (equivalent to the total energy in the spectrum) by a 
cut-off value of 4w0 . 
On physical grounds, it is clear that there must exist an upper limit to the useful 
frequency range of a spectrum which does not depend on data collection factors (dig . 
itization rates), can be applied to the determination of the spectral moments for the 
purposes of brealdng wave analysis and above which the information contained in the 
spectrum is demonstrably negligible. Essentially this reduces to two methods; the rect-
angular filter or cut-off frequency approach noted above, and the technique of local 
averaging due to Vanmarcke [125] which was later applied to the modelling of breaking 
wave statistics by Glazman [29]. 
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4.2.1 Rectangular Lag Window 
The effect -of a rectangular lag window is to impose an upper cut-off frequency to the 
integral 4.21 for evaluating all spectral moments. The default value for the upper limit 
is inftnity but as demonstrated above, this leads to a non-converging result inconsistent 
with physical interpretation. The choice of cut-off frequency can be addressed in either 
of three ways. 
For uni-modal spectra, typical of oceanic conditions, a cut-off at some arbitrary 
multiple of the peak frequency. 
• A cut-off at the frequency to which summation of the zeroth moment (m o ) - for 
a parameterized spectrum - would yeild a high fraction (say 99%) of the same 
summation to infinity. 
A physical limit of" significance" corresponding to the transition between gravity 
and capillary waves (ripples). 
The application of the first method assumes the argument that some physical limit 
must exist, and its effect is demonstrated in Figure 6. The choice of the multiple (n) 
may be arbitrary and of course is not confined to integer values. Such a selection 
procedure is clearly unsuitable because of the behaviour of m4 , making its value - and 
hence according to Srokosz's model, the breaking probability - a function of a further 
and irrelevant variable. The criteria for selection of n may be any of the later points 
itemized above. 
The second procedure requires two passes of the integration. Initially the zeroth moment 
is computed (to infinity) giving the total energy m0 . The same integral is then re-
computed noting the frequency, until it yields some proportion (say z%) of the original 
value. All moments are then re-computed to this upper frequency limit. Again the 
choice of x is arbitrary and so for this reason, as above, is rather unsatisfactory but 
undoubtedily an improvement over the earlier method since in this way it is the spectral 
power values rather than the weighted frequency values that most influence the cut-off 
limit. 
The choice of a physical limit to the cut-off frequency is appealing for a number of 
reasons. Strictly we are dealing with gravity waves in our analysis, the reason for this 
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being that it is these which contain the vast proportion of energy contributing to the 
wave field and most of our definitions relating to breaking are expressed in terms of local 
energy transfer. Energy is propagated at the wave group velocity, and it is this which is 
most often used to separate gravity from capillary action. The group velocity for gravity 
waves is half the wave celerity (c 9 = ic), whilst under capillary action the group velocity 
is higher, tending to 1.5 times that of celerity (c9 = c). It is at the transition between 
gravity and capillary waves that surface tension forces begin to influence then dominate 
the gravity forces. Thus using the full expression for wave celerity which incorporates 




plotting this function against wavelength (L = the behaviour of Figures 8 and 9 
illustrate the transition from gravity to capillary wave action. This occurs where the 
wave celerity achieves a minimum and the phase and group speeds become equal. 
4.2.2 Local Averaging 
The influence of high frequency wave components, dramatically affects the surface rough-
ness of wave profiles, but parametric models of wave spectra are inadequate for their 
description. The exponential behaviour (e 5 ) of these spectra result in their inability 
to meet the requirement of "mean-square differentiability" for the spectral moments 
to be finite [29]. To overcome this difficulty in random field theory, Vanmarcke [125] 
introduced the local-averaging procedure over a finite period T, described by 
1 
(t) =((r)dr 	 (4.23) ft 2 
i 
From this relation, the spectrum of the averaged record can be expressed as 





(4.25) V(wT) = I aT L -r 
The selection of the rnicroscale period (T) is based upon similar arguments to those 
presented for selection of cut-off frequency. Here however the period may be determined 
by physical or intrinsic inicroscale properties. 
The concept of an intrinsic microscale was originaily suggested by Glazman [29], us-
ing the average properties pertaining to wave crest periods [107] derived from spectral 
moments and defined by... 
TC, = I /( 	 (4.26) 
2irV \m 2 J 
The argument underlying the adoption of 4.26 is that the characteristic period of the 
most rapid oscillations is determined by the rate of change of the correlation coefficient 
[30] in the vicinity of the origin. Glazmans' argument from his paper is that owing to 
the assumption of statistical stationarity, this rate of change will be zero at r = 0, and 
be fully characterized by the second derivative leading to the above result. This result 
however - as observed above - yields the average crest period and not a period which can 
be regarded as a true indicator of the smallest significant period. His argument clearly 
stems from turbulence theory in which the mean square rate of local change in particle 
velocity with distance, for a fluid (denoted A g ), is given by 
1 	1 [aU,] 12 
This relationship between correlation and A. can be illustrated with a sketch of the 
correlation (Rx) as an "overdamped" ( < 1) function (to use an analogy from mass-
spring-damper vibration analysis) of distance (Figure 7f). The horizontal axes in each of 
these figures can be either distance from a point or time lag depending upon the context 
considered. In the former case, the parabolic function which represents the microscale 
A g (dotted line) cuts the horizontal axis well before the correlation function (which never 
does cross this line). However, in the context of spectral densities derived from time lag 
correlation functions (Figure Ta) . possessing a shape like an "under.damped" ( < 1) 
system - the relative crossing locations of the correlation function and the mnicroscale 
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function, are much closer. Further numerically computed examples are presented in the 
same figure for a range of "damping ratios" () which affect the shape and form of 
the correlation function, determining whether or not it crosses the horizontal (negative 
correlation) axis. The Taylor microscale A. in a distance context, corresponds to the 
characteristic period T in the context of time, suggested by Glazman. As a result of this 
behaviour at the transition zone across the positive:negative correlation axis, Glazmans' 
assertion that the derived period (Equation 4.26) is representative of the "most rapid 
oscillations" [30] is- in this application - inappropriate. 
This does not however make the underlying concept of an intrinsic scale unsuitable, only 
the value suggested by its proposer. This thesis does not investigate further the theme 
of a more apt choice for T. It is believed that the concept is appropriate but that some 
fractional value of that suggested would be more suitable because of the inconsistency 
of Glazmans' interpretation of the context of the microscales' original application [119] 
with respect to the difference in correlation function structure. 
Glazman Filtering 
The facility to determine finite values for functions which in theory tend to infinity, by an 
analytically defensible approximation, is a useful feature of analysis akin to the value of 
differential limiting calculus. Vanmarckes' procedure of filtering prior to the weighted 
summation for obtaining spectral moments, is mathematically consistent and can be 
extended to a variety of quantitative results [125] relating to 'scale of fluctuation' and 
the extension into multi-dimensional fields. To examine the effect of Glazmans' value for 
the microscale applied to a simple representative spectra, the filtration procedure has 
been applied to a normalized Pierson-Moskowitz spectrum, over a range of averaging 
periods expressed as multiples of the basic period proposed by Glazman [29]. The scaling 
factors chosen were n = 1, 0.5, 0.25, 0.1 and 27r. In addition a period corresponding 
to the transition from gravity to capillary wave behaviour i.e. c,,,, was used for 
comparison between the intrinsic inicroscale and a physically determined quantity. The 
resulting functions are plotted in Figure 12 a-f together with the base function (dotted). 
Two features are immediately apparent 
• The successive peaks of the filtered spectral form, are significantly smaller than 
the direct (un-filtered) form. At the principal peak this discrepancy amounts to 
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95% of the full value! 
• The loss in total area under the spectral curve due solely to the cyclical behaviour 
of the filtering function, is small. 
The discrepancy between the overall filtered function peaks and the base function (the 
P.M spectrum) is evident for nj. > 0.25. Even at this fractional value the principal peak 
of the filtered function amounts to only 80% of the base value. Clearly, to improve the 
correspondence between the filtered function - and thus its properties such as spectral 
moments - and the base function, demands that the averaging period be reduced. At 
n1  0.1, the filtered and un-filtered forms show close correspondence over the full 
width of the main energy containing spectral peak. We must note however that when 
interpreting these graphs, both x and y scales are logarithmic, thus a small difference in 
visual values can correspond to a much more significant numerical difference in the true 
values. Filtering the input spectra at the period corresponding to 'cj demonstrates 
that this value is inappropriate as here the peak values significantly underestimate the 
spectral values. 
The concern of this investigation is not with the shape of the elevation spectrum, but 
more with its distribution with frequency and the subsequent effects of weighting this by 
powers of w to obtain the spectral moments. To demonstrate the effect of the filtering 
method on parametric spectra, the spectral moments were computed for one such filtered 
spectra, for comparison against the same results from the basic functions. Because of 
the improved correspondence between filtered and unfiltered functions in Figure 12d, the 
spectral moments were computed using a multiplicative factor of n1 = 0.1 over a range 
of cut-off frequencies. The introduction at this time of combined Glazman filtering and 
rectangular lag windowing, is to demonstrate the stabilization effect filtering produces. 
Figure 15 illustrates the resultant functions for m 0 - m4 overlaid on the corresponding 
basic function results. Clearly, m0 and m 1 stabilize rapidly with increase in cut-off 
frequency just as the basic functions do. The discrepancy in stable values amounts to 
7% and 10% respectively. The behaviour of m 2 indicates a similarly rapid stabilization 
by a cut-off value of about six times the peak frequency, whilst the unfiltered function 
continues to rise - if only slowly and by only a very small percentage. The third moment 
clearly illustrates the effect of filtering, stabilizing the value of in3 at around 6-7 times 
the spectral peak, whilst the values for the unfiltered function continue to rise. The same 
effect is even more dramatically illustrated with the more important fourth moment m4 . 
Here the rapid rise in numerical value between two and four times the spectral peak, 
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breaks into a transition to a stable value by about seven times the peak. 
4.3 Srokosz's Model - Spatial Extension 
The work of Cartwright & Longuet-Iliggins [18] was pioneering in its treatment of 
the statistics of a time function which was appropriate to the elevation of sea-waves. 
Similarly the work of Longuet-Higgins [64] extended many of these concepts to a moving 
surface, but these results have not received as much attention because of the increased 
complexity introduced, as will be demonstrated. We shall show here how the principals 
of Longuet-Higgins' paper could be applied to the spatial analogy of the breaking at 
a point investigated by Srokosz (earlier section), which was independent of directional 
influences. What follows illustrates the methodology of how to evaluate the proportional 
area of a random, moving surface, partially covered by breaking water as defined by the 
acceleration threshold criteria. The object here is to highlight the difficulties such an 
extension encounters and the complexity of the resulting expressions, obtained in terms 
of either the frequency:wavenumber component or frequency:azimuth component, forms 
of spectral moment. 
Representing the surface by the summation of component sinusoids 
y, t) = 	C, cos(ux + VnY + Unt + n) 	 (4.27) 
The variables pertinent to the question of whitecap/breaking water coverage are the ele-
vation (n), the surfaces' vertical velocity and acceleration (, !) and the components 
of curvature (, , See Figure 16. The gradient components (, ) may 
take any values within their full ranges. If brealdng or whitecapping areas do therefore 
exist on an irregular surface, their boundary with the unbroken water will not depend 









Over a moving surface, at any instant of time the vertical downward acceleration () 
can be considered to be a function of position (z,y). If(z, y) varies within a small region 
dA = (x, z + dx; y, y + dy), then will vary within a region dE of area 
IdEHIJHdAI 
Where J is the partial derivative with respect to z and y, of the gradient 
5(±Z Pu 
(x,y) 
- 5277 5277 	(_52 \2 
- Ox2 5y 2 - OxOy) 
- ee 
- c4c5 — c6 
For the area dA to be present in the region of a crest, the curvatures must be zero or 
negative (e4, e5 0) and their product must be numerically greater than the square of 
the cross term (6),  i.e. J > 0. Thus the fullest extent of the boundary which may be 
brealdng - presumed to be over a crest - is represented by the condition of .1 = 0. 
Expressing the spectrum in terms of the frequency:azimuth components and their spec-
tral moments in a consistent, directionally sensitive form, leads to the definition 
I 00 fir 	w' 
Mpqr = J cos9sin9S(w,9)d9dw 	 (4.28) O i_ir g(P+)  
The next step in evaluating the joint probability distribution of these parameters is to 
form the matrix of correlations. This procedure follows exactly that shown in Appendix 
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1.5 so the details will not be repeated here. The resulting matrix is given below (Sym. 
symmetric). 
Tn000 	0 
- 	 mQ2 
Syni 
002 —m2 	—rfl024 —M114  
0 	0 	0 0 
M004 	M206 	m026 m116 
M408 	m228 m318 
M408 M138  
m228 
(4.29) 
The next requirement is to evaluate the inverse of 4.29. To evaluate this algebraically, 
the software package "REDUCE" was applied to manipulate and ultimately simplify 
the resulting terms. The first step in this procedure indicated the problems. The 
determinant, was evaluated and at its greatest simplification level comprised the 
product of the single term m002 with a sum of seventy-three product terms each a 
product of the other, five moment combinations. Each co-factor of the inverse matrix, 
with the exception of M2,2 which was zero, was the product of m002 with the sum of 
twenty-three further product terms made up of four further moment combinations. 
Representing the inverse matrix - including the division of each co-factor term by the 
determinant - by the matrix 
frI1 , 1 0 M,3 fr!1 ,4 lw-1 , 5 M 1 ,6 
0 M2,2 0 0 0 0 
= M3,1 0 .2k!3 ,3 l%4 3 ,4 frr3,5 .M3,6 (4.30) 
1144 , 1  0 .M4,3 fr14,4 l%44 , 5 1k14,6 
M5,1 0 l%4 5 ,3 lw-5 , 4 frf5,5 1k!5 ,6 
.M6, 1 0 .M6,3 .M6,4 frf6,5 1v16 , 6 
The joint probability distribution using the equation 4.7 can be expanded using 4.30 to 
give 
1 
p(el,e2,'•' ,e6) = (2ir)3z 
	[_I (.iw-1 , 1 + 2M1 ,3e1 3 + 2M1 ,4e1 4 
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+2M1,5e1e5 + 2M1,6E1E6 + M2,2E2E2 + M3,3 
+2M3,4e3E4 + 2M3,5e3e5 + 2M3,6E3E6 + M4,4e42  
+2M4 ,5e4e5 + 2M4,6e4e6 + M5 ,54 + 2M5,656 
+M6 ,6E)] 	 (4.31) 
This further development of the equations was not attempted due to the complexity 
and lack of further simplification which would still leave high numbers of terms to be 
introduced and ultimately integrated. In addition, the value at this time of proposing an 
analytic model for a property of the wave field which for reasons enumerated in Chapter 
2 is difficult to determine experimentally (for the purpose of verification) would seem 
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Chapter 5 
Wave Kinematics Experiments 
Eulerian & Lagrangian Effects 
It is important at this time to distinguish between Eulerian and Lagrangian systems of 
wave elevation measurement. In an Eulerian system such as recordings from a fixed wave 
probe, the time history describes the motion of the surface. A Lagrangian system on the 
other hand (such as a wave buoy measurement device) follows the motion of the fluid 
particles at the surface, moving as it does so, but returning to the same location in space 
- neglecting the effect of Stokes drift - after a complete period (Figure 6, Chapter 1) The 
implication of this distinction to the measurement of features of surface waves has been 
briefly addressed by Longuet-Higgins [74],  [73] and by Srokosz & Longuet-Higgins [115]. 
Their conclusions indicate that the differences between Eulerian and Lagrangian systems 
become more apparent and influential upon the resultant statistics, as the individual 
wave steepens. The most pertinent results to these studies are those points due to 
Longuet-Higgins [74] in which he demonstrates the following effects 
. The mean surface level determined by a buoy (Lagrangian) system is higher than 
that from a fixed (Eulerian) system. 
tJni-modal frequency spectra obtained by a buoy system are likely to exhibit a 
broad shift to lower frequencies than those obtained from a fixed system. 
• For steep, regular waves, the estimation of the wave period by Eulerian measures 
can be in error - i.e. in relation to the Lagrangian system - by up to 38% 
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• Accurate numerical calculation of the vertical accelerations at the surface of a 
regular wave [73], show diverging behaviour for apparent (Eulerian) and real (La-
grangian) systems, as the waves steepen. 
Although difficulties arising from these effects were recognized in advance of the tests 
undertaken in this study, it was not possible to fully compensate for them. Two ap-
proaches were investigated and taken to differing stages of completion. 
. Mathematical post-processing correction to convert Eulerian spectral measure-
ments into Lagrangian fornL 
To design and construct a Lagrangian type of wave elevation measuring system 
consisting of a gimbal mounted accelerometer within a free-floating buoy. 
Neither approach yielded fully successful results but brief details will be presented here 
to explain why. 
Analytic Approach 
Efforts to relate Eulerian to Lagrangian measurements were based on the relationship 
given by Longuet-Higgins [74] relating corresponding wave periods. 
TL (1)T 	 (5.1) 
By adopting the approximate identity for low waves from Lamb [58] between drift speed 
and celerity of 
2 
 a relationship between Eulerian and Lagrangian wave fre-
quencies was derived and investigated. 
= 
 [
1 - 	SE(W)J WE 	 (5.2) 
4g2
This equation implies an upper absolute limit of WE 4.43 rad/s for the case of unit 
magnitude spectral power SE(w) = 1.0, up to which the real frequency could be eval-
uated from the apparent frequency. Physically this behaviour seems unlikely, probably 
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arising from the low wave assumption applied to a steep wave condition, and no other 
similar analytic developments proved fruitful, so it was concluded that the most desir-
able option would be to present the results of the apparent elevation time history as 
they were obtained and without any form of further adjustment. 
Buoy System 
A miniature piezo-electric accelerometer (Bruel & Kjr 4374) was mounted on the inner-
most of three concentric gimbal rings. The outer ring was attached directly to a casing 
of moulded PVC whilst the inner ring was stabilized by either of two arrangements; 
a dead-weight or a motor driven inertial platform (gyroscope). The stabilization in 
each case was required to maintain the transducer in a vertical attitude to record only 
the vertical component of acceleration. The additional weight of components in the 
gyroscope variant required a larger buoy of outer diameter 104mm against 82mm for 
the dead-weight unit. The buoy shape was chosen to be a sphere (i.e. submerged hemi-
sphere) in order to minimize the horizontal extent under the influence of the waves 
and maximize the available room within the body of the buoy for stabilizing rotational 
motion (in pitch and roll). The damping effect on this size and type of buoy in the 
region of 1 Hz. frequency waves is negligible [51], being well below the effective resonant 
frequency. This could be eliminated completely by using an ellipsoidal rather than 
spherical form of buoy, but this was not pursued for the physical size reasons just cited. 
The inertial platform was driven by a 24v DC motor (Swiss manufactured MiniMotor 
SA Type 1516_012S) driving a 66 gramme, enveloping rotor at a nominal 12000 rpm. 
Difficulties arose in three areas, one of which was common to both arrangements. 
• The elevation time histories investigated are realisations of a random phase fre-
quency combination and not regular single frequency waves, thus the actual re-
sponse of each buoy is not confined to a single (low) region of the response curve. 
The apparent frequency (to the buoy) can as a result of the frequency combina-
tions, be very much higher than the mean or modal frequency. As a result the 
buoy response became unpredictable and impossible to correct for. 
• The dead-weight gimbal unit was able to respond rapidly to the changing wave 
conditions, but oscillated badly in returning to its equilibrium, often leading to 
ensnarement of the accelerometer cable in the gimbal rings. 
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• Vibrations from the gyro-motor of this variant, affected the jeweled top bearing 
of the rotor, leading to either of two effects; the seizing of the rotor on its support 
bearings, or the loosening and detachment of the top support resulting in further 
instability of the rotor. 
As a result of these effects it was not possible to obtain meaningful data from either 
accelerometer device without significantly more development time and so the focus of 
data collection was re-directed into efforts for reliably utilizing the fixed probe (Eulerian) 
arrangement. 
5.1 Visual Classification 
To correlate qualitative with quantitative properties as between wave breaking and 
breaker probability, a working definition was established which could be repeatedly 
applied to individual crests to classify and describe wave action. The resultant tree 
structure of wave breaking phenomena is shown in Figure 6, representing (qualitatively) 
the variety of overlaps between definitions and descriptors. These are grouped into 
categories of effect, activity, wave-form and classification.. 
Two related points mustflrst be made. The diagram cannot be said to be drawn to any 
representative scale, nor should any be inferred or assumed. The extent of any overlap 
between adjacent descriptors or the relative sizes of each feature in physical or temporal 
extent, may be highly variable. The diagram is in effect a "stretched balloon" of the 
detailed features which seem to be present in all breaking, some of which features are 
more or less prominent in individual waves. The second point is that of scale as it relates 
to the behaviour of individual waves in time or space domains (a similar question of 
micro- and macro- scale has already arisen in Chapter 4). Because of the finite extent 
of visual and temporal information a similar constraint is automatically applied to the 
classification system. Thus the individual features described by the diagram may all 
exist in all waves, the only reason for its not being possible to verify, is the absolute 
scale of the individual effect aii the working scale of the mechanisms available with 
which to view it. 
Consistent with the assumption made for the analysis of the initial experiments (Chap- 
ter 3), whitecapping is taken to be a subset of breaking. "Pure" breaking is taken 
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to be distinguished by some discontinuity of wave surface profile in the vicinity of a 
wave crest, which suggests incipient breaking action and flow separation about some 
stagnation point. Such action is deemed to be the initial step in all surface forced wave 
breaking, the development of the effect from this phase determining the extent and ap-
pearance of the breaker. As the breaker actively develops in physical extent with time 
(relative to some notionally fixed frame of reference) a vortex jet may appear "escaping" 
from the crest - here particularly the above remarks about visible scale effects become 
pertinent. This jet may or may not be sufficiently large as to be visually apparent 
nor may it last for a significant proportion (say > 1%) of the wave period. The next 
stage of development growth is the transition to spilling breaker in which the jet of the 
plunger has touched and pierced the forward wave face, giving a progressive increase in 
the physical extent of the local fluid turbulence. Ultimately though, the extent of the 
turbulence recedes and the breaker thus becomes "inactive ", diminishing into a state 
of vortex trail with entrained air pockets eventually escaping to the fluid surface. 
Using this averaged description, the classification of waves becomes straightforward 
though incapable of describing physical scale or extent. All classes relate to "the vicinity 
of a local crest passing a fixed location" Class 1 breaking is taken to be the (apparent) 
point of incipient breaking. Class 2 breakers are distinguishable plunging breakers which 
have formed a jet with forward face past the vertical tangent. The transition from this 
to Class 3 breaking is made when the jet strikes the forward face of the wave and 
continues in the manner of a spilling breaker until its' physical extent appears to recede. 
Thus Classes 2 & 3 both belong to the "active" breaker category. The final form of 
breaking - Class 4 - describes turbulent, spilling, "inactive" or receecling breakers, where 
entrained air and fluid turbulence appear to be diminishing in extent as the crest passes 
the location of interest. 
5.2 Optimization Method for Input Spectra 
To study the effect on the probability of wave breaking of variations in the spectral 
moments - particularly the fourth (m 4 ) - a technique was developed which utilizes the 
characteristics of conventional wave generation methods to establish the inputs necessary 
to reproduce a "sea" of specified spectral moment values. 
The wave generation system is described in more detail elsewhere in Section 5.3 but 
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essentially a single wavernaker is driven from a signal which is the sum of elemental 
sinusoids with independent frequencies, amplitudes and phases. Because of the discrete 
rather than continuous nature of signal generation used, the only permissible frequencies 
are integer multiples of a time base of 0.0625sec (16Hz.). Limits also apply to the 
amplitudes of waves particularly as the number of components increases, because of 
the physical size of the wavemaker (its effective stroke) the height of the wave-tank 
wall above SWL, and due to the diminished reliability of the wavemaker to reproduce, 
the steeper waves which the signal might require. To investigate the effect on wave 
breaking anticipated to be due primarily to variations in m4 , artificial spectra made up 
of possible combinations from the available frequencies and amplitudes were computed. 
By optimization procedures the value of m 4 from these discrete combinations, can be 
altered whilst maintaining all lower moments (m o - m3 ) the same. The method used is 
a linear form of Simplex Method (Appendix 1.3) and was developed into a software tool 
by Dr Ken MacKinnon of the University of Edinburgh Department of Mathematics. 
Establishing target spectral moments was achieved by filtering the m1Yimum amplitudes 
which could be reliably reproduced at each individual allowable frequency, reducing the 
maximum amplitude of each to a fixed proportion of its original value. The process is 
illustrated in the flowchart (Figure 1) Having formed the basic combinations of spectral 
moments for each reduction factor (F), artificial combinations based on the same zeroth 
to third moments are evaluated by introducing a multiplicative factor (in the range 0.7 
to 1.2) to the value for the fourth moment. These then form the basic target spectral 
moments (mo - m4 ) over a range of total power (m o ) values. Clearly the only spectral 
moment combinations which are known to be achievable are those which correspond to 
a multiplicative value of unity. 
For reasons discussed in section 5.3 the upper and lower frequency limits used in the tests 
cormnensurate with respectively, reliable wave form reproduction and the deep-water as-
sumption, are 1.625 Hz. and 0.875 Hz.. The highest spectral moment of significance is 
the fourth and so the problem can be expressed as 
Evaluate 
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for S(w) 0 , such that 
wo = 0.875.27r 
= 1.625.2w 
i = 1,4 







This is then optimized by minimizing the auxiliary function 
F(w) = (w - w.) 2 
	
(5.4) 
where w = 1.0625 . 2ir the central operating frequency of the wavemaker 
The usable range of amplitudes is a function of the frequency because of wavemaker 
limitations and may take any value between zero and a value of 0.4 a(w)MAX,  the value 
of 0.4 being set arbitrarily to assure that the total amplitude of all components does 
not exceed the tanks physical limits. 
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5.3 Experiment Hardware 
The experiments were undertaken in a two-dimensional wave flume of 12 m effective 
length, 0.3 m width and 0.914 m depth, waves being generated by a single wavemaker 
at one end and with a passive expanded-mat beach at the other for wave absorption. 
This tank was designed to operate optimally when producing waves at about 1 Hz.. 
Using the principle of superposition of discrete sine wave signals, artificial wave spectra 
of desired target spectral moment properties were introduced to the tank after being 
determined from the optimization procedure of section 5.2. Practical difficulties arise in 
reproducing such seas of the required outputs from three sources; the wave generating 
system employed, the wavemaker and the tanks' beach. 
Wave Generation 
The wave generation implementation used is limited to a total number of separate 
amplitude •  signals of 256 per repeat cycle. These are delivered at 16 Hz., giving a 
maximum unique time record length of 16 sec.. Wave amplitude output at each point 
is determined by the summation of sine waves up to the number of components in the 
spectra (limited to 9), upon specifying the variables of frequency (), amplitude (a) and 
phase (0). Each component wave amplitude must (initially) be less than or equal to 
one (1). 
As a result of the use of a 16 Hz. clock, each frequency component must be an integer 
multiple of this basic frequency a feature which whilst unsuitable for modelling "true" 
seas of mixed random spectra, is used in these tests to good effect. As a consequence 
each component is cycled a complete number of times within the 16 second repeat time 
and so eliminates any discontinuity in signal to the wave maker which would result in 
an impulsive response at the wavemaker. The available range of input frequencies for 
these experiments is limited by the wavemaker at the high end and by tank depth at 
the low end (to assure deep water behaviour). 
fu = 1.625Hz. 
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= 0.924 
0.9375 
Amplification of the wave output amplitude is achieved after all component frequencies 
are summed for the wavemalcer input signal to produce the required total spectral power 
value. As implemented here, the amplitude of each of the 256 unique signals is raised 
or lowered by an overall proportioning factor (z say) rather than adjusting individual 





Component phases as a proportion of 27r, were taken from tables output from a reliable 
linear congruential random nuniber generator. 
Wavemaker 
The wavemaker is a hinged flap rigid front type with dry back face, sealed from the water 
by a "Belofram" seal of impregnated nylon. Movement is by a capstan wire arrangement 
driven by a low inertia motor whilst the hydrostatic water pressure imbalance on the 
wavemaker face, is countered by a tension spring. Physically the rigid front is 285 mm 
wide centrally located at one end of the tank. Tank width is 336 mm leaving 25.5 mm 
each side for the seal. Depth of the hinge below normal water level is 555 mm. The 
deficiency of the wavemaker is that its' flat faced mechanics cannot fully mimic the 
behaviour of a wave as it is introduced into the tank and so necessarily represents a 
compromise input condition. 
Beach 
The tank is constructed with a vertical plane end wall at a distance of 12 m from the 
wavernaker. Since the study here is concerned with "deep" water waves, no depth 
limiting beach is fitted so the available depth is 0.914 m for the full length of the tank. 
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At the plain end, expanded, flexible aluminium matting (like a mat of swarf)is placed 
with progressively increasing density i.e. packed tighter towards the end wall, and 
retained behind light nylon netting to absorb and dissipate wave energy. The beach is 
not however an "ideal" absorber of wave energy and there will inevitably be present, 
reflections as a result. 
5.4 Digital Signal Processing 
Elevation Data 
The Nyquist frequency criteria for digitization rate (A sec.) sets the highest frequency 
component which may be analysed without introducing aliased terms into the resulting 
spectrum. 
WN =  
By establishing in advance the highest frequency to be analysed, this criteria sets a 
maximum digitizing interval A. The input waves in these experiments were targeted 
around the tanks' central operating of 1.0625 Hz. (6.676 rad/s). Three other factors 
influenced and ultimately determined the digitization rate of the analogue signal. The 
input frequency amplitudes which constitute an essential part of the target variations 
in spectral moments were determined on the basis of discrete spacing at 16 Hz.. Digi-
tization at some integer multiple of this figure minimizes the risk of leakage in spectral 
power values whereby the power at some discrete value is proportioned between two 
adjacent values. Secondly, the results of a site investigation reported by Weissman et.al. 
[127] make use of relatively high (18-32 Hz.) frequency information in the detection of 
wave breaking and so gathering the experimental records of these tests at such a rate 
would permit subsequent investigation along similar lines if appropriate later. Thirdly, 
because the object of this investigation relies on accurate knowledge of the fourth spec-
tral mnent, the higher frequency (of digitization) would yeild the dual advantages of a 
higher (Nyquist) cut-off frequency in the spectrum and improved incremental frequency 
resolution. 
The effective bandwidth is a measure of the resolution desired in a spectrum. To resolve 
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closely spaced peaks, a narrow bandwidth must be specified - say less than half the 
separation between the anticipated peaks - in order to distinguish peak-trough-peak 
behaviour. Clearly a narrow bandwidth is desirable in these experiments and a pre-
assigned value of twice the wavemaker driving frequency was selected (32 Hz.). The 
accuracy of spectral measurements can be expressed as the ratio of standard deviation 
to mean signal output (Newland [911) and related to the bandwidth and signal duration 




In this way, we are able to select a compromise between accuracy and the tests' duration 
(T). 
Visual Data 
A practical limit exists to the amount of visual data which can be collected and reviewed 
for identification and classification of breaking waves, in addition to limitations imposed 
by the wavemaker itself. The volume of data created at the digitization rate chosen (64 
Hz.) also imposes a limit to the subsequent computations. Reviewing video images 
at approximately 1 speed to permit reliable interpretation means that each 3 minute 
recording - the duration finally chosen - requires at least 21 minutes to review. For 
reasons of phase randomization, a total of five recordings were made for each target 
spectral moment combination. This permitted the further advantage of dividing the 
records into 5 ensemble averages per time history of 2048 points - suitable for processing 
by the FFT algorithm. Ensemble averaging of the spectral moments can be shown to 
reduce the standard deviation of each result by a factor of 1 where NE is the number 777 
of ensembles (Davies & Goldsmith [22], Newland [911) whilst there is no significant 
advantage to be gained by taking longer Fourier Transform lengths to compute the 
spectral coefficients. 
As a result of these arguments a test duration of 32 seconds for each of five sets of the 
same 3 minute time history was chosen giving an approximate accuracy of = 0.447 
Whilst this figure is superficially high implying low accuracy, it must be accepted as 
being at least as good as that which can be expected to be achieved in the visual 
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classification of waves into breaking categories. 
The resulting spectrum is computed from the output of the FFT of wave data time 
history. 
Sk(w) = TV 
	 (5.7) 
Where 




XZ is the complex conjugate of Xk taken at successive frequency increments of 
wA,= 
Comparative tests on known input functions (single frequency, fixed amplitude sine 
wave) demonstrated no apparent gain in the use of a time domain filter, whilst the 
possible consequences to evaluation of the spectral moments by excessive smoothing of 
the data significantly influencing the numerical results, justify the adoption of only the 
raw signal. 
Evaluation of the relevant spectral properties was undertaken by a FORTRAN pro-
gram "TOT'rEST ". For each dataset of five time histories - each having the same 
frequency:amplitude combinations but differing phase relations, a 32 sec. ensemble 
is taken, Fourier Transformed and the frequency spectrum evaluated. The time history 
signal variance is also computed and using the identity 
= fo S(f)df 	 (5.9)  
=2 	 (5.10) 
• the spectral values are normalized to match the proportion of energy at each fre-
quency, consistent with the total spectral power. 
Two band-pass filtering operations are performed to limit the level of signal noise which 
so heavily influences and affects the computation of the higher spectral moments. Low 
pass frequency filtering of the spectrum is conducted at 14 times the peak spectral power 
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frequency. The choice of the factor 14 is justified on the basis of maintaining the error 
introduced to the computations of m4 below a 5% level, determined from the known 
input of a sine wave digitized at the same rate (Fig. 5). During numerical integration of 
the resulting spectra to evaluate the spectral moments, product values of wS(w) which 
lie below 5% of the peak value are eliminated to limit the effect of background noise 
(and its consequences for evaluation of the moments) which would otherwise introduce - 
significant bias to the result. 
5.5 Discussion 
Datasets are presented in Appendix 4 for three groups (6T,3T,7T) each of five sets (412, 
411, 410, 49, 48). Each group possesses approximately the same rn0 - m3 obtained 
by the optimization method described in section 5.2 (note that the values here are the 
computed values obtained from the time histories and not the target values). Computed 
values for m0  - m 4 are given for each ensemble within each set, together with their mean 
value (from the ensembles, for the set) plus confidence intervals based on plus- and-min u s 
two standard deviations. 
Graphs of the spectra obtained in each test are illustrated for each of the random 
phase input spectra. Each of these are averages over the five ensembles which make up 
each record (Figure 2). In principal these should all be identical within a given set and 
comparison shows that what differences do appear are small. Figures 7 - 9 summarize the 
input spectra used, showing the averages of each set, presented for each group, denoted 
6T, 3T and 7T (this notation has no significance and is simply used for identification). 
The results of observation are provided in Appendix 4 for each ensemble making up 
each set. These identify the number of occurrences for each class of breaking (Figure 6) 
plus associated total number of crests and class resultant net breaking probability. 
Since little is known of the true distribution of the observed breaking events and because 
it would be desirable to investigate the spread of observed values about their mean, the 
application of non-parametric i.e. distribution free confidence 'imits to the data was 
investigated and the method provided by Narula & Desu [89] utilized to find limits on 
the ensemble probabilities. The results obtained by application of this method are given 
for information only, in Appendix 4 and will not be further discussed in this thesis. A 
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discussion on the application and value of such methods together with details of the 
associated theory, can be found in Noether [92]. 
Analysis 
Srokosz's expression can be re-arranged to form a linear relationship of the form y = 










So by plotting the natural log of the observed probability against the inverse normalized 
fourth moment 
(), 
we would expect to obtain a straight line of negative slope (since a 2 
is always positive) if the proposed relationship is obeyed. From the slope of this resultant 
line we would be able to obtain the coefficient a. Figures 10 - 13 plot the resultant net 
data values obtained from the experiments according to this relationship. Note that 
the vertical scaling of these graphs is approximately 4x that of the horizontal scaling, 
thus vertical displacements of data points from the computed lines appear significantly 
exaggerated. 
Figures 10 and 11 clearly demonstrate the desired negative slope property whilst 12 
and 13 - obtained by the same line fitting procedure - have a positive slope. This trend 
is progressive i.e. the fitted lines' slope gradually increases in slope from its greatest 
(negative) value to the positive values as more breaking classification data is included 
to the probability values. 
Data points appear scattered, though clustered in one region, due to the choice of spectra 
optimized for obtaining the range of m 4 values. To fit the straight line model to this 




c - mx, 	 (5.12) 
Its use is justified since as noted above the scaling of these graphs obscures the fact that 
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the (broadly) horizontal trend is obeyed and as more classifications are incorporated, 
more abscissa values are seen to be introduced at higher values. This together with 
the high level of averaging undertaken in arriving at each result, indicates that those 
present at the higher abscissa values are not spurious, but are part of a distinct trend. 
Using the slope values obtained from the calculations for line fitting, the coefficient 
of proportionality a was evaluated in each case (Table 5.1). The values obtained for 
those which were consistent with the negative slope criteria, are of the correct order of 
magnitude and below the Stokes wave limiting value of a 0.5. The change in values is 
consistent with the more stringent breaking criteria applied progressively for each visual 
classification i.e. as we address a visual criteria closer to the point of incipient breaking 
the value for a progressively tends towards the limit proposed by Srokosz [114]. 
It is suggested here that one possible cause of the mis-alignment between computed 
(observed) a values and the proposed values, lies in the distinction between Eulerian 
and Lagrangian (apparent vs. real) accelerations. As regular waves steepen, Longuet-
Higgins [73] has demonstrated that numerical results for the vertical acceleration at a 
wave surface show very different effects in Lagrangian systems compared to the same 
effects in an Eulerian system. As wave steepness ak rises, he demonstrated how the 
apparent vertical acceleration behaviour changed progressively from a sinusoidal form 
to (in the limit), a delta function as the wave cycles through a complete period. If 
one were to compute the variance of this time history, it would clearly rise significantly 
as ak increases, tending to infinity as a result of the delta function. This effect is 
consistent with the earlier observations about the non-convergence of the parametric 
spectral integrals of mj i > 4. In a Lagrangian system however, the corresponding time 
histories remain sinusoidal in form as ak rises without the development of the delta 
form present in the Eulerian system. As a result we may expect the variance of this 
Lagrangian signal to remain bounded. Thus the value of m4 obtained from an Eulerian 
measurement system is likely to be greater - tending to infinity in the limit - than 
the true value which would be obtained from a Lagrangian system, particularly as the 
proportion of steeper waves in the elevation record rises. 
These remarks apply to the results given by Longuet-Higgins [73] which he elaborated 
upon late [74], all of which were derived for regular waves of constant form. They can 
therefore only be regarded as indicative of the behaviour which might be observed in 
random seas. 
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The effect of the measured value of m4 being greater - as determined by an Eulerian mea-
surement system - than the true value for some observed breaking probibifity, consider 
the Equation 5.11 re - expressed with a factor z introduced. 
ln(B)
(_a2\ (_jj) /1. \ 
= -i-) 	¼1 + 	
(5.13) 
If the measured value for m4 is the true (i.e. equal to the Lagrangian) value, then 
z = 0. A largeer measured value as implied from the argument above of using an 
Eulerian system, are equivalent to a value of z > 0. Using the identical line fitting 
routine as above to obtain a value of the proportionality constant (a) from data of 
observed probability of breaking (B) and measured fourth moment (m 4 ), only the true 
value of m4 allows one to obtain the true value for a. If Equation 5.11 is obeyed then 





by assuming z to be zero. If z is greater than zero as it is argued above to be the case, 
then the value obtained for a will be in error by the factor 
1 
(5.15) 
Thus the value of a determined in these experiments from observed breaking probabifi-
ties and an Eulerian measurement of m4 , will be lower than the value which would have 
been obtained had a Lagrangian measurement system been employed. As a result the 
true value of a would be greater than the figure obtained by line fitting and so would 
tend more towards those suggested by, for instance, Srokosz [114]. 
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Class Slope = 4 a 
1 -0.02675 0.231 
1+2 -0.01017 0.143 
1+2+3 0.01809 0.1903 
1+2+3+4 0.02451 0.2213 
Table 5.1: Coefficient a Determined from Observed Statistics 
Group Class Probability 
1 2 3 4 e 
0.07215 0.0445 0.0298 0.0579 0.0436 0.451 
0.09774 0.0189 0.0084 0.0311 0.0199 0.105 
6T 0.12868 0.0100 0.0100 0.0417 0.0284 0.107 
0.12769 0.0179 0.0 0.0 0.0 0.111 
0.12293 0.0158 0.0011 0.0 0.0010 0.114 
0.06701 0.0202 0.0177 0.0845 0.0581 0.384 
0.10467 0.0092 0.0153 0.0499 0.0195 0.102 
3T 0.13361 0.0080 0.0010 0.0800 0.0230 0.124 
0.12044 0.0 0.0100 0.0379 0.0242 0.120 
0.13180 0.0010 0.0040 0.0240 0.0126 0.123 
0.02517 0.0067 0.0078 0.0848 0.0614 0.387 
0.04051 0.0 0.0050 0.0540 0.0040 0.108 
7T 0.04554 0.0 0.0 0.0847 0.0280 0.093 
0.04126 0.0105 0.0074 0.0389 0.0274 0.111 
0.04541 0.0 0.0 0.0421 0.0 0.101 
Table 5.2: Data 
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Fig.2 	Ensembles From Time Histories 
Fig.3 	Low Pass Filtering 
Fig.4 	Low Power Contribution Filtering 












Fig.5 	Percentage Errors in Numerical Evaluation 
of Spectral Moments - Effect of Cut—Off Frequency 
Breaking 
Effect 	 Whitecapping 
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This chapter contains two distinct parts. The first sets out to explain the represen-
tation of directional spectra and discusses, in detail the Maximum Likelihood Method 
(MLM) for obtaining this from wave elevation or derived time histories. In particular 
the Extended Maximum Likelihood Method of Isobe ei.al. [47], is derived in full. The 
second part, which grew from an intention to test an implementation of the EMLM, 
describes a new means to create simulated data sets of wave elevation from a specific, 
chosen location within a spatial field. 
6.1 Application of Directional Spectra to De-
sign 
Knowledge of the directional distribution of wave properties and their statistics is in-
creasingly viewed as an important area of investigation. The importance to structural 
design of accurate knowledge of environmental parameters at design sites has been well 
demonstrated [104]. In seeking to limit the use of implicit (hidden) safety coefficients 
which arise through the conservative estimation of design parameters, Planeix et.al. 
[104] seek to identify the most influential of the variables which were not fully deter-
mined. Haring et.al. [34] dealt with the statistics of the dominant (principal) wave and 
wind direction, treating this as a regular long-crested wave and avoided issues relating 
to the spread of energy or " short- crestedness " about the principal direction (i.e. the 
directional energy spectrum). Using simplified examples' they illustrate the applica- 
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tion of directional concepts to fatigue life estimation (wave loading), wind loading on 
a non-symmetrical floating structure, overturning moment on a gravity base structure 
(wave loading) and extreme value wave loading on a piled structure. In concluding they 
indicate that by introducing directional considerations to fatigue calculations, the com-
posite life expectancy increases i.e. the expected lifetime of the structure as designed 
is longer than would be the case if considering only the ornni-directional total of the 
wave loading. The more commonly adopted design method apply the worst sea-state 
to the weakest direction for the full lifetime of the structure consequently predicting 
shorter life expectancies. Similarly, designing a structure to withstand an extreme value 
(say 100 year) wave at the weakest directional axis without knowledge of the likelihood 
of such a combined directional and extreme event, may lead to a design that is much 
stronger in all other directions than is reqiired. 
6.2 Point Spectra Representation 
Conventional (point) frequency spectra express the temporal variation of a signal [107] 
and can be derived for energy content (equivalent to elevation variance times some 
constant), elevation, slope (z or y planes), particle velocities, etc. In evaluating the 
energy spectrum using a single conventional wave probe, the energy spectrum (or power 
spectral density) contains no directional information. The probe is generally considered 
as ornni-directional and the subsequent analysis is conducted without regard to phase 
relationships between frequencies (Appendix 1.4) 
S =fn(w) 
The introduction of the concept of directionality is a natural extension to the energy 
spectrum and can be accomplished in various ways by making different assumptions 
about the interaction of frequency and direction. The simplest is to assume that the 
directional spectra is the product of mutually independent frequency and directional 
functions [93] ,[25]. 
S(w,8) = S().F(9) 
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where F(8) is a normalized spreading function, such that its integral over all possible 
directions is unity, taken between limits of ±ir about a principal direction corresponding 
to the peak in the frequency spectrum. 
J
+ir 
F(9) = 1 
This format implies that the extent of spreading is independent of the frequency under 
consideration, an assumption not followed by many authors [107],[11],[32],[31], [121], 
who express the spreading factor as a function of frequency, so introducing a site specific 
influence. 
S(w,9) = S(w).F(w,9) 
and 
ir 
F(c,6)d9 = 1 
When adopting paranaeterized spreading functions (see [1071) this frequency depen-
dence is often ignored despite some evidence which shows that the degree of directional 
spreading alters with frequency and does not necessarily act uniformly throughout the 
frequency range [111]. These are the most readily envisaged wave field descriptors, 
but the more concise vector wavenumber (k) is often adopted in place of the azimuth 
direction and frequency combination. The vector () implicitly contains directional 
information since, 
k m  = k.cos9 
ky = k.sin9 
Where 	k = IkI 
2r 
- 	Deep Water 
- T 
This can be expressed spectrally in vector form [39] E(k) or in polar form E(k, 9) by 
the transformation [121] 
E(k, 9) = J.E(k) 
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where J is the Jacobian 
The concise form E(&)  is used in numerous papers [65],[62],[401 and may be divided into 
components of x and y directions, making it particularly suitable to "visualize" the 
vector (k) in a Cartesian system. 
E(u,v) = E(k) 
u = k.cos8 
v = k.sinO 
This. system is used extensively by Longuet-Higgins in establishing some statistical prop-
erties of a random moving surface [64]. The final variation combines wavenumber and 
frequency, 
E(k,w) 
and is similarly used by numerous authors [23],[25], [116],[15],[81]. 
Because of the dispersive nature of water waves, these various descriptors contain a cer-




Using this knowledge the wavenumber:frequency variation (E(k, w)) is unnecessary since 
fixing the wavenuniber uniquely 'efInes the frequency. An analogous situation arises for 
the wavenumber:azimuth relation (E(k, 9)) since this is a scalar form. Of all these 
variants, the vector form E(k)  is the most universal but also the least amenable to 
visualization and representation. Similarly E(k, 9)is not so physically understandable 
as the polar form (S(w,9)) due to its use of wavenuinber (k). 
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It is important to appreciate that each form of directional spectrum does not represent 
the change of spectral density in the plane of the sea surface but instead represents 
the spectral density arriving at a point in the z - y plane to which it is applied. All 
represent location sensitive measures of power spectral density and so each must be 
regarded as a unique point value of a spatial measurement. Applications of directional 
spectra extend to finding the location of signal sources [15], [81] relative to the location 
of the sensors used. Clearly therefore in a macro sense, the location of the sensors 
will influence the resulting directional output and signal strength and so the analysis 
to yield the directional spectrum is only valid at one location. The assumption must 
be made that the wave field in the region of the spatial arrangement of the sensor 
array for the received signals, remains homogeneous, statistically stationary and the 
waves propagating across the full extent of the array must do so as plane waves without 
- dissipating energy. 
Directional Spectra Data Display 
Display of the resulting information from a directional spectral analysis, presents its own 
problems of clarity of the overall picture combined with sufficient detail and resolution 
to permit quantitative understanding of the results. Hasle & Stansberg [35] use both 
contour plots and perspective diagrams of wavenumber spectra on equi-spaced square 
grids of frequency versus azimuth angle, supplemented by series of graphical plots dis-
playing spectral density as a function of angle at fixed frequency (i.e. 5(91w)) for each 
directional spectrum. All other sources represent the directional spectrum in either 
of these ways or with variations on them. The most common is the (5(91w)) version, 
some of which are presented for just a single frequency [88],[31],[93], [47],[79], whilst 
others display the full spectral range of frequencies [25],[77] by multiple, non-overlaid 
plots. Perspective plots [64],[11], [35] can display in a clear, simple and informative way 
the spectral density variation with frequency and angle, but such plots are invariably 
drafted in cartesian co-ordinates thus distorting the information presented in what is 
an intrinsically polar system. 
Contour plots are the most obvious means by which to present two-dimensional informa-
tion in polar form [25],[93], [39] or cartesian [56] using the frequency - azimuth domain. 
The same method in the wavenumber domain has been used to display the only known 
true wavenumber spectra measurements [20],[118],[39} to varying degrees of resolution 
and invariably require considerable computational effort (e.g. see [20]). Display methods 
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which rely on printed ink density are useful in the same way as perspective illustrations 
to convey overall information, but are similarly unsuitable for quantitative use and are 
not suited to journal reproduction, their only advantage over perspective views being 
that no information is actually obscured by data peaks. 
6.3 MLM Review 
The MLM was. originally developed for application to seismic signals [81] for the ex-
traction of spatial information. McDonough [81] reviewing the work of Capon, points 
out that MLM processing was introduced into the spatial domain in 1969 [15], having 
developed from the beam-forming (often termed "Delay-and-Sum") approach of earlier 
work in the same application [14]. The waves considered - being seismic - comprised 
non-dispersive, linearly polarized, compressional and shear waves as well as dispersive 
surface waves [15] and each were thus treated separately, detection being by short period 
(SP) or long period (LP) sensor arrays. In its original form for sea wave investigations 
the MLM was suitable only for arrays of single types of (frequency independent) detec-
tors such as wave elevation probes, but later work by Isobe et.al. [47] extended this to 
combinations of mixed instrument arrays (the EMLM) as in a later work did Oltman-
Shay & Guza [97]. A further enhancement to these came with Isobe & Kondo [46] who 
attempted to overcome one of the major shortcomings of the MLM in its inability to 
cope with signals of the same frequency traversing the instrument array from different 
directions. They termed the result the MMLM and, although indicating that it was 
possible, they did not go so far as to combine this with the EMLM to further enhance 
the methods' general flexibility. 
In the context of water waves, there have been a variety of reported implementations 
of the MLM to the determination of directional spectra. Simulations were used by 
Lacoss [57] when comparing MLM to MEM (Maximum Entropy Method) methods of 
estimation. Likewise Oaldey & Lozow [93], Isobe ei.al. [47] and Isobe & Kondo [46] 
used data of known properties as inputs to compare their MLM directional spectra 
determinations, to true data or alternative methods. In the laboratory environment, 
the only reported instances of the use or testing of MLM techniques are by Jefferys 
et.al. [48] and Stansberg & Hasle [116]. Use of the MLM or its variants to determining 
the directional spectrum from offshore site data is more widely reported. The first such 
study was that of Davis & Reiger [23] who compared various methods applied to data 
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gathered from the instrument array aboard the Scripps Institute FLIP vessel. Goda [31] 
used an array of fixed wave staffs at Sendai Point, Japan in an attempt to examine wave 
reflections from a breakwater, whilst Oltman-Shay & Guza [97] used an adaptation of 
the method using pitch roll information collected in California after preliminary work 
with simulation data. More recently, Krogstad et.al. [56] used a mixed instrument array 
aboard the Statoil Odin platform in the North Sea in conjunction with the Itterative 
MLM (the IMLM) of Pawka [98] to briefly investigate a case study of wave directional 
development. 
Various papers have been written which compare the performance of directional fre-
quency spectra resolution techniques [23], [93],[116],[47],[97], [79],[56],[7] and some for 
directionally independent frequency spectra e.g. [57],[50]. Kay & Marple [50] present 
a summary of available discrete and continuous form time series spectral analysis tech-
niques and compare their characteristics by computing in each case the output result 
to a mixed discrete and continuous input spectrum. For the MLM they concluded 
that resolution is improved over conventional periodogram/Blackman-Tukey estimation 
methods but is poorer than the Auto-Regressive estimator (itself identical to the MEM), 
explaining the reason for this as being due to the "parallel resistor networking effect" 
of combining low order auto-regressive spectra of least resolution with the high order 
auto-regressive spectra of highest resolution, an analogy first proposed by Burg [13]. 
Lacoss [57] was the first to compare experimentally the power spectra estimate perfor-
mance of the MLM and MEM. He pointed out that both methods are particularly well 
suited to data containing one or more narrow frequency spikes and under such conditions 
the MLM obtained peak values reflecting the true power at the correct frequency whilst 
the MEM values were proportional to the square of the power in narrow peaks and the 
area under the curve was directly proportional to power. Neither process was considered 
to behave in any statistically anomalous way. In a later note, Burg [13] showed that 
the relationship between the results of the two methods was simple to derive and that 
the reciprocal of the MLM spectrum equals the average of the reciprocals of the MEM 
spectra over the prediction error filter used in its assessment. 
1 
MLM(k) = n MEM(lc,n) 
n1 
In spatial analysis, Davis & Reiger [23] investigated both a priori and data-adaptive 
methods concluding that the MLM provided the greatest resolution for narrow band 
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spectra but tended to introduce spurious fine structure and artificial peaks into broader 
spectra. In their paper they introduced the Data Adaptive Spectral Estimator (DASE) 
which deviated from earlier MLM techniques that the constraint of the window function 
being a unit delta function is removed in favour of the integral term, i.e. 
W(k o ,ko) = 1 
replaced by, 	
f W(ko,k)dk = 1 
This proved generally superior to all a priori methods and the conventional MLM but, 
as a means of obtaining directional spectra, this variation has not been pursued by other 
investigators. Oakley & Lozow [93] were concerned with the use of small instrument 
arrays in conjunction with (principally) the MLM for directional measurement, their 
paper concentrating on the influence of the array arrangement used. The influence of 
signal noise was shown to seriously degrade MLM performance (their Figure 9) for fixed 
array geometry and frequency but this degradation was not described quantitatively 
where it may have been helpful to use a weighted average error (WAE) similar to that 
later used by Marsden & Juszko [79]. Stansberg & Hasle' [116] compare a mixed Fourier 
Series / IvIEM (the FSMEM) approach, to a particle velocity method and their own 
Spatial Correlation method, with the performance of the MLM, concluding that all 
methods broadly agree and point out that some corresponding visible in the results of 
MLM and FSMEM analyses (and not in the others) suggest that these methods may 
be resolving information which the others may have missed. In deriving the Extended 
MLM (EMLM), Isobe et.al [47] compared, by simulation, the behaviour of their method 
with those of Longuet-Higgins et.al. [77] and Mitsuyasu et.al. [84] for appropriate 
sensor combinations. In each case the EMLM demonstrated improved resolution and of 
particular significance was the ability of the EMLM to distinguish the presence of two 
directional peaks at a single frequency. In a later paper, Jeifreys et.al. [48] demonstrated 
that the MLM is unable to resolve such waves when they are of fixed relative phase (i.e. 
phase locked), their investigation being specifically directed at the application of wave 
basin sea state evaluation. In an open sea environment, the potential likelihood of such 
an incidence arising comes from reflections off harbour walls, reakwaters, cliffs, etc. (a 
case later addressed by Isobe & Kondo [46]) thus their criticism of the method must be 
borne in context of the application for which the MLM is employed. 
Oltman-Shay & Guza [97] compared the MLM adapted to pitch-heave-roll buoy mea- 
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surements, with two itterative self correcting algorithms, using both synthetic data and 
field data sets. Using the synthetic data of known properties and two "fidelity measures" 
- average percentage error (APE) and weighted average percentage error (WAPE). they 
demonstrated an overall advantage in favour of the itterative methods which possess the 
advantage of being able to reconstruct the original cross-spectral data matrix (an ad-
vantage shared with the MEM). The Itterative MLM implementation did not however 
appear capable of retaining the preservence of a uniform background signal whilst the 
conventional MLM could, the IMLM advantage being in improved bandwidth. A partic-
iilarly interesting part of this investigation demonstrated the inability of the MLM (in 
conventional or itterative forms) to resolve equal peak power of bi-modal spectra at an-
gular separations less than between 64 and 72 degrees, defining the ability to resolve as 
the "spectral valley between peaks having less than half the power of the small peak ". 
When ujiresolved the resulting single peak is placed by the analysis symmetrically be-
tween the two. Marsden & Juszko [79] established a similar error criteria, the weighted 
average error (WAE) in comparing their Eigenvector method with other data - adaptive 
and some a priori directional spectra estimators. They found a tendancy for the MLM 
to underestimate the peak power and overestimate that contained in background noise. 
A Priori methods were invariably the poorest performers and of the data-adaptive tech-
niques the MLM yielded the lowest resolution and highest WAE throughout the range 
of signal-to-noise ratios simulated, the MLM's only advantage being a lower standard 
deviation when identifying the peak direction. Similar performance conclusions, were 
drawn when each method was used with real data. 
Few of the reported implementations of the MLM or its derivatives in estimating di-
rectional spectra appear to have been applied to real offshore site data for the specific 
purpose of learning about the directional nature of the environment. This may be a 
reflection of the present uncertainty in interpretation of estimated so far found and the 
factors influencing its variability in the spatial domain, unlike the body of knowledge 
known about temporal analysis. One notable exception is Reiger & Davis [105] a com-
panion paper to Davis & Reiger [23] which reported the results of MLM analysis obtained 
from the research vessel FLIP. A number of other papers applied their adaptations of 
the MLM to site data [31] [56] [79] [97] but in each case it is not recorded whether the 
purpose for doing so was to test the behaviour of the MLM or to learn something of the 
conditions in which each were applied. In no cases were further, chronologically later, 
references able to demonstrate the likelihood of papers or reports of findings obtained. 
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6.4 Simulation of Wave Records in a Directional 
Wavefield 
Bryden & Greated [11] demonstrated a White Noise Filtration technique with applica-
tion to the generation of random waves in a wave basin facility. By specifying the desired 
output spectrum in terms of frequency and azimuth direction, then generating a spatial 
digital filter by applying a two-dimensional Fourier Transform, a pseudo-random time 
history input to each member of a linear array of wave makers can be produced which 
under usual transfer function assumptions of linearity, reproduce a (spatial) seastate of 
the desired spectral properties. 
A simple extension of the technique is presented here which can be applied to yield a time 
history of the wave elevation at any chosen location within the wave field resulting from 
the wavemaker array, so providing a simulated wave record exactly equivalent to that 
which would be physically recorded in a wave basin driven by the specific wavemaker 
array and spectral input. The resulting time-history is effectively omni-directional as for 
a probe in a wave tank. The application here has been to simulate ornni-directional time 
histories at known relative locations within a wavefield of known spectral, frequency 
and directional properties. These were then to have been used as data inputs into 
an implementation of the Maximum Likelihood Method described by Isobe et.al. [47] 
termed the EMLM, used for estimating the wavenumber or frequency:azimuth spectrum 
from an array of sensors From a knowledge of the sensors' relative locations and time 
histories of their omni-directional records, the EMLM estimates the frequency:azimuth 
directional spectrum. By using the filtered noise output signals obtained from a known 
spectral shape in both frequency and directional domains with the method described 
below, the performance of the EMLM was to have been evaluated by direct comparison 
of its output with the known input from the white noise filter. 
6.4.1 Basic Equations 
BrydeL 3z Greated show that a desired spectral output Szz( K) can be obtained by 
passing a white noise signal through a filter which is made up of the Fourier Transform 
of the system response function h(t, z). The notation adopted here is compatible with 
that used in their paper. 
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H(,Kx) = F{h(t,z)} 	 (6.1) 
So the output spectrum is 
Szz(.', Kx) = IH(i, Kxx)1 2 SAA(", K) 	 (6.2) 
Where 
SAA(W,KXX) = const. 
The time histories to successive wavemakers of a linear array are thus evaluated by 
sunmiing the product of a spatially random digital filter (obtained from cascaded shift 
registers in the original version and the Inverse Fourier Transform of the (square-rooted) 
system response function H(w, K) . The summation is carried out over all frequen-
cies and directions or component wavenumbers for each elapsed time and wavemaker 
location. 
a+M b+N 





M 	limiting extent of filter in time lags 'r 
N 	limiting extent of wavemaker locations z 
The signal received by the probe from each wavemaker source will be periodic and 
dependant upon the separation distance R (Figure 4). If the source signal is of frequency 









R = /[(X_ z )2 +Y 2] 	 (6.5) 
Each probe therefore has its own transfer function which depends upon its location 
relative to the array of wavernakers and is a variable function of the received signal 
frequency. The unit impulse response function h(t, z) of the system is the Inverse 
Fourier Transform of H(, (X, Y)) 
h(t,z) = F 1 {H(&i,(X,Y))} 	 (6.6) 
Following the notation of Bryden & Greated, the response Z(t, z) at time t and position 
z, to a general input A(t, z) is given by... 
CW 
00 Z(t, = fT=—Oo fx=_00 h(t 
	
- T, z - X) A(T,X) dTdX 	(6.7) 
As T and X become inllnitely large in positive and negative senses, the integral above 
fails to zero and we may accordingly adjust the limits of integration 
t+r 	+L 
Z(t,x) = fT=t- ,r f h(t - T,z -X)A(T,X)dTdX 	(6.8) 
where r and L are sufficiently large. 
For our purposes, since we are dealing with a spatial field, the position z of the spectral 
relationship must be replaced by the positional vector r . This is a perfectly valid ad-
justment provided that the succeeding algebra is consistent and since for each individual 
probe, r is a unique constant i.e. (r = x. + cbj) 
Thus 
t+1 	.+L 




Z(t, (x, j,)) = fT = t--r 	
h(t - T,(z,y) - (X,Y))A(T,(X,Y))dTd(X,Y) (6.10) 
 JX,Y=A 
WhereA=z—X,y—Y and B=x+X,y+Y 
In practise, the input forcing function which is filtered by the probe location transfer 





Z(t,)= 	 h(t—T,y.—R)Zw(t,z)dTdR  
The algebraic manipulations of this equation mirror those of Bryden & Created to yield 
the time history for an individual probe 
-- 	 a+M b+N 
Z(ci, b) = E > h(a - p, b - q) Zw(p, q) 	 (6.12) 
p=a—M q=b—N 
Where t = aEt and z = biz 
By specifying the spectral condition in the wave basin, a time elevation history can in 
this way be obtained for any location () within the homogeneous wavefield and can be 
used for - for example - validation of analysis techniques (as here) or the investigation of 
random phase or of directional effects upon fixed seperation structures. It must however 
be borne in mind that the resultant time history represents the wave elevation alone 








Ftg.1 	Co—Ordinate Systems for Directional Spectra 
Fig.2 	Contour Plot Representation 
Fig.3 	Perspective Plot Representation 
Fig.4 	Definition Sketch - White Noise Simulation 
Chapter 7 
Conclusions 
Discussions pertinent to each stage of the work undertaken for this thesis, have been in-
corporated within each relevant section or at the end of each chapter. As a consequence, 
the conclusions presented here represent a summary of the resulting points rather than 
a discussion. 
7.1 Qualitative Investigations 
An initial qualitative description of breaking waves presented in Chapter 2 was based 
on the premise that a full description is possible from a knowledge of the waves' features 
(combinations of which permit summaries in the form of classifications) and their time 
development nature over a wave period. This approach is consistent with the earlier 
work of Basco [4], which described the time development of a breaking wave in which 
physical scale provides the parameter which distinguishes the intensity of the breaking 
process, and transgresses the usual classifications of plunging and spilling wave forms. 
An assessment was presented of the parameters most likely to cause breaking, concluding 
that it is the local wave energy, made up from the sum of kinetic and potential forms 
and taken over an undefined extent, which determines such effects. The dominant 
influencing parameters which cause breaking by creating the coliditions to introduce 
the local energy peaks, are considered to be 
• Depth limiting 
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. Wave - wave interaction 
• Wave - current interaction 
• Wind input (toppling) 
All efforts to model the behaviour of the probabilistic aspects of breaking - as is the 
aim of this work - make the assumption that the breaking process is dominated by some 
single parameter variable. Since it is energy which is generally believed to determine 
breaking, this then raises the question of "in what (single) parameter form does this 
energy cyclically appear ? ". It is argued in Chapter 2 that such a parameter must be 
a scalar quantity which achieves local peak absolute minima where the local curvature 
is negative i.e. in the vicinity of wave crests. 
An assessment of likely potential variables was presented, beginning with a range of 
geometry variables defined for "static", time invariant wave forms. Criticisms of this 
approach are that these features cannot be obtained from point elevation records since 
the waveforms are not time invariant, and that none of those devised can uniquely define 
a wave. The experiments conducted in directional seas and reported in Chapter 3 tend to 
support these remarks, but cannot be regarded as conclusive because the wave elevation 
sampling interval selected (20Hz.) was too long. A higher frequency is to be prefered 
in any similar future trials. 
Kinematic properties which may potentially characterize the breaking process, are sug-
gested to be the dynamic quantities of particle velocity, acceleration and velocity gradi-
ent (defined in the text), or the geometric properties (point values of a spatially defined 
quantity) of slope and curvature. These are of course not conuIned to a two-dimensional 
(z-z plane) definition but also exhibit variations in the y direction. 
After identifying some potential candidate variable for consideration as being individu-
ally dominant in characterizing breaking, there is then the problem of how to measure, 
under laboratory or field conditions, the time history values of its' magnitude. Direct 
measurement of the energy is simply not possible. The most directly available prop-
erty is a waves' point elevation record (usually Eulerian in a laboratory and Lagrangian 
under field conditions), from which the above "static" descriptors can be obtained, as 
can the vertical component of surface velocity or acceleration. The net effect of this 
instrumentation• restriction has been to confine investigations into the wave breaking 
effect to those properties which are most accessible and either dismissing the influence 
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of those which are not so readily attainable or attempting to measure them by surrogate 
means (e.g. the Fourier Transform mechanism for obtaining acceleration from elevation 
time histories). - 
To aid later work (Chapter 5) a visual wave classification system was devised to help in 
correlating a wave elevations' spectral properties with the visual effect (same chapter, 
Figure 6). This approach introduces four classes of breaking, thoroughly describing 
each, beginning with incipient -(flow separation or profile discontinuity) as Class 1, then 
associating each further class with a later stage in the time development of the breaker 
as it passes a fixed point. Class 2 is the familiar plunging form of an active, developing 
breaker whilst Class 3 takes this a stage further when the plunger has formed a spilling 
breaker. it is assumed - in common with Basco [4] amongst others - that all breakers 
go through each of these development stages and that it is only the scale of each which 
makes some stages more distinctly apparent than others. Class 4 represents a breaking 
wave crest which is receeding in the intensity of its activity. The effects of surface 
turbulence and entrained air are omitted on the basis that they are after-effects of the 
breaking process and not closely associated with the cause. 
7.2 Analytic Modelling 
A review of attempts to analytically model breaking wave statistics was presented in 
Chapter 4 and a detailed review of works by Ochi & Tsai [95] and Srokosz [114] dis-
cussed their applicability and restrictions. Ochi & Tsai developed expressions for the 
probability of breaking based on the assumption that wave crests above a certain non-
dimensionalized steepness will break, the value of the proportioning factor (say 7) be-
tween wave height and period being 0.027g. They subsequently revised the value of to 
0.020g based upon a best fit line to the observation of a total dataset of 42 wave crests. 
Their expressions for the probability of breaking were complicated functions of the spec-
tral moments up to and including m4, and made use of the moment combination which 
represents the spectral width. Though not verified by numerical analysis, the influence 
of m4 on the ultimate value of PTB is clearly significant from their expressions. 
The work of Srokosz [114] was reviewed and re-derived, correcting the expression given 
in his paper for PrB (Appendix 2). This approach makes no assumption about the 
spectral width - i.e. the result is applicable to both broad and -narrow banded spectra 
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- and ultimately simplifies after integration to give the total probability of breaking in 
a single term. This term is the exponential of the ratio between minus one half of some 





This function rises steeply for values of 	around 0.02 to 0.15, corresponding to a rise 
in the value for PrB up to around 0.5 (i.e. every other crest breaking). The function 
then gradually tends to the limiting value of unity as rn4 rises. Clearly therefore - by way 
of illustration - the range of absolute values for the variance of the surface acceleration 
for an assumed value of a = 0.4 (originally suggested by Srokosz [114] and used in 
constructing the graph, Chapter 4, Figure 5) lies between zero and 6.9 rn/s2 . 
The behaviour of the breaking probability functions described by authors Ochi & Tsai 
[95] and Srokosz [114], highlighted the strong dependence upon the computed value 
of m4 in any analytic treatment. It was illustrated here how the definition of each 
spectral moment leads to a suceptibility in computing values for each progressively 
higher moment to extraneous inputs such as signal noise. 
Computation of the higher spectral moments from parametric spectral models such as 
Pierson-Moskowitz or JONSWAP, for subsequent assessment of the breaking probability 
using the analytic expressions formulated, leads to a dilemma. The parametric spectra 
are usually formulated on the basis of a "saturation range" above the spectral peak 
having a constant exponential decay falling to the power -5. With this value, spectral 
moments greater then m3 fail to converge unless practical considerations about the 
limitations of the spectra are recognized and allowed for. 
As a result of this critical dependence and theoretically imposed inconsistency, an investi-
gation into techniques for evaluating finite values for spectral moments was undertaken 
looking first at the effect of rectangular window filtering, then filtering by the spec-
tral window function suggested by Vanmarcke [125]. A full discussion is presented in 
Chapter 4. 
The selection of a cut-off frequency in the evaluation of the moments (m2 , i = 1,4), 
can be based upon one of a variety of arbitrarily determined values (for example some 
multiple of the spectral peak, a value of w corresponding to 99% of m o ) or some physically 
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significant value (e.g. w corresponding to transition from gravity to capillary waves). 
In all cases, the introduction of the cut-off frequency introduces a potentially critical 
dependence into the determination of m 4 and thence PrB. 
Using the local averaging method of Vanmarcke, in which a local windowing operation 
is performed, ensures convergence of the spectral moment integrals but again raises the 
issue of the choice of a suitable averaging period (the microscale). Glazivan [29] sug-
gested that a microscale based upon quantities implicit in the spectrum would provide 
the most suitable solution, and proposed the "significant period". It was shown in 
Chapter 4 however that his assumption which leads to this result - that the proposed re-
lationship yeilds the smallest significant period - is inappropriate and unsuitable for the 
evaluation purpose. This does not mean that the method is itself inappropriate - only 
Glazmans' choice of microscale. It was further illustrated how the choice of this value 
affects the basic Pierson-Moskowitz spectrum and the values obtained for the spectral 
moments, at far lower cut-off frequencies then imposed. 
The difficulties to be encountered in extending the probabilistic work to full directional 
treatment were also demonstrated. In establishing the model based upon the same 
principals of a kinematic breaking threshold model as suggested earlier for the onmi-
directional variant, six variables become pertinent to the model. This involves 26 instead 
of the earlier (omni-directional model) 5, non-zero terms in a matrix of correlations. It 
was shown how to model the surfaces' behaviour but the high number of cross-terms 
meant that an explicit solution was impossible to achieve. 
As a part of work aimed at investigating the effect of directionality on breaking and its 
statistics, a review of the measurement, analytic description, analysis and presentation 
of directional data was undertaken in Chapter 6. The Maximum Likelihood Method was 
investigated in some depth as was the more general variant proposed by Isobe et.al. [47]. 
A complete derivation of Isobe's "EMLM" was undertaken and presented in Appendix 
3 and as a part of further work to apply this method to laboratory measurement, a 
new simulation procedure was devised and its principle is described in Chapter 6. This 
technique was based upon the earlier work reported by Bryden [10] which introduced 
a white noise filtration method into wave generation systems. Combining the output 
signals from his method, which represent the input signals to a linear array of discrete 
wavemakers, with a suitable transfer function, the resultant point location wave elevation 
time history within a wave field can be achieved. Using this method, concurrent elevation 
time histories at known, fixed relative locations could be reproduced. Such records 
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were to have been used in testing software which implemented the EMLM method for 
directional spectra determination, but the time available limited its development to 
presentation of the theory only. 
7.3 Experimental Investigations 
Two sets of trials plus two distinctly targeted experiments were reported; the trials being 
aimed at introducing new equipment to perform specialist tasks, whilst the experiments 
were directed at the investigation of wave breaking effects. 
Equipment 
A series of trials was undertaken into the automatic detection of breaking waves and 
foaming water, the aim being to reliably identify crests which human judgement would 
describe as breaking, but doing so without manual intervention. Three concepts were 
proposed and tested to differing stages of development. 
• The surface scattering of plane polarized light reflected off the wave surface. The 
experimental arrangement yielded erratic results, inconsistent with the antici-
pated signals. The concept remains feasible so long as the fundamental physics 
of light scattering from a disturbed, fluid surface can be confirmed. 
• Reflective luminosity of foaming surface contrasting against the dark background 
of undisturbed water. This concept is only suitable for investigating the effect 
(whitecapping) rather than the cause of wave breaking. It is not suitable for 
laboratory scale investigation since the necessary contrast is rarely achieved, and 
care would need to be exercised under both laboratory or field conditions, to 
exclude any direct light entering the detector 
• The attenuation and refraction of transmitted light, the received signal intensity 
indicating the presence of an air gap, water or foaming water, between source 
and sensor. Initial investigations illustrated that these phases were distinct, non-
overlapping signal regions, but difficulties are introduced by the volume of data 
capture and mechanical design and fabrication of a probe head having sufficient 
vertical resolution to compete with conventional probes. 
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None of the methods investigated yielded practical, consistent and reliable mechanisms 
for breaking wave crest detection, and a combined visual record:elevatión time history 
method was instead devised and adopted for later tests. 
It was pointed out how certain work by Longuet-Higgins [74], [73] into the distinctions 
between Eülerian and Lagrangian wave measurement systems, influence the values for 
the spectral moments as the aggregate wave steepness increases. As a prelude to fur-
ther experimental work, two approaches were investigated to overcome the anomalies 
introduced by the conventional Eulerian (or apparent) system, first by analytic treat-
ment then by the design of a miniature, Lagrangian (or real), wave profiling transducer 
which was then constructed and tested. Ultimately, neither was adopted for use in 
the experiments. The analytic treatment proved unrealistic due to the adoption of an 
inappropriate, low wave approximation to a steep wave condition. The Lagrangian sys-
tem - a gyro stabilized, gimbal mounted accelerometer within a spherical buoy - was 
unable to respond accurately to the wave profile and suffered mechanical problems. 
Briefly, the sphere was unable to achieve correct frequency response, an ellipsoidal solid 
of revolution would have been best for following the profile but would have imposed 
a lower frequency response limit because of its greater area. A dead-weight stabiliz-
ing arrangement required mechanical damping and the motorized gyro version suffered 
bearing vibration problems. Had more time been available, these difficulties could have 
been overcome, but it was decided that experimental data would be collected using 
conventional (Eulerian) methods and presented without further post-processing. 
Wave Geometry Experiments 
An experimental investigation was undertaken to assesses the suitability of the "static" 
wave geometry parameters, for uniquely defining and distinguishing breaking from non-
brealdng waves. Three sea-states of an identical spectral form were reproduced in a 
wave basin, free of the complicating difficulties of direct wind input, currents, tides, 
etc.. The wave generation scheme employed to produce the seas was the white noise 
filtration method of Bryden & Greated [11], giving a continuous frequency spectrum with 
components separated by random phase shifts. The same, symmetrical, cosine power 
spreading functional form was employed ir each test. After excluding inconsistent or 
unsuitable wave forms, this left a total database of over 3600 individual waves. 
A video film tracking procedure was developed to correlate visually identified breaking 
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(including whitecapping) waves with concurrent wave elevation time histories in an 
effort to match qualitative information to quantitative data. The method described 
in Chapter 3 is very labour intensive and so not suitable for many or long duration 
records since reliable reviewing could only be achieved at the rate of approximately 
one crest every seven seconds. Errors in the data collection procedure arose from both 
computational and visual effects detailed in the relevant section. A numerical study of 
errors was undertaken which anticipated the following conclusions of 
. Elevation & Vertical Crest Asymmetry error < ±2% 
. All definitions of WavePeriod error < ±5% 
• Wave Steepness error _< ±10% 
• Crest Front Steepness errors are significant and a function of Period 
. Horizontal Crest Asymmetry parameter is unreliable 
Results were presented as histograms for probability density functions of breaking and 
non-brealdng (plain) waves, plotted on overlaid diagrams for each identified parame-
ter and each dataset in turn. The principal conclusion from the results, was that the 
"static" geometry descriptors were unable to distinguish breaking from plain waves 
when evaluated from wave tank data sampled at 20Hz.. High positive correlations were 
found for each descriptor. The probable reason for this effect is believed to be an inap-
propriate assumption of constant waveform as the wave surface profile traverses the fixed 
location measuring probe, an effect enhanced by the presence of directional spreading 
in the experimental arrangement. In addition, the choice of sampling interval used in 
the software algorithm may, as described in Chapter 3, have detrimentally influenced 
the resolution obtainable for each identifying parameter. No analysis was conducted in 
these trials on uni-directional sea-states as the aim was to identify effects independent 
of spreading. 
Wave Kinematics Experiments 
A succession of two-dimensional (wave flume) tests were carried out in which a target 
combination of spectral moments were specified, then different combinations of fre- 
quency components and wave amplitudes introduced to achieve the same combination 
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of 7n0 - m3 but differing m4. The identification of the choice of frequency:amplitude 
combinations was made by application of a simplex optimization procedure adapted to 
this purpose. In this way it was hoped to verify or disprove within the limits of ex-
perirnental error, the dependence of breaking on the values for rn4 , as suggested by the 
earlier probabilistic models and indicating whether the breaking criteria selected were 
appropriate or otherwise. 
Errors were identified as far as possible and compensated for. These arose from the 
hardware - wave generation system, the wavemaker and the beach - by the visual data 
processing using the classffication system described above, and from the elevation record 
digital processing. Although a large volume of data was collected, this amounted after 
averaging procedures to five results for each of three sea-states (values for m o ). The 
data-sets are presented in Appendix 4. By re-arranging the expression for the probabil-
ity of breaking(Eqn. 7.1), it is clear that a linear relationship is indicated (see discussion 
in Chapter 5). Plotting the resultant experimental data (Chapter 5, Figures 10 - 13) and 
including progressively more of the visual classifications, indicated that this linear rela-
tion does hold true. The results are however not conclusive because of the scatter of data 
points though those results presented are consistent with the higher visual classifications 
and attain slope values approaching those corresponding to proportionality values (Cr) 
towards the 0.4 value suggested by Srokosz. Further, the nature of the under-estimation 
in experimental values for a is consistent with the Eulerian:Lagrangian measurement 
distinction, in that had a Lagrangian (true) record been obtainable, the experimental 
value of m4 applied to determining the coefficient a, would have been lower and the 
value determined for a would in each instance have been higher. 
7.4 Achievements & Further Work 
The achievements made in the course of work undertaken and reported in this thesis 
include, but are not limited to, the following. 
• Establishment and subsequent verification of a qualitative wave classification 
scheme, supported in its description of wave genealogical time development by 
the experiments of Chapter 5. 
• Supporting evidence is obtained under controlled conditions, showing that wave 
geometry, derived from fixed probe measurements, cannot be used to distinguish 
180 
breaking from non-breaking (plain) waves. 
Correction of the expression proposed by Srokosz [114] for the probability of wave 
crest accelerations exceeding a threshold value. 
• Demonstration that the inicroscale proposed by Glazman [29], is inconsistent with 
-. 	- the oncept as original1yproposed by Taylor and that some frictional value would 
be more pertinent to the assessment of spectral moments. 
• Based on a limited dataset of reliable experimental evidence, the probability of 
wave breaking depends upon the fourth spectral moment in the manner of equa-
tion 7.1 and further that using the classification scheme proposed, the values 
computed for the proportionality constant () rise toward the limits suggested by 
Srokosz [114] and Ochi & Tsai [95] as the classification becomes more precise to 
the point of incipient breaking. Furthermore that measurement of wave profile by 
a Lagrangian rather than an Eulerian system would have reduced the discrepancy 
between experimental and proposed values. 
. A new simulation technique to provide time histories at any number of fixed 
relative locations in random phase directional wave fields. 
To extend this work requires more data in the same format as was used to arrive at the 
results of Chapter 5 for observed probability of breaking. Although time consuming, 
this is the only way to verify the analytic work. Parallel to this may be progress in the 
development of automatic detection pursued in Chapter 2, again requiring verification 
trials before it could reliably be substituted for human intervention. Work in this field 
must also be concentrated in instrument development for the measurement of those 
criteria which were considered important in this work but which, as a direct consequence 
of the practical difficulties, could not be pursued on an experimental basis. In particular 
some form of non-intrusive, Lagrangian system which can operate up to the-fluid surface 
and which would permit closer inspection of particle velocities and accelerations would 
be most valuable. 
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Appendix 1 
Fluid Translation & Rotation 
Airy Wave Theory 
Simplex Method 
Spectral Analysis 
Matrix of Correlations 
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Fluid Velocity Motion - Translation, Deforma-
tion & Rotation 
Consider the velocity of some part of the fluid at a location defined by U1 (z, t) for 
position X 2 (z,y,z) 
The velocity at some neighbouring position a short distance rj away at the same instant 




This can be split into symmetric and anti-symmetric parts 
1 Iou2 au3 \ 1 Iou2 ar-i3 
 axi 
It will be shown that the first term represents a strain in the fluid whilst the second is 
associated with rotation. 	- 
Considering motion only in the 21 : 22 plane (for simplicity only) then constructing a 
square of side a - again for simplicity this is taken equal in the x and 22 directions - 
then the tensor notation yeilds the expressions 
2ri l. 	2r OU 
8z2 
( alll aU2 OUI 	_) -) i5j 
Clearly the terms for i = j represent linear velocities of the two locations considered. 
For i 54 j the terms represent the rate at which the angle between two adjacent faces of 
the rectangle constructed between the points (Figure 1.2) is changing. Thus the change 
in velocity from this term is associated with the angular deformation or "strain" of the 
fluid element 
The second term ( for each component x, y, z ) only two non-zero terms, which in the 




-8z 1 Ox 2 
Now the sides of the element of fluid considered parallel to zi, will rotate with angular 
velocity 
89 - _L (r 2.adt - 	öt 	8 i 
8U 
and similarly, parallel to z 2 
86 - 	8U1 
Thus the total rotation is given by 
0U2 8U1 
Ox 1 	Ox 2 
which is equivalent to the second term of the tensor expression. 
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U+oU - - 
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L 	 ri 
x1 M x 
Fig.1.1 	Definition Sketch 
Fig.1.2 	Fluid Tran5lation 
in1dt 
- 
Fig.1.3 	Fluid Rotation 
Airy Wave Theory 
Define a cartesian co-ordinate system (z, y, z) with z in the direction of wave prop oga-
tion and z vertical with z = 0 at still water level. It is assumed that the waves are 
two-dimensional in the z, z plane, propogating over a smooth, fiat horizontal sea-bed. 
There is no current or contamination of the free surface and the water is taken to be 
incompressible, invicid and the flow, irrotational. 
We require to determine the velocity potential q5.  This must satisfy Laplaces' Equation 
and the physical boundary conditions 
Laplace Equation 
82 0 + 
82 
= 0 	 (7.1) 
No flow across the solid boundary z = —h 
(7.2) az 
Fluid particle velocity normal to surface equals the velocity of the free surface z = 77 
87 	OO778O 	 (7.3) 
0z 
Constant pressure at free surface ( Bernoulli Eqn. ) z 
8,0 i{(o\ 2 fo\ 2 ) 
+ 2 	
+ g = 1(t) 	 (7.4) 
Wave train is periodic and of permanent form for all t 
	
(z,z,t) = (z - ct,z) 	 (7.5) 
We begin by assuming the wave height to be very much smaller than both the wavelength 
and water depth H << L and H << h 
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In making this assumption the non-linear terms in[eqns above] which involve products 
in terms of the order of the wave height 
( 
once this has been non-dimensionalised 
) 
are 
then negligable compared to the terms which are linear in terms of H. Thus 
	
From Eqn 7.3 ... 	 - 
- 0 -. 	
- 	 (7.6) 
z=O 




Thus, at z = 0 
1 (8/ = — ' -.
at 
Combining 7.6 and 7.7 at z = 0 
=0 	 (7.8) 
Now if we assume a solution of the form 
= Z(z)(z - Ct) 	 (7.9) 
bearing in mind Eqn 7.5. Substituting into 7.1 the appropriate derivatives yeild 
02 Z 
Ox2 	
-—.(x - Ct) = 0 	 (7.10) 
So... 
O2 	1 
y + 	-_(z - Ct) = 0 	+ k2 	0 	(7.11) 
82 Z 	1 
T + ,(Z~C)aY 	 8 2) = 0 	'. 	 - k 2 Z = 0 	(7.12) a. z 
The general solution to Eqn. 7.11 has a periodic form ( by suitable choice of constant k 
), 
whilst that of Eqn. 7.12 is of hyperbolic form. 
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= A 1 cos[k(z - Ct)] + A 2 sin[k(z - ct)]Z = A3 cosh(kz) + A 4 sinh(kz) 	(7.13) 
From the boundary conditions and assuming a crest (i.e.z 54 0) occurs at t = 0 where 
z = 0,yeilds (from Eqn. 7.12) A 1 = 0 
(7.14) 
= [A3 cosh(kz) + A4 sinh(kz)] [A1 cos[k(z - ct)] + A2 sm[k(z - ct)]] 
From Eqn. 7.12 ... A 4 = A 3 tanh(kh) 
Hence 
cosh[k(z + h)] 
A sinh(kh) 
sin[k(x - ct)] 	 (7.15) =  
'SAlhere 
A=A3A2 
Other relationships for properties in Airy theory can be evaluated by considering the 
total energy in the system. Water particles are assumed to move in closed curves, so 
taking the case of a particle at the surface and assuming deep water conditions 
77 = Asin(kz - wt) 
Assuming x = 0 
z = A sin(wt) 	= Aw cos(wt) 
y = A cos(t) 	= —Aw sin(wt) 
Imposing a uniform current on the body of the fluid, equal and opposite to the motion 
of the waveform makes the waveform appear stationary. The components then become 
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= Aw cos(wt) - c 	= —Aw sin(wt) 
The instantaneous resulting velocity is q = ,/(i 2 + 2) 
Now, from Bernoullis' Equation ... KE = 2g 
KE = -i-. {(Awcos(wt) - c) 2 + (Awsin(wt))2} 	
(7.16) 2g 
= 	{(A 2w 2 + c2 - 2Awccos(wt)} 
For the potential energy of the particle relative to the crest, we integrate and apply 
the boundary condition FE = O,t = 0 
FE = f zidt 
= - f Aw sin(wt)dt 
= Acos(wt)+B 
So 
FE = —A(1 - cos(wt)) 	 (7.17) 
Now, for a conservative system KE + FE =const. 
	
const. = 	_ {A2w2 + c2 - 2Awccos(wt)} - A(1 - cos(wt)) 
= 	{Aw + c 2 - 2gA - 2Awc cos(wt) + 2Ag cos(wt)} 
.For this to be true (i.e. time invariant) requires that the combined Cosine function be 
zero. 
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(2gA - 2Awc) cos(wt) = 0 
g = WC 






The following identities are obtained; 
c— 	L —-i. 
c2 = & w 2 = gk 
More generally, had the hyperbolic dependance been retained through these calculations, 








Fig.2.1 	Airy Theory - Definition Sketch 
Function Minimisation by a Simplex Procedure 
The geometric figure formed by a set of n +1 points in n dimensions is called a Simplex. 
The basic idea of the Simplex method is to compare the values of the objective function 
at the n +1 vertices of a general simplex and move this gradually towards the optimum 
point by itteration, the movement being achieved by three basic operations - reflec-
tion,contraction and expansion. To illustrate the operations consider the rninimisation 
of a function of two variables viewed in the X - Y plane. 
Let F(A) be the function value at the point (XA, YA).  We construct an arbitrary simplex 
of n + 1 (i.e. 3) points with vertices of B and C, all in the plane X - Y. Suppose that 
F(A) > both F(B) and F(C) then we replace A by its reflection, E , in D (the centroid 
of B - C). Now if E isiiot successful i.e. if F(E) ~: F(B),F(C), then we contract 
to either C or H depending on whether F(A) or F(E) were the lower. In the case 
where F(G) > F(A) or (equivalently) F(H) > F(E), then the simplex is contracted 
around B or C, which ever is the lower. If on the other hand E is successful i.e. if 
F(E) < F(B),F(C) then we expand to 1; keeping E or J as a replacement for A 
depending on which is the lower. 
Itteration then continues with B, C and the replacement for A, repeatedly distorting 











Fig.3.1 	2D Simplex 
Time Series Spectra 
Beginning with a realisable time series z(t) , its Fourier Integral is defined by the 
equation... 
X(t) = fx(f) 2 ftdf 
• where X(f) is the Fourier Transform of 2(t) into the frequency domain from the time 
domain. Inversion of this equation yeilds the Inverse Fourier Transform. 
00 L2(t) exp[—j27rft]dt =  
These equations together represent a Fourier Transform pair ; 2(t) is the original time 
function synthesised by the integral [eqn 1], whilst X(f) represents the harmonic com-
ponents which go to make up the time function when suitably combined. 
We can represent a random time history as the sum of many discrete frequencies, as-
sliming that it is ( in the limit ) periodic. 
z(t) = 91  + a1 cos(wi t) + a2 cos(w 2 t) + ... + b 1 sin(Qi t) + b2 sin(w2 t) +••• 
This can be expressed in exponential form by multiplying both sides by cos(wt) or 
sin(wt) in turn, integrating each term overr the period r, recognising that all cross terms 
are zero (cos(t) sin(wt)), as are the products (sin(&t) Sifl(W m t)), (cos(wt) COS(Wmt)) 
terms where m 54 n . This gives us the result for general terms 
a 	= 	[z(t)cos(it)dt 
I- i 
1• 
= a [2 z(t) sin(wt)dt 
- 2 
Then by the application of the identities 
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cos(t) = 1 [exp(jwt) + exp(-3wt)] 
sin(wt) - 1 [exp(jc&t) - exp(—jt)] 
We obtain 
	
z(t) = 	. +{(an —jb)exp(jwt) + (a 
00 




Where coi = 	and 	c' = 	- 3b) 
The constant term (Co) is the average, time invariant value of z(t) and as sucb. can 
be dealt with by considering all further operations to be fluctuations about a zero 
mean. This implies also the smrtmation of terms over positive and negative frequencies. 
It is preferred here to work with the more physically meaningful and understandable 
positive values only, which is perfectly valid since the series representation given is an 
even function. 
(t) = 2cFexp(3wt) 
cc 
=RE cn exp(jwnt) 
Replacing w,, by multiples of some fundamental frequency w o , this yeilds the expression 
z(t) = 	cexp(jwot) 
00 
= 	(c exp(jnwot) + c exp(—jnwot)) 
The mean square value of z is 
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2 (t) = lim+fT10° 	 } 2  {c, exp(jnwot) + c exp(-3nwot) dt 
= lim 	Icexp[2njwot] + 2cc 	C? 
 exp(_2n3w0t)1T 
T—oo4 1 	
2njwoT 	 + 	—2n3w0T 10 
00 
=Ecc 
We now define the power spectrum G(f) in terms of the contribution to the mean 
square value of z(t) in the interval (zf), by the expression 
G(f) = 
Then the mean square is expressed 
cc 72 = G(f) 
The discrete power spectral density S(f) is now defined as the power spectrum devided 
by the frequency interval 
5(f) -ifft  A  - 
So, 
00 -22 
= > S(f)df 




The relationship above is of little direct value to us as we as yet have not established 
how to obtain 5(f) from x(t) . To do this consider the simple case of evaluating the 
auto-correlation function of the time series (this can just as easily be extended to cross-
correlation terms but for simplicity is not addresses here). 
Evaluate the Fourier Transform of the time series lags 
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00 
z(t+r) = fX(f)exp{2irJf(t+r)}df . 
 00 
The expression for autocorrelation is 
R(r) = lim +f  00  x(t)x(t + r)dt 
Substituting 
CO 





urn {f z(t) exp {27r3f(t + r)} dt} X(f) exp {2ir3f(t + r)} df 00 T—oo 
= 
	
+x(f)x*(f)} exp {2rjf(t + r)} df 
 T—i.00 
Now the mean square values of x(t) can be expressed as a Fourier Transform by the 
relationship 
= ]im+J 2 z 2 (t)dt 
= r urn X(f)X*(f)df - = T—. 00 
Which on comparing with the above expression for 5(f) shows that 
S(f)=lim +X(f)x(f) 
T—'oo 
So the autocorrelation can be expressed as 
R(r) = fS(f)exp{2rifr}df 
00 
Thus the Inverse Fourier Transform yeilds the power spectral density in terms of an 
autocorrelation function of the time history. The autocorrelation function is symettrical 
about r.= 0 and so the limits of integration can be altered to reflect the use of positive 
lags only. 
p00 
Sxx(f) = 2/ Rxx(r)exp{-27rJfr}dr Jo 
RM 
As stated above, these procedures apply equally to cross-correlation terms, thus 
CO 
Sxy(f) = 2fRx(r)exP{-27rJfT}dT 
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Matrix of Correlations 
Beginning with the input of a single sinusoidal function, we establish the first and second 
time derivatives. 
f 	ecos(wt+4') 
1' = —cw sin(wt + ) 
/11 = — cw 2 cos(wt + ) 
(e1,E2,e3) 	(f,.f',f") 
The correlations between the derivatives need only be computed for one half of the 
matrix since it is symettric i.e. 	= 
11T, = 	urn 
f T 






T—oo2[ 2w 	 Jo 
c [l+ 2wi_T sin(2wT+2)]°° 
- 
- i 
= 	Urn ! fo
T 





sin(2wT + 2) dt - T-400 T 2 




{__ 2 	 2w 	Jo 
fz\ (1 	cos(2wT+2 
= T 	I 
=0 
—c 2w 2 cos 2 (wt + 	) dt f T—'oo T 
c 2  W 2 
(1 + cos(2t + 2)) dt 







2wT 	 Jo 
2 
(_C2) 




1 = 	- 
T _()2 (1 




11+ -i-- sin(2wt + 2t)1 
T  
T—.00 2 	1 2w Jo 
- 	()2 




2 T 	 .1
_ 








(1 + cos(t + 2)) dt 












wT 	 Jo 
= w 4 (c) 
fl 	lim - 
T 
fo c2w3 cos(wt + 4) sin(wt + 	) dt T—i.00 T 
1 - = 	urn 
T—.00T 
fT
sm(2wT + 24) dt 
(c2w3)  
 2 




= T+2 (_c2 w 3 )( 1 	cos(2wcb)) 
T 
=0 
Now setting = -, then the matrix of correlations can be re-expressed as 
11 6e2 le3 0 	_w4 
e26 E2E2 e2e3 	= 0 w2 o 0 	 (7.1) 
e3e1 e3e2 E3E3 —w 2 q5 0 	w 4 
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Mn = f00 "5() dW 
so the matrix of correlations becomes 
0 	—Ew, 
0 	 0 
—Ew 	0 	Wn 
And so clearly, by the definition of spectral moments 
m0 	On 
m2 
m4 	W nOn  
Hence we obtain the matrix of correlations 
in0 0 —m 2 
M= 	0 m2 0 
	
(7.2) 
—m2 0 m4 
Taking now the determinant of the matrix of correlations 
MI = mo (m2m4) - m2 (m2m2) 
= rr& 0m2m4 - m 




- mm4 - m 
Now the number of dimensions (K) is three, so using Rices' joint probability equation 
p(6,E2,e3) = (2ir)/m2/ exp [- 
(z M_ 1 zT)] 	 (7.3) 
Now with Mr,, being the r, s co-factor, we can obtain the individual terms which together 
complete the joint probability distribution of 6 , e2, E3 
M, 5 zM_1ZT . > 	fZrZa 	 (7.4) 
r s 	Me,, 	X,. X 3 
1 	1 m2m4 ei ei 
1 	2 0 ei E2 
1 	3 m2m2 Ei E 
2 	1 0 C2 Ei 
2 	2 (mom4) - m E2 E2 
2 	3 0 E2 e3 
3 	1 m2m2 E3 Ei 
3 	2 0 e3 e2 
3 	3 mm2 E3 e3 
Hence the joint probability is given by 
1 [em2m4 + Ee3m + .X + eiesm2 
+ 
emom2]  I - (2ir)/X1) t._ 	 m21 
1 	f 1 (m4+e1e3m2+emo exp 	[~2
(24 2 m2 	 )1 } 	(7.5) 
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Appendix 2 
. Derivation of the Probability of Wave Crest Breaking 
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Probability of Wave Crests with Downward Accelerations over a Threshold. 
Cartwright & Longuet-Higgins (1956) studied the probability distribution 
of the maxima of a random function and applied their results to the 
distribution of wave elevations r obtained at some given point in a surface 
over a period of time and without regard to wave directions (i.e. 
omni-directional). To obtain the probability distribution of wave elevations 
which break according to the criteria for breaking of downward accelerations 
exceeding some figure ag, Srokoszs' (1986) method is adopted. Beginning with 
the joint probability distribution of a number of independent variables (a), 




where M is the inverse matrix to the matrix of correlations 	and A 15 
the determinant of the same [see Longuet-Higgins (1957)]. Carwright and 
Longuet-Higgins (1956) evaluate the distribution of maxima of a function 
representing the sum of sinusoidal components 
1(t) = 	c Cos(wt+ 	) n 	n n n 
pointing out that at crests f'(t) = 0 and so obtain the expression for the 
probability distribution of maxima possessing the full range of downward 
vertical accelerations. Srokosz (1986) adjusts the limits of the resulting 
expression to confine attention to those crests with absolute downward (i.e. 
negative) acceleration in excess of -ag. This is expressed... 
1. -c&g 2 
1= 1 
	• 	21T 	- 




Where A = m 0m - m2 
m03 2 +2m21 3+m1 
2 
-2 
} d 3 
To derive the probability distribution of breaking waves we proceed by 
integrating this expression over accelerations (3) between the stated 
limits ..... 
i = a Jx exp{bx 2 +cx+d} dx 	where a = 
-00 
2 -m 0 	-m21 	-m 1 
b=; c= 	; d= 	2L 
Now ...a exp{bx2 +cx+d} = f exp{bx 2 +cx}... 	f = a exp(d) 
2 
= f exp[b(x+°/2b)2 - 
Therefore: 
-ctg 2 
I = f f x exp[b(x+°/2b) 2 -0 	dx 
- cc 
Change of Variable... Let y = x+°/2b 	therefore dy = dx, x = 
P 
I = f f (y-°/2b)exp[by2° / b ] dy 	 Limits... 	x 	y 
- -ag 
I:°/2b = P 
p 	 p 
fI y expEby 2 
- 0 
2 
- fo = f exp[by2 C2,Jdy 
- 	 -w 
P 	 P 
= fh J y exp[by2 ]dy - -- 	f exp[by2 ]dy 2b 
-w 	 -w 
p 	 P 
= A J y exp(by2 ) dy - B f exp(by2 )dy 	Where A = fh , b - fc  - 2b 
-w 	 -w 
I = I - I 
p 
I i 	t 
So... - = J y exp(by 2 )dy 
- 
Change of Variable.... Let y2 = t 	therefore 2y dy = dt 	y = VT 
P 2 
I i 	t- dt = . exp(bt). 
2/E 
Limits... 	y 	t 
p 	p 2 
-w 	 00 
P 2 
if = 	j exp(bt)dt 
- 	 P2 
= bt) 
- 	-m0 	 2 	 -m0 
= -. {exp —cg + 	)) - 
	
X ( m0 	exp (- 	())} 
-m0 	2 	2czgm21 	 2 
= - {exp(- (( ag) - + ( 	) ) ) - of mo 	2A 	 m 0 	mo 
- 	-m0 	2 	2m21v' 	 2  
= - exp{ 
2cm0m 	 - 	 + 	 2 
2 
-A 	-1 	1 2 	
2m2mY 	 2 ____________ 
= - 
mo 
exp{ i m- __ + 	 m 
• 	2c 2 m 	 v'm 0 m 
2m2 y 
-A 	-1 	2  = - exp{  y 	____ + (1_ 2 ) n 2 } 
2c 	- /mO m k 
2 
Now... A = fh = a exp exp(d) 
" 
2 
- 	21 	(2A 
= a exp I I 	2A 	 A 4m0 1 
2 	2 	2 
F
m 	m2
aexp + I 
2A 	2m, A 
2 	2 	2 
-m 1 rn2 El 
=aexp 	 + 
2 	2 	2 
2m0 c Ink 2m, m4c 
2 
1 2c 2 2 	 2aexp—n + 2  2€ m 0 m 
1 
	









rn 0 rn 
Therefore: 
-1 	2rn21 	 22 
a 	rn0 exp{— 
(y2 
- 	 + 
(1c2)2 + 2 
- ( ____ 	Ii 
2€ 	' 	/rn0 m 	 Irn0 rn 
- 	 {_Lt J .Y 2 	2rn2 1 	rn0m- 	2  exp mo 	 2 	+ 	 n ( 	 ) 	 - ( 	 ) 
71 2 
 ~ n II 
2€ 	/rn 0 rn 1 rn 0 rn 	 rn 0 rn 	 I 
- 	
2 
- 2rn21 	211 
= — exp 	Ti 	___ +11! m0 2 
2€ 	I /rn0rn1 	I 
= 
- exp{— Ti - 2( 	)2  I 
+ 2 - 	 -1 	2 	m0rn- 
rn0 2c2 	 rn0rn 
I I  
 
{_..L (2 
- 	 2)Yri + y 2 in0 	
1} = 
- exp 
2€ 	 I 
= 	exp{ – - 
In2 
 - 2Iii V'(1e2) + y2(i 	
2 
 ) + y
22 
m0 2e2 11 
2 
exp 
{-- (n 2 - 2Iii v (1_ C 2 ) + 1 2 (1 2 )) m0 = - 
2€ 	 2 
22 
________ - C 	1 
 - 
	 exp{Z.J (n - y i 	
2 )2 -T 
in 0 ,-2-2 	2c2 	
(1 € 	2 
2 
exp{—- (n - I  J(1_ c 2 )) 2 - 
2c 	 2 
Also 	- 




2 	2 	2 
1 	-m21 	- 	-m11 in2 Now... B= 	 ( 	)( —) exp 
I(2irmk) ino 2t 	
exp ( 	2 	2m0 
2 	2 	2 
in2 




i 	1112 	ino Ifl I. _ exp{ — 
--T-- ) 





( C_i) (2)) }  
•b/- ; 	)/ 	1/(mQmk) 
2 1 	
) exp = _n 
ic 	 2 
2 1 	j_ 1(1-c2). exp(- 11  = —11 
Now Note that 12 is a Symmetric Integral, therefore: 
exp(by2)dy = f exp(by2)dy 
So... 	12 = - B 	exp(by2 )dy 
00 
B f exp(1 m0 — — y2 )d 2 
-p 
Change of Variable... 
mo m0 
Let x = 	y 	therefore: dx = 
Limits... 	 y 	 X 
-p 
= ctg_(_21  (L) 1 
2 
m2 	 m21 
= cg— (x) {g  - m 0 	= 
Simplifying. 
m0 	m21 
''K (cLg— m0 
v'(m 0 m - 
ag 
m0m 	
- — 	 ) ) 
m 0 m 
= 	) 	- Ti  
m0 mk 




2 	 2 
1 2 = 	 1(1 - c 2 ) exp(—) . /(-) f expFf-) 	dxmo v'Z • 
CO 
2 	 2 
1 2 
	1(1-c2)expF---) f exp( 	"2 dx 
11 
Now since attention is confined to negative values of acceleration by 
the initial operation I3 I in the opening for I, the factor ( - 1) can be 
removed from the final expression without affecting the final result, and 
since 
p(n) = 	p(1) 
it follows that the probability distribution of the elevations of breaking 
waves is given by ..... 
2 	 2 	2 
	




. Derivation of the Extended Maximum Likelihood Method 
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The Extended Maximum Likelihood Method for Directional Spectra. 
We must first state our objectives and identify what information we have 
available with which to obtain them. The desired result is the wave 
elevation power spectral density to a point expressed as a function of wave 
frequency (w) and incident angle (e) i.e. S (w, 0) 
For the purposes of subsequent application of the spectral information, the 
spectra considered is to be of the one-sided (frequency) form with range 
CL) = 0, Co. 
The available information comes in the form of any type of regular concurrent 
time history for wave properties at or in the vicinity of the location under 
scrutiny. These properties can be of almost any characteristic (elevation, 
particle velocity, subsurface pressure, etc.) but if anything other than the 
wave elevation then they must be capable of being referred back - still as a 
time history - to this property by some form of transfer function, 
independent of any variable subsequently used in the analysis. 
Consider an array of wave 
property sensors, each 
having positioned vectors 
r relative to a fixed 
origin. 
For any individual record (cm) the omni-directiorial frequency spectrum can 
be def lend by the spectral representation, i.e. Fourier Transform pair 
c  m (t) = 1 x m  (w)exp[jwt] dw 
	- 	 w 
J  
CL) 
Introducing the concept of position, the same expression becomes 
c(rt) = I f Xm(w,k)exp[j(k.r - wt)] dk dw 
Physically this expresses the fact that the property under cservation takes 
values which vary with both time and location (in the plane). 
Key: 	Cm Wave property 
r 	Positioned vector of location 	xi + yj 
k Wavenumber vector 	(kCose)i + (kSin0)j 
Xm Amplitude of the "energy" contained within the increment dk.du 
Implicit in this expression is the Dispersion Relationship between the scalar 
values of frequency and wavenumber 
= gk Tanh (kh) 
It is unclear at this time, how this inter-relational dependancy affects the 
analysis. 
The relationship between the arbitrary property c and the property chosen to 
study (here n) may be identified- directly from the results of (say) linear 
wave theory [e.g. Sarpkaya & Issacson 1 81]. These can each be expressed in 
the frequency space domain by the functional form ..... 
H(w,O) = (CosO)Z(SinO)B G(w,O) 
or more consistently, 
H(ü,k) = (Cos8)' (SinO)B G(w,k) 
Substituting, 
= f JXm(wk) H(w,k)exp[j(k.r - wt)]dk dw 
Now, the cross power spectrum between any two location records - now 
converted to the same (elevation) property - is defined as the ensemble 
average of the product of the complex amplitude of one with the complex 
conjugate amplitude of the other 
* 
= < m n > 
Substituting and distinguishing the wavenumbers. RHS also a function of w 
mn () = < f 	m 	m X (k)H (k)exp[j(k r- wt)]dk 
kv 
x I X  n 	n 	 -n (k')H (k')exp[j(k' r - ut)]dk' > 
kt
- - -  
= < f Xm(k)X*n (k)Hm(k)Hn* (k)exp[( . (r m_ r))]dk' > 
since 	< X (k)X(k') > = 0 V k * 1<' 
and since S(w,k)dk dw = < dk(k) X*(k) > 
mn 	 m 	n 	 rn (w) = J S(w,k)H (k)H (k)exp[j(k.(r -r - — — n 
Assuming that an estimate of the directional spectrum S may be evaluated as a 
linear combination of cross-power spectra, then 
(w,k) = 	A rnn (k) 	(w) mn 
i.e. 	The directional spectral function at some frequency/wavenumber 
wavelength/angular position combination, is the sum over all available 
sensors of independent functions for all w and k. 
It is important to recognise that we are dealing here with two wavenumber 
functions - 
The spectrum desired at wavenumber k 
The contribution to the desired spectrums specific wavenumber incident 
from all directioris/wavenumbers, which are then windowed by coefficient 
A(k). 
Substituting and distinguishing wavenumbers 
(w,k) = f S(w,k') mn 
 A (k)H (w,kj)H*(,kt)exp[jkt(r - r )Jdk' 
mn—rn - 	- 	- —rn—n - 
or more concisely ..... 
(w,k) = JS,k')w(k,k?)dkt 
Where W(k,k') = 	A (k)H (w,k')H(w,k')exp[jk'(r - r )] mn—rn - 	- 	- m n mn 
NOTE! Frequency dependent. 
These equations imp.y that the ESTIMATED spectrum is a convolution (filtered 
in the k domain) of the TRUE spectrum and a window function. 
By now assuming that Amn(k) can be expressed as the product of independent 
column vectors ..... 
A (k) = I (k) I*(k) 	Note! *denotes conjugate transpose mn— 	m— 	fl- 
I 	A 1 1 
A 	I 
= 	. (A 1 A2 .......A) lxn 
mxl 
....and considering the MATRIX of cross spectral values 0 , thenmn 
= 
mn 
Define some function T(k) by the product, 
Tmn(k) = Hm(w,k) exp[jk r.m].Hn(,.) exp[ -jk 
= 	(k) dn(k) 	 ....MATRIX form 
Combining..... 
W(k,k') = 	i (k)Y* (k)H(k')exp[jk'r] H(wk')ex[ik'r] m— n mn 
= 	I (k)I(k) 6*(kt) 6 (k') m— n— 	- n — 
mn mxl lxn lxm 	rixi 
=> 	I (k)6(k')6 (k,)I*(k) n— n — 
mn 
= 	i (k)T (kt)Y*(k) 
m— mn— n — 
mn 
Normalising this we impose the constraint that when the desired and observed 
wavenumbers (respectively k, 1< 1 ) correspond (to k) then 
W(k, k) = 1 
To improve the correspondence of the estimate S with the actual S spectra, 
the window function W must be as close as possible to a dirac type delta 
function at the desired wavenurnber k. By rninimising the value of S in the 
expression S = XS.W, and since the window W has a constant form, then the 
total discrepancy between estimated (S) and true (S) spectra will be reduced. 
Minimising S implies.... 
(w,k)Y*(k) 	mm 
mn - n- 
inn 
and the constraint on the peak value of the window gives 
y (k)T (k)Y*(k) = C = 1 m— inn— n — 
rnn 
Thus the problem is equivalently ..... 
1* 
in 
T  inn n - 	C - =>rnax 
	
-r * 	r 	 * m mn n in inn n 





W(k,k') = 	A (k)H (w,k')H(w,k')expCjk'(r - r )] mn—rn - 	- 	- in n 
A (k) = I (k) Y*(k) mn— 	in— n — 
=> A = GG * 
T mn 	in 	 —in (k') = H expjk'r )H n 
* exP(jkt) = H H* 
— 	 —  
=> W = GT?G* 
(w,k) =I I A (k)(w) inn — inn 
=> S = GFG' 
Note that F 
So 	f SWdk' 
= GFG* 
= f SGT'G ' d' 
kv 
i.e. 
G F G 
	f SGT'G dk' 
kv 
Both sides of this equation represent estimates of the directional wave 
spectrum (S) at some SPECIFIC frequency/wavenumber combination (w,k). 
Clearly the RHS is 4he integral sum of the TRUE wave spectrum, windowed by 
the function (GT'G ) over all wavenumber directions (k') to yield the 
estimate at the desired direction (k'), suppressing information where I< k. 
In the limiting case where the estimate exactly equals the true spectrum, 
then the RHS integral must sum to unity. 
i.e. If S=S.... S=ISGTtG*dk, 
= S I GT'G ' dk' 
1 = I GT?G* dk' 
More generally, since we wish to preserve the representation of total power 
within the wave spectrum, the variance (area under the spectral curve)'of the 
directionally spread estimate must equal that evaluated for the omni-
directional case and so the 11 1" above is commonly a constant which is only 
ideally (in uni-directional seas) equal to unity. 
i.e. 	I GT?G* dk' = J 
From the arguments made above we wish to evaluate a MINIMUM of the function 
S. 
= GFG* ' MIN 
Assuming F can be expressed as the product of conjugate pairs 
F = K 
then S = G*K K*G 
under a similar assumption  
where G*K = C 	and K*  G = C 
Introducing a Lagrange multiplier 
G*FG = A(G*K - C) = const. 
Differentiating WRT 
FG - .A K=O 
F G= A K 
G = A F' K 
Therefore 
= F G 
= A G* F F' 	K 
= A G* K 
= A C 
Also from above 
= K* G 
= A K* F' K 
therefore 
C 
K* F ' K 
Substituting for S 
C 	• 	 1C12 
S=1 K = K*F K 
Returning to the ideal situation 
S = GFG* =fsGTtG* dk 
In the matrix form, the integral has no direct significance to this equation 
	
* 	S 	* 
GFG = GT'G 
For the ideal situation, GT?G* 4 1 such  tht GFG* ' S. This is not generally 
achieved but where J= S then GFG = GTG and the prime Is dropped from T. 
Premultiplying by -G and postinultiplying by G then substituting for the 
constituent matrices of F and T' yields 
K K* = H 
Introducing these into the estimate of the spectrum gives 
I c Iz 
s = 
H*F_ 1 H 
So returning to the full expression for each component and putting J = 
J = 
0- 1 H* H exp[jk(r - r )] m n 	--n —m 
mn 
In addition let us define normalised cross-spectra between any combination of 
properties by the equation 
(w) mn 
0mn(w) =  G(w,k) G(w,k) 
then the inverse becomes 
= 	mn 
urn 	G*( w, k)G( w, k) 
Since the matrix 	is Hermitian, then so is its inverse and consequently it 
can be divided into real and imaginary parts 
(w) = a(w) - j b(w) 
So substituting these relationships yields 
J = 
(a mn 	Mn -jb )(cose) amn(sine)
81402 exp[jk(rn_r m)] 
By expanding the exponential in terns of Sine and Cosine functions of the 
complex variable, expanding all terms, then taking ONLY REAL PARTS yields 
J 
(w,8) = 





For each Data-Set 
Observed Probabilities of Breaking (5 pages) 
• Computed Spectral Moments interleaved with Observed Probability of Breaking 
c/w Non-Parametric Coufidence Intervals (10 .pages) 
• Graphical Output 
Averaged Spectra in Tank (each m4) (1 page) 
Effects of Random Phase Selection (5 ensembles, each m4 ) (5 pages) 
232 
Record Ref 	I 11111 412 
Observed Breaking : Number of Crests OBSERVED 
NB Nc 
CLASS 
1 2 3 4 
INTERVAL 
o 36 0 36 4 36 3 36 
o 38 0 38 2 38 2 38 
0-32 0 38 0 38 4 38 3 38 
0 37 0 37 4 37 2 37 
0 36 3 36 4 36 0 36 
0 36 0 36 3 36 1 36 
0 38 0 38 2 38 4 38 
37-69 0 37 0 37 4 37 3 37 
0 37 0 37 4 37 2 37 
0 36 2 36 2 36 2 36 
0 36 0 36 2 36 2 36 
o 38 0 38 2 38 4 38 
74-106 0 38 0 38 3 38 5 38 
0 36 0 36 3 36 3 36 
3 36 1 36 3 36 1 36 
0 36 0 36 4 36 0 36 
0 38 0 38 2 38 2 38 
111-143 0 38 0 38 4 38 2 38 
0 36 0 36 4 36 2 36 
1 36 0 36 3 36 1 36 
0 36 0 36 2 36 2 36 
0 38 0 38 2 38 4 38 
148-180 0 38 0 38 4 38 3 38 
• 0 36 0 36 4 36 2 36 
• 2 36 1 36 3 36 2 36 
NET Pr3 0.0067 0.0078 0.0848 0.0614 
•Record Ref... 111111 411 
Observed Breaking : Number of Crests 
	 OBSERVED 
NB 	 Nc 
CLASS 
1 2 3 4 
INTERVAL 
o 40 0 40 0 40 0 40 
0 40 0 40 2 40 0 40 
0-32 0 40 0 40 2 40 0 40 
0 40 0 40 3 40 .1 '40 
0 40 0 40 4 40 0 40 
0 40 0 40 0 40 0 40 
0 40 0 40 2 40 0 40 
37-69 0 40 0 40 2 40 0 40 
0 40 1 40 3 40 0 40 
0 40 0 40 4 40 0 40 
0 40 0 40 0 40 0 40 
0 40 0 40 2 40 0 40 
74-106 0 40 0 40 2 40 0 40 
0 40 1 40 2 40 1 40 
0 40 0 40 4 40 0 40 
0 40 0 40 0 40 0 40 
0 40 0 40 2 40 0 40 
111-143 0 40 0 40 2 40 0 40 
0 40 2 40 3 40 0 40 
0 40 0 40 4 40 0 40 
0 40 0 40 0 40 1 40 
0 40 0 40 2 40 0 40 
148-180 0 40 0 40 2 40 0 40 
0 40 1 40 3 40 1 40 
0 40 0 40 4 40 0 40 
NET Pr8 0.0000 0.0050 0.0540 0.0040 
RecOrd Ref ... 11111 I 410 
Observed Breaking : Number of Crests 	 OBSERVED 
NB 	 Nc 
CLASS 
1 2 3 4 
INTERVAL 
0 38 0 38 6 38 2 38 
0 40 0 40 4 40 0 40 
0-32 0 38 0 38 5 38 1 38 
0 40 0 40 0 40 0 40 
0 40 0 40 4 40 0 40 
0 39 0 39 3 39 5 39 
0 40 0 40 4 40 0 40 
37-69 0 39 0 39 4 39 2 39 
0 40 0 40 0 40 0 40 
0 40 0 40 4 40 0 40 
0 39 0 39 5 39 3 39 
0 40 0 40 4 40 0 40 
74-106 0 39 0 39 5 39 1 39 
0 40 0 40 0 40 0 40 
0 40 0 40 4 40 0 40 
0 38 0 38 4 38 4 38 
0 40 0 40 4 40 0 40 
111-143 0 38 0 38 4 38 2 38 
0 40 0 40 0 40 0 40 
0 40 0 40 4 40 0 40 
0 39 0 39 3 39 5 39 
0 40 0 40 4 40 0 40 
148-180 0 38 0 38 4 38 2 38 
0 40 0 40 0 40 0 40 
0 40 0 40 4 40 0 40 
NET PrB 0.0000 0.0000 0.0847 0.0280 
Record Ref TTTTTT 49 
Observed Breaking : Number of Crests 	 OBSERVED 
N8 	 Nc 
CLASS 
1 2 3 4 
INTERVAL 
o 38 0 38 0 38 0 38 
o 38 0 38 4 38 2 38 
0-32 0 38 2 38 0 38 0 38 
2 38 0 38 0 38 0 38 
0 38 0 38 3 38 3 38 
0 38 0 38 0 38 0 38 
0 38 0 38 4 38 2 38 
37-69 0 38 2 38 0 38 0 38 
2 38 0 38 0 38 0 38 
o 38 0 38 2 38 4 38 
0 38 0 38 0 38 0 38 
0 38 0 38 4 38 2 38 
74-106 0 38 1 38 1 38 0 38 
2 38 0 38 0 38 0 38 
0 38 0 38 3 38 3 38 
0 38 0 38 0 38 0 38 
0 38 0 38 4 38 2 38 
111-143 0 38 2 38 0 38 0 38 
2 38 0 38 0 38 0 38 
0 38 0 38 4 38 2 38 
0 38 0 38 0 38 0 38 
• 0 38 0 38 4 38 2 38 
148-180 0 38 0 38 2 38 0 38 
2 38 0 38 0 38 0 38 
• 0 38 0 38 2 38 4 38 
NET Pr8 0.0105 0.0074 0.0389 0.0274 
Record Ref ... 111111 48 
Observed Breaking : Number of Crests 	 OBSERVED 
NB 	 Nc 
CLASS 
1 	 2 	 3 	 4 
INTERVAL 
o 39 0 39 2 39 0 39 
o 38 0 38 0 38 0 38 
0-32 0 38 0 38 2 38 0 38 
0 38 0 38 0 38 0 38 
0 38 0 38 4 38 0 38 
0 38 0 38 2 38 0 38 
0 38 0 38 0 38 0 38 
37-69. 0 38 0 38 2 38 0 38 
0 38 0 38 0 38 0 38 
0 38 0 38 4 38 0.. 38 
O 38 0 38 2 38 0 38 
0 38 0 38 0 38 0 38 
74-106 0 38 0 38 2 38 0 38 
0 38 0 38 0 38 0 38 
O 38 0 38 4 38 0 38 
0 38 0 38 2 38 0 38 
0 38 0 38 0 38 0 38 
111-143 0 38 0 38 2 38 0 38 
0 38 0 38 0 38 0 38 
0 38 0 38 4 38 0 38 
0 38 0 38 2 38 0 38 
0 38 0 38 0 38 0 38 
148-180 0 38 0 38 2 38 0 38 
0 38 0 38 0 38 0 38 
0 38 0 38 4 38 0 38 
NET Pr6 0.0000 0.0000 0.0421 0.0000 
DATASET - 6T412 
Record Ref. ii iii 412 
	
CI Prob ... ± 2CT  
Ensemble Average 
1 2 3 4 5 
UcI 0.00122 
m0 0.00121 0.00122 0.00120 0.00119 0.00119 0.00120 
Lcl 0.00118 
UcI 0.00784 
m 1 0.00759 0.00776 0.00766 0.00746 0.00762 0.00762 
LcI 0.00740 
UcI 0.05259 
m 2 0.04867 0.05126 0.05049 0.04776 0.05036 0.04971 
LcI 0.04683 
UcI 0.37288 
m 3 0.32246 0.35459 0.34827 0.31607 0.34863 0.33801 
LcI 0.30313 
UcI 2.81603 
m4 2.23151 2.59665 2.54146 2.18358 2.55488 2.42162 
LcI 2.02721 
Record Ref ... I nil 412 
Observed Breaking : Number of Crests 
	
OBSERVED 
No 	 Nc 
CLASS 
1 2 3 
INTERVAL 
0 36 0 	36 4 36 
o 38 0 38 2 38 
0-32 0 38 0 	38 4 38 
0 37 0 37 4 37 
0 36 3 	36 4 36 
o 36 0 	36 3 36 
0 38 0 38 2 38 
37-69 0 37 0 	37 4 37 
0 37 0 37 4 37 
0 36 2 	36 2 36 
0 36 0 	36 2 36 
0 38 0 38 2 38 
74-106 0 38 0 	38 3 38 
0 36 0 36 3 36 
3 36 1 	36 3 36 
o 36 0 	36 4 36 
0 38 0 38 2 38 
111-143 0 38 0 	38 4 38 
0 36 0 36 4 36 
1 36 0 	36 3 36 
0 36 0 	36 2 36 
0 38 0 38 2 38 
148-180 0 38 0 	38 4 38 
0 36 0 36 4 36 
2 36 1 	36 3 36 
ucl (90%) 0.0083 0.0083 0.0871 
NET "B 0.0067 0.0078 0.0848 
Id (90%) 0.0000 0.0000 0.0708 
Group Probabilities Id (90%) PrB ucl (90%) 
1 + 2 0.0055 0.0144 
3+4 0.1304 0.1463 0.1514 
1 + 2 + 3 0.0926 0.0993 





























DATASET - 6T41 1 
Record Ref. ii ill I 411 
	
CI Prob ... ± 2CY  
Ensemble Average 
1 2 3 4 5 
UcI 0.00132 
m 0 0.00118 0.00116 0.00116 0.00115 0.00094 0.00112 
LcI 0.00092 
UcI 0.01010 
m 1 0.00904 0.00890 0.00887 0.00880 0.00719 0.00856 
LcI 0.00702 
UcI 0.07751 
m 2 0.06937 0.06838 0.06791 0.06761 0.05518 . 	 0.06569 
LcI 0.05387 
UcI 0.59623 
m 3 0.53375 0.52667 0.52108 0.52090 0.42476 0.50543 
LcI 0.41463 
UcI 4.59697 
m4 4.11664 4.06695 4.00559 4.02288 3.27734 3.89788 
LcI 3.19878 
Record Ref... 111111 411 
Observed Breaking Number of Crests 
	
OBSERVED 
NB 	 Nc 
CLASS 
1 2 3 
INTERVAL 
o 40 0 	40 0 40 
O 40 0 40 2 40 
0-32 0 40 0 	40 2 40 
0 40 0 40 3 40 
o 40 0 	40 4 40 
o 40 0 	40 0 40 
0 40 0 40 2 40 
37-69 0 40 0 	40 2 40 
0 40 1 40 3 40 
0 40 0 	40 4 40 
0 40 0 	40 0 40 
0 40 0 40 2 40 
74-106 0 40 0 	40 2 40 
O 40 1 40 2 40 
- 0 40 0 	40 4 40 
o 40 0 	40 0 40 
0 40 0 40 2 40 
111-143 0 40 0 	40 2 40 
0 40 2 40 3 40 
• 0 40 0 	40 4 40 
0 40 0 	40 0 40 
0 40 0 40 2 40 
148-180 0 40 0 	40 2 40 
0 40 1 40 3 40 
0 40 0 	40 4 40 
ucl (90%) 0.0050 0.0550 
NET Pr8 0.0000 0.0050 0.0540 
Id (90%) 0.0000 0.0500 
Group Probabilities Id (90%) Pr9 ucl (90%) 
1 + 2 0.0000 0.0050 0.0050 
3 + 4 0.0550 0.0580 0.0600 
1 + 2 + 3 0.0550 0.0590 0.0600 






























DATASET - 6T410 
Record Ref. liii ii 410 	 Ci Prob ... ± 2CY  
Ensemble Average 
1 2 3 4 5 .+cl 
UcI 0.00123 
m0 0.00121 0.00122 0.00122 0.00121 0.00120 0.00121 
LcI 0.00120 
UcI 0.00946 
m 1 0.00938 0.00939 0.00941 0.00936 0.00930 0.00937 
LcI 0.00928 
UcI 0.07322 
m 2  0.07272 0.07263 0.07282 0.07248 0.07193 0.07251 
LCI 0.07181 
UcI 0.56858 
m 3 0.56508 0.56346 0.56487 0.56315 0.55812 0.56294 
Lcl 0.55729 
UcI 4.42983 






























































Record Ref ... 111111 410 
Observed Breaking : Number of Crests 
	
OBSERVED 















































































DATASET - 6T49 
Record Ref. 111111 49 
	
CI Prob ... ± 2CY  
Ensemble Average 
1 2 3 4 5 
UcI 0.00129 
m 0 0.00128 0.00128 0.00128 0.00127 0.00127 0.00127 
LcI 0.00126 
UcI 0.00956 
m 1 0.00952 0.00948 0.00949 0.00942 0.00942 0.00947 
LCI 0.00938 
UcI 0.07120 








m 4 3.98553 3.96648 3.99457 3.95109 3.95731 3.97100 
Lci 3.93397 
Record Ref ... 111111 49 
Observed Breaking : Number of Crests 
	
OBSERVED 
NB 	 Nc 
CLASS 
1 2 3 
INTERVAL 
o 38 0 	38 0 38 
o 38 0 38 4 38 
0-32 0 38 2 	38 0 38 
2 38 0 38 0 38 
0 38 0 	38 3 38 
0 38 0 	38 0 38 
o 38 0 38 4 38 
37-69 0 38 2 	38 0 38 
2 38 0 38 0 38 
0 38 0 	38 2 38 
0 38 0 	38 0 38 
o 38 0 38 4 38 
74-106 0 38 1 	38 1 38 
2 38 0 38 0 38 
0 38 0 	38 3 38 
0 38 0 	38 0 38 
0 38 0 38 4 38 
111-143 0 38 2 	38 0 38 
2 38 0 38 0 38 
0 38 0 	38 4 38 
0 38 0 	38 0 38 
0 38 	- 0 38 4 38 
148-180 0 38 0 	38 2 38 
2 38 0 38 0 38 
0 38 0 	38 2 38 
ucl (90%) 0.0105 0.0105 0.0421 
NET Pr0 0.0105 0.0074 0.0389 
Id (90%) 0.0105 0.0000 0.0316 
Group Probabilities Id 	(90%) PrB ucl (90%) 
1 + 2 0.0105 0.0179 0.0210 
3 + 4 0.0631 0.0663 0.0684 
1 + 2 + 3 0.0526 0.0568 0.0579 





























DATASET - 6T48 
Record Ref. i I I I i I 48 
	







0.00142 	0.00141 	0.00141 	0.00141 	0.00140 
0.01054 	0.01048 	0.01048 	0.01047 	0.01043 
0.07867 	0.07804 	0.07806 	0.07813 	0.07763 
0.58848 	0.58229 	0.58311 	0.58464 	0.57920 






















Record Ref ... 111111 48 
Observed Breaking Number of Crests 
	 - OBSERVED 
NB 	 Nc 
CLASS 
1 2 3 
INTERVAL 
o 39 0 39 2 39 
o 38 0 38 0 38 
0-32 0 38 0 38 2 38 
o 38 0 38 0 38 
0 38 0 38 4 38 
0 38 0 38 2 38 
o 38 0 38 0 38 
37-69 0 38 0 38 2 38 
0 38 0 38 0 38 
o 38 0 38 4 38 
o 38 0 38 2 38 
0 38 0 38 0 38 
74-106 0 38 0 38 2 38 
0 38 0 38 0 38 
0 38 0 	.38 4 38 
O 38 0 38 2 38 
0 38 o 38 0 38 
111-143 0 38 0 38 2 38 
0 38 0 38 0 38 
0 38 0 38 4 38 
0 38 0 38 2 38 
0 38 0 38 0 38 
148-180 0 38 0 38 2 38 
0 38 0 38 0 38 
0 38 0 38 4 38 
ucl (90%) 0.0421 
NET PrB 0.0000 0.0000 0.0421 
Id (90%) 0.0418 
Group Probabilities Id (90%) PrB ucl (90%) 
1 + 2 0.0000 
****** 
3 + 4 0.0418 0.0421 0.0421 
1 + 2 + 3 0.0418 0.0421 0.0421 


































0.00 	 I 	 I 	 I 	 I 	 I 
0.00 	3.60 	7.60 	11.10 	15.20 	19.00 
	
w 	(rid/ui 






:: i 	F 
0.00 	3.60 	7.60 	11.40 	15.20 	19.00 
w 	(rad/u 








0.00 I 	I 	 I 	 I 	 I 	 I 
0.00 	3.60 	7.60 	11.40 	15.20 	19.00 
., 	(rid/i) 








0.00 	3.80 	7.60 	11.40 	IS.20 	19.00 
w 	(rid/u) 








0.001 	 I 	 I 	 I 	 I 	 I 
0.00 	3.80 	7.60 	11.10 	'5.20 	19.00 
W 	 (rid/ui 
Fig. to 	Data 6148 
Fig.1 	Averaged Spectra in Tank 










0.00 	3.60 	7.60 	11.40 	15.20 	19.00 
c 	(rid/u) 







:: 	 ' 
0.00 	3.60 	7.60 	11.40 	15.20 	19.00 
c 	[rid/il 
Fig. Ic 	Pha3e Group 3  







0.00 	 I 
0.00 	3.80 	7.60 	11.10 	15.20 	19.00 
22 	[rid/u] 








0.00 	 Jj 
0.00 	3.80 	7.60 	11.40 	25.20 	19.00 
w 	[rid/u] 








0.00 	i 	 II 	I 	 I 
0.00 	3.80 	7.60 	11.10 	25.20 	19.00 
1.1 	[rid/ui 
Fig. ii 	Phase Group 5 
Fig.1 	Single Spectra - Record 6T412 










0.00 	3.80 	7.60 	11.10 	15.20 	19.00 
i 	[rsd/sJ 








0.00- 	 I 	 I 	 I 
0.00 	3.60 	7.60 	11.40 	*5.20 	19.00 
w 	(rad/uj 









0.00 	3.80 	7.60 	11.10 	15.20 	19.00 
(rid/u] 









0.00 	3.80 	7.60 	11.40 	IS.20 	19.00 
w 	[radii) 









0.00 	3.80 	7.60 	11.10 	*5.20 	19.00 
c.* 	(rid/i) 
Fig. 10 	Phase Group 5 
Fig.1 	Single Spectra - Record 61411 
Effect of Random Phase Selection 







0.00 	3.60 	7.60 	11.10 	15.20 	19.00 
Ca 	(rid/il 
Fig. 10 	Phoe Group 1 
3.00 
2.40 





0.00 	 III 
0.00 	3.80 	7.60 	11.10 	15.20 	19.00 
c 	(radii) 
Fig. Ic 	Phase Group 3  









0.00 	3.60 	7.60 	11.10 	15.20 	19.00 
[rid/i] 









0.00 	3.80 	7.50 	11.40 	15.20 	*9.00 
CII 	 (rid/i] 







0.00 	i 	 I 
0.00 	3.80 	7.50 	11.10 	15.20 	19.00 
[rid/il 
Fig. le 	Phase Group 5 
Fig.1 	Single Spectra - Record 6T410 










i 	I II I 
	
0.00 	3.80 	7.60 	11.40 	15.20 	19.00 
(rid/i) 








0.00- I 	 I 	 I 	 11 1 1 1 1 
0.00 	3.60 	7.60 	11.40 	15.20 	19.00 
I 	(rid/si 
Fig. Ic 	Phase Group 3  
3.00 	







0.00 	 I 	 I 	 I 	 I 	 I 
0.00 	3.80 	7.60 	11.40 	15.20 	19.00 
, 	[rid/i] 









0.00 	3.80 	7.60 	11.40 	15.20 	19.00 
1.1 	(rid/i) 










0.00 	3.80 	7.60 	11.40 	15.20 	19.00 
[rid/i) 
Fig. 1. 	Phoe Group 5 
Fig.1 	Single Spectra - Record 6149 
Effect of Random Phose Selection 







0.00 	 I 	 I 
	
0.00 	3.60 	7.60 	11.10 	15.20 	19.00 
(rad/J 









0.00 	3.80 	7.60 	11.40 	15.20 	19.00 
[rad/sj 








0.00 	I 	 I 
0.00 	3.80 	7.60 	11.10 	15.20 	19.00 
(rrid/u) 
Fig. lb 	Phose Group 2 









0.00 	3.80 	7.60 	11.40 	15.20 	19.00 
w 	(rid/i) 









0.00 	3.60 	7.60 	11.10 	15.20 	19.00 
, 	(rid/J 
Fig.le 	Phoe Group 5 
Fig.1 	Single Spectra - Record 6148 
Effect of Random Phase Selection 
Record Ref ... TIT 412 
Observed Breaking : Number of Crests 
	
OBSERVED 
NB 	 Nc 
CLASS 
1 	 2 
INTERVAL 
o 38 0 38 0 38 3 38 
o 39 0 39 4 39 2 39 
0-32 3 39 1 39 4 39 1 39 
1 37 1 37 8 37 0 37 
0 35 2 35 1 35 3 35 
0 37 0 37 0 37 4 37 
0 38 0 38 3 38 3 38 
37-69 3 38 1 38 4 38 1 38 
0 35 2 35 5 35 1 35 
• 0 36 2 36 2 36 2 36 
1 37 0 37 0 37 4 37 
0.38 0 38 4 38 1 38 
74-106 2 38 0 38 3 38 3 38 
0 35 0 35 7 35 1 35 
1 36 2 36 3 36 1 36 
0 38 0 38 0 38 2 38 
0 38 0 38 4 38 2 38 
111-143 3 38 0 38 3 38 5 38 
0 35 0 35 5 35 3 35 
2 36 2 36 3 36 1 36 
1 37 0 37 0 37 2 37 
0 38 0 38 4 38 2 38 
148-180 1 38 0 38 3 38 5 38 
0 37 1 37 5 37 1 37 
1 36 2 36 3 36 1 36 
NET PrB 0.0202 0.0177 • 0.0845 0.0581 
Record Ref 'TIT 411 
Observed Breaking : Number of Crests 	 OBSERVED 
No 	 Nc 
CLASS 
1 2 3 4 
INTERVAL 
'2 40 0 40 2 40 2 40 
1 39. 1 39 4 39 1 39 
0-32 0 41 2 41 2 41 0 41 
0 40 0 40 0 40 0 40 
0 40 0 40 2 40 0 40 
0 39 1 39 3 39 2 39 
0 38 2 38 3 38 1 38 
37-69 0 40 2 40 2 40 0 40 
0 40 0 40 0 40 0 40 
0 40 0 40 2 40 0 40 
1 39 0 39 3 39 2 39 
39 2 39 4 39 1 39 
74-106 1 39 0 39 1 39 2 39 
0 40 0 40 0 40 0 40 
o 40 0 40 2 40 0 40 
0 39 1 39 3 39 2 39 
0 39 2 39 2 39 3 39 
1,11-143 2 39 0 39 2 39 0 39 
0 40 0 40 0 40 0 40 
0 40 0 40 2 40 0 .40 
1 39 0 39 2 39 ' 	 2 39 
0 38 1 38 4 38 1 38 
148-180 1 40 1 40 2 40 0 40 
0 40 0 40 0 40 0 40 
0 40 0 40 2 40 0 40 
NET Pr9 0.0092 0.0153 0.0499 0.0195 
Record Ref ... UT 410 
Observed Breaking : Number of Crests 
	 OBSERVED 
N 8 	 Nc 
CLASS 
1 2 3 4 
INTERVAL 
2 40 0 40 0 40 0 40 
0 40 0 40 4 40 0 40 
0-32 0 40 0 40 2 40 2 40 
0 40 0 40 6 40 0 40 
0 40 0 40 3 40 3 40 
1 40 1 40 0 40 0 40 
0 40 0 40 4 40 0 40 
37-69 0 40 0 40 3 40 1 40 
0 40 0 40 6 40 0 40 
O 40 0 40 4 40 2 40 
2 40 0 40 0 40 0 40 
0 40 0 40 4 40 0 40 
74-106 0 40 0 40 3 40 1 40 
0 40 0 40 6 40 0 40 
0 40 0 40 3 40 3 40 
1 40 0 40 1 40 0 40 
0 40 0 40 4 40 0 40 
111-143 0 40 0 40 3 40 2 40 
0 40 0 40 6 40 0 40 
0 40 0 40 3 40 3 40 
2 40 0 40 0 40 0 40 
0 40 0 40 4 40 0 40 
148-180 0 40 0 40 2 40 3 40 
0 40 0 40 6 40 0 40 
0 40 0 40 3 40 3 40 
NET PrB 0.0080 0.0010 0.0800 
0.0230 
Record Ref ... iTT 49 
Observed Breaking : Number of Crests 
	
OBSERVED 
NB 	 NC 
CLASS 
1 2 3 4 
INTERVAL 
o 38 0 38 3 38 2 38 
o 40 2 40 0 40 0 40 
0-32 0 38 0 38 2 38 2 38 
0 38 0 38 2 38 0 38 
0 38 0 38 0 38 0 38 
0 38 0 38 3 38 3 38 
0 40 2 40 0 40 0 40 
37-69 0 38 0 38 2 38 2 38 
0 38 0 38 2 38 0 38 
0 38 0 38 0 38 0 38 
0 38 0 38 3 38 3 38 
0 40 2 40 0 40 .0 40 
74-106 0 38 0 38 2 38 2 38 
0 38 0 38 2 38 0 38 
0 38 0 38 0 38 0 38 
0 38 0 38 3 38 3 38 
0 40 2 40 0 40 0 40 
111-143 0 38 0 38 3 38 1 38 
0 38 0 38 2 38 0 38 
0 38 0 38 0 38 0 38 
0 38 0 38 3 38 3 38 
0 40 2 40 0 40 0 40 
148-180 0 38 0 38 2 38 2 38 
0 38 0 38 2 38 0 38 
0 •38 0 38 0 38 0 38 
NET PrB 0.0000 0.0100 0.0379 0.0242 
Record Ref UT 48 
Observed Breaking : Number of Crests 
	 OBSERVED 
NB 	 Nc 
CLASS 
1 2 3 4 
INTERVAL 
o 38 0 38 3 38 1 38 
o 38 0 38 0 38 0 38 
0-32 0 40 0 40 2 40 0 40 
o 38 0 38 2 38 0 38 
0 38 0 38 0 38 0 38 
o 38 0 38 2 38 2 38 
0 38 0 38 0 38 0 38 
37-69 1 39 0 39 1 39 0 39 
0 38 0 38 0 38 2 38 
0 38 0 38 0 38 0 38 
0 38 0 38 3 38 1 38 
0 38 0 38 0 38 0 38 
74-106 0 39 1 39 1 39 0 39 
0 38 0 38 1 38 1 38 
0 38 0 38 0 38 0 38 
o 38 0 38 2 38 2 38 
0 38 0 38 0 38 0 38 
111-143 0 40 1 40 1 40 0 40 
0 38 0 38 2 38 0 38 
o 38 0 38 0 38 0 38 
• 0 38 	• 0 38 2 38 2 38 
0 38 0 38 0 38 0 38 
148-180 0 40 2 40 0 40 0 40 
0 38 0 38 1 38 1 38 
0 38 0 38 0 38 0 38 
• 	 NET PIB 0.0010 0.0040 0.0240 0.0126 
DATASET - 3T412 
Record Ref. TTT 412 
	
CI Prob ... ± 20 
Ensemble Average 
1 2. 3 4 5 
UcI 0.00306 
m 0 0.00305 0.00305 0.00303 0.00303 0.00302 0.00304 
LcI 0.00301 
UcI 0.01970 
m 1 0.01962 0.01957 0.01949 0.01949 0.01938 0.01951 
w 0.01932 
UcI 0.13057 
m 2 0.13003 0.12955 0.12943 0.12898 0.12829 0.12926 
LCI 0.12794 
UcI 0.90170 
m 3 0.89671 0.89231 0.89502 0.88759 0.88392 0.89111 
LcI 0.88051 
UcI 6.54316 
6.49163 6.45196 6.49816 6.40794 6.39453 6.44884 
LcI 6.35452 
Record Ref ... 1T1 412 
- 	Observed Breaking : Number of Crests 
	
OBSERVED 
NB 	 Nc 
CLASS 
1 2 3 4 
INTERVAL 
o 38 0 	38 0 38 3 38 
o 39 0 39 4 39 2 39 
0-32 3 39 1 	39 . 4 39 1 39 
1 37 1 37 8 37 0 37 
0. 35 2 	35 1 35 3 35 
0 37 0 	37 0 37 4 37 
0 38. 0 38 3 38 3 38 
37-69 3 38 1 	38 4 38 1 38 
0 35 2 35 5 35 1 35 
0 36 2 	36 2 36 2 36 
1 37 0 	37 0 37 4 37 
0 38 0 38 4 38 1 38 
74-106 2 38 0 	38 3 38 3 38 
0 35 0 35 7 35 1 35 
1 36 2 	36 3 36 1 36 
0 38 0 	38 0 38 2 38 
0 38 0 38 4 38 2 38 
111-143 3 38 0 	38 3 38 5 38 
0 35 0 35 5 35 3 35 
2 36 2 	36 3 36 1 36 
1 37 0 	37 0 37 2 37 
0 38 0 38 4 38 2 38 
148-180 1 38 0 	38 3 38 5 38 
0 37 1 37 5 37 1 37 
1 36 2 	36 3 36 1 36 
ucl (90%) 0.0213 0.0195 0.0592 
NET Pr0 0.0202 0.0177 0.0845 0.0581 
Id (90%) 0.0158 0.0111 0.0765 	. 0.0483 
Group Probabilities Id (90%) PrB ucl (90%) 
1 + 2 0.0326 0.0379 0.0381 
3 + 4 0.1360 0.1426 0.1441 
1 + 2 + 3 0.1133 0.1225 0.1231 
1 + 2 + 3 + 4 0.1719 0.1806 0.1810 
DATASET - 31411 
Record Ref. TrT 411 
	
CI Prob ... ± 20 
Ensemble Average 
1 2 3 4 5 
UcI 0.00328 
m 0 0.00291 0.00288 0.00288 0.00291 0.00234 0.00279 
LcI 0.00229 
UcI 0.02537 
m 1 0.02254 0.02226 0.02220 0.02253 0.01810 0.02153 
LCI 0.01768 
UcI 0.19659 
m2 0.17474 0.17233 0.17176 0.17479 0.14020 0.16676 
LcI 0.13693 
UcI 1.52640 
m 3 1.35727 1.33689 1.33147 1.35905 1.08847 1.29463 
LCI 1.06285 
UcI 11.87730 
m 4 10.56535 10.39406 10.34337 10.59132 8.47027 10.07287 
LcI 8.26843 
Record Ref ... ITT 411 
Observed Breaking : Number of Crests 
	
OBSERVED 
NB 	 NC 
CLASS 
1 2 3 
INTERVAL . 
2 40 0 	40 2 40 
1 39 1 39 4 39 
0-32 0 41 2 	41 2 41 
0 40 0 40 0 40 
0 40 0 	40 2 40 
0 39 1 	39 3 39 
0 38 2 38 3 38 
37-69 0 40 2 	40 2 40 
0 40 0 40 0 40 
0 40 0 	40 2 40 
1 39 0 	39 3 39 
0 39 2 39 4 39 
74-106 1 39 0 	39 1. 39 
0 40 0 40 0 40 
0 40 0 	40 2 40 
0 39 1 	39 3 39 
0 39 2 39 2 39 
111-143 2 39 0 	39 2 39 
0 40 0 40 0 40 
0 40 0 	40 2 40 
1 39 0 	39 2 39 
0 38 1 38 4 38 
148-180 1 40 1 	40 2 40 
0 40 0 40 0 40 
0 40 0 	40 2 40 
ucl (90%) 0.0102 0.0179 0.0510 
NET Pr8 0.0092 0.0153 0.0499 
Id (90%) 0.0000 0.0102 0.0459 
Group Probabilities Id (90%) PrB ucl (90%) 
1 + 2 0.0204 0.0244 0.0256 
3 + 4 0.0654 0.0694 
1 + 2 + 3 0.0715 0.0744 0.0759 





























DATASET - 31410 
Record Ref. TTT 410 
	
CIProb ... ± 2 a 
Ensemble Average 
1 2 3 4 5 
UcI 0.00351 
m0 0.00345 0.00350 0.00348 0.00348 0.00345 0.00347 
LcI 0.00343 
UcI 0.02727 
0.02673 0.02710 0.02706 0.02697 0.02673 0.02692 
LcI 0.02656 
UcI 0.21254 
m 2 0.20809 0.21083 0.21113 0.20988 0.20804 0.20959 
LcI 0.20665 
UcI 1.66354 
m3 1.62633 1.64648 1.65413 1.63960 1.62516 1.63834 
Let 1.61314 
UcI 13.07870 
m 4 12.761 13 12.90920 13.01350 12.85951 12.74573 12.85781 
LcI 12.63692 
Record Ref ... TTT 410 
Observed Breaking : Number of Crests 
	 OBSERVED 


























































148-180 0 40 
0 40 
0 40 
ucl (90%) 0.0100 
NET PrB 0.0080 







































































DATASET - 3T49 
Record Ref. TTT 49 	 - - 	 Ci Prob ... ± 20 
Ensemble Average 
1 2 3 4 5 
UcI 0.00367 
m0 0.00365 0.00365 0.00366 0.00364 0.00366 0.00365 
LcI 0.00364 
UcI 0.02743 
m 1 0.02723 0.02721 0.02739 0.02718 0.02730 0.02726 
LcI 0.02709 
UcI 0.20599 
m 2 0.20378 0.20351 0.20566 0.20357 0.20445 0.20419 
LcI 0.20239 
Uci 1.55328 
m 3 1.53099 1.52825 1.55035 1.53048 1.53686 1.53538 
LcI 1.51748 
UcI 11.76073 
11.54631 11.52247 11.73434 11.55041 11.59933 11.59057 
Lci 11.42040 
Record Ref ... TTT 49 
Observed Breaking : Number of Crests 
	
OBSERVED 
No 	 Nc 
CLASS 
1 2 3 
INTERVAL 
o 38 0 	38 3 38 
o 40 2 40 0 40 
0-32 0 38 0 	38 2 38 
0 38 0 38 2 38 
0 38 0 	38 0 38 
0 38 0 	38 3 38 
40 2 40 0 40 
37-69 0 38 0 	38 2 38 
o 38 0 38 2 38 
0 38 0 	38 0 38 
0 38 0 	38 3 38 
0 40 2 40 0 40 
74-106 0 38 0 	38 2 38 
0 38 0 38 2 38 
0 38 0 	38 0 38 
0 38 0 	38 3 38 
0 40 2 40 0 40 
111-143 0 38 0 	38 3 38 
0 38 0 38 2 38 
0 38 0 	38 0 38 
0 38 0 	38 3 38 
0 40 2 40 0 40 
148-180 0 38 0 	38 2 38 
0 38 0 38 2 38 
0 38 0 	38 0 38 
ucl (90%) 0.0100 0.0395 
NET Pr9 0.0000 0.0100 0.0379 
Icl (90%) 0.0100 0.0368 
Group Probabilities Id (90%) Pr9 ucl (90%) 
1 + 2 0.0100 0.0100 0.0100 
3 + 4 . 0.0579 0.0621 0.0631 
1 + 2 + 3 0.0468 0.0479 0.0495 






























DATASET - 3T48 
Record Ref. UT 48 
	
CIProb ... ±2a 
Ensemble Average 
1 2 3 4 5 
UcI 0.00405 
m 0 0.00402 0.00402 0.00404 0.00402 0.00403 0.00403 
LcI 0.00400 
UcI 0.03014 
m 1 0.02994 0.02999 0.03011 0.02996 0.03002 0.03000 
LcI 0.02987 
UcI 0.22523 
m2 0.22377 0.22444 0.22493 0.22414 0.22453 0.22436 
LcI 0.22349 
UcI 1.69023 
m3 1.67860 1.68570 1.68641 1.68309 1.68547 1.68385 
LcI 1.67747 
UcI 12.73850 
m 4 12.63721 12.70738 12.68919 12.68467 12.69975 12.68363 
LcI 12.62876 
Record Ref ... TU 48 
Observed Breaking Number of Crests OBSERVED 
Na Nc 
CLASS 
1 2 3 4 
INTERVAL 
o 38 0 38 3 38 1 38 
o 38 0 38 0. 38 0 38 
0-32 0 40 0 40 2 40 0 40 
0 38 0 38 2 38 0 38 
0 38 0 38 0 38 0 38 
0 38 0 38 2 38 2 38 
0 38 0 38 0 38 0 38 
37-69 1 39 0 39 1 39 0 39 
0 38 0 38 0 38 2 38 
0 38 0 38 0 38 0 38 
0 38 0 38 3 38 1 38 
0 38 0 38 0 38 0 38 
74-106 0 39 1 39 1 39 0 39 
0 38 0 38 1 38 1 38 
0 38 0 38 0 38 0 38 
0 38 0 38 2 38 2 38 
0 38 0 38 0 38 0 38 
111-143 0 40 1 40 1 40 0 40 
0 38 0 38 2 38 0 38 
0 38 0 38 0 38 0 38 
0 38 0 38 2 38 2 38 
0 38 0 38 0 38 0 38 
148-180 0 40 2 40 0 40 0 40 
0 38 0 38 1 38 1 38 
0 38 0 38 0 38 0 38 
uci (90%) 0.0026 0.0050 0.0132 
NET Pr8 0.0010 0.0040 0.0240 0.0126 
Id (90%) 0.0000 0.0000 0.0156 0.0053 
Group Probabilities Id (90%) Pr9 ucl (90%) 
1 + 2 0.0000 0.0051 0.0051 
3 + 4 0.0316 0.0366 0.0367 
1 + 2 + 3 0.0208 0.0290 
1 + 2 + 3 + 4 0.0416 0.0417 0.0417 
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Effect of Random Phase Selection 
Record Ref 	1111111 412 
Observed Breaking : Number of Crests 
	 OBSERVED 
NB 	 NC 
CLASS 
1 2 3 4 
INTERVAL 
2 36 2 36 1 36 3 36 
3 35 1 35 2 35 2 35 
0-32 3 33 1 33 1 33 0 33 
0 36 1 36 3 36 1 36 
3 35 1 35 1 35 1 35 
37 1 37 2 37 2 37 
3 35 1 35 1 35 3 35 
37-69 1 33 1 33 3 33 0 33 
3 36 0 36 4 36 0 36 
3 35 1 35 2 35 2 35 
1 36 4 36 1 36 2 36 
1 36 0 36 2 36 3 36 
74-106 1 34 1 34 3 34 0 34 
2 36 1 36 3 36 1 36 
2 34 0 34. 2 34 2 34 
0 37 1 37 2 37 3 37 
0 36 1 36 2 36 2 36 
111-143 0 33 2 33 2 33 0 33 
1 36 0 36 4 36 2 36 
1 34 0 34 2 34 0 34 
3 36 2 36 2 36 1 36 
1 36 1 36 2 36 4 36 
148-180 1' 32 3 32 1 32 0 32 
1 36 0 36 1 36 3 36 
2 36 0 36 2 36 2 36 
NET Pr9 0.0445 0.0298 0.0579 0.0436 
Record Ref... 1111111 411 
Observed Breaking : Number of Crests 
	 OBSERVED 
NB 	 Nc 
CLASS 
1 	 2 	 3 	 4 
INTERVAL 
2 38 0 38 0 38 0 38 
o 38 0 38 2 38 1 38 
0-32 0 38 0 38 2 38 0 38 
2 39 0 39 1 39 1 39 
0 38 0 38 0 38 0 38 
3 39 2 39 0 39 1 39 
0 38 0 38 2 38 2 38 
37-69 0 40 0 40 2 40 0 40 
2 38 0 38 2 38 1 38 
2 37 0 37 0 37 0 37 
1 38 2 ,38 0 38 1 38 
0 38 0 38 3 38 .0 38 
74-106 0 38 0 38 1 38 1 38 
2 38 0 38 1 38 1 38 
0 36 1 36 0 36 1 36 
1 38 1 38 1 38 1 38 
0 40 0 40 3 40 1 40 
111-143 0 39 0 39 1 39 1 39 
1 38 0 38 0 38 2 38 
1 37 0 37 2 37 0 37 
0 38 2 38 0 38 1 38 
0 40 0 40 4 40 0 40 
148-180 0 39 0 39 1 39 1 39 
1 38 0 38 1 38 1 38 
0 38 0 38 1 38 1 38 
NET Pr3 0.0189 . 0.0084 0.0311 0.0199 
RecordRef... 1111111 410 
Observed Breaking : Number of Crests 
	
OBSERVED 
NB 	 Nc 
CLASS 
• 1 • 2 3 4 
INTERVAL 
0 34 0 34 4 34 2 34 
1 40 0 40 0 40 0 40 
0-32 0 40 2 40 0 40 0 40 
.0 37 0 37 2 37 4 37 
0 40 0 40 0 40 0 40 
0 33 0 33 3 33 3 33 
1 40 0 40 0 40 0 40 
37-69 0 40 • 	 2 40 1 40 0 40 
0 36 0 36 2 36 4 36 
0 40 0 40 0 40 0 40 
0 32 0 32 4 32 2 32 
4 40 0 40 0 40 0 40 
74-106 0 40 2 40 0 40 0 40 
0 38 0 38 3 38 3 38 
0 40 0 40 0 40 0 40 
0 33 0 33 3 33 3 33 
2 40 0 40 0 40 0 40 
111-143 0 40 2 40 0 40 0 40 
0 39 0 39 5 39 1 39 
0 40 0 40 0 40 0 40 
• 
0 34 0 34 5 34 1 34 
2 40 0 40 0 40 0 40 
148-180 . 	 0 40 2 40 1 40 0 40 
0 38 0 38 4 38 2 38 
0 40 0 40 0 40 0 40 
NET PrB. • 0.0100 0.0100 0.0417 0.0284 
Record Ref ... 1111111 49 
Observed Breaking : Number of Crests 
	 OBSERVED 
NB 	 Nc 
CLASS 
1 2 3 4 
INTERVAL 
o 38 0 38 0 38 0 38 
1 38 0 38 0 38 0 38 
0-32 1 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
1 38 0 38 0 38 0 38 
1 38 0 38 0 38 0 38 
37-69 1 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
2 38 0 38 0 38 0 38 
74-106 1 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
1 38 0 38 0 38 0 38 
111-143 3 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
1 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
148-180 2 38 0 38 0 38 0 38 
2 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
NET Pr9  0.0179 0.0000 
0.0000 0.0000 
Record Ref ... 11111 i I 48 
Observed Breaking Number of Crests 	 OBSERVED 
NB 	 NC 
ClASS 
1 2 3 4 
INTERVAL 
2 38 0 38 0 38 0 38 
o 38 0 38 0 38 0 38 
0-32 0 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
1 38 0 38 0 38 0 38 
1 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
37-69 0 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
2 38 0 38 0 38 0 38 
2 38 0 38 0 38 0 38 
74-106 0 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
- 1 38 0 38 0 38 0 38 
1 38 0 38 0 38 0 38 
1 38 1 38 0 38 1 38 
111-143 0 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
1 38 0 38 0 38 0 38. 
1 38 0 38 0 38 0 38 
2 38 0 38 0 38 0 38 
148-180 0 38 0 38 	. 0 38 0 38 
0 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
NET PrB 0.0158 0.0011 0.0000 
0.0011 
DATASET - 7T412 
Record Ref. 1111111 412 
	












0.00266 	0.00264 	0.00264 	0.00263 	0.00262 
0.01769 	0.01734 	0.01755 	0.01743 	0.01726 
0.12320 	0.11907 	0.12202 	0.12093 	0.11894 
0.91014 	0.86534 	0.89846 	0.88897 	0.86822 


















Record Ref ... 1111111 412 
Observed Breaking : Number of Crests 
	 OBSERVED 
NB 	 Nc 
CLASS 
1 2 3 4 
INTERVAL 
2 36 2 	36 1 36 3 36 
3 35 1 35 2 35 2 35 
0-32 3 33 1 	33 1 33 0 33 
0 36 1 36 3 36 1 36 
3 35 1 	35 1 35 1 35 
1 37 1 	37 2 37 2 37 
3 35 1 35 1 35 3 35 
37-69 1 33 1 	33 3 33 0 33 
3 36 0 36 4 36 0 36 
3 35 1 	35 2 35 2 35 
1 36 4 	36 1 36 2 36 
1 36 0 36 2 36 3 36 
74-106 1 34 1 	34 3 34 0 34 
2 36 1 36 3 36 .1 36 
2 34 0 	34 2 34 2 34 
0 37 1 	37 2 37 3 37 
0 36 1 36 2 36 2 36 
111-143 0 33 2 	33 2 33 0 33 
1 36 0 36 4 36 2 36 
1 34 0 	34 2 34 0 34 
3 36 2 	36 2 36 1 36 
1 36 1 36 2 36 4 36 
148-180 1 32 3 	32 1 32 0 32 
1 36 0 36 1 36 3 36 
2 36 0 	36 2 36 2 36 
uci (90%) 0.0511 0.0336 0.0627 0.0470 
NET PrB 0.0445 0.0298 0.0579 
0.0436 
Id 	(9OÔ/0 ) 0.0114 0.0229 0.0451 0.0384 
Group Probabilities Id (90%) Pr8 ucl (90%) 
1 + 2 0.0345 0.0743 0.0805 
3 + 4 0.0848 0.1015 0.1064 
1 + 2 + 3 0.1025 0.1323 0.1363 
1 + 2 + 3 + 4 0.1410 0.1758 0.1819 
DATASET - 7T41 1 
RecordRef. 1111111 411 
	
Cl Prob ... ± 2 
Ensemble Average 
1 2 3 4 5 
UcI 0.00310 
m 0 0.00274 0.00271 0.00269 0.00267 0.00213 0.00259 
Lcl 0.00208 
UcI 0.02389 
m 1 0.02115 0.02090 0.02076 0.02064 0.01652 0.02000 
LcI 0.01610 
UcI 0.18476 
m 2 0.16366 0.16177 0.16085 0.16005 0.12838 0.15494 
LCI 0.12512 
UcI 1.43177 
m 3 1.26963 1.25486 1.24949 1.24379 1.00024 1.20360 
LCI 0.97543 
UcI 11.11860 
m 4 9.87199 9.75739 9.72986 9.68952 7.81651 9.37305 
Lcl 7.62750 
Record Ref... 1111111 411 
Observed Breaking : Number of Crests 
	 OBSERVED 
NB 	 Nc 
CLASS 
1 2 3 
INTERVAL 
2 38 0 	38 0 38 
o 38 0 38 2 38 
0-32 0 38 0 	38 2 38 
2 39 0 39 1 39 
0 38 0 	38 0 38 
3 39 2 	39 0 39 
o 38 0 38 2 38 
37-69 0 40 0 	40 2 40 
2 38 0 38 2 38 
2 37 0 	37 0 37 
1 38 2 	38 0 38 
0 38 0 38 3 38 
74-106 0 38 0 	38 1 38 
2 38 0 38 1 38 
0 36 1 	36 0 36 
1 38 1 	38 1 38 
0 40 0 40 3 40 
111-143 0 39 0 	39 1 39 
1 38 0 38 0 38 
1 37 0 	37 2 37 
0 38 2 	38 0 38 
0 40 0 40 4 40 
148-180 0 39 0 	39 1 .39 
1 38 0 38 1 38 
0 38 0 	38 1 38 
ucl (90%) 0.0210 0.0102 0.0312 
NET Pr9 0.0189 0.0084 0.0311 
Id (90%) 0.0053 0.0000 0.0262 
Group Probabilities Id 	(90%) PrB ucl (90%) 
1 + 2 0.0158 0.0273 0.0314 
3 + 4 0.0366 0.0510 0.0521 
1 + 2 + 3 0.0470 0.0584 0.0625 





























DATASET - 7T410 




1 •2 3 4 5 
UcI 0.00340 
m 0 0.00337 0.00335 0.00335 0.00337 0.00339 0.00337 
LcI 0.00333 
UcI 0.02640 
m 1 0.02611 0.02600 0.02602 0.02610 0.02635 0.02612 
LcI 0.02584 
UcI 0.20555 
m 2 0.20276 0.20220 0.20243 0.20298 0.20523 0.20312 
LcI 0.20068 
UcI 1.60517 
m 3 1.57865 1.57643 1.57910 1.58245 1.60253 1.58383 
LcI 1.56249 
Uci 12.56989 
m 4 12.32501 12.32449 12.35146 12.36984 12.54669 12.38349 
LcI 12.19709 
Record Ref ... [111111 410 
Observed Breaking : Number of Crests 
	
OBSERVED 
NB 	 Nc 
CLASS 
1 	 2 	 3 
INTERVAL 
0 34 0 	34 4 34 
1 40 0 40 0 40 
0-32 0 40 2 	40 0 40 
0 37 0 37 2 37 
0 40 0 	40 0 40 
0 33. 0 	33 .3 33 
1 40 0 40 0 40 
37-69 0 40 2 	40 1 40 
0 36 0 36 2 36 
0 40 0 	40 0 40 
0 32 0 	32 4 32 
4 40 0 40 0 40 
74-106 0 40 2 	40 0 40 
o 38 0 38 3 38 
0 40 0 	40 0 40 
0 33 0 	33 3 33 
2 40 0 40 0 40 
111-143 0 40 2 	40 0 40 
o 39 0 39 5 39 
o 40 0 	40 0 40 
o 34 0 	34 5 34 
2 40 0 40 0 40 
148-180 0 40 2 	40 1 40 
0 38 0 38 4 38 
0 40 0 	40 0 40 
ucl (90%) 0.0100 0.0449 
NET PrB 0.0100 0.0100 0.0417 
Id (90%) 0.0050 0.0100 0.0343 
Group Probabilities Id 	(90%) PrB ucl (90%) 
1 + 2 0.0150 0.0200 0.0225 
3 + 4 . 0.0671 0.0701 0.0709 
1 + 2 + 3 0.0493 0.0617 0.0638 





























DATASET - 7T49 
Record Ref. 1111111 49 
	
CI Prob ... ± 2CY  
Ensemble Average 
1 2 3 4 5 
UcI 0.00368 
m 0 0.00366 0.00366 0.00367 0.00367 0.00367 0.00367 
LcI 0.00365 
UcI 0.02791 
m 1 0.02770 0.02772 0.02778 0.02780 0.02787 0.02778 
LcI 0.02764 
UcI 0.21267 
m 2 0.21049 0.21028 0.21106 0.21106 0.21236 0.21105 
LcI 0.20943 
Ucf 1.62586 
m 3 1.60396 1.59890 1.60799 1.60712 1.62266 1.60813 
LcI 1.59039 
UcI 12.46938 
m 4 12.25814 12.18818 12.28455 12.27357 12.43570 12.28802 
LcI 12.10667 
Record Ref ... TTTTTTT 49 
Observed Breaking : Number of Crests OBSERVED 
N8 NC 
ctAss 
1 2 3 4 
INTERVAL 
o 38. 0 38 .0 38 0 38 
1 38 0 38 0 38 0 38 
0-32 1 38 0 38 0 38 
0 38 
0 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
1 38 0 38 0 38 0 38 
1 38 0 38 0 38 0 38 
37-69 1 38 0 38 0 38 
0 38 
o 38 0 38 0 38 0 38 
o 38 0 38 0 38 . 	0 38 
0 38 0 38 0 38 0 38 
2 38 0 38 0 38 0 38 
74-106 1 38 0 38 0 38 
0 38 
o 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
1 38 0 38 0 38 0 38 
111-143 3 38 0 38 0 38 0 
38 
0 38 0 	•38 0 38 0 38 
0 38 0 38 0 38 0 38 
1 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
148-180 2 38 0 38 0 38 0 
38 
2 38 0 38 0 38 0 38 
0 38 0 38 0 38 0 38 
uci (90%) 0.0184 
 
NET Pr8 0.0179 0.0000 0.0000 
0.0000 
****** 
Id (90%) 0.0105 
Group Probabilities Id 	(90%) PrB ucl (90%) 
1 + 2 0.0105 0.0179 0.0184 
3 + 4 0.0000 
****** 
1 + 2 + 3 0.0105 0.0179 0.0184 
1 + 2 + 3 + 4 0.0105 0.0179 0.0184 
DATASET - 7T48 
Record Ref. 1111111 48 
	
CI Prob ... ± 2Y 
Ensemble Average 
1 2 3 4 5 +ci 
UcI 0.00371 
m 0 0.00369 0.00369 0.00368 0.00369 0.00370 0.00369 
LcI 0.00368 
UcI 0.02775 
m 1 0.02766 0.02764 0.02754 0.02761 0.02770 0.02763 
LcI 0.02751 
UcI 0.20861 
m 2 0.20804 0.20761 0.20682 0.20732 0.20806 0.20757 
LcI 0.20652 
Uci 1.57418 
m 3 1.57012 1.56456 1.55804 1.56141 1.56800 1.56443 
LcI 1.55468 
UcI 11.92361 
m 4 11.89207 11.82998 11.77547 11.79570 11.85727 11.83009 
LcI 11.73656 
Record Ref ... 1111111 48 
Observed Breaking : Number of Crests 
	
OBSERVED 
NB 	 NC 
CLASS 
1 2 3 
INTERVAL 
2 38 0 	38 0 38 
o 38 0 38 0 38 
0-32 	 0 38 0 	38 0 38 
0 38 0 38 0 38 
1 38 0 	38 0 38 
1 38 0 	38 0 38 
0 38 0 38 0 38 
37-69 	 0 38 0 	38 0 38 
0 38 0 38 .0 38 
0 38 0 	38 0 38 
2 38 0 	38 0 38 
2 38 0 38 0 38 
74-106 	0 38 0 	38 0 38 
0 38 0 .38 0 38 
1 38 0 	38 0 38 
1 38 0 	38 0 38 
1 38 1 38 0 38 
111-143 	0 38 0 	38 0 38 
0 38 0 38 0 38 
1 38 0 	38 0 38 
1 38 0 	38 0 38 
2 38 0 38 0 38 
148-180 	0 38 0 	38 0 38 
0 38 0 38 0 38 
0 38 0 	38 0 38 
ucl (90%) 0.0026 
NET Pr8 0.0158 0.0011 0:0000 
Id (90%) 0.0053 0.0000 
Group Probabilities Id (90%) PrB ucl (90%) 
1 + 2 0.0053 0.0168 
3 + 4 0.0000 0.0011 0.0026 
1 + 2 + 3 0.0053 0.0168 




































0.00 	i 	 IIII 	I 
	
0.00- 	3.80 	7.60 	11.40 	15.20 	19.00 
(rid/i) 








0.00 	3.80 	7.60 	11.40 	15.20 	19.00 
[rid/i) 
Fig. Ic 	Data 71410  







0.00 	3.80 	7.60 	11.10 	15.20 	19.00 
(radii) 








0.00 	 11 1 1 1 
0.00 	3.80 	1.60 	11.40 	15.20 	19.00 
w 	(rad/.J 








0.00 	3.80 	7.60 	11.10 	15.20 	19.00 
o 	(rid/a) 
Fig. 10 	Data 7148 
Fig.1 	Averaged Spectra in Tank 
Data Set 7T 
3.00 	










0.00 	3.80 	7.60 	11.10 	15.20 	19.00 
(rad/.j 









0.00 	 ii 
0.00 	3.80 	7.60 	11.40 	15.20 	19.00 
ci 	(rad/si 
Fig. Ic 	Phase Group 3  
3.00' 	







0.00 	3.60 	7.60 	11.40 	15.20 	19.00 
, 	(rad/.] 








0.00 	3.60 	7.60 	11.40 	15.20 	19.00 
w 	(rid/si 










0.00 	3.60 	7.60 	11.40 	15.20 	19.00 
(rad/s) 
Fig. le 	Phase Group 5 
Fig.1 	Single Spectra - Record 7T412 
Effect of Random Phase Selection 
300 	







0.00 	u 	I 	
A .  11111 	
I 	 I 	 I 
	
0.00 	3.80 	7.60 	11.10 	15.20 	19.00 
49 	(rid/a) 











11 1 1 1 
0.00 	3.80 	7.60 	11.40 	15.20 	19.00 
(rid/u) 









0.00 	3.80 	7.60 	11.40 	$5.20 	19.00 
(rad/i) 








0.00 	3.80 	7.60 	11.40 	$5.20 	19.00 
w 	(rid/u) 









0.00 	3.80 	7.60 	11.40 	15.20 	19.00 
c. 	(rid/a) 
Fig. lo 	Phase Group 5 
Fig.1 	Single Spectra - Record 7T411 
Effect of Random Phase Selection 
	







0.00 I 	 I 	 I 	 I 
0.00 	3.80 	7.60 	11.10 	15.20 	19.00 
c 	(rad/ij 
Fig. to 	Phase Group 1 
3.00 
2.40 







0.00 	3.60 	7.60 	11.40 	15.20 	19.00 
(rad/i) 
Fig. ic 	Phase Group 3  
3.00 	






0.00 	3.80 	7.60 	11.10 	15.20 	19.00 
c 	(Iad/u) 








0.00 	3.80 	7.60 	11.10 	15.30 	19.00 
(rid/u) 









0.00 	3.80 	7.50 	11.10 	15.20 	19.00 
c 	(rid/u 
Fig. is 	Phase Group S 
Fig.1 	Single Spectra - Record 7T410 












0.00 	3.80 	7.50 	11.40 	15.20 	19.00 
c 	(rid/al 









0.00 	3.80 	7.60 	11.40 	15.20 	19.00 
1 	 (rid/i) 









0.00 	3.60 	7.60 	11.10 	15.20 	19.00 
ce 	(rid/u] 









0.00 	3.80 	7.60 	11.40 	15.20 	19.00 
w 	(radii) 









0.00 	3.80 	7.60 	11.40 	15.20 	19.00 
w 	[rid/i) 
Fig. le 	Phase Group 5 
Fig.1 	Single Spectra - Record 7T49 
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