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Abstract
Let k be a field of characteristic zero. For small n, we classify all f ∈ k[n] such that the Hessian of
f is singular.
 2004 Elsevier Inc. All rights reserved.
Introduction
Throughout this paper, k denotes a field of characteristic zero. Let f ∈ k[n] and de-
note by
Hf =
(
∂2
∂xi∂xj
f
)
the Hessian matrix of f . This paper is devoted to the question: which f ’s have a singular
Hessian, i.e., have detHf = 0?
This question was originally studied by Hesse in [9] for homogeneous polynomials of
degree  2. Hesse claimed that in that case, detHf = 0, if and only if f is degenerate,
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follows from the formula
H(f ◦ T ) = T tHf |T xT .
But in [10], P. Gordan and M. Nöther showed that Hesse’s statement is only correct for
n 4. For n 5,
f = x21x3 + x1x2x4 + x22x5 + x36 + · · · + x3n
is a counterexample to Hesse’s statement. In fact, in [10], a complete classification of all
homogeneous f ∈ k[5] is given (although some arguments in the proof seem incorrect, see
Section 3 for comments).
The interest in singular Hessians arose again recently in the study of the Jacobian con-
jecture [1,2,8]. More precisely, a complete understanding of nilpotent Hessians would solve
the Jacobian conjecture. As is shown in [1], to understand the Jacobian conjecture it is de-
sirable to study the case of nonhomogeneous f ’s as well.
The main results of this paper describe all polynomials f which Hessians are singular
in case n 3 (Theorem 3.3), and in case n = 4 under the assumption that a certain question
(see R4(k) below) has an affirmative answer (Theorem 3.5). Furthermore, a partially new
proof of the Gordan–Nöther classification theorem for homogeneous polynomials with
singular Hessians in dimension five is given (Theorem 3.6).
The results of this paper will be used in a subsequent paper [3]. There, it will be proved
that in the following cases the Jacobian conjecture holds for all polynomial maps of the
form F = x + H : Cn → Cn with JH symmetric and nilpotent:
(1) in case n 4,
(2) if n = 5 and H is homogeneous.
1. Relations related to polynomials with singular Hessians
Let f ∈ k[n]. We call f reduced if f does not have terms of degree  1. We call g the
reduced part of f if g is reduced and f − g is affinely linear. This definition is inspired by
the fact that linear and constant terms of f do not influence the Hessian matrix Hf of f .
As already described in the introduction, the main aim of this paper is to determine all
f ∈ k[n] with singular Hessians, for small values of n. The description of these f will be
up to equivalence, where two polynomials f,g ∈ k[n] are called equivalent if g = f ◦ T for
some T ∈ GLn(k). For equivalent f,g, indeed detHf = 0, if and only if detHg = 0, since
H(f ◦ T ) = T tHf |T xT . (1)
Starting point of our study is the following observation: let f ∈ k[n] with detHf = 0. Since
Hf = J (fx1 , fx2, . . . , fxn), it follows from [5, Proposition 1.2.9] that fx1, fx2 , . . . , fxn are
algebraically dependent over k. So there exists a nonzero polynomial R ∈ k[y1, y2, . . . , yn]
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equivalent to f , i.e., g = f ◦T for some T ∈ GLn(k). Then, as observed above, detHg = 0,
so g has a relation as well (in fact one easily verifies that R˜ = R ◦ (T −1)t is a relation of g).
Now it may happen that for suitable T the relation R˜ of g = f ◦T contains less variables
than n, for example when R˜ ∈ k[y2, y3, . . . , yn]. This leads to the following definition.
Definition 1.1. Let f ∈ k[n] with detHf = 0. Then sf is the maximum number s, 0 s 
n − 1, for which there exists a g equivalent to f with a relation in k[ys+1, ys+2, . . . , yn].
In other words, n − sf is the minimum number of variables that a relation of a polyno-
mial equivalent to f can have. The number sf plays an important role in the classification
of f ’s with singular Hessians. To illustrate this, consider the following example.
Example 1.2. If f ∈ k[n] is reduced, then sf = n − 1, if and only if f is degenerate.
Proof. If f is degenerate, then there is a T ∈ GLn(k) such that g = f ◦ T ∈ C[x1, x2, . . . ,
xn−1]. So gxn = 0 and yn is a relation of g.
So assume that sf = n − 1. Then there is a T ∈ GLn(k) such that g = f ◦ T satisfies
R˜(gxn) = 0 for some nonzero R˜ ∈ k[yn]. So gxn ∈ k. Since f and hence g is reduced, it
follows that gxn = 0, whence g ∈ k[x1, x2, . . . , xn−1]. 
To obtain less obvious results, we will study the following problem in the next section,
which plays a crucial role throughout this paper:
Rn(k): Does detHf = 0 imply sf  1 for nonzero f ∈ k[n]?
In other words:
Remark 1.3. If Rn(k) has an affirmative answer, then detHf = 0 implies that there exists
a degenerate relation of f .
To see this, use the observation made above that if R is a relation of f , then R˜ :=
R ◦ (T −1)T is a relation of g = f ◦ T , where T ∈ GLn(k).
2. Derivations associated to polynomials with singular Hessians
Let f ∈ k[n] with detHf = 0 and R a relation of f , i.e., R(fx1 , fx2, . . . , fxn) = 0.
Differentiating this equation with respect to xi , we get
n∑
Ryj (fx1, fx2, . . . , fxn)fxj xi = 0.j=1
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D = DR =
n∑
j=1
Ryj (fx1, fx2 , . . . , fxn)
∂
∂xj
, (2)
then Dfxi = 0 for all i . Consequently, each coefficient Ryj (fx1, fx2, . . . , fxn) of D is con-
tained in kerD, whence
D2xj = 0 (1 j  n). (3)
Derivations having property (3) are the easiest type of locally nilpotent derivations. They
appear in various papers such as [4,6,7,11]. Without being mentioned explicitly, they were
also studied in [10]. The crucial results concerning these derivations which will be used in
the sequel are summarized in the next theorem.
In order to formulate this theorem, we need one more concept. We call a derivation D
homogeneous (of degree d) if each Dxj is either zero or homogeneous of a fixed degree d .
Theorem 2.1. Let D ∈ Derk(k[x1, x2, . . . , xn]) satisfying (3).
(i) If 2  n 3, then kerD contains a linear coordinate. But in case n = 7, kerD does
not necessarily have such a coordinate.
(ii) If D is homogeneous and 3  n  4, then kerD contains at least two independent
linear coordinates. But in case n = 8, kerD does not necessarily have two such inde-
pendent coordinates.
(iii) If D is constructed as in (2) and n = 5, then kerD contains two independent linear
coordinates as well.
The affirmative part of (i) is proven in [11]. In [10], (iii) is proven for 3 n 5, but a
somewhat closer inspection of [10] reveals the affirmative part of (ii). The negative part of
(ii) is given in exercise 6 on [5, p. 164]. Substituting Q = 1 in the example given in that
exercise gives the negative part of (i).
Corollary 2.2. Let f ∈ k[n] such that detHf = 0.
(i) If 2 n 3, then sf  1.
(ii) If f is homogeneous and 3 n 5, then sf  2.
In particular, in both cases Rn(k) has an affirmative answer.
Proof. Let R be a relation of f of minimal degree and DR the corresponding derivation
as defined in (2).
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such that DR(λ1x1 + λ2x2 + · · ·+ λnxn) = 0. So ∑nj=1 λjRyj (fx1, fx2, . . . , fxn) = 0, i.e.,
S =∑nj=1 λjRyj satisfies
S(fx1, fx2 , . . . , fxn) = 0.
Since degS < degR, it follows from the minimality of degR that S = 0, whence λ =
(λ1, λ2, . . . , λn) satisfies JR · λ = 0. Extend λ to a T ∈ GLn(k) such that λ is the first
column of T . It follows that the first entry of J (R ◦ T ) = JR|Ty · T equals zero. Con-
sequently, R˜ = R ◦ T ∈ k[y2, . . . , yn]. Since R˜ is a relation of f ◦ (T −1)t, it follows that
sf  1.
(ii) Assume that f is homogeneous and 3  n  5. Similar to the proof of (i), it
follows from (ii) and (iii) of Theorem 2.1 that there are λ = (λ1, λ2, . . . , λn) and µ =
(µ1,µ2, . . . ,µn) such that JR · λ = JR · µ = 0 and such that there exists a T ∈ GLn(k)
which first two columns are λ and µ. It follows in a similar matter that R˜ = R ◦ T ∈
k[y3, . . . , yn] and sf  2. 
To conclude this section, we give one more ingredient which will be used in the next
section.
Let f ∈ k[n] such that detHf = 0. Assume that f is reduced and not degenerate. Then
by Example 1.2, s = sf satisfies s  n − 2. Let g be equivalent to f such that g has a
relation R ∈ k[ys+1, . . . , yn], i.e., R(gxs+1, . . . , gxn) = 0. Obviously, we may assume that
R is irreducible in k[ys+1, . . . , yn]. Let K = k(x1, . . . , xs). Then g can be seen as a poly-
nomial over K in the n − s variables xs+1, . . . , xn. As such, the partial derivatives of g
are algebraically dependent, since R(gxs+1 , . . . , gxn) = 0, whence the Hessian of g over
K is singular due to [5, Proposition 1.2.9]. So the Hessian of g with respect to the n − s
variables xs+1, . . . , xn, denoted by Hxs+1,...,xng, has rank  (n − s) − 1.
Proposition 2.3. If Rn−s (K) has an affirmative answer, then even
rkHxs+1,...,xng  n − s − 2.
Proof. (i) Assume that rkHxs+1,...,xng = n − s − 1. Then by [5, Proposition 1.2.9],
trdegK K(gxs+1, . . . , gxn) = n− s−1, so KrdimK[gxs+1, . . . , gxn ] = n− s−1. Let p be the
kernel of the K-homomorphism K[ys+1, . . . , yn] → K[gxs+1, . . . , gxn] determined by the
substitutions yi → gxi for i ∈ {s+1, . . . , n}. Then K[ys+1, . . . , yn]/p K[gxs+1, . . . , gxn].
Hence p is a prime ideal of height 1 in K[ys+1, . . . , yn]. Such an ideal is a principal ideal,
say that p= (R0), where R0 ∈ K[ys+1, . . . , yn].
(ii) Since R ∈ p, it follows that R0 | R over K , say that R = SR0 with S ∈
K[ys+1, . . . , yn]. Since R is irreducible over k, it follows from Gauss’ lemma that R is
irreducible over K as well. Consequently, S ∈ K and p= (R).
(iii) Since Rn−s (K) has an affirmative answer, it follows from Remark 1.3 that
there exists a polynomial R∗ ∈ K[ys+1, . . . , yn] that is degenerate over K , such that
R∗(gxs+1 , . . . , gxn) = 0. Now R∗ → 0 by the K-homomorphism of (i), whence R∗ ∈ p =
(R). It follows that R | R∗ over K . Consequently, R is degenerate over K as well. Since
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such that
λs+1Rys+1 + · · · + λnRyn = 0. (4)
Now pick any nonzero term cjxi11 x
i2
2 · · ·xiss of any λj = 0. Looking at the coefficient in
k[ys+1, . . . , yn] of xi11 xi22 · · ·xiss in (4), we get cs+1Rys+1 + · · · + cnRyn = 0. Since cj = 0,
it follows that R is degenerate in k[ys+1, . . . , yn], whence sf > s. Contradiction. 
3. Classification of polynomials with singular Hessians for small n
Theorem 3.1. Let f ∈ k[2] be reduced. The detHf = 0, if and only if f is degenerate.
Proof. Suppose that detHf = 0. Then sf = 1(= 2 − 1) by Corollary 2.2, and f is degen-
erate by Example 1.2. 
Let f be a reduced polynomial in k[n] with detHf = 0 and g a polynomial equiv-
alent to f having an irreducible relation R ∈ k[ys+1, . . . , yn], where s = sf . Put A =
k[x1, . . . , xs]. In Example 1.2, we showed that f is degenerate, if and only if sf = n − 1.
Now we consider the next two cases, i.e., s = n − 2 and s = n − 3.
Lemma 3.2. Let n 3 and s = n−2. Then g is of the form g = a1 +a2xn−1 +a3xn, where
ai ∈ A for all i such that a2 and a3 are algebraically dependent over k.
Proof. By Proposition 2.3 and the fact that R2(K) has an affirmative answer (Corol-
lary 2.2), it follows that rkHxs+1,...,xng  n − s − 2 = n − (n − 2) − 2 = 0. So
Hxs+1,...,xng = 0, whence g is of the desired form. Since s = n − 2, it follows that
a2 = gxn−1 and a3 = gxn are algebraically dependent over k. 
As a consequence, we get the following classification theorem for n = 3.
Theorem 3.3. Let f ∈ k[3] be reduced. Then detHf = 0, if and only if f is either degen-
erate or equivalent to a polynomial of the form
a1(x1) + a2(x1)x2 + a3(x1)x3.
Proof. Suppose that detHf = 0. Then sf  1 by Corollary 2.2. If sf = 2 (= 3 − 1), then
f is degenerate by Example 1.2. If s = 1(= 3 − 2), then apply Lemma 3.2. The converse
is obvious. 
Lemma 3.4. Let n 4 and s = n − 3. Then g is of the form
p(a1xn−2 + a2xn−1 + a3xn) + b1xn−2 + b2xn−1 + b3xn,
where p ∈ A[u] and ai, bi ∈ A for all i .
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. . . , xn]. Let
b = b0 + b1xn−2 + b2xn−1 + b3xn
be the sum of the terms of g of degree one at most with respect to xn−2, xn−1, xn, where
bi ∈ A for all i . Then g − b is the reduced part of g with respect to xn−2, xn−1, xn. If g − b
is of the form
p(a1xn−2 + a2xn−1 + a3xn), (5)
then g is of the desired form (b0 can be put into p). So it suffices to show that g is of the
form (5) in case g is reduced with respect to xn−2, xn−1, xn.
(ii) Assume that g is reduced with respect to xn−2, xn−1, xn. By Theorem 3.3, applied
to g ∈ K[xn−2, xn−1, xn], there exists a T ∈ GL3(K) such that either
g ◦ T = q(xn−1, xn)
(
q ∈ K[xn−1, xn]
) (6)
(the case s = 2), or
g ◦ T = q1(xn−2) + q2(xn−2)xn−1 + q3(xn−2)xn
(
qi ∈ K[xn−2]
) (7)
(the case s = 1).
(iii) We show that we only have case (6). So assume case (7). Since R3(K) has an
affirmative answer (Corollary 2.2), it follows from Proposition 2.3 that
rkHxn−2,xn−1,xn(g ◦ T ) = rkHxn−2,xn−1,xng  1. (∗)
Now
Hxn−2,xn−1,xn(g ◦ T ) =
( ∗ q ′2(xn−2) q ′3(xn−2)
q ′2(xn−2) 0 0
q ′3(xn−2) 0 0
)
can only have rank at most one if q ′2 = q ′3 = 0. Since (g ◦ T ) is reduced with respect to
xn−2, xn−1, xn, it follows that even q2 = q3 = 0, whence g ∈ K[xn−2]. So we may assume
that g is of the form (6).
(iv) So g is of the form (6), where q is a bivariate polynomial over K with a singular
Hessian Hxn−1,xnq (because by (∗), rkHxn−2,xn−1,xn(q)  1). Since q is reduced over K ,
it follows from Theorem 3.1 that q is degenerate. So there is an S ∈ GL2(K) such that
q ◦ S ∈ K[xn]. Put
S˜ =
(1 0 0
0
0 S
)
and define T˜ = T ◦ S˜ ∈ GL3(K). Then g ◦ T˜ ∈ K[xn].
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where (a˜1 a˜2 a˜3) is the last row of T˜ −1. Now choose d ∈ K∗ such that ai = da˜i ∈ A for
all i and furthermore gcd{a1, a2, a3} = 1. Then g ∈ K[a1xn−2 + a2xn−1 + a3xn]. Since
g ∈ A[xn−2, xn−1, xn], one easily verifies that g ∈ A[a1xn−2 + a2xn−1 + a3xn]. So g is of
the form (5).
This completes the proof of Lemma 3.4. 
Theorem 3.5. Let f ∈ k[4] be reduced. If detHf = 0 and sf  1, then f is either degen-
erate or equivalent to a polynomial of (at least) one of the following forms:
a1(x1, x2) + a2(x1, x2)x3 + a3(x1, x2)x4, (8)
where a2 and a3 are algebraically dependent over k, or
p(x1, a1x2 + a2x3 + a3x4) + b1x2 + b2x3 + b3x4, (9)
where p ∈ k[x1, u] ∼= k[2] and ai, bi ∈ k[x1] for all i .
Furthermore, if R4(k) has an affirmative answer, then detHf = 0, if and only if f is
either degenerate or f is of one of both above forms.
Proof. If sf = 3, then f is degenerate by Example 1.2. If sf = 2, then f is of the form (8)
by Lemma 3.2. If sf = 1, then f is of the form (9) by Lemma 3.4.
If f is of the form (8), then sf  2, for fx3 = a2 and fx4 = a3 are algebraically de-
pendent over k. If f is of the form (9), then one can easily verify that fx2, fx3, fx4 ∈
k[x1, a1x2 + a2x3 + a3x4], whence fx2, fx3 , fx4 are algebraically dependent over k and
sf  1. 
To conclude this section, we prove a result which is stated by Gordan and Nöther
in [10]. The proof given by the authors contains some arguments that were not very con-
vincing to us. For example, on page 561, they seem to use the following statement: if
a1, a2, . . . , am ∈ C(x1, x2, . . . , xn) such that trdegCC(a1, a2, . . . , am) = d , then there exist
b1, b2, . . . , bd ∈ C(x1, x2, . . . , xn) such that C(b1, b2, . . . , bd) = C(a1, a2, . . . , am). This
statement is known to be false.
On pages 562 and 563, they seem to use (in modern language) that the kernel of a C-
derivation D on C[x1, x2, . . . , xn], satisfying D2xi = 0 for all i , is generated by n − 1
elements. Such a kernel does not even need to be finitely generated (see, for example, [4])!
Gordan and Nöther do not use the above arguments when they show the following: if
f ∈ k[5] satisfies detHf = 0, then sf  2. So we think a new proof of the following result,
which is claimed in [10], is justified.
Theorem 3.6. Let f ∈ k[5] be homogeneous. Then detHf = 0, if and only if f is degener-
ate or equivalent to a polynomial of the form
p(x1, x2, a1x3 + a2x4 + a3x5), (10)
where ai ∈ k[x1, x2] for all i , and p ∈ k[x1, x2, u] ∼= k[3].
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Lemma 3.7. Let n 3 and f ∈ k[n] be homogeneous. If detHf = 0, then sf = n − 2.
Proof. Assume sf = n − 2. Then there exists a g which is equivalent to f , such that
R(gxn−1, gxn) = 0 for some nonzero R ∈ k[yn−1, yn]. Since f and hence g is homoge-
neous, we may assume that R is homogeneous as well. Since R is homogeneous and
bivariate, it decomposes in linear factors over the algebraic closure k¯ of k. One of these
factors is already a relation of g over k¯, so gxn−1 and gxn are linearly dependent over k¯. It
follows that gxn−1 and gxn are linearly dependent over k. So g and hence f is degenerate.
This contradicts Example 1.2. 
Proof of Theorem 3.6. Assume that detHf = 0. It is shown in [10] that sf  2 then. If
sf = 4, then f is degenerate according to Example 1.2. By Lemma 3.7, sf = 3, so we may
assume that sf = 2.
(i) By Lemma 3.4, f is equivalent to a polynomial of the form g = p(a) + b with
a = a1x3 + a2x4 + a3x5 and b = b1x3 + b2x4 + b3x5, where ai, bi ∈ A for all i , A =
k[x1, x2], and p ∈ A[u]. We may also assume that gcd{a1, a2, a3} = 1. Furthermore, we
have R(gx3 , gx4, gx5) = 0 for some nonlinear homogeneous irreducible R ∈ k[x3, x4, x5],
since f and hence g is homogeneous. Notice that R is irreducible over K = k(x1, x2) =
Q(A) as well.
(ii) If a = 0 or degu p  1, then g is linear in x3, x4, x5 and hence of the form (10).
So assume that a = 0 and degu p  2. Assume that a and b are algebraically dependent
over K . Then a and b are linearly dependent over K , since they are linear over K . It follows
that b = λa with λ ∈ K . Since gcd{a1, a2, a3} = 1, even λ ∈ A, and g is of the form (10).
(iii) We show that a and b are indeed algebraically dependent over K . For that purpose,
we assume that a and b are algebraically independent over K . Since a and b are linear
over K , there exists a c that is linear over K , i.e., c = c1x3 + c2x4 + c3x5 with ci ∈ K for
all i , such that K[a, b, c] = K[x3, x4, x5]. Write p′(a) = ( ∂∂up)(a). Since (ga, gb, gc) =
(p′(a),1,0), and p′(a) /∈ K , it follows that p= (y4 − 1, y5) ⊂ K[y3, y4, y5] is the ideal of
relations of g over K with respect to the coordinates a, b, c.
(iv) Now h = p(x3)+ x4 is equivalent over K to g, and its relations are described by p.
Since g has a nonlinear homogeneous irreducible relation R, h has such a relation as well.
It follows that p contains a homogeneous relation S such that y5  S. Now write
S = (r(l) + r(l+1) + · · · + r(t−1) + r(t))(y4 − 1) + S˜y5
with r(i) ∈ K[y3, y4, y5] homogeneous of degree i for all i and S˜ ∈ K[y3, y4, y5], such that
t − l is as small as possible. Since S is homogeneous, but not of both degree l and t + 1,
either the lth or the (t + 1)th degree homogeneous part of S is zero, whence y5 | r(l) or
y5 | r(t), respectively. This contradicts the minimality of t − l, so a and b are algebraically
dependent over K .
This completes the proof of Theorem 3.6. 
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