The demanding deformations steel is subjected to during drawing may result in the breakage of the wire. The hypothesis of this research is that drawing failure is not a random event but can be predicted using a suitable approach. Machine Learning classification and clustering algorithms have been implemented to predict the probability of failure during drawing and to optimize the manufacturing conditions to reduce the failure rate. The following algorithms have been employed for classification: K-Nearest Neighbors, Random Forests and Artificial Neural Networks. The reduced value of the rejection rate implies that classification must be carried out on an imbalanced dataset. For this reason, resampling methods (undersampling, oversampling and SMOTE) and specific scores for imbalanced datasets were used. It was possible to obtain a qualified Random Forest classifier which provided satisfactory scores (ROC AUC of 0.824 and an average precision of 0.604 in the test dataset). This tool allows the heats with a higher probability of undergoing any breakage during drawing to be detected, thus improving the final quality of the product. K-means clustering (K = 4) has been successfully used in this study to identify those manufacturing conditions that minimize the number of breakages during drawing. The results of the clustering analysis show that the rate of heats undergoing failure may be reduced by a factor of 2.5.
I. INTRODUCTION
Prestressed concrete is widely used for the construction of structural components such as bridges, buildings, water tanks or railways sleepers, among others [1] . Concrete is a material that displays high compressive strength but a negligible and highly scattered tensile strength. As a result, concrete elements subjected to tensile stresses must be reinforced with other materials to avoid fracture [2] . In a prestressed concrete member, an initial compression is given to concrete by means of high strength steel wires that are subjected to tension before the element is placed in use; in this way, the areas of concrete which would normally go into tension from external loads simply lose some of their precompression. High tensile The associate editor coordinating the review of this manuscript and approving it for publication was Ashish Mahajan . strength and a reasonable ductility is required in steel wires for prestressed concrete to guarantee structural integrity. This is achieved by means of a carefully selected chemical composition and a rigorous fabrication process [3] . Wires made by drawing fine pearlitic steel of eutectoid composition can easily display a tensile strength greater than 1.5 GPa (and can reach 7 GPa in extreme cases [4] , [5] ). Steel wires for prestressed concrete are manufactured from rods (hot-rolled bars) through multi-pass cold drawing [6] ; this industrial process consists in reducing the cross-section of the rod/wire by pulling it through a series of conical dies. The demanding plastic deformations the wire is subjected to during drawing result in the strengthening of the steel through a strain hardening mechanism [7] .
For these very same reasons, the breakage of a wire may occur during drawing, which entails the corresponding VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ economic losses. This event is influenced by the properties of steel before drawing and by the characteristics of the drawing process. Regarding the properties of steel, it is worth noting that steelmaking is an extraordinarily complex process, involving chemical reactions that are extremely sensitive to the specific conditions (temperature, composition, mass and heat transfer processes, etc.) during the different stages of fabrication (electric arc furnace, ladle furnace, continuous casting) [8] . Moreover, an inadequate selection of processing variables during rolling or drawing may lead to the breakage of the wires. The relationship between the fabrication parameters and the number of wire failures during drawing is highly complex and non-linear. The main hypothesis of this study is that wire breakage during drawing is not a random event but can be modeled and predicted using the appropriate tools. Due to its characteristics, mentioned previously, it is an ideal problem for the application of machine learning (ML) algorithms. To the best of the authors' knowledge, no previous study has addressed the prediction of steel breakage during cold drawing employing ML methods. In addition to the aforementioned complexities associated with steelmaking, the modeling of breakages during drawing presents an additional difficulty since the average breakage rate is very small. Therefore, the analysis requires specific ML techniques for imbalanced datasets, which are explored in this research. This study comprises two complementary objectives: to model the failure of steel wires during drawing and to identify the optimal manufacturing conditions to minimize the number of breakages. Classification and clustering algorithms were used. The dataset employed in the study was provided by the steel manufacturer Global Steel Wire. The remainder of this paper is organized as follows: Section 2, Material and Methods, describes the process followed to fabricate drawn steel wire and the ML classification and clustering algorithms used for correlating the input and output parameters. The experimental results are presented and analyzed in Section 3 and, finally, the main conclusions are compiled in Section 4.
II. MATERIAL AND METHODS

A. FABRICATION OF DRAWN STEEL 1) CHEMISTRY AND STRENGTH
The carbon content in cold-drawn pearlitic steel wires is typically between 0.7 and 1.0 wt.% (3.2 and 4.5 at.%), and the amount of other additions is small. Table 1 shows the composition specified [9] , [10] for the pearlitic steel wires analyzed in this study. The minimum strength of the rod is greater than 1200 MPa while, after drawing, a minimum strength between 1770 and 2060 MPa must be guaranteed [11] .
2) FABRICATION OF STEEL RODS
The fabrication of steel rods involves four major stages: electric arc furnace (EAF), ladle furnace (LF), continuous casting (CC) and hot rolling (HR). These are briefly described hereafter [8] , [12] : -Steel scrap, direct reduced iron and hot briquetted iron are melted in the EAF by means of high-current electric arcs to obtain liquid steel with the required chemistry and temperature. To promote the formation of slag, lime and dolomite are included in the EAF; slag favors the refining of steel and reduces excessive heat loss. Molten steel [13] is poured into the transportation ladle where ferroalloys and additives are added to form a new slag layer. During the EAF stage, the chemical composition, temperature and the time required, are recorded, among other parameters.
-Secondary metallurgy is conducted in the LF where the final chemical composition and temperature of the steel are adjusted. During the refining process into the ladle, deoxidizers, slag formers, and other alloying agents are added. Argon stirring is employed to homogenize temperature and composition and to promote the flotation of alumina inclusions into the slag. The chemistry of steel and slag, different temperatures and the amounts of fluxes and argon injected are monitored in the LF stage.
-The solidification of steel in the form of billets occurs in the CC unit. Liquid steel is poured from the ladle into the tundish, a small distributer that controls the flow rates and feeds the mold. Billets are usually 75 to 200 millimeters square. Chemical compositions and temperatures make up the parameters recorded at this stage.
-Rods are obtained from billets through HR. The steel is passed through several pairs of rolls to reduce the thickness (the final cross-section is between 8 and 12 mm in diameter). The temperature of steel during forming is above the recrystallization temperature, because of its low resistance to plastic deformation at this temperature. Rods are coiled after rolling.
The total number of parameters recorded throughout the whole fabrication process amounts to 167.
3) DRAWING
Cold (room temperature) drawing is the metal working process used for the reduction of the cross-section of steel rods to fabricate steel wires [12] . Drawing is carried out by pulling the wire/rod through a series of drawing dies. It is a widely employed industrial process that provides close dimensional control, good surface finish and high strength (yield stress and tensile strength). Figure 1 shows a schematic description of a wire during drawing: a tensile force. F. is applied to the exit side of the wire creating a compression force in the contact region between the die and the wire; this results in the plastic flow of steel, the reduction of cross-section and the elongation of the wire. The major processing variables in multi-pass drawing are the number of passes, the reduction in cross-sectional area (which is a function of the number and approach angles of the drawing dies), the friction throughout the die-work piece interface (depending on the lubrication employed) and the drawing speed.
Wire drawing in this study was conducted on coils of hot rolled rods with a diameter of 8-12 mm. The surface was first chemically pickled to remove scales. Then, each coil was fed into one of the eight multi-pass wire drawing machines available, with between 8 and 10 blocks of dies in series. The reduction in cross-sectional area in each die was between 12% and 20%.
The pulling force, which is determined by the reduction in cross-sectional area, die angle, lubrication and speed, is limited by the tensile strength of the steel. At first glance, it might seem that these factors may be treated deterministically but in fact the microstructure of steel is a source on uncertainty to be considered. Good drawability is achieved by means of a very fine lamellar pearlite structure but other microstructures such as ferrite, bainite or martensite may be formed. Ferrite reduces strength while bainite and martensite increase brittleness. In addition, non-metallic inclusions (NMIs) that may arise within the molten steel are considered as an important source of failures during drawing [14] .
In the experimental research conducted by Yilmaz [14] , 121 failures were analyzed employing stereomicroscopy and scanning electron microscopy (SEM). Three main triggering mechanisms were observed, namely, NMIs, surface martensite/bainite and surface defects. According to this study, NMIs are the exclusive failure mechanism in 50% of the cases and play a role in 81% of the failures. During steelmaking, endogenous or exogenous NMIs are generated. Endogenous inclusions are intentionally formed during the deoxidation stage and during the cooling and solidification of the liquid metal while exogenous inclusions are the undesired result of the interactions between the deoxidized steel and its environment. They are generally more pernicious due to their larger size, irregular shapes and sporadic distribution [15] , [16] . NMIs affect the ductility, strength, toughness and fatigue behavior [17] - [19] and may trigger the breakage of a wire during drawing. In general, NMIs are sulphides, oxides, silicates or combinations of these chemical species.
The empirical experience and the scientific advances developed in the field of metallurgy have provided a high level of understanding regarding the mechanisms underlying the formation of NMIs, at least at a qualitative level. However, there are no quantitative models (either deterministic or probabilistic) to predict the presence of inclusions in steel. The fabrication of steel is an extremely complex process that involves a large number of variables that affect the quality of the final product. Thus, the chemistry of the raw materials, the temperature of the casting, the basicity of the slag, the intensity of the electromagnetic agitation in the mold or the speed of cooling are but a few of the many parameters to be considered to optimize the inclusionary cleanliness of the final product. As a result, it is not feasible to predict the breakage of wires during drawing using such a bottom-up approach. Therefore, ML algorithms can be a valuable tool to predict the outcome of a cold-drawing process as a function of the manufacturing parameters. This is the hypothesis of this study.
B. MACHINE LEARNING METHODS 1) DATASET, FEATURES AND INSTANCES. TRAINING AND VALIDATION
The dataset contains information about 33841 steel rod coils obtained from 689 heats. Each of these coils was drawn to obtain steel wire and the breakage events were recorded ('0' corresponds to no failure and '1' to failure during the drawing of the rod coil). Each observation includes 167 features obtained at the steel mill (EAF and LF), CC or drawing. The failure rate of coils amounts to ∼1.50%.
20% of the observations were randomly extracted to form a test dataset that was later used to provide an unbiased evaluation of the models. Scikit-learn was used to implement 5-fold cross-validation to select the best models and to optimize their hyperparameters through training and validation and to avoid overfitting. Model selection and hyperparameter optimization was conducted with GridSearchCV. It is worth stressing the need to use training, validation and test sets because all the data in the training+validation sets were used to scale the data, and these scaled data were used to run the grid search using 5-fold CV. For each split, some part of the original training set will be considered as the validation part of the split introducing information contained in the training part of the split when scaling the data. To avoid this problem, the splitting of the dataset during cross-validation was done before undertaking any preprocessing (including the scaling of features) [20] , [21] .
2) DATASET, FEATURES AND INSTANCES TRAINING AND VALIDATION
The ML models have been developed and evaluated in Python using the libraries Numpy, Pandas, Scikit-learn, Matplotlib and Seaborn. Missing data were replaced by the average value for that variable and features were standardized through the StandardScaler to make them have zero-mean and unit-variance. One-hot-encoding was applied to categorical variables when necessary. The following three classification algorithms have been used in this research: -K-Nearest Neighbors (KNN): In KNN, classification of a new instance is obtained as the mode of the 'K' closest observations (the neighbors) with uniform weights or with weights proportional to the inverse of the distance from the query point. The simplest method to determine the closeness to neighbor instances is to use the Euclidean distance. The performance of the algorithm may fail in problems with a large number of input variables (this situation is referred to as the curse of dimensionality).
-Random forest (RF) is a widely used ensemble method based on classification trees (weak learner). In RFs, each tree in the ensemble is built from a sample drawn with replacement (i.e. a bootstrap sample) from the training set. In addition, instead of using all the features, a random subset of features is selected, further randomizing the tree [22] .
-Artificial Neural Networks (ANN): ANNs are mostly used for data classification and pattern recognition [23] - [25] . A basic ANN contains a large number of neurons / nodes arranged in layers. A Multi-Layer Perceptron (MLP) contains one or more hidden layers (along with the input and output layers). The nodes of consecutive layers are connected and these connections have weights associated with them. In a feedforward network, the information moves in one direction from the input nodes, through the hidden nodes (if any) to the output nodes. The output of every neuron is obtained by applying an activation function to the linear combination of inputs (weights) to the neuron; sigmoid, tanh and ReLu (Rectified Linear Unit) are the most widely used activation functions. MLPs are trained through the backpropagation algorithm [13] , [26] .
Not only classification but also clustering methods have been utilized in this study. This method consists in grouping similar data points into a cluster to discover underlying patterns [20] , [21] . Since it is an unsupervised algorithm, only input vectors are used. In K-means (KM), the user defines a fixed number (K) of clusters in a dataset. The algorithm works iteratively to assign each data point (in the features space) to one of the K groups; the mean of the features of the points of each cluster determines its centroid. Every data point is allocated to each of the K clusters for minimizing the withincluster Sum of Squared Errors (SSE). The 'elbow method' was used to estimate the optimal number of clusters, K. In this procedure, the user has to run the K-means algorithm for a range of K values. If K increases, the SSE will decrease; the location of a bend (elbow) in the plot of SSE against K is considered as the appropriate number of clusters.
The Principal Component Analysis (PCA) algorithm is used to compress a dataset onto a lower-dimensional feature subspace with the goal of maintaining most of the relevant information [20] , [21] . This may be useful to avoid the curse of dimensionality mentioned above (e.g., the fact that as the number of features grows, the amount of data needed to generalize accurately grows exponentially), to make data easy to explore and to improve the visualization of the dataset.
3) IMBALANCED DATASETS
Relative Imbalance refers to a situation where the number of samples in one class is significantly higher compared to the other class [27] , [28] . In such cases, standard classifiers tend to be overwhelmed by the large classes and ignore the small ones [29] . Absolute imbalance occurs where the imbalance problem is compounded by a supply of training instances that is not adequate for generalization [27] . The rate of coils broken during drawing (class 1) amounts to ∼1.5%, which corresponds to an imbalanced class distribution, i.e., the number of instances of class 0 significantly outnumbers the number of observations of class 1. The drawback with imbalanced datasets is that standard classification algorithms are often biased towards the majority class (class 0) misclassifying a large proportion of the minority class instances (class 1). Besides, Accuracy, which is the most widely used score in classification, is not a good measure of performance on imbalanced classes. Accuracy is defined as the ratio of correct predictions to the total number of instances evaluated, see Eq. (1).
where TP, TN, FP and FN are the number of true positives, true negatives, false positives and false negatives, respectively. For imbalanced sets, high Accuracy can be achieved by always predicting negative ('no breakage' in this study). This is known as the ''Accuracy paradox''. A number of techniques were employed in this study to deal with imbalanced sets. The Receiver Operating Characteristic (ROC) curve is a widely used graphical representation to show the performance of a classification model. A ROC curve plots the Recall or True Positive Rate, TPR, see Eq. (2), on the y-axis versus the False Positive Rate, FPR = FP/(FP+TN), on the x-axis. The continuous diagonal line connecting the origin and point (1,1) corresponds to a random classifier. The total Area Under the Curve (AUC), is a metric that synthesizes the information of the ROC curve. For a random classifier AUC = 0.5 while for a perfect one, AUC = 1.0. The ROC curve and the AUC suffer similar limitations to Accuracy. Thus, ROC curves do not measure the effects of class 0 instances because the TPR only depends on observations belonging to class 1. For this very same reason, AUC does not reflect the minority class well because it does not place emphasis on this class [30] .
There are different approaches to deal with imbalanced datasets [31] : -Resampling techniques: This strategy consists in modifying the dataset to produce a balanced class distribution that allows classifiers to perform in a similar manner to standard classification [28] . In random oversampling, the frequency of the minority class is increased while in random undersampling the frequency of the majority class is decreased removing some observations of the majority class. Undersampling and oversampling are recommended, respectively, for large and not large datasets. The main drawback of undersampling is that relevant information may be lost which could lead to underfitting and poor generalization on the test set. On the contrary, oversampling may give rise to model overfitting, because of the duplicated instances introduced. SMOTE (Synthetic Minority Over-sampling Technique) is a common oversampling technique that minimizes overfitting synthesizing new minority instances between actual minority instances [32] . In this study, the resampling module from Scikit-Learn was employed for undersampling to randomly remove (without replacement) samples from the majority class. The Python library Imblearn was used to implement SMOTE. In both cases, after resampling, an equal ratio of data points for each class was obtained.
-There are alternative scores that do not suffer the Accuracy paradox. The Confusion Matrix provides the number of FPs, FNs, TPs and TNs which allows a more detailed analysis than Accuracy. Recall and Precision are robust scores for imbalanced samples [30] , [33] . Recall measures the ability of a model to find all the relevant cases within a dataset. Low Recall indicates many FNs. Precision, see Eq. (3), is the ability of the classifier to identify only the relevant data points, therefore, Precision is directly influenced by class imbalance. Low Precision indicates a large number of FPs. There is usually a trade-off between Precision and Recall. In addition, average precision (AP) summarizes the Precision-Recall plot as the weighted mean of Precisions achieved at each threshold, with the increase in Recall from the previous threshold used as the weight.
-Ensemble methods: The use of ensembles has been studied in the context of imbalanced datasets in classification. Thus, Galar et al. [34] have studied the combination between resampling techniques with bagging or boosting ensembles. Their results show that ensemble-based algorithms outperform the use of resampling before learning the classifier.
The classification analysis in this research has been organized in two phases. First, the previously mentioned algorithms were trained and tested without resampling. Then, they were applied to the resampled dataset. In this way, it was possible to compare the performance of different methods (with or without resampling) as well as the influence of resampling. Finally, the best method has been selected and used to extract conclusions about the manufacturing process of steel.
III. RESULTS AND DISCUSSION
A. CLASSIFICATION 1) ANALYSIS ON INDIVIDUAL INSTANCES WITHOUT RESAMPLING
In the first stage, the original dataset prior to resampling (33841 instances), was used. The hyperparameters of the models were optimized through 5-fold CV on 27073 instances (80%) and the test set (20%, 6768 observations) was used for an unbiased evaluation. Firstly, the ROC AUC was considered as the score to optimize the algorithms through GridSearch. The following results were obtained, see Table 2 :
The figures corresponding to the ROC AUC are satisfactory. Thus, for the RF in the test set ROC AUC = 0.871; this is equivalent to a probability of 87.1% that a randomly picked point of the positive class (coil broken during drawing) will have a higher score according to the classifier than a randomly picked point from the negative class (coil without breakages) [20] . Nevertheless, the results of the average precision in Table 2 reveal the inability of the classifier to identify class 1 instances. Fig. 2(a) shows the ROC curve, Fig. 2(b) the curves of the Precision and Recall scores as a function of the threshold and Fig. 2(c) the Precision-Recall curve for the optimized RF in the test dataset. Recall, see Fig. 2(b) , shows acceptable results for reduced values of the threshold which corresponds to a small number of FNs. However, it collapses quickly as the threshold increases. In addition, Precision results are very disappointing across the whole range of thresholds, which implies that the optimized RF produces a large number of FPs. This outcome exhibits a serious bias towards the majority class, increasing the number of FNs, which is the main issue of class imbalance.
In view of the above, we decided to conduct the optimization of hyperparameters in the CV using the AP as score, instead of the ROC AUC. The results, shown in Table 3 , indicate that this strategy has not produced any noticeable progress since the AP has not improved at all. The comparison between the mirror histograms shown in Fig. 3 indicates that the optimum algorithm assigns in all cases a low probability of failure, regardless of whether the observation belongs to class 0 or class 1. In addition, in both categories the distribution of the probabilities is similar, which explains the limited capacity of the classifier to separate the observations corresponding to breakage during drawing.
2) ANALYSIS ON INDIVIDUAL INSTANCES AFTER RESAMPLING
The results reported in section 3.1.1 illustrate the difficulties associated with imbalanced datasets. The specialized literature recommends the use of resampling methods as a tool to improve the predictive ability of classification algorithms in this type of situations. In this study, three resampling techniques have been implemented, namely, undersampling, oversampling and SMOTE. It is important to note that resampling cannot be directly applied on the entire data set before applying cross-validation [35] . One way to resolve this problem is to split the data into three sets: the training set to build the model, the validation set to select the parameters of the model, and the test set to evaluate the performance of the selected parameters [20] . After selecting the best parameters (validation set), the model was rebuilt training on both the training and the validation data to use as much information as possible. In all cases, both the ROC AUC and the AP have been used as scores for the optimization of the hyperparameters. Results are presented in Table 4 and, as can be observed, it is not only that resampling has not been able to improve the results obtained by working with the original dataset, but that even the ROC AUC and the AP have slightly decreased.
These results may be disappointing considering the state of the art on this matter. The specialized literature overwhelmingly recommends the use of resampling procedures as an antidote to the intrinsic difficulties posed by imbalanced datasets. However, only in few cases has the emphasis been put on the fact that resampling has not always led to a satisfactory classifier. For instance, Burnaev et al. [36] have studied the influence of resampling on imbalanced classification concluding that ''equalizing classes with resampling does not always improve the quality [. . . ] in some cases, the best choice of resampling is not to resample at all''. In this very same line of argument, Pozzolo el al. [37] conducted a specific study on undersampling establishing that its effectiveness ''depends on the number of samples, the variance of the classifier, the degree of imbalance and more specifically on the value of the posterior probability''. These arguments can be expressed more formally. Let P(C0) and P(C 1 ) be the probabilities of belonging to classes 0 and 1, respectively. In an imbalanced dataset, P(C 0 ) >>P(C 1 ). Points from the classes C 0 and C 1 follow distributions P(x|C 0 ) and P(x|C 1 ), where 'x' is a vector of the feature space. A good classifier is trained to obtain P(C 0 |x) and P(C 1 |x), that is to say, the probabilities of a specific instance 'x' belonging to class 0 or class 1. Bayes' theorem, see Eq. (4), enables the dependency between the prior probabilities, P(C 0 ) and P(C 1 ), and the posterior probabilities, P(C 0 |x) and P(C 1 |x), to be understood. As can be seen in Eq. (4), the probability that an arbitrary point is drawn from C 0 is always greater than the probability that it is drawn from C 1 . This is precisely the problem with imbalanced datasets, as sketched in Fig. 4 (a) and (b), where the curve P(x|C 0 )P(C 0 ) is always above P(x|C 1 )P(C 1 ) and, therefore, there are no instances assigned to C 1 . Classes will only be separable if there is an interval in which P(x|C 0 ) << P(x|C 1 ). In such a case, see Eq. (5), the probability that an instance was taken from C0 is comparable to the probability that it was drawn from C1. This scenario is represented in Fig. 4(b) and (d) where the curve P(x|C 0 )P(C 0 ) is not always above P(x|C 1 )P(C 1 ) and there are points that are classified as C 1 . In this case, the two classes are sufficiently separated to compensate the imbalance.
Resampling aims at rebalancing the dataset so that P(C 0 ) ≈ P(C 1 ). As represented in Fig. 4 (e) and (f), after oversampling the curve P(x|C 1 )P(C 1 ) is enlarged vertically, facilitating in this way the task of classification. At first glance, it may seem that resampling inevitably leads to a successful classification. However, the 'no free lunch' theorem is omnipresent in ML. When dealing with severely imbalanced datasets, it is necessary to undertake a very aggressive resampling because the curve P(x|C 1 )P(C 1 ) lies far below P(x|C 0 )P(C 0 ). In these circumstances, it is not strange that after replicating observations of the minority class in oversampling, the classifier experiences a remarkable overfitting, being unable to separate classes. Similarly, the undersampling of the majority class must be so demanding that it is impossible for the classification algorithm to identify the underlying pattern to separate classes.
3) REWORKING THE PROBLEM: DATA GROUPED BY HEAT
The results presented in the previous section, based on the optimization of classification algorithms on individual observations, have produced poor results. The use of specific techniques for imbalanced datasets has not improved the predictive ability of the algorithms. As stated by [38] , ''reworking the problem itself is often the best way to tackle an imbalanced classes problem''. For this reason, we decided to confront the problem with a different approach, based on redefining the dataset to classify not the breakage events in individual coils, but on heats (where each heat includes, on average, ∼50 coils). This strategy is, therefore, designed to rework the problem removing the imbalance of classes. This new dataset consists of 689 castings and 167 features. The label of the response variable is '0' if the heat does not contain any coil that has experienced breakage during drawing and '1' otherwise. 171 out of the 689 heats have undergone at least one breakage during drawing, which corresponds to a failure rate of 24.8%. 80% of the instances were randomly chosen for 5-fold CV (552 observations, 141 of them belonging to class 1 which means a breakage rate of 25.5%) and the remaining for test (137 observations, 30 with breakage, 21.8%). Again, classification was conducted by means of KNN, MLP and RF. The ROC AUC was considered as the score to select the optimum algorithm since this is a balanced dataset. The following results were obtained, see Table 5 .
The main characteristics of the optimized classifiers are the following: KNN consisted of 19 neighbors, uniform weights and the Euclidean distance. MLP was composed of two hidden layers with 8 neurons each; the activation function was ReLu and the learning rate 0.001; stochastic gradient descent was used. The optimum number of decision trees in the RF was 1000; 'entropy' was the function selected to measure the quality of a split and five features were considered to define the best split. Apparently, there have been no substantial improvements in terms of the ROC AUC score in relation to the results presented in section 3.1, however, it is clear that the AP has increased substantially. Based on these scores, the RF has been chosen as the most reliable classifier. Fig. 5 shows, for the test set, (a) the ROC curve, (b) the curves of the Precision and Recall scores as a function of the threshold and, (c) the graph relating Precision and Recall. This figure clearly illustrates the improvement in the classifying ability derived after grouping the individual observations by heats.
Remarkable differences can be observed in Fig. 6 between the mirror histograms of the breakage probability predicted by the classifier for class 0 and class 1. Even though there is overlap between distributions, RF assigns a higher probability of breakage to those instances belonging to class 1, which is the objective pursued. By way of example, Table 6 compiles the confusion matrices as well as the Precision, Recall and F1 scores obtained after applying the optimized RF with a threshold of 0.20, 0.40 and 0.60, respectively. Note that, with a threshold of 0.40, the classifier identifies 9 of the 17 heats that have undergone some breakage during drawing producing only 8 FPs.
B. CLUSTERING
Clustering is a type of unsupervised learning that consist in dividing a collection of objects on the basis of similarity between them which is commonly used to provide an intuitive idea about the structure of the data [20] . Clustering has been used in this study for a twofold purpose. First, to identify those manufacturing conditions that minimize the number of breakages during drawing. Then, an assessment of feature importance, complementary to that derived after classification, has been carried out on the basis of clustering.
For ease of visualization, PCA was applied on the original dataset (data grouped by heat) to reduce the dimensionality. The total number of PCs was fixed imposing an explained variance of 75%. A scatterplot of the observations (heats) as a function of the two principal components is shown in Fig. 7(a) ; as can be seen, the density of black circles -which correspond to heats that have undergone at least one failure during drawing-is significantly inhomogeneous. K-means (K = 4) clustering has been implemented after PCA and the result is shown in Fig. 7(b) ; small circles are the individual observations and large circles are the centroids of the clusters. Good separation between clusters can be appreciated. K = 4 was chosen based on the elbow method. Table 7 compiles the rate of breakages in each of the four clusters. Clusters 0 and 2 represent two extreme cases since the percentage of failures amounts to ∼10% and ∼67%, respectively. It is worth remembering that the clustering algorithm ignores the class to which each individual observation belongs, therefore, these differences detected between clusters are due exclusively to the similarity between the inputs of each observation. It is essential that PCA preserves the structure and relationships of the original dataset. For this reason, K-means was also applied to the original dataset not subjected to reduction in dimensionality; the results, which are included in Table 7 , prove that essentially the same outcome was obtained (but with the drawback of preventing a two-dimensional representation of the results, as in Fig. 7) .
The information provided by the clustering algorithm is particularly valuable for making decisions about optimal manufacturing conditions. Note that the breakage rate in cluster 0 (∼10%) is substantially lower than the average rate (∼25%). Therefore, the optimal strategy is to select the values of the manufacturing parameters so that they coincide with the coordinates of the centroid of cluster 0.
C. FEATURE IMPORTANCE
The rapid adoption of artificial intelligence has made the interpretation of black-box machine learning algorithms a necessity. Interpreting a parametric model (like linear or logistic regression) is generally easier given the fixed total number of parameters regardless of the volume of data. In non-parametric models (like KNN, MLP or RF employed in this study) the total number of parameters increases with the size of the dataset making the interpretation more difficult [39] . Ensemble methods that are built on decision trees, such as RFs, allow the importance of each feature to be obtained straightforwardly. In decision trees for classification, every node is a condition about how to split values in a single feature based on an impurity measure (entropy, in this case). After training a tree, it can be computed to what extent each feature contributes to decreasing the entropy. In the case of RFs the decrease in impurity is averaged over trees. The library Scikit-Learn has an option which returns an array of each feature's importance in determining the splits.
On the other hand, it is possible to extract information from the outcome of clustering to establish a ranking of importance of variables. Previously, clusters 0 and 2 were identified as the extreme cases with regards to the breakage rate during drawing. K-means provides the coordinates of the centroids of these clusters. Since K-means uses distance-based measurements to determine the similarity between data points, data are standardized to have a mean of zero and a standard deviation of one (otherwise, the outcome of the algorithm would depend on the units of measurement of each feature). Inasmuch as after standardization different features can be directly compared, feature importance can be conducted on the basis of the absolute value of the differences between the coordinates of the centroids of clusters 0 and 2. After obtaining the absolute value of these differences, the variables have been arranged in decreasing order.
Although the ordinality of the classification of features by their importance differs slightly depending on whether one or another method is chosen, it has been observed that the most relevant variables coincide in both cases. By way of example, the four most representative features have been selected and represented in Fig. 8 (left) in the form of boxplots, comparing the results obtained in the different clusters, and using Partial Dependence Plots (PDPs) in Fig. 8 (right) , which is one of the tools available in Scikit-Learn. A PDP shows the marginal effect one feature causes on the predicted outcome of a previously fitted model. The optimized RF provided the feature importance while PDP shows in which direction a specific feature is influencing the outcome. The vertical axis is interpreted as the change in the breakage probability from what it would be predicted at the minimum value; the blue shaded area indicates the level of confidence. As can be seen, the results provided by both procedures are coherent. This information is very valuable in order to optimize the manufacturing process and to minimize the rate of breakage during drawing.
IV. CONCLUSION
Breakage is an event that may occur during cold drawing of steel wires. Steelmaking is a highly complex process involving numerous variables in which it is extremely difficult to identify the factors or combinations of factors that promote failure during drawing. In this work, a series of Machine Learning algorithms have been developed and optimized enabling the prediction of the breakage probability as well as the optimization of the manufacturing parameters that minimize the occurrence of drawing breakages. The dataset is composed of actual observations monitored by the steel manufacturer involved in the research. Training, validation and testing were conducted on this dataset consisting of 33841 steel rod coils obtained from 689 heats. The breakage rate of coils during drawing amounts to ∼1.50% which correspond to an imbalanced dataset. The following algorithms have been employed for classification: K-Nearest Neighbors, Random Forests and Artificial Neural Networks (multi-layer perceptron). Features correspond to the 167 parameters monitored during steelmaking. The test dataset was formed by 20% of the observations, randomly selected; training and validation was conducted on the remaining 80% using 5-fold cross-validation. Clustering was conducted using K-means.
The specialized literature recommends the three approaches implemented in this study to deal with imbalanced class distribution: alternative scores (Precision, Recall rather than Accuracy), ensemble methods (Random Forest) and, particularly, the use of resampling methods (random oversampling, undersampling and SMOTE). The results obtained in the attempt to predict the breakage probability of a rod coil during drawing have been rather modest, i.e., none of the three approaches has resulted in a classifier that can be considered satisfactory. After an in-depth search, we have found other examples in the literature where resampling seems to be unable to cope with classification problems on imbalanced sets. Based on this, we have sketched a formal argument showing that classes C 0 ('no breakage') and C 1 ('breakage') will only be separable if there is an interval in which P(x|C 0 ) << P(x|C 1 ). However, this strategy may require very aggressive resampling that could result in overfitting of the model. In this scenario, the data scientist finds her/himself between Scylla and Charybdis. From our point of view, this result deserves to be published because it contradicts the state-of-the-art on imbalanced datasets. The publication of negative results can prevent duplication of research effort and may be the basis for new hypotheses or methods. A similar opinion has recently been expressed in a Nature editorial [40] saying that ''A researcher might not need to explore a particular hypothesis if others have spent months carefully doing so [. . . ] Research cannot be self-correcting when information is missing''. In view of this, we have attempted an alternative approach based on reworking the problem to remove the imbalance of classes redefining the dataset to classify not the breakage events in individual rod coils, but on heats (where each heat includes, on average, ∼50 coils) provided that 24.8% of the heats have undergone at least one breakage during drawing. This strategy provided a satisfactory result. The optimum algorithm was Random Forest with 1000 decision trees, 'entropy' as the function to measure the quality of a split and five features to define the best split. The ROC AUC and the Average Precision in the test dataset were, respectively, 0.824 and 0.604. A numerical example provides insight about the advantages of implementing this optimized Random Forest to detect heats that are susceptible to undergoing breakage. With a threshold = 0.40, this algorithm predicts 17 heats belonging to class 1 ('breakage'), 9 of which (53%), actually belong to class 1. Moreover, the rate of heats undergoing at least one failure during drawing will be reduced by 30%. The K-means method (K = 4) was used to divide the dataset based on the similarity between heats. The result of this procedure has revealed two clusters with breakage rates of ∼10% and ∼67%, respectively (compare them with the average rate, 24.8%). This result is particularly significant since it provides a strategy for optimizing the steelmaking process, which would consist in tuning the values of the processing variables to be as close as possible to the centroid of the optimum cluster (reducing the failure rate from 24.8% to 10%, which is a huge improvement).
Feature importance improves the interpretability of blackbox machine learning models providing a better understanding of the logic behind the model. It may be beneficial in multiple ways, for example, it enables focusing on the important variables and provides a reasoning behind a decision. Feature importance has been used in this research to identify the manufacturing parameters that most affect the probability of breakage during drawing. Two independent but complementary approaches have been employed. The first one used the Random Forest algorithm optimized for classification (feature importance can be straightforwardly obtained from tree-based algorithms). The second one was based on the outcome of K-means: the absolute value of the differences between the coordinates of the centroids of the two extreme clusters, 0 and 2, were used to order the features as a function of their importance. To the best of the authors' knowledge, this method is novel. Both procedures have produced consistent results, pointing to the same features. This is not only a sign of robustness, but also evidence of the ability of these algorithms to optimize the steelmaking and drawing processes, minimizing the number of breakages during drawing. DIEGO FERREÑO received the M.Eng. degree in civil engineering, the M.D. degree in physics, the master's degree in numerical methods applied to engineering, the master's degree in data science, and the Ph.D. degree in engineering from the University of Cantabria. He was an Associate Professor and a Professor with the University of Cantabria. Since 2000, he has been with the LADICIM Research Center. He has contributed to diverse lines of research such as structural integrity of components, finite elements, mechanical and microstructural characterization of biomaterials, and data science. He has published more than 30 peer-reviewed journal articles and six books. His publications reflect his research interests. In 2008, his Ph.D. thesis was awarded the First Prize of the University of Cantabria. 
