λ(n)-convex functions  by Khoury, Raja Nicolas
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 163, l-14 (1992) 
A(n) -Convex Functions 
RAJA NICOLAS KHOURY 
North Dakota State University, 
Fargo, North Dakota 58105 
Submilted by R. P. Boa.7 
Received June 12, 1989 
The goal of this research is to characterize the I(n)-convex functions in terms of 
determinants and divided differences. The results of this paper do not appear in any 
published mathematical literature. 1~’ 1992 Academic Press, Inc. 
1. A( n)-VANDERMONDE MATRIX 
Given three distinct real numbers x1, x2, x3, let i, = 2, AZ = 1, A, = 3, 
then the A(6)-Vandermonde matrix VM(2, 1,3) is defined by 1 x, xf x; XT x;
0 1 2x, 3x; 4x: 5x; 
vw2,1,3)= 
1 x* Xi .X; X; X; 
[ 1 1 x 3 x: x3 4 5 . x3 0 l3 2x, 3x: 4x: 5x; 0 0 2 6x, 12x: 20x; 
Since A1 = 2, we have 2 rows in x1, where the second row is the derivative 
of the first. Since A, = 1, we have 1 row in x2. Finally, since I, = 3, we have 
3 rows in xg, where the fifth row is the derivative of the fourth and the 
sixth row is the derivative of the fifth. 
The determinant of VM(2, 1,3), which we denote by VMD(2, 1, 3) is 
given by 
mfD(2, 1,3) = 2(x, -x1 )2 (x3 -x,)6 (x3-x*)3. 
Finally, if we choose x, < x2 < x3, then VMD( 2, 1, 3 ) > 0. 
DEFINITION 1.1. Let A 1 + A, + . . . + A, = n, A I, i2, . . . . A,, n, k, be positive 
integers and X, , x2, . . . . xk be distict real points. The I(n)-Vandermonde 
matrix VM(A, , &, . . . . A,) is the matrix whose first 1, rows form the 1, by 
n block V, = [Iu,] where 
1 
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lug2;;q 
X=X, 
) y; . 
Lll 
Then next A2 rows form the A2 by n block V2 = [*uij J where 
Si- lxj- 1 
2uu = 
1 dj<n 
8x’-’ x=x2’ l<i<&’ 
etc. We denote the determinant of VM(II, I,, . . . . A,) by I/MD(Al, AZ, . . . . &). 
THEOREM 1.2. 
VMD(R,, a,, . . . . akl=jfil ('I@: ti!)) n CxjbxX,)"'"j. 
lGi<j<k 
Also, ifXl<X2< ... <xk, then VMD(A,, AZ, . . . . &)>O. 
Proof. We shall prove this theorem by using the Principle of Mathe- 
matical Induction on k. For k = 1 we have 
1 
x1 
2 
x, 
... A,- 1 
0 1 2X, ... (A, -2) X:1-2 
VMD(I,)= ’ ’ 2! 
..’ (A,-1)(/I,-2)x:‘-3 
. . . 
0 . . . (a1 - 2)! (a, - l)! x, 
0 . . . (a, - l)! 
A, - 1 
=O! 1!2! **.(A,-l)!= fl (i!). 
i=O 
Suppose the formula is true for k. Since the calculations for all the blocks 
v,, v2, . . . . Vk are the same, we consider a typical block Vi with the block 
V k+l’ 
we have 
1 Xl xf . . . *?-I . . x7-J 
0 1 2q ... (&-1)x:‘-2 . . . (A)X;-2 
. . . 
0 . (li - 2)! &-l)!x, . . . (n-1) . . . (n-l;+2)x;-“‘+’ 
0 . . . 0 (A, - l)! . . . @-I) . . . (n-1,+1)xy-~~ 
1 xk+l xi+, “’ &+1-l xk+l 
n-1 . x,+1 
0 1 2x*+, ... (&+,-l)x~~;-* . . (n-1)x;;; 
. . . 
0 . (&+I-2)! (&+I-l)!xk+, .‘. (n-1) ... (n-&+,+2)x;;p+I+ 
0 0 (4+,-l)! . (n-1) . . . (n-l,,, + I)x;;F+l 
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Expand the full determinant by the first column to get zeros in all but the 
(A, + 1, 1) position. Factor out (-,)‘I+ “’ +& to give 
~i--xk+l xi 2 -xk+, 2 ... 
1 2xi ... (n- l)x;--2 
. 
0 . . . (n-1) ‘.’ (n-i;+ l)x;y 
1 2x k+l “. (n-1)x;;: 
0 . . . (n- 1) .‘. (n-l.,+, + 1)x”,,?- 
Replace each column cj by cj- xk+ 1 c,- 1, j= 2, 3, . . . . n - 1. Then factor 
xi - xk + I from each row and next subtract each row r, from the succeeding 
row ri+l for i= 1, 2, . . . . lj - I. Do this on each block. After factoring, we 
have (-1)“‘2! 3!...(Jkfl)! (xk+,-xi)‘! times 
1 -r, xf x7-’ 
y- 2 
0 1 2x, ‘.’ (&l)xy’ (n-;,x:y 
0 “’ (A,-2)! (A;- l)! x, (n-2) (n-i,+l)x-“’ 
0 0 (Ai- l)! (n-2) (n-I,)x:-“‘-~’ 
1 x*+1 x:+1 .‘. &+I-1 
7 
Xkil GLi 
0 1 2%+1 (&+,-l)xp-* (n-1).$,; 
0 ... (1,+1-2)! (Ik+,-l)!xk+] “. (n-2) ..’ (n-i,+,+l)X;;$+’ 
0 0 G k+l-l)! ... (n-2) ... (n-A++, lx 
n--ix&,-i 
k+l 
Repeat the same procedure on the other blocks until the whole determinant 
is reduced to the determinant of VM(L,, E.,, . . . . 2,). This completes the 
induction process. 
Finally, if x1 <x2 < ... < xk, then 
VMD(I,, A,, . . . . A,)= h (“ri’(i!)) n (xj-xj)“‘“‘>o, 
j=l i=o I<rcj<k 
2. A(n)-DIVIDED DIFFERENCE 
The first divided difference is defined by 
.fCx, XI I= (f(x) -S(x, )Mx - x1 h then f(x) =f(x, I+ (x - x1 )fCx, x1 1. 
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Similarly, for the second divided difference, 
fCx, Xl, %I =fC J-G Xl 1 -Rx1 3 x21 x-x2 
THEOREM 2.1. Let xl, x2, . . . . x,, be any n distinct points. Then for any x, 
n-l k 
f(x)=f(xl)+ 1 n (X-xi)fCXI~X2~~~*~Xi+11 
k=l i=l 
n 
+ n (X-&)f Lx, XI, x2, . . . . &I. 
i=l 
ProoJ: We use the Principle of Mathematical Induction on n. The 
theorem holds for n = 2. Now suppose the theorem is true for n. Then 
f(x1)+ i fi (X--Xi)f[X1,X2,...,Xi+ll 
k=l i=l 
+ n (X--Xi)fCX,X1,X2,...,X,+11 
i=l 
n-l k 
=f(xl)+ 1 n (X-xi)fCX~~X2~~~~~Xi+ll 
k=l i=l 
+ fi (X--Xi)fCX,X1,X2, . ..? %I+,1 
i=l 
fl+1 
+ n (X--Xi)fCX,Xl,Xz,...,X”+,l 
i=l 
n-l k 
=f(xl)+ 1 n (X-xi)fCXI~X2~~~~~Xi+ll 
k=l i=l 
+ fi (X--Xi)(fCX1,X2,...rX,+11 
i=l 
+(X--X,+1)fCX,X1,X2,...,X,+11} 
5 
n-l k 
=f(x1)+ c n (x--;)fCx1, x2, ...2 x,+11 
k=l i=l 
+ fi (X--xi)f[x, XI, x2, . ..> x,1 
i= I 
=f (x). 
Now if we let 
n-l k 
Pn(x)=f(xI)+ C JJ ~X~xi~fCX~rX2~~~~~Xi+II~ 
k=l i=l 
then the degree of p,(x) is at most n - 1 and the polynomial p,(x) inter- 
polates f at n distinct points xi, x2, . . . . x,. Hence we have 
f(x)=p,(x)+ fi (x-xXi)fCx,x1,x2, . . . . x,1. 
i=l 
Next, we would like to see what happens if we let the points get close to 
each other. We have f[x,x,]=(f(x)-f(xt))/(x-x,). Let x,=x+/r, 
then f[x,x]=lim,,,f[xi-h,x]=(f(x+h)-f(x))/h=f’(x) in case f’ 
exists. 
We use the notation f [x : 23 for f [x, x]. 
DEFINITION 2.2. If f(“) is continuous in the domain of f; then 
f[x:n+l]=f(“)(x)/n!, for allnEN. 
THEOREM 2.3. Zff’“) is continuous in the domain off, then for all n and 
m E N, we have 
$f.C x : n, x, , x2, . . . . x,]=nf[x:n+l,x,,x, ,..., x,]. 
Proof: We prove this theorem by using the Principle of Mathematical 
Induction on n. Without loss of generality, suppose m = 1; then for n = 1 
we have 
fCx:2,.u,,=fCX:21-fCx~xll 
x-x, 
=f’(x) -f cx, Xl 1 
x-x, 
> 
=;fCx,x,l. 
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Now, suppose the theorem holds for n. Then for n + 1 we have 
d f[x:n+l]-f[x:n,x,] 
=dx ( x--x1 
Jn+l)f[x:n+2]-nf[x:n+l,x,] f[x:n+l]-f[x:n,x,] 
x--X1 (x-xd2 
p+l)f[x:n+2]-(n+l)f[x:n+l,x,] 
X-X1 
=(n+l)f[x:n+2,x,]. 
Hence, the result holds by using Definition 2.2. 
COROLLARY 2.4. rff(“+ I) is continuous in the domain off; then 
x, XI, x2, *.., x,] = n! f [x : n + 1, x1, x2, . . . . x,] 
for all n and m E N. 
Proof: Without loss of generality, suppose m = 1. Then 
THEOREM 2.5. Iff(“) is continuous in the domain off, then 
-&f [x, : A,, x2 : A,, . . . . xi : ;li, . ..) Xk : 1, ] 
1 
= li f [x, : AI, x* : A*, . ..) xi : Ai+ 1, . ..) Xk : A,], forall 1 <i<k. 
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Here A, + AZ + . . . Ak = n, A,, AZ, . . . . A,, n, k, are positive integers and 
Xl > x2, . . . . xk are distinct real points. 
Further, the divided difference of the repeated argument is symmetric in 
1 Xl, x2, . ..’ xk}, i.e., the order of the argument is irrelevant. 
Proof. We use the Principle of Mathematical Induction on n. For n = 1, 
the result holds by Definition 2.2. Now suppose the result holds for n. We 
first show that the theorem holds for i= 1. 
-$f[x, : A,, x 2 : %,, . . . . xi : jbi, . . . . xk : I+] 
1 
=$ C(fCx 1 : 1,) x2 : A,, . ..) x, : A,, . ..) Xk : & - 1 ] 
-jLx, :A,-l,x,:J. 2, . . . . xi : Ai, . ..) Xk : &])/(X] -xk)] 
= (A., f [x, : I, + 1, x2 : A,, . ..) xi : ii, . . . . Xk : Ak - 11 
-(I-, - l)fCx 1 : A,, x2: A,, . ..) x, : &, . ..) Xk : A,])/(x, -xk) 
-(f[x 1 : A,) x2 : I,, . ..) x, : Ai, .,.) Xk : & - 11 
-f [x, : A1 - 1, x2 : A2, . . . . x, : I.,, . . . . xk : i., 1)/(x, - xk)’ 
=A,(f cx , : I, + 1, x2 : A,, . ..) x; : A;, . ..) .Yk : I, - l] 
-f [x, : iI, x2 : A,, . ..) x; : A,, . ..) Xk : A,])/(xt -xk) 
= I, f [x, : 2, + 1, x2 : i2, . . . . x, : L,, . . . . xk : jUk]. 
Now for any i such that 1~ i < k, we have 
&f [x, : II,, xq : &, . ..) x; : li, . ..) Xk : A,] 
I 
= -$ C(fCx 1 : A,, x2 : I,, . ..) x; : Ai, . ..) Xk : 2, - 1 ] 
-k x1 : I, - 1, x2 : ;Lz, . ..) xi : ii, . ..) Xk : &1)/(X, -xk)] 
=&f[x 1 : A,, x2 : R,, . . . . xi : Ai + I, . . . . xk : &], 
Finally, for i = k, the proof is similar to the case i = 1. 
Further, to show the divided difference EL, f [x, : A I, x2 : A,, . . . . x, : A,, . . . . 
xk : L,] is symmetric in xi : Ai, we again use the Principle of Mathematical 
Induction on n. If Ai= 1 for all i, then there is nothing to prove since 
” 
fCx,, x2, . . . . x,- 1, x,1 = 1 f(Xk) 
k-1 ll7=l,i#k (xk-xz) 
(see Isaacson [ 81). 
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Suppose the result holds for n - 1 = A, + AZ + . . . + & - 1. Then for li > 1 
we get 
f[x, : A,, x2 : A,, . ..) xi : ii, . ..) Xk : /I,] 
= (6/6Xi)f[X, 1 IL,, X2 1 A29 *..) Xc 1 lj- 1, ...) Xk 1 A,] 
&- 1 
But f[xl : A,, x2 : I,, . . . . xi : li - 1, . . . . x k : A,] is symmetric by the induction 
hypothesis, and thus so is 
f[x, : A,, x2 : 12, . ..) xi : li, . ..) Xk : A,]. 
COROLLARY 2.6. Iff w is continuous in the domain ofJ then 
@.I &I2 
--...-gf[x,,x,,...,xJ 
6x:’ 6x2 2 
= A,! A*! .** A,! f [x, : 1, + 1, x2 : A, + 1, . ..) Xk : I, + l-J, 
where 1,+1,+ ... +&=n,1,,1, ,..., A,, n, k, are positive integers, and 
Xl 7 x2, .**, xk are distinct real points. 
The proof of this corollary is a straight forward application of 
Theorem 2.5. Let f’“’ be continuous in the domain of A and 
A, + A, + . . . + A, = n, A,, A2, . . . . &, n, k, are positive integers, and 
Xl, x2, *.., xk are distinct real points. Then for any x, we have 
f[X,Xl :A,,x2:A,,...,x,:&] 
=f[X,X1 :A,,X2:A2,...,Xk:IZk-1] -f[x, :&,x2: A,,...,x,:&] 
x--k 
=f[x,x,:l,,x,:;1 I,..., x,:I,-2]-f[x*:A.,,x,:I, )...) x,:&-l] 
(x - Xk12 
_(X-xXk)f[X1:jll,X2:~2,...,Xk:~k] 
(x1 - Xk 12. 
f[x, 
( 
x1 : A,, x2 : A,, . . . . xk-, : &‘-I] 
-f[x,:&,x,:& ,..., X&I:&-,,+] > = . . . = 
cxl - xk)Ar- 
(x-xk)f[x, : 21, x2 : 12, . . . . xk : 23 - 
(x1 - Xk12 
_ . . . _ (x1 - xk)+ ‘f[xl : A,, x2 : 12, . . . . xk : A,] 
txI -Xk)‘k 
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Repeating the same procedure, we have 
f(x) =p,(x) -t fi (x-xi)“lf[x, x1 : i.,, x2 : A,, . . . . xk : A,], 
i= 1 
where P,(x) is a polynomial of degree at most n - 1 and given by 
f(xl)+(x-xl)fCx l :2]+ .‘. +(x-x,)-f[x, :/1,-j 
+(x-x~)~~(~[x~ :jb1,x2]+(x-x2)f[x, :E,,,x,:2] 
+ ... + (x-xl)‘*~‘f[x, : I.,, x2 : A,]) 
+ . . . +(x-x,)~~(x-xxl)~~...(.~-xl)~~-~ 
x (f[xl : iI, x2 : A,, . . . . xkp 1 : i,_,, xk] 
+ (x -Xk)f[Xl : /I,, x* : &, . . . . Xk : 21 
+ . . . +(~-x~)~~-~f[x,:E~~,x~:~~ ,..., x,:A,]). 
This equation is called the Newton Divided Difference Interpolation 
Formula, and P,(x) interplates f in the sense of Hermite at k distinct 
points xi, x2, . . . . xk. Finally, since the divided difference f[x, : i,, , 
x2 * ./I 2, . . . . xk : A,] is symmetric, it follows that f”)(x;) = Pj/)(x,), for 
1 Gi<k and O<j<&-- 1. 
3. CHARACTERIZATIONS OF A(n)-CONVEX FUNCTIONS 
We shall restrict ourselves to functions which are A(n)-convex with 
respect to polynomials. 
Introduction. New life was breathed into the topic of generalized convex 
functions when Tornheim in 1950 [ 181, apparently following the work of 
Popoviciu in 1944, suggested using n points instead of just two to deter- 
mine the convex functions. Lazarevic [ 121 announced an extension of 
results of Tornheim concerning points of contact between two distinct 
points of n-convex function in 1971. When the multiplicity of any node is 
more than one, then our function is no longer called n-convex function, 
more generally we refer to these new functions as I(n)-convex functions. 
Most of the papers relating to I(n)-convexity are oriented towards differen- 
tial equatons and differential inequalities. Our goal in this paper is to 
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characterize A(n)-convex functions in terms of determinants and divided 
differences. We shall use Theorem 1.2 to characterize a A(n)-convex 
function in terms of a Vandermonde matrix, and the Newton Divided 
Difference interpolation formula to characterize a A(n)-convex function in 
terms of a divided difference. 
DEFINITION 3.1. Let f: Z + R where Z is an interval of R. We say f is 
A(n)-convex on Z in case for any x, < x1 < . . . < xk in Z we have 
(f(X)-pJx))(- 1Y”‘~O (see Mathsen [13]), 
where xi-, <x < xi, for each j= 2, 3, . . . . k. Here M(j) = n + Ai + 
A,+ . . . +S-i, n=l,+&+ ... +A,, and p,(x) is the polynomial of 
degree at most n - 1 which satisfies 
f ‘yxj) =p;‘(xj) for j = 1, 2, . . . . k, and i = 0, 1, . . . . A,-, . 
In case A, = A2 = . . . = 1, = 1, a A(n)-convex function is just an n-convex 
function. Replacing “ 2 ” by “ < ” replaces convex by concave. The graph of 
I(n)-convex functions have similar geometric description as for n-convexity; 
however, the graph does not regularly alternative above and below because 
of the multiplicity of the nodes; that is, whether or not f - P, changes sign 
at xi depends on whether Aj is even or odd. If II, is even, then f - P, does 
not change sign at xj. On the other hand if Aj is odd, then f - P, changes 
sign. The graph of A(n)-convex function lies above the interpolating 
polynomial p,(x) for x > xk. 
Let Z be an interval of R. f: Z + R is i(3)-convex on Z if and only if 
1 Xl 4 f(x1) 
det [ 0 1 2x1 1 x2 4 f’(x,) 1 f(X2) >. ’ . 1 x x2 f ) 
Expanding the determinant above by the last column, we get 
(f(x) -p3(x)) VMD(2, 1) 20 for any choice of xi <x2 from Z, where 
I/MD(2,1) = (x2 -xi )’ and P3(x) is a second degree polynomial given by 
(WOW, 1)H(x-x2)(x--xl +x*)f(x1) - (x2-xI)(x---,Nx--2) 
f’(xd+(x-xd2f(x& H ence, p3(x) satisfies f (x1) =p3(x1), f/(x,) = 
&(x1), and f(x2)=p3(x2), if and only iff is A(3)-convex on I. 
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THEOREM 3.2. Let Z be an interval of R. f: Z + R is I(n)-convex on Z if 
and only if 
det 
Di,(x,) 
. . . . . . . . . . . . . . . . . .._._.. 
1 x x* . . . y-1 
I 
ml) - 
f"' -1(x,) 
.f(-G) 
f-(X2) 
St-'c!i) 
. 
.f”” I(&) 
. . . . . . . . . . . . 
f(x) I 
> 0, 
Di,(X,) = 
[ 
1 x, xf “’ xf’ . . y - I 
0 1 2x, ... (n,-l)xyZ (n-l)xymZ 
0 (Ii--2)! (s.,-l)!x, (n-1) (*-/l,+2)x;-i*” 
0 0 (A{- I)! ’ I ... (n-l) “’ (n-&+1)x:-“r 
Proof. Let 
Since D, is the I(n)-Vandermonde matrix, det [D,] > 0 for any choice of 
x, <x*-c ... <Xk. After expanding the determinant, we obtain 
where p,(x) is a pdlynomial of degree at most n - 1 and is given by 
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1 
det CD, 1 
( - 1 )“f(x, 1 
1 
0 
. . . 
1 X x2 n-1 . . . X I 
1 x1 x; ... n-1 
+ ... +(-1) 2n-tf(Ak--1)(Xk) .“. 
0 2 .I. (n- l);nl-2)x;-3 
1 x x2 .*. X n-1 
By using the properties of determinants, we have p,(xi)=f(xi) for 
i = 1, 2, . ..) k since the factors offCj)(xi) for j= 0, 1,2, li- 1, all reduce to 
zero because we have in each one of them two identical rows except for one 
factor of f(xi) for which p,(xi) =f(xi) by replacing x by xi and using the 
L(n)-Vandemonde formula. 
The determinant preserves the sign of the A(n)-convex function in 
Xl, x2, ***, xk from I. Say you wish to choose xi-r <XC xi. Then the row 
that includes f(x) should be between the last row of DA,-,(xiel) and the 
first row of DAi(xi) for all i = 2, 3, . . . . k. The derivative of each one of these 
determinants is the same thing as differentiating only the row containing x. 
Hence, by using a similar approach, we arrive at the initial conditions 
of A(n)-convex functions. That is, S”‘(xi) =py’(xi), for 1 <i< k and 
0 <j < li - 1. Finally, if x,, is the left end point of Z and xk + , its right end 
point, then for any x, < x2 < . . . < xk in Z, Definition 3.1 holds for some 
fixed i, 16 i < k + 1, then it holds for all i in its range. 
Our goal in the next theorem is to characterize A(n)-convex functions in 
terms of divided differences. 
THEOREM 3.3. Let Z be an interval of R. f: I+ 53 is A(n)-convex on Z if 
and only if 
f[x, x1 : A,, x2 : A.,, . ..) Xk : A,] > 0 
for any choice of distinct points x, x,, x2, . . . . xk from I. 
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Proof. We shall use the formula 
f(x) -p,(x) = f, (x - xi)i’f[x, x1 : 11, x2 : A,, . . . . xk : A,]. 
i=l 
If xj-l<x<x,, then 
(f(x) -P,(X))( - lY(” 
/-I 
=;v] (x-xj)+, (X-Xj)i’f[X,X,:~,rX~:~.~,...rXk:~k](-l)M(”. 
r=j 
Relating M(j) by its value as in Definition 2.1, we get 
Finally, since the divided difference f[x, : I+,, x2 : &, . . . . xk : %k] is sym- 
metric, it follows that 
f’J’(x,) =p(j)( .) ” x,9 for 1 <i<k and O<j<A;- 1. 
This not only proves the theorem but shows that Definition 3.1 holds for 
j= 1 and j= k + 1 as well. Here x0 denotes the left end point of I and 
xk+ 1 its right end point. Indeed, this argument shows that if for any 
x, <x,< .‘. < xk in Z, Definition 3.1 holds for some fixed i, 1 6 i < k + I, 
then it holds for all i in that range. 
Definition 3.1 suggests a number of questions regarding A(n)-convex 
functions. The characterizations given in Theorems 3.2 and 3.3 are for the 
case that the family of functions from which the P, in Definition 3.1 comes 
is the “dominating family” rc,, _ I of polynomials of degree less than or equal 
to n - 1. The definition given by Mathsen [ 131 and used in the literature 
requires that for any family F of functions having the unique il(n)-inter- 
polating property, i.e., given n real numbers yij and k distinct points 
XI <x2< “’ <xk, there is a function fe F satisfying fcJ’(x,) =y,,,, 
j = 0, 1, 2, . . . . li- 1, i= 1,2, . . . . k. Since the characterization in Theorem 3.3 
is specific to the family 7c,- I as the development of the divided difference 
shows, no direct generalization to a dominating family F using divided 
differences i possible. The determinant characterization of A(n)-convex using 
the Vandermonde determinant can be generalized via determinants for 
linear families F. The book by Karlin and Studden [ 151 has this develop- 
ment in the case of functions that are n-convex with respect to the linear 
family F. This can be extended to the A(n)-convex case, but the deter- 
minants are, of course, no longer Vandermonde determinants. If the 
linearity of the dominating family F is not assumed, no characterizations 
similar to Theorems 3.2 and 3.3 can be expected. 
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