This article provides a selective review on the recent developments of some nonlinear nonparametric and semiparametric panel data models. In particular, we focus on two types of modelling frameworks: nonparametric and semiparametric panel data models with deterministic trends, and semiparametric single-index panel data models with individual effects. We also review various estimation methodologies which can consistently estimate both the parametric and nonparametric components in these models. The time series length and cross-sectional size in this article are allowed to be very large, under which the panel data are called "large dimensional panels".
Introduction
Analysis of panel data has received a lot of attention in last three decades due to the prevalence of panel data in many disciplines such as economics, finance and biology. Panel data possess various advantages over purely time series or cross-sectional data. For instance, the double-index panel data enable researchers to estimate complex models and extract dynamic information which may be difficult to obtain by using purely cross-sectional data.
Hence, there exists a rich literature on parametric linear and nonlinear panel data models as well as their statistical inference and econometric applications, see, for example, Baltagi (1995) , Arellano (2003) and Hsiao (2003) .
However, it is well known that the pre-specified parametric assumption on the panel data models might be too restrictive, and the parametric models might be misspecified in some practical applications. Such misspecification may lead to inconsistent estimates and hence incorrect conclusions being drawn. To address such issues, some more flexible nonlinear modelling frameworks, and nonparametric and semiparametric estimation methodologies have been introduced in recent years by allowing the panel data "speak for themselves". (2006, 2010) , Wu and Zhang (2006) , Li and Racine (2007) , Cai and Li (2008) , Henderson et al (2008) , Mammen et al (2009) , Li et al (2011a) , Chen et al (2012a Chen et al ( , 2012b Chen et al ( , 2013a Chen et al ( , 2013b , Su and Lu (2013) .
In this paper, we will provide a selective review on the recent developments of nonparametric and semiparametric panel data models. In particular, we focus on two modelling frameworks: nonparametric and semiparametric panel data models where deterministic trends are involved, and semiparametric single-index panel data models with individual effects, and also review related nonparametric and semiparametric estimation methodologies. Unlike the model assumptions in statistics literature (e.g. Wu and Zhang, 2006) where the panel data are collected for many units over a short time span, we assume in this paper that both the time series length and cross-sectional size are very large, and the panel data under this case are called "large dimensional panels" . In recent years, many researchers have come up with new ideas to exploit the rich information contained in large panels. The assumption of large dimensional panel is extremely useful in exploring stochastic trends (Phillips and Moon, 1999; Bai et al, 2009) or deterministic trends (Robinson, 2011; Chen et al, 2012b) in econometric analysis of panel data.
Trends are the dominant characteristic in much of economic, financial and climatic data and have been extensively studied in recent years. Phillips (2001 Phillips ( , 2010 provide a review on the developments and challenges on the modelling of trends. Mainly due to the limitation and implausibility of parametric models, recent literature mainly focuses on time-varying coefficient trending models and uses nonparametric and semiparametric estimation methods.
Such studies include Robinson (1989) , Cai (2007) and Li et al (2009 Li et al ( , 2011b . Gao and Hawthorne (2006) propose using a semiparametric time series model to model the trend in global and hemispheric temperature series while at the same time allow for the inclusion of some explanatory variables in a parametric component. In Section 2, we will review the extension of such models to the panel data case: semiparametric trending panel data models (Chen et al, 2012b) and nonparametric time-varying coefficient panel data models (Li et al, 2011a) . As fixed effects are involved in these models, to obtain unbiased estimates of the model parameters, the developed nonparametric and semiparametric procedures eliminate the influence of these fixed effects by treating them as nuisance parameters. Furthermore, we will review the asymptotic theory for these nonparametric and semiparametric estimators.
When there are more than three covariates, it is well known that the underlying nonparametric regression function cannot be estimated with reasonable accuracy due to the so-called "curse of dimensionality". The circumvention of the curse of dimensionality is an important issue in nonparametric regression analysis. Many approaches have been developed to address this issue in nonlinear time series (or cross-sectional) analysis (e.g., Fan and Yao, 2003; Gao, 2007; and Li and Racine, 2007) . In Section 3, we will review some recent developments on semiparametric single-index or partially linear single-index panel data models. These modelling frameworks avoid the curse of dimensionality problem; allow for nonlinear relationship between the response variable and explanatory variables; and retain much of the ease of interpretation of the fully linear panel data models. Meanwhile, any existing information concerning possible linearity of some of the components can be taken into account in such models.
The rest of the paper is organized as follows. Section 2 reviews the nonparametric and semiparametric trending panel data models as well as their estimation procedures. Section 3 reviews semiparametric single-index and partially linear single-index panel data models as well as the associated estimation procedures. Section 4 discusses some possible future research topics and concludes this paper.
Nonlinear trending panel data models
As mentioned in the introductory section, there has been a rich literature on parametric and nonparametric time series models with various trending characteristics. There has also been increasing interest in identifying and estimating the trend in a panel data set in recent years. For example, Atak et al (2011) propose a semiparametric panel data model to deal with the modeling of climate change in the United Kingdom, and consider using a model with a dummy variable in the parametric component while allow for the time trend function to be nonparametrically estimated. In this section, we will review the semiparametric trending panel data model studied by Chen et al (2012b) and the nonparametric time-varying coefficient panel data model studied by Li et al (2011a) . The panel data under investigation can be cross-sectionally dependent.
Semiparametric trending panel data models
Consider a panel data model of the form (Chen et al, 2012b )
(2.1)
where β is a d-dimensional vector of unknown parameters, f t = f t T and g t = g t T are two unknown time trend functions, α i and x i are individual specific effects, and {e it } and {v it } are serially stationary and dependent both over time and cross-sectionally. Note that {α i } is allowed to be correlated with {X it } through some unknown structure, and hence is a sequence of fixed effects. For the purpose of identifiability, we impose the following restrictions on α i and x i :
where 0 d is a d-dimensional null vector. When β = 0 d , model (2.1) reduces to the nonparametric model discussed in Robinson (2012) . When N = 1, model (2.1) reduces to the model discussed in Gao and Hawthorne (2006) . Meanwhile, (2.2) allows {X it } to have a trend and thus be nonstationary. The practical applications of model (2.1) include the modelling of the dependence between the share consumption, {Y it }, and the total consumption, {X it }.
In the case of β = 0 d , Robinson (2012) introduces an averaged kernel estimation method to estimate the function f (·). Such a method can be extended to estimating β and f (·) in model (2.1). However the convergence rates are not satisfactory as shown in Section 4.1 of Chen et al (2012b) . Hence, Chen et al (2012b) propose a semiparametric profile likelihood estimation method. Before presenting this method, we introduce the following notation:
where ⊗ denotes the Kronecker product, i k is the k × 1 vector of ones and I k is the k × k identity matrix. As 
function and h is a bandwidth, and
The pooled semiparametric profile likelihood estimation procedure contains the following three steps.
Step (i) Define the loss function by:
For given α and β, estimate f (τ ) and hf (τ ) by
By simple calculation, we have
where
Step (ii) Denote
we can obtain the solution to the minimization problem (2.6) as follows:
Step (iii) Obtain the final nonparametric estimate of f (τ ) as
Under some technical assumptions, Chen et al (2012b) derive some nice asymptotic properties for β and f (τ ) by letting T → ∞ and N → ∞ simultaneously, an approach which is called the "joint limit approach" in Phillips and Moon (1999) . Specifically they show that
is the second-order derivative of the nonlinear trend function
The definitions of Σ v , Σ ve and σ 2 e are given in Section 3.1 of Chen et al (2012b) . The finite sample performance of the developed model and estimation method as well as their applications in analyses of Australian CPI data and input-output data can also be found in Chen et al (2012b) .
Nonparametric time-varying coefficient panel data models
We next generalise model (2.1) by allowing the relation between {Y it } and {X it } to vary over time. Such an extension is useful for analysing panel data observed over long time horizons over which economic mechanisms are likely to evolve and subject to changing institutional or regulatory conditions. The evolving relation between {Y it } and {X it } in response to such changes may be captured by replacing β by β t = β(
t T
). This leads to the following model (Li et al, 2011a) :
) and α i are defined as in Section 2.1. It is easy to see that model (2.12) includes model (2.1) and nonparametric time-varying coefficient time series model (Robinson, 1989; Cai et al, 2007) as special cases.
Our main interest lies in the estimation of the functions f (·) and β(·). Li et al (2011a) develop two types of local linear estimation approaches: averaged local linear estimation method and pooled local linear estimation method, and show that the latter has better performance in numerical studies. Hence, we next only introduce the pooled local linear estimation method, which is also called the local linear dummy variable approach (e.g. Li et al, 2011a) . Note that (2.12) can be rewritten in the matrix form
where Y , f , D, α and e are defined as in Section 2.1, and
The two-step algorithm in the pooled local linear method is described as follows.
Step (i) For given β and 0 < τ < 1, first solve the optimization problem:
14)
where W (τ ) is defined as in Section 2.1. Taking derivative of (2.14) with respect to α and setting it to zero, we obtain
Step (ii) Replace α in (2.14) with α and estimate β * (τ ) and hβ * (τ ) by solutions to the following optimization problem: 15) where
As W (τ )Dα = 0 N T , the fixed effects term Dα contained in Y can be eliminated from the minimization objective function in (2.15). By simple calculation, we obtain the local linear estimate of β * (τ ), which is defined as the solution a to (2.15), as follows
We call β * (τ ) the pooled local linear estimate of β * (τ ). Under some technical conditions, Li et al (2011a) establish the asymptotic distribution theory for β * (τ ), where the point-wise root-(N T h) convergence rate is derived. Li et al (2011a) also study the finite sample behavior of the pooled local linear estimation, and apply the developed model and methodology in the analysis of a UK climate data set.
Semiparametric single-index panel data models
Single-index modelling is one of the most commonly used semiparametric modelling techniques. It searches for a linear combination of multi-dimensional covariates which can capture most information about the relationship between the response variable and covariates, while still allowing for curvature between them by superimposing a nonlinear link function between the linear combination and the response. The single-index models for cross-sectional or time series data and their estimation procedures have been extensively studied in the existing literature (e.g. Härdle et al, 1993; Carroll et al, 1997; Xia et al, 2002; Xia and Härdle, 2006) .
In this section, we will review extensions of these models to the panel data case: single-index panel data models with heterogeneous link functions (Chen et al, 2013a) and partially linear single-index panel data models with fixed effects (Chen et al, 2013b) .
Single-index panel data models with heterogeneous link functions
Consider the following panel data model (Chen et al, 2013a) :
where g i (·) are unknown link functions that vary across individuals, X it are p-dimensional covariate vectors and θ 0 = (θ 01 , · · · , θ 0p ) is a p-dimensional unknown parameter vector. For the purpose of identifiability, we assume θ 0 = 1 and that the first nonzero entity of θ 0 is positive. We next use a so-called refined minimum average variance estimation (RMAVE) method (e.g. Xia et al, 2002) to estimate the parameter θ 0 .
Then, the estimate of the parameter θ 0 can be obtained by minimizing
As the link functions g i (·) are unknown, we estimate them by the local linear method by assuming that g i (·) are differentiable up to the third order for each 1 ≤ i ≤ N . Following a Taylor's expansion of the link functions, we have
when X it are close to x. The parameter θ 0 can be estimated by minimizing
where X its = X it − X is , K(·) is a kernel function and h is a bandwidth.
We use the following algorithm to estimate the parameter θ 0 .
Step
for each i = 1, · · · , N and s = 1, · · · , T , where
Step (ii) In (3.2), replace g i (θ X is ) and g i (θ X is ) with a is and b is from (3.3) and minimize the resulting weighted least squares with respect to θ to obtain
where A + denotes the pseudo-inverse of matrix A.
Step (iii) Update θ with θ = θ/ θ , and then repeat Steps (i) and (ii) until θ converges.
Denote the final estimate of θ 0 by θ. Chen et al (2013a) derive the asymptotic normal distribution theory for θ with root-N T convergence rate when both N and T tend to infinity simultaneously. They also investigate the finite sample performance of the above iterative procedure.
Partially linear single-index panel data models with fixed effects
It is well known that the nonparametric components in partially linear models may only accommodate covariates with low dimensions as they are also subject to the curse of dimensionality when the dimension of the covariates is larger than three. The partially 
where et al (2013a) need to assume that the time series dimension T is larger than the crosssectional dimension N in order to achieve the root-N T convergence rate for the single-index parametric estimator. However, this assumption is not required for model (3.5).
In order to construct consistent estimators for β 0 and θ 0 , we have to eliminate the fixed effects. Due to the single-index structure in model (3.5), the traditional differencing method will complicate the estimation of the link function. Hence, we introduce a local linear dummy variable estimation approach, which is motivated by the least squares dummy variable method used for parametric panel data analysis (Hsiao, 2003) , and which has also been used in Section 2.
and let Y , D, α and e be as defined in Section 2.1. Rewrite model (3.5) as
For X it close to x, we have the following local linear approximation:
where η (u) is the derivative of η(u) at u. With a rationale similar to that in Section 3.1, we aim to minimize
with respect to β, θ and (a it , b it ) , where
) is a diagonal matrix with its elements satis-
w js,it = 1 for each pair (i, t), and i N T is an N T -dimensional vector with all elements being 1.
To solve the minimization problem (3.7), Chen et al (2013b) propose the following iterative procedure:
Step (i) For given θ and β, minimize
with respect to α to get
Then, replace α in (3.8) by the right hand side of (3.9) and minimize the resulting weighted least squares with respect to (a it , b it ) to obtain the local linear estimator of η(X it θ), η (X it θ) :
Step (ii) Substitute α and (a it , b it ) in (3.7) with the right hand sides of (3.9) and (3.10) for each pair of (i, t) and solve the minimization problem with respect to β and θ to obtain the updated estimates
Step (iii) With the updated values of β and θ, repeat the above two steps until convergence.
Following the argument in Xia et al (2002) , we use two sets of weights in the above iterative procedure. The first is a set of multidimensional kernel weights defined as
where H(·) is a p-variate symmetric kernel function and h 1 is a bandwidth. Choosing any d-dimensional vector β and p-dimensional vector θ with θ = 1 and first nonzero element being positive and following the above iterations, we can obtain initial estimators of β 0 and θ 0 , which is shown to be weakly consistent by Chen et al (2013b) . Such initial estimators of β 0 and θ 0 are denoted β and θ, respectively. Although being consistent, the estimators based on the p-variate kernel H(·) are not efficient due to the curse of dimensionality. To improve the efficiency, we use the second set of single-index weights which are defined as
where K(·) is a univariate symmetric kernel function and h 2 is a bandwidth. Using the initial estimates β and θ and following steps (i)-(iii) with the weights in (3.13), we then obtain the final estimators β and θ. By substituting β, θ and X it θ in (3.10) with β, θ and u, we obtain the local linear estimate of η(u), which is denoted by η(u).
Under some technical conditions, and by letting both N and T tend to infinity simultaneously, Chen et al (2013b) show that β and θ have the asymptotic normal distribution with a convergence rate of root-N T , and η(u) is also asymptotically normal with a convergence rate of root-N T h. They also conduct extensive simulation studies, and apply the developed model and methodology to analyze the US cigarette consumption data in 46 states and the effect of foreign direct investment on the economic growth in 22 OECD countries.
An empirical example
As an illustration, we analyse a cigarette demand data set using three of the four models surveyed here. The data set is from Baltagi et al (2000) and contains annual data from 46 states in the USA over the period 1963 -1992 . Baltagi et al (2000 used a linear dynamic panel data model
to analyze the demand for cigarettes, where i = 1, · · · , 46, denotes the i-th state, t = 1, · · · , 29 denotes the t-th year, C it is the real per capita sales of cigarettes (measured in packs), DI it is the real per capita disposable income, P it is the average retail price of a pack of cigarettes measured in real terms, P N it is the minimum real price of cigarettes in any neighbouring state, and the disturbance term u it in (4.1) is specified as
where µ i denotes a state-specific effect, and λ t denotes a year-specific effect, which can also be interpreted as a trend in time t. 1960 1965 1970 1975 1980 1985 1990 1995 3.95 We first fit the data with the semiparametric trending model (2.1)-(2.2) with Y it = ln C it and X it = (ln DI it , ln P it , ln P N it ) . The semiparametric profile likelihood method surveyed in Section 2.1 is used to estimate the model parameters and the trend, and the results are given in Table 4 .1 and figure 4.1, respectively. With an estimate of 0.0120 and a standard error of 0.0222 for its coefficient, the variable ln P N it (i.e., log minimum price in any neighbouring state) is not significant. The goodness-of-fit statistic R 2 is 0.8905 for the model.
The second model we fit to the data is the nonparametric time-varying coefficent model (2.12) with ln C it as the response Y it and (ln DI it , ln P it , ln P N it ) as the covariates. The covariate vectors X it in this model are assumed to be stationary over time t, and since trends are present in each component of (ln DI it , ln P it , ln P N it ) , we detrend each component series and let X it = (ln DI it − s DI (t), ln P it − s P (t), ln P N it − s P N (t)) , where s DI (t), s P (t), and s P N (t) are the nonparametric estimates of the trends in ln DI it , ln P it and ln P N it .
The pooled local linear estimation method is employed, and the resulting estimates of the coefficient functions and their 95% confidence bands are given in Figure 4 .2. The estimate of the coefficient function for ln DI it is mostly positive, and that for ln P it is negative. It is also discernible from the plot at the bottom right of Figure 4 .2 that the estimate of the coefficient function for ln P N it has a wider confidence band compared to those of other coefficient The last model we consider for the same data set is the partially linear single-index model (3.5) surveyed in Section 3.2. Since all the variables (including the response) involved in this model are assumed to be stationary, we first detrend each data series and define Y it = ln C it − s C (t), where s C (t) is the nonparametric estimate of the trend in ln C it , Z it = Y i,t−1 , and X it = (ln DI it − s DI (t), ln P it − s P (t), ln P N it − s P N (t)) as in the previous model. The reason for putting Y i,t−1 in the linear component of model (3.5) is that it exhibits the strongest linearity with Y it . The estimates of the parameters and the link function are presented in Table 4 .2 and Figure 4 .3, respectively. The signs of the parameter estimates echo those of the corresponding parameter estimates from the semiparametric trending model. The R 2 of the partially linear single-index model is 0.9698.
Conclusions and discussions
In this paper, we review the recent developments on two types of modelling frameworks:
nonparametric and semiparametric panel data models with deterministic trends, and semiparametric single-index panel data models with individual effects. In Section 2, we review the semiparametric trending panel data models and nonparametric time-varying coefficient panel data models as well as their estimation procedures. Both the time series length and cross-sectional size in this article are allowed to be very large and the panel data could be cross-sectionally dependent. In Section 3, we review the single-index panel data models with heterogeneous link functions and the partially linear single-index panel data models with fixed effects, and the extension of the minimum average variance estimation method to the panel data case. We next discuss some possible future topics which are closely related to those introduced in Sections 2 and 3.
In Section 2, we mainly focus on nonlinear panel data models with deterministic trends by using nonparametric and semiparametric methods. A possible future topic is to consider stochastic trends in panel data (Phillips and Moon, 1999; Bai et al, 2009) . For example, the regressors {X it } can be generated by a multivariate unit root process and we may expect some super-consistency asymptotic results for the developed estimation. Another possible extension is to replace the fixed effects in models (2.1) and (2.12) by a more complicated interactive fixed effects structure (Bai, 2009 ). However, the estimation procedures in Section 2 may have to be substantially extended to deal with such a complicated structure.
In Section 3, to establish nice asymptotic properties for the semiparametric estimators, we need to assume that both the time series length and cross-sectional size tend to infinity.
A recent paper by Chen et al (2013b) relax this condition for the partially linear singleindex panel data models and allow one of the two indices to be fixed and the other tend to infinity. Chen et al (2013b) also introduce a new semiparametric GEE method to improve the efficiency of the parametric estimation. Other possible extensions of the partially linear single-index panel data model (3.5) include models with discrete response variables or those with high-dimensional covariates, in which case a variable selection procedure is needed (Liang et al, 2010) .
