AbstrAct
INtrODUctION
The Semantic Web is the brainchild of Tim Berners-Lee, who is also the founder of the World Wide Web (WWW). The WWW has changed the way we communicate, shop, and carry out business transactions. Just like the WWW, the Semantic Web is anticipated to impact our lives in many ways. Berners-Lee defines the Semantic Web as "a web of data that is directly or indirectly processed by machines." The Web today is capable of handling lots of data and presenting it to humans in human readable format. However, it does not understand such data well enough to display what is most relevant or significant in a given context and this is prevalent among search engines today (Barbir, 2002) .
The Semantic Web is meant to overcome this limitation via a shared conceptualization. Machines are liable to process, convert, and reason data in more useful and meaningful ways (Muthaiyah & Kerschberg, 2007) . For example if a user had to look up the meaning of simple object access protocol (SOAP) on the search engine and needed to actually understand how SOAP services are set up, the Semantic Web search results would display the suite of related technologies such as extensible markup language (XML), universal description, discovery and integration (UDDI), and Web service definition language (WSDL), which are related to SOAP and even provide a step by step tutorial as to how a SOAP service can be setup. Unfortunately, the status of the Semantic Web today is far from what Berners-Lee and Gruber had envisioned and this is because it has not really begun including semantic processing in its search methods.
In a semantically Web-enabled environment, the Semantic Web agent would search the Web for SOAP where SOAP is defined as "a type of technology deployed for Web services to locate relevant results." The agent would also present to the user technologies related to SOAP. The Semantic Web agent would acquire, understand, match, reason, and interpret data from all over the Web and semantically as well as syntactically match them for achieving precise results. However, in today's situation the user who runs a search for SOAP would most likely see listings of bathing soap, detergent, or shampoo. This would unfortunately not be relevant to the user who is looking for SOAP technology. The user may then have to refine the search multiple times before finding relevant information. Search techniques used for current information retrieval processes are mostly based on word matching algorithms that use syntactic matching schemes and do not apply semantic correspondence for data labels. Since there are various semantically associated meanings with the word SOAP, purely syntactic matching will only produce unfavorable results. Considering the Semantic Web vision, we can understand that such a technology would rely on structured data, inferences, and rules to conjure information from various sources. This includes relational databases, Web files, XML documents as well as electronic data interchange (EDI) repositories. Machines would be enabled to access other machines and processes based on readily available semantic information. In order to achieve these goals, semantics must be included in the search algorithm.
bAcKGrOUND
Some theories indicate that ontologies provide the semantics necessary for semantically matching data. However, this is far from true because ontologies per se cannot include all the data definitions of the world (Maedche, Motik, Silva, & Volz, 2002) . Ontologies are meant to allow machine processable metadata to be executed efficiently (Kurgan, Swiercz, & Cios, 2002) Different ontologies may include different sets of definitions and may not be developed in a unified fashion. This is because there are no standards to govern the creation on ontologies. Ontologists often do not agree on the same semantics or structure when developing their ontologies and as such two ontologies might have a similar concept but would have their data labels named differently (Muthaiyah & Kerschberg 2007 ) such as <price>$5</price> in one ontology and <quote>$5</quote> in another. Unless semantics are used, machines will not be able to comprehend that both data labels are equivalent and will not match them. Without semantics creation of rich data specification for a shared conceptualization will not be possible (Fowler, Nodine, Perry, & Bargmeyer, 1999) .
Rules can be specified to enable machines to reason data in more useful ways and understand its semantic nuances (Missikoff, Schiappelli, & Taglino, 2003) but this would not be flexible and scalable, as thousands of rules would be needed. A more reasonable approach would be to mediate ontologies (Maedche et al., 2002) via their data labels. In the travel example earlier, </price> and </quote> data labels for travel bookings and reservations of disparate ontologies should be mediated to achieve data heterogeneity. Ontology mediation systems are mostly semi-automated at present (Muthaiyah & Kerschberg, 2007) . They eliminate erroneous data by filtering out data labels that are not syntactically similar and present the results to an ontologist for manual input. The ontologist would manually select semantically related data labels and match them one by one to the with the target ontology (TO). Currently there are many techniques such as MAFRA (Maedche et al., 2002) , IF-Map (Kalfoglou & Schorlemmer, 2003) , SMART (Noy & Musen, 1999) , and PROMPT (Noy & Musen, 2000) that use match algorithms which are based on string, prefix, and suffix matches. Some other techniques are only applicable to relational schemas in databases or XML type data (Muthaiyah & Kerschberg, 2006) . Researchers have also attempted to use machine learning systems (Doan, Madhavan, Domingos, & Halevy, 2002) for the same purpose but as mentioned earlier they lack flexibility. Literature also shows that these works also do not incorporate linguistic matching. This is where our work fills the gap.
This article highlights a semi-automated hybrid approach that combines semantic and syntactic matching within a new matching algorithm to present more reliable and relevant results to the ontologist. The idea is to reduce the workload for the ontologist so that source ontology (SO) and TO data labels can be matched much faster. Our experiment shows that pure syntactic matching provided a weak correlation, relevance, precision, and reliability scores when matched with inputs from human domain experts but when syntactic scores were combined with semantic scores the results improved. In the next section we present our matching algorithm.
MAtcHING ALGOrItHM
Our matching algorithm runs matches and presents the results to the domain expert for final consideration. The domain expert's input is only required towards the final stage and this improves efficiency. The alternative method would be to manually configure matches, which would be voluminous for the human expert, especially in complex environments where large set of match candidates are found. The idea here is to reduce the workload of domain experts by eliminating extraneous data and this is how it works. Parameters are entered in each execution of the algorithm and the acceptance threshold is set for SRS scores.
Only classes that have SRS scores higher than the specified threshold are presented to the domain expert for scrutiny. We propose a semantic matching process where classes are matched using highly reliable algorithms based Lin, Gloss Vector, WordNet Vector and latent semantic analysis (LSA) measures. This is discussed further in the fourth section. The similarity function (s) has five components, that is, (E), inclusiveness (IC), consistency (CN), syntactic similarity (SYN), and semantic similarity (SEM). The five elements within the parenthesis are independent variables that determine the dependant variable (s); thus producing the following equation:
Multiple factors are considered for determining similarity including variables that have nothing in common in order to refine our results. The similarity function negates all disjoint (D) attributes between classes and the modified function is as follows:
The first three (i.e., E, IC, and CN) tests, are iterative. These tests are based on the definitions provided in the work ofLi Yang, and Yu (2005) . We have expanded their definitions to include SYN and SEM which together makes up the SRS. The first three steps, specifically addresses all nodes in a hierarchical ontology structure. Then SYN and SEM tests are applied allowing full semantic matching to be computed among classes and instances. Tools such as OntoViz and RICE can be used to view the hierarchical graph structures. All the nodes in the graph can be tested for tests in step 1, step 2, and step 3 in our algorithm. The algorithm supports Web ontology language (OWL) and resource description framework (RDF) structures and SO and TO nodes can be matched and a similarity matrix is populated (see Appendix 2). We provide a matching algorithm based on similarity of classes that uses both syntactic and semantic matching in order to determine more reliable and precise similarity scores unlike other methods discussed earlier. We have also built a prototype agent-based system using Java agent development framework (JADE), which deploys a matching agent (MA) that computes similarity using SRS.
Those with lower scores are recorded into logs and the domain expert reviews them when it calls for his/her judgment especially in cases where the score is very close to the threshold. This is because the algorithm is set to discard input classes that do not attain the threshold level. In such cases the class is not recommended to the domain expert. If one or more of the ontology candidates have SRS scores higher than the acceptance threshold, the one with the highest value is chosen as equivalent (a synonym) to the input. Empirical evidence is provided to support this model which will be discussed in the following sections. The following are the steps involved for the matching algorithm (see appendix 1):
• Step 1-Read loaded SO and TO taxonomies. Semantic engine reads taxonomies of the SO and TO. Prepare for detailed matching tests of data labels, go to step 2. scores. Similarity inputs from step 6 and 7 are aggregated, to produce SRS. Go to step 9. • Step 9-Populate similarity matrix.
The aggregated values (SRS) from step 8 of candidate labels are populated into the similarity matrix. Multiple matches are carried out. Values are to be verified against the threshold. Go to step 10.
• Step 10-Set threshold. Threshold value (t) is set based on scale used. For a scale between, 0 and 1 the threshold value is usually 0.5 (t >0.5). Those below threshold are logged in file in step 12. If greater than the threshold value, go to step 11. • Step 11-Domain expert selection. At this stage, candidates from step 10 are presented to domain expert by the system. Input from step 12 is accepted at the discretion of the domain expert.
• Step 12-Manual log. Selection is made manually only for those values below threshold. The domain expert uses his own cognitive judgment. Go to step 13.
The matching algorithm (see Appendix 1) shows detailed steps before the semantic matching engine produces mappings. The process begins when two ontologies are first loaded (i.e., O 1 and O 2 ) and they are identified as SO and TO.
The taxonomies are read and translated for beginning matching. An equivalent test (E) is carried out for data labels to test their similarity in terms of three parameters, (1) test for semantically equivalent data labels, (2) test for synonyms, and (3) test for similar slots or attribute names. C is used to refer to classes and c refers to attributes or slots. In the next section we discuss semantic and syntactic matching.
sEMANtIc AND sYNtActIc MAtcHING syntactic Matching
Syntax is a grammatical rule that refers to the structure of concepts and not their semantics (i.e., structure and meanings). The main distinction between syntax and semantics is that syntax always refers to form and structure. It uses approximate string, substring, prefix, and suffix matching for data labels (Chapulsky, Hovy, & Russ, 1997) . The implicit reference made today is that syntactic matching always matches semantic matching results. This however, is not always true as mentioned in the SOAP example earlier.
Syntactic matching often results in less reliable results. They rely heavily on grammatical rules and do not support semantic similarity. Syntactic integration defines rules in terms of class and attributes names and does not take into account the structure of the ontology. Syntactic mapping also does not entail coordination of meanings or agreed definitions. As such, this kind of mapping could be conceptually blind although comparatively easier to implement.
Nevertheless it is useful and saves time in arriving at datasets that are likely to be matched. To demonstrate this, the Levenshtein's distance (LD) string match is used to measure the similarity of our data labels earlier, that is, </price> and </quote>. Here we say distance (d) to be the inverse of similarity (s) and (d=1-s) and on a scale of 0 to 1, if (d=0), then (s=1).
By applying LD, we first chose price as the source string and quote as the target string. Then they are syntactically matched on a scale of 1 to 10, LD = 4 denotes (d) = 4 and thus similarity (s) = 10-d = 6. In other words they are 60% similar (i.e., 6/10). When price and cost are matched, similarity is 50% (i.e., 5/10). Only price and price resulted in 100% similarity (i.e., 10/10).
Levenshtein defines distance as a number of deletions, insertions, or substitutions needed to transform a source string into the target string. This algorithm has been widely used however it does not apply semantics to match data labels. This also holds true for other syntactic matching systems alike such as suffix matching and prefix matching.
semantic Matching
Semantics represents meaning. A given word has multiple meanings or commonly referred to as word senses. Our premise is that ignoring word senses in matching data labels causes inaccurate results. As such we propose to include semantics in ontology mediation efforts. Semantics rely on dictionaries to determine synonyms and evaluate concepts that share uncommon words. We use the combination of four measure such as Lin, Gloss Vector, WordNet Vector, and LSA because our experiments show that selected combination of these four measures out of 13 linguistic and nonlinguistic measures (e.g., PMI-pointwise mutual information, Resnik, Jiang-Conrath, Lin, NSS-Normalized Search Similarity) produce more accurate results. Precision and relevance also improved tremendously with HCR scores. All scores obtained from the selected four measures were then aggregated and normalized for producing SRS.
Experiments were conducted to compare human cognitive scores (i.e., HCR Rank) based on a 30 word-pair cognitive study carried out at Princeton (Miller & Charles, 1991) . Table 1 shows semantic scores (Sem Rank) that were derived from cognitive measures mentioned previously, HCR, Syn, and SRS scores. We will now discuss the experiment carried out in the next section.
Experiment Design and results
Fifty questionnaires were distributed to domain experts for this experiment. The respondents were carefully selected and only high school English teachers who taught English as a second language were picked. The idea was to choose only people who were highly skillful in the language to be able to rank the 30 word pairs. Obviously if we were to evaluate the domain of neurons then we would use neurologists as they would understand that domain better. Out of 50, 38 responses were processed and 12 survey responses were removed, as they were incomplete. The study had a 100% response rate. The questionnaire was focused on testing human judgment for similarity of 30 word-pairs (see Table 1 ).
Scores given by respondents is labeled as HCR Rank, Syn Rank denotes syntactic scores, Sem Rank denotes semantic score and lastly SRS Rank is the hybrid score that combines semantic and syntactic scores. Respondents were asked to rank on a scale of 0 to 10 for all 30 word-pairs. Rank 0 was for an unrelated word pair and 10 was for a highly related word pair according to their cognitive similarity judgment. They were instructed not to assign the same rank twice for the same word category. For instance if lad appeared twice for a wordpair then they should not give the same rank for another instance which included lad in it. This was to ensure that their previous answers did not have an effect on the new answers and also to prevent bias answers. The higher the score given by the respondents meant that the similarity of the word-pair was higher based on their cognitive reasoning. Figure 1 shows the results obtained for all four ranks, that is, Sem Rank, HCR Rank, Syn Rank, and SRS Rank. It illustrates the symbols that we used to represent the 30 word-pairs (i.e., a to ad). All the ranks have been scored from a scale of 1 to 10 and the higher the score indicated the higher the similarity between the word-pairs. Symbol "a" for "car-automobile" was scored 10 by semantic match (i.e., Sem Ranks) and 0 by syntactic match (i.e., Syn Ranks) and so on. Semantic scores (Sem Rank) has the closest match to human responses (HCR Rank), that is, 92% match and when combined with syntactic scores (Syn Rank), that is, the hybrid score, the correlation was 80%.
However the pure syntactic scores were clearly inaccurate, not only they had a weak but also a negative correlation with the HCR Rank. As such this supported our hypothesis that pure syntactic scores are not accurate for matching data labels as part of the ontology mediation process. We still use syntactic scores to eliminate erroneous data labels. After that we apply semantic match results to obtain the closest match to the human domain expert's ranking. Semantic agreement and semantic affinity measurement use cognitive measures derived from WordNet including synonymy, meronymy, antonymy, functions, and polysemy associations (Silva & Rocha, 2003) . In the next section we run some hypothesis tests to validate our approach.
Hypothesis tests and results
Thirty word-pairs were used in our experiment. Among them, 10 were highly related word-pairs (which should yield scores between 7 to 10), 10 were intermediately related word-pairs (which should yield scores between 3 and 6), and 10 were unrelated word-pairs (which should yield scores between 0 and 2). SRS scores were calculated based on Sem Rank scores and Syn Rank scores that were summed and averaged (see Table 1 ). HCR scores were obtained from domain experts who ranked the 30 word-pairs. The results were compared with the combined scores (i.e., syntactic and semantic). To prove the hypothesis that combined scores (i.e., SRS) Table 2 illustrates the significant relationship between SRS and HCR ranks. This shows that there was a significant positive correlation between the two scores, that is, r = + 0.806 (i.e., 80.6%). The asterisks indicate significant correlation at 0.01, level (2-tailed). Significance value (p) for this 2-tailed test is <0.05 thus (r =0.806, p <0.05) rejects the null hypothesis (H 0 ) and accepts the alternate hypothesis (H 1 ). This proves that to achieve the Semantic Web dream, both syntactic and semantic matching must be given importance.
A t-statistic was also measured for Table 2 to test the hypothesis and with the r coefficient = +0.806. t resulted in 7.205 with the given degree of freedom of (n-2 = 28) and given the α = 0.01, the critical value of t was 2.7633. Since the t-statistic of 7.205>2.7633, this clearly rejected the null hypothesis (H 0 ) and the alternate hypothesis (H 1 ) was accepted. Table 3 illustrates that there was a higher positive correlation between Sem Rank and HCR Rank. This shows that there is a significant positive correlation between the score, that is, r = + 0.919 (i.e., 91.9%). The asterisks indicate significant correlation at 0.01, level (2-tailed). Significance value (p) for this 2-tailed test is <0.05 thus (r =0.919, p <0.05) also accepts the alternate hypothesis (H 1 ) earlier as well. This (5) total number of responses There are two parts to reliability, that is, precision and relevance. The semi-automated ontology mediation system is meant to reduce the workload of the ontologist, thus the ontologist must be served with reliable information before they decide to choose data labels to be matched. The hypothesis here is that SRS scores that include syntactic and semantic measures are more reliable to an ontologist compared to using SYN scores. 
Precision (P s )
Considering 30 word-pairs, to calculate precision (P s ) all the SRS scores were first normalized. After which the HCR responses were matched against them. The idea was to compare exact matches only. Out of 30 pairs, there were 12 exact matches. Although there were ones that were really close but because they were not exact matches they were not considered for this test. Final precision score for the SRS score was 40% (P s =12/30), that is given the equation above 12 correct responses were discovered out of 30 responses in total. However, the precision score for only syntactic match resulted in only 5 correct responses out of 30 responses in total. The precision score for syntactic match was 16.67% (P s =5/30), which was lower than the SRS scores. In summary, SRS scores provided higher precision.
relevance (r L )
The same number of word pairs was tested for relevance (R L ). The SRS scores and HCR scores were matched. The relevance score (R L ) for the SRS scores was 96.67% (RL =29/30). This was for 29 relevant responses out of 30 responses. The relevance score (R L ) for only syntactic matches resulted in 22 relevant responses out of 30 responses in total. As such, pure syntactic match resulted in only 73.33% (R L =22/30). In summary, SRS measures provided better relevance scores.
The hypothesis test indicates that SRS scores that include syntactic and semantic measures are more reliable to an ontologist compared to using purely SYN scores. Thus the null hypothesis (H 0 ) is rejected and the alternate hypothesis (H 1 ): is accepted. This due to higher precision and relevance of the SRS scores compared to pure syntactic match scores. This attributed to higher reliability as well. This article stresses why semantic mediation should be included in ontology mediation systems. The hypothesis here was that syntactic matches alone would not suffice as they are usually based on prefix substring and suffix matching. The importance of coupling semantics and syntactic matching was empirically tested to support this theory. New measures were introduced such as precision, reliability, and relevance, which by themselves were a significant contribution. Empirical tests were conducted to validate our approach including hypothesis tests, t-statistics, reliability, and relevance measures. The main benefit of our approach is that erroneous data is filtered so now instead of going through 30,000 concepts, the ontologist only has to deal with one tenth of the data. We are not trying to prove that our matching algorithm is superior to others but we are introducing an element that is significant for concept matching in ontologies, which is the cognitive or linguistic element (Hirst & St-Onge, 1998) . We believe that given the SRS measures, the workload of the ontologist would be significantly reduced. The ontologist will only select from fever concepts now and as such their productivity will improve drastically. In this article we have provided a detailed matching algorithm as well as a new evaluation measure. We recognize that modification of context does modify the semantic similarity of concepts. This aspect has not been included in this article and is a significant part of our future work.
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