Summary. Shock-compressed MgO radiates thermally at temperatures between 2900 and 3700 K in the 170-200 GPa pressure range. A simple energy-transport model of the shocked-MgO-targets distinguishes between different shock-induced radiation sources in these targets and provides estimates of spectral absorption-coefficients, ahM for shocked MgO (e.g. at 203 GPa, a h M g O -630, 7500, 4200 and 3800 m-', a t 450,600,750
Introduction
The mechanical response of materials t o high pressure has traditionally been investigated by shock wave or static compression experiments that constrain, among other things, the pressure-density 'equation-of-state' behaviour of these materials. As first demonstrated by Soviet workers (summarized by Koriner 1968), optical radiation from the shock-compressed state o f transparent materials has the potential to constrain the temperature o f the compressed state. The emission of radiation from shock-compressed transparent materials is rather remarkable from the point of view that these materials are, at least initially, dielectrics. Shock compression apparently transforms ionic materials (e.g. NaCI) into semiconductors (Kormer et al. 1966) with electrical conductivity u p t o 10'' times that of the uncompressed material. Among initially-covalent materials, Ahrens ( 1966) inferred a -1 O2 increase in the electrical conductivity o f MgO shock-compressed above 92 GPa, and Knittle & Jeanloz (1986) inferred a similar increase in the electrical conductivity of FeO staticallycompressed above 70 GPa. For MgO, at least, this change in electrical conductivity at high ion experiment after Boslough (1984) . The projectile, 669 shc through the barrel, impacts the sample at velocities between 5.7 and 6.4 km s-'. Radiation from the sample is bent 90" by the mirror, travels through the objective lens, and is divided up by the three beamsplitter arrangement among the four channels to the pyrometer. The resulting signals from the photodiode in each channel are monitored by oscilloscopes and LeCroy transient digital recorders.
Model calculations and data analysis
Our experiment begins when the projectile, containing the Ta flyer-plate, impacts the Ta driver-plate. This process generates two shock waves at the flyer-driver interface, one travelling forward into the driver plate and the other back into the projectile. When the shock wave propagating through the driver plate reaches the driver plate-film (Ta-Ag) interface, a lower-amplitude shock continues into the lower shock-impedance Ag-film, and a release wave is reflected back into the driver plate. Once the interface is compressed, the balance of mass and momentum require that the component of the material velocity and stress fields, respectively, in the driver plate and film normal to the interface be continuous across it. Consequently, the compressed state of the driver plate releases to a state having nearly the magnitude of the normal stress and material velocity of the shocked-Ag film. An analogous process occurs at the Ag-MgO interface, releasing the shock-compressed Ag to a state with essentially the same normal material velocity and stress as the shock-compressed MgO. Since the film is so thin, the driver plate releases (a second time) shortly after this to a similar state. Wave reverberations quickly bring the driver plate and film to states with the normal stress and material velocity of the shocked-MgO. All of this occurs on a time scale less than 1 nanosecond (ns), and is not detectable by the pyrometer.
The basic data is radiation intensity as a function of time at the four wavelengths mentioned above. Clearly, the time-resolution of the data is much better than the Oscillucope record o f radi;ition intensity history at 750 nm for shot 146. The radiation intensity rises hharply off-scale at f = 0 as the shock wave compresses the Ag-MgO interface to high temperature (sec . Table 2 ). Decay of the interface temperature and/or absorption of interface radiation in the growing shocked-MgO layer (sec text) causes the ohserved intensity to decrease sharply with time to about 170 ns into thc euperimcnt, a t which point the radiation intensity becomes approximately limeindependent. After a h o u t 240 n s ( t q )~ the .;hock wave reaches the free surface of the MpO, and the experiment is over. 
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67 1 wavelength-resolution. We present an example of these data in Fig. 7 , an oscilloscope record at 7 5 0 n m for shot 146 (Table 6 ). Using the known radiation intensity of a standard lamp (Boslough 1984) at the observed wavelengths, we transform this raw data into experimental spectral radiation intensities (in the form of spectral radiance) as a function of time. The result of this procedure for shot 146 data is displayed in Fig. 3 .
We interpret the temporal and wavelengt!i variations of data in the context of the following model, a slight modification of Boslough's (1985) model (see also Boslough et al. 1986; Svendsen 1987) . We assume that the shock-compressed/released Ag-film at the Ag-MgO interface, and shock-compressed MgO, are the only sources contributing t o the observed radiation. Further, assume that the shocked-MgO layer radiates uniformly along tlie direction of shock propagation over the time scaie of the observations. Then the total radiation intensity, Zhmod(X, t ) , a function of wavelength (A). and time after the onset of radiation from the target, t , is the sum of that fraction of each source intensity that emerges from the front of the target, i.e.
( 1 )
where the X subscript indicates a spectral quantity. In (1 1. T M g o is the shock-compressed (Hugoniot) tetnperature of MgO (assumed homogeneous. uniform and constant), and T I N T ( t ) is the temperature of Ag at thc Ag-MgO intei-face. Further.
are the effective normal spectral emissivities of the shocked-MgO and Ag a t the Ag . MgO interpace, respectively, while rhl:S, rhsl.' and rhlNPr are the effective nt)rnial spectral reflectivities of the MgO free-surface, shock front and Ag -MgO interface. respectively. Also, respectively. In (4) and (51, a i M g O , O and a i M g O are non-diinensional forms of the effective normal spectral coefficients of absorption in unshocked and shocked-MgO, respectively. given by Assuming the optical boundaries (e.g. Ag-MgO interface) are smooth (i.e. surface roughness much less thzn radiation wavelength), the effective normal spectral reflectivity of the boundary between any two of these layers is a function of the change in the (complex) index of refraction across the boundary (e.g. Siege1 & Howell 1980: see below) . The effective emissivities (2) and ( 3 ) are correct t o first order in rhI:s. Y~s F -and TAINT; we assume second-and higher-order reflections are negligible (Boslough 1985; Svendsen 1987) . Because of this approximation, (2) and ( 3 ) are, strictly speaking, lower bounds t o z h M g O ( f ) and ? h l N T ( t ) , respectively. Boslough (1 985) also implicitly assumes r h I N T = 0 in (2). Although the absorption coefficients and reflectivities are written without an explicit dependence on A, they may be wavelength-dependent, as discussed below.
Of all parameters influencing I h m o d ( h , t ) , only TINT(t) is assumed to be potentially time-dependent. This clearly complicates the time-dependence of the observed radiation. In addition, through the Planck function, TINT(t) can influence the wavelength-dependence of I h m o d ( A , t ) with time. A number of models for T l N T ( t ) are considered by and Svendsen (1987) . For completeness, and a basis for assumption, we outline one of these models, presumed appropriate t o the MgO experiments discussed in this work. Assume that (i) energy transport is predominantly-parallel t o the direction of shock propagation (i.e. one-dimensional), (ii) conduction is the only energy transport process that substantially affects the temperature in any part of the target on the time scale of the experiment, and (iii) shock compression/release processes in the target establish an initial ( t = 0) temperature profile in the Ta-Ag-MgO system of the form B. Svendsen and T. J. Ahrens where 6 is the film thickness. Note that we assume the driver plate (Ta) and MgO are thermal half-spaces. This last assumption presumes that shock compression/release is much faster than conduction in any part of the target. T T , and T,, are the temperatures of the partially-released Ta and Ag, both at the pressure of the Ag-MgO interface (i.e. pressure of the shock-compressed MgO). In the context of this model, all material properties of each target component are constants, and referenced t o their respective states at the pressure of the Ag-MgO interface.
The temperature of a singly shock-compressed material, T,, may be estimated from a classical thermodynamic energy balance (e.g. Ahrens Shoc k-induced temperatures o f M g 0 assuming that c,, the specific heat a t constant volume of the shock-compressed state, is independent of temperature. The subscripts, i, H, s and v designate initial (STP), shockcompressed, constant entropy and constant volume states of the material, respectively. In (9), Ae, is the change in specific internal energy of the material compressed isentropically (at specific entropy si) from its density at STP, pi, to a density pH (that of the shockcompressed state), while T, is the temperature of the material along the isentrope referenced t o si and pi. Also, PH is the pressure of the shock-compressed state.
We calculate p~ from the balance of mass and momentum across (i) the shock front in each target material, and (ii) the material boundaries between the target materials (impedance match: Rice, McQueen & Walsh 1958) , by tilaking tlie constitutive assumption that the component of the shock-wave velocity normal to tlie shock-front, U is a function of the change in the normal component of the material velocity, u, across the shock front. On the basis of the U-u data for Ta, Ag and MgO, we assume that U is a linear function of u ( Table I ). The change in temperature along the compression isentrope, T,, may be estimated from the classical thermodynamic Gruneisen's parameter, 7, via the relation Y-{: --: : : ; Is.
(10)
Since we assume yp is constant in all model calculations, this relation integrates to Relations (9) and (10) imply that TH is dependent on y only indirectly, through T,. We estimate Ae, from a third-order spatial finite-strain parameterization (e.g. Davies 1973 ). Consequently, Ae, = Ae,(pi/pH, K S i , K i i ) , where K S i and Kii are the (STP) isentropic bulk modulus and its first pressure derivative, respectively, of the material ( Table 1) . 
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As stated above. T,, and TAP are the temperatures of Ta and Ag at the pressure of shock-compressed MgO. We estimate the change in temperature due to release of Ta and Ag from their respective shock-compressed states, t o their respective released states, by assuming that release occurs isentropically. This allows us to use (lo), assuming n o phase transitions occur during release. Also, we assume that each interface is smooth Svendsen, Bass & Ahrens 1987) in the sense that the shock-front is thicker than the interface 'gap' ) due t o roughness of the surfaces forming the interface. This is consistent with the expectation that the Ag-MgO interface should be smooth, as discussed above. At this idealized interface, Ta releases directly t o the pressure of shock-compressed Ag. and then both Ta and Ag release to the pressure of shockcompressed MgO.
To calculate the release temperature, we need the density of Ag and Ta in their respective release states. We estimate this using the variational method of Lyzenga & Ahrens (1978) t o obtain a lower bound on the density of the chosen release state. This gives us, in turn, a lower bound on the temperature of t h a t state tlirough (10). As with the calculations of TI,, we neglect the el'fecrs of phase transitions driven by release and/or recompression on the resulting interface temperature.
As boundary conditions, we assume that the temperature and energy flux are continuous across the Ta-Ag and Ag MgO interfaces, and use (8) and
In (12) and (13), k , p and cp are the thermal conductivity, density and specific heat at constant pressure, respectively, of the designated material and appropriate state of each material at the pressure of shock-compressed MgO. To estimate the values of uTalAg arid f f M g O l A g at high pressure, we need the appropriate values of k, p and cp. The densities result from the impedance match and/or isentropic release calculations. while the high-pressure specific heats at constant pressure come 11-om the relation (14)
where n is the number of atoms in the formular unit, M is the moleculai-weight. R is the gas constant, and (Y is the thermal expansion (assumed independen1 of' pressute and temperalure). Note that we assunie the high-teniperature limjt tor ",,which is (-+zf?/M). In the context of the Debye model, this presumes that all target canipuiients ale well-abuw their Dehye temperatures (STP values are given in Table 1 ). In addition. illis assumes that the electronic contributions to c,are small relative to 3tzR/M. Since the lowest-order electronic contrihution t o c, scales with temperature. c, would be larger than assunied here if these contributions are significant. l i this is true. our estimates of both c, and c ' p will be too low, while the temperatures will be too high. at a given pressure.
Assuming that k~~ and k A g are dominated by their electronic contributions, we assume the relevance of the Wiedeniann-Franz-Lorenz (WFL) relation (e.g. Berman 1976) , where p e is the electrical resistivity. t o estimate k T a and k.Ag from electrical resistance data for shocked-Ta and Ag. respectively. Shock data exist tor Ag (Dick & Styris 1975) up to 12GPa, but not for Ta. Bridgman (1952) investigated the change in electrical resistance of many statically-compressed materials, including Ta and Ag, but again only at low pressure ( 5 10 GPa). Keeler (1971) investigated the change in the electrical resistance of shock-compressed copper and iron up to 140GPa. He found that the resistivity of shock-compressed Cu decreased from = 1.67 to 0 . 5 6~5 2 -cm with piessure up to l00GPa; a datum at 140GPa implies that the resistivity of Cu reaches a minimum between 100 and 140GPa and then increases to = 0.83pCZ-cni at 130GPa. As fur Fe. the data imply that its electrical resistivity decreases from = 2.5 to 0 . 4 7 p R -cm between 13 and from the STP parameters given in Table 1 and list the results for each experiment in Table 2 .
From the impedance match and partial-release calculations, we obtain the density of Ta, Ag and MgO at the pressure shock-compressed MgO, and from these, through (8) and (9), we obtain TTa, T A g and TMg0 for each experiment. Using these with (14), (15) Table 3 . Also, we have calculated u M g O I A g and uTalAg as a function of Ag-MgO interface conditions (pressure) and displayed them in Fig.  4 . Again, the values of k for each materials, especially the metals, are probably the most uncertain aspect of these estimates. On this basis, we see that u , I '~~~~ is approximately independent of pressure and temperature. However, u M g 0 IAg decreases steadily from approximately 0.44 at STP t o 0.03 at 200 GPa, mainly because of the large increase in kAg (Tables 1 and 2) .
From (1 l), the initial value of T I N .,-(t) is given by
This is also the value of 7 , N , ( t ) with . $ = m, For t = 00 or = 0 , TINT(^) is given by m (Table 6 ).
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With these consierations in mind, we display an example fit to the data for shot 146 in Fig. 6 , assuming that TIN ? ( t ) is time-dependent. Assuming that our measurement errors are independently random, and normally-distributed around the model that actually fits the data, the 'best fit' t o the data is achieved through minimization of the function x2(A), given by (e.g. Press et al. 1986) . where o(X) is the uncertainty of the data at wavelength A. (Table 4) , and TMgO to its value as given by (9) and the parameters in Table 1 . Fixing TMgo t o this value is justified by agreement with the results of greybody fits discussed below. In addition, the fit results are not sensitive t o T M g O in this case (Svendsen 1987) . In this case, we vary r h S F , a h M g O , r h I N T and TINT to minimize x2(X). Even though the fit using (20) will produce A-dependent optical parameters as the data allows, we really cannot quantitatively assess (i) the ability of the data to resolve the wavelength-dependence of these parameters, (ii) whether we have too many or few free parameters (even though they are all physically well-established), and (iii) whether we have over-or under-estimated measurement uncertainties, all because the data lacks sufficient wavelength-resolution (i .e. we have four wavelength-dependent parameters and data at four wavelengths). In fact, all we can really resolve is the wavelengthaveraged magnitude of the model parameters that are potentially wavelength-dependent. If we had sufficient wavelength-resolution, we could let all free parameters vary as allowed physically in (A, t ) space, and invert for their best values. However, the resolution of the data with respect t o the wavelength-dependence of rAsF, U A M~O , r A I N T is, at best, poor. Keeping all this in mind, we display the results of this fit for shot 146 data in Table 4 . Beyond the data resolution problem, we note that the potential wavelength-dependence of the parameters allowed t o vary in the fit, (especially a h M g 0 ) is also dependent on our assumption of constant TlNT(t) . From ( 2 ) and (3), we see that T I N T ( t ) , u~~~O ,~ and akMgo control the slope and magnitude, while the effective reflectivities and TMgo influence only the magnitude, of Ih,,d (Table 4) ,ahMg0,0 may be wavelengthdependent. Also, we note that the fits favour a much larger T I N T (-20 000 K: than TINT(0) calculated above for shot 146. This large value of T I N T implies that the Ag film is (i) is slightly porous (-8-10 per cent) and/or (ii) reshocked at the Ag-MgO interface . Trapped gas at Ag-MgO interface as radiation source (Boslouph 1985) seems unlikely since it was formed under vacuum. However, we cannot rule out the influence of processes (e.g. reshocking) at the Ta-Ag interface on TINT. The decay of radiation intensity for shot 146 is progressively faster going toward shorter wavelengths Shock-induced temperatures of MgO 68 1 (i.e. from 900 t o 450 nm: Fig. 3) . This can happen if T I N T ( f ) decays very strongly over time, and/or the effective spectral absorption-coefficient increases toward shorter wavelengths. We d o not see a cross-over of the radiation intensities a t shorter wavelengths, however, implying that a strong decay of T I N T ( t ) t o near TM,, does not dominate the time-dependence of TINT(^). I f T I N T ( f ) does decay strongly, the magnitude of aAMgO would be less and its wavelength-dependence different. In this sense, our assumption of constant T I N T has given us an upper bound on the magnitude of a h M g O .
In the context of our model, the effective normal spectral-reflectivity of the boundary between any two (dynamic) target components i and j is given by (e.g. Siegel & Howell 1980) In this relation, nh and wh are the real and imaginary parts of the complex index of refraction of the material, and, as with all the other optical parameters, they are both potentially A-dependent. wh is also known as the electromagnetic extinction coefficient. The values of r A S F from the fit imply that the refractive index of MgO changes very little upon shock compression u p t o 200 GPa. This is consistent with the low-pressure data of Vedam & Schmidt ( 1 966), which implies that the refractive index of MgO actually decrease very slightly (-1 .S x GPa-' ) due to the decrease in electronic polarizability, which dominates the intrinsic increase in refractive index with pressure. The slightly-higher value of rhSF at 600 nm is clearly warranted by the data (see below), and may represent a dependence o f nhM@ on wavelength. Noting that a h M g O = 4 n q M g o / h (e.g. Siegel & Howell 1981) , where wMgO is the extinction coefficient of shocked MgO, our results imply that wMg0 -also consistent with a small value for r h S F . The values of rhINT in Table   4 may be compared with rhINT(600 nm) = 0.9 at STP, calculated with n h A g = 0.18, a h A g = 3.64 at 600 nni (Svet 1965) and n h M g O = 1.736 (Table 4) . Since wAMgO appears t o be t o o small t o significantly affect TAINT, the decrease of r h ] N T at high pressure implied by the fit may represent a change mainly in nhAg and/or W A A~ with pressure.
The strongest result of this fit is that MgO is significantly more opaque at high pressure. This is consistent with the results of Gaffney & Ahrens (1973) , who observed a wavelengthindependence in opacity at 46.5 GPa in MgO. This change in opacity may be due t o shockinduced defect structures, since MgO did not recover its transparency during release. With the possible exception of AI2O3 (Bass, Svendsen & Ahrens 1987 ; but see Urtiew 1974) , all initially-transparent materials studied so far (e.g. Lif Kormer 1968; CaA12 Si,08: Boslough e f al. 1986 ) lose some transparency during shock compression. We note that a similar fit to shot 145 data is qualitatively consistent with that for shot 146 data.
To get more precise estimates of the optical parameters, we need further constraints on SA]NT(t) and T I N T ( t ) . One possible means t o this is the use of two recording systems during the experiment, one set t o record the initial intensity of the interface radiation, and the other set t o record the expected intensity of the sample radiation. In this way the early history of the radiation intensity should constrain the early time-dependence of T ( t ) and T I N T ( r ) , before the optical properties of shocked MgO can significantly affect the observed radiation-intensity.
Having some understanding of the time-and wavelength-dependence of the observed radiation intensity, we can, with some justification, fit the greybody relation at a given time, which we designate t,, t o the end of the observed radiation histories and find the effective emissivity and temperature of shocked MgO. The choice of r, is equal to the calculated shock-wave transit time through the MgO. but is not critically dependent on this choice, as we show below.
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To fit Ihgh (A, t ) to the data, we again use the x2 measure. In this case, it is given by Unlike (20) , the sum is now over all wavelengths observed in the experiment. On this basis, cexp(t,) and T e x p ( t r ) represent the values of Gfit(r,.) and Tfit(t,) that minimize X2(rr). Since the fit is with respect t o wavelength, the value of cexp(t,) represents a wavelength-average of EhMgO(h, t,) . Since x2((t,) is a nonlinear functional of temperature, we find its minimum numerically using (i) GS search, as above, and (ii) the method of Levenberg as formulated by Marquardt (LM). See. for example, Press er al. (1986) . for details on both of these methods. To obtain starting values of tfit(t) and Tfit(t) for the nonlinear fit. we use Wien's approximation t o Ihp,(h, T ) in ~'(t,.), which follows from IApI(h T ) in the limit e x p (C2/h73 9 1, i.e.
( 2 2 )
The relative error incurred in approximating I,,, by IAwi is equal 'to exp (~ C2/hT); this approximation is accurate to within 1 per cent for hT< 3 x m . K (Siege1 & Howell 1980). Since we can fit Wien's relation t o the data via linear least-squares, we can solve for z f i t ( f r ) and Tfit(tr) directly (i.e. without iteration).
We argue above that the radiation intensity at the end of the record likely represents only (1) and (2), we also see that, with 
(24) Recalling that rAFS is independently established (Table 4) , and making the values of rASF, U , ? M~O and rAINT established by the model fit, we may 'correct' the radiation data and fit for gexp(t,) TexP^(tr) as above. This is a somewhat-crude way of correcting for apparent h-dependence of cAMgo from the fit using (20) discussed above. In principle, this should allow us t o fit for T e x p ( t r ) alone, but we allow G e x p ( t r ) t o vary because we set cexp(tr) = 1 in one of the GS fits already (i.e. out of curiosity).
Unlike the previous fit, we have four data and two parameters (at least for shots 145 and 146) in the greybody fit. However, we are still confined to wavelength-average values for 6exp(t,). We present the results of both the corrected ~ using (23)- (24) -and uncorrected fits in Table 5 , and plot the uncorrected fit for shots 145 and 146 in Fig. 7(a) and (b) , respectively. The results for shot 166 (Table 5) d o not include a LM fit because the method requires at least 3 data points for a fit t o two parameters. The uncertainties associated with the GS fits represent measurement uncertainties mapped into uncertainties for Gexp(tr) and Texp(t,) through use of (15)- (28) given below. However, the uncertainty associated with each LM fit is the standard deviation of that fit. Roughly speaking, the values of x 2 ( t r ) given in Table 5 can be compared t o the number of data minus the number of parameters in the fit to judge its 'goodness'. On this basis, the fit for shot 145 is not as 'good' as that for 166, and especially 146. The experimental uncertainties for shots 166 and 147 are much lower, of course, mainly because they are based on only two wavelengths and a single wavelength, respectively. For shots 145 and 146, within the fit uncertainty. the LM and GS results agree (Table 5) . Also, there is, within uncertainty, no difference between the corrected and uncorrected results (the corrected-data results are ,slightly closer to the calculated values of T M g~ as listed in Table 2 ). Except for the shot-145 LM results, the effective emissivities of the LM and GS fits are I , and unphysical result. However, the associated data and fit uncertainties easily allow the effective emissivities to be less than unity. Also, as noted by Boslough er al.
( 1 986), ifit is much more sensitive to data scatter (in h and/or f), whether due t o uncorrected wavelength-dependences in the data. or experimental measurement errors. This results from the functional form of Ihgh, as can be seen from the following relations:
B. Svendsen and T. J. Ahrens and where and (note that A and i f i t are fixed in this last relation). From these relations we see that a given variation of Z h e x p , and hence Zhgb in the fit, will have a larger impact on ;fit than T, i.e. 6TfitITfit < 6gfit/;fit for all 6 l h g b / l h g b . Consequently, it is not surprising that iexp (t,) cold be greater than unity with any significant scatter, if not constrained to be less than or equal to unity in the fit.
The fits displayed in Fig. 7 (a) and (b) for shots 145 and 146, respectively, both show that the 600-nm data lie significantly below the fits. This is also suggested by the model results displayed in Fig. 6 for shot 146, where rhsF(600 nm) = 0.3. This deviation probably does not represent systematic error, since we have never seen anything like it in the data from other experiments of this nature. That it reflects a property of shock-compressed MgO is supported by the radiation spectrum of shock-compressed MgO at 60 GPa (Schmitt & Ahrens 1984) , which is non-thermal and displays a sharp drop in intensity below -650 nm, possibly due to A-dependent absorption and/or reflectivity. This possibility is consistent with the results of the fit displayed in Table 4 . This apparent non-blackbody trend in the MgO data is one possible cause of 'data scatter' leading to non-physical values of ;fit, as discussed above.
That our choice oft,, within a given window of time, is not essential t o our results can be shown by fitting a window of time around tr and displaying the consequences. We do this for shot 146 uncorrected data and display the results in Fig. 8 . As evident, the fit is essentially time-independent 10 ns on either side of t,.. This is true for the fits to shots 166 and 145 as well.
Discussion
In Table 6 , we list the greybody fit and uncertainties, along with the calculated shock-wave velocities, shock-transit times, pressure and temperature, for each experiment. The uncertainties of calculated quantities are based on a propagation of the parameter uncertainties listed in Table 1 through the calculation of each quantity. The values of iexli(tr) and Texp(t,) in Table 6 are those for the GS fit with ;fit and Tfi, variable, which we choose as representative of the other estimates, within experimental uncertainties. The average uncertainty of TMgo is somewhat higher than, but relatively close to, the average experimental uncertainty of Texp(t,). Note that the calculated shock-wave transit times through MgO are, on average, about 4 0 n s less than the duration of each experiment, as defined by a break in the radiation history about 240 ns after the rise in radiation intensity (see Figs 2 and 3, and compare with t S t for shot 146 in Table 6 ) due to release of MgO. This seems to be a real discrepancy; experimental times should be resolvable to within +5 ns. We have no explanation at this point. The good agreement between the temperatures inferred from the radiation data and calculation using (8) Shock-induced temperatures of MgO 687 assumption implies that the temperatures achieved by MgO during shock compression in the pressure range covered are governed by its bulk elastic properties and lattice specific heat.
At much lower pressures ( 5 60 GPa), MgO radiates nonthermally (Schmitt & Ahrens 1984) , which is also consistent with these calculations; TM,, in this pressure range is 5 500 K.
N o variation of c, and/or y is reflected in the uncertainties for TMgO listed in Table 6 . Any variation of these parameters would, of course, only increase the uncertainty of TMg0, which already encompasses that of Texp(r,). In other words, unless we 'assume' that we can actually calculate TMgO much better than indicated by its uncertainties listed in Table 6 , Texp(r,) cannot place bounds on a possible variation of c, or y, because the uncertainty of TMgo is larger than that of T e x p ( r r ) .
With this in mind, we can alter the values of c, and y given in Table 1 and obtain other values for TMgO than those given in Tables 2 and 6 . As discussed above, TMgo is much more sensitive to variations in c , than y. For example, using the conditions of shot 146. if we first vary yo, and then c , = 3nR/M, of MgO (Table 1) by *10 per cent, we get a 520 and a350 K variation in T M g O , respectively. We display the experimental results in Fig. 8 along with temperatures inferred from radiation data for SiOz (Lyzenga et al. 1983 ) and Mg2SiO4 (Lyzenga & Ahrens 1980) . The continuous curve is the calculated locus of shock-compressed states for MgO, and the dotdashed curve is a Lindemann estimate of the melting curve of MgO, calculated from the parameters listed in Table 1 by estimating the compression of solid-MgO along the melting curve from the MgO shock-compression curve at the same pressure (Svendsen er al. 1987) . Also displayed are the mantle temperature profiles of Brown & Shankland (1980) , imply that MgO probably does not localize thermal energy below this pressure. Any localization should catalyse melting or other energetically-favoured transitions at higher pressures. Shock-induced deformation in MgO is localized (Chen et al. 1975) in the form of microfracturing u p t o 6 0 GPa, but apparently this has n o impact on the temperature field, in contrast t o other oxides such as SiO, (Schmitt & Ahrens 1984) . Apparently the energy dissipatea in localized deformation in shocked-MgO is efficiently transported away before an energy density sufficient t o effect melting or solid-solid transformation is attained ). What are the processes responsible for the transition of MgO from predominantly a nonthermal t o a thermal radiator (with e + 1) between 60 and 170 GPa? The apparent change in electrical resistivity of shocked-MgO from 2 1 O3 to -10 R. m above 92 GPa (Ahrens 1966) is consistent with either (1) close of the valence-conduction electron band-gap, or (2) proliferation of initially-present or shock-induced (Gager, Klein & Jones 1964) defects possessing free electrons. However, since the MgO band-gap appears to increase in the pressure range of our experiments (Liberman 1978; Bukowinski 1980; Chang & Cohen 1984) , we speculate that, at high pressures above -100 GPa, defects in thermal equilibrium with MgO are responsible for the observed radiation from MgO.
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Summary
We use a model of conductive and radiative transport among the target components of our experiments t o interpret the radiation history of the target in terms of its optical and thermal properties, and infer the shock-compressed temperature of MgO. On this basis, we have the following results:
(i) The model for conduction between the Ta driver, Ag film and MgO implies that the Ag-MgO interface temperature, T I N T ( t ) , will be approximately constant on the time scale o f the radiation observations (-200 ns) for values of non-dimensional interface thickness C; less than 0.1 (Ag-film thickness 6 5 1000 nm) or greater than 1 .O (6 > 10 j m ) . Estimates of this thickness for the Ag film of each experiment imply that C; < 0.1 for all experiments.
The model implies that TI^^(^) cannot decrease by more than about 200 K in any of the experiments (regardless of the value of [) because of the large thermal-inertia mismatch between Ag and MgO.
(ii) Assuming T l N T ( t ) is independent of time, a fit of the radiative-transport model to MgO radiation-history data implies that shocked MgO is -100 times more absorbing ( a h M g O -6300, 7500, 4200 and 3800 m-' at 450, 600, 750 and 900 nm, respectively, at 203 GPa) than unshocked MgO in the pressure range covered by the experiments. The coefficient of absorption for shocked MgO and the effective normal spectral reflectivity of the shock-front and Ag-MgO interface wavelength-dependent in this fit (Table 4) . Also, T I N T from this fit is much higher (-20000 K) than estimated from ideal-release calculations for solid Ag-film, implying that the Ag film may be slightly porous ( 5 10 per cent) and/or reshocked. Independent constraints on T I N T ( f ) and ghlN T ( t ) through Shock-induced temperatures of MgQ 689 modification of the experiment to record both interface and sample radiation intensities are needed t o pin these possibilities down.
(iii) The radiative transport model fits imply that greybody fits t o the end of the radiation histories for each experiment constrain the effective normal (wavelength-averaged) emissivity and absolute temperature of MgO. Using two different fitting techniques, we establish, within experimental uncertainty, the robustness of our fits. The greybody fits agree well with model temperature calculations, implying that, between 170 and 200 GPa, MgO compresses as an elastic fluid with a Dulong-Petit specific-heat value. The agreement between Texp(tr) and T M g o , the latter calculated assuming no phase transformations, as well as the values of zexp(fr) Table S ) , together imply that MgO does not change phase below 200 GPa. In addition, since the calculated shock-compression curve and Lindemann melting curve of MgO intersect at 265 GPa, we speculate that it will not melt below this pressure.
(iv) Comparison of the experimental results for MgO with those of SiOz and Mg,SiO4 show that the shock-compressed temperatures of Mgz SiO, lie between those of SiO, (below) and MgO (above), analogous to the density-pressure relations between these materials, and emphasizing the role of the bulk elastic properties of these materials in controlling the first-order magnitude of their respective shock-compressed temperatures.
Comparison of the extrapolated MgO shock-compression curve with a range of possible mantle temperature profiles implies that shocked MgO is colder than the lower mantle by -1000-1500 K at the same pressure.
