Extensive research suggests that the visual system computes the direction of motion of a twodimensional pattern from the motion of its oriented spatial frequency components. However, there is some evidence to suggest that the local features in a pattern are also important. In order to demonstrate that the local features contribute to motion perception we have created complex stimuli in which the oriented spatial frequency components have the same direction of motion but the local features move in different directions. The stimuli are multi-component plaid patterns with alternating high and low contrast rows. An analysis based on the oriented spatial frequency components predicts a uniform motion percept for the whole pattern. However, an analysis based on the local features in the pattern predicts that the high-contrast and low-contrast rows would be perceived to move in opposite directions. In a direction discrimination task, observers reported opposite directions of motion for small patches of the pattern that were centred on high and low contrast rows. This supports the hypothesis that the visual system uses local features when computing pattern motion. We show that a simple energy model with localised motion sensors that are broadly tuned for orientation could explain our results.
Introduction
It is accepted that early motion processing involves V1 cells with receptive fields restricted in spatial extent and narrowly tuned for different orientations (Cooper & Robson, 1968; Hubel & Wiesel, 1962 Movshon et al., 1985) . These cells respond to the motion of oriented spatial frequency components. They do not respond to the two-dimensional (2D) motion. In order to determine the direction of motion of 2D patterns, a further stage of motion processing is required. It is thought that the outputs of these V1 cells are combined in some way, perhaps through a vector sum (VS) 1 or by the method of the intersection of constraints (IOC), to compute the direction of motion of a 2D pattern (Adelson & Movshon, 1982; Movshon et al., 1985; Wilson, Ferrera, & Yo, 1992) .
According to the vector sum model the velocity vectors corresponding to the oriented spatial-frequency components (Fourier) and non-Fourier components are computed and summed in order to compute the direction of motion; speed is computed separately (Wilson, Ferrera, & Yo, 1992) . Motion corresponding to the non-Fourier components is derived by a squaring operation before filtering to extract moving Fourier components. Combining the vectors corresponding to the Fourier and non-Fourier components results in a single velocity vector in a direction that corresponds to the direction of pattern motion (see Fig. 1 ; Wilson, Ferrera, & Yo, 1992) .
The vector sum and intersection of constraints motion computations are illustrated in Fig. 1 ; (Adelson & Movshon, 1982; Movshon et al., 1985) . While there is debate regarding the nature of the combination of the output of the signals from V1 (vector sum or intersection of constraints), it is generally accepted that there are two-stages to motion processing; the first stage extracts the direction of motion of the oriented spatial frequency (onedimensional 1D) components and the second stage combines the outputs from stage one, according to some rule, to determine 2D pattern motion. It is thought that the second-stage of motion processing takes place in area MT (Movshon et al., 1985) . See Simoncelli and Heeger (1998) and Perrone (2004) for physiologically plausible models and Pack and Born (2008) for a comprehensive review of motion processing.
Psychophysical research illustrates how important the oriented spatial frequency components are in motion processing. The perceived direction of motion of a plaid depends upon the speed of the components (Welch, 1989) , the perceived speed of the components (Derrington & Suero, 1991; Kooi et al., 1992) , the perceived direction of the components (Burke & Wenderoth, 1993) , the contrast of the components (Stone, Watson, & Mulligan, 1990 ) and the relative spatial frequency, temporal frequency and contrast of the components, and their overall contrast (Delicato & Derrington, 2005) .
There is also evidence that local features are important in motion processing (Alais, Burke, & Wenderoth, 1996; Bowns, 1996; Derrington & Badcock, 1992) . If it were the case that the perceived direction of motion of a 2D pattern were determined by the direction of motion of it's 1D components, then it would be expected that the threshold for direction discrimination of a plaid would be at least as high as that of its components. Derrington and Badcock (1992) showed that this is not the case: in some cases the threshold for the direction discrimination of a plaid is lower than the threshold for the direction discrimination of the Fourier components comprising the plaid. The authors suggest that the plaid in their experiment may be more easily discriminable because the vertical edges in the pattern (the plaids perceived edges, not the edges corresponding to the Fourier components (Georgeson, 1998) ) move further than the oriented components in the plaid and therefore can be expected to reach threshold when the component speed is below threshold. Indeed, for one observer the direction discrimination threshold of the plaid was similar to that of a grating with an equal vertical spatial frequency to the plaid. This suggests that the threshold for discriminating the direction of motion of the plaid was determined by the speed of the vertical edges in the pattern. Bowns (2002) and Weiss, Simoncelli, and Adelson (2002) formalise ways in which these features could contribute to motion processing.
Physiological observations also suggest that local features may give rise to signals that encode pattern motion directly. Some neurons in V1 are so broadly tuned for orientation that they appear to encode pattern motion, presumably because they respond to simple features. Tinsley et al. (2003) recorded the responses of directionally selective neurons in V1 to gratings and plaid stimuli. They showed that neurons that appear to encode pattern motion were actually encoding the local features. Neurons with broad direction tuning that had short and wide receptive field subunits gave the greatest response to the stimuli when the plaid, rather than the oriented spatial frequency components, moved in the preferred direction of the neuron. Neurons with narrow direction tuning that had narrow and long receptive field subunits responded to the oriented components of the plaid. This provides evidence that some neurons in V1 respond to the local edges or features in a pattern and that a two-stage analysis of motion combining only the motion of oriented spatial frequency components is insufficient to account fully for the way that the visual system computes pattern motion.
To determine the extent to which edges or features contribute to the perceived direction of pattern motion, we have developed two stimuli made from the same set of four moving sinusoidal components, each of which always has the same velocity but which are combined in different phases. The oriented components always have the same motion, but the two different phase combinations give rise to features that move in opposite directions. These stimuli allow us to test whether the perceived direction of motion depends on local features or on oriented spatial frequency components. If motion perception depends exclusively on an analysis of the oriented spatial frequency components, the two stimuli will appear to move in the same direction. If motion perception depends on local features they will appear to move in opposite directions.
The two stimuli were produced from a complex plaid pattern created by superimposing four sinusoidal components. This resulted in a pattern with alternating rows of high and low contrast features moving in opposite directions. One stimulus contained the high contrast row in the middle of the stimulus (phase 0 stimuli) and the other contained the low contrast row in the middle of the stimulus (phase p stimuli). In the case of a global analysis of motion, the phase of the oriented spatial frequency components would have no effect on the outcome of the analysis and the pattern would be perceived to move uniformly in one direction. However, in the case of a local analysis of motion, the phase of the oriented spatial frequency components will affect the features in the pattern and so influence the perceived direction of motion. In a direction discrimination task observers perceived phase 0 and phase p stimuli as moving in the opposite direction to one another supporting the hypothesis that analysis of motion uses local features. Preliminary data have been published in abstract form (Derrington, Suero Suñe, & Young, 1998) .
Material and methods

Apparatus
Stimuli were generated using an 8-bit purpose built display controller (Cambridge Research Systems VSG 2/1) controlled by an IBM compatible computer. The stimuli were presented on a high resolution Mitsubishi Diamond Pro 20 monitor with a refresh rate of 120 Hz and a mean luminance of 44 cd/m 2 . The outputs from the three digital to analogue converters (DAC) of the display controller were combined in a custom built video attenuator to provide a single high-resolution intensity signal that was sent in parallel to the three inputs of the display monitor (Pelli & Zhang, 1991) . Moving grating patterns were generated using look-up table (LUT) animation. Separate LUTs were created for individual gratings of the required contrast. The part of display memory corresponding to each pixel contained a number that indicated the phase of the sinusoid at that point in the picture. All LUTs contained gamma corrected luminance values and converted the phase of the sinusoid to a number which, when passed through the DACs, gave the voltage required to set the screen to the luminance required at that phase for a sinusoidal grating of the required contrast. Changing the LUT controlled the contrast and spatial position of each pattern.
Stimuli
Simple plaid
The simple plaid was created using sinusoidal components oriented at ±41°(from vertical). The test stimuli moved rightwards and the comparison stimuli moved leftwards (see Fig. 2 ).
Complex plaid
The complex plaid was created by interleaving four sinusoidal components. Two vertical gratings (0°) with motion in opposite directions (which produces a sinusoidally flickering grating) were added to the two components that formed the simple plaid; the components were oriented at ±41°(from vertical) and moved in directions of ±131°and ±49°to produce plaids with movement to the left or right. The horizontal spatial frequency of all grating components was equated and this created a plaid with alternating high and low contrast features moving in opposite directions. The test pattern is the pattern in which the middle row of the stimulus moved rightwards while the middle row of the comparison pattern moved leftwards.
Phase was manipulated such that the high contrast features were presented on the middle row in one stimulus (phase 0) and the low contrast features on the middle row in the other (phase p; see Fig. 2 ).
All stimuli
The sinusoidal components had horizontal spatial frequencies of 2, 6 or 12 c/deg and moved with temporal frequencies 1 or 4 Hz. Stimuli were presented for 500 ms within a Gaussian temporal envelope (r = 100 ms).
Stimuli of 2 and 6 c/deg were presented within 1°and 0.3°c ircular apertures, respectively, at a viewing distance of 3.33 m. Stimuli of 12 c/deg were viewed within a 0.15°circular aperture at a viewing distance of 6.66 m (a front-surface mirror was used to implement the longer viewing distance). Aperture sizes were chosen so that only three 'rows' of the pattern were visible making it easier for observers to complete a left/right discrimination task.
Derivation of stimuli
A sinusoidal grating can be expressed as:
where L mean is the mean luminance, c is the contrast, u and v are the horizontal and vertical spatial frequencies of the grating in the Fourier domain, w is the temporal frequency of the pattern, t is time and / represents the phase of the pattern.
A simple plaid composed of two gratings oriented ±41°(from vertical) moving in the same direction is the sum of two oriented gratings. As the components have the same spatial and temporal frequency, we get:
This is the product of a vertical moving grating cos(2pux + 2pwt + /) and a horizontal stationary grating cos(2pvy). Two vertically oriented gratings (0°) moving at the same speed in the opposite direction to one another (this produces a sinusoidally flickering grating) and two gratings moving in the same direction oriented at ±41°(simple plaid) are combined to create the complex plaid pattern. Adding the flickering grating to the simple plaid causes alternate rows to have different contrasts and to move in opposite directions.
The sinusoidally flickering grating is the sum of two vertically oriented gratings moving in opposite directions:
If the complex plaid is thought of as alternating rows of high and low contrast then the phase 0 stimuli (where the high contrast region is in the middle of the stimulus) occur when the stationary factor of the simple plaid (cos(2pvy)) equals 1. This results in a vertical grating moving to the right, the contrast of which changes between 6c and 2c:
The phase p stimuli (where the low contrast region is in the middle of the stimulus) occur where the stationary factor of the simple plaid (cos(2pvy)) equals À1 (where À1 represents the minimum luminance of a cosine function). This results in a vertical grating of contrast 2c moving to the left:
Comparing the equation for the phase 0 stimuli (4) and the equation for the phase p stimuli (5) we can see that the phase 0 stimulus moves to the right (where w has a positive sign) and the phase p stimulus moves to the left (where w has a negative sign). Therefore, if the visual system makes use of these features in a local motion analysis then the low contrast and high contrast parts of the same pattern will be perceived to move in opposite directions. wards (note that the plot of the phase 0 stimulus has higher contrast than the phase p one). Note that space-time plot of the phase p stimulus is oriented downwards to the right and the space-time plot of the phase 0 stimulus is oriented upwards, indicating the opposite direction of motion. The spatiotemporal spectra (bottom row) represents this opposite motion in terms of the Fourier spectrum of the 2D space-time plots of both stimuli (spatial frequency plotted as a function of temporal frequency). The spatiotemporal spectrum of the phase 0 stimulus shows that there are two components moving in opposite directions but the component moving to the right has higher energy. However for the phase p there is only one component with motion energy to the left. The small replicas around the energy components in both spatiotemporal plots are a consequence of the ideal spatial window used in the experiments. The energy of these replicas is too small and have no practical consequences.
Procedure
A temporal two-interval forced-choice procedure was implemented using the method of constant stimuli. Each trial was initiated by pressing a mouse-button and each interval was signalled by an audible tone. The test stimulus was presented in one interval and the comparison stimulus in the other. The test stimulus is the pattern in which the middle row of the stimulus moved rightwards. It should be noted that in the case of the simple plaid stimuli the whole pattern moves rigidly in one direction. The comparison stimulus moved in the opposite direction to the test stimulus but was in all other respects identical to the test stimulus. Observers fixated in the centre of the stimulus and were asked to report the dominant direction of motion by indicating the interval in which they perceived the stimulus to move rightwards; the first or the second interval. In each experiment observers were presented with 60 trials for each stimulus type; for each of the 60 presentations, each stimulus type was chosen randomly without replacement. The order of presentation of the test and comparison stimuli was randomised; the test stimulus had a probability of 0.5 of being presented in the first interval. After each trial the observer was asked to indicate the interval that contained the test stimulus by pressing one of the two mouse-buttons. All observers reported that the components combined to form a coherent plaid for both complex and simple plaid patterns. There were no conditions in which observers perceived the grating components as sliding across one another or in a different depth plane.
Participants
The research was conducted in accordance with The Code of Ethics of the World Medical Association (Declaration of Helsinki). Three observers, one of whom was naïve to the aims of the study, participated in each experiment. All observers had normal or corrected to normal vision.
Results
The proportion of times three observers perceived the test pattern to be moving rightwards is plotted as a function of the contrast of the stimuli and is shown in Figs. 4 and 5. Performance with the different patterns (complex phase 0, complex phase p and simple) is plotted with different symbols. In all the plots, performance at the lowest contrast is at chance, 0.5. Performance with the phase 0 and simple patterns increased with contrast, performance with the phase p pattern decreased with contrast, indicating that it was perceived to move in the opposite direction.
In order to extract the direction of motion systematically, a sigmoidal function of the logistic form
ð Þ was fitted to the data. Where l is the lapse rate, g is the guess rate, b is the slope, and a is the position. It is the sign of the slope of the fitted function that indicates the perceived direction of motion.
Figs. 4 and 5 show the results for one naïve observer and two non-naïve observers for stimuli with temporal frequencies of 1 and 4 Hz respectively. Each panel represents the proportion of correct responses plotted as a function of the contrast. For the simple plaid, performance is well described by a standard psychometric function (see Figs. 4 and 5, black squares). As the contrast of the pattern increased, the proportion of times the observer perceived the pattern to be moving rightwards increased from 0.5 to 1, the positive sign of the parameter describing the slope of the psychometric function represents this. For the complex plaid the results depend upon the phase of the components. For phase 0 stimuli (high contrast row in the middle of the pattern), the slope of the psychometric function is also positive and the proportion of times the observer perceives the pattern as moving rightwards increases as a function of contrast. However, for phase p stimuli, the opposite pattern of performance is seen. As the contrast of the stimuli increases, the proportion of times the observer perceived the pattern to be moving rightwards decreased. The fitted parameter for the slope of the function is negative showing that phase 0 and phase p stimuli were perceived to move in opposite directions.
This pattern of results is consistent across the three spatial frequencies investigated (2, 6 and 12 c/deg). It is also consistent for all observers at temporal frequency of 1 Hz (Fig. 4) and for two out of three observers at the higher temporal frequency (4 Hz; Fig. 5 ). Performance for observer LSD was inconsistent at 4 Hz. The observer reported that at this temporal frequency it was difficult to discriminate the direction of the stimuli due to their speed, particularly at higher spatial frequencies; the observer did not report any other perceptual differences between the stimuli at 1 or 4 Hz.
Model simulations
We have used the energy motion model proposed by Adelson and Bergen (1985) to calculate the responses of motion sensors with different orientation selectivities to phase 0 and phase p stimuli. The stimuli always moved to the right. The model contains spatial weighting functions and temporal impulse response functions; the spatial weighting function was a 2D Gabor function Watson and Ahumada (1985) :
The spreads of the Gaussian function r x and r y were obtained using the following equations: the phase was / 0 = 0 rad and for f 2 (x, y) the phase was / 0 = p/2 rad.
The temporal impulse response functions chosen, h 1 (t) and h 2 (t), were a quadrature pair. The equation of the slower function h 2 (t) was taken from Adelson and Bergen (1985) .
hðtÞ ¼ ðktÞ n expðÀktÞ Â f1=n! À ðktÞ 2 =ðn þ 2Þ!g where k = 0.09 and n = 3. The faster function, h 1 (t), was the quadrature pair of h 2 (t), calculated in the frequency domain using the Hilbert transform Watson and Ahumada (1985) . The model calculates the responses of a set of motion-energy sensors to the stimulus. The response of a sensor was calculated from the inner product of the stimulus with the sensor spatial weighting function and the convolution of the stimulus with the temporal impulse response function The stimuli used in the simulations were the same that were used in the experiments, in particular we simulated the experiment where temporal frequency was 4 Hz and the contrast c was 0.125 and the stimulus was moving to the right. Fig. 6 shows the results of the simulations. Fig. 6 plots the relative responses of motion energy sensors of different bandwidths (rightwards filled symbols, leftwards open symbols) as a function of the spatial orientation of the motion sensor used in the simulations. Each row shows the motion energy response of a sensor with a receptive field of orientation bandwidths 15°or 60°(in the frequency domain; as indicated), with a spatial frequency bandwidth of 1 octave. Simulations were completed for stimuli with a spatial frequency of 2 c/deg. The left column shows the motion sensor that matches the spatial frequency of the vertically oriented components of the plaid (l = 2 c/deg), the right column shows the motion sensor that matches the spatial frequency of the ±41°components in the plaid (l = 2.65 c/deg). The image inset in each plot represents the size and shape of the motion sensor oriented at 0°.
As the orientation bandwidth of the receptive field changes (Fig. 6a, c, b, and d) , so does the relative amount of motion energy. Fig. 6a shows that at all orientations except vertical the narrowly oriented rightwards motion sensor gives a bigger response than the corresponding leftwards motion sensor and so it seems safe to assume that any motion analysis based on the aggregate responses of a set of orientation-selective sensors will predict rightwards motion for phase 0 stimuli. Fig. 6c shows that at all orientations the narrowly oriented rightwards motion sensors give larger responses than the leftwards motion sensors so we can also assume that motion analysis based on orientation-selective sensors predicts rightwards motion for phase p stimuli. This is not consistent with the psychophysics presented here. Human observers see phase 0 stimuli and phase p stimuli as moving in opposite directions.
However, as the size of the receptive field changes ( Fig. 6b and  d ) the pattern of responses changes. Fig. 6b shows that for all orientations of both broadly-oriented sensors the rightward selective sensor gives a bigger response than the leftward selective sensor to the phase 0 stimulus whereas Fig. 6d shows that for most orientations the leftward selective sensor gives a bigger response than the rightward selective sensor to the phase p stimulus. This means that with these sensors, rightwards motion is predicted for phase 0 stimuli and leftwards motion for phase p stimuli. This pattern of results is consistent for sensors with spatial frequencies of 2 or 2.65 c/deg.
It is clear comparing Fig. 6b and d (left column) that motion sensors with a short and wide receptive field would predict the perceived direction of motion for both phase 0 and phase p stimuli. 
Discussion
We created pairs of complex plaid patterns (phase 0 and phase p stimuli), which, if analysed using narrowly orientation-selective sensors, would appear to move in the same direction. However, if a motion analysis were implemented using broadly-oriented motion sensors, depending on the characteristics of the motion sensors dedicated to extract the energy motion, then the complex plaid patterns would be perceived to move in opposite directions of motion. In a direction discrimination task, observers perceived these patterns to move in opposite directions. Thus their performance is not consistent with models of motion analysis based on velocity vectors derived from motion sensors that are narrowly tuned for orientation (Adelson & Movshon, 1982; Movshon et al., 1985; Wilson, Ferrera, & Yo, 1992) . It is consistent with a small motion sensor (broadly tuned for orientation) that is sensitive to local features in the plaid rather than to the sinusoidal gratings that comprise it. Indeed De Valois and De Valois (1990) argue in favour of such a method. They argue that as spatially periodic stimuli rarely extend over a large area of the visual field, local patch-wise spatial frequency encoding would be more adaptive.
There is other psychophysical evidence in favour of the hypothesis that motion analysis could be based on extracting the motion of local features. The perceived direction of motion of a squarewave grating in which the fundamental component was missing is in the opposite direction to the displacement of the grating. This phenomenon can be explained easily by an energy model that performs a local motion analysis (Adelson & Bergen, 1985) . In fact the spatiotemporal Fourier spectrum of the square-wave without the first harmonic shows that most of the energy moves in the opposite direction. Using this phenomenon, Georgeson and Harris (1990) manipulated the time between successive frames of such a pattern to determine how this influenced the perceived direction of motion of the pattern. They found that at short inter-stimulus-intervals (ISI), the perceived direction of motion was found to be in the opposite direction of motion to the displacement of the pattern. However, at longer ISIs the perceived direction of motion corresponded to the direction of the visible features in the pattern. This suggests that spatial appearance, and the involvement of local edges and features is more important at longer ISIs. Scott-Samuel and Georgeson (1999) also argued for the involvement of features in motion perception at longer ISIs. A vertical grating was segmented into horizontal rows of equal height and they were moved such that alternate rows moved in opposite directions (left/right). There were three conditions, (a) the features of the stimulus were aligned on alternate stimulus rows, (b) the features were misaligned on all stimulus frames, and (c) horizontal lines were superimposed at the rows of condition a. The local motion energy was the same for conditions a and b, therefore, any difference in perception was likely to be due to a mechanism responsive to the features in the pattern. The ISI affected perception of the aligned (a) but not the misaligned (b) stimuli. Performance improved at longer ISIs when the aligned stimuli were broken up with horizontal lines (condition c). The results were interpreted as a feature matching mechanism at long ISIs that is more sensitive to shorter features.
Implications for motion sensing
Our experiments have shown that human performance is consistent with the hypothesis that local features are used in motion analysis even when the plaid stimuli had components of 12 c/deg and apertures as small as 0.15°. We have also shown that a simple energy model with localised motion sensors that are broadly tuned for orientation could reproduce those psychophysical results. Interestingly, these motion sensors are similar to those neurons with short and wide receptive fields found previously in electrophysiology (Tinsley et al., 2003) . Any model of motion sensing (e.g. Bowns, 2011) would probably predict the psychophysical results presented here if the orientation bandwidth of the first-stage sensors of the model were large enough. Broadband sensors would derive motion vectors from the local features in most plaid patterns, as do the V1 cells in Tinsley et al., 2003 .
The results presented here may also be explained using the model proposed by Dimova and Denham (2010) luminance features within the plaid pattern (blobs; they acknowledge that these may be signalled by V1 neurons that are broadly tuned to orientation (Tinsley et al., 2003) ) and the second stage combines the signals using a recursive Bayesian least squares integration. It is argued that neurons in V1 are responsible for detecting the motion and the recurrent circuitry between V1 and MT is responsible for the integration of these motion signals. This model has been used to explain the perceived direction of motion of Type II plaids (plaids in which the 1D component vectors are not symmetrical about the 2D pattern vector).
Conclusions
Using a new type of complex plaids, our experimental results suggest that the human visual system performs a local motion analysis in order to extract the direction of motion. Simulation results show that the discrimination performance of our human subjects is consistent with the idea that they have available signals from motion sensors that are broadly tuned for orientation. Motion selective neurons with similar broad orientation-tuning have been found in primate V1 physiology (Tinsley et al., 2003) . Models of motion processing need to be revised to take into account the available signals from motion sensors that are broadly tuned for orientation at the first stage of motion processing.
