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Summary. This paper investigates the construction of model space priors from an alternative point of
view to the usual indicators for inclusion of covariates in a given model. Assumptions about indicator
variables often lead to Beta-Binomial priors on the model space, which do not appropriately penalize
for model complexity when the parameters are fixed. This can be alleviated by changing the param-
eters of the prior to depend on the number of covariates, though justification for this is lacking from a
first-principles point of view. We propose viewing the model space as a partially ordered set. When the
number of covariates increases, an isometry argument leads to the Poisson distribution as the unique,
natural limiting prior over model dimension. This limiting prior is derived using two constructions that
view an individual model as though it is a “local” null hypothesis and compares its prior probability to
the probability of the alternatives that nest it. We show that this prior induces a posterior that con-
centrates on a finite true model asymptotically. Additionally, we provide a deterministic algorithm that
takes advantage of the nature of the prior and explores good models in polynomial time.
1. Introduction
This paper considers models of the form
y = X0β0 +Xβ + ǫ where ǫ ∼ Nn(0, I/τ). (1)
In (1), X0 corresponds to covariates that must be used to model the mean structure of y =
(y1, . . . , yn); it contains p0 covariates, one of which must be 1 and represents the intercept term.
The matrix X corresponds to p covariates whose importance is to be tested. The model MA for
A ⊆ {1, . . . , p} corresponds modeling the mean structure as X0β0,A + XAβA where XA is the
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submatrix of X containing the columns indexed by a ∈ A. The precision in model MA is denoted
by τA and MA comes equipped with a prior distribution π(β0,A,βA, τA|MA). The model space
M consists of all models MA for A ⊆ {1, . . . , p} and a model MA is nested in MB (MA ⊂ MB)
whenever A ( B.
Estimation and model selection in this framework are among the oldest statistical problems
considered. This model is experiencing a recent resurgence as a key statistical framework due to
problems where p is large and increasing with n (especially the case when p >> n). The model
selection problem is exponentially complicated in p (due to the 2p models in the model space).
We address the selection problem through the specification of a prior distribution on the model
space πp(MA), while “objective” priors are used for the model specific parameters. Many important
papers address the selection problem from the Bayesian framework, recommending both priors on
the model space and priors on the model specific parameters.
Priors on the model specific regression coefficients have been extensively discussed in the liter-
ature. Many of the priors are a modification of Zellner’s g-prior (Zellner, 1986). Zellner and Siow
(1980) used Cauchy priors, which were originally advocated for by Jeffreys, and Liang et al. (2008)
developed alternative mixtures of g-priors. The intrinsic prior’s (Berger and Pericchi, 1996) model
selection properties have been extensively investigated (Casella et al., 2009; Moreno et al., 2010;
Giro´n et al., 2010; Casella and Moreno, 2012). Womack et al. (2014) showed that the intrinsic prior
is a scaled mixture of g-priors and compared the intrinsic prior to other scaled mixtures of g-priors.
Laplace priors have also been considered (Hans, 2010; Castillo et al., 2015). One advantage of
Laplace priors over scaled mixtures of g-priors is that the latter usually depend on the observed
design matrix X, while the former can be applied to situations where (X0 X) is not full rank (for
instance, when p > n). An alternative to these “local” priors (priors that are positive and contin-
uous at the origin) are non-local priors (Johnson and Rossell, 2010, 2012; Altomare et al., 2013),
which converge to zero at the origin. In general, local priors provide a nd/2 learning rate against d
false positives while non-local priors can provide far faster learning rates (powers larger than d/2).
When p is growing with n, non-local priors provide one route towards consistent model selection.
The other route is to create additional penalization through the prior on the model space.
As many authors have noted, the prior on the model space becomes very important when p is
growing with n. Ley and Steel (2009) and Scott and Berger (2010) advocate for Beta-Binomial(a, b)
priors on indicator variables for covariate inclusion. These authors advocate for a = b = 1, which
provides a Bayesian version of a multiplicity correction. Unfortunately, as Johnson and Rossell
(2012) notes, this multiplicity correction is not enough to provide posterior concentration on a
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finite true model when local priors are used, providing an argument in favor of non-local priors.
The issue is related to prior concentration in the model space; Beta-Binomial priors concentrate all
of their mass on models with a fraction of p covariates being utilized, which becomes problematic
as p increases. In order to address this issue, Wilson et al. (2010) use Beta-Binomial priors where
a = 1 and b = λp, which provides for a finite prior expected number of included covariates as
p increases. Finally, Castillo et al. (2015) obtain beautiful selection and reconstruction results by
requiring sightly faster than exponential decrease in prior probability of the number of covariates
in the model. In particular, this can be achieved by taking b = pu for some u > 1. However, outside
of constructions using infinite exchangeability, there is little a priori justification for priors on the
model space.
We propose new criteria for developing priors on the model space. In Section 2, we show that the
Poisson distribution for the model dimension provides the unique family of distributions satisfying
a natural assumption on the model space. We view each model as a “local” null hypothesis and
require that a model’s prior probability is proportional to the prior probability of the set of models
that nest it (these constitute the set of “local” alternatives”). The derived prior is compared to
the priors previously developed (Scott and Berger, 2010; Wilson et al., 2010; Castillo et al., 2015)
in terms of their penalization of model dimension. In Section 3, we show that the developed prior
provides consistent selection of a fixed, finite true model, which is assumed to be in the model space.
The true model is considered to be the smallest model that utilizes all of the covariates with non-
zero coefficients and no covariates whose coefficient is zero. The assumption that the true model
is finite is a more restrictive than the assumptions in Castillo et al. (2015) and corresponds to the
framework of Johnson and Rossell (2012). Like Johnson and Rossell (2012), it is also assumed that
p is increasing with n and that p is less than n−p0−1 so that the design matrix can be assumed to
be full rank. In Section 4, we describe a model search procedures that aims to provide a polynomial
time solution to searching the model space. In lieu of random walks, the search is carried out in
a semi-greedy fashion. A rooted tree is built out of the model space and vertices are visited in a
particular order. We provide a few rules for pruning branches from the rooted tree. These rules
allow for one to ignore the majority of the model space while finding good models in polynomial
time. In Section 5, we compare different model space priors by analyzing the the diabetes data
set from Efron et al. (2004). The design matrix is augmented with superfluous covariates that are
correlated with the original covariates. The results of the data analysis show that the limiting
Poisson prior provides good control of false positives while not sacrificing the discovery of true
positives. In Section 6, we conclude the paper with a discussion of ongoing research extending
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the analysis using the limiting Poisson prior and “objective” priors to obtain results similar to
Castillo et al. (2015).
2. Construction of Model Space Priors
This section considers the motivation for various priors on the model space and proposes a new
framework for constructing a prior on the model space. One important condition on the model
space is that all models of the same size get the same prior probability. This leads to priors on the
model space of the form
πp(MA) = πp(|A|)
(
p
|A|
)−1
. (2)
The priors we consider will differ only in how they allocate prior probability to different model sizes
— here represented by s— through πp(s). A prior satisfying (2) can be achieved through an infinite
exchangeability assumption, though an assumption of finite exchangeability for each p provides the
form in (2). Multiplicity correction priors are obtained by making an infinite exchangeability
assumption and priors that penalize models based on their complexity can be obtained by making
changes to the standard Beta-Binomial prior parameters. After these priors are reviewed, we
provide a new formulation for constructing priors on the model space. In contrast to the infinite
exchangeability assumption, this formulation does not view the model space through indicator
variables. Rather, it views the model space as a partially ordered set and builds a prior by using
the idea of “local” null hypotheses and alternatives, which leads naturally to a Poisson prior on the
size of the model.
2.1. The Infinite Exchangeability Assumption
Each covariate xi has an associated binary indicator γi, and model MA can be equated with
γA = (γA,1, . . . , γA,p) where γA,i = I(i ∈ A). The γi are assumed to form an infinitely exchangeable
sequence of random variables. Such an assumption is reasonable when p is increasing and in the
limit there are an infinite number of γi. This is one of the few instances where the distribution of
the γi can be explicitly determined just from the infinite exchangeability assumption. By the de
Finetti theorem, there exists a parameter φ ∈ (0, 1) and a mixing distribution π(φ) such that, when
conditioned on φ, the γi are independent Bernoulli random variables with probability of success
φ. The only difficulty is determining a good distribution for π(φ). The objective choice would
be to use the Jeffreys prior, which is a Beta(1/2, 1/2) distribution, while Scott and Berger (2010)
argue in favor of the Beta(1, 1) prior, which produces a uniform distribution over model dimension.
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However, any fixed distribution can be subjectively chosen and it is common to use a Beta(a, b)
prior. Note that the infinite exchangeability assumption requires that a and b are fixed.
Under the Beta(a, b) prior, the prior probability of the set of models with size s is
πp(s) =
Γ(a+ b)Γ(p+ 1)Γ(s + a)Γ(p− s+ b)
Γ(b)Γ(a)Γ(s + 1)Γ(p − s+ 1)Γ(p + a+ b) . (3)
Fixing s and letting p→∞ provides
πp(s)→ p−a Γ(a+ b)
Γ(a)Γ(b)
Γ(s+ a)
Γ(s+ 1)
.
Because of this, the Beta-Binomial priors only act to provide multiplicity correction through
(p
s
)−1
in (2) and do not really provide for any further penalization for model complexity. Different values
of a do provide for differences in the probability of sets of models of different dimensions, but
these differences are essentially meaningless for helping to select models when p is increasing. In
particular,
πp(s)
πp(s− 1) =
(
s− 1 + a
s
)(
p− s+ 1
p− s+ b
)
, for s = 1, . . . , p. (4)
This shows that the probability of the set of models with s covariates does not differ very much
from the probability of the set of models with s+ 1 covariates. Such a lack of penalization makes
it difficult to control false positives in regression. Moreover, the priors place probability one on the
set of models where s increases as a fraction of p as p increases, which makes it impossible for the
posterior probability of a finite true model to converge to one (Johnson and Rossell, 2012).
2.2. Complexity Penalizing Priors
In order to address issues with Beta-Binomial priors, Wilson et al. (2010) take a = 1 and b = λp.
This renders the prior expectation for s to be 1/λ and the limit of (4) to be 1/(λ + 1) for fixed s
as p increases. Thus, the prior for πp(s) behaves like a geometric distribution for s that are small
with respect to p. This additional penalization provides some complexity control and the limiting
geometric prior is a meaningful distribution on the non-negative integers.
A stronger assumption is made in Castillo et al. (2015), where it is assumed that
c1p
−c2 ≤ πp(s)
πp(s− 1) ≤ c3p
−c4 (5)
for positive ci. A prior satisfying (5) can be achieved by taking b = p
u for u > 1 in the Beta-
Binomial prior. Assumption (5) causes the prior probability of πp(s) to place mass one on s = 0 as
p increases to ∞, which is a meaningless distribution on the non-negative integers.
There is no justification for either of these approaches from first principles. Taking b to depend
on p breaks the infinite exchangeability assumption and the finite exchangeability assumption for
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each p could allow any possible distribution for πp(s). Moreover, though the assumption in (5)
provides some nice theoretical results, at face value it seems to be much stronger than is necessary.
When differentiating models with small s, the learning rates from the Bayes factors should be
enough for a finite true model to beat competing models when there is a finite exchangeability
assumption. Issues arises when the true model has a large dimension t (for instance, t is a fraction
of p). Then the learning rates from the Bayes factors might break down and a stronger penalization
of models with size larger than t is necessary. Thus, the requirement in (5) should only have to
hold for large s and should be able to be ignored for small s. Moreover, the lack of a framework for
interpreting (5) outside of its posterior properties seems problematic. The prior on the model space
should represent a set of reasonable beliefs about competing models before the data is observed.
2.3. Prior Construction using Local Null hypotheses
Here we propose new criteria for constructing model space priors. These criteria utilize the idea
that model MA is the local hypothesis that βi = 0 for i /∈ A. The set of local alternatives over
MA are models that assume that βi 6= 0 for at least one i /∈ A. Define the descendant set of
MA to be the set of models D(MA) = {MB ∈ M : A ( B} and the children set of MA to be
C(MA) = {B ∈ D(MA) : |A|+1 = |B|}. The two criteria criteria that we propose for constructing
model space priors are
π(MA) ∝
∑
B∈C(MA)
π(MB) (6)
and π(MA) ∝
∑
B∈D(MA)
π(MB). (7)
Before discussing the implications of (6) and (7), we discuss a natural condition on the model space
when p increases to ∞.
Because each model can be represented by a sequence of indicator variables, the model space
is equivalent to Gp = {0, 1}×p. It is illuminating to consider what occurs as p → ∞. Then
Gp → G∞ = {0, 1}×N, which is the set of countable binary vectors. Suppose that, as investigators,
we have a strong belief about whether a particular set of covariates should be included in the true
model. For convenience assume that these covariates are labeled i = 1, . . . , ℓ. Instead of including
these covariates in the set of tested covariates, we can simply declare the inclusion or exclusion
of these variables in the base model and consider the reduced model space where the inclusion of
these variable is not in question. This removal is equivalent to performing a left shift operation
(denoted by L) on the G∞ to form L
ℓ(G∞), which is isomorphic to G∞. Now, we can force the
condition that the renormalized prior on Lℓ(G∞) is the same as the prior on G∞. Let π∞(s) be
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the distribution over model sizes when p→∞ and a finite exchangeability assumption is made for
each p. A simple limiting argument shows that the equality of the prior on G∞ and L
ℓ(G∞) leads
to the system of equations
π∞(s) =
π∞(s+ ℓ)
(s+ℓ)!
s!∑∞
j=0 π∞(j + ℓ)
(j+ℓ)!
j!
(8)
for all integers ℓ and s that are non-negative. This system of equations is only satisfied by a Poisson
distribution for π∞(s).
The argument from the isometry in the infinite limit is somewhat dissatisfying, as it provides no
means of determining a prior outside of the infinite case and needs to make a finite exchangeability
assumption for each p. Fortunately, each of two simple constructions implied by (6) and (7) leads
directly to a distribution for πp(MA) that satisfies finite exchangeability for all p and provides a
distribution for πp(s) that converges to a Poisson distribution as p→∞.
The first construction relates the a local null hypothesis MA to the set of alternatives that are
represented by the children of MA, C(MA). In particular, it is assumed that
πp(MA) = ρ
∑
MA′∈C(MA)
πp(MA′) (9)
for some fixed ρ > 0. First, it is easy to confirm that this assumption forces a finite exchangeability
condition for all p. Second, using the finite exchangeability condition and (9), we obtain
πp(s)
(
p
s
)−1
= ρ× πp(s+ 1)
(
p
s+ 1
)−1(p− s
1
)
,
which provides πp(s) = ρ×πp(s+1)× (s+1). This equality is only satisfied by a truncated Poisson
distribution with rate λ = ρ−1 that is restricted to {0, . . . , p}.
The second construction replaces the relationship based on C(MA) with a relationship based on
D(MA), the set of descendants of MA. For this construction, it is assumed that
πp(MA) = η
∑
MA′∈D(MA)
πp(MA′) (10)
for some fixed η > 0. Once again, it is easy to confirm that this assumption forces a finite
exchangeability condition for all p. Using the finite exchangeability condition and (10), we obtain
πp(s)
(
p
s
)−1
= η ×
p−s∑
ℓ=1
πp(s + ℓ)
(
p
s+ ℓ
)−1(p− s
ℓ
)
,
which provides
πp(s) = η ×
p−s∑
ℓ=1
πp(s+ ℓ)
(
s+ ℓ
ℓ
)
for all s ∈ {0, . . . , p − 1}. (11)
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All that remains is to prove that the limiting distribution is a Poisson distribution with a rate that
depends on η. Using the self-similarity property for model spaces with finite p and letting p→∞
provides an easy proof of such a fact.
Theorem 1. Suppose that for all p > 0, the distribution πp(s) for s ∈ {0, . . . , p} satistfies (11).
Then
lim
p→∞
πp(s) =
λs exp(−λ)
s!
for λ = log(1 + η−1).
Proof. It is easy confirm that πp(0) = η/(1 + η) for all p ∈ N. Write
πp(s) =
1
1 + η
× Np(s)
Zp
for s ∈ {1, . . . , p}
with Np(p) = 1 and Z1 = 1. An induction argument shows that Np(s) = η
(
p
s
)
Zp−s for s ∈
{1, . . . , p− 1}. Because π∞(s) is non-zero for all s, the probability π∞(1) is given by
π∞(1) =
η
1 + η
lim
p→∞
pZp−1
Zp
and pZp−1/Zp must converge to a finite limit as p increases; call this limit λ. For s > 1, write(
p
s
)
Zp−s
Zp
=
1
s!
s−1∏
i=0
(p − i)Zp−i−1
Zp−i
In the limit as p→∞, each term in the product converges to λ. Thus,
π∞(s) =
η
1 + η
λs
s!
,
which is the probability of s under a Poisson distribution with parameter λ = log(1 + η−1). ✷
Three remarks must be made about these results. First, whether considering the children or
descendant condition, the limiting distribution over model sizes is Poisson. The only difference
is the rate λ of the distribution. It is natural to require the descendant condition with η = 1,
which gives λ = log(2) < 1. However the same λ can be obtained from the children condition with
ρ = 1/ log(2). The subjective choice of which condition and what value of ρ or η to use allows
investigators to change the behavior of the priors to reflect beliefs about the size of the finite true
model.
Second, the Poisson construction is quite natural and comes from a simple reinterpretation of
the model space. If one is working from first principles, the only arguments that make sense as p
increases are infinite exchangeability and self-similarity of G∞ and L
ℓ(G∞). The only priors that
come from these assumptions are the multiplicity correction prior (like the Beta-Binomial with
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fixed parameters) or the limiting Poisson distribution. The former is known to behave poorly,
while Section 3 will show that the latter provides nice consistency results. Moreover, the children
and descendant conditions provide an interpretable construction of model space priors from first
principles even when p is fixed, which is impossible under an infinite exchangeability assumption.
Third, it is useful to compute π∞(s)/π∞(s − 1) for s > 0 and compare the result to (5). In
particular, the ratio π∞(s)/π∞(s − 1) is simply λs−1. This is a weaker condition than (5), which
forces πp(s)/πp(s − 1) → 0 as p → ∞. In terms of finite s, it is not clear why the latter is at
all desirable. It does produce an assistance to the Bayes factor from local priors when p ∝ n
that similar to that obtained using non-local priors for the regression coefficients. In contrast, the
Poisson prior maintains a reasonable penalty for finite s and has that penalty adaptively increase
as s increases. In fact, when s ∝ pu for 0 < u < 1, then the probabilities for the Poisson satisfy (5)
with all c1 = c3 = λ and c2 = c4 = u. The fact that the limiting distribution from our constructions
provides an adaptive form of (5) is quite surprising. This suggest that the Poisson prior can provide
not only consistency results for finite true models, but that all of the results of Castillo et al. (2015)
should be able to be reconstructed using it.
3. Posterior Consistency
In this section, we prove posterior consistency using the descendant and children priors when the
true model is assumed to beMT ∈ M with T being fixed and |T | being finite. The true values of the
parameters of MT are given by (β0,T ,βT , τT ). For ease of exposition, the prior on the regression
parameters is assumed to be the intrinsic prior (Berger and Pericchi, 1996; Casella et al., 2009;
Moreno et al., 2010; Giro´n et al., 2010; Casella and Moreno, 2012; Womack et al., 2014). However,
all of the consistency results in this section hold for large families of scaled mixtures of g-priors.
The only differences are the details in the rates of convergence of Bayes factors for models versus
the base model.
3.1. Bayes Factors
The model corresponding to A = ∅ is denoted byM0 and it is assumed thatM0 is fixed. For generic
A ⊂ {1, . . . , p}, the Bayes factor for model MA versus M0 is given by
BFA,0 =
∫ (
n+ (|A| + p0 + 1)w
(1−R2A)n+ (|A|+ p0 + 1)w
)n−p0
2
×
(
(|A|+ p0 + 1)w
n+ (|A|+ p0 + 1)w
) |A|
2
π(w)w. (12)
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where
R2A =
y′(HA −H0)y
y′(I−H0)y , (13)
is the coefficient of determination for model MA, H0 is the hat matrix associated with X0, and
HA is the hat matrix associated with (X0 XA). The parameter w in (12) is an additional scaling
of the variance in a scaled mixture of g-priors (Womack et al., 2014). For the intrinsic prior, the
prior density for w is given by
π(w) =
I(0 < w < 1)
πw1/2(1−w)1/2 .
The Zellner-Siow prior takes the prior for w to be Gamma(1/2, b/2) with b = 1. The hyper
parameter b can be given an additional Gamma prior, which produces a beta distribution of the
second kind for w. Some of the details of the proof we present here use the fact that the prior for
w is only supported on the unit interval for the intrinsic prior.
3.1.1. Decomposition of the coefficient of determination
For A + T , 1−R2A in (12) can be written as
1−R2A =
ξ1(A) + ξ2(A)
ξ1(A) + ξ2(A) + ξ3(A) + ξ4(A)
,
where ξ1(A) = τTy
′(I−HA∪T )y,
ξ2(A) = τTy
′(HA∪T −HA)y,
ξ3(A) = τTy
′(HA −HA∩T )y,
and ξ4(A) = τTy
′(HA∩T −H0)y.
The four ξj are independent non-central χ
2 random variables following the distributions
ξ1(A) ∼ χ2n−p0−|A∪T |(0)
ξ2(A) ∼ χ2|A∪T |−|A|(nδ2(A))
ξ3(A) ∼ χ2|A|−|A∩T |(nδ3(A))
ξ4(A) ∼ χ2|A∩T |(nδ4(A))
with
δ2(A) = lim
n→∞
τT (β
′
0,T β
′
T )(X0 XT )
′(HA∪T −HA)(X0 XT )(β′0,T β′T )′
n
δ3(A) = lim
n→∞
τT (β
′
0,T β
′
T )(X0 XT )
′(HA −HA∩T )(X0 XT )(β0,T βT )
n
δ4(A) = lim
n→∞
τT (β
′
0,T β
′
T )(X0 XT )
′(HA∩T −H0)(X0 XT )(β′0,T β′T )′
n
.
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In general, for B ( B′ ⊆ {1, . . . , p}, the difference in hat matrices HB′ −HB is given by
HB′ −HB = (I−HB)XB′∩Bc
(
X′B′∩Bc(I−HB)XB′∩Bc
)−1
X′B′∩Bc(I−HB),
which we will denote by HB′⊥B. Thus, the non-centrality parameters can be written as
δ2(A) = lim
n→∞
τTβ
′
T∩AcX
′
T∩Ac
(
H(A∪T )⊥A
)
XT∩AcβT∩Ac
n
= lim
n→∞
τTβ
′
T∩AcX
′
T∩Ac (I−HA)XT∩AcβT∩Ac
n
δ3(A) = lim
n→∞
τTβ
′
T∩AcX
′
T∩Ac
(
HA⊥(A∩T )
)
XT∩AcβT∩Ac
n
δ4(A) = lim
n→∞
τTβ
′
T∩AX
′
T∩A
(
H(A∩T )⊥0
)
XT∩AβT∩A
n
= lim
n→∞
τTβ
′
T∩AX
′
T∩A (I−H0)XT∩AβT∩A
n
.
The non-centrality parameters satisfy δi(A) ≥ 0 for i = 2, . . . , 4 with
∑4
i=2 δi(A) = δ4(T ) > 0.
Further, δ4(A) = 0 if and only if A ∩ T = ∅, δ2(A) = 0 if and only if X′Ac∩T (I −HA)/n → 0 as
n → ∞, and δ3(A) = 0 if and only if X′Ac∩T (I −HA∩T )XA∩T c/n → 0 as n → ∞. If A ) T then
ξ2(A) = δ2(A) = δ3(A) = 0, and if A ( T then ξ3(A) = δ3(A) = 0.
Finally, we note that any model MA provides a novel decomposition of the true expectation of
y into orthogonal pieces; E[y] =
∑4
i=0µi where
µ1(A) = (I−HA∪T )XTβT = 0,
µ2(A) =
(
H(A∪T )⊥A
)
XAc∩TβAc∩T ,
µ3(A) =
(
HA⊥(A∩T )
)
XAc∩TβAc∩T ,
µ4(A) =
(
H(A∩T )⊥0
)
XA∩TβA∩T ,
and µ0(A) = X0β0.
The non-centrality parameter δi is given by the limit as n→∞ of µ′iµi/n.
3.1.2. Bayes Factor for finite models
The fixed finite model,MA, is assumed to have |A|+p0 total regressors. Taking the limit as n→∞,
the Bayes factor for MA versus MT is given by
BFA,T →
(
ξ1(T )
ξ1(A) + ξ2(A)
)n−p0
2
(
|A|+p0+1
n
) |A|
2
I(A)(
|T |+p0+1
n
) |T |
2
I(T )
(14)
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where
I(B) =
∫
exp
(
−(δ3(B) + δ4(B))
(1 + δ2(B))
(|B|+ p0 + 1)w
2
)
w
|B|
2 π(w)w.
for fixed B. If δ2(A) = 0, then the first term in (14) converges to
(
ξ1(T )
ξ1(A) + ξ2(A)
)n−p0
2
→ exp
(
−ξ2(A)
2
)
as n→∞. When δ2(A) > 0, then this term converges to
(
ξ1(T )
ξ1(A) + ξ2(A)
)n−p0
2
→ exp
(
−n− p0
2
log (1 + δ2(A))
)
.
These limiting Bayes factors provide the usual exponential and power learning rates for MT over
MA for finite models.
3.1.3. Requirements on the design matrix
It is now necessary to make some comments about conditions on (X0 X) to ensure that the χ
2
distributions in the Bayes factors behave as expected. The first condition is that p ≤ n − p0 − 1
and that
lim
n→∞
(X0 X)
′(X0 X)
n
converges to a positive definite operator so that the Bayes factor from the intrinsic prior is well-
defined. As in Johnson and Rossell (2012), we let λ1,p ≤ · · · ≤ λp+p0,p be the ordered eigenvalues of
(X0 X)
′(X0 X) and assume that there are constants 0 < λ0 ≤ λ∞ <∞ with nλ0 ≤ λi ≤ nλ∞ for
i = 1, . . . , p+p0 for all p ≥ 0. An additional important assumption is that there are no observations
with undue asymptotic influence, which is described as a condition on the the ℓ2 norm of the vector
of regressors for any individual (Knight and Fu, 2000). In this setting, it is assumed that for any
fixed finite set of indices, say a1, . . . , aj , no observation has too much influence. Specifically
lim
n→∞
max1≤i≤n
(
x20,i,1 + · · · + x20,i,p0 + x2i,a1 + · · ·+ x2i,aj
)
n
= 0
These conditions ensure that for all models A + T the non-centrality parameters δ2(A) are uni-
formly bounded away from zero. Let δ∗2 be a positive lower bound for {δ2(A) : A + T}. These
assumptions also ensure that for the set of descendant models of the true model, D(MT ), the set
of χ2 random variables defined by ξ3(A) for MA ∈ D(MT ) have a reasonable joint distribution and
do not accumulate mass (or degenerate) at any one particular value as n, and thus p, increases. All
manner of other assumptions, such as those based on compatibility numbers or mutual coherence
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(Castillo et al., 2015), are designed to ensure some nice set of properties for the non-centrality pa-
rameters and χ2 random variables. The assumptions made here are more restrictive than necessary,
but are sufficient to provide asymptotic consistency when MT is a finite model.
3.2. Proof of Posterior Concentration on MT
In this section, we prove state and prove the main theorem of the paper. I the Poisson prior is the
limiting prior for πp(s) and the true model MT is fixed and finite, then the posterior probability of
MT converges to one as n→∞. The proof relies on the Bayes factor learning rates and the strong
penalization induced by the prior distribution. Before stating and proving the theorem formally,
we provide some heuristic arguments for its validity. f
First, for a model MA that does not nest MT , the Bayes factor learning rate for MT over MA is
exponential. For a given model size s ≥ |T |, there are exactly
|T |−1∑
j=0
(|T |
j
)(
p− |T |
s− j
)
=
(
p
s
)
−
(
p− |T |
s− |T |
)
models that do not nest MT (when |T | = 0, the sum is taken to be empty and thus equal to zero).
The asymptotic prior odds of this set of models versus MT is
λs−|T |(|T |)!
s!
(
p
|T |
)(
p
s
)−1 [(p
s
)
−
(
p− |T |
s− |T |
)]
=
λs−|T |(|T |)!
s!
[(
p
|T |
)
−
(
s
|T |
)]
≤ λ
s
s!
(p
λ
)|T |
.
In this case, the exponential learning MT versus MA provides sufficient penalization to overcome
p|T | and the sum of the posterior odds of these models converges to zero as n increases. The
additional difficulty in proving convergence for the set of all models not nesting MT comes from
models whose dimension is essentially p.
Second, for a model MA that nests MT , the Bayes factor learning rate is for MT over MA is
n(|A|−|T |)/2. For a given model size s > |T |, there are exactly (p−|T |
s−|T |
)
models that nest MT . This
provides an asymptotic prior odds of λs−|T |/(s − |T |)! for this set of models versus MT . Summing
(n−1/2λ)s−|T |/(s − |T |)! over all s provides a summable series that converges to zero as n → ∞.
The additional difficulty of proving convergence for the sum of all models that nestMT comes from
infinite models whose dimension is essentially p, where 1−R2 converge to 0 and the learning rate
from the Bayes factor can break down. Here, the properties of the intrinsic prior are quite useful,
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though the proof of convergence does follow for other scaled mixtures of g-priors. We proceed to
state and prove Theorem 2.
Theorem 2. Let MT ∈ M be a fixed finite true model and assume the model space M, with
p ≤ n− p0 − 1, satisfies the following
(a) the eigenvalues of (X0 X)
′(X0 X)/n are uniformly bounded above and uniformly bounded away
from zero for all n,
(b) for each finite model, each observation has negligible influence as n→∞,
(c) the limiting prior on model complexity, π∞(s), is a Poisson distribution with parameter λ,
(d) and, the prior on regression parameters is the intrinsic prior.
Then posterior probability of MT converges to one almost surely.
Proof. The posterior probability of the true model MT will converge to one if∑
A 6=T
POA,T → 0 almost surely, (15)
where
POA,T =
BFA,0πp(MA)
BFT,0πp(MT )
is the posterior odds of MA versus MT . Taking the limit as n→∞, the prior odds converge to
πp(MA)
πp(MT )
=
πp(|A|)(|A|)!(p − |A|)!
πp(|T |)(|T |)!(p − |T |)! → λ
|A|−|T | (p− |A|)!
(p − |T |)! .
The quantity in (15) decomposes into two parts
S+(T ) =
∑
A+T
POA,T (16)
S)(T ) =
∑
A)T
POA,T , (17)
where (16) sums the posterior odds over all models that do not next MT and (17) sums over all
models that nest MT and are not MT .
The proof that the posterior probability ofMT converges to one is contained in the following two
lemmas. The first shows that (16) converges to zero and the proof is not too complicated while the
second shows that (17) converges to zeros and more care is needed. In the proofs of the lemmas, the
limiting Poisson prior is substituted for the prior induced by the descendant or children condition
for each finite p. ✷
Lemma 1. Assume the conditions of Theorem 2, then S+(T ) in (16) converges to zero almost
surely.
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Proof. Recall that conditions 1 and 2 in the statement of the theorem are enough to ensure
that there exists δ∗2 > 0 such that δ2(A) > δ
∗
2 for all A + T . In the case where δ
∗
2 can be taken to
be greater than one, the proof that S+(T ) converges to zero is relatively easy. With probability
one, the Bayes factor BFA,0 for each model is asymptotically bounded above (quite crudely) by
BFA,0 ≤
(
1 + δ4(T )
δ∗2
)n−p0
2
(
1
2
) |A|
2
and so the posterior odds of models of size s versus MT is asymptotically bounded above by
λs
s!(
√
2)s
(
p
√
n
λ
√|T |+ p0 + 1
)|T |
1
I(T )
(
1
δ∗2
)n−p0
2
.
Summing this from s = 0 to s =∞ provides
S+(T ) ≤ exp
(
λ√
2
)(
p
√
n
λ
√|T |+ p0 + 1
)|T |
1
I(T )
(
1
δ∗2
)n−p0
2
,
which converges to zero as n→∞ because p ≤ n and |T | is fixed.
For the proof when δ∗2 is necessarily less than one, we have to break the sum into two pieces.
The first piece looks at models whose dimension is less than Kα = ⌊nαδ∗2⌋ for some α ∈ (0, 1). The
limiting value of the 1−R2A for these models is bounded below by (1+ (1−α)δ∗2)/(1+ δ4(T )). The
proof that the sum of the posterior odds for models that do not nest MT and whose dimensions
are less than Kα proceeds using the same simple argument as the case when δ
∗
2 > 1.
All that remains is to show that the sum of the posterior odds for models whose dimensions are
at least Kα + 1 and that do not nest MT converges to zero. When |A|/n → rA > αδ∗2 > 0, the
integral for the Bayes factor given in (12) is asymptotically bounded above by
BFA,0 ≤
(
1 + δ4(T )
1− rA + δ2(A)
)n−p0
2
(
rA
1 + rA
) rAn
2
≤
(
1 + δ4(T )
δ∗2
)n−p0
2
(
rA
1 + rA
) rAn
2
.
Using the Stirling approximation for s!, the posterior odds of models of size s with s/n → rs >
αδ∗2 > 0 is asymptotically bounded above by
λrsn exp(rsn)√
2πrsn(rsn)rsn
p|T |n|T |/2
λ|T |(|T |+ p0 + 1)|T |/2I(T )
(δ∗2)
−n−p0
2
(
rs
1 + rs
) rsn
2
=C
(
λrsers√
δ∗2
√
rrss (1 + rs)rs
)n
(p
√
n)|T |√
rsn nrsn
≤C
(
max{λαδ∗2 , 1}e1√
δ∗2
√
(αδ∗2)(1 + αδ
∗
2)
αδ∗2
)n
(p
√
n)|T |√
αδ∗2
√
n nrsn
16 Womack et al.
for some constant C that does not depend on r. The sum for s > Kα can be approximated by the
integral
∫ 1
αδ∗2
C
(
max{λαδ∗2 , 1}e1√
δ∗2
√
(αδ∗2)(1 + αδ
∗
2)
αδ∗2
)n
(p
√
n)|T |p√
αδ∗2
√
n nrn
r.
=C
(
max{λαδ∗2 , 1}e1√
δ∗2
√
(αδ∗2)(1 + αδ
∗
2)
αδ∗2
)n
(p
√
n)|T |p√
αδ∗2
√
n
1
n log(n)
(
1
nαδ
∗
2n
− 1
nn
)
≤C
(
max{λαδ∗2 , 1}e1√
δ∗2
√
(αδ∗2)(1 + αδ
∗
2)
αδ∗2
)n
(p
√
n)|T |p√
αδ∗2
√
n
1
n log(n)
(
1
nαδ
∗
2n
)
,
which converges to zero due to the super-exponential decay of n−αδ
∗
2n. ✷
Lemma 2. Assume the conditions of Theorem 2, then S)(T ) in (17) converges to zero almost
surely.
Proof. Let Ms(T ) be the set of models {MA ∈ M : |A| = k and A ) T}. The sum of the
posterior odds of the descendant set D(MA) is
S)(T ) =
p∑
s=|T |+1
λs−|T |
(s− |T |)!BF (Ms(T )) =
p∑
s=|T |+1
PO(Ms(T ))
where
BF (Ms(T )) =
(
p− |T |
s− |T |
)−1 ∑
A∈Ms(T )
BFA,T
is the average Bayes factor over the set Ms(T ).
First, we consider the case when s/n→ 0. Each Bayes’ factor is bounded above by
BFA,T ≤ 1
I(T )
(
n
|T |+ p0 + 1
) |T |
2
( |A|+ p0 + 1
n+ |A|+ p0 + 1
) |A|
2
(
1 +
ξ3(A)
ξ1(A)
)n−p0
2
=
(|A| + p0 + 1)
|T |
2
I(T )(|T |+ p0 + 1)
|T |
2
( |A|+ p0 + 1
n+ |A|+ p0 + 1
) |A|−|T |
2
(
1− ξ3(A)
ξ1(A) + ξ3(A)
)−n−p0
2
≤ (|A| + p0 + 1)
|T |
2
I(T )(|T |+ p0 + 1)
|T |
2
( |A|+ p0 + 1
n+ |A|+ p0 + 1
) |A|−|T |
2
exp
(
(n− p0)ξ3(A)
2ξ1(A)
)
.
Define the random variables
Wn(A) = exp
(
(n− p0)ξ3(A)
2ξ1(A)
)
where the ξ3(A) follow χ
2 distributions with degrees of freedom |A| − |T |. Because |A|/n → ∞,
each Wn(A) converges in distribution to W∞(A) where
W∞(A) = exp
(
ξ3(A)
2
)
.
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The W∞(A) do not have finite expectation for all MA ∈ Ms(T ) for all s > |T |. However, though
the random variables are not independent, each is in the domain of attraction of a stable law with
index one. Conditions (a) and (b) ensure that in the limit the average for models of size s
W n(s) =
(
p− |T |
p− s
)−1 ∑
MA∈Ms(T )
Wn(A)
converges in distribution to a random variableW ∗(s) that is a stable distribution with stability index
one. Conditions (a) and (b) further provide that the collection W ∗(s)
1
s−|T | satisfy the following.
For any ǫ > 0 there exists a Λ > 0 such that
P
(
W ∗(s)
1
s−|T | > Λ
)
< ǫ.
for all s > |T |.
With ǫ and Λ as above, the posterior odds for Ms(T ) is bounded above by
PO(Ms(T )) ≤ C
(
λΛ√
n
)s−|T |
with probability at least 1 − ǫ for all s > |T |, where C is a constant that depends on T but is
independent of s. Taking the sum over s− |T | > 0 provides that
∑
s :s/n→0
PO(Ms(T )) ≤ C λΛ√
n− λΛ
with probability at least 1− ǫ for n sufficiently large. Thus
∑
s :s/n→0
PO(Ms(T ))→ 0 almost surely.
Second, we consider the case when s/n → rs ∈ (0, 1). A more subtle result about the Bayes
factor is necessary for the sum over such models to converge (see Moreno et al. (2010)). We have
1 − R2A → (1 − rA)/(1 + δ4(T )) with rA ∈ (0, 1) and that the integral in (12) is less than the
maximum of the integrand, which is achieved when
(|A|+ p0 + 1)
n
sin2
(
πθ
2
)
= min
(
1,
|A|(1−R2A)
(n− p0)R2A − |A|
)
.
As n→∞, this maximum is given by min(1, rAδ4(T )−1). If 0 < rA ≤ δ4(T ), then
BFA,0 ≤ (1 + δ4(T ))
n−p0
2
(
δ4(T )
δ4(T ) + rA
) rAn
2
.
In the case where 0 < δ4(T ) ≤ rA < 1, the inequality becomes
BFA,0 ≤ 2
p0
2 (1 + δ4(T ))
n−p0
2
(
2rA
2 + δ4(T )− rA
)n
2
.
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Consider the sum of the posterior odds when 0 < sn ≤ min(δ4(T ), 1) and s/n → rs > 0. Then, for
a particular s,
PO(Ms+|T |(T )) ≤
(
n
|T |+ p0 + 1
) |T |
2 1
IT
λs
s!
(
δ4(T )
δ4(T ) + rs
) s
2
/
(
n
|T |+ p0 + 1
) |T |
2 1
IT
1√
2πrsn
(
λe1δ4(T )
1/2
rsn(δ4(T ) + rs)1/2
)rsn
.
The sum over all such s can be approximated by the integral
(
n
|T |+ p0 + 1
) |T |
2 n1/2
IT
√
2π
∫ min(1,δ4(T ))
0
1√
r
(
λe1δ4(T )
1/2
rn(δ4(T ) + r)1/2
)rn
r.,
which converges to zero at a super-exponential rate as n increases.
If δ4(T ) < 1, then the sum of the posterior odds over the models whose size s is a least nδ4(T )
with s/n→ rs < 1 can be approximated by the integral
2p0/2
(
n
|T |+ p0 + 1
) |T |
2 n1/2
IT
√
2π
∫ 1
δ4(T )
1√
r
(
2λe
rn(2 + δ4(T )− r)1/r
)rn
r.,
which also converges to zero at a super-exponential rate as n increases.
The final part of the proof concerns those models MA with rA = 1. These are models where
1− R2A → 0 and can be the most problematic for the Bayes factor. The Bayes’ factor for a model
to the base model is bounded above by
BFA,0 /
(
n
|T |+ p0 + 1
) |T |
2 (1 + δ4(T ))
−
n−p0
2
IT
× 2n−|A| exp
(
− ψ1(A)
2(1 + δ4(T ))
)
,
The proof is finished using similar arguments to those for the case |A|/n → 0. The differences are
as follows: first, here (n− |A|)/n→ 0; second, the distributions exp
(
− ψ1(A)2(1+δ4(T ))
)
has moments of
all positive orders; and third, the prior odds of each model converges to zero at a super-exponential
rate. ✷
4. Computational Algorithm
One major drawback of performing discrete model selection (or comparison) when p is large is the
exponential growth of the model space with p. In order to find the model the highest posterior
probability, we must perform an exhaustive search of the model space, which is impossible. However,
the local null hypothesis nature of each model suggests a method for searching through the model
space it in polynomial time. The limiting Poisson prior guarantees that the posterior probability of
the true model converges to one as n increases. This, coupled with the strong penalization of models
with large dimension allows us to essentially ignore models whose size is too large. Models whose
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sizes are even only slightly greater than t, the size of the true model MT , will get small posterior
probabilities and very large models relative to t will receive negligible posterior probability.
4.1. A Greedy Ordering of Models
In order to define a search algorithm, we embellish the definition of a model and create a partial
ordering on the set of models that can be computed as it is explored. Associate to each model
MA ∈ M a non-negative real number Ev(MA), which represents the evidence in favor of MA. We
will always take Ev(MA) = POA,0, the posterior odds of MA to M0. For non-empty A ⊂ {1, . . . , p}
order the elements of A in the following fashion
1. Let a(1) = min{a : a ∈ argmax
a′∈A
Ev
(
M{a′}
)}.
2. For k = 2, . . . , |A|, let
a(k) = min{a : a ∈ argmax
a′∈A\{a(1),...,a(k−1)}
Ev
(
M{a(1),...,a(k−1),a′}
)},
where argmax is taken to be a set valued function. In the ordering of elements of A, ties are broken
arbitrarily by taking the smaller element of {1, . . . , p}. Thus, the ordered elements of A are tied
to the labeling of covariates in X and any search algorithm that we define should be indifferent to
relabeling.
Denote the ordered set of indices of A = {a1, . . . , a|A|} by A˚ =
(
a(1), . . . , a(|A|)
)
. Define a partial
ordering, E, on M by setting MB E MA if and only if B ⊆ A and A˚ =
(
B˚, a(|B|+1), . . . , a(|A|)
)
with equality if and only if B = A. We require that M0 ⊳ MA for all non-empty A ⊂ {1, . . . , p}.
To demonstrate this partial ordering, consider p = 2 and suppose that Ev
(
M{1}
) ≥ Ev (M{2}).
Then M0 ⊳M{1} ⊳M{1,2} and M0 ⊳M{2}, but M{2} is incomparable to M{1} or M{1,2}.
This partial ordering, E, can be extended to a total ordering, , by defining MB  MA if
MB E MA, MB = MA if and only if B = A, and by specifying the following rule for comparing
models that are incomparable under E. Let A = {a1, . . . , a|A|} and B = {b1, . . . , b|B|}. If MA and
MB are incomparable under E, then there exists a smallest integer 0 < k ≤ min{|A|, |B|} such that
a(k) 6= b(k). If Ev
(
M{a(1),...,a(k)}
)
> Ev
(
M{b(1),...,b(k)}
)
, then set MA ≺MB . If Ev
(
M{a(1),...,a(k)}
)
<
Ev
(
M{b(1),...,b(k)}
)
, then set MB ≺ MA. If Ev
(
M{a(1),...,a(k)}
)
= Ev
(
M{b(1),...,b(k)}
)
, then set MA ≺
MB if a(k) < b(k) and MB ≺MA if b(k) < a(k). Once again, ties are broken arbitrarily based on the
size of the index. To demonstrate this complete ordering, return again to the case of p = 2 with
Ev
(
M{1}
) ≥ Ev (M{2}). Then M0 ≺M{1} ≺M{1,2} ≺M{2}.
To better demonstrate E and , we consider a model space with p = 4 covariates; Figure 1
contains a possible partial ordering (left panel) and complete ordering (right panel) of the elements
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of the model space. In both panels of Figure 1, there are eight rows and five columns with ∅ in
position (1, 1).
We describe the partial ordering E using three rules that describe the arrows in the left panel
of Figure 1. Consider the model M in row i and column j. If (i, j) 6= (1, 1) and (i, j) 6= (2p−1, 2),
then there is a smallest row number i′ > i such that there is a model in cell (i′, j) or (i′, j − 1).
Now we describe the rules for model M . First, M is ⊳ the model in cell (k, ℓ) for i ≤ k < i′
and j < ℓ ≤ p + 1. Second, M is incomparable to all models in row k for all k ≥ i′. Third, M0
(represented by ∅) is ⊳ all other models and the model in cell (2p−1, 2) (in this case, M{4}) is not ⊳
any model. The model M in position (i, j) is ≺ the models in cells (i, ℓ) for ℓ > j and the models
in cells (k, ℓ) for k > i and ℓ > 1.
∅ 1 12 123 1234
124
14 143
13
3 32 324
34
2 24
4
∅ 1 12 123 1234
124
14 143
13
3 32 324
34
2 24
4
Fig. 1. Possible ordering of models on four covariates. Models are represented by ordered strings of
covariate indices. The solid arrows on the left panel depict the partial increasing ordering ✁ of the models
and the dashed arrows on the right panel depict the increasing total ordering ≺ of the models. The symbol
∅ denotes the set of covariates in the model M0.
The model space can be enumerated using ≺ by reading left to right and top to bottom in the
right panel of Figure 1. A recursive algorithm for filling the model space can be described thusly.
First, at ∅ the elements of {1, . . . , p} are ordered using ≺ for models with one covariate, which fills
column 2. We label these elements a1 = 1, a2 = 3, a3 = 2, a4 = 4. This leads to p reduced model
spaces corresponding to A1 = {A ∈ M : a1 ∈ A} and Ai = {A ∈ M : ai ∈ A, aj 6∈ A∀ j =
1, . . . , i − 1} for i = 2, . . . , p. Each Ai corresponds to a smallest model Ai = {ai} and a set of
covariates that can be added to it Si = {ai+1, . . . , ap} for i = 1, . . . , p − 1 with |Si| = p− i.
The filling algorithm moves to A1 and orders the elements in S1 by appending them to A1 and
using ≺. This creates the first four rows in column 3 with models given by {1, 2} ≺ {1, 4} ≺ {1, 3}
with associated sets of potentially added indices {3, 4}, {3}, {}. The algorithm then keeps moving
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to the right in row one, creating models and sets of potentially added indices. When the last
model in a row is reached, the algorithm moves to the next row. For instance, once {3, 4} is
reached, the algorithm moves to the model {2} with the set of potentially added indices {4} and
the algorithm continues moving across row seven. This process is completed until the model space
is fully enumerated.
4.2. Pruning Rules
A pruning rule is any rule that allows us to remove large sets of models at once from the model
space without considering each model individually. At any point in the filling algorithm described
for Figure 1, the process can be interrupted and instead of moving to the right, the pruning forces
the algorithm to move back one column and down that column to the next available model, which
will come associated with a set of indices for potential inclusion. The pruned filling algorithm
concludes when a pruning occurs in column 2 of Figure 1 or when the model in position (2p−1, 2)
is reached.
The first pruning rule is a local rule wherein 0 < ǫL < 1 will control whether a covariate
should be added to a model. For each model MA, there is a unique model P (MA), referred
to as the parent of MA, such that P (MA) is the largest model M with M ⊳ MA. Define
QL(MA) = Ev(MA)/(Ev(MA)+Ev(P (MA))) to be the qualityMA normalized to the restricted set
{MA, P (MA)}. The step to MA is taken so long as QL(MA) > ǫL. One issue with the local rule is
that it might be difficult to control individual false positives due to the large number of covariates.
This will be especially difficult when proposing a model MA that only contains covariates with
true regression coefficient zero. A new “noisy” covariate is likely to be added to the parent model
P (MA) due to fact that the learning rate of the Bayes factor is only a power of n. One advantage
of the local rule is that it treats ties in the same manner, and is thus indifferent to relabeling of
the covariates.
The second is a global rule, whereinMA is not compared to its parent, but rather to the globally
best model that has been visited thus far. Denote this model byMG, though it could change at any
step in the algorithm. Let 0 < ǫG < 1 and define QG(MA) = Ev(MB)/(Ev(MG) + Ev(MA)). The
step toMA is taken so long as QG(ν
′) > ǫG. Note that theMG when proposing a step to modelMA
is uniquely determined for each MA once the decision rule is in place. The issue with the global rule
is that it will be difficult or impossible to move to a model MA that uses less covariates than MG.
Thus, this rule prunes the model space too aggressively and good models might be accidentally
missed. Moreover, the global rule is that it is not indifferent to ties. Additionally, an alternative
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global rule that uses the proposed model and all previously visited models is similarly ineffectual
at moving to models with smaller dimension than MG.
The third stopping rule is a path based stopping rule. Let 0 < ǫP < 1 and define QP (MA) =
Ev(MA)/
(∑
MBEMA
Ev(MB)
)
. The step to MA is taken so long as QP (MA) > ǫP . Covariates
are added until the proposed model has a sufficiently small posterior probability relative to its
predecessors by ⊳. This allows addition of covariates while acknowledging that false positives may
occur and that a penalization greater than just power of n is necessary to control these. Like the
local rule, this pruning rule is indifferent to ties.
Now, we describe the pruning rules using Figure 1. The local rule considers comparing a model
to its immediate predecessor. For example {1, 2, 3} is compared to {1, 2} and {1, 3} is compared
to {1}. The global rule compares a model to the global best that has already been visited. For
example, suppose that {1, 3, 5} is the posterior mode and that the best model visited before {1, 3, 5}
is {1, 2}. If {1, 2} dramatically better than {1, 3} and the step to {1, 3} is rejected, then {1, 3, 5}
would never be visited. The path based rule compares a model to the models in the path before it.
For example, {3, 2, 5} is compared to the set of models {∅, {3}, {3, 2}} and {1, 2, 5, 4} is compared
to the set of models {∅, {1}, {1, 2}, {1, 2, 5}}. Both the local rule and the path based rule can be
defined in terms A˚, the set of the ordered set of elements from A.
5. Application of Methodology
This section compares the multiplicity correcting prior (Scott and Berger, 2010) and the complexity
penalizing priors (Wilson et al., 2010; Castillo et al., 2015) to the limiting Poisson prior through the
analysis of the diabetes dataset (Efron et al., 2004). The data contains 442 rows and 64 columns.
An additional 372 variables are appended to the dataset. For columns 1 through 62 of the original
data, six new columns are added. These columns have correlation which alternate sign over the
62 columns and whose absolute value is i/
√
1 + i2 for i = 1, . . . , 6. This results in p = 436
covariates, many of which are highly correlated with the original covariates. There are 2436 ≈
1.77 × 10131 models. The priors considered are the descendant based prior with η = 1 and the
Beta-Binomial(a, b) priors for a = 1 and b ∈ {1, p, p1.5}. The prior for each model is taken to be
the intrinsic prior and the algorithm used is the path-based pruning rule with ǫP = 0.01.
The models are compared in terms of both their posterior concentration and the amount of
uncertainty that they reflect in the model space. This is the delicate trade off between penalizing
enough to get a meaningful posterior and penalizing too much and receiving a posterior that
concentrates too quickly. Table 1 provides a summary of information for the posterior on the
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Table 1. Posterior summary for the analysis of the diabetes data with added covariates.
D(η = 1) is the descendant prior with η = 1 and B-B(a, b) is the Beta-Binomial prior with
parameters (a, b).
Prior D(η = 1) B-B(1, 1) B-B(1, p) B-B(1, p1.5)
Mode 3, 9 3, 4, 9 3, 4, 9 3, 9
P (Mode) 0.405 0.065 0.160 0.820
# of Models Considered 15,423 32,018 21,427 8,192
# of Models s/t P (Models)> 0.9 51 5,409 1,579 2
# of covariates with P (γ = 1) > 0.1 4 8 5 3
P (γ3 = 1) 1.000 1.000 1.000 1.000
P (γ4 = 1) 0.381 0.852 0.666 0.105
P (γ9 = 1) 1.000 1.000 1.000 1.000
P (γ338 = 1) 0.126 0.483 0.296 0.028
model space. Across the columns are the four considered priors for the model space: descendant
with η = 1, denoted by D(η = 1), and then the Beta-Binomial(a, b), denoted by B-B(a, b). In
the rows, the table catalogs the posterior probability of the modal model, the variables in the
modal model, the number of models considered during the search algorithm, the number of models
necessary to comprise 90% of the models proposed, the number of covariates with posterior inclusion
probability greater than 10%, and information on interesting covariates. One particular instance
is covariate 338, which was artificially created and should be considered a false covariate, but has
non-negligible posterior inclusion probability for all but the most penalizing prior.
As can be seen in Table 1, the descendant prior, which produces a limiting Poisson prior on
the model space, produces the most satisfactory results in this analysis. First, consider posterior
probability of the highest probability model. The descendant prior places 40% probability on
model {3, 9}, which provides strong, but not conclusive, evidence that this is the true model. The
Beta-Binomial prior with b = p1.5 reflects its stronger penalization of covariate inclusion, placing
over 80% of the posterior probability on {3, 9}, overstating the evidence in favor of this model.
In contrast, the Beta-Binomial priors with b ∈ {1, p} produce a much smaller amount of mass on
{3, 4, 9} as the highest posterior probability model, reflecting their poor penalization of additional
covariates. This is most drastic when b = 1 and under 7% of the posterior is placed on {3, 4, 9}.
The penalization of the priors is also reflected in the number of models that it takes to comprise
90% of the posterior probability of the models considered. The descendant prior requires 52 models.
This reflects reasonable uncertainty in the posterior of the model space, while concentrating well
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on good models. In contrast, the Beta-Binomial with b = p1.5 only requires two models for over
90% posterior probability. The concentration of the posterior is too strong and the certainty in
the top few models is overstated. The Beta-Binomial priors with b ∈ {1, p} do not concentrate fast
enough and require an unreasonable number of models to achieve 90% posterior probability. This
is most pronounced for b = 1, which requires over 5, 000 models.
Finally, while all of the model space priors provide certainty that covariates 3 and 9 should
be included in the model, the inclusion probabilities for covariates 4 and 338 are dramatically
different. The descendant prior produces weak evidence against the inclusion of covariate 4 and
strong evidence against the inclusion of covariate 338. The Bayes factor of M{3,4,9} vs M{3,9} is
351.84, which seems to provide sufficient evidence for the inclusion of 4. However, this same logic
could be applied to the model M{3,9,338} whose Bayes factor against M{3,9} is 86.83. In order to
keep the false covariate 338 from entering the model, the descendant prior also penalizes that most
likely true covariate 4, but not excessively. In contrast, the Beta-Binomial with b = p1.5 penalizes
too much and places too small of a probability on the inclusion of covariate 4. Certainly, the
Beta-Binomial with b ∈ {1, p} produce posterior inclusion probabilities for covariate 338. Only the
descendant prior produces a posterior that provides a good balance of Type I and Type II error
rates in nested comparisons.
For completeness, a comparison is made to non-local priors using the default settings of the R
package mombf. The posterior inclusion probabilities for covariates 3, 4, 9, 338 are 1, 0.284, 1, 0.071,
respectively. These probabilities compare well to those obtained by the descendant prior on the
model space with intrinsic prior on the model specific parameters, though the former are smaller
than the latter for covariates 4 and 338.
6. Discussion
This paper has presented both theory and methods for performing Bayesian regression in sparse
settings. The key is to provide a prior on the model space with both a meaningful interpretation
and a construction from first principles. The priors presented here rely on a reformulation of the
way in which the model space is viewed. Instead of considering indicator variables for covariate
inclusion, the model space is viewed as a series of local null and alternative hypotheses. In the limit
when the number of covariates increases to ∞, a self similarity argument suggests that the Poisson
is the only reasonable limiting prior on the number of covariates in the model. Two constructions
were given that provide such a limiting prior. Using the proposed model space prior, consistency
for a finite true model is shown under the same conditions as Johnson and Rossell (2012), but with
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the prior on model specific parameters being the intrinsic prior.
The expansion of the paper to the case where the mean structure is given by and infinite series
or when p >> n are active areas of research. There are a a few difficulties in producing reasonable
objective Bayesian inferences in these frameworks. First, the choice of the prior on the model
specific parameters has a pronounced effect when the size of the model is large. Changing π(w)
to a Gamma(0.5, 0.5) produces the Zellner-Siow prior, which concentrates more at the origin than
does the intrinsic prior and helps to identify weak signals. Similarly, choosing a more flexible family
can provide even more shrinkage (Liang et al., 2008; Womack et al., 2014). Consistency of pairwise
Bayes factors or posterior odds is delicate when using these priors and simple approximations are
mostly useless when comparing a true model with an infinite number of covariates to a model with
a finite number more covariates. The asymptotic behavior of the Bayes factors has to be properly
balanced with the penalization provided by the model space prior, as discussed in Castillo et al.
(2012) and Castillo et al. (2015).
Second, the objective Bayes framework using scaled mixtures of g-priors becomes problematic
when p > n. Similarly, the conditions on the design matrix become more delicate. For the objective
Bayes framework, it seems natural to discuss models not only in terms of covariate inclusion, but
also in terms of the subspace of the outcome that is being modeled. The assumptions in this
paper forced these to be in a 1-1 correspondence without too much correlation between modeled
subspaces. When p > n, it seems natural to consider a model as being defined solely by the subspace
of the outcome which is being modeled. A natural sieve is created because any model with k ≥ n
covariates that is rank n interpolates the data. The implications of this for both the Bayes factors
and the model space prior need to be dealt with carefully.
Third, one should be able to extend all of the results of Castillo et al. (2015) to the objec-
tive Bayes framework, replacing their Assumption 1 (see (5)) with the limiting Poisson prior and
using an appropriate scaled mixture of g-priors . The limiting Poisson prior on the number of
covariates provides an adaptive version of their Assumption 1, which it satisfies for large enough
s — see Example 2.3 in Castillo et al. (2012). One difficulty for implementation of the methods
in Castillo et al. (2015) is the use of independent Laplace priors or heavy-tailed versions thereof,
which make computation of the Bayes factor difficult when the dimension of the model is large.
The advantage of scaled mixtures of g-priors is that the Bayes factor can be computed as a simple
one dimensional integral that only depends on the dimension of the model and the statistic R2.
Simple bijective transformations of w allow the integral in (12) to be computed within machine
error for large model dimension and R2 close to one.
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Finally, the algorithm outlined in this paper allows us to take advantage of the developedprior
on the model space. The path-based algorithm, in conjunction with the model space prior, provide
for easy learning of good models while not foraging around too many bad models. In contrast to
MCMC or RJMCMC methods, the proposed algorithm will never get stuck in a local mode and
never revisits the same model twice. Similarly, the renormalized posterior on the set of considered
models is a much better approximation to the posterior than the site-frequency analysis provides.
The gains in efficiency are staggering, exploring the posterior for the diabetes example with the
descendant prior, path-based rule, and ǫP = 0.01 takes under three seconds.
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