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ABSTRACT
Research in user interaction with mixed reality environments us-
ing multiple displays has become increasingly relevant with the
prevalence of mobile devices in everyday life and increased com-
moditization of large display area technologies using projectors or
large displays. Previous work often combines touch-based input
with other approaches, such as gesture-based input, to expand the
possible interaction space or deal with limitations of other two-
dimensional input methods. In contrast to previous methods, we
examine the possibilities when the control-display (C-D) ratio is
significantly smaller than one and small input movements result in
large output movements. To this end one specific multi-display con-
figuration is implemented in the form of a spatial-augmented reality
sandbox environment, and used to explore various interaction tech-
niques based on a variety of mobile device touch-based input and
optical marker tracking-based finger input. A small pilot study de-
termines the most promising input candidate, which is compared to
traditional touch-input based techniques in a user study that tests
it for practical relevance. Results and conclusions of the study are
presented.
Index Terms: H.5.2 [HCI]: Multimedia Information Systems—
Input Methods; I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Virtual reality, augmented reality, mixed
reality
1 INTRODUCTION
When using any arbitrary input device, some process has to map the
performed input onto some output (such as position). This mapping
process is not limited to virtual or augmented reality environments,
but can be achieved in the real world as well. The relation of how
some input is mapped onto output is the C-D ratio:
CDratio =
∆x
∆X
(1)
It maps a movement distance ∆x in physical space to a mapped
movement distance ∆X in the output space. C-D ratios of one or
close to one are commonly used in application such as smartphones
where a touch on the display surface is usually mapped directly to,
for example, a virtual button press in the same position on the dis-
play. In contrast, applications where small inputs are mapped onto
large outputs become relevant when the space being interacted with
is larger than the input device. C-D ratios close to one can still be
used in these cases, but it is desirable to investigate C-D ratios that
directly map some input on the small input device onto a target in
the larger display space in one step. One application field where
such problems appear are multi-display environments, where mul-
tiple displays can be combined to overcome limitations of single-
display technologies. The experimentation setup described here
in particular uses an spatial augmented reality environment based
on the RoomAlive Toolkit [19] which combines a projector that
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projects an image onto some arbitrarily shaped surface with a com-
modity smartphone that is able to show part of the same projected
environment on its screen in higher resolution, while also offering
the ability to interact with the space directly using touch controls.
In the following we show separate but related simple mathematical
models for mapping positional input onto output positions. Several
novel input methods that map small input spaces onto large output
spaces based on the described mathematical frameworks are pre-
sented and implemented. Developed input methods are evaluated
and put in contrast with each other in a user study, which offers
insight into practical relevance of small C-D ratio mappings.
2 RELATED WORK
[3] suggests that user performance is dependent on movement in the
physical control space (also called motor space), as opposed to out-
put movement that results from the C-D ratio mapping on the target
display. This presents an opportunity for improvement for problems
such as the occlusion problem of touch interfaces presented in [25]
by decoupling output movement from input movement. [16] inves-
tigates zooming as a potential C-D ratio modifier by introducing a
method to automatically scale a document that is read by the user
based on the current scrolling speed through the document. The
technique is similar to Z-Scaling, presented here later. One pop-
ular mode of 3D input are gesture-based methods. Previous work
such as [24] [29] [14] [17] [17] describe techniques where input of
traditional input devices is augmented with hand-gestures that are
recognized using the support of added hardware and algorithms.
[23] introduces the idea of a continuous interaction space, and pub-
lications in the following years use this concept, such as[4] and
[27], which seek to unify gesture and touch-based input, or [11]
which expands the touch input area using air above and around a
smartphone. Instead of gesture based input, the work in this the-
sis makes use of positional finger information above a smartphone
surface to implement movement akin to mouse movement. Much
research into 3D target acquisition exists in the fields of virtual and
augmented reality. [1] surveys more than 30 of these VR and AR
object selection techniques and presents some conclusions as to the
main concerns and limitations of their design. In [8], Paul Fitts
presents a predictive mathematical model for human movement in
target selection, known as Fitts’ law, and [21] introduces the now
commonly used reformulation of the index of difficulty appearing
in Fitts’ Law in terms of the Shannon-Hartley theorem [13]
ID= log2(
D
W
+1) (2)
in order to deal with limitations of the original formulation,
where D and W are distance to the target and W its width (or ra-
dius), respectively. This thesis does not examine the correctness
of results in tests of the presented input methods with respect to
Fitts’ law, but the definition above is still used as a guideline for
the relationship between the size and distance of a target that is
shown to the user. [19] introduces the RoomAlive toolkit, a soft-
ware library that enables spatial augmented reality (SAR) applica-
tions in projector-camera systems by providing the necessary al-
gorithms to correctly render virtual environments onto arbitrarily
shaped surfaces. The toolkit is used in work presented here in or-
der to experiment with and implement various input methods in an
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Figure 1: Two different C-D ratio cases of input.
SAR environment. [10] establishes a mobile multi-display environ-
ment based on commodity smartphones by tracking the user’s head
and face and using it as a reference, thus showing mobile possi-
bilities of multi-display environments. The work presented in this
thesis uses optical marker-based tracking in order to track various
objects. Previous work such as [22] suggest gluing a marker onto
a subject’s finger nails, joints and other hand positions in order to
reconstruct a model of the user’s hand skeleton via inverse kine-
matics. [6] suggests attaching markers to commodity gloves that
are then worn by users for hand and finger tracking. However, it
is unclear whether gloves are possibly a confounding factor in user
performance. [30], [18] and [15] suggest that gloves have no effect
on performance in the particular input methods tested in the respec-
tive papers, however, research in other scientific fields such as [31],
[5] and [2] suggest influence of gloves on various hand-related task.
To remove these uncertain variables, the work presented here aims
at a glove-less tracking solution.
3 CONCEPT
The driving idea behind the work presented here is the investiga-
tion of various C-D ratio mappings in order to improve interaction
over large distances using small input movements in mixed real-
ity or VR. One critical component is the interaction with relatively
small input devices (compared to the display space), as these imply
a small motor space and small movements to traverse this space.
Compare the two cases shown in figure 1, where the available mo-
tor space when using the smartphone totals less than 15cm on each
coordinate axis, which can be utilized completely by finger, wrist
or hand movements. In the case of the PC touch display, the user
has to move the entire arm to reach corners of the display. On
larger displays or VR applications that are not bound to physical
screen size restrictions, the user might have to move with their feet
to reach distant objects. This thesis explores the possibilities of
controlling these large output spaces with small input movements,
and to determine whether these smaller movements in motor space
for small displays translates to faster or more accurate control than
large movements.
Touch-based input devices like smartphones have the limitation
of a two-dimensional input space. Fingers can use this space, but
can also reach several centimeters into the air. We seek to exploit
this opportunity of expanding the motor space into the third dimen-
sion using optical tracking-based finger movement.
4 INPUT METHODS
Four modes of input are presented in the following. (1.) Basic
large scale touch-screen input with C-D ratio of exactly one. Here,
a PC monitor with touch input serves as a baseline test for situa-
tions where the user can directly select targets on the screen. (2.)
Smartphone touch-screen input, used to explore different C-D ratio
mappings with an input method that average users are likely to be
familiar with. (3.) Z-Mapping: Finger-movement optical tracking-
based input. Here, the user can move the environment around by
moving the hand and finger. (4.) Z-Scaling: Environment zoom-
ing and navigation based on finger-movement. The user can zoom
in and out of the environment by moving their finger up or down,
scaling the distance needed to reach a target instead of modifying
the C-D ratio. The following sections introduce more precise math-
ematical definitions of these input methods.
4.1 Method 1: 1:1 mapped direct input
Inputs such as physical touch locations can be directly mapped onto
the virtual display position below the user’s finger in a one to one
fashion. It is defined as
f (~p) = ~p, f : R2→ R2 (3)
where ~p is a two-dimensional input position. It serves as a base-
line because it is functionally equivalent to having no C-D ratio
mapping at all.
4.2 Method 2: 1:N mapping
Method 1 can be extended such that the input position pt is mapped
to output depending on a custom C-D ratio mapping function H. ~p
can be scaled by a factor N by introducing
H(N) =
1
N
,H : R→ R (4)
and modifying f in the following manner:
f (~p) = ~p ·H(N), f : R2→ R2 (5)
4.3 Method 3: Z-Mapping
Z-Mapping extends the mappings above by extending the input
space to three dimensions and using the extra coordinate to adjust
the C-D ratio dynamically. The function H then operates on the
new coordinate as input. The idea is to interpret the new dimension
as input height, and to have users be able to smoothly modify the
speed at which they control the environment by moving their fingers
in arcs of different heights, higher arcs representing larger ”jumps”
in display space. Figure 2 shows two examples. The final target se-
lection still happens with touch input (typically on a smartphone).
Compared to previous methods, f is extended with one parameter:
f (z,∆~p) = ~ft−1 +∆~pxy ·H(pz), f : R×R3→ R2 (6)
where ∆~p is the change in input positions since the last frame,
with ∆~pxy being the change in the x-y plane, ~ft−1 is the mapped
position of f from the previous frame, and H is the new C-D ratio
mapping function that linearly modifies the ’C-D ratio based on
movements in the new third dimension z of ~p:
H(z) = (1+
z ·N
M
),H : R→ R (7)
M and N are constants. The two functions are now described
in detail: Since the resulting mapped position is not supposed to
change when the input position is moved up or down, and is only
supposed to change when the position is changed in the x and y di-
rections, f formulates the output position relative to the previously
mapped position ~ft−1, meaning that if ∆~pxy =~0 the result of the
right term is~0 and the output position does not change. H then only
modifies the C-D ratio of input in the x-y directions. The goal of H
is to modify the C-D ratio by a factor of M for every N units which
the user moves in the z direction.
As an example from the context of a practical application, when
a large one dimensional display space of size sl is controlled with
an input space that is limited to a smaller size ss, M and N might
be chosen such that the maximum height a user’s finger can reach
above the smaller device changes the input ratio such that one
movement across the entire range ss maps onto a movement across
the entire range of sl . In this case, N and M would be
Figure 2: Fundamental principle of Z-Mapping. Left: A small input movement ∆p a small distance above the surface results in a nearly identical
output movement ∆ f on the target display. Right: The same input movement, but further up above the display results in a larger output movement
N = hmax−hmin
M =
sl
ss
where hmax,hmin are the maximum and minimum finger input
height of the user, respectively, and the resulting function H is
H(z) = (1+ ss ·hmax−hmin) · zsl
,H : R→ R (8)
This precise case is used in the user study experiment design for the
evaluation of Z-Mapping.
4.4 Method 4: Z-Scaling
The last examined input method does not change the C-D ratio di-
rectly, and instead relies on scaling the environment (zooming in
and out) to reduce the amount of motor space that has to be tra-
versed for some output movement. Figure 3 shows a graphical rep-
resentation of the finger scaling concept. The user first scales the
environment down until a desired target is visible on the touch input
screen, then traverses the necessary distance to the target in motor
space, with the environment still scaled down, and then scales the
environment back up, with the scaling happening relative to the tar-
get. After this, the target can be selected via touch input.
In this method, movements in motor space are mapped directly
to movements in display space (similar to method 4.1), with the
driving idea being that reducing the amount of motor space that
has to be covered to reach a certain target is functionally similar to
increasing the C-D ratio such that the same motor space is covered
but the output distance is increased instead, resulting in reduced
movement times to reach targets.
The scaling used here is a simple uniform scale transformation,
i.e.
S=
s 0 00 s 0
0 0 s

where s is the scaling factor, with s < 1 effectively ”zooming
out” and s > 1 ”zooming in”. After applying this transformation,
any point ~p in the environment is shifted to the new location
~ps = S · (~p−~c)+~c= s · (~p−~c)+~c (9)
where~c is the center position of the environment.
In order to specify a target location, the foot ~p f of the perpen-
dicular from the users finger position ~pi to the touch screens plane
(typically from a smartphone), which is centered at ~ps with plane
normal vector~n, is used:
~p f = ~pi− ((~pi− ~ps)•~n) ·~n (10)
The equation above computes the foot by subtracting the part of
the input user’s position vector that is perpendicular to the touch
screen display’s plane normal vector. From the user’s perspective,
the target is on the smartphone screen location ”below the finger”.
The scaling is then applied such that the location at the foot of this
perpendicular remains the same after scaling, i.e. the user’s target
remains below the finger. This is achieved by translating the entire
environment in the opposite direction corresponding to how much
the target location moved after scaling, i.e. the environment’s center
~c is moved to its post-scale location ~cs via
~cs =~c− ( ~p f s− ~p f ) (11)
where ~p f is the perpendicular’s foot location before scaling, and
~p f s is its location after scaling which can be determined using equa-
tions 9 and 10 above. In the default implementation of z-scaling the
above is applied to both upwards and downwards motions of the
user’s finger, i.e. the target location is kept under the finger when
zooming in as well as when zooming out, which allows the user to
finely adjust their target positioning by moving their fingers up and
down in small intervals, for example to improve landing accuracy
on the target.
5 PRACTICAL APPLICATIONS
The described input methods are implemented in two practical ap-
plications, an SAR environment seen in figure 4, which was used
for prototyping and development, and a separate setup used in the
user study seen in figure 5, where a PC touch monitor is used for
input and as the larger output space instead of a projector. Both
setups share other hardware and configuration aspects, such as a
central smartphone that displays a cutout of the larger environment.
Targets are shown and selected via touch input.
6 IMPLEMENTATION
The following sections will details about the various components
involved in the implementation of the input methods described pre-
viously.
6.1 Hardware
Deployed hardware components consist of the following parts:
• Microsoft Kinect (v2) which is mainly used during calibration
by the RoomAlive toolkit to recreate a virtual model of the
real-life working space, most prominently featuring the desk
upon which the experiments are conducted. The Kinect is
only used for 3D scanning, and not used during the actual
runtime of the Unity applications, as optical tracking is used
to determine locations of real world objects such as fingers
and smartphones.
• Optoma GT 1070 projector which is used both in the cali-
bration process of the RoomAlive toolkit, as well to project
the final running application environment onto the real world
workspace.
• Eight OptiTrack Prime 13 camera sensor units used for optical
marker tracking.
Figure 3: Visualization of the scaling concept. Left: With the finger point ~p at a low input height, the environment is visible near or at its original
scale on the output display. Right: At a higher input height, the environment is scaled down, until it is eventually visible entirely on the smaller
display.
Figure 4: SAR environment displaying a basic prototyping environ-
ment.
Figure 5: Running example of the multi-display environment of the
user study.
Figure 6: Two rigid body configurations side-by-side.
• 22 inch Dell S2340T PC touch screen, required for the user
study.
• Workstation consisting of a wooden desk that is used as a dis-
play surface for the projector used in the user study and input
method prototyping, and a consumer PC used for developing
input methods as well as running the actual user study Unity
applications.
• PC hardware which consists of an Intel Xeon E5-2620 CPU
with 6 cores of 2.00 GHz base frequency each, an NVIDIA
GTX 1070 graphics card, and 32GB of DDR3 RAM.
6.2 Optitrack object and finger tracking
Optitrack and its control software allows the definition of so-called
rigid bodies, a user-defined collection of markers in the real world
whose position and orientation relative to each other remains fixed
(i.e. they cannot be deformed). In addition to allowing the tracking
of rotations which is not possible with a single marker due to lack of
available degrees of freedom, tracking a single object with multiple
markers also increases reliability of tracking as a rigid body’s loca-
tion can be tracked even when one or multiple of its markers are not
visible to the cameras, although a minimum count of 3 markers is
generally still required. In the following, the exact marker setup for
the tracked smartphone as well as for finger tracking are described.
6.2.1 Smartphone Rigid Body
A rigid body is defined in Optitrack to allow tracking of the smart-
phone. Two possible solutions are shown in figure 6 side by side,
with the setup on the right being used in the user study. The setups
are tradeoffs: The left configuration can cause problems when a
user’s hand occludes markers partially or completely, and the setup
on the right is mechanically more bulky, which is undesirable for
mobile setups (which is not a problem in the user study where all
hardware components are static).
6.2.2 Finger tracking
One finger of the user is tracked so it can be used with input meth-
ods from sections 4.3 and 4.4. A single spherical marker is used
(see figure 7) and attached to the finger via double sided bonding
tape. The set of markers read from the Optitrack system are filtered
according to application-defined logic to identify the relevant finger
marker when other markers are visible.
Figure 7: Marker attached to finger via double sided bonding tape.
Figure 8: Special purpose rigid body that is used to represent a
coordinate system transform from the Optitrack coordinate system to
the RoomAlive Toolkit’s and Unity’s coordinate system.
6.3 Transformation acquisition
In order to figure out the transformation between the Optitrack and
Unity coordinate system, a custom calibrator rigid body (see 8) is
aligned with the Kinects position in the real world (which serves as
Unity’s coordinate origin) and its orientationQT and position~xT are
used as the rotation and translation part of the coordinate transform.
6.3.1 Transformation usage
After acquiring rotation quaternion QT and translation vector ~xT ,
they are applied by
Q′ = Q−1T ·Q
whereQ and Q′ are an objects rotation before and after the trans-
formation, respectively. The final position~x′ with original position
~x is given by
~x′ = Q−1T · (~x−~xT )+~xT
7 EVALUATION
Several C-D ratio mappings presented previously were subjected to
a user study in order to compare their performance. Three can-
didates (direct 1:1 mapping via smartphone touch dragging, Z-
Mapping and Z-Scaling) were initially selected based on their per-
formance during their development phase. In addition, the 1:1
mapped direct PC touch monitor input method (see figure 3) was
added as a baseline. Z-Mapping and Z-Scaling were then compared
in the user study environment as part of an informal pilot study with
two expert users. As a result of that pilot study, Z-Mapping was
chosen as the novel input method to be tested with more subjects,
due to higher performance of both users in the pilot study. The fol-
lowing section describes the conducted experiment, presents results
and then offers interpretation of these results.
7.1 Experiment description
As an evaluation environment, the setup described in section 5 was
used. Subjects were asked to acquire targets using three different
input methods:
• Direct (1:1 C-D ratio mapped) PC-display touch input, where
users could physically select targets on the screen.
• 1:1 C-D ratio mapped smartphone touch-input, where users
had to move targets into the view of the smartphone screen by
dragging environment towards it using touch input.
• Z-Mapping as described in section 4.3, where users had to
move targets into view of the smartphone screen by drag-
ging the environment towards it using finger movements in
the air. The minimum and maximum height as described in
section 4.3 were acquired using a simple height calibration
where users placed their fingers at the lowest and highest pos-
sible position they could reach with their fingers with a hand
placed down on the large PC touch screen, which were then
recorded.
7.2 Procedure
After initial introductions and signing of a participant agreement
waiver and release form, subjects filled out a demographics ques-
tionnaire. All subjects had a marker attached to their index finger
that was used for optical tracking as described in section 6.2.2. Af-
ter explaining the basic experiment setup and rules, for each input
method, subjects then executed a target acquisition task (described
below), where circular targets had to be selected on one or two of
the used displays. Before each input method, subjects were pro-
vided with a short demonstration of the respective input technique’s
concept. Subjects then executed an initial training sequence in or-
der to familiarize themselves with the input techniques, followed
by a main run as described below in section 7.2.2. Subjects exe-
cuted the task in a seated position in front of the PC touch screen.
After each input method, participants were asked to fill out an after-
scenario-questionnaire [20] and the NASA TLX questionnaire [12],
and a preference questionnaire after all input method tasks were
completed. Finally, an informal interview was held in order to al-
low each subject to expand on their opinion of conducted tasks in
their own words.
7.2.1 Target acquisition task
Circular targets are displayed on the two used displays (PC touch
screen, and smartphone screen). One display was used for the PC-
display touch input case, and two displays for both other input
methods, where the smartphone is placed centrally on the larger
screen and displays a cutout of its environment. Initially, both a red
and blue target are displayed. Upon clicking on the red target, the
blue target is activated for selection and turned green, after which
users can navigate to it and acquire it using direct touch input (for
all methods). In the smartphone touch input case and Z-Mapping,
users first have to relocate the target such that it is visible on the
smartphone display, as PC display touch-screen input was disabled
for those input methods. After acquiring a green target, the envi-
ronment is reset to its starting location and the red target, in ad-
dition to the next blue target, is displayed again. The purpose of
this starting position is for the user to be able to take time and vi-
sually recognize the position of the new target, as movement times
and accuracy are not tracked during this period. This process re-
peats until all required samples have been gathered. Subjects were
specifically instructed to first locate the new (blue) target, and only
after visually acquiring it, select the red target and then select the
green target. This is to prevent targer search times from entering
into the recorded movement times.
7.2.2 Design
The experiment used a repeated measures within-subject design.
The independent variables were input method type(direct-touch-
PC, direct-touch-smartphone, z-mapping), the direction in which
targets appear (8 directions in total, each 45 degrees apart in a cir-
cle around the large display center), as well as the index of difficulty
of those targets resulting from their sizes and distances to the smart-
phone (average of 15 targets for each direction). 120 targets had to
be selected per input method with 360 main samples gathered over
3 input methods in total for each subject, in addition to 180 train-
ing samples for each subject over all three input methods. For the
index of difficulty, values of 2-5 were targeted, but with a mini-
mum target width of 1cm, the highest possible ID values reachable
were 4.85 (in the corners of the PC touch screen display) and 4.67
(near the edge of the PC touch screen on the right and left sides in
the middle), which were used to represent the ID category 5. Par-
ticipants performed the procedure described above in one session
lasting roughly 50 minutes. Each of the three input methods was
performed one after the other, with counterbalanced order permu-
tations. The main sequence of 120 samples per input method was
executed in 4 blocks of 30 targets each. Each subject selected the
same targets, but the order of targets was randomized per-subject
using selection without replacement. After each block in both the
training and main sequences, the subjects were offered an optional
short break in case of fatigue.
7.2.3 Participants
A total of 20 (4 female, 16 male) subjects participated in the study,
in the age range of 21-34. 14 subjects worked in the field of or
studied computer science, 2 subjects were electrical engineers, 3
subjects worked or studied in health sciences and 1 subject was a
product designer. 9 subjects were visually impaired, with all of
them using corrective glasses or contact lenses. 18 subjects were
right-handed, and 2 subjects left handed. All 20 subjects specified
that they use smartphones on a daily basis. Subjects were volun-
teers, but with the exception of one were awarded with a gift cer-
tificate worth 10 euros (the subjects were told of this when signing
up for the test).
7.2.4 Apparatus
The study was executed on a PC running the target acquisition test
software with an Intel Xeon E5-2620 CPU with 6 cores of 2.00 GHz
base frequency each, an NVIDIA GTX 1070 graphics card, and
32GB of DDR3 RAM. An Amazon Fire smartphone was used as
the smartphone device, and a 2 inch Dell S2340T PC touch screen
display served as the larger display and for the PC touch screen in-
put method. The Optitrack M13 based optical tracking environment
is described in section 6.1.
7.3 Results
The following section presents results of the experiment. For the
indices of difficulty range of 2 through 5, four ID categories are
defined. They are: Category 2 with 1.5 < ID ≤ 2.5, category 3
with 2.5 < ID≤ 3.5, category 4 with 3.5 < ID≤ 4.5 and category
5 with 4.5 < ID ≤ 5.5. Data was also examined by each executed
30 sample block. User preferences as determined by the preference
questionnaire are also presented. The ranks given by subjects in
their answers are converted to ordinal samples using their ranking
number (from 1 = best, to 3 = worst). These results are then tested
for statistical significance.
7.3.1 Statistical significance testing
Samples from each grouping (overall, by ID, by block) were first
averaged per user and then subjected to significance testing, result-
ing in sample count n = 20 for each input method. Normality was
assumed and tested using the Shapiro-Wilkes normality test [26]
with α = 0.05. ANOVA was used to determine statistical signifi-
cance for normally distributed samples, and Friedman test [9] was
used for non-normally distributed samples, both with α = 0.05.
Figure 9: Box plot showing summarized movement times of different
input methods over all blocks and indices of difficulty.
Figure 10: Box plots showing movement times of different input meth-
ods for separated blocks 1 (top left) through 4 (bottom right), pro-
ceeding left to right, top to bottom.
When passed, the alpha level was adjusted for multiple compar-
isons using conservative Bonferroni correction [7], with resulting
αb = 0.017. Finally, post-hoc tests for normal data used paired
Student’s t-tests [28], and Wilcoxon signed-rank tests [32] for non
normal data, both with the modified alpha level resulting from Bon-
ferroni correction.
The tested hypothesis was that there is a relationship (in move-
ment time or accuracy, respectively) between on the input method
used to perform the task and the resulting metric being measured.
In the case of the preference questionnaire, the hypothesis tested for
is that users have differing preferences between input methods with
respect to certain criteria (perceived speed and accuracy, as well as
overall preference).
7.3.2 Data Collection and Analysis
Two primary types of data are collected and used to judge sub-
ject performance: Movement time and accuracy. Movement time
is recorded from touch-up of the red target to touch-up of the green
target.The accuracy of task execution a is defined by the number of
a subject’s average hits nh and misses nm:
a=
nh
nh+nm
7.3.3 Accuracy and movement times
Figures 9 through 14 show results of average means and standard
deviations for movement times and accuracy. Tables 7 through 12
show results of significance tests for both metrics. Input methods
are abbreviated: ZM = Z-Mapping, PT = PC touch input, ST =
smartphone touch input.
7.3.4 User preference
Table 13 shows answer results and significance tests for answers in
the preference questionaire. During statistical significance testing,
results for the overall question did not pass the initial Friedman test
and thus no post-hoc tests were conducted. Speed and accuracy
passed the Friedman test with p= 0.12 ·10−4 and p= 4.48 ·10−6,
respectively. Post-hoc showed no significant differences when com-
paring ZM vs. ST in terms of speed and PT vs. ST in terms of
accuracy (p = 0.22 and p = 1.64 · 10−2), but showed significance
for ZM vs ST and PT vs. ST in terms of speed ( p= 0.20 ·10−3 and
ZM ST PC
Overall µzm = 1.64s,σzm = 0.20 µst = 1.76s,σst = 0.15 µpt = 0.62s,σpt = 0.09
Table 1: Means and standard deviations for movement times for overall data.
ZM ST PC
Block 1 µ = 1.74,σ = 0.24 µ = 1.76,σ = 0.11 µ = 0.62,σ = 0.10
Block 2 µ = 1.62,σ = 0.21 µ = 1.74,σ = 0.19 µ = 0.61,σ = 0.09
Block 3 µ = 1.60,σ = 0.24 µ = 1.75,σ = 0.18 µ = 0.61,σ = 0.12
Block 4 µ = 1.60,σ = 0.30 µ = 1.77,σ = 0.18 µ = 0.62,σ = 0.11
Table 2: Means and standard deviations for movement times by block.
ZM ST PC
ID category 2 µ = 1.07,σ = 0.12 µ = 1.37,σ = 0.13 µ = 0.43,σ = 0.07
ID category 3 µ = 1.46,σ = 0.19 µ = 1.61,σ = 0.14 µ = 0.52,σ = 0.08
ID category 4 µ = 1.82,σ = 0.25 µ = 1.88,σ = 0.18 µ = 0.66,σ = 0.11
ID category 5 µ = 1.24,σ = 0.39 µ = 2.31,σ = 0.22 µ = 0.92,σ = 0.16
Table 3: Means and standard deviations for movement times by ID categories.
ZM ST PC
Overall µzm = 0.77,σzm = 0.10 µst = 0.98,σst = 0.02 µpt = 0.92,σpt = 0.04
Table 4: Means and standard deviations for accuracy for overall data.
ZM ST PC
Block 1 µ = 0.76,σ = 0.10 µ = 0.98,σ = 0.03 µ = 0.92,σ = 0.05
Block 2 µ = 0.77,σ = 0.11 µ = 0.97,σ = 0.04 µ = 0.94,σ = 0.05
Block 3 µ = 0.79,σ = 0.13 µ = 0.98,σ = 0.02 µ = 0.93,σ = 0.06
Block 4 µ = 0.79,σ = 0.13 µ = 0.98,σ = 0.03 µ = 0.92,σ = 0.05
Table 5: Means and standard deviations for accuracy by block.
ZM ST PC
ID category 2 µ = 0.89,σ = 0.09 µ = 0.99,σ = 0.03 µ = 0.99,σ = 0.01
ID category 3 µ = 0.79,σ = 0.10 µ = 0.99,σ = 0.02 µ = 0.98,σ = 0.03
ID category 4 µ = 0.74,σ = 0.14 µ = 0.97,σ = 0.03 µ = 0.92,σ = 0.05
ID category 5 µ = 0.70,σ = 0.13 µ = 0.97,σ = 0.04 µ = 0.80,σ = 0.01
Table 6: Means and standard deviations for accuracy by ID categories.
Overall Block 1 Block 2 Block 3 Block 4 ID 2 ID 3 ID 4 ID 5
ZM 0.9917 0.40 0.91 0.84 0.14 0.09 0.28 0.08 0.51
ST 0.06053 0.63 0.45 0.38 0.14 0.28 0.18 0.43 0.78
PT 0.3105 0.36 0.16 0.15 0.18 0.18 0.09 0.61 0.42
Table 7: p-values for Shapiro-Wilk tests of each input method and sample group in order to test for normality.
Figure 11: Box plots showing movement times of different input meth-
ods for separated ID categories 1 (top left) through 4 (bottom right),
proceeding left to right, top to bottom.
Figure 12: Box plot showing summarized accuracies of different input
methods over all blocks and indices of difficulty.
Figure 13: Box plots showing accuracy of different input methods for
separated blocks 1 (top left) through 4 (bottom right), proceeding left
to right, top to bottom.
Figure 14: Box plots showing accuracy of different input methods for
separated ID categories 1 (top left) through 4 (bottom right), proceed-
ing left to right, top to bottom.
ANOVA p-value Passed?
Overall < 2.2 ·10−16
Block 1 < 2.2 ·10−16
Block 2 4.19 ·10−14
Block 3 2.58 ·10−13
Block 4 1.36 ·10−12
ID category 2 < 2.2 ·10−16
ID category 3 < 2.2 ·10−16
ID category 4 1.48 ·10−15
ID category 5 9.25 ·10−11
Table 8: ANOVA test results for movement times. All groupings pass
the test.
p= 0.44 ·10−4), as well as ZM vs. ST and ZM vs. PT in terms of
accuracy ( 0.17 ·10−3 and 8.09 ·10−5 ).
8 DISCUSSION
In summary, compared to the smartphone touch input method, Z-
Mapping shows better movement times throughout all data groups
(overall, by block, by ID), but also worse accuracy throughout all
groups. Further, statistical significance could only be shown for ac-
curacy. Direct PC touch input method performs significantly better
in terms of movement times than both other input methods. These
results align with participant’s answers in the preference question-
naire (table 13), where users on average reported a slight perceived
increase in speed for Z-Mapping over the smartphone touch in-
put case, but almost universally lower perceived accuracy. Further,
there is no statistically significant overall preference between input
methods in subject’s answers. Z-Mapping’s failure to show signifi-
cance for movement times could be because the number of subjects
in the study could simply have been too low, or not enough train-
ing blocks or non-optimal instructions were provided. However,
movement times grouped by ID show another indication. The gap
between Z-Mapping and the smartphone touch method increases
from a relative speed up of 28% at ID category 2 to a 86% at ID
category 5. While further investigations are necessary to confirm it,
it may be possible that the chosen output space (PC touch display)
is too small relative to the input space to fully show the advantages
in movement times of Z-Mapping. Further, data indicates that Z-
Mapping suffered disproportionately from below average samples,
compared to other input methods. During the experiment, users
would often have to make corrective movements after missing a
target, resulting in increased movement times. In interviews, par-
ticipants also often stated that Z-Mapping felt ”shaky”, which re-
sulted in problems and frustration with target selection (confirmed
by accuracy results). This hints at a need to improve the final tar-
get selection step of Z-Mapping. Overall, the method needs further
work.
9 FUTURE WORK
Z-Mapping, but also Z-Scaling, have not been evaluated for larger
scale output spaces in this thesis. The chosen PC touch display is
still small enough that users can reach targets by physically touch-
ing their on-screen locations. Of interest then are environments
where users are unable to physically reach targets, or where do-
ing such would imply very large movement times (e.g. walking to
the other end of the room). One such example are VR spaces in
general, where users may locally only be able to physically reach
a very small fraction of the overall output space. Investigations to-
wards that end could also confirm or deny whether the general trend
of Z-Mapping performing better at higher IDs continues at higher
distances.
One major problem of Z-Mapping as determined during the user
study is the final phase of target acquisition when users try to click
on a target. As the environment keeps moving on downwards fin-
ger movements, and users don’t typically move their fingers in per-
fect lines that are orthogonal towards the target, user’s experience
a slight shaking of the environment that results in missed clicks. It
may be possible to work with the user’s tracked finger trajectory to
determine the point at which they begin trying to click targets, and
from that point switch to a different input mapping scheme that is
optimized for hitting the target below the finger. Another possible
point of investigation would be techniques that detach the moving
of the environment from the final target selection. In Z-mapping
during the evaluated user study, the environment always moved
whenever the user’s fingers moved. Instead, it might be possible
to deactivate this movement, e.g. via secondary controls activated
by a user’s unused hand. The same concepts could be used give
the user a way to quickly adjust their positioning when they miss
Group Method 1 Method 2 t-test p-value Passed?
Overall
ZM ST 0.05 x
ZM PT 3.78 ·10−14
PT ST < 2.20 ·10−16
Block 1
ZM ST 0.69 x
ZM PT 3.26 ·10−13
PT ST < 2.20 ·10−16
Block 2
ZM ST 0.03 x
ZM PT 1.50 ·10−13
PT ST 2.61 ·10−16
Block 3
ZM ST 0.05 x
ZM PT 2.60 ·10−12
PT ST 6.00 ·10−16
Block 4
ZM ST 0.03 x
ZM PT 1.07 ·10−11
PT ST < 2.20 ·10−16
ID Category 2
ZM ST 3.14 ·10−8
ZM PT 2.13 ·10−14
PT ST < 2.20 ·10−16
ID Category 3
ZM ST 0.01
ZM PT 3.283 ·10−14
PT ST < 2.20 ·10−16
ID Category 4
ZM ST 0.46 x
ZM PT 1.296 ·10−13
PT ST < 2.20 ·10−16
ID Category 5
ZM ST 0.37 x
ZM PT 8.943 ·10−12
PT ST 1.741 ·10−15
Table 9: Results of paired t-tests between all combinations of input methods for movement times.
ZM ST PT
Overall 0.09 8.83 ·10−7 0.22
Block 1 0.95 4.04 ·10−5 0.01
Block 2 0.02 5.18 ·10−7 4,00∗ ·10−3
Block 3 0.09 7.57 ·10−5 0.05
Block 4 0.76 1.18 ·10−5 0.14
ID Category 2 0.01 7.91 ·10−7 2.89 ·10−7
ID Category 3 0.29 6.55 ·10−6 8.91 ·10−5
ID Category 4 0.07 0.001 0.16
ID Category 5 0.45 3.76 ·10−6 0.32
Table 10: p-values for Shapiro-Wilk tests of each input method.
Friedman p-value Passed?
Overall 5.33 ·10−9
Block 1 2.40 ·10−8
Block 2 4.03 ·10−8
Block 3 2.2 ·10−6
Block 4 8.32 ·10−7
ID category 2 2.78 ·10−7
ID category 3 2.04 ·10−8
ID category 4 1.20 ·10−7
ID category 5 2.16 ·10−7
Table 11: Friedman test results for accuracy. All groupings pass the
test.
a target on their first try, which in the user study required them to
touch the smartphone screen to disable environment movement and
move back towards the middle in order to try again.
10 SUMMARY
This thesis presented C-D ratio mappings for commonplace as well
as novel input techniques and implemented the presented concepts
in two distinct multi-display environments. Z-Mapping in particu-
lar was then evaluated in a user study by comparing it against touch
based input techniques as they are commonly used in smartphone
applications. As expected, it performs worse overall compared to
the direct PC-touch screen input method that was used as a baseline
comparison. While in the collected data Z-Mapping was shown to
perform better in average movement times compared to the smart-
phone touch input method, the difference was not found to be sta-
tistically significant. In addition, the study showed problems with
accuracy in target selection. In informal interviews with the study
subjects, this has been determined to likely be because of target ac-
quisition problems due to the high sensitivity of the input method
in general and a lack of possibility for users to intuitively adjust the
final positioning if they miss the target on the first try. Finally, pos-
sible approaches for future work in order to improve various aspects
of the concepts shown in this thesis were presented.
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