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Abstract. The aim of the paper is to derive for the negative correlation func-
tion with a time parameter an asymptotic disjunction limj→∞ ωijvi of the nu-
merical generalized least-squares estimator ωijvi of an unknown constant mean
of random field in fact the correct classic generalized least-squares estimator
of an unknown constant mean of the field.
1. Introduction
The best linear unbiased generalized (estimation) statistics Vˆj =
∑n
i=1 ω
i
jVi = ω
i
jVi
of the random field Vj ; j ⊂ i = 1, . . . , n at j ≥ n+ 1 with unknown constant mean
m and variance σ2 that fulfils the constraint
lim
j→∞
E{[Vj − ωijVi]2} = σ2 = E{[Vj −m]2}
is the classic best linear unbiased generalized statistics for finite n and j → ∞ of
an unknown constant mean m = E{Vj} of the field Vj with the classic generalized
least-squares estimator limj→∞ ωijvi of an unknown constant mean of the field and
with constrained variance of the best linear unbiased generalized (estimation) sta-
tistics limj→∞E{[ωijVi −m]2} of the field as its variance (a mean squared error of
mean estimation).
The best linear unbiased generalized (estimation) statistics that fulfils (on com-
puter) the constraint
E{[Vj − ωijVi]2} = σ2 = E{[Vj −m]2}
is the numerical best linear unbiased generalized statistics for finite n at finite
j of an unknown constant mean m = E{Vj} of the field Vj with the numerical
generalized least-squares estimator ωijvi of an unknown constant mean of the field
and with constrained variance of the best linear unbiased generalized (estimation)
statistics E{[ωijVi −m]2} of the field as its variance.
Since the classic best linear unbiased generalized statistics for finite n and j →∞ of
an unknown constant mean m = E{Vj} of the field Vj is an asymptotic disjunction
for j →∞ of the numerical best linear unbiased generalized statistics for finite n at
finite j of an unknown constant mean m = E{Vj} of the field Vj then the correct
classic generalized least-squares estimator limj→∞ ωijvi of an unknown constant
mean m of the field is an asymptotic disjunction for j → ∞ of the numerical
generalized least-squares estimator ωijvi of an unknowm constant mean m of the
field.
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2. The correlation function and the estimators
From the so-called semi-variogram γ(h) for a stationary random field Vj with an un-
known constant mean m = E{Vj}, variance σ2 = E{V 2j } −E2{Vj} and covariance
function C(h) = E{VjVj+h} − E{Vj}E{Vj+h}
γ(h) =
1
2
E{(Vj − Vj+h)2}
=
1
2
E{V 2j − 2VjVj+h + V 2j+h}
= E{V 2j } − E{VjVj+h}
= E{V 2j } − E2{Vj} − (E{VjVj+h} − E2{Vj})
= E{V 2j } − E2{Vj} − (E{VjVj+h} − E{Vj}E{Vj+h})
= σ2 − C(h) ≥ 0
we get the absolute value of the correlation function ρ(h)
|ρ(h)| = C(h)/C(0) = C(h)/σ2 = 1− γ(h)/σ2 .
Since the correlation function is non-increasing then the (first) experimental cor-
relogram
(1) |ρˆ(h)| = 1− γˆ(h)/σˆ2
should be computed for non-decreasing outcomes for h ≤ d
σˆ2 = γˆ(d) ≥ γˆ(d− 1) ≥ γˆ(d− 2) ≥ . . . ≥ γˆ(1) > γˆ(0) = 0
of the experimental semi-variogram for a time series of the length n
γˆ(h) =
1
2
1
(n− h)
n−h∑
j=1
(vj − vj+h)2 h = 0, . . . , n− 1 .
On the other hand from definition of the covariance function
C(h) = E{VjVj+h} − E{Vj}E{Vj+h}
we get for a time series of the length n
Cˆ(h) =
1
n− h
n−h∑
j=1
vjvj+h − 1
(n− h)2
n−h∑
j=1
vj
n−h∑
j=1
vj+h
and the (second) experimental correlogram
(2) |ρˆ(h)| = Cˆ(h)/Cˆ(0)
for h = 0, . . . , d.
3. The correct classic generalized least-squares estimator of an
unknown constant mean of the field
The attached source code “combo.pas” let us find (see Tab. 1) for the negative
correlation function with the time parameter t = n+ 1, . . . , n+ s
(3) ρ(∆ij) =
{
−1 · t−Θ[∆ij/t]2 , for h = ∆ij = |i− j| > 0,
+1, for h = ∆ij = |i− j| = 0,
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where Θ is derived by Levenberg-Marquardt fit
|ρ(h)| = n−Θ[h/n]2 ,
to the experimental correlograms (1) and (2), the asymptotic disjunction limj→∞ ωijvi
of the numerical generalized least-squares estimator ωijvi of an unknown constant
mean m of the field Vj ; j ⊂ i = 1, . . . , n in fact the correct classic generalized
least-squares estimator of an unknown constant mean m of the field.
The variance of the best linear unbiased generalized (estimation) statistics
(4) E{[ωijVi −m]2} = −σ2(ωijρij − µ1j )
under the constraint
E{[Vj − ωijVi]2} = σ2 = E{[Vj −m]2}
given by the numerical approximation to the root of equation
(5) ωijρij + µ
1
j = 0 ,
where (kriging algorithm)
ω1j
...
ωnj
µ1j

︸ ︷︷ ︸
(n+1)×1
=

ρ11 . . . ρ1n 1
...
. . .
...
...
ρn1 . . . ρnn 1
1 . . . 1 0

︸ ︷︷ ︸
(n+1)×(n+1)
−1
·

ρ1j
...
ρnj
1

︸ ︷︷ ︸
(n+1)×1
,
becomes a variance of the best linear unbiased generalized statistics of an unknown
constant mean m of random field with 95% confidence intervals for a mean estima-
tion (from (4))
mˆ = ωijvi ± 1.96
√
−σˆ2(ωijρij − µ1j ) ,
where
σˆ2 = ωijv
2
i − (ωijvi)2 ,
if (5) holds.
Fig. Index n Θ t = n+ s j = u ωijvi
1 FTSE 100 132 0.83283 238 426 8463.42
2 DJI 113 0.93670 203 356 13603.87
3 S&P 500 102 0.93569 174 270 1788.80
Table 1. The numerical generalized least-squares estimator ωijvi of
an unknown constant mean m = E{Vj} of the field Vj for the negative
correlation function (3) with the time parameter t = n + 1, . . . , n + s
as the correct classic generalized least-squares estimator of an unknown
constant mean of the field for final t = n + s at final j = u.
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Figure 1. FTSE 100 from 1 September 1989 up to 1 May 2012 (272
monthly close quotes). The numerical (black dots) generalized least-
squares estimator ωijvi of an unknown constant mean of the field with
95% confidence intervals (red lines) for a mean estimation is compared
for the negative correlation function (3) with the parameter t = n +
1, . . . , n + s at finite j ≥ n + 1 to the classic (grey line) generalized
least-squares estimator of an unknown constant mean limj→∞ ωijvi of
the field. The asymptotic limit of the classic generalized least-squares
statistics of an unknown constant mean of the field is fulfilled for final
t = 238 at final j = 426. Dashed vertical line denotes n = 132.
0 5 0 1 0 0 1 5 0 2 0 0 2 5 0 3 0 0 3 5 0
4 0 0 0
6 0 0 0
8 0 0 0
1 0 0 0 0
1 2 0 0 0
1 4 0 0 0
1 6 0 0 0
j
D J I
Figure 2. DJI from 1 April 1991 up to 1 May 2012 (254 monthly
close quotes). The same as in Fig. 1. The asymptotic limit of the classic
generalized least-squares statistics of an unknown constant mean of the
field is fulfilled for final t = 203 at final j = 356. Dashed vertical line
denotes n = 113.
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Figure 3. S&P 500 from 3 April 1992 up to 1 May 2012 (242 monthly
close quotes). The same as in Fig. 1. The asymptotic limit of the classic
generalized least-squares statistics of an unknown constant mean of the
field is fulfilled for final t = 174 at final j = 270. Dashed vertical line
denotes n = 102.
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