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Abstract
The corner transfer matrix renormalization group method is an effi-
cient method for evaluating physical quantities in statistical mechanical
models. It originates from Baxter’s corner transfer matrix equations and
method, and was developed by Nishino and Okunishi in 1996. In this
paper, we review and adapt this method, previously used for numerical
calculations, to derive series expansions. We use this to calculate 92 terms
of the partition function of the hard squares model. We also examine the
claim that the method is subexponential in the number of generated terms
and briefly analyse the resulting series.
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1 Introduction
In this paper, we adapt an efficient numerical method — the corner trans-
fer matrix renormalization group, or CTMRG for short — for the purpose of
generating series expansions for the properties of various statistical mechanical
models.
Much work has been devoted in recent years to finding the most accurate
(i.e. largest number of correct terms) series for a variety of models. One such
model is the hard squares model. In this model, each spin can take the value 0
or 1, denoting an ‘empty’ or ’occupied’ site. The weight of a configuration is z
to the power of the number of 1 spins, and the hard squares constraint restricts
the configurations so that no two 1 spins can be directly adjacent. We wish to
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where the outside sum is over all valid configurations, and in particular the





N = 1 + z − 2z + 8z
2 − 40z3 + 225z4 − . . .
The current ‘state of the art’ for finding series expansions is the finite lattice
method, pioneered by de Neef and Enting ([14, 13]) and subsequently developed
and refined by Jensen, Guttmann, and Enting ([22, 23]). This method takes
advantage of the fact that the infinite partition function series can be approxi-
mated up to a certain order by an expression involving the partition functions
of several finite lattices.
By itself, the finite-lattice approximation to κ is not particularly effective,
but the method derives its power by using transfer matrices to calculate the
partition function of the finite lattices. These are matrices, denoted by V and
indexed by the values of a column of spins, which contain the Boltzmann weight
of a column, given the spins on the sides. Multiplication by V ‘adds’ the weight
of an extra column, so the partition function of the entire lattice can be built by
repeating such multiplications. This can be used either to calculate the partition
function of finite lattices, for the finite lattice method, or can be extended to
the thermodynamic limit, where the partition function can be expressed as
Z = lim
N→∞
Tr V N .
Therefore the partition function can be derived directly from the largest eigen-
value of the transfer matrix.
The CTMRG uses a similar concept of transfer matrices, but with a twist.
Instead of containing the weight of a column, corner transfer matrices contain
the weight of a full quarter of the lattice, given the spins at the boundaries.
This means that the partition function is expressible as the sum of 4th powers
of corner transfer matrices. The advantage of this representation is that approx-
imating the ‘true’ infinite-dimensional matrices by finite-size matrices is often
very accurate, even for small matrices. The disadvantage is that we must eval-
uate the full eigenvalue spectrum of the corner transfer matrices, rather than
simply the largest eigenvalue.
The CTMRG method is quite general, and can in theory be applied to any
model where the Boltzmann weight of a configuration can be expressed as the
product of weights of a single cell. We call such models interaction round a face
(IRF) models. In terms of such a model, the face weight of the hard squares








0 if a = b = 1, a = c = 1, b = d = 1 or c = d = 1
z(a+b+c+d)/4 otherwise.
We note that the factor of 1/4 comes from the fact that each spin lies in 4 cell
faces.
The original corner transfer matrix method was developed by Baxter, Enting,
and various co-authors starting from 1978. In [3], Baxter developed the corner
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transfer matrix equations, which underpin all CTM-related methods. We discuss
these equations in detail below. He also developed the corner transfer matrix
method, which involved transforming the CTM equations and iterating through
them until a solution was reached.
This method was applied to the Ising model for low-temperature and high-
field series expansions ([9, 16]), as well as the hard squares model ([10]). Using
what would be considered today as insignificant computational power, they
managed to extract a very large number of series terms for these models (in
fact, we know of no longer series expansions for the hard squares model). More
recently, Baxter used this method to numerically calculate the partition function
for hard particle models at z = 1 to high precision ([8]).
A notable triumph of the corner transfer matrix approach was Baxter’s exact
solution of the hard hexagons model ([4]), which he derived by noticing a pattern
in the eigenvalues of the corner transfer matrices. He was then able to prove
the validity of this pattern and thus solve the model.
Other applications of this method by Baxter included the 8-vertex model
([1, 2]), the 3d Ising model for one-dimensional matrices ([11]), and the chiral
Potts model ([5, 7, 6]). However, in each case the actual transformations applied
were model-specific, so the method remained relatively limited in application.
In 1996, Nishino and Okunishi ([29, 35, 30]) used the CTM equations to
derive the corner transfer matrix renormalization group method (CTMRG).
This method calculates finite-size approximations to the solution of the CTM
equations using a principle derived from the density matrix renormalization
groupmethod. Nishino and Okunishi applied this method numerically to various
models — the q = 5 Potts model ([32]), the 3d Ising model ([33]), and the
spin- 32 Ising model ([37]). They also converted it to 3-dimensional lattices in
[31, 34, 28, 20], and studied the eigenvalue distribution of the CTM matrices in
[36].
In 2003, Foster and Pinettes ([18, 17]) applied this method to the self-
avoiding walk model, and more recently Mangazeev et al. ([26, 27]) used it
to evaluate the scaling function of the Ising model in a magnetic field.
All of the above applications were for numerical calculations. As far as
we know, no one has tried to use this method to derive series expansions. In
principle, the method can be adapted to do this with no changes. However,
in practice there are some implementational difficulties, notably that we must
diagonalize a matrix of series. To our knowledge this has not been attempted
before. These considerations give rise to some interesting mathematics and are
the subject of this paper.
It is claimed (although not actually proved) that the method has complexity
O(α
√
n), as opposed to the FLM which is an exponential-time method, albeit
with a small growth constant. We will briefly examine this claim.
In this paper, we apply the CTMRG method to derive series for the hard
squares model. In Section 2, we revise the CTM equations and the CTMRG
method. In Section 3, we discuss adjustments and algorithms needed to apply
the CTMRG for series expansions. These include diagonalization of matrices






(b) F (a, b)
Figure 1: Graphical interpretation of the matrices in the CTM equations.
method, and analyse the resulting series in Section 5. Finally we offer a brief
conclusion in Section 6.
2 The corner transfer matrix renormalization
group method
2.1 The CTM equations
The CTMRG method is based on Baxter’s CTM equations ([3]), which we
restate below. In these equations, a, b, c, and d take all possible spin values,
while A(a), and F (a, b) are n × n matrices. ω is the weight of one cell, given




F (a, b)A2(b)F (b, a) (1)








F (a, c)A(c)F (c, d)A(d)F (d, b). (2)
It can be shown (for example in [12]) that the infinite-dimensional solution
to these equations gives the partition function per site by κ = η/ξ. At any
finite dimension, the equations are consistent and provide a lower bound (and
approximation) to κ.
The CTM equations can best be understood by their graphical interpreta-
tion, thinking of the matrices as transfer matrices. This is illustrated in Figure
1. The A matrices are interpreted as the transfer matrix of a quarter of a plane
(or corner transfer matrix ), given the value of the spin at the corner, whereas
the F matrices are interpreted as a ‘half-row’ transfer matrix, given the two
spins at the end.
With these interpretations of the matrices, the CTM equations can be in-
tuitively seen to be correct, as shown in Figure 2. Equation 1 corresponds to















Figure 2: Graphical interpretation of the CTM equations.
but otherwise leaves it unchanged. Equation 2 has a similar interpretation, but
with the values of two spins fixed.
Although this graphical interpretation suggests that each matrix be of di-
mension 2p× 2p for some p, this is not actually necessary — the equations hold
at any size. Indeed, as we shall see later, the matrices do not all have to be of
the same size for the equations to be consistent.
It is easily seen that the CTM equations are invariant under the transfor-
mations:
1. A(a)→ cA(a);
2. F (a, b)→ cF (a, b), ξ → c2ξ, η → c2η; and
3. A(a) → PT (a)A(a)P (a), F (a, b) → PT (a)F (a, b)P (b), where P (a) is an
orthogonal matrix of size n× n.
In particular, transformation 3 means that we can take A(a) to be diagonal,
with entries ordered from largest to smallest. Furthermore, transformations 1
and 2 imply that we can then take the top left entries of A(0) and F (0, 0) to
both be 1. Although this is not implied by the CTM equations, we can often
take F (a, b) = FT (b, a), due to reflectional symmetry in the model.
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2.2 The renormalization group method
The CTMRG method of Nishino and Okunishi ([29]) calculates successive ap-
proximations to finite-size solutions of the CTM equations. The principle behind




4(a) is the partition function of the entire plane, we wish
to keep the maximum eigenvalues of the infinite-dimensional solution in the A
matrices. To do this we expand these matrices, and then diagonalise them. We
then apply the diagonalising transformation, but keep only the largest eigenval-
ues, so that the matrices are shrunk back to their original size.
More specifically, given initial values for the A and F matrices, we expand































































As before, these equations have graphical interpretations, shown in Figure
3. We expand A(a) by adding the weight of two half-rows and a single cell. This
has the result of doubling the size of A(a). We add the weight of a single cell
to F (a, b), which also doubles its size.
Next we must reduce both these matrices. This is done by diagonalising
Al(a), and then truncating the diagonalising matrix so that only the n largest
eigenvalues are kept. To reduce the size of the F matrices, we apply a trans-
formation consistent with transformation 3 in the previous section. If we wish
to change the finite size of the solution, we can simply keep a larger number of
eigenvalues of Al(a).
The CTMRG method can now be stated in full:
1. Start with initial approximations for A(a) and F (a, b).
2. Calculate Al(a) and Fl(a, b) from Equations 3 and 4.
3. DiagonalizeAl(a), i.e. find orthogonal matrices Pl(a) such that P
T
l (a)Al(a)Pl(a)
is diagonal, with diagonal entries in order from largest to smallest.
4. If we want to expand the matrices, increase n.
5. Let P (a) be the first n columns of Pl(a).
6. Set A(a) = PT (a)Al(a)P (a) and F (a, b) = P
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(b) Expanding F (a, b)
Figure 3: Graphical interpretation of matrix expansion in the CTMRG method.
7. Return to step 2.
Since this method does not explicitly calculate ξ or η, we calculate the par-





















2(a)F (a, b)A2(b)F (b, a)
)2 .
(5)
In practice, we actually use Al and Fl in place of A and F in the above formula.
This formula also has a graphical interpretation, shown in Figure 4. All
terms are partition functions of the entire plane, but the term in the denominator
contains one column more than the first term in the numerator, while the second
term in the numerator contains both a row and a column more than the first
term. The net effect is to isolate the partition function of a single cell.


























(c) Second term in the numerator
Figure 4: Terms in Equation 5.
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3 Implementing CTMRG for series
Although the CTMRG method has so far been only used for numerical cal-
culations, it can work as a series-calculating tool. In this section, we discuss
some difficulties that are specific to series calculations. We also mention some
improvements which we have made.
3.1 Modular arithmetic
A standard ‘trick’ in series calculations of long length is to perform all the
calculations in integers modulo a prime. If the series that we are calculating has
integer coefficients, and we know the sign of each coefficient (which is the case
for the hard squares model), then we can repeat the calculations using different
moduli and use the Chinese Remainder Theorem to reconstruct the original
coefficients.
This difficulty of doing this in this particular algorithm arises because we
need to take the square roots of some numbers (for example when normalising
eigenvectors). This is partially overcome by the following lemma (taken from
[25, Section II.2]).
Lemma 3.1. Let p be a prime number such that p ≡ 3 mod 4, and let a be an
integer. Then if a has a square root modulo p, a
p+1
4 is a square root of a modulo
p.
This lemma is easily proved — one such proof is in [12]. Unfortunately,
this still does not fully solve the problem, as not all integers have square roots
modulo p — this can be seen by noting that each number which has a square
root has 2 distinct square roots. At small matrix sizes, this did not seem to
be a problem, but at larger sizes, some of the eigenvalues of Al(a) contained
square roots which were not calculable. In order to address this, we use block
eigenvalues, which we describe below in Section 3.4.
3.2 Unequal matrix sizes
In the CTM equations and the renormalization group method, all the A and
F matrices are always of the same size as each other. However, this is not
necessary, as the equations can be made consistent with different size matrices.
Table 1 shows the sizes needed.
The ability to set the matrices to different sizes is useful because the num-
ber of correct series terms derived at each finite size depends on the largest
eigenvalue of Al(a) that is missing from A(a) (this will be discussed further in
Section 4). However, the leading powers of the eigenvalues of Al(1) increase
more rapidly than those of Al(0), so we can keep Al(1) at a smaller size and
still derive the same number of terms.
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Matrix Size (equal sizes) Size (unequal sizes)
A(0), F (0, 0) n× n n1 × n1
A(1) n× n n2 × n2
F (0, 1) n× n n1 × n2
F (1, 1) n× n n2 × n2
Al(0), Al(1), Fl(0, 0), Fl(0, 1) 2n× 2n (n1 + n2)× (n1 + n2)
P (0) 2n× n (n1 + n2)× n1
P (1) 2n× n (n1 + n2)× n2
Table 1: Required sizes for the matrices.
3.3 Diagonalization of a matrix of series
In step 3 of the CTMRG method, we diagonalize a matrix which has power
series elements. Furthermore, in order to obtain series exactly to some order,
the diagonalization must be exact to that order. In theory, this is impossible
even for real-valued matrices. However, Al(a) often turns out to have a relatively
simple structure which enables us to diagonalize it exactly.
We first used the well-known power method to calculate the eigenvalues and
eigenvectors of Al(a). The following theorem justifies its use in this case. In
this theorem and all other cases, we order series in lexicographical order, so that
a series with a lower leading power is always considered larger than one with a
higher leading power.
Theorem 3.2. Let A be a symmetric n×n matrix of power series, with eigen-
values l1 ≥ l2 ≥ . . . ≥ ln with leading powers l1, . . . , ln and corresponding eigen-
vectors x1, . . . ,xn, which are taken to have unit norm. Suppose that we have
an estimate xˆ1 of x1 which is also of unit norm and accurate to m terms, i.e.
xˆ1 − x1 = O(z
m).
Then





− x1 = O(z
m+l2−l1).
Proof. Write
xˆ1 − x1 = a1x1 + a2x2 + . . .+ anxn
where ai = O(z
m) for all i. Then
Axˆ1 = (1 + a1)Ax1 + a2Ax2 + . . .+ anAxn
= (1 + a1)l1x1 + a2l2x2 + . . .+ anlnxn
= (1 + a1)l1x1 +O(z
l2+m)





Normalising (with some abuse of O-notation) gives
Axˆ1
‖Axˆ1‖





Theorem 3.2 shows that if the maximum eigenvalue of Al(a) is not degener-
ate to leading power, then every iteration of the power method produces more
correct terms than the previous iteration, in both the eigenvalue and the eigen-
vector. If this occurs, we find the dominant eigenvalue using the power method,
then deflate the matrix by normalising the eigenvector and calculating
Al(a)− λxx
T .
This matrix has the same eigenvalues and eigenvectors of Al(a), but with λ
replaced by 0.
While the converse of Theorem 3.2 — if the maximum eigenvalue of the
matrix is degenerate to leading power, then the power method fails — is not
always true, it sometimes holds. In these cases, we cannot use the power method.
To overcome this, we shift the eigenvalues and invert. (A− l0I)
−1 has the same
eigenvectors as A, but any eigenvalue l becomes 1l−l0 . We use this if we know
the leading terms of one of the eigenvalues of Al(a) to an order which specifies
it uniquely. If we know that l0 is equal to exactly one of the eigenvalues of Al(a)
up to order zm, then Al(a)− l0I will have one eigenvalue with leading power z
m,
with all other eigenvalues having smaller leading power. Hence (Al(a)− l0I)
−1
will have a largest eigenvalue which is not degenerate to leading power, and we
can use the power method on this matrix.
In fact, because the convergence of the power method depends on the dif-
ference in leading powers between the two largest eigenvalues, if we have a very
good approximation of the required eigenvalue, shifting and inverting will result
in a matrix which enables us to converge to the correct eigenvalue very quickly.
This leaves us with the problem of finding the first few terms of all the eigen-
values of Al(a) with enough precision to uniquely identify them. In practice,
at small size almost all of the eigenvalues of Al(a) have distinct leading terms,
if not necessarily leading powers (the first case of identical leading terms oc-
curs at size 23 in Al(0)), so it is usually sufficient to find the first term of each
eigenvalue. We used various methods:
• The eigenvalues do not change much from iteration to iteration (of the
CTMRG method). We use eigenvalues from the previous iteration as
starting points, and can converge to the new eigenvalues in very few power
method iterations. However, when we expand the matrices, we have one
eigenvalue too few, so this is not always sufficient.
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• Sometimes, applying a few iterations of the power method does produce
the leading term of the largest eigenvalue, even if that eigenvalue is degen-
erate to leading power. It is usually obvious when this happens, because
the leading term becomes invariant within 2-3 iterations.
• If the lowest leading power in Al(a) is z
m, then [zm]Al(a) has eigenvalues
which are the coefficients of zm in the eigenvalues of Al(a). Often, there
will only be a few components of Al(a) with leading power z
m, and these
will often break down into a simple block diagonal structure. If one of the
blocks is of size 1×1, then that contains the leading term for an eigenvalue.
• If one of the blocks is of size 2 × 2, then we can calculate leading terms
for two eigenvalues by manually solving the eigenvalue equation for that
2× 2 block.
• If all else fails, we use block eigenvalues. This is described in the following
section.
3.4 Block eigenvalues
In the diagonalization step of the CTMRG method, it is not really important
to exactly diagonalize Al(a). All we need to do is to apply a similarity transfor-
mation to Al(a) which reduces it to the required size while keeping the largest
eigenvalues. Certainly, diagonalizing is one way to ensure that this happens,
but it is not the only way. The idea behind block eigenvalues is that they keep
the required eigenvalues, while (potentially) avoiding calculational pitfalls which
may occur if we diagonalize fully. Formally:
Definition 3.3. Let A be a symmetric n × n matrix. A 2 × 2 matrix L is a
block 2-eigenvalue of A with corresponding block 2-eigenvector Y , where Y is
an n× 2 matrix, if
AY = Y L.
Block k-eigenvalues (where k > 2) are defined in an identical manner, and all
results from this section can be extended to larger k. The next theorem shows
that block 2-eigenvalues have the property of only ‘representing’ 2 eigenvalues.
Theorem 3.4. Let A be a symmetric n×n matrix with no degenerate eigenval-
ues, and let L be a block 2-eigenvalue of A with corresponding block 2-eigenvector
Y . Then the columns of Y are linear combinations of at most two eigenvectors
x1 and x2 of A. Furthermore, if the columns of Y are linear combinations of
two eigenvectors, then L has eigenvalues l1 and l2, which are the eigenvalues of
A corresponding to x1 and x2.



























l11 (a1x1 + a2x2 + a3x3) + l21 (b1x1 + b2x2 + b3x3)∣∣ l12 (a1x1 + a2x2 + a3x3) + l22 (b1x1 + b2x2 + b3x3) ]
=
[
(a1l11 + b1l21)x1 + (a2l11 + b2l21)x2 + (a3l11 + b3l21)x3∣∣ (a1l12 + b1l22)x1 + (a2l12 + b2l22)x2 + (a3l12 + b3l22)x3 ].
This implies that
a1l11 + b1l21 = a1l1














are also left eigenvectors of L
with corresponding eigenvalues l2 and l3 respectively. But L is a 2 × 2 matrix,
and so can have at most 2 distinct eigenvalues, and from our assumptions, l1, l2,
and l3 are distinct. This is a contradiction, so the columns of Y can be spanned
by at most 2 eigenvectors of A. The second part of the theorem now follows
from the observed eigenvalues of L.
It is easy to see that the converse of this theorem is also true: any two linear
combinations of two eigenvectors form a block 2-eigenvector.
We observe that block eigenvalues are not unique, even if we fix the eigenval-
ues of A which they contain. For example, if A is itself 2× 2 with eigenvalues l1
and l2, then both diag(l1, l2) and A itself are block 2-eigenvalues of A. It is this
flexibility that allows us to select block eigenvalues which are easy to compute.
We modify the power method to find block eigenvalues. This method is as
follows:
1. Choose two indices i and j.
2. Start with an estimate of the block 2-eigenvector Y0, with (Y0){i,j} = I2,
where (Y0){i,j} is the submatrix of Y0 formed by taking rows i and j. Set
k = 0.
3. Calculate AYk.
4. Set Lk = (Y0){i,j}.
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5. Set Yk+1 = AYkL
−1
k .
6. Set k = k + 1.
7. If k does not exceed some fixed value, return to step 3.
8. Apply Gram-Schmidt orthogonalization to the columns of Yk.
9. Set Lk = Y
T
k AYk.
10. Lk and Yk are the estimates for the block 2-eigenvalue and block 2-
eigenvector respectively.
In step 1, i and j are chosen to coincide with a 2 × 2 block of the leading
power of Al(a). Steps 8 and 9 ensure that the columns of the approximate block
eigenvector are orthonormal.
The following theorem justifies this method. Its proof is an extended version
of Theorem 3.2 and will not be shown.
Theorem 3.5. Let A be a matrix of power series satisfying the conditions of




, where y1 and y2 are linear combinations of
x1 and x2 such that y1,y2 = O(1) and for some indices i and j, Y{i,j} = I2.
Then Y is a block 2-eigenvector of A with block 2-eigenvalue L, say. Suppose
we have an estimate Yˆ of Y which also has Yˆ{i,j} = I2 and is accurate to m
terms, i.e.
Yˆ − Y = O(zm).
Then
Lˆ = (AYˆ ){i,j} = L+O(zl1+m)
and
AYˆ Lˆ−1 = Y +O(zm+l3−l2).
This theorem shows that if the 2nd and 3rd largest eigenvalues of Al(a)
are non-degenerate to leading power, using the modified power method with
block 2-eigenvalues gives us a block 2-eigenvalue and associated 2-eigenvector.
Therefore, if the first non-degeneracy occurs between the kth and (k + 1)th
largest eigenvalues, we will use block k-eigenvalues.
Once we have found the block eigenvalues, we must also deflate the matrix.
The following theorem gives us the relevant formula.
Theorem 3.6. Let A be a symmetric matrix with block 2-eigenvalue L and cor-
responding 2-eigenvector Y . Suppose that Y TY = I, and that L has eigenvalues
l1 and l2 (which are also eigenvalues of A). Then
A− Y LY T
has the same eigenvectors as A, and with the same corresponding eigenvalues,
except that l1 and l2 are replaced by 0.
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Proof. From Theorem 3.4, we know that the columns of Y are spanned by two
eigenvectors of A, say x1 and x2. Let x be a different eigenvector of A with
corresponding eigenvalue l. Then
(A− Y LY T )x = Ax− Y LY Tx = lx
so l is an eigenvalue of the deflated matrix. On the other hand,
(A− Y LY T )Y = AY − Y LI = 0
so any eigenvalue associated with Y is set to 0.
3.5 Model-specific adjustments
Most of the adjustments we made to the method are applicable to any model.
However, we did make some adjustments which are specific to the hard squares
model. The most important arises from the fact that by definition, F (1, 1) must
be the zero matrix. Furthermore, it is easy to see from Equation 3 that only
the top left n1 × n1 block of Al(1) is nonzero. This enables us to treat Al(1) as
a n1 × n1 matrix, which makes manipulation faster. We note that in the case
where the sizes are equal (n1 = n2), this means that we are calculating and
keeping all of the eigenvalues of Al(1).
This latter point did in fact trip us up somewhat: when we tried to calculate
and keep an extra eigenvalue (which should be 0), we produced a series with
very high leading power, and gibberish for the eigenvector. Naturally this led
to chaos when we tried to reduce the other matrices and repeat!
4 Convergence
If we use Equation 5 as written to calculate κ, the number of series terms we
obtain is given by the largest eigenvalue of the Al matrices that we leave out in
the shrinking step. More precisely, if the largest missing eigenvalue has leading
power za, then the first term that is wrong in the approximation of κ is z4a.
This is because all terms in Equation 5 involve 4th powers of the A matrices.
Table 2 shows the number of terms that we would produce if one matrix was
limited in size and the other was unlimited.
However, as we remarked after Equation 5, in practice we use Al and Fl in
place of A and F in this equation to calculate κ. It is now much less obvious
how many terms we now derive. We calculated the number of correct terms at
each size by comparing series resulting from small sizes with known terms from
larger sizes. The results are in Table 3.
It is apparent that if we set a desired number of terms, then set the matrices
to the smallest size able to derive this number of terms, then using large matrices
gives us 4 extra terms. Furthermore, if we use the largest size possible, using
large matrices gives us 6 extra terms if this size is different. The only exception
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Size of A(0) Number of terms Size of A(1) Number of terms
1 8 1 17
2 16 2 25
3 24 3 33
4-5 32 4 41
6-7 40 5 45
8-10 48 6 49
11-13 56 7-8 57
14-17 64 9-11 65
18 68 12-14 73
19-22 72 15-18 81
23-28 80 19 85
29 88 20 89
Table 2: Number of correct series terms from each matrix.
Number of terms Number of terms
Size of A(0) Size of A(1) from small matrices from large matrices
2 2 16 20
3 3 24 28
4 4 32 36
5 5 32 38
6 6 40 44
7 7 40 46
8 8 48 52
9 9 48 52
10 10 48 54
11 11 56 60
12 12 56 60
13 13 56 62
14 14 64 68
15 15 64 68
16-17 15 64 70
18 15 68 76
19-21 15 72 76
22 15 72 78




















Line fit to A(0)
A(1)
Line fit to A(1)
Figure 5: Matrix size vs. number of terms.
to this rule occurs at size (n1, n2) = (18, 15), which can be considered a special
case in the sense that every other size produces a number of terms which is a
multiple of 8.
Using this information, we ran the CTMRGmethod for sizes up to (n1, n2) =
(29, 20), and were able to determine that this yields 92 terms for the partition
function per site.
One question of interest is whether the method is indeed an O(α
√
n) method,
where n is now the number of terms derived. For this to be true, we would need
the matrix size (which we denote by m for this argument) to also grow like
O(β
√
n). Empirical evidence does indeed suggest that this relationship holds.
Figure 5 shows a plot of the logarithm of the matrix size against the square root
of the number of terms, and it can be seen that a linear relationship is quite
strongly apparent.
The line fits have very close to the same slope, and it seems reasonable to
conjecture that the true slopes are indeed identical. Taking the maximum of the
two fitted slopes gives us β ≈ 1.69. Now the CTMRG method is theoretically
an O(m3) method if the shifted inverse power method is not used, and O(m4)
otherwise, although in practice the latter case is more efficient. This gives us
an estimate of α ≈ 4.85 for the former case and α ≈ 8.21 for the latter.
5 Analysis
It must be noted that the focus of this paper is on the CTMRG method used to
generate the hard squares series, rather than results obtained from analysing the
resulting series. Nevertheless, the series is much longer than anything previously
generated, so we analyse it to see what results can be obtained.
The series which we have generated is the low-density series, where all spins
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are 0 in the base state. This series was generated to 43 terms by Baxter et
al. in [10], but was not used for analysis, as they preferred the high-density
series (the expansion in the variable z−1), which was also generated via CTM.
Unfortunately, we have so far been unable to generate this series with CTMRG.
Two points of interest in the hard squares model are the critical point at zc ≈
3.80, and the dominant singularity at z ≈ −0.12. The critical point is of interest
because it is the transition point where one sublattice becomes preferentially
occupied, i.e. the model changes from low- to high-density. However, because
the dominant singularity for the low-density series is much closer to 0, this tends
to ‘drown out’ information about the critical point, so it is easier to analyse the
high-density series for information about this point. Indeed, to our knowledge
the low-density series has not been used to analyse the critical point since 1965
([19]).
Our series is of sufficient length that we can make a reasonably accurate






using the method of differential approximants ([21]). In short, this method fits a
function to the series which satisfies a low-order differential equation with poly-
nomial coefficients, then looks at the singularity structure of the fitted function.
The critical exponent of the magnetisation series is 1−α, where α is the specific
heat exponent. Using homogeneous second-order approximants, we found
zc = 3.79635(9), α = 0.0020(17),
where the numbers in brackets are twice the standard deviation of the approx-
imant estimates (though we note that this should not be taken as strict error
bounds). These numbers are in line with the commonly held view that this
model belongs to the Ising universality class, where α = 0. They are also con-
sistent with, though considerably less accurate than, the best estimates attained
by high-density analysis (see for example [24]).
A much more accurate determination can be made of the dominant unphys-
ical singularity, also using differential approximants. This point is primarily
of interest because it is known ([15]) that M(−z) is the generating function
of directed animals on the body-centred cubic (b.c.c.) lattice. Again using
second-order approximants, we derived (where γ is the negative exponent of the
singularity)
z = 0.1193388818(6), γ = 0.171(14).
In addition, we can then use these estimates to estimate the critical amplitude
by solving for various n the equation
cn = A(1/z)
nnγ−1
and then plotting our results against 1/n. This gives
A = 0.145,
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though we would hesitate to give an error for this estimate. This results in a
formula for the asymptotic growth of the number of directed b.c.c. animals as
cn ∼ 0.145× 8.379
nn−0.829.
6 Conclusion
In this paper, we have given a large amount of detail as to how to adapt the
CTMRGmethod to derive series expansions, illustrating by calculating 92 terms
of the hard squares partition function per site. A number of technical difficulties
have been overcome, notably with the use of block eigenvalues.
It is clear that the method is very efficient for calculating series, and we are
fairly confident in saying that it appears to be an O(α
√
n) method, at least for
hard squares. If this is true, theoretically this represents a vast improvement
over all other non-CTM based methods, which are exponential-time.
The CTMRG is by nature a very general method, theoretically applicable to
any IRF model. Although in practice certain symmetry requirements are also
necessary, we are certain that its scope is not limited to the hard squares model,
and believe that it can be successfully applied to many models to derive series.
In particular, although the original formulation of the CTMRG is for spin
models, we are currently engaged in adapting it to vertex and bond models,
where the ‘spin’ values lie on the bonds of the lattice. If this is successful, this
would open up a whole new category of models which we can apply this method
to.
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A The hard squares partition function
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