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Abstract.  The intimate link between complex geometry and the problem of the pre-metric formulation 
of electromagnetism is examined.  In particular, the relationship between 3+1 decompositions of R4 and 
decompositions of Λ2(R4) into real and imaginary subspaces relative to a choice of complex structure is 
emphasized.  The role of the various scalar products on Λ2(R4) that are defined in terms of a volume 
element on R4 and a complex structure on Λ2(R4) that makes it C-linear isomorphic to C3 is discussed in 
the context of formulating a theory of electromagnetism in which the Lorentzian metric on spacetime 
follows as a consequence of the existence of electromagnetic waves, not a prior assumption. 
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0.  Introduction.  Since the early days of Einstein’s theory of gravitation, it had been 
suspected by some researchers, such as Van Dantzig [1], Kottler [2], and Cartan [3], that 
the introduction of a metric into the geometrical structure of the spacetime manifold, 
although fundamental to the theory of the gravitational interaction, was not only 
mathematically unnecessary in the theory of the electromagnetic interaction, but from a 
physical standpoint it was also naïve.  This is because the metric structure of spacetime is 
so intimately related to the electromagnetic structure by way of the propagation of 
electromagnetic waves that one rather suspects that the metric structure might plausibly 
follow as a consequence of the electromagnetic structure, rather than represent a basic 
component of that structure.  Indeed, it is interesting that the origin of Einstein’s theory 
of gravitation – viz., general relativity – was in his study of the electrodynamics of 
moving particles.  In particular, the Lorentzian metric that was later generalized to 
embody the essence of spacetime geometry first appeared as the symbol of the 
d’Alembertian operator that governed the propagation of electromagnetic waves.  This 
also has the effect of saying that gravitation is not entirely independent of 
electromagnetism since gravitational waves are governed by the same light cones that are 
defined by the demands of electromagnetic wave propagation. 
Since the only place in which the spacetime metric g intervenes in Maxwell’s 
equations for electromagnetism is in the definition of the Hodge * operator that takes the 
Minkowski field strength 2-form F to its Hodge dual 2-form *F, a first attempt at 
eliminating g from the equations would be to introduce the duality isomorphism for 2-
forms as the fundamental object in place of g.  This is effectively equivalent to going 
from metric geometry to conformal geometry, since such a choice of * is known to be 
equivalent to a conformal class of metrics. 
However, physical considerations, in the form of the more general formulation of 
Maxwell’s equations for electromagnetic fields in continuous media, suggest that one 
should treat the electromagnetic field strength 2-form F and the electromagnetic 
induction 2-vector field H as distinct fields that are related to each other by an 
electromagnetic constitutive law for the medium.  In general this constitutive law takes 
the form of a fiber-preserving diffeomorphism that covers the identity and maps the space 
of 2-forms Λ2(M) on the spacetime manifold M onto the space of 2-vector fields Λ2(M).  
Now, the constitutive law for the classical spacetime electromagnetic vacuum is usually 
modeled as simply a multiplication by a constant, in the form of 4pi/c0 = 0 04pi ε µ , times 
the isomorphism ι ^ι: Λ2(M) →Λ2(M) that one derives from the metric isomorphism ι: 
T*(M) →T(M).  Hence, one might generalize from this by postulating a linear 
constitutive law − i.e., a linear fiber-preserving isomorphism that covers the identity χ: 
Λ2(M) →Λ2(M),  F χ(F) = H. 
Of course, this linearity may well be exactly the limiting approximation that defines 
the transition from Maxwell’s linear equations of electromagnetism into the world of 
electrodynamics at the atomic to subatomic level, which seems to depend crucially upon 
the existence of vacuum polarization at high field strengths, a process that would demand 
a nonlinear constitutive law.  Nevertheless, it is still an illustrative first step in that 
direction to examine the geometrical nature of the linear constitutive laws. 
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If one starts with the linear constitutive law in the above form then χ is also 
equivalent to a scalar product on the vector bundle Λ2(M), namely, <α, β> = χ(α, β) 
= α(χ(β)), as long as one also assumes the symmetry of χ, which amounts to the physical 
condition called electric/magnetic reciprocity.  Our ultimate objective is then to see if we 
can relate this scalar product on Λ2(M) to an induced scalar product on T(M) of 
Lorentzian type, or at least a conformal class of Lorentzian metrics. 
One way of resolving this when M is four-dimensional, orientable, oriented, and 
given a choice of unit-volume element 9 is to compose the linear isomorphism χ with the 
Poincaré duality isomorphism #: Λ2(M) →Λ2(M) that is defined by 9 to get an 
isomorphism of Λ2(M) with itself that we also call * (1), although we do not have this 
kind of Hodge duality defined for any other k-forms than 2-forms.  One the sees that 
there are two basic types of such an isomorphism depending on which sign one chooses 
in the equation *2 = ±I.  One then finds that the constitutive law χ makes *2 = −I iff there 
is a conformal class of Lorentzian metrics on T(M) that makes * the resulting Hodge *.  
Ultimately, one also needs to physically account for the reduction from a conformal class 
to a choice of metric. 
The fact that *2 = −I implies that * defines an almost complex structure on Λ2(M), 
along with a decomposition of Λ2(M) = 2 2Re Im( ) ( )M MΛ ⊕ Λ , which is not, however, 
unique.  Hence, it is convenient to regard the fibers of Λ2(M) as behaving like C3, so the 
complex projectivization of Λ2(M) has fibers like CP2, which is also a compact four-
dimensional real manifold.  Of course, one has to establish the action of C on Λ2(M) in 
order to make this reduction to CP2 natural.  However, since one already has an action of 
R by scalar multiplication, all that remains to be done is to define an action of U(1), 
which follows naturally from the introduction of * by way of the “duality” rotation that 
continuously rotates real 2-forms into imaginary ones and vice versa. 
So far, we replaced a Lorentzian metric on T(M) with a volume element 9 on T(M)  
and an almost complex structure * on Λ2(M).  The problem then posed to theoretical 
physics is that of gaining more physical intuition concerning the nature of these otherwise 
purely mathematical constructions.  At first, this seems unlikely, since these structures 
might seem overly mathematically general in scope, at least to most physicists.  However, 
this is simply due to the fact that for most theoretical physicists “geometry” means metric 
geometry, which seems to mostly relate to gravitation.  The most that mainstream 
physicists are willing to generalize beyond metric geometry at present seems to be 
conformal geometry, which describes the motion of massless matter, which is represented 
by some, but not all, of the gauge particles at the elementary level (2). 
A more general conception of geometry that was widely accepted in the earlier part 
of the Twentieth Century was the view that the most general geometry is projective 
geometry, which then reduces, in turn, to affine geometry, conformal geometry, and 
finally metric geometry.  The conceptual mechanism for this reduction is first, the choice 
of a point in projective affine space and an affine subspace that does not contain that 
point and generates the space of lines through the chosen point, then a choice of angle 
                                                 
1
 Strictly speaking, the composed isomorphism #  χ is only equal to * up to a multiplicative factor, as we 
shall discuss in due course. 
 
2
 Of course, we are treating the experimental proof of the non-zero mass of neutrinos as a fait accompli. 
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measure on that space of lines, and finally, a choice of metric on the chosen affine 
subspace.  In a sense, our shift in emphasis will be from the geometry of Riemann to the 
geometry of Grassmann, Plücker, Cayley, and Klein. 
One finds that the otherwise esoteric structures that we introduced – in the form of 9 
and * − are not only rife with deeper mathematical consequences in the context of 
projective geometry – in particular, complex projective geometry − but also deeper 
physical significance, when one first re-examines the Minkowski geometry of special 
relativity in the context of projective geometry, and then examines the geometrical setting 
for pre-metric electromagnetism. 
This article has the more restricted intent of simply laying the mathematical and 
physical foundations for further discussion of the role of projective geometry by first 
establishing the notion that the existence of a C-linear isomorphism of the space Λ2(R4) 
of bivectors on R4 implies that the most immediately relevant types of projective 
geometry than one should examine the physical consequences of are the real projective 
geometry of lines and 3-planes in R4, i.e., the spaces RP3 and RP3*, as well as the 
complex projective geometry of CP2, which can be viewed as the space of all complex 
lines – or “duality 2-planes” – in C3 or Λ2(R4), respectively.  The actual discussion of the 
projective geometric aspects of the aforementioned isomorphism will follow in a 
subsequent study that is still in preparation. 
Mention will also be made of the more established methods of complex geometry by 
which the space Λ2(R4) is regarded as C-linear isomorphic to the subspace of the 
complexification Λ2(R4) ⊗ C that consists of self-dual complex bivectors.  However, the 
reason that the present article will not start with that fact is simply that when Λ2(R4) is 
given a complex structure to begin with, it becomes somewhat redundant to complexify 
the space as well, only to use a subspace of the resulting complexified space, but not the 
whole space. 
 
 
1.  The geometry of Λ2(R4).  We first pay particular attention to the special nature of 
the second exterior product Λ2(R4) over a four-dimensional real vector space; we use R4 
simply for the sake of specificity.  This is because, although our choice of frame for R4 
will usually be general, nevertheless R4 gives one the option of choosing a canonical 
frame, namely, the one whose column vectors collectively define the 4×4 identity matrix. 
We first point out a subtlety that might possibly be a source of later confusion: 
although Λ2(R4) is spanned by all finite sums of exterior products of vectors in R4, 
nevertheless, just as a vector in R4 can be represented in an infinitude of ways as a finite 
sum of other such vectors, similarly, any element of Λ2(R4) can be represented in an 
infinitude of ways as a finite sum of exterior products; i.e., an element of Λ2(R4) is an 
equivalence class of all such finite sums.  It is this ambiguity of expression that makes 
the use of frames in one’s logic at times tenuous, since a bivector can be a single exterior 
product with respect to one frame and a sum of exterior products with respect to another.  
Hence, when we speak of two bivectors having a common exterior factor, we really mean 
that there is at least one pair of expressions for each that has this property.  Otherwise, we 
could not always see that a ^ b and 12 a
µbν eµ ^ eν had the common exterior factors a and 
b, which should be otherwise obvious. 
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Now, since any fraction over the natural numbers can be reduced to a simplest form 
that represents a unique rational number, one then wonders if a similar situation applies 
to bivectors.  Sadly, one can only go so far in the direction of finding a “canonical” form 
for the expression of a given bivector by a finite sum of exterior products, but, as we shall 
now see, one can still speak of a smaller equivalence class when one introduces the 
notion of the “rank” of a bivector. 
 
a.  The rank of a bivector.  If α∈Λ2(R4) then its rank is defined by the equivalent 
conditions: 
i) The minimum integer r such that the rth exterior power of α is zero. 
ii) The minimum number of non-zero vectors whose exterior products can add up  
 to α. 
iii) The number r such that the space of all x[R4 such that x^α = 0 is 4−r- 
 dimensional. 
iv) The rank of the component matrix of α with respect to any frame on R4. 
 
From the first condition, it is clear that the rank of any bivector on R4 can be 0, 2 or 
4.  The case of rank zero is simply the trivial case of α = 0 and will generally be ignored. 
From the second condition, we see that a bivector α of rank two is expressible in the 
form a ^ b where a and b are linearly dependent; i.e., it is decomposable or, as it is 
sometimes phrased, simple.  Furthermore, the pair of vectors a and b define a 2-frame in 
R
4
 that spans a 2-plane Π2.  If ′a and ′b are two other linearly independent vectors in Π2 
then there is an invertible linear relation between the two 2-frames ′a = aa + bb, ′b = ca + 
db.  Hence, ′a ^ ′b = (ac – bd) a ^ b , so any pair of linearly independent vectors that span  
Π2 will produce bivectors that generate the same (real) line [α] in Λ2(R4); if the invertible 
2×2 matrix that relates the two 2-frames has unit determinant − i.e., is an element of 
SL(2; R) – then ′a ^ ′b = a ^ b.  From this, we can see that the decomposition of α into a 
product of vectors is not unique, but the association of α with a 2-plane is unique.  
Indeed, one can see that a decomposable bivector is really an equivalence class of other 
such bivectors, namely, the orbit of any one of them under the action of SL(2; R).  As we 
shall see, the set of all rank-two bivectors on R4 is a real quadric in Λ2(R4) – viz., the 
Klein quadric, – which has dimension five. 
If α has rank four then it is expressible in the form a ^ b + c ^ d, where a, b, c, d are 
linearly independent vectors.  Hence, a bivector of rank four is associated with a 4-frame 
in R4, but not uniquely, since the same argument as in the rank-two case applies to the 
terms a ^ b and c ^ d.  However, since the 2-planes that they span are unique, one can 
uniquely associate a rank-four bivector with a unique complementary pair of 2-planes in 
R
4
. 
 
b.  Complex structures on Λ2(R4).  A complex structure on the vector space Λ2(R4) is 
a linear isomorphism of Λ2(R4) with itself, which we will denote by *, that satisfies the 
condition that: 
*
2
 = −I.     (1.1) 
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Hence, since Λ2(R4) is R-linearly isomorphic to R6 by any choice of basis and R6 = R3 × 
R
3
 is R-linearly isomorphic to C3, and * is analogous to multiplying elements C3 by the 
imaginary scalar i, we can show that Λ2(R4) is C-linear isomorphic to C3 if we can define 
an action of C on Λ2(R4) by scalar multiplication.  It is important to note that this 
isomorphism will not be canonical, though, and will generally depend upon a choice of 
frame for Λ2(R4).  However, before we define the multiplication of bivectors by complex 
scalars, we need to discuss the decomposition of Λ2(R4) into “real” and “imaginary” 
subspaces. 
The essential character of any decomposition of Λ2(R4) into complementary three-
dimensional subspaces: Λ2(R4) = ΛRe(R4)! ΛIm(R4), in which “Re” suggests the “real” 
bivectors and “Im” suggests “imaginary” ones, is that one must have: 
*ΛRe(R4) = ΛIm(R4), *ΛIm(R4) = −ΛRe(R4).   (1.2) 
 
This is necessary in order to make the eventual C-linear isomorphism of Λ2(R4) with C3 
consistent with multiplication by * or i, respectively. 
Since (1.1) implies that the eigenvalues of * are 6i, there are no real bivectors that 
are eigenvectors of *.  Hence, we cannot simply use an eigenspace decomposition 
relative to * for our definition of real and imaginary; similarly, the notion of principal 
frames is undefined.  We shall, nevertheless, discuss the notions of self-duality and anti-
self-duality of complex bivectors shortly, since they are so well established in the 
literature of relativity that their omission from the discussion would seem suspicious. 
Although we shall define complex scalar multiplication on Λ2(R4) and a C-linear 
isomorphism of Λ2(R4) with C3, so the complex eigen-bivectors of * can be said to exist 
in Λ2(R4), nevertheless, we shall find that since the multiplication by i coincides with the 
* isomorphism the eigen-bivector equation *α = ± i α essentially reduces to an identity. 
One can define a canonical decomposition of Λ2(R4) into 4 42 2( ) ( )− +Λ ⊕ ΛR R  by 
polarization using the * isomorphism, namely, α = α+ + α− , where: 
α± = 12 (α ± * α) .     (1.3) 
 
One observes that under the * isomorphism: 
*
4
2 ( )−Λ R  = 42 ( )+Λ R , * 42 ( )+Λ R = − 42 ( )−Λ R ,   (1.4) 
 
so this decomposition of Λ2(R4) certainly satisfies (1.2).  However, although there is a 
canonical character to this decomposition, and, as we shall discuss shortly, its 
complexification has been the subject of considerable interest in the theory of gravitation, 
nevertheless, we shall not be as concerned with this decomposition in the present article.  
This is because if one examines the analogous polarization in C3 − namely, 12 (zi ± izi) − 
then one sees that one does not actually obtain the real and imaginary parts of zi, which 
come from polarizing zi using the complex conjugation operator.  However, in the real 
context of Λ2(R4), one can define an analogue of complex conjugation only after first 
defining a decomposition of Λ2(R4) into “real” and “imaginary” subspaces.  Hence, we 
shall look elsewhere for our definition of real and imaginary subspaces. 
The first thing to emphasize is that such a decomposition is not unique.  Indeed, one 
can start with any 3-plane Π3 in Λ2(R4) such that *Π3 ∩ Π3 = 0 as one’s ΛRe(R4) and 
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define ΛIm(R4) to be *Π3.  (We shall return to the contrary case after we have discussed 
duality rotations.)  The arbitrariness of the choice of Π3 suggests that there might be a 
fundamental role played by the subgroup of GL(6; R) that maps 3-planes to other 3-
planes while preserving the duality relation.  In fact, since any invertible linear map of 
Λ2(R4) to itself will take a 3-plane to another 3-plane, the only restriction is imposed by 
the fact that not all invertible linear maps preserve duality.  As we shall discuss in the 
next section, when this is indeed the case, the subgroup of GL(6; R) that one is dealing 
with is isomorphic to GL(3; C). 
For a given direct sum decomposition of Λ2(R4) = ΛRe(R4)! ΛIm(R4), any element 
α[Λ2(R4) can be expressed in the “complex” form: 
α = αR + *αI,     (1.5) 
 
in which the terms in the sum represent the projections of α according to the direct sum, 
and αI is the isomorphic element of ΛRe(R4) that corresponds to the imaginary projection. 
One can now define the action of C on Λ2(R4) directly by analogy with its action on 
C
3: 
(α + iβ)(αR + *αI) = (α αR − β αI) + *(β αI  + α αR) .  (1.6) 
 
If we exhibit a bivector α as a column vector [αR, *αR]T then complex scalar 
multiplication by α + iβ can be also expressed as the action of a real invertible 2×2 
matrix: 
α β
β α
 
 
− 
=
0 0
0 0
α β
α β
   
+   
−   
 = αI2 + βJ.   (1.7) 
 
The set of all such matrices (except 0) given matrix multiplication defines a faithful 
real representation of the multiplicative group (C*, ×) of non-zero complex numbers.  
The polar form of a complex number basically amount to the expression of such a matrix 
as a positive scalar constant equal to the modulus of α + iβ − which is, of course, the 
square-root of the determinant of the matrix (1.7) − times a duality rotation matrix, which 
we now discuss. 
Actually, as we shall discuss in more detail shortly, there is a way of distinguishing 
two distinct types of 3-planes in Λ2(R4) depending on whether all of the elements in the 
3-plane do or do not admit the same common exterior factor.  We shall use this 
distinction to determine the “realness” or “imaginariness” of a 3-plane in Λ2(R4). 
 
c.  Duality rotations and duality planes.  There is another way of defining complex 
scalar multiplication on Λ2(R4) that basically amounts to considering the polar form of 
the complex scalar.  Since we already have an action of R by scalar multiplication, if we 
express an element α∈C in polar form as α = r(cos θ + i sin θ) then we see that all that 
we have added is an action of U(1) on Λ2(R4).  If we imitate its action on C3, namely: 
(cos θ + i sin θ)(xi + i yi) = (xi cos θ − yi  sin θ) + i(xi sin θ + yi  cos θ),  (1.8) 
 
by using the * isomorphism in place of i then if we define α = αR + *αI we can define the 
action of U(1) on bivectors by: 
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 (cos θ + i sin θ)(αR + *αI)  
= (cos θ αR − sin θ αI) + *(sin θ αI  + cos θ αR),  (1.9) 
 
which can also be represented as an action of SO(2): 
R
I
cos sin
sin cos
θ θ
θ θ
−   
  
   
α
α
=
R I
I R
cos sin
sin cos
θ θ
θ θ
− 
 + 
α α
α α
.  (1.10) 
 
One refers to this action of SO(2) on Λ2(R4) as the action of duality rotations on 2-forms.  
The pair of bivectors α and *α span the same 2-plane as αR and *αI , and we refer to that 
plane as the duality plane of α.  If φ is a C-linear functional on Λ2(R4) then a duality 
rotation of a 2-form α through an angle θ will produce a corresponding rotation of the 
value of φ(α) in the complex plane. 
Under a C-linear isomorphism of Λ2(R4) with C3, one sees that the duality planes in 
Λ2(R4) correspond to the complex lines through the origin of C3.  Hence, there is a one-
to-one correspondence between the elements of the set of all duality planes in Λ2(R4) and 
the elements of CP2. 
One sees immediately that the orbit of any bivector under all duality rotations spans 
its duality plane.  As a result, one also sees that duality planes are invariant under all 
duality rotations, and, in particular, the * isomorphism itself.  Hence, we see that any 3-
plane Π3 in Λ2(R4) that contains a duality plane ∆ will have the property that Π3 ∩*Π3  = 
∆ ≠ 0.  Conversely, if a 3-plane Π3 has the property that Π3 ∩*Π3  = ∆ ≠ 0 then ∆ is a 
duality plane.  This is because ∆ could not be a line, since duality planes are orbits, and 
can only intersect completely or not at all.  This implies: 
 
Proposition: 
 
A 3-plane Π3 in Λ2(R4) contains a duality plane ∆ iff Π3 ∩*Π3  = ∆ ≠ 0. 
 
Note that it is impossible for any 3-plane Π3 to satisfy Π3 ∩*Π3  = Π3; in fact, since 
any such intersection must contain only disjoint duality planes: 
 
Proposition: 
 
If a k-plane Πk in Λ2(R4) has the property Πk ∩*Πk  = Πk (i.e., *Πk  = Πk ) then k is 
even. 
 
In general: 
 
Proposition: 
 
For any k-plane Πk in Λ2(R4) the intersection Πk ∩*Πk is either zero or it consists of 
a direct sum of duality planes. 
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We shall call a k-plane in Λ2(R4) degenerate if it contains any duality planes, and 
non-degenerate otherwise.  Clearly, a k-plane Πk is (non-)degenerate iff * Πk is (non-) 
degenerate. 
Since duality planes in Λ2(R4) are the C-linear isomorphs of complex lines in C3 and 
one can express C3 as a direct sum of three linearly independent complex lines, one also 
has that Λ2(R4) can be expressed as a direct sum of three linearly independent duality 
planes.  This is equivalent to saying that we can find a complex basis of bivectors for 
Λ2(R4) of the form Ei , i = 1, 2, 3 such that none of the duality planes intersect non-
trivially.  Such a complex basis would then define a real basis Ei , *Ei,  i = 1, 2, 3 such 
that the 2-planes spanned by the pairs {Ei , *Ei} would give a decomposition by duality 
planes. 
 
d.  Complex bivectors and self-duality.  Perhaps because of the deep and compelling 
results that had been obtained in gauge field theory by the consideration of self-dual 2-
forms on Riemannian manifolds, it was not surprising that relativity theory, which has 
long been trying to reconcile the geometric nature of gauge field theories, such as 
electromagnetism, with the geometric nature of gravitational field theory, pursued a 
parallel path of development regarding the role of self-duality in gravitational field 
theories (cf., [4-6]). 
Of course, the immediate distinction to be made is that when one has defined a *-
isomorphism of Λ2(R4) with itself that is of Riemannian type − i.e., *2 = +I – since the 
eigenvalues of the *-operator (viz., ± 1) are then real, one can speak of a unique 
decomposition of Λ2(R4) into eigenspaces of *: 4 42 2( ) ( )+ −Λ ⊕ ΛR R , where 42 ( )+Λ R is the 
space of self-dual bivectors, which have the positive eigenvalue, and 42 ( )−Λ R is the space 
of anti-self-dual bivectors, which take the negative eigenvalue.  In fact, the 
decomposition of any bivector α into a self-dual part α+ and an anti-self-dual part α− is 
then effected by a simple polarization process that is completely analogous to (1.3). 
As we pointed out in the last section, when one goes over to a *-operator of 
Lorentzian type the eigen-bivectors of * are not real since the eigenvalues are now ± i.  
Although we decided above that the solution to that dilemma was to simply live with the 
non-uniqueness of the decomposition of Λ2(R4) into ΛRe(R4) ⊕ ΛIm(R4) and pursue the 
geometric consequences of such decompositions, we should point out that when uses 
complex bivectors, for which multiplication by i does not produce a bivector that is 
foreign to the space, the eigenspace decomposition is well-defined and unique, as in the 
Riemannian case (3). 
In order to account for the methodology of self-dual complex bivectors as it is 
commonly practiced, we need only establish the C-linear isomorphism of C3 with the 
complex vector space of all such bivectors.  This will then establish that the difference 
between using real bivectors and a given decomposition of Λ2(R4) into ΛRe(R4) 
⊕ ΛIm(R4), versus using self-dual complex bivectors is simply a matter of choosing a 
representation for the slightly more abstract complex vector space C3. 
                                                 
3
 This is somewhat like the way that a rotation of the real plane has no non-zero eigenvector in two 
dimensions, but it does have a unique rotational axis in three-dimensions. 
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The complexification of Λ2(R4), which we denote by Λ2(R4)⊗C, is a six-dimensional 
complex vector space that one obtains from Λ2(R4) by enlarging the space of scalars from 
R to C.  For instance, if F = 12 F
µν eµ ^ eν   then we simply understand that the components 
Fµν are complex numbers now.  Hence, we could just as well write a complex F as: 
F = 12 F
µν eµ ^ eν + 2
i Gµν eµ ^ eν ,    (1.11) 
 
in which the components are all real.  Similarly, one could say that we have enlarged our 
real basis eµ ^ eν by its imaginary counterparts ieµ ^ eν . 
If one extends the *-isomorphism on Λ2(R4) to Λ2(R4)⊗C by demanding that it 
commute with i (viz., *α = *Re(α) + i *Im(α)) then one sees that the eigen-bivectors of * 
are the complex bivectors of the form: 
α = F ± i*F .     (1.12) 
 
Surprisingly, the negative sign refers to self-dual bivectors and the positive sign to the 
anti-self-dual ones.  Hence, the polarization of elements of Λ2(R4)⊗C by Lorentzian 
duality that corresponds to the Riemannian case (1.8) is simply: 
α+ = 12 (α − i*α) ,  α− = 12 (α + i*α) .  (1.13) 
 
Of course, if we form these expressions without the factor of i then we obtain real 
expressions that give us the decomposition of Λ2(R4) that is described by (1.3).  It is clear 
that the decomposition of Λ2(R4)⊗C that is defined by (1.11) is simply the 
complexification of the decomposition of Λ2(R4) that is defined by (1.3);  all that we have 
really done is to replace * with i*. 
Now, the self-dual subspace of Λ2(R4)⊗C – as well as the anti-self-dual subspace, 
for that matter − is three-dimensional as a complex vector space; hence, it is C-linear 
isomorphic to C3.  One way of specifically defining that isomorphism is to first map the 
basis {eµ ^ eν , *(eµ ^ eν)} for Λ2(R4) to the basis {Ei , i = 1, 2, 3} = { 12 (eµ ^ eν  − i *(eµ ^ 
eν)), all independent µ, ν} for the self-dual subspace of Λ2(R4)⊗C; this establishes the R-
linear isomorphism.  More specifically, this basis is: 
Ei = 
1
0 1 2 32
1
0 2 3 12
1
1 2 0 32
( ^ ^ ),
( ^ ^ ),
( ^ ^ ).
i
i
i
−

−	

−

e e e e
e e e e
e e e e
   (1.14) 
 
We can see that the action of * on an element of Λ2(R4) corresponds to the 
multiplication of a self-dual complex bivector by i.  Hence, the isomorphism takes * to 
multiplication by i, which makes the isomorphism C-linear. 
We observe, in passing, that another way of passing from * to i* is to multiply the 
volume element 9 by i.  When the volume element is consistent with a Lorentzian metric 
tensor g − i.e., 9 = det( )g− e0 ^ e1 ^ e2 ^ e3 for an orthonormal frame eµ − this has the 
effect of replacing det( )g− with det( )g , since det(g) is negative. 
Since the difference between defining a complex structure on Λ2(R4) directly by way 
of * versus indirectly by way of an isomorphism with the self-dual complex bivectors is 
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essentially a matter of convenience, although the representation seems to be convenient 
to the canonical formulation of gravitation and the study of gravitational radiation, 
nevertheless, in the discussion that follows − which is, of course, oriented towards 
electromagnetism − we shall take the direct route.  Of course, insofar as gravitation is an 
unavoidable part of spacetime geometry that intersects the electromagnetic structure of 
spacetime in the structure of the light cones that common to both, eventually one must 
reconcile the two formalisms.  Mostly, this seems to involve a lot of stray factors of i that 
originate in the replacement 9  i9. 
 
e.  Scalar products on Λ2(R4).  When one works with complex vector spaces instead 
of real ones, one finds that a choice of unit volume element can serve to define geometric 
notions that are equivalent to a choice of scalar product on a real space.  For instance, the 
canonical volume element ε = 12 εIJ θ
I
 ^ θJ on C2 − i.e., the space of 2-spinors − 
establishes a one-to-one correspondence between unit-volume 2-frames and complex 2×2 
matrices of unit determinant, which then preserve the determinant of complex 2×2 
matrices, i.e., elements of gl(2;C), under conjugation, and there is a subspace of gl(2;C) 
that one can identify with Minkowski space in such a way that the determinant of a 
matrix in that subspace equals the quadratic form that is associated with the 
corresponding vector in Minkowski space. 
We shall now find that the vector space Λ2(R4), due to its special nature, can be 
given a natural real scalar product, and when one introduces a self-adjoint complex 
structure, it can be given a second real scalar product, as well as two complex ones, one 
of which is isometric to the complex Euclidian scalar product on C3 and the other of 
which is unitarily equivalent to the Hermitian scalar product on C3. 
We give R4 a specific choice of unit volume element 9∈Λ4(R4), such as one might 
obtain from the canonical coframe.  Such a 4-form can also be regarded as a linear 
functional on 4-vectors. 
The natural scalar product on Λ2(R4) is defined by: 
<α, β> = 9(α ^ β).    (1.15) 
 
Since our * isomorphism was defined abstractly, and not by the usual Hodge duality, 
in this section, we must further assume that * is self-adjoint; i.e.: 
 α ^ *β = *α ^ β      (1.16) 
 
for all α, β∈Λ2(R4).  As a consequence, one has: 
*α ^ *β = − α ^ β,    (1.17) 
 
as well.  One can interpret this statement by saying that * takes <α, β> to − <α, β> ; i.e., 
it is an isometry of the scalar product <.,.>, up to sign. 
Suppose Λ2(R4) has been given a specific choice of decomposition into a real 
subspace and an imaginary one.  If α = αR + *αI then the scalar product of α with β = βR 
+ *βI takes the form: 
<α, β> = 9(αR ^ βR + *αI ^ ∗βI) + 9(αR ^ ∗βI + *αI ^ βR),  (1.18) 
namely: 
<α, β> = <αR, βR> − <αI, βI> + <αR, ∗βI> + <*αI, βR>.  (1.19) 
Projective geometry and pre-metric electromagnetism                                12 
If Ei, *Ei, i = 1, 2, 3 is a complex symmetric frame for Λ2(R4) and Ei, *Ei, i = 1, 2, 3 
is its reciprocal co-frame then (1.19) can be expressed by means of the doubly covariant 
tensor: 
_ = _ij Ei ⊗Ej  + _i, j+3 Ei ⊗*Ej + _i+3, j *Ei ⊗Ej  + _i+3, j+3 *Ei ⊗*Ej, (1.20) 
with: 
_ij = <Ei, Ej> = − _i+3, j+3,     _i, j+3 = <Ei,*Ej> = _i+3, j .  (1.21) 
 
When this basis takes the “canonical” form Ei = e0 ^ ei, i = 1, 2, 3, *E1 = e2 ^ e3, *E1 = e2 
^ e3, *E1 = e2 ^ e3, for 9 = θ0 ^ θ1 ^ θ2 ^ θ3, the component matrix of _ becomes: 
_ =
0
0
ij
ij
δ
δ
 
 
 
.     (1.21) 
 
If we consider the complex-valued form: 
<α, β>
C
 = [<αR, βR> − <αI, βI>] + i(<αR, βI> + <αI, βR>] (1.22) 
 
then we see that this corresponds to the complex Euclidian scalar product on C3 under a 
choice of isomorphism, a scalar product whose tensor form in a canonical basis is: 
% =δij Ei ⊗Ej  − δij *Ei ⊗*Ej + iδij (Ei ⊗*Ej + *Ei ⊗Ej ),  (1.23) 
 
with the associated component matrix: 
% =
ij ij
ij ij
i
i
δ δ
δ δ
 
 
− 
.     (1.24) 
 
A particularly important difference between the complex Euclidian scalar product 
and the real analogue is the existence of non-zero complex vectors of zero length – i.e., 
isotropic vectors.  By isometry, there will be bivectors with this property, as well, and we 
shall discuss them later. 
Although the scalar product (1.15) that we defined on Λ2(R4) depends only upon the 
choice of volume element on R4, not a choice of complex structure, one can also define 
another real scalar product using that latter structure, by way of: 
(α, β) = 9(α ^ *β) = <α, *β> .   (1.25) 
Since: 
α ^ *β = −(αI ^ βR + αR ^ βI) + (αR ^ ∗βR − *αI ^ βI), (1.26) 
 
we see that for a basis Ei, *Ei, i = 1, 2, 3, the tensor form of this scalar product is: 
G = Gij Ei ⊗Ej  + Gi, j+3Ei ⊗*Ej +  Gi+1, j*Ei ⊗Ej  + Gi+3, j+3 *Ei ⊗*Ej, (1.27) 
 
and if the basis is canonical then the component matrix takes the form: 
G =
0
0
ij
ij
δ
δ
 
 
− 
 = *_,  * ≡
0
0
ij
ij
δ
δ
 
 
− 
,  (1.28) 
which makes: 
% = G + i_,     (1.29) 
as expected. 
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We note that since: 
(α, β) = <α, *β>     (1.30) 
 
both of the scalar products defined so far contain the same basic information, up to sign.  
Hence, if we associate this scalar product with the complex-valued form: 
(α, β)
 C
 = −(<αR, βI> + <αI, βR>) + i(<αR, βR> − <αI, βI>) (1.31) 
 
then we see that the two complex-valued forms that we have defined are related by: 
(α, β)
 C
 = i <α, β>
C 
 .     (1.32) 
 
Consequently, for the complex geometry of Λ2(R4)  we shall only concern ourselves with 
<α, β>
C 
, since it subsumes the scalar products <α, β> and (α, β) into a single complex 
orthogonal structure that is isometric to the one that is defined by (1.32). 
We immediately note that since α ^ *β = *α ^ β = − *α ^ *(*β), the scalar product 
(.,.) also enjoys the property that * is an isometry for it, up to sign. 
The quadratic forms associated with the scalar products are: 
<α, α > = <αR, αR> − <αI, αI> + <αR, ∗αI> + <*αI, αR> (1.33a) 
(α, α) = −<αI, αR> − <αR, αI> + <αR, ∗αR> − <*αI, αI>,      (1.33b) 
<α, α>
C
 = <α, α > − i (α, α) .       (1.33c) 
 
For a canonical basis one gets non-zero contributions only from: 
<Ei, *Ei> =<*Ei, Ei> = (Ei, Ei) = δij .   (1.34) 
 
Since we have a complex structure, as long as we have chosen a decomposition of 
Λ2(R4) into real and imaginary subspaces, we can also define the complex conjugate of a 
bivector α∈Λ2(R4) in a manner that is consistent with the conjugate of a vector in C3.  
Hence, if α = αR + *αI then: 
α† = αR − *αI .     (1.35) 
 
One can then define an inner product by: 
((α, β)) = (α, β†).     (1.36) 
 
The complex-valued form of this inner product then corresponds to a Hermitian inner 
product on C3.  It expands to: 
((α, β))
C
 = [(αR, βR) + (αI, βI)] + i [(αR, βI) − (αI, βR)].  (1.37) 
Its tensor is: 
* =*ij Ei ⊗Ej  + *i+3, j+3*Ei ⊗*Ej + i(*i, j+3 Ei ⊗*Ej + *i+3, j *Ei ⊗Ej ),  (1.38) 
with: 
*ij = (Ei, Ej) = *i+3, j+3,   *i, j+3 = (Ei,*Ej) = − *i+3, j .  (1.39) 
 
For a canonical basis, the component matrix then takes the form: 
* =
0
0
ij
ij
δ
δ
 
 
 
.    (1.40) 
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The quadratic form that this Hermitian structure defines is real for any bivector α, 
namely: 
((α, α))
C
 = (αR, αR) + (αI, αI) .   (1.41) 
 
Clearly, this scalar product is also preserved up to sign by *. 
Since we pointed out that the definition of complex conjugate for bivectors depends 
upon the choice of decomposition of Λ2(R4) into real and imaginary subspaces, and this 
decomposition is not unique, one necessarily must address the extent to which a different 
choice of decomposition will give an inequivalent complex conjugate and Hermitian 
structure.  As we shall see, the linear isomorphisms of Λ2(R4) that take one such 
decomposition to another one are the ones that commute with the * isomorphism, which 
give a subgroup of GL(Λ2(R4) that is isomorphic to GL(3;C); hence, these isomorphisms 
will also take complex conjugates to complex conjugates. 
 
f.  The Klein quadric.  An example of a quadric hypersurface that has a fundamental 
role in the mathematics of pre-metric electromagnetism is the Klein quadric.  One starts 
by defining the Plücker embedding of the Grassmanian manifold G2,4 of linear 2-planes 
in R4 into the (real) projectivized linear space PΛ2(R4) of equivalence classes of bivectors 
on R4 under non-zero scalar multiplication.  In order to define this embedding, one 
chooses any two vectors a and b that span a 2-plane Π2 and maps them to the line [a^b] 
in Λ2(R4) that is generated by the bivector a^b.  Since a different choice of a and b would 
map to a bivector that differs from a^b by only the determinant of the matrix that takes 
the first frame in Π2 to the second one, one sees that the map Π2  [a^b] is well-defined, 
and, in fact, an embedding. 
Next, one notes that a line [α][PΛ2(R4) is in the image of the Plücker embedding iff 
α is a decomposable bivector; i.e., it is of the form a^b.  This, in turn, is true iff α has 
rank two, which is equivalent to either the statement that α ^ α = 0 or the statement that 
the space of all x[R4 such that x^α = 0 is two-dimensional. 
If one defines the quadratic form on Λ2(R4) that is given by eq. (1.29a) then one sees 
that the image of the Plücker embedding is the real quadric hypersurface that this 
quadratic form defines in PΛ2(R4); one refers to this hypersurface as the Klein quadric. 
One notes that the hyperplanes in Λ2(R4) that are tangent to this hypersurface are the 
ones that annihilate the 1-forms on Λ2(R4) that are dual to the elements of Λ2(R4) under 
this scalar product; i.e., the dual to α[Λ2(R4) is the 1-form α on Λ2(R4) such that  α(β) = 
<α, β>.  Hence, the tangent space to the Klein quadric at α[Λ2(R4) is the vector space of 
all β[Λ2(R4) such that α(β) = 0.  Since this vector space will be the same for all non-zero 
scalar multiples λα, one sees that one may regard this as a tangent space to PΛ2(R4), as 
well; in addition, one can regard the tangent space as defined by a line in the (real) 
projectivized dual space to Λ2(R4), namely, PΛ2(R4). 
 
g.  The representation of 3-planes in Λ2(R4).  Now that we have discussed the 
representation of 2-planes in R4 by decomposable bivectors, we return to the question of 
decomposing Λ2(R4) into real and imaginary subspaces.  We shall start with the fact that 
any three-dimensional subspace of Λ2(R4) must be composed of decomposable bivectors, 
since the non-zero elements must all be of rank two.  (If this were not the case then one 
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could form a non-zero 4-vector from the product of some pair of them, but this 
contradicts the fact that the subspace is three-dimensional.)  We then observe that since 
any two bivectors in a three-dimensional subspace of Λ2(R4) must have a common 
exterior factor, there are two types of three-dimensional subspaces of Λ2(R4): the ones in 
which all elements have the same common exterior factor, and the ones in which they do 
not.  We can then identify the former 3-planes as the injections of some 3-plane Π3 in R4 
by exterior multiplication with a vector t not contained in Π
 3, and the latter 3-planes as 
the space of bivectors over Π3.  Hence, the type of decomposition that we shall deal with 
takes the form: 
Λ2(R4) = ([t] ^ Π 3) ⊕ Λ2(Π 3)    (1.42) 
for some 3-plane Π3 in R4. 
The rest of this part of section 3 is largely concerned with rigorously establishing this 
fact. 
If Π3 is a 3-plane in R4 and t is any vector in R4 that is not in Π 3 then we can define 
a linear injection of Π3 into Λ2(R4) by the map: 
et :Π3 →Λ2(R4), v   t ^ v.    (1.43) 
 
The injectivity follows from the fact that if t ^ v = 0 then v = λt for some scalar λ, but 
since we assumed that t is not in Π3 the only possibility is that λ = 0.  Actually, since any 
non-zero scalar multiple of t will map Π3 to the same subspace Λ2(R4), we should think 
of this map as defined by the pair {[t], Π3} where [t] is a line through the origin of R4 
that is not contained in Π3 . 
An immediate consequence of the definition of et is that the bivector that defines the 
image of v has rank two; hence, the image of et will lie in the Klein quadric.  Of course, 
et cannot be surjective onto the Klein quadric, which is a five-dimensional submanifold in 
Λ2(R4). 
There is another way of injecting Π3 into Λ2(R4): one simply composes et with the * 
isomorphism.  We shall denote this composition by the symbol *s = *  et ; one can also 
say that *s(v) = *(t ^ v).  It behaves much like the Hodge isomorphism for Euclidian R3 
that allows one to associate bivectors with cross products of vectors, as a result of the fact 
that: 
 
Proposition: 
 
Under an injection of a 3-plane Π3 that takes the form et, one has:   
* 3Π = *sΠ3 = Λ2(Π3).     (1.44) 
Proof: 
Any element of * 3Π  is of the form *(t ^ a) for some a∈Π3.  Choose a frame ei, i = 1, 
2, 3 for Π3 such that 9 = t ^ e1 ^ e2 ^ e3 . Since (t ^ ei) ^ *(t ^ ei) = 9 for all i, we see that: 
*(t ^ a) = ai *(t ^ ei) = a1e2 ^ e3 + a2 e3 ^ e1 + a3 e1 ^ e2 .   (1.45) 
 
The right-hand expression is clearly an element of Λ2(Π3).  Since * is a linear 
isomorphism and Λ2(Π3) has the same dimension as 3Π , its image is all of Λ2(Π3).  
Q.E.D. 
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Given a 3-plane Π3 in R4 and a line [t] that is not in Π3, one has a direct sum 
decomposition R4 = [t] ⊕ Π3 .  Furthermore, if we denote the image of Π3 under et by 3Π  
then one has a corresponding direct sum decomposition: 
Λ2(R4) = 3 3*Π ⊕ Π      (1.46) 
 
as long as the 3-plane 3Π is non-degenerate.  Hence, we need to examine the question of 
whether a 3-plane 3Π in Λ2(R4) that is the image of an injection of the form et can contain 
duality planes. 
This would imply the existence of a bivector α∈ 3Π of the form α = t ^ a such that 
*α∈ 3Π .  Hence, *(t ^ a) = t ^ b for some b∈Π3.  Hence: 
<α, *α > = (α, α) = 9(t ^ a ^ t ^ b) = 0.    (1.47) 
 
Such bivectors – called isotropic bivectors − exist, and we shall discuss them in detail 
later due to their fundamental nature. 
We now pose the question: if we are given a 3-plane 3Π in Λ2(R4), does there always 
exist a 3-plane Π3 and a vector t in R4 such that 3Π  is the image of Π3 under the injection 
et?  It is clear that the bivectors of the 3-plane 3Π  must all have the same common 
exterior factor t, up to a scalar multiple.  Hence, the question becomes: are there 3-planes 
in Λ2(R4) whose bivectors do not all have the same common exterior factor? 
The key to envisioning the situation is to see that since rank-two bivectors in Λ2(R4) 
correspond to 2-planes in R4, when they have a common exterior factor that factor will 
generate a line of intersection of the two 2-planes.  To say that all bivectors of a 3-plane 
in Λ2(R4) have a common exterior factor is to say that all of the 2-planes that they define 
intersect in a common line. 
 
Proposition: 
 
If Π3 is a 3-plane in R4 then Λ2(Π3) is a 3-plane in Λ2(R4) whose elements have 
pairwise common exterior factors, but no exterior factor that is common to all of them. 
 
Proof:  Since Λ2(Π3) is a 3-plane in Λ2(R4), its elements must all be decomposable 
bivectors; hence, each such element defines a 2-plane in Π3.  Since Π3 is 3-dimensional 
any two 2-planes must intersect in a subspace of dimension at least one.  However, one 
can find three bivectors in Λ2(Π3) whose 2-planes in Π3 do not all intersect in a common 
line; for instance, if ei, i = 1, 2, 3 is a basis for Π3 then the 2-planes associated with e1 ^ 
e2, e1 ^ e3, and e2 ^ e3 intersect pairwise, but not in a line that is common to all three.  
Q.E.D. 
 
Hence, we have the corollary: 
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Proposition: 
 
 If a 3-plane 3Π in Λ2(R4) takes the form of [t] ^ Π3 for some 3-plane Π3 in R4 then 
* 3Π  is a 3-plane that is not the image of any 3-plane in R4 by some injection of the form 
et. 
 
Of course, one can still inject 2-planes in R4 into 2-planes in * 3Π  by way of an 
injection of the form et if one chooses a t∈Π3.  The fact that the image of Π3 under et 
cannot be three-dimensional in this case is due to the fact that t ^ [t] = 0. 
We call any nondegenerate 3-plane in Λ2(R4) that is of the form t ^ Π3 real and any 
3-plane of the form *(t ^ Π3) = Λ2(Π3) imaginary.  Hence, we restate the decomposition 
of Λ2(R4) into a real and an imaginary 3-plane as: 
Λ2(R4) = 3 2 3( )Π ⊕ Λ Π .     (1.48) 
 
An immediate question to be addressed now is the extent to which a given 
decomposition of Λ2(R4) of this form determines a decomposition of R4 into some Π3 
and a [t] uniquely. 
First, suppose we have such a decomposition as in (1.48) that results from a given 
choice of [t] ⊕ Π3.  Now choose another line[ ]′t that does not lie in Π3.  If ′t is a generator 
for the line[ ]′t then one can decompose it into a part collinear with [t] and another 
contained in Π3; i.e., ′t = τ t + tΠ .  If v∈Π3 then we have: 
′t ^ v = τ t ^ v + tΠ ^ v ∈ 3Π ⊕ * 3Π .   (1.49) 
 
Hence, if ′t takes Π3 to the same subspace as t, i.e., ′t ^ v ∈ 3Π , then we must have that 
tΠ ^ v = 0 for all v∈Π3 ; hence, we must have tΠ = 0, which implies that ′t is collinear 
with t. 
On the other hand, one obtains a very different situation when one fixes [t] and looks 
at other 3-planes 3′Π .  Since any element ′a of 3′Π can be decomposed into a + τ t with 
a∈ Π3 we see that this time, since t ^ ′a = t ^ a ∈ 3Π , apparently, t takes any 3-plane in 
R
4
 that does not contain [t] to the same 3-plane in Λ2(R4). 
We summarize the last two results in the: 
 
Proposition: 
 
i)  For a given 3-plane Π3 in R4 and a 3-plane 3Π in Λ2(R4), if there is a line [t] in 
R
4
 such that [t] ^ Π3 = 3Π then that line is unique. 
 
ii) A given line [t] in R4 will take any 3-plane Π3 in R4 that does not contain [t] to 
the same 3-plane [t] ^ Π3 in Λ2(R4) as any other line[ ]′t  that does not lie in Π3. 
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This last proposition has a distinctly projective geometric character to it since it 
suggests that rather than deal with the Grassmanian manifold G3,4 of 3-planes in R4, we 
could just as well deal with RP3, which is (non-canonically) diffeomorphic to it.  
Similarly, one could use the RP3*, which is canonically diffeomorphic to G3,4 since every 
3-plane Π3 can be associated with a 1-form θ that annihilates it and is unique up to a non-
zero scalar.  Hence, we can regard a decomposition of R4 as being defined by a pair ([t], 
[θ])∈RP3 × RP3* such that [θ][t] ≠ 0; i.e., θ(t) ≠ 0 for any non-zero generators of [t] and 
[θ]. 
We point out that in twistor theory and complex relativity [7-9] the terminology for 
the two types of 3-planes that we have identified is α-triplanes for the injections of 3-
planes in R4, and β-triplanes for the space of bivectors defined on some 3-plane in R4. 
 
h.  Induced scalar products on k-planes in R4.  If Πk is a k-dimensional subspace of 
Λ2(R4) then one can give Πk a scalar product by restriction of a scalar product on Λ2(R4), 
and one calls it the induced scalar product.  We shall mostly be concerned with the cases 
of k = 2, 3, 4, especially in the cases of 2-planes and 3-planes that are the image of some 
2-plane or 3-plane in R4 by an injection of the form et.  In this way, we hope to endow R4 
with at least some of the geometry that Λ2(R4) possesses as a result of its various scalar 
products.  We shall then address the issue of extending to a Lorentzian scalar product 
on R4 separately. 
Of particular interest later is the fact that although the restriction of <.,.> to a duality 
2-plane is of indefinite signature type – viz., (+1, −1), – nevertheless, there are 2-planes 
whose induced scalar product is indefinite that are not duality planes.  For instance, if Ei, 
*Ei, i = 1, 2, 3 is a complex orthonormal basis for Λ2(R4) then the plane spanned by E1 
and *E2 would have this property. 
Given a choice of scalar product on Λ2(R4) and an injection et : Πk →  Λ2(R4), (k= 2, 
3) one can immediately define two scalar products on Πk by pull-back: 
<v, w> = <t ^ v, t ^ w> = 0   (1.50a) 
(v, w) = (t ^ v, t ^ w) = <t ^ v, *(t ^ w)> . (1.50b) 
 
Although we could try to pull back the Hermitian structure ((., .)), since t ^ v will always 
be “real,” its conjugate bivector will be itself and the Hermitian structure pulls back to 
(1.50b).  Furthermore, although the scalar product <.,.> plays an important role in Λ2(R4), 
we shall clearly not have use for its pullback to Πk . 
Now suppose we have 3-plane Π3 and a line [t] that is not contained in Π3.  The 
scalar product (.,.) on Λ2(R4), which is of signature type (3, 3), may or may not define a 
Euclidian structure on Π3 .  Since the character of the injection is mostly due to one’s 
choice of [t], it is illuminating to examine the possible induced scalar products on Π3 as 
we vary [t]. 
Suppose eµ , µ = 0, 1, 2, 3 is a basis for R4 such that Ei = e0 ^ ei, *Ei, i = 1, 2, 3 is a 
canonical complex basis for Λ2(R4), so (Ei, Ej) = δij = − (*Ei, *Ej).  As it turns out, we can 
obtain all possible types of induced scalar scalar products by letting t = e0 + εe1, and Π3 = 
span{e1, e2, e3} and letting e range from 0 to +∞ .  One then gets the injected basis for [t] 
^ Π3 : 
Projective geometry and pre-metric electromagnetism                                19 
1E = t ^ e1 = E1, 2E = t ^ e2 = E2 + ε*E3,  3E = t ^ e3 = E3 − ε*E2 , (1.51) 
 
corresponding to which the component matrix of the tensor associated with the induced 
scalar product is: 
g = ( , )i jE E  = 2
2
1 0 0
0 1 0
0 0 1
ε
ε
 
 
− 
 − 
.   (1.52) 
 
It is then clear that there are three basic possibilities depending upon the value of ε: 
 
i)  0 ≤ ε < 1:  In this case, g is basically positive definite.  We then call the injection 
et Euclidian and the line [t], timelike.  Hence, a timelike line in R4 injects a 3-plane that 
does not contain it to a real 3-plane in Λ2(R4). 
ii)  ε = 1:  In this case, g is doubly degenerate.  We then call the line [t], lightlike. 
iii) ε > 1:  Now, g becomes doubly negative definite.  In such a case, we call [t] 
spacelike.  
 
Hence, we have succeeded in recovering the usual causal trichotomy of lines in 
Minkowski space from the geometry of Λ2(R4) without introducing a full Lorentzian 
structure on R4 yet.  We shall also use the terms timelike, lightlike, and spacelike to 
describe any vector that generates a line of that character. 
One notes that had we chosen a different set of frame members for t and Π3, we 
would have obtained the same results up to permutation.  For instance, if we use t = e1 + 
εe0, and Π3 = span{e0, e2, e3} then the new injected basis is − 1E , 3 2*E Eε+  , 
2 3* E Eε− +  and the corresponding component matrix is diag(1, ε2 −1, ε2 −1), which 
presents the same set of possibilities, but for different values of ε. 
Of particular interest is the case in which ε = 1, since one also notes that in this case 
one has 2E = 3*E .  Hence, the 2-plane that 2E and 3E span in Λ2(R4) is a duality plane.  The 
fact that the restriction of the scalar product (.,.), as well as <.,.>, to such a duality plane 
vanishes in the lightlike case will become self-evident when we examine the case of 
isotropic bivectors.  We can then say that [t] is lightlike iff it takes some 2-plane in R4 to 
a duality plane in Λ2(R4). 
First, we observe that if [t] is timelike and our basis {e1, e3, e3} for Π3 is orthonormal 
for induced scalar product then the 2-plane spanned by e2 and e3 is normal to the unit 
vector e1.  Hence, the image of this 2-plane under the injection by the lightlike vector l = t 
+ e1 is a duality plane in Λ2(R4).  More generally, by rotating the vector e1 in Π3, we see 
that: 
 
Proposition: 
 
An injection of the form el for a lightlike l takes a tangent plane to the unit sphere in 
Π3 to a duality plane in Λ2(R4). 
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In the next part of this study, we shall consider the opposite process. 
 
i.  Isotropic bivectors.  As we observed above, the decomposable bivectors 
collectively define a real quadric in Λ2(R4) relative to the scalar product <.,.>, namely, 
the Klein quadric.  Now, we shall see that when Λ2(R4) is regarded as a complex vector 
space that has been given the complex Euclidian structure: 
<α, α>
C
 = <α, α> + i (α, α)    (1.53) 
 
the complex quadric that it defines, i.e., the set of all bivectors α such that: 
<α, α>
C
 = 0      (1.54) 
 
has considerable significance in both geometry and physics.  By definition, such a 
bivector is called isotropic, or sometimes, null; in physics, such a bivector can represent a 
wavelike solution to the Maxwell equations. 
Clearly, an isotropic bivector α must then satisfy both <α, α> = 0 and (α, α) = 0.  
Since the *-isomorphism preserves both scalar products, up to sign, it takes isotropic 
bivectors to isotropic bivectors.  Hence, α is isotropic iff *α is isotropic.  One can 
directly verify that not only does the real line generated by an isotropic α consist 
exclusively of isotropic vectors, but so are all of the duality-rotated bivectors obtained 
from α.  Hence, all of the bivectors in the duality plane through α are isotropic.  One then 
calls the duality plane of α an isotropic 2-plane in Λ2(R4).  This is the real analogue of 
the more concise statement in C3 that if a vector is isotropic with respect to <.,.>
C
 then, 
by the homogeneity of that condition, so are all of its complex scalar multiples. 
More to the point, since the group SO(3; C), by definition, preserves the value <α, 
α>
C
 for all of the transformations of α that it contains, one also finds that the orbit of any 
isotropic bivector under the action of SO(3; C) is isotropic.  The natural question to ask is 
then: “what is the isotropy subgroup of this orbit?” 
We already know that the group SL(2; R) fixes any decomposable bivector.  SL(2; 
R) is not a subgroup of SO(3; C), but one of its subgroups is, namely, SO(2; R) ≅ U(1).  
The resulting homogeneous space SO(3; C)/U(1)  is four-dimensional as a real manifold. 
As a complex hypersurface in a space that is C-linearly isomorphic to C3, the 
algebraic set ( of isotropic elements is a two-dimensional quadric; hence, when 
considered as a real algebraic set, it is four-dimensional.  We shall now show that it is 
diffeomorphic to R × S1 × S2; hence, as a submanifold of the real projectivization of 
Λ2(R4) it is diffeomorphic to S1 × S2. 
One notes that when a decomposition Λ2(R4) = 3Π ⊕ * 3Π is canonical for the scalar 
product <α, β> one can form elements that satisfy <α, α> = <αR, αR> − <αI, αI> = 0 by 
means of all bivectors of the form αR ± *αR, where αR∈ 3Π .  However, they do not 
satisfy (α, α) = 0 since (α, α) = ± 2<αR, αR>, in this case.  Now, any orthogonal 
transformation A of 3Π  takes αR to another bivector AαR that still has the same norm, 
which means that αR ± *AαR still satisfies <α, α> = 0.  Hence, if A takes αR to an 
element that is perpendicular to the bivector αR ± *AαR will also satisfy (α, α) = ± 2<αR, 
AαR> = 0.  For any non-zero αR∈ 3Π , the set of possible bivectors that will define an 
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isotropic element of the form αR ± *AαR is then parameterized by the circle of radius-
squared <αR, αR> in the 2-plane in 3Π that is perpendicular to αR.  Since the space of all 
αR is three-dimensional, this gives us our four-dimensional space ( of isotropic 
bivectors, which is then seen to be diffeomorphic to R×S1×S2  and when one passes to the 
real projectivization of Λ2(R4), it has the topology of S1 × S2. 
The most geometrically intuitive way to examine the character of isotropic bivectors 
is to use the fact that the first condition <α, α> = 0 says that any isotropic bivector is 
decomposable.  Hence, α is associated with a 2-plane Π2 in R4 and α = a ^ b for some 
(non-unique) choice of vectors a, b ∈Π2.  One must also have that *α is decomposable, 
so it, too, is associated with a 2-plane Φ2 in R4 and can be given the form *α = c ^ d for 
some (non-unique) choice of vectors c, d ∈Φ2.  The second condition  (α, α) = <α, *α> 
= 0 can be taken to imply that the 2-planes Π2 and Φ2 intersect non-trivially.  Now, their 
intersection cannot be two-dimensional or else one would have α = *α, which is not 
possible.  Hence, one concludes the crucial result: 
 
Proposition: 
 
Any isotropic bivector in Λ2(R4) is associated with a unique lightlike line in R4. 
 
Since we have already defined lightlike lines to be ones that take tangent spaces to the 
unit sphere in a 3-plane that does not contain the line, we need to check that part of our 
assertion. 
We can say more about the nature of an isotropic bivector if we choose a vector l in 
that line of intersection Λ between the 2-planes Π2 and Φ2, and note that one will then 
have a vector a∈Π2 and another one b∈Φ2 (by abuse of notation) such that: 
α = l ^ a,  *α = l ^ b .    (1.55) 
 
Clearly, the line of intersection associated with α and *α is generated by l.  Now let 
Π2 be the plane that is spanned by a and b, but does not contain l.  The injection defined 
by l takes any linear combination of a and b to a linear combination of α and *α.  Hence, 
this injection takes Π2 to a duality plane, and we conclude that l is lightlike. 
Now that we know that isotropic 2-planes exist in Λ2(R4), we naturally ask what the 
maximum dimension of an isotropic k-plane would be; that is, the maximum real 
dimension of a linear subspace of the quadric.  It certainly cannot be four, since the 
quadric itself is not a linear subspace.  Hence, we need only examine the possibility of 
isotropic 3-planes.  However, such a 3-plane must decompose into a duality 2-plane and a 
line not contained in it, and since the duality plane through that line must also be in the 3-
plane, the only way that this could happen is if the two duality planes intersected in an 
isotropic line.  But the duality plane of that line would have to be contained in both 
duality planes, which means they would agree, which contradicts our original 
assumption.  Hence, the maximum dimension for an isotropic k-plane in Λ2(R4) is two. 
From the last proposition, there is clearly a well-defined map from ( to RP3 that 
takes any isotropic bivector to its corresponding lightlike line.  Although it cannot be a 
surjection, since not all lines are lightlike, one still wonders what the actual dimension of 
the image might be.  Since each decomposable bivector is fixed by SL(2; R) and when we 
Projective geometry and pre-metric electromagnetism                                22 
expand to GL(2; R), all such transformed bivectors will span the same 2-plane in R4, we 
see that the issue with isotropic bivectors is whether an element of GL(2; R) that fixes the 
2-plane of α will also fix the 2-plane of * α.  This will be true iff it is an element of the 
subgroup of GL(2; R) that is isomorphic to (C*, ×).  One then has that the map from ( to 
the lightlike lines in RP3 is essentially the orbit map ( →  (/C*, which has a two-
dimensional image, which is, in fact, diffeomorphic to S2, since: 
(/C* = R × S1× S2/ R × S1. 
 
Now, the 2-sphere in RP3 is associated with a three-dimensional cone in R4 that 
consists of all lightlike lines through the origin.  Hence, we have shown: 
 
Proposition: 
 
The set of all lightlike lines in R4 that correspond to the set of all isotropic bivectors 
is a three-dimensional cone with the origin as vertex. 
 
We then have the right to call that cone the light cone that is defined by the complex 
Euclidian structure on Λ2(R4).  Hence, that complex Euclidian structure has reproduced 
the conformal structure of Minkowski space, and we still have yet to introduce the 
Lorentzian metric into R4 explicitly. 
Now, let us see how all of this relates to a choice of decomposition of Λ2(R4) into 
real and imaginary subspaces. 
We already know that an isotropic bivector must take the form α = l ^ a, where l 
generates a lightlike line in R4.  If we further assume that Π3 is a 3-plane in R4 that 
contains a and [t] is a timelike line that is not contained in Π3 then we can express l as t + 
n , where n∈Π3, and we have that a non-zero bivector α is isotropic iff it is expressible in 
the form: 
 α = (t + n) ^ a = t ^ a + n ^ a   (1.56) 
 
for suitable vectors a, n∈Π3 that make α ^ *α vanish. 
Suppose we have an injection et of a 3-plane Π3 into Λ2(R4) that is Euclidian and that 
[l] is a lightlike line.  Any vector l that generates [l] can be decomposed into t + n, where 
n∈Π3.  If we give Π3 the induced scalar product (a, b) = (t ^ a, t ^ b) then we assume that 
n has unit norm.  We can extend the scalar product to the rest of R4 by assuming that t is 
orthogonal to Π3 and has a norm-squared of −1.  Hence, if a, b∈R4 take the form c + αt, 
d + βt, we have: 
(a, b) = (c, d) + αβ(t, t) = (c, d) − αβ.   (1.57) 
 
In particular, any vector of the form λl satisfies: 
(λl, λl) = λ2(n, n) − λ2 = 0.    (1.58) 
 
Hence, the light cone is the quadric defined by this Lorentzian scalar product. 
The fact that this scalar product is really defined only up to a conformal factor is 
easily seen to be traceable to the fact that our choice of t in the line [t] was entirely 
arbitrary up to a non-zero scalar factor.  This implicitly determines which vectors in Π3 
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that we regarded as having unit norm since we really have <n, n> = <t ^ n, t ^ n>.  
Hence, had we chosen any other vector instead of t, say λt, the equation for the light cone 
(1.58), by its homogeneity, would still remain valid, although the unit sphere in Π3 would 
be rescaled by the factor λ. 
 
j.  Timelike, lightlike, and spacelike k-planes.  We can characterize timelike, 
lightlike, and spacelike directions in R4 in another way by first characterizing 3-planes in 
R
4
 in that manner.  We basically use the fact that we can define the lightlike directions in 
R
4
 in terms of the isotropic bivectors.  In conventional Minkowski space, one has the 
result that a k-plane (1 < k < 4) is spacelike, lightlike, or timelike according to whether it 
contains zero, one, or more than one lightlike direction.  Here, we use that as the 
definition of such k-planes.  Then we can define a line in R4 to be spacelike iff it is 
contained in a spacelike k-plane for some k and timelike iff any k-plane that contains it 
has at least two lightlike directions. 
Of particular interest are the 2-planes in R4, since any 2-plane Π2 corresponds to a 
line [a^b] through the origin of Λ2(R4) that lies in the Klein quadric.  Indeed, if one 
restricts oneself to unit-volume 2-frames {a, b} in Π2 then the resulting bivector a^b is 
the same for all choices of a and b.  Furthermore, a 2-plane can contain exactly zero, one, 
or two lightlike directions, and in the last case, the lightlike directions can take the form 
[t ± n] , where t is timelike and n is spacelike.  In such a case, one can then define a null 
2-frame by way of the null vectors l± = t ± n , and one also has: 
l+ ^ l− = (t + n) ^ (t − n) = − 2 t ^ n ,    (1.59) 
which is clearly timelike. 
If a bivector F has rank four then it can be expressed in the form F = t ^ a + b ^ c, 
such that t ^ a ≠ 0 is timelike (i.e., real) and b ^ c ≠ 0 is spacelike (i.e., imaginary).  
Hence, {t , a} is a 2-frame that spans a timelike 2-plane in R4 and {b, c} is a 2-frame that 
spans a spacelike one.  The planes are, moreover, complementary, since they must 
collectively span R4.  Again, any other 2-frames in these planes that differ from the 
chosen ones by a transformation in SL(2; R) will produce the same pair of bivectors 
under exterior multiplication, and thus, the same F .  Hence, one can associate a bivector 
of rank four with a unique pair of complementary 2-planes. 
If F is isotropic then it takes the form l ^ a where l is lightlike and a is spacelike, so 
the 2-plane spanned by the 2-frame {l, a} is lightlike.  If one expresses F in the form (t + 
n) ^ a = t ^ a + n ^ a then one sees that F is also associated with the pair of 2-planes 
spanned by {t, a} and {n, a}, which intersect in the line [a] . 
If F is of rank 2, but not isotropic, then it is of the form a^b and the 2-plane spanned 
by the 2-frame {a, b} is either timelike or spacelike.  If we want to associate F with a pair 
of 2-planes then we could say that in this case the 2-planes are both the same. 
Ultimately, we can say: 
 
Proposition: 
 
Any non-zero bivector F = a ^ b + c ^ d on R4 can be associated with a unique pair 
of 2-planes in R4 that are spanned by the 2-frames {a, b} and {c, d}. 
Their intersection will be: 
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i)  The origin if F has rank four, 
ii)  A line if F is isotropic, 
iii)  A 2-plane if F has rank two, but is not isotropic. 
 
Of course, if we multiply F by a non-zero real scalar then the resulting 2-planes will 
still be the same. 
 
k.  From light cones in R4 to Lorentzian structures.  Suppose R4 = [t] ⊕ Π3 and the 
injection et: Π3 →  Λ2(R4) is Euclidian.  Since we already pointed out that the only thing 
that prevents us from defining a Lorentzian injection of R4 into Λ2(R4) is a choice of 
bivector in 3*Π = Λ2(Π3), we see that now we are closer to such a definition, since any 
choice of unit vector n ∈Π3 defines a choice of real bivector t ^ n and thus, an imaginary 
bivector *(t ^ n).  Hence, it is tempting to define our injection of R4 into Λ2(R4) by way 
of: 
e(v) = 3( ) if  ,
*( ^ ) if  [ ].
e ∈Π
	
∈

t v v
v n v t
   (1.60) 
 
We note that if v = v0t then *(v ^ n) = v0*(t ^ n) and if we wish to regard v0 the imaginary 
component of e(v) then we must necessarily have that *(t ^ n) has unit norm in Λ2(Π3), 
which implies that n must have unit norm in Π3.  However, this simply means that n must 
lie on the unit sphere in Π3.  Hence, any such choice of n will produce the same v0, and 
the Lorentzian structures on R4 that are obtained by demanding that e be a Lorentzian 
isometry will be independent of any such choice of n . 
Explicitly, if the injection e: R4 →  Λ2(R4) is Lorentzian – i.e., the image takes the 
form t ^ Π3 ⊕ *([t] ^ n) and the restriction of  (.,) to that image is Lorentzian − then the 
Lorentzian structure on R4 is defined by pull-back: 
(v, w) = (e(v), e(w)) .    (1.61) 
 
We should observe that really what we are doing is using the complex vector space 
Λ2(R4) to represent an embedding of R4 into C3 that makes the “time” coordinate 
imaginary, so the Lorentzian structure on Minkowski is derivable from the complex 
orthogonal structure on C3.  Of course, this “imaginary time” convention has been around 
for ages, except that the introduction of the imaginary i was always regarded as a matter 
of convenience, not a matter of geometric necessity. 
 
 
2.  Subgroups of GL(Λ2(R4)).  Now that we have examined some of the structures 
that one might impose upon the vector space Λ2(R4), such as a complex structure, various 
decompositions, and various scalar products, both real and complex, we can discuss how 
they define subgroups of GL(Λ2(R4)), which is non-canonically isomorphic to GL(6; R), 
and how those subgroups act on Λ2(R4).  Furthermore, the subgroup that is isomorphic to 
SO(3; C) not only pertains to the complex Euclidian structure on Λ2(R4), but is 
isomorphic to the connected component of the Lorentz group, moreover, and thus defines 
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a way of deriving the Lorentzian structure on R4 from the complex Euclidian structure on 
Λ2(R4). 
 
a.  Action of GL(3; C) on Λ2(R4).  We must now confront a subtlety in the C-linear 
isomorphism of C3 with Λ2(R4):  Although any linear transformation that acts on C3 
clearly commutes with multiplication by i, it is not true that every linear transformation 
that acts on Λ2(R4) commutes with *. 
Relative to a symmetric complex frame for Λ2(R4) – i.e., one of the form {Ei ,  *Ei} − 
since * takes Ei to *Ei and *Ei to −Ei, the matrix of * takes the form: 
* = 
3
3
0
0
I
I
 
 
− 
.     (2.1) 
 
If we express an element A∈GL(Λ2(R4)) as a block matrix relative to the 
decomposition Λ2(R4) = ΛRe(R4)! ΛIm(R4) that is defined by this symmetric complex 
frame {Ei, *Ei }: 
A =
B C
D E
 
 
 
     (2.2) 
then (2.1) implies that A must have the form: 
A =
B C
C B
 
 
− 
= 
0 0
*0 0
B C
B C
   
+   
   
.   (2.3) 
 
One naturally notes the similarity between such matrices and the ones that represent 
complex scalar multiplication, as in (1.7). 
Since an element A∈GL(3; C) can be expressed as A = B + iC, where B and C are 
real invertible 3×3 matrices, we examine whether the assignment: 
 B
0
0
B
B
 
 
 
 , C
0
* 0
C
C
 
 
 
    (2.4) 
 
actually defines an isomorphism of GL(3; C) with the subgroup of elements of 
GL(Λ2(R4)) that commute with *.  Since the bijection is clear, one need only verify that 
that this assignment preserves matrix products, a verification that is also straightforward. 
 
b.  Complex frames on Λ2(R4).  The various types of frames that one defines on 
Λ2(R4) can also be described by a choice of C-linear isomorphism of Λ2(R4) with C3. 
Of course, any choice of (real) linear frame{Ei , Fi} for Λ2(R4) will define such an 
isomorphism by way of {Ei , Fi} Ei + iFi. However, one will still needs to distinguish 
different orbits of the real linear frames in Λ2(R4) according to the action of GL(3; C) on 
Λ2(R4).  Indeed, one must consider the homogeneous space GL(6; R)/GL(3; C), whose 
cosets essentially describe inequivalent complex structures, if one regards a complex 
structure as a reduction of GL(6; R) to GL(3; C) and equivalence as defined by 
conjugation. 
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Since the matrices of the real representation of GL(3; C) are the matrices of GL(6; R) 
that commute with *, the complement clearly represents the matrices of GL(6; R) that do 
not.  The difference between the real dimension of GL(6; R) and that of GL(3; C) is 
eighteen, which is then the dimension of the homogeneous space GL(6; R)/GL(3; C). 
The map * then defines a particular class of 6-frames for Λ2(R4): those 6-frames that 
are the image of complex 3-frames in C3 of the form iE = Ei + iFi under a given choice of 
isomorphism, namely 6-frames of the form {Ei, *Fi}, which we will call complex frames, 
and the particular case of {Ei, *Ei} will be called symmetric complex frames, as we did 
already. 
 
c.  SO(3; C) and its isomorphism with SO0(3, 1).  When Λ2(R4) is given the complex 
Euclidian scalar product (1.22), one can reduce the action of GL(3; C) to an action of 
O(3; C), and with the introduction of a unit-volume element on Λ2(R4), to an action of 
SO(3; C).  Given an oriented complex orthonormal 3-frame {Ei , *Fi} in Λ2(R4), the 
elements of SO(3; C) can then be put into one-to-one correspondence with the other 
oriented complex orthonormal 3-frames in Λ2(R4). 
There is an isomorphism of SO(3; C) with SO0(3, 1), which is the identity 
component of  SO(3, 1) and consists of oriented time-oriented Lorentz transformations of 
Minkowski space.  This isomorphism is most transparent when one looks at the two Lie 
algebras of infinitesimal transformations. 
The Lie algebra so(3; C) consists of complex antisymmetric 3×3 matrices, which 
can then be represented by pairs (ω, σ) of real antisymmetric 3×3 matrices as ω + iσ .  
Since this means that ω, σ ∈so(3; R), if Ji, i = 1, 2, 3 are the standard basis matrices for 
so(3; R) then we immediately see that the commutation rules for so(3; C) are derived 
from those of so(3; R) by way of: 
[Ji, Jj] = εijkJk , [Ji, iJj] = iεijkJk , [iJi, iJj] = −εijkJk .  (2.5) 
 
If we express the Lorentz Lie algebra so(3,1) as a vector space direct sum so(3)⊕b 
and give it the standard basis Ji, Ki, i = 1, 2, 3, where the Ki span the subspace b of 
infinitesimal boosts then we see that its commutation rules are: 
[Ji, Jj] = εijkJk , [Ji, Kj] = εijkKk , [Ki, Kj] = −εijkJk . (2.6) 
 
Hence, the R-isomorphism of the Lie algebras simply amounts to replacing the 
purely imaginary matrices iJi with the infinitesimal boosts Ki, respectively.  Of course, 
this is also related to the basic equations of hyperbolic geometry that give us that: 
sinh x = −i sin ix,  cosh x = cos ix .  (2.7) 
 
To exhibit the isomorphism of SO(3; C) with SO0(3, 1), we start by observing that 
when one has chosen an oriented orthogonal almost-complex 3-frame {Ei , *Fi} for 
Λ2(R4) an element C∈ SO(3; C), being an element of GL(3; C), as well, can be expressed 
in the block matrix form: 
C =
A B
B A
 
 
− 
 =
0
0
A
A
 
 
 
+ *
0
0
B
B
 
 
 
.   (2.8) 
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If we assume that the chosen frame is canonical and call the matrix of the complex scalar 
product % then % takes the form: 
% =
I iI
iI I
 
 
− 
,     (2.9) 
 
and the condition that C be complex orthogonal − namely, CT%C = % – implies the 
following conditions on A and B: 
ATA – BTB = I,   ATB + ATB = 0 .  (2.10) 
 
As a consequence of these, we note that when C is “real,” i.e., B = 0, then we must have 
that A∈ SO(3; R).  When C is “pure imaginary” we must have that BTB = −I, which can 
be interpreted as either the constraint: 
B−1 = − BT,     (2.11) 
 
or the statement that iB is a 3×3 rotation matrix, which is essentially the statement that B 
represents a Lorentz boost.  This is the key to making the isomorphism between SO0(3, 1) 
and SO(3; C) explicit: we must regard a boost in a given direction as a rotation around 
that direction, but through an imaginary angle. 
Hence, if we note that any element of SO0(3, 1) can be expressed as a product AB  , 
where A∈SO(3; R) and B is a boost then if we have chosen our frame eµ , µ = 0, 1, 2, 3 in 
R
4
 such that e0 generates [t] and ei frames Π3 then we can express A in the form: 
A =
1 0
0 A
 
 
 
,     (2.12) 
 
in which A is a 3×3 real orthogonal matrix.  One then maps the matrix A to the 6×6 real 
matrix: 
0
0
A
A
 
 
 
.     (2.13) 
 
It is only slightly more involved to represent the boost as 3×3 real invertible 
matrices.  We simply use the aforementioned key to exhibit the elementary boosts as: 
   Bx = 
1 0 0
0 cosh sinh
0 sinh cosh
α α
α α
 
 
 
  
, By = 
cosh 0 sinh
0 1 0
sinh 0 cosh
α α
α α
 
 
 
  
,  
Bz = 
cosh sinh 0
sinh cosh 0
0 0 1
α α
α α
 
 
 
  
,     (2.14) 
 
and then embed them in 6×6 real matrices as: 
*
0
0
B
B
 
 
 
=
0
0
B
B
 
 
− 
.     (2.15) 
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We note that the product of two such boosts is then: 
1
1
0
0
B
B
 
 
− 
2
2
0
0
B
B
 
 
− 
=
1 2
1 2
0
0
B B
B B
− 
 
− 
,   (2.16) 
 
and, from (2.14), we see that –B1B2 is a rotation since (–B1B2)( –B1B2)T = I.  The product 
of two rotations is clearly another rotation, and when we multiply a rotation and a boost, 
we get: 
0
0
A
A
 
 
 
0
0
B
B
 
 
− 
=
0
0
AB
AB
 
 
 
,   (2.17) 
 
which is seen to be a boost since AB(AB)T = −I. 
Hence, we have established that there is a one-to-one correspondence between 4×4 
real proper orthochronous Lorentz matrices, when factored into the product AB of a 
rotation and a boost, and real 6×6 matrices of the form (2.8), a correspondence that 
preserves the product of matrices, moreover.  This gives us the explicit isomorphism of 
SO0(3, 1) with SO(3; C) by means of the decomposition R4 = [t]⊕Π3 and the 
corresponding decomposition Λ2(R4) = 3 3*Π ⊕ Π  . 
 
d.  Definition of a Lorentzian structure on R4.  This isomorphism can also be 
interpreted as a one-to-one correspondence between oriented complex-orthogonal 3-
frames in C3 with oriented, time-oriented Lorentzian frames in R4.  For instance, if one 
frames R4 with eµ , µ = 0, 1, 2, 3, and Λ2(R4) with {e0 ^ ei, *(e0 ^ ei), i = 1, 2, 3} then the 
frame [ ]AB µν eµ  in R4 goes to the frame: 
[ ]0 0^ *( ^ )
j j
i i
i i j j
i i
A B
B A
 
 
− 
e e e e
 

= 
0 0 0 0( ^ ) *( ^ ) ( ^ ) *( ^ )j j j ji i i i i i i iA B B A − + e e e e e e e e   .  (2.18) 
 
Of course, it is probably simpler to think of this frame as being defined by the 
components of the 6×6 real matrix that produces it from the initial frame. 
It is relatively straightforward to reverse the process if one wishes to start with a 
complex orthogonal 6-frame {Ei, *Ei} for Λ2(R4), since one of the two 3-frames, Ei or 
*Ei, will have a common factor t to all three 2-vectors, t ^ e1, t ^ e2, t ^ e3.  From t, we get 
e0, and from ei, we get the spacelike members of the frame.  From the complex 
orthogonality of the 6-frame and the isomorphism above, we infer the Lorentz-
orthogonality of the resulting 4-frame {e0, ei} in R4. 
The significance of the result that we just derived is in the fact that we did not 
actually introduce a Lorentzian structure on R4 at any point in our argument, so the 
reduction of GL(4; R) to SO0(3, 1) was a by-product of the complex orthogonal structure 
on Λ2(R4), which was derived from the volume element on T(R4) and the complex 
structure on Λ2(R4) (4). 
                                                 
4
 Perhaps we have arrived at what John Archibald Wheeler might call “metric without metric.” 
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Once one has identified a class of Lorentzian orthonormal frames on R4 it is 
straightforward to define a Lorentzian scalar product η, since it will necessarily take the 
form: 
η = ηµν θµ ⊗θν ,  ηµν  = diag (1, −1, −1, −1)  (2.19) 
 
whenever θµ is the coframe that is reciprocal to a Lorentzian frame eµ . 
Of course, since the Lorentzian orthonormality of eµ , µ = 0, 1, 2, 3 is defined by the 
complex orthonormality of its image in Λ2(R4), namely, Ei = e0 ^ ei, *Ei, i = 1, 2, 3, 
relative to the scalar product whose matrix is %, it would be more illuminating to see how 
one could relate the components of η in an arbitrary frame to the components of %. 
This is actually quite straightforward, especially when one takes advantage of the C-
linear isomorphism of Λ2(R4) with C3, the action of GL(3; C) on Λ2(R4), and the 
isomorphism of SO(3; C) with SO0(3, 1).  Hence, if {Ei, *Ei} is an arbitrary – i.e., not 
necessarily orthonormal − frame on Λ2(R4) then we associate with the canonical frame εi, 
i = 1, 2, 3 on C3.  We express the matrix of % relative to the frame{Ei, *Ei} as %IJ, I, J = 
1, …, 6, so it becomes the complex matrix ij% = %ij + i %i+3, j , i = 1, 2, 3 relative to εi.  We 
make a non-orthogonal transformation ij %  C
T
ij
% C = δij to the canonical frame for ij%  
in C3, where C∈GL(3; C).  C also acts on {Ei, *Ei}, and the effect is to transform %IJ to 
its canonical form diag(+1, +1, +1, −1, −1, −1), as well.  This canonical frame in Λ2(R4) 
for % then corresponds to a canonical frame in R4 for our Lorentzian metric g; i.e., one 
for which gµν = ηµν .  To get the components of g in the original, non-canonical, frame 
one then needs to invert the original transformation C to the canonical frame. 
 
 
3.  Pre-metric electromagnetism.  The basic goal of pre-metric electromagnetism is 
to formulate the laws that govern the electromagnetic field and its interaction with 
charged matter in a manner that does not introduce the spacetime metric tensor field a 
priori, but deduces its existence as a consequence of more general and fundamental 
properties of spacetime that pertain to setting up the machinery for the propagation of 
electromagnetic waves.  If one follows the genesis and development of relativity theory 
historically, one notices that the theory really started in the theory of electromagnetism, 
abstracted the Minkowski scalar product η from the form of the characteristic equation 
for linear wave propagation, and then generalized to the Lorentzian metric g on spacetime 
whose curvature implied the existence of gravitation.  At an elementary level, one could 
observe that when one does not dismiss the appearance of c0 in the components of the 
spacetime Lorentzian metric tensor as an irrelevant constant, one sees that conceptually 
the theory of gravitation still contains traces of its roots in the theory of 
electromagnetism.  Indeed, one would not otherwise assume that the propagation speed of 
a gravitational wave need necessarily be the same as the corresponding value for an 
electromagnetic wave, except that one already assumes that the laws of causality that are 
defined by the propagation of electromagnetic waves are the definitive ones that govern 
all other forms of wave motion. 
 
Projective geometry and pre-metric electromagnetism                                30 
a.  Pre-metric form of Maxwell’s equations [12, 13].  One notices that if one states 
the Maxwell equations for electromagnetic fields in the usual form: 
dF = 0,  δF = −*d*F = 4
c
pi J   (4.1) 
 
then the only place in which the introduction of a metric is implicit is in the use of the 
Hodge *-isomorphism.  One can further analyze this situation by pointing out that the 
Hodge *-isomorphism is really the composition of two isomorphisms: an isomorphism 
between 2-forms and 2-vector fields: 
ι ^ι :Λ2(M) →  Λ2(M),  α ^b  ι(α) ^ ι(β)   (4.2) 
 
that is a by-product of the isomorphism of ι:T*(M) →T(M) that the metric defines, and 
the Poincaré duality isomorphism: 
#: Λ2(M) → Λ2(M), a^b  ia^b9,   (4.3) 
 
Furthermore, from the physical perspective we can say that the isomorphism (4.2), 
when combined with the factor c/4pi, which we rewrite as 1/(4pi 0 0ε µ ) actually takes the 
form of an elementary linear electromagnetic constitutive law for the spacetime vacuum: 
χ: Λ2(M) →  Λ2(M),  F H .  (4.4) 
 
If we treat the field strength 2-form F as distinct from the induction 2-vector field H, 
except that they are related by the constitutive law H = χ(F), and regard the electric four-
current that serves as the source of the field as a vector field J then we can restate the 
Maxwell equations as: 
dF = 0,  δH ≡ #-1d#H = 4piJ,  H = χ(F), (4.5) 
 
in which the factor c has been absorbed into the constitutive law. 
 
b. Linear electromagnetic constitutive laws [14].  A choice of linear electromagnetic 
constitutive law on an orientable, oriented manifold can, under certain physical 
conditions, define an almost-complex structure on Λ2(M), at least indirectly.  To get some 
feel for what to expect, let us first review some of the aspects of such constitutive laws in 
their traditional physical statements; i.e., for the moment, we will assume that T(M) has a 
Lorentzian structure defined by the tensor field g. 
Since χ takes 2-forms to 2-vector fields and 2-forms can be evaluated on 2-vector 
fields, χ also defines a bilinear form on Λ2(M) by way of: 
χ(α, β) = α(χ(β)).     (4.6) 
 
In local components, if α = 1/2 αµν θµ ^ θν and β = 1/2 βµν θµ ^ θν then this takes the 
form: 
χ(α, β) = χκλµν αλµ βµν .     (4.7) 
 
On the surface of things, although physics usually assumes that χ is an invertible 
map, hence, the bilinear form χ is non-degenerate, nevertheless, it does not have to be 
symmetric.  To see what this would mean physically, let us look at the electromagnetic 
Projective geometry and pre-metric electromagnetism                                31 
field strength 2-form F in its E-B form for a given choice of unit future-pointing timelike 
vector field t and its metric dual 1-form θ: 
F = θ ^ E − *(θ ^ B) .     (4.8) 
 
Of course, in this expression the * operator comes from the Lorentzian structure and the 
Lorentzian volume element: 
9 = | |g− dx0^ …^dx3.    (4.9) 
 
For now, we only consider the topologically trivial case where M is simply Minkowski 
space in order to concentrate on the application of our methodology developed above; the 
non-trivial case will then have to be treated in a subsequent study in which the emphasis 
will be on projective differential geometry. 
If Π3 is the spacelike 3-plane in R4 that is orthogonal to t then we have a 
decomposition of Λ2(R4) = 3Π ⊕ * 3Π = 3Π ⊕ Λ2(Π3) into spacelike and timelike 2-forms, 
which can also be thought of as electric and magnetic or real and imaginary, respectively. 
The 2-vector field that corresponds to F by way of the metric isomorphism of T*(M) 
with T(M) takes the form: 
F = t ^ E − *(t ^ B) = Ei εi – Bi*εi ;   (4.10) 
 
of course, the * operator in this case is the one that is defined by g and 9 on Λ2(R4), and 
their will be an analogous decomposition Λ2(R4) = 3Π ⊕ * 3Π = 3Π ⊕ Λ2(Π3).  The 2-
forms εi = θ ^ θi, i = 1, 2, 3 define a frame for 3Π , so the *ε
i
 define a frame for* 3Π .  
Furthermore, we decompose H = χ(F) as: 
H = t ^ D − *(t ^ H) .     (4.11) 
 
With these decompositions of Λ2(R4) and Λ2(R4), one can express χ in block-matrix 
form (5): 
[χ] =   
 
! $
# @
,      (4.12) 
 
and the constitutive map takes the block-matrix form: 
 
 
 
D
H
 =
E
B
   
   
  
! $
# @
,     (4.13) 
 
In the notation of Post, ! = ε represents the electric permittivity matrix of the 
medium, @ = µ-1 is the inverse of the magnetic permeability matrix, and the off-diagonal 
blocks # = − γ = $T represent the coupling of the electric field to the magnetic induction 
and vice versa.  Although this effect has not been observed in Nature for stationary 
media, nevertheless, it appears in the propagation of electromagnetic waves in moving 
media in the form of the Fresnel-Fizeau effect, the Faraday effects, and the existence of 
                                                 
5
 In order to minimize confusion in the literature, we use the notation of Hehl and Obukhov [12] for the 
block matrices. 
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natural optical activity.  Hence, for stationary media one should expect a decoupling of χ 
into a direct sum of matrices and the constitutive equations would then take the form: 
D = !(E), H = @(B).    (4.14) 
 
In full generality, one should also approach the issue of symmetry by a 
decomposition of the tensor c into a symmetric, “trace-free” part, χ(1), an anti-symmetric 
part χ(2) that Hehl and Obukhov refer to as a skewon, and a “trace” part χ(1) that they 
identify as an axion field: 
χ = χ(1) + χ(2) + χ(3),    (4.15) 
where: 
χ(1)(F, G) = 12 (χ(F, G) + χ(G, F)) − χ(3)(F, G),  (4.16a) 
χ(2)(F, G) = 12 (χ(F, G) − χ(G, F)),   (4.16b) 
χ(3)(F, G) = α 9(F, G),     (4.16c) 
 
in which we see the appearance of the scalar product (F, G) in the axion contribution.  
This decomposition also gives us the irreducible representations of GL(4;R) in 
Λ2(R4) ⊗Λ2(R4) .  If one defines the trace of χ to be Tr(χ) =
6
1
( , )I I
I
χ ε ε
=
 for any unit-
volume frame εI, I = 1, …, 6 that spans Λ2(R4) then one can also see that: 
α = 
1
6
Tr(χ),     (4.17) 
as intended. 
We now see that a scalar product on Λ2(R4) can only involve the symmetric part of 
χ, viz., χ(1) + χ(2) , which amounts to the vanishing of the skewon; there are also reasons 
to confine one’s attention for just χ(1).  For stationary matter, the resulting scalar product 
decouples into a sum of “real” and “imaginary” scalar products under the decomposition 
of Λ2(R4) defined by t and *: 
χ(1)(F, G) = (1) (1)Re Im( ^ , ^ ) ( ^ , ^ )E E B Bχ θ θ χ θ θ′ ′− .   (4.18) 
 
When the medium is, moreover, electrically and magnetically isotropic, this reduces 
to: 
 χ(1)(F, G) = 1( ^ )( ^ , ^ ) ( ^ )( ^ , ^ )g g E E g g B Bε θ θ θ θ
µ
′ ′−  
=
1( , ) ( , )g E E g B Bε
µ
′ ′− .      (4.19) 
 
Under an injection of R4* into Λ2(R4) that is defined by the 1-form θ, a 
complementary 3-plane Π3 that contains E, E′ , B, B′ , and a choice of unit normal n to 
Π3, the scalar product on 2-forms that is defined by χ(1) pulls back to a Lorentzian scalar 
product on R4* of “electromagnetic” type: 
<α, β> = − 1
µ
χ(1)(θ ^ α, θ ^ β) + ε χ(1)(θ ^ n, θ ^ n) ,  (4.20) 
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which is then conformal to the usual Lorentzian scalar product if one sets c2 = 1/εµ . 
 
c.  Deriving the complex structure from the constitutive law. For brevity, we now use 
the notation χ when we actually refer to its trace-free symmetric part χ(1).  The choice of 
a unit volume element 9 defines Poincaré duality #: Λk(M) →Λ*−k(M), a  ia9.  
Although it is tempting to simply set * = # χ , nevertheless, when we try this with a 
common choice of constitutive law, we see that when we evaluate *2 = #χ #χ for the 
simplest constitutive law (4.19), we do not get – I, as desired: 
 # χ # χ[E, B] = 
 #χ #[εE, 1
µ
B] = #χ[−εB, 1
µ
E] = ε
µ
#[−B,  E] = − ε
µ
 [E,  B] . 
 
Hence, in this case *2 = − ε/µ I ; for more general χ, we must replace ε/µ with a more 
general factor λ2. Consequently, we must define the almost-complex structure as a scaled 
version of our tentative definition: 
* = λ-1 #χ  .     (4.21) 
 
d.  The role of the scalar products on Λ2(R4) in electromagnetism.  All of the scalar 
products on Λ2(R4) that we defined above play a key role in electromagnetism, when one 
looks at the D-H form of H, relative to a choice of “unit timelike” vector field t: 
H = t ^ D − *(t ^ H) = HR − *HI,   (4.22) 
 
which corresponds to the element of C3: 
G = D − iH.     (4.23) 
 
Of course, we need to clarify what we mean by “unit timelike” in the absence of a 
Minkowski scalar product, and one must first map D to t ^ D and H to t ^ H .  However, 
from our discussion above, we see that we are simply dealing with an injection of a 3-
plane in R4 into Λ2(R4) of the form et.  Hence, we can define t to be timelike in terms of 
the scalar product (.,.) on Λ2(R4), and norm-squared of t plays no role in that process. 
The quadratic forms that are associated with the inner products that we defined take 
the form: 
   <H, H> = D2 – H2,              (4.24a) 
(H, H) = 2D?H,     (4.24b) 
((H, H)) = ((H, H))
C
 = D2 + H2.      (4.24c) 
 
The first is proportional to the electromagnetic field Lagrangian, the second gives the 
angle between D and H in the plane they span, and the last one is proportional to the 
energy density of the electromagnetic induction field. 
We can use the complex Euclidian scalar product <.,>
C
 that we discussed in section 
3, part d, eq. (1.22) to combine the first two expressions in (4.24) into: 
<H, H>
C
 = (D2 – H2) + 2i D?H.    (4.25) 
 
The 2-vectors that represent electromagnetic waves – i.e., the isotropic ones – are then 
characterized by being the ones that make this quadratic form vanish. 
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An intriguing aspect of the inner products that we constructed above is the fact the 
inner product on Λ2(R4) that gives us the electromagnetic field energy density also 
defines a Hermitian structure on the complex vector space associated with Λ2(R4).  Since 
this also brings about a reduction from the action of SL(3; C) on Λ2(R4) to an action of 
SU(3), we should necessarily wonder if this fact is leading us from the realm of 
electromagnetic interactions into the realm of strong interactions, even though SU(3) is 
usually totally foreign to any classical discussion of the electromagnetic interaction. 
 
e.  The role of duality planes.  Now that we have established the physical relevance 
of the complex structure on Λ2(R4), and with it, the C-linear isomorphism of Λ2(R4) with 
C
3
, we next discuss the physical nature of complex lines through the origin of Λ2(R4), 
i.e., duality planes. 
If we use F as a typical 2-form then the duality plane that is spans consists of all 2-
forms of the form αF + β*F, as α and β range over all real scalars.  We note that if we 
perform a linear transformation of F, *F within this plane to: 
F ′= αF + β*F     (4.26a) 
*F ′ = − βF + α*F,    (4.26b) 
 
then if F, *F satisfy the source-less Maxwell equations, so do F ′ ,*F ′ .  However, the 
matrix of this transformation takes the form: 
α β
β α
 
 
− 
= α I2 + β J    (4.27) 
 
that is characteristic of multiplication by a complex number.  Hence, a source-less 
solution of the Maxwell equations is defined only up to a duality rotation – characterized 
by β − and a real scalar multiplier α. 
In light of this ambiguity, it would be better to regard such solutions as equivalence 
classes of 2-forms under the action of complex scalars, i.e., complex lines through the 
origin of Λ2(R4).  Hence, we see that the complex projectivization of Λ2(R4), which we 
have denoted by CPΛ2(R4), represents the space of distinct equivalence classes of 
solutions, up to complex multiplication. 
 
f.  Electromagnetic field types.  We have already observed that any non-zero bivector 
in R4 must have rank two or four.  It is intuitively illuminating to see what sort of 
electromagnetic fields these types of bivectors can represent when one also chooses a 3+1 
decomposition of R4 into [t]⊕ Π3.  One finds that although the rank-four case is generic, 
in a sense, nevertheless, the rank-two case includes the more commonly considered 
elementary cases.  We then say that (relative to the chosen decomposition) a given 
bivector F is: 
 
 i.   Purely electric iff F = t ^ E for some E∈Π3. 
 ii. Purely magnetic iff F = *sB for some B∈Π3. 
 iii. Isotropic iff F = (t + n) ^ E for some E, n∈Π3 and <F, F>C = 0. 
 iv. Generic iff F is of rank four.  In this case, it will take the form F = t^E + *sB. 
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The first three types are of rank two.  Because of electromagnetic induction, the first 
two cases will be static in the rest system of t.  The isotropic case includes 
electromagnetic waves, but also the trivial cases of perpendicular static homogeneous 
electric and magnetic fields of equal magnitudes, as well as more unconventional cases in 
which the fields can vary, say, linearly in time.  Hence, the generic case must include 
both electric and magnetic fields that are either of unequal magnitudes, non-
perpendicular, or not in a wavelike state.  The generic fields also define the six-
dimensional complement to the Klein quadric in Λ2(R4), which then consists of two 
connected components, namely, <α, α> < 0 and <α, α> > 0 . 
 
g.  Electromagnetic energy-momentum tensor.  Although energy (at least kinetic 
energy, anyway) usually seems to suggest an unavoidable introduction of a metric 
structure, nevertheless, the (stress-)energy-momentum tensor for the electromagnetic 
field F can be introduced and analyzed without the necessity of introducing such a 
device.  Rather than regarding an energy-momentum tensor as a possibly-degenerate, 
possibly-asymmetric scalar product or a map that takes the velocity vector field for some 
particular motion in spacetime to its corresponding energy-momentum covector, one 
simply regards it as a linear map from each tangent space to itself that takes tangent 
vectors, which represent either infinitesimal displacements or hypersurface element 
normals, to other tangent vectors, which then represent conserved currents or energy-
momentum fluxes through the hypersurface element, respectively.  Actually, the units of 
the elements of the energy-momentum tensor can represent energy density, momentum 
flux, or pressure, depending on how one applies them. 
The Faraday energy-momentum tensor that is associated with the electromagnetic 
field F, or rather with the electromagnetic field Lagrangian F ^ *F = <F, F>9, can be 
obtained from the set of four 3-forms: 
τµ = ^* ^ *i F F F i Fµ µ−e e , µ = 0, 1, 2, 3,  (4.28) 
 
in which we have made a choice of linear frame eµ, µ = 0, 1, 2, 3 for R4.  However, from 
linearity, the expression is equivariant under the action of GL(4; R), so the choice is 
relatively harmless. 
Let us convert this expression slightly by introducing some useful 1-forms, namely: 
fµ = i Fµe ,  ˆfµ = *i Fµe ,  µ = 0, 1, 2, 3.  (4.29) 
 
One can then reconstruct F and *F from: 
F = 12 θµ ^ fµ ,    *F = 12 ˆ^ fµ µθ ,  (4.30) 
 
in which θµ  is the coframe that is reciprocal to eµ. 
A particularly illuminating choice of frame is an adapted frame, for which e0 = t and 
ei span Π3.  One then sees that: 
 
f0 = E, fi = −Eiθ0 + ˆiB ,  *sB = 12 θ i ^ ˆiB , (4.31a) 
0
ˆf = B, ˆif = −Biθ0 − ˆiE , *sE = 12 ˆ^i iEθ , (4.31b) 
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in which we have introduced the notations: 
ˆ
iE = *i si Ee ,  
ˆ
iB = *i si Be .   (4.32) 
 
The 1-forms represent essentially projections of the spacelike 2-forms *sE and *sB into 
the directions ei . 
Hence, one sees that one can interpret the two families of 1-forms, fµ and ˆfµ , as 
essentially the field strengths of F or *F in the directions defined by the choice of frame. 
Similarly, since the Lorentz force associated with the interaction of F with an electric 
current vector J is iJF, one could interpret the 1-forms as forces associated with the 
vector fields eµ, when regarded as “unit currents;” of course, this is consistent with the 
notion that the field strengths are the forces that act one unit charges, whether electric or 
magnetic.  Note that these four 1-forms will define a 4-coframe in their own right only if 
F has rank four.  In the rank two case, one can generally find a frame eµ for which the 
resulting coframes have two zero members. 
In the general case, we can then rewrite the τµ in the form: 
τµ  = 12 (fµ ^ *F – F ^ ˆfµ ) = − 14 ( fµ ^ ˆfν + fν ^ ˆfµ ) ^ θν. (4.33) 
 
Corresponding to the 3+1 decomposition of F and *F we then have a 3+1 
decomposition of the τµ , namely: 
τ0 = −*sS ^ θ0 + 12 (E2 + B2)9s    (4.34a) 
τi = − 12 (E2 + B2) i sie 9 ^ θ
0 + *
i s
i Se .   (4.34b) 
 
We have introduced the Poynting covector: 
S = *s(E ^ B)     (4.35) 
 
into these expressions.  It is spacelike and represents the momentum flux carried by the 
field, although this interpretation is generally physically meaningful only in the case of 
electromagnetic waves. 
When one applies Poincaré duality to the 3-forms τµ , one produces four vectors: 
Tµ = #τµ  =Tνµ eν .     (4.36) 
 
In particular, for an adapted frame: 
Τ0 = 12 (E2 + B2) t − S     (4.37a) 
Τi = Si t − { 12 (E2 + B2)ei – EiE − BiB}.   (4.37b) 
Hence: 
0
0T = 12 (E2 + B2),  0iT = Si,     (4.38a) 
0
iT = − Si,   
j
iT = − 12 (E2 + B2) jiδ − EiEj − BiBj , (4.38b) 
 
which agrees with the usual component expressions. 
Note that we still have not needed to introduce a scalar product on R4, since the 
vectors S, E, and B were obtained from the 3-forms *sS ^ θ0 and *
i s
i Se  by Poincaré 
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duality alone, not by using the scalar product that is induced on Π3 by the injection that t 
defines. 
If we regard the energy-momentum tensor in “mixed” form – i.e., the matrixTνµ − as 
the matrix of a linear endomorphism T on R4 then we see that we have another way of 
getting around the full Minkowski structure on R4 by taking a “square root” of something 
more general (along with obtaining the Lorentzian structure on spacetime from an 
“exterior square root” of the constitutive map) is to assume that T takes the conventional 
form: 
T = F2 − 12 <F, F> I,     (4.39) 
 
for some linear endomorphism F.  Hence, if F exists then it will represent a square root 
of the operator: 
F2 = T + 12 <F, F> I .    (4.40) 
 
The question of existence for an operator square root for T reverts to the question of 
the existence of real eigenvalues.  Since the matrix T has the usual mixed form for the 
components of the Faraday tensor, one can borrow from the analysis of that object for 
further guidance. 
The matrix T is seen to have trace zero and satisfy the symmetry requirement that 
when one lowers one of its indices with ηµν , one produces a symmetric matrix.  Hence, 
one can say that T belongs to the vector subspace of the Lie algebra gl(4) that consists of 
infinitesimal (volume-preserving) Lorentz strains.  These are one of the two types of real 
4×4 matrices that one produces by polarizing an arbitrary real 4×4 matrix A by means of 
the Lorentz adjoint operator: 
A* = ηATη ,    (4.41) 
 
the other being the infinitesimal Lorentz transformations.  Hence, we see that the 
Lorentzian structure is already present to some degree. 
The operator F2 no longer has trace zero, but it still represents an infinitesimal 
Lorentz strain.  If the operator F takes the form of the usual matrix F µν of mixed 
components for F then it will be an element of so(3,1), since when one lowers the upper 
index with ηµν , one will produce an anti-symmetric matrix.  Hence, the association of F 
with F that we have defined is a roundabout way of raising one of the indices on F 
without introducing a scalar product on R4, only on Π3 . 
As for the issue of eigenvalues, the anti-symmetry of F has the indirect consequence 
that the characteristic polynomial for F is: 
λ4 + 2<F, F> λ2 + (F, F) ,   (4.42) 
whose roots are obtained from: 
λ2 = − <F, F> 2 2, ( , )F F F F± < > − .  (4.43) 
 
If F has rank two then (F, F) = 0 and the roots are either ± i<F, F> or 0, which then 
has multiplicity two.  Clearly, if F is isotropic then the only eigenvalue is zero. 
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h.  Electromagnetic waves [15].  When one tries to make the Lorentzian metric of 
spacetime a consequence of the electromagnetic constitutive laws one finds that trying to 
discuss wavelike solutions to the Maxwell equations (4.5) is fraught with subtleties that 
only look like trivialities when one assumes that a Lorentzian structure is already present, 
or at least a conformal Lorentzian structure. 
The first problem is encountered when one tries to derive the wave equation from 
Maxwell equations.  If we substitute the constitutive law into the equation for H then the 
source-free equations become: 
dF = 0,  d#χ(F) = 0 .    (4.44) 
 
From (4.20), this can be written: 
dF = 0,  d(λ2*(F)) = 0 .    (4.45) 
 
Even if we assume that λ is constant, which is similar to, but not equivalent to, the 
assumption that c0 is constant, so the second equation becomes simply the usual d*F = 0, 
we see that one cannot combine the two equations in the usual way to give F = δdF + 
dδF = 0, since the definition of the codifferential operator δ = (−1)k(4−k)*d* implies that 
the * isomorphism must be defined on 1-forms and 3-forms, when we have only assumed 
that *, by way of χ, is defined on 2-forms.  This limitation also applies if one chooses to 
derive the electromagnetic equation for a choice of potential 1-form A, as well. 
Clearly, it is sufficient to extend * to an isomorphism of Λ1(R4) with Λ3(R4), and 
since # gives us an isomorphism of Λ1(R4) with Λ3(R4), this means we need only define 
an isomorphism of Λ1(R4) with Λ1(R4), i.e., R4 with R4* .  However, the symmetric case 
is essentially the same thing as introducing a Lorentzian structure, at least up to a 
conformal factor.  Hence, in order for the d’Alembertian operator to be well-defined it is 
necessary and sufficient for the spacetime manifold (R4, in the present case) to have a 
conformal Lorentzian structure.  Of course, this might seem tautological if one considers 
that the existence of electromagnetic waves implies the existence of light cones. 
One possible way around the aforementioned dilemma is to consider first-order wave 
equations, such as conservation laws often define.  For instance, if one factors the two-
dimensional d’Alembertian in the obvious way then the two-dimensional wave equation: 
utt − uxx = 0     (4.46) 
 
 gives way to two first-order partial differential equations of the form: 
ut ± ux = 0 .     (4.47) 
 
The solutions to these equations are the individual traveling waves that add together 
to give the general solution of (4.46).  Hence, the real essence of the traveling wave 
solutions is attributable to first-order differential equations, not second-order ones (6). 
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 Of course, one can also convert a second order differential equation into a system of first order equations 
by the introduction of derivative variables, which amounts to defining a new wavefunction on the first-
order jet space of the original one. 
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Another way that one can reduce the order from second to first is actually equivalent 
to the Dirac factorization of the d’Alembertian into the square of the massless Dirac 
operator.  One simply notes that the usual d’Alembertian can be factored into: 
= (d + δ)2 ≡ 2d .    (4.48) 
 
This d operator we have defined may not look like the Dirac operator γµ∂µ on the 
surface of things – at least to mainstream physicists − but when one examines the linear 
isomorphism of the exterior algebra Λ*(R4) with the Clifford algebra over Minkowski 
space, which can be represented by the algebra of 4×4 complex matrices using the four γµ 
matrices as generators (cf. Benn and Tucker [16]), one finds that this is indeed the case. 
Clearly, the massless Dirac equation that one obtains for F from d , namely (7): 
dF = dF + δF = 0 ,    (4.49)  
 
is equivalent to the source-free Maxwell equations.  In the present case, in which we can 
define d*, but not δ, we are dealing with an operator of the form d + d*, whose square − 
namely, d*d + d*d* – can be defined if and only if δ is defined. 
Another way of representing the same situation is to use the self-adjoint (or even 
anti-self-adjoint) part of the complexification of F, namely, F± = 12 (F   i*F), in which 
case, the Maxwell equations are equivalent to: 
dF± = 0 .      (4.50) 
 
Note that if we did not include the i in the expressions for F± this equivalence would 
break down. 
A necessary, but not sufficient, condition for a solution F of Maxwell’s equations to 
represent an electromagnetic wave is that F be isotropic; i.e.: 
   0 = <F, F>
C
 = <F, F> + i(F, F)  
= <FRe, FRe> − <FIm, FIm> + 2i <FRe, FIm>.  (4.51) 
 
Hence, F must be of rank two, i.e., decomposable, and its real and imaginary parts 
must have the same norm relative to the scalar product on Λ2(R4) that is defined by α ^ 
*β.  The reason that this is not sufficient is because one can define such arrangements as 
constant electric and magnetic fields that have the same norm and are perpendicular, and 
trivially solve the Maxwell equations.  The necessity follows from the fact that in order 
for F to define a wavelike motion, it must define a lightlike propagation covector l = θ + 
n in some canonical manner.  We have seen that is F is isotropic then it can be given the 
form l ^ E for an appropriate 1-form E: 
F = l ^ E = θ ^ E + n ^ E .   (4.52) 
Hence, we have: 
FRe = θ ^ E , FIm = n ^ E = *sB.   (4.53) 
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 In order to make sense of the resulting expression dF + δF , one simply regards it as a mixed exterior 
form in the exterior algebra over R4, as opposed to a homogeneous one.  If one subdivides Λ*(R4) into even 
and odd-degree exterior forms, they will correspond to the even and odd elements in the Clifford algebra of 
Minkowski space. 
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When one chooses this time-orientation 1-form θ, moreover, i.e., a class of rest 
frames for some physically-defined motion, the annihilating subspaces of l and θ intersect 
in a 2-plane in R4 that one calls the plane of polarization for the wave.  It will be the 
plane spanned by E and B and will be tangent to the spatial isophase surfaces (8), as well 
as the unit sphere in Π3 = span{E, B, n} at the point described by n.    
Clearly, a wavelike F must belong to the Klein quadric, as well as the complex 
quadric defined by <.,.>
C
. 
A mathematical device that physicists use in the discussion of wavelike solutions to 
the Maxwell equations, especially plane-wave solutions is the introduction of complex 
field strengths for E and B.  As it is usually discussed, this seems to be largely a matter of 
mathematical convenience more than a matter of deep physical principles that would 
necessitate this step, but we see that when one uses the complex vector space defined by 
Λ2(R4) and * as an isomorphic copy of C3, one can give this complexification a 
somewhat more natural setting. 
For instance, instead of setting % = ERe + iEIm, as is usually practiced [15], One 
could represent % by the 2-form θ ^ ERe  + *(θ ^ EIm).  Although the imaginary part 
would seem to present a “magnetic” aspect to it, one could argue that the usual 
prescription that “the physical part of % is the real part” takes the form of saying that the 
measurable part of % is the projection of % into the spacelike 3-plane Π3 of the 1-forms 
ERe and EIm by way of the composition of the projection of % onto θ ^ ERe and the inverse 
of the injection that takes Π3 to θ ^ Π3 . 
One then sees that the action of the phase rotation group eiϕ on % is simply a rotation 
in the duality plane of %; i.e., the 2-plane in Λ2(R4) that is spanned by the 2-forms θ ^ ERe  
and *(θ ^ EIm). 
 
i.  Fresnel quartics [12, 18, 19].  There are actually good reasons to believe that the 
fundamental equations of electromagnetism might be fourth order partial differential 
equations, not second order ones.  Indeed, this situation is somewhat reminiscent of the 
way that the fundamental equations of elastostatics start out as fourth order equations, 
such as the biharmonic equation ∆2φ = 0, and only factor into second order equations by 
making simplifying assumptions about the nature of the mechanical constitutive law of 
the elastic medium in question.  Although one immediately thinks of causality concerns 
when discussing the order of differential equations in physics, nevertheless, one must also 
remember that it is the propagation of electromagnetic waves that seems to define 
causality to begin with. 
In the present context, we are concerned with the electromagnetic constitutive law of 
the electromagnetic vacuum state, which differs from the mechanical law by the fact that 
stress and strain tensors are generally assumed to be symmetric second-rank tensors (in 
the absence of external torques on the medium), whereas the induction and field strength 
tensors of electromagnetism are assumed to be anti-symmetric.  In either case, in the 
linear regime one is dealing with a four-rank tensor that represents a scalar product on a 
space of second-rank tensors and gives way to a fourth order partial differential equation 
whose symbol is (indirectly) defined by the constitutive law. 
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 For a more detailed discussion of wave structures on manifolds, cf. Delphenich [17]. 
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One way to arrive at this conclusion is to use the Hadamard program for treating 
waves as perturbations in a medium that are characterized by the appearance of a 
discontinuity in some order of derivative.  One deals with jump discontinuities, in which 
the value of  f+(x) − f−(x) is finite for all points x∈Σ, where we have denoted the left and 
right limits in the function f by f+(x) and f−(x), and Σ is a hypersurface in our manifold in 
question.  One also assumes that Σ is orientable, so one can characterize its tangent 
spaces by the annihilating subspaces of some non-zero 1-form k, which plays the role of 
the propagation 1-form for the wave front that is described by the hypersurface Σ. 
In the case of electromagnetism with inductions, the Hadamard conditions on the 
fields F and H are simply that they are continuous across Σ, but suffer a jump 
discontinuity in their first derivatives: 
[F] = 0,  [dF] = k ^ f ,    (4.54a) 
[H] = 0,  [dH] = k ^ h ,    (4.54b) 
 
for some 2-forms on Σ that we denote by f and h. 
We pause to note that we have actually introduced a sort of analogue of the Fourier 
transform in the form the discontinuity bracket on Σ.  That is, although the bracket does 
not turn F (H, resp.) into f (h, resp.), nevertheless, the bracket seems to turn exterior 
derivatives into exterior products if one regards the 2-form f (h, resp.) as the “transform” 
of F (H, resp.).  Indeed, as we shall see, the analogy continues. 
If one takes into account the vacuum Maxwell equations, in the form, dF = dH = 0, 
then one immediately derives the consequence that: 
k ^ f = 0,   k ^ h = 0 ,    (4.55) 
 
which also have the appearance of the Fourier-transformed Maxwell equations. 
The latter equations are equivalent to the equations: 
f = k ^ a ,  h = k ^ b ,   (4.56) 
 
for appropriate 1-forms a and b that defined only on Σ.  Not only do these equations 
resemble the Fourier transforms of the differential equations that express F and H as 
exterior derivatives of potential 1-forms A and B, but one sees that in (4.56) the 1-forms a 
and b are not unique, but can be replaced by “gauge” transformed 1-forms of the form a + 
λk, b + ν k, expressions that are consistent with the gauge transformations of A and B into 
A + dλ and B + dν, respectively. 
If we now insert the constitutive law H = χ(F) into the Maxwell equations, the 
Hadamard condition for H becomes: 
[dH] = k ^ χ(f) = k ^ h .    (4.57) 
 
Hence, we have that h = χ(f), up to algebraic gauge transformations. 
 If we substitute the expression for f from (4.56), we then get the new algebraic form 
for Maxwell’s equation for H: 
k ^ χ(k ^ a) = 0 .     (4.58) 
 
This algebraic equation for a can be solved only if k satisfies the Fresnel equation: 
&(χ)(k, k, k, k) = 0 ,    (4.59) 
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in which & is a fourth degree tensor density of weight 1 that one calls the Tamm-Rubilar 
tensor density.  We shall not elaborate on its specific expression, but refer the reader to 
Hehl and Obukhov [12], and simply characterize it by the properties that it is completely 
symmetric and ultimately depends upon the electromagnetic constitutive law. 
Since & is completely symmetric, one can regard (4.59) as a quartic polynomial 
equation in the four variables kµ ; hence, it defines a quartic hypersurface in R4.  By the 
homogeneity of this polynomial, we also define a quartic hypersurface in RP3, although 
the polynomial in the inhomogeneous coordinates Xi = ki/k0 is not generally 
homogeneous. 
If we pursue our Fourier analogy, we see that & also becomes the symbol of the 
fourth order linear differential operator: 
&µνρσ 
x x x xµ ν ρ σ
∂ ∂ ∂ ∂
∂ ∂ ∂ ∂
.    (4.60) 
 
Just as we wished to recover the Lorentzian structure of spacetime above by 
factoring * into essentially an exterior product of g ^ g, we now wish to examine the 
possibility that the operator (4.60) might factor into a product of wave operators with 
possibly differing metrics: 
&µνρσ 
x x x xµ ν ρ σ
∂ ∂ ∂ ∂
∂ ∂ ∂ ∂
= 1 2g g
x x x x
µν ρσ
µ ν ρ σ
∂ ∂ ∂ ∂  
  ∂ ∂ ∂ ∂  
, (4.61) 
 
as well as the possibility that the two resulting metrics might coincide: 
&µνρσ 
x x x xµ ν ρ σ
∂ ∂ ∂ ∂
∂ ∂ ∂ ∂
= g g
x x x x
µν ρσ
µ ν ρ σ
∂ ∂ ∂ ∂  
  ∂ ∂ ∂ ∂  
. (4.62) 
 
The former possibility is referred to variously as birefringence or bimetricity.  The 
difference between the two terms amounts to the difference between the optical 
phenomenon that appears in some crystals, for which the index of refraction – i.e., the 
speed of propagation – of the electromagnetic wave depends on its polarization state and 
the mathematical phenomenon of the association of two light cones to each point. 
The real issue is part physics and part algebra.  The physical part is taken up with the 
fact that the form of & is going to depend upon the electromagnetic constitutive law of 
the medium in question.  Furthermore, only the “traceless” part χ(1) + χ(2) of χ contributes 
to &, but not the axion term χ(3). 
The algebraic part is due to the fact that we are really concerned with the reducibility 
of homogeneous quartic polynomials, and, in particular, whether they will factor into a 
product of distinct or identical quadratic polynomials of Lorentzian form. 
Some progress has been made along these lines by Hehl, Obukhov, and Rubilar.  For 
instance, Obukhov and Rubilar [18] showed that any & that is obtained from a nonlinear 
electromagnetic Lagrangian of the form +(I1, I2), where I1 = F ^ F, I2 = F ^ *F will be 
reducible to a product of quadratic tensors of Lorentzian form; i.e., all such nonlinear 
models exhibit birefringence.  The Born-Infeld theory is of the form in question, namely: 
+BI = 
2 2
1 22 4
1 11 1
2 16c c c
E I I
E E
 
+ − −  
 
,   (4.63) 
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and one finds that the birefringence is degenerate in this case; i.e., the two Lorentzian 
metrics that result from factorization coincide. 
Obukhov and Rubilar also show that this is true for the nonlinear Lagrangians in 
question iff the linear map #κ χ=/ / that takes 2-forms on the discontinuity hypersurface Σ 
to 2-forms on Σ and is defined by the traceless part of the jump tensor χ/  satisfies the 
closure property: 2κ/ = λI. 
 
j.  Effective metrics for nonlinear photons.  Some interesting results concerning the 
propagation of non-linear electromagnetic waves that are related to the foregoing ones 
were obtained by Novello and Salim [20, 21].  The basic idea is that not only are such 
waves subject to the constraints on lightlike propagation that is imposed by the 
background gravitationally-defined conformal Lorentzian structure, but when the field 
strengths are strong enough for vacuum polarization to occur, this conformal Lorentzian 
structure is altered by a local “effective” metric that comes about as a result of the 
vacuum polarization.  Hence, one has a manifestation of nonlinearity in which the 
electromagnetic field changes the conformal structure that determines the form of its 
propagation; hence, the nonlinearity is essentially a self-interaction contribution. 
The method of derivation for this result started out in the same place as in the 
previous section.  The point of divergence was in the 3+1 decomposition of F and * and 
choice of a specific nonlinear constitutive law.  Hence, for a timelike unit four-velocity v, 
whose covelocity θ = itη is obtained from the background metric η, one decomposes F 
and * according to: 
F = θ ^ E + *(θ ^ B), * = θ ^ D + *(θ ^ H),  (4.64) 
 
and assumes the isotropic, but nonlinear, constitutive law: 
D = ε(E)E, H = µ−1B,    (4.65) 
 
in which the electric permittivity ε depends upon the electric field strength, but the 
magnetic permeability µ is a constant. 
The Hadamard analysis gives us that the characteristic equation for such a field that 
obeys Maxwell’s equations is: 
g(k, k) = 0,     (4.66) 
 
in which one introduces an effective metric g that is defined by: 
g = η − (1 − (1 + ξ)µε )v ⊗ v – ξ ε1⊗ ε1,  (4.67) 
 
whereε ′ ≡ dε/dE, x = || || /Eε ε′ , and ε1 is the unit vector that defines the direction in the 
polarization plane along which E varies. 
The speed of propagation for such a nonlinear electromagnetic wave becomes: 
c′ =
21 cos
1
c
ξ α
ξ
+
+
,    (4.68) 
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in which c2 = 1/µε and α is the angle between E and k, which is the spacelike part of the 
propagation vector, i.e., the normal to the spatial wavefront. 
In the limiting case for which ε is constant – i.e., a linear isotropic homogeneous 
constitutive law – the effective metric g reduces to the form: 
g = η − (1 − µε )v ⊗ v,    (4.69) 
 
that was obtained by Gordon [22] for the propagation of light waves in moving linear 
dielectrics. 
 
 
4.  Discussion.  The conclusion of the last section brings us to the most conspicuous 
direction for expansion of the methodology proposed in this article, at least as far as the 
physics of electromagnetism is concerned: the extension of the methodology to nonlinear 
electromagnetic constitutive laws.  Such a constitutive law would generally take the form 
of a diffeomorphism of Λ2(R4) with itself, although that would imply that the differential 
map would represent a linear constitutive law for small perturbations of the bivectors.  
Presumably, one would want to restrict oneself to diffeomorphisms that produce 
differential maps that behave like the linear electromagnetic constitutive laws that were 
treated here.  In particular, they should each differ from a complex structure by a scalar 
factor.  By the functoriality of differentiation, this suggests that such a diffeomorphism Ξ 
must satisfy: 
Ξ2 = − λI ,     (5.1) 
 
in which λ is a positive scalar function. 
Since nonlinearity is a vast and ill-defined category in pure mathematics, it would 
probably be advisable to start with the simplest forms of nonlinearity that seem to relate 
to electromagnetism, such as the constitutive law used in the previous discussion or the 
Born-Infeld case.  It might be useful to model the creation/annihilation of electron-
positron pairs as a phase transition that produces electric (and possibly magnetic) dipoles 
that would account for the nonlinearity in the vacuum constitutive laws.  A reasonable 
direction to follow in this regard would be the various effective Lagrangians that one 
obtains from quantum electrodynamics, such as the Euler-Heisenberg Lagrangian that 
represents the quantum analogue of the Born-Infeld Lagrangian.  
Something else that is unavoidable in any discussion of electromagnetism is the role 
of the spinorial representations that seem to be unavoidable, at least for the description of 
the fields of charged regions of spacetime.  Some of the links between projective 
geometry and spinors, or Clifford algebras, in general, have been indicated above, and 
once again one sees that they are closely related to the study of isotropic 2-forms and 
conformal geometry, but more details of the relationship with projective geometry need 
to be specified.  Some work along these lines had been done earlier by Veblen and 
Hlavaty. 
Finally, one of the most intriguing aspects of the foregoing analysis is that one finds 
the group SU(3) emerging in an otherwise classical, but quite natural, fashion, namely, it 
is the group of linear transformations of Λ2(R4) that preserve a given complex structure, 
as well as the Hermitian form, which represents the energy density of the electromagnetic 
field – i.e., its Hamiltonian.  Since SU(3) is usually first introduced in the context of 
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quantum chromodynamics to account for the color gauge of the strong interaction, it 
seems surprising that one can introduce at a much earlier stage than that.  Perhaps there is 
a path to electro-strong unification to be derived from this.  This seems reasonable when 
one considers that one of the first points in history when the notion of a strong interaction 
of limited spatial range might be necessary was in the early days of atomic theory when it 
was realized that a nucleus of charged protons would not be stable without some other 
force to counteract the electrostatic repulsion.  In fact, this argument is closely analogous 
to the one that was proposed by Poincaré in order to stabilize the charge distribution for 
an extended electron.  The possible conjecture is that linear electromagnetism must be 
“completed” in the regime of small neighborhoods of elementary charge distributions by 
a nonlinear contribution that counteracts Coulomb repulsion over some small 
neighborhood.  One might then suspect that the strong interaction amounts to the 
nonlinear part of the electromagnetic interaction.  Undoubtedly, the appearance of SU(3) 
in the context of “classical” electromagnetism, combined with more knowledge of 
nonlinear electromagnetic constitutive laws might lead in that direction. 
The next step in this study of the pre-metric geometry of spacetime and its 
relationship to electromagnetism is to examine the role of projective affine geometry in 
pre-metric electromagnetism.  At a number of points in the foregoing discussions, 
allusions were made to the fact that projective geometric notions seem to play a 
fundamental role.  In the next installment of this ongoing research, these notions will be 
introduced at the level of special relativity and then, just as projective geometry resolves 
to affine, conformal, and metric geometry as special cases, the projective geometric 
notions will be related to affine, conformal, and metric relativity, as well as 
electromagnetism.  Of particular interest is the application of notions from complex 
projective geometry to the geometry of the space of bivectors on R4 when it is given a 
complex structure. 
Finally, one must confront the inevitable transition from projective affine geometry 
to projective differential geometry.  This phase of the research is not as straightforward as 
it sounds, since one must realize that the very definition of a differential structure on a 
differentiable manifold was only intended to generalize affine geometry, not projective 
geometry.  Hence, one must consider one’s very starting point more shrewdly that one 
might expect.  The results of this study will follow as an eventual sequel to the 
aforementioned work on projective affine geometry and electromagnetism. 
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