This paper considers the performance of single parity check (SPC) multidimensional product codes in an Additive White Gaussian Noise channel. Asymptotic performance bounds are derived and compared to simulation results. A new code structure based on SPC product codes is introduced. This structure involves interleaving between the encoding of each dimension. Weight distribution analysis is used to explain the extremely good performance results for this class of codes.
Background
Product codes, or iterated codes, were introduced by Elias 1] in 1954 and represent the rst method capable of achieving error free coding with a non-zero code rate (as the number of dimensions increases to in nity).
A product code can be constructed in the following way 6] . The data to be transmitted is arranged in a hypercube of dimension d with the length in each dimension de ned by (2) where the rate of the code in the i th dimension is r i = k i =n i . The two-dimensional code consists of a data block, parity checks on the rows, the checks on columns and the checks on checks. The three-dimensional code can be represented by a cube with three of the six faces being the parity check bits of the SPC codes in each dimension.
This paper considers only product codes formed from binary, systematic, linear component codes, speci cally single parity check (SPC) component codes which have the same length in every dimension. The code rate and minimum distance are r = n ? 1 n d and d min = 2 d ; (3) respectively. Product codes based on SPC product codes have also been consider explicitly by Battial 8] , in which the length of the product code increases in every dimension, and Hunt 9] . If the checks on checks are not included in the product code the block length is smaller and the code rate is higher. The minimum distance and code rate are r = 1 1 + d=(n ? 1) and d min = d + 1;
respectively. Therefore the asymptotic performance of the codes with checks on checks will be better because the product of the code rate and minimum distance exceeds that of the SPC product codes without checks on checks as n and d increase.
Decoding
Maximum likelihood (ML) decoding of a product code is computationally infeasible for most practical codes. Therefore a simpler sub-optimal decoding algorithm is usually employed. The key to good performance is soft decision decoding. In particular, soft input, soft output decoding algorithms are extremely useful because iterative decoding can be implemented. Iterative decoding works by passing the soft outputs of one decoding stage to the next stage as soft inputs. Two soft-in/soft-out algorithms will be considered in this paper, both of which are based on maximum a posteriori (MAP) decoding, which minimises the probability of bit error. One algorithm separates out the extrinsic information, while the other does not.
BCJR Decoding
One of the earliest MAP decoding algorithms was proposed by Bahl, Cocke, Jelinek and Raviv 2], and is known as the BCJR algorithm. We will expand upon the application of the BCJR algorithm to SPC codes. Consider the transmission of a binary codeword X = fx 1 ; x 2 ; : : : ; x n g through a memoryless Additive White Gaussian Noise (AWGN) channel. The received word is Y = fy 1 ; y 2 ; : : : ; y n g. The BCJR algorithm computes the a posteriori probabilities (APPs) Prfx i = a i jY g where a i = f0; 1g and Y is the received signal. These probabilities are equal to Prfx i = a i jY g = X =a i i (m 0 ; m); (5) where is the output symbol corresponding to the state transition from m 0 to m. The state transition probability can be written as 
for all output symbols , where p i (mjm 0 ) is the probability that the trellis can transition from state m 0 to state m, and q i ( jm 0 ; m) is the probability that the transition from m 0 to m has output symbol . Note that both of the above probabilities are deterministic and depend only on the trellis of the code. Finally, R(Y i ; ) is the probability that the i th received symbol is equal to . This is the only part of the algorithm that is dependent on the received channel values.
To illustrate the simplicity of the BCJR algorithm for SPC codes recall that the trellis of these codes has only two states. The calculation of the APPs is then extremely simple p i (mjm 0 )q i ( jm 0 ; m) = 1 2 1 i n ? 1:
The only exception is when i = n (or i = 0), in which case the trellis cannot transition to the \1" state (or from the \1" state). However, the values of n (m) are irrelevant because the APPs depend upon i?1 (m 0 ) i (m) where i n. A similar argument can be applied to computing i (m) when i = 0. Since R(Y i ; ) = PrfY i j = a i g, and calculation of this probability is 3 extremely simple for the AWGN channel, the overall complexity is quite low. For transmission over an AWGN channel
where 2 is the noise variance and a i = f0; 1g is mapped to b i = f1; ?1g, respectively (BPSK modulation is assumed throughout this paper).
The BCJR algorithm as described here accepts the conditional channel probabilities PrfY i j = a i g and returns the APPs Prf i = a i jY g, taking into account the structure of the code. Now consider the decoding of a multidimensional SPC product code using the BCJR algorithm. First, the received channel values Y i are converted into the conditional probabilities PrfY i j = a i g. Then the SPC codes are decoded in a single dimension (the choice of dimension is arbitrary), so for this dimension the APPs Prf i = a i jY g for each bit are determined.
These APPs are then passed to the decoder for the next dimension to be used as channel input probabilities. This process is repeated for every SPC code in every dimension (one dimension at a time). Once all the dimensions have been decoded the result is optimal in the sense that the probabilities which have been passed between the decoders are all independent (due to the structure of the code). However, this decoding procedure is normally iterated because this improves performance, with decreasing returns, up to approximately the number of dimensions in the product code.
Log-Map Decoding
In 3], Hagenauer, O er and Papke de ned a version of the optimal MAP algorithm in the loglikelihood domain. They considered as an example the use of this algorithm to decode a simple two-dimensional SPC product code (without checks on checks). This can easily be extended to more than two dimensions. Throughout this paper the log-MAP algorithm will refer to the optimal MAP algorithm in the log domain, not any sub-optimal version of the algorithm.
The a posteriori probabilities for an SPC code, in terms of a log-likelihood, can be written
where the binary bipolar mapping f0; 1g ! f1; ?1g is used, L c = 4= 2 , and 
Although this is an excellent algorithm for decoding product codes without checks on checks 3], the performance, as will be shown in the next section, is quite poor. The reason for this poor performance is the small minimum distance of these codes. A goal of this paper is an e cient algorithm to decode a full (with checks on checks) product code with a log-MAP algorithm. The key point is that the checks on checks must also be allowed some kind of extrinsic information. The most reasonable approach is to simply consider all bits to be equivalent in the SPC code, in the sense that the extrinsic information will be calculated from the log-likelihood of every other bit in the code, such that all bits have both a priori and extrinsic information. The concept of separable MAP ltering 5] is similar, as an independent \re nement factor" is passed between the decoders. However, the passing of extrinsic information is handled di erently here. The algorithm derived here is an extension of Battial's work on replication decoding 4]. Replication decoding is optimal MAP decoding if all the n ? k independent replicas of the code are taken into account. For the case of SPC codes the dual implementation of the replication decoding algorithm is extremely simple. However, some extensions of the de nition are required. As described in 4] the a priori algebraic value does not separate the channel information from the a priori information. For iterative decoding this is undesirable since the extrinsic information from the previous decoding stage is included as a priori information in the current decoding stage.
Battail, Decouvelaere and Goldlewski 4] presented the following expression for the loglikelihood ratio (LLR) of the a posteriori probabilities for the i th symbol, A i , based on the dual code A i = a i + log 
where a i = log(p i0 =p i1 ) is the a priori algebraic value and th e second term of A i is the extrinsic information. For SPC codes, the dual code contains only two codewords, namely all-zeros and 5 all-ones, so the expression can be simpli ed to A i = a i + log 1 + Q n j=1 j6 =i tanh(a j =2) 1 ? Q n j=1 j6 =i tanh(a j =2) :
In the derivation of a i , Battial assumed that the symbols were equally likely. To include the a priori information, the following can be used a i = log Prfx i = 0jy i g Prfx i = 1jy i g ; = log Prfy i jx i = 0g
Prfy i jx i = 1g + log Prfx i = 0g
Prfx i = 1g ; (17) so that A i = log Prfy i jx i = 0g Prfy i jx i = 1g + log Prfx i = 0g
This expression is similar to that in 3], except that the extrinsic information can also be calculated for the parity bit. Iterative decoding of the SPC product code using the log-MAP algorithm is very similar to that with the BCJR algorithm except, as in 3], only the extrinsic information is passed between the decoders for each dimension. The implementation of the log-MAP decoder for the full product code is simpler than that of the BCJR algorithm, yet the performance, as shown in the next section, is considerably better.
2 Soft-In/Soft-Out Performance
Performance with the BCJR Algorithm
This section presents the performance of iteratively decoded multidimensional SPC product codes using the BCJR MAP algorithm. The simulations employed product codes with (8; 7) SPC component codes in each dimension. The code rate and block length for the ve dimensional codes is r = 0:5129 and N = 32768 while the minimum distance of this code is d min = 32. The performance of this family of (8; 7) SPC product codes is shown in Fig. 1 . The capacity of the binary input AWGN channel is attained at 0:17dB for rate 0:5129, so the ve-dimensional SPC product code at a BER of 10 ?5 is only 2:3dB away from capacity. This performance using BCJR decoding is quite good given the very low decoding complexity. The main disadvantage of these codes is the large block size required for the high-dimensional codes.
The results shown in Fig. 1 are after a number of decoding iterations (until performance converges), typically at least up to the number of dimensions of the product code. To illustrate this convergence, Fig. 2 shows the performance of the ve-dimensional (8; 7) SPC product code after each decoding iteration. As expected, iterative decoding improves the performance with each decoding cycle, with decreasing returns, up to about the number of dimensions of the code. This decrease is due to the increasing correlation of the APPs for each bit. Initially the APPs are independent (after one decoding iteration), but with each additional iteration the correlation increases and the performance improvement decreases.
Log-MAP Performance
This section presents the performance of multidimensional SPC product codes using the log-MAP decoding algorithm. First, consider the family of (8,7) SPC product codes without checks on checks. The blocklengths for this family of codes are smaller and the code rates higher than full SPC product codes. The ve dimensional code has code rate and blocklength, r = 0:5833 and N = 28812, respectively. Unfortunately the minimum distance of this code is only 6. The performance of this family of codes is shown in Fig. 3 , and clearly shows an asymptotic error oor due to the poor minimum distance. However, the performance at low SNR is quite good, and is in fact better than that for the same family of codes with checks on checks. This is due to the lower number of minimum distance codewords and the higher code rate without checks on checks.
The performance of the family of (8; 7) SPC product codes with checks on checks and using the log-MAP decoding algorithm is given in Fig. 4 . In this case, only the extrinsic information is passed between decoders. For comparison, the BCJR algorithm results are also shown in Fig. 4 . Clearly passing only the extrinsic information between the decoders for each dimension improves performance. Furthermore, the implementation of the log-MAP decoder is simpler.
In general, the performance improves with the number of dimensions, as seen with the family of (8; 7) SPC codes, but increasing the size of the component codes also improves performance. Fig. 5 presents the performance of a four-dimensional (20; 19) SPC code (code rate r = 0:8145) after 18 decoding iterations. The capacity of the binary input AWGN channel for this code rate is 2:15dB, therefore this code is only 0:87dB away from capacity at a BER of 10 ?5 . This is remarkable for such a simple (although large) code.
Performance Bounds and Approximations
Consider the union bound on the probability of bit error for a binary linear code over the AWGN channel
where M is the number of codewords of length N, d i0 is the Hamming distance from the i th codeword to the all-zero codeword and A i is the number of codewords of weight i. Note that it is assumed (without loss of generality) that the all-zero codeword has been transmitted. 
A comparison of this bound with the simulation results for the family of (8; 7) product codes is given in Fig. 6 . This con rms that the bound is tight for small codes at high SNR. The reason for the deviation at low SNR is the greater contribution from other low weight codewords. The asymptotic convergence indicates that the error oor which a ects turbo codes is not a factor with high-dimensional SPC product codes because of the large minimum distance.
Another point to be noted is that the performance bound at high SNR is based on ML decoding of the complete product code. Since iterative log-MAP decoding of the entire code is sub-optimal, it is interesting that the performance still converges towards the asymptotic bound.
An approximation can also be obtained for the performance of multidimensional SPC product codes without checks on checks. The code parameters are given in (4, and 
so the asymptotic bound on performance is
A comparison between this bound and the simulation results is given in Fig. 7 . In this case, there is a distinct di erence between the asymptotic bounds and the simulation results. Furthermore, the slope of the simulation results is slightly greater than that of the asymptotic bound.
The reason for this di erence lies in the assumptions made when calculating the bound. In particular, the sub-optimal decoding algorithm can often decode beyond the minimum distance of the code.
3 Randomly Interleaved SPC Product Codes
In this section, the traditional concept of SPC product codes is extended by interleaving the data block between the encoding of each dimension. The reason for this interleaving is simple, if a random interleaver is used, the code becomes more random-like. This will, with a high probability, reduce the number of codewords at minimum distance, but it may also reduce the minimum distance if a poor interleaver is chosen. Encoding these interleaved codes is relatively simple. Every data bit is encoded in a single dimension, creating (n?1) d?1 parity bits on a single face of the data hypercube. The data is then randomly shu ed and all the previously encoded bits are encoded in the second dimension (also generating checks on checks). This random shu ing of the data and encoding is continued for all remaining dimensions, typically a di erent random interleaver is used between the encoding of each dimension. It is also possible to include the previously calculated parity bits in the random interleaving, and the next section will analyse the weight distribution for both these cases.
The key problem in decoding these interleaved codes is that the traditional method of decoding all bits in every dimension is no longer applicable. Instead what must be done is an \unravelling", which is essentially the opposite of the encoding process. The last dimension to be encoded is the rst to be decoded, all bits are part of a codeword and therefore all bits can be fully decoded. The next step is to deinterleave the data and decode only those bits which were encoded in the second to last dimension. This means that the parity bits added when the nal dimension was encoded cannot be used because the bits added by encoding the nal dimension are not part of codewords in the previous (interleaved) dimensions. The decoding process is repeated down to the rst dimension of encoded bits, and then the extrinsic information on the data bits (after appropriate interleaving) is passed back to the outermost code for the next decoding iteration. Note that although this decoding algorithm uses less information about the parity check equations than the full product code algorithm, the random interleaving signi cantly improves the performance of the code, as will be shown.
Random Interleaving Analysis
The aim of this section is to nd the expected number of low weight codewords of these randomly interleaved (RI) SPC product codes. It should be noted that the performance cannot be improved in the two dimensional case, however we will show that in three or more dimensions the RI SPC product codes have fewer low weight codewords (compared to normal SPC product codes).
We begin by investigating the partial weight distribution, E ij , which is the number of partial codewords with input weight i and parity weight j. A partial codeword is formed by encoding the product code in only one dimension. Assume, without loss of generality, that the rows will be encoded, so that the problem is to encode of S = (n ? 1) d?1 single parity check equations subject to the input data matrix. Let the number of ones in the j th row be given by a j . The input weight, i, is given by S X j=1 a j = i;
with 0 a j n ? 1 8j:
(26) Our aim is to nd all sets A = a 1 ; a 2 ; : : : ; a S ] which satisfy these constraints. These are the input patterns to the encoding of a single dimension. This approach allows the output weights to easily be enumerated, the parity weight is simply the number of rows which contain an odd number of ones.
There are (n ? 1) S combinations of the a j 's, which represents all possible input classes.
Enumeration of these sets is required to nd the partial weight distribution. The combinatorial properties of these sets can be used to develop an e cient algorithm to do this. Since the input weight is simply the sum of the a j s, and the output weight is the number of odd weight rows, the sets are invariant under permutation with respect to the input and output weights. Also unchanged by permutation is the number of input patterns corresponding to each set. Therefore we only need to nd a representative for every permutation group. The following algorithm will generate a set of lexicographically least representatives.
Step 1: Initialisation. Let the vector A = f0; 0; : : : ; 0g where A has length S.
Step 2: Increment. Find the right-most element in A which can be incremented, and increase it by one. Then set all elements to the right of this element to the same value. An element can be incremented if it is less than n ? 1.
Step 3: Iteration. Repeat step 2 until the operation is no longer possible. The set of representatives is then complete.
Proof First, by construction, it is obvious that the representatives are unique (i.e. one cannot be a permutation of another). However it must also be shown that there exist no other representatives. The proof is by contradiction. Consider a representative not generated by this algorithm. Because it can be any element from the permutation group, it can permuted such that it is is lexicographic order. However, this element has already been generated by the algorithm because all possible lexicographically least elements have been generated. Hence the algorithm produces a complete set of representatives. QED. For example, consider a two dimensional code with n = 4 and S = 3. The algorithm will produce a set of representatives for the vectors A = (a 1 ; a 2 ; a 3 ), where a j 's corresponds to the number of ones in each row, 0 a j 3. The resulting representatives are (0; 0; 0) (0; 0; 1) (0; 0; 2) (0; 0; 3) (0; 1; 1) (0; 1; 2) (0; 1; 3) (0; 2; 2) (0; 2; 3) (0; 3; 3) (1; 1; 1) (1; 1; 2) (1; 1; 3) (1; 2; 2) (1; 2; 3) (1; 3; 3) (2; 2; 2) (2; 2; 3) (2; 3; 3) (3; 3; 3)
Now it remains to determine the number of elements in each permutation group. This is a case of ordered partitions 10] in which rows with the same numbers of ones are indistinguishable. 28) and k i is the number of elements which are the same and S, the total number of elements, is given by
For example consider the two dimensional code with n = 4 and i = 6. The representatives are (0; 3; 3), (1; 2; 3) and (2; 2; 2) with output weights, 2,2 and 0, respectively. The group containing (1; 2; 3) has six elements since C(3; 1; 1; 1) = 6, that containing (2; 2; 2) has one element, and that for (3; 3; 0) has C(3; 2; 1) = 3 elements. Once the groups have been enumerated, the number of input patterns, and hence partial codewords, corresponding to each must be calculated. Since each row contains n ? 1 data bits, 
This must be multiplied by the number of elements in the group, C(S; k 1 ; : : : ; k n ), in order to nd the number of partial codewords corresponding to the given output weight, which gives E ij = X k2 W k C(S; k 1 ; : : : ; k n );
where is the set of representatives with output weight j.
To continue the example, the group (2; 2; 2) has one element, but involves ? 3 0 = 1 ways of placing the ones, thus there are 1:3 = 3 more partial codewords with weight two outputs. Therefore for 1 = 6 E i0 = 27 and E i2 = 57:
The sum over the E ij for all j gives the total number of codewords of weight i, ? (n?1) d i , which is ? 9 6 = 84 for this example. The next step in the analysis involves increasing the output weight as more dimensions are encoded. This relies upon the fact that the data bits are randomly shu ed before each dimension is encoded. Because the input patterns can be assumed to be uniformly distributed, for a given input weight i, the probability that the output has weight j is given by
This will always be the case whenever a new dimension (with random interleaving) is encoded. If the checks on checks are not transmitted, the expected number of codewords for a given output weight can be determined by by a kind of normalised convolution of the weight distribution E ij with itself. Speci cally, after encoding another dimension the updated partial distribution is given by E 0 ij = X j=a+b E ia P ib :
This process can be iterated for the required number of dimensions by letting E ij = E 0 ij . For the example, if the second dimension of the two dimensional code with n = 4 and input weight i = 6 is encoded, the weight enumerator (without checks on checks) is E 0 i0 = 27 (27=84) = 8:68 E 0 i2 = 27 (57=84) + 57 (27=84) = 36:64 E 0 i4 = 57 (57=84) = 38:68 Now consider the weight distribution when checks on checks are transmitted. There are two simple cases. In the rst case, the parity bits which have been generated by encoding the previous dimension are interleaved with the data before encoding the present dimension. In the second case, only the data is interleaved before the next encoding. The rst case is much easier to analyse because the random interleaving will uniformly distribute the ones in both the data and previous parity bits. Encoding the subsequent dimension is equivalent to encoding an SPC product code with the input weight equal to the output weight of the previous dimension. However, the product code to be encoded is no longer square, for example if the second dimension of a three dimensional RI SPC is encoded, it is equivalent to encoding a (n ? 1) (n ? 1) n SPC product code in a single dimension. This has the e ect of changing S = (n ? 1) (n ? 1) to S = (n ? 1) n. The weight distribution is updated by E 0 ij = X a E ia P i+a;j?a ; (35) where P ij corresponds to the probability of nding a partial codeword with input weight i and parity weight j for the larger SPC product to be encoded. For example, if the n = 4 two dimensional code is encoded in the second dimension (with the parity bits included in the random interleaving), then for i = 6 E 0 i0 = E i;0 P i;0 = 3:16 E 0 i2 = E i;0 P i;2 + E i2 P i+2;0 = 30:02 E 0 i4 = E i;0 P i;4 + E i2 P i+2;2 = 44:61: E 0 i6 = E i;2 P i+2;4 = 6:21
Note that the P ij were computed with S = 4 rows and n ? 1 = 3 as the maximum number of ones in any row. Furthermore, the number of data bits, and hence the maximum input weight to this larger code, is n (n ? 1) = 12.
The case where only the data bits are interleaved can be analysed in a similar way. However the checks on checks need to be considered separately. For example, the weight enumerator for a three dimensional code with checks on checks and no interleaving of the parity bits can be written as A ij = X j=a+b+c+d+e+f+g E ia P ib P ic P 0 ad P 0 ae P 0 bf P 00 dg :
The input-output weight enumerator function (IOWEF) is A ij , and represents the expected number of codewords with input weight i and parity check weight j. E ia , P ib and P ic are the number of parity bits and the appropriate probabilities for each of the three checks on the data bits (with S = (n?1) 2 ). The probabilities P 0 ad , P 0 a;e and P 0 b;f correspond to the checks on checks introduced in the encoding of the second and third dimensions, respectively (with S = (n?1)). P 00 df corresponds to the checks on the checks on checks encoded in the third dimension (with S = 1).
This analysis shows that the expected weight distribution for a three-dimensional code with n = 8 and random interleaving (where the checks are also interleaved) is 
This clearly shows that the number of low weight codewords is reduced, but at the cost of perhaps reducing the minimum distance. However when more dimensions are used there are signi cantly fewer low weight codewords and the minimum distance is not likely to be much lower than without interleaving. For example, the four dimensional code with n = 8 (randomly interleaving the parity checks as well as the data), has only 10398 codewords up to and including weight 16. The corresponding normal SPC product code has 614656 codewords of weight 16. The rst signi cant codeword weight of the average randomly interleaved four dimensional code is at weight eight with 20:8 codewords. The results given in the next section show a clear improvement in performance at low SNR due to this reduction in the number of low weight codewords. However, the analysis does predict an`error oor' at high SNR (results for a four-dimensional n = 8 code with only the data bits interleaved has an error oor near BER = 10 ?6 ).
Random Interleaving Performance
This section presents the performance of randomly interleaved SPC product codes. Fig. 8 presents a comparison using the (8; 7) family of codes and Log-MAP decoding. One set of curves represents random interleaving between dimensions, while the other does not. note that the random interleaving is only on the data bits. Note that the two-dimensional performance with random interleaving is slightly worse. This occurs because the random interleaver used creates low weight codewords (in fact for two dimensions, random interleaving cannot improve performance). The three-dimensional performance is slightly better, but the four-dimensional performance shows considerable improvement. The ve-dimensional performance with random interleaving is better but not markedly so, yet with E b =N O = 1:5dB the code achieves a bit error rate of 10 ?5 . This is only 1:3dB away from capacity for a rate 0:5128 code. Given the simplicity of decoding, the performance is quite exceptional. The improvement in performance, at no extra cost in terms of code rate or blocklength, is due to the reduction in the number of low weight codewords. Note that no attempt was made to optimize the interleavers, only randomly generated interleavers were used. It should be possible to improve the error oor through better interleaver design.
The performance of a four-dimensional (20; 19) SPC product code with random interleaving is shown in Fig. 9 . A BER of 10 ?5 is achieved at E b =N O = 2:78dB, which is only 0:63dB from capacity on the binary input AWGN channel. Compared to E b =N O = 3:02dB for a BER of 10 ?5 with the full SPC product code, this is a signi cant improvement just by adding interleaving. The performance of both the (8; 7) and (10; 9) families of randomly interleaved (RI) SPC product codes are shown for dimensions d = 2 to 5, inclusive. The performance of the four and ve-dimensional codes is quite exceptional. Interestingly the four-dimensional (10; 9) RI SPC product code performs almost as well as the ve-dimensional (8; 7) SPC product code at almost the same code rate (however the minimum distance of the ve-dimensional code is much better, hence it will perform better, in comparison, at some lower BER). 4 Conclusions SPC product codes are very simple, low complexity codes which have remarkably good performance. It was shown here that the performance of SPC product codes can be improved by separating the extrinsic information from the a posteriori probabilities. Furthermore, transmitting the checks on checks is essential to obtaining a high minimum distance and hence good asymptotic performance as the number of dimensions increases. Performance can also be improved by using larger component codes. Of course increasing the number of dimensions and/or the length of the component codes increases the blocklength of the product code and also changes the code rate.
Randomly interleaved SPC product codes were introduced, and were shown to perform better than non-interleaved codes for three or more dimensions. The analysis presented indicates that random interleaving reduces the number of low-weight codewords but may also also reduce the minimum distance. Although these codes cannot be fully decoded like a non-interleaved or regular SPC product code, this does not signi cantly degrade performance, and decoding is still quite simple.
Finally, it should be noted that these codes have a decoding complexity which is much lower than virtually any other code structure. 
