Substring matching is fundamental to data mining methods for sequential data. It involves checking the existence of a short subsequence within a longer sequence, ensuring no gaps within a match. Whilst a large amount of existing work has focused on substring matching and mining techniques for certain sequences, there are only a few results for uncertain sequences. Uncertain sequences provide powerful representations for modelling sequence behavioural characteristics in emerging domains, such as bioinformatics, sensor streams and trajectory analysis. In this paper, we focus on the core problem of computing substring matching probability in uncertain sequences and propose an efficient dynamic programming algorithm for this task. We demonstrate our approach is both competitive theoretically, as well as effective and scalable experimentally. Our results contribute towards a foundation for adapting classic sequence mining methods to deal with uncertain data.
Introduction
Substring matching is a fundamental problem in pattern mining and plays a key role in many important data mining tasks for sequential pattern mining [4, 20, 26, 5, 19] and top-k querying [25, 14, 13] . A substring corresponds to a subsequence of a longer sequence without gaps between adjacent items in the match (e.g. AB is a substring of ACDAB, but DB is not a substring of ACDAB).
Substring matching is a core operation useful in a range of applications. For example, i) searching for a short substring within a very long sequence, such as a word within a document, or ii) checking the frequency of a substring in a database of sequences, as a prelude to enumerating frequent subsequences, or for ranking the sequences in a top-k best fashion. Applications areas that rely on substring matching include bioinformatics (DNA and protein search), knowledge discovery for moving object database trajectories, web log analysis and text mining.
Whilst a large amount of existing work has focused on substring matching and mining techniques for certain sequences (i.e. where there is no ambiguity about the elements in each sequence), the landscape of results for
̂ [2] ̂ [3] ̂ [4] ̂ [5] ̂ [6] ̂ [7] ̂ [8] ̂ [9] ̂ uncertain sequences has been less explored. Uncertain sequences arise naturally in applications where i) the data measurements are imprecise, incomplete or unreliable, such as streams of sensor measurements, RFID measurements and trajectory measurements, or ii) flexible descriptions of sequence properties are required, such as binding profiles of proteins in DNA sequences, or iii) observations are private and thus sequences of observations may have artificial noise or uncertainty deliberately introduced. Constructing representations of and mining techniques for uncertain data has recently attracted much interest [10, 13] (see [2] for a survey). However, with a few exceptions, much of this work has focused on uncertainty for vector/itemset data, rather than on uncertainty for sequence data.
In this paper, we tackle the problem of substring matching for uncertain sequences. Our main contribution is the development of an efficient algorithm to compute the following substring matching query: Given a certain sequence q and an uncertain sequenceŝ, what is the probability that q is a substring ofŝ ? Figure 1 shows an example of an uncertain sequenceŝ using alphabet {A,C, G, T }. A sequence is called uncertain if the occurrence of a character (from a given alphabet) at each position of that sequence is probabilistic. An example query is what is the probability that the (certain) sequence A A AG G GC C CT T TC C CT T T is a substring ofŝ s s ? In other words, what is the probability that AGCTCT occurs in s with no gaps between any two adjacent characters of the uncertain sequence? (In Section 2 we will provide a formal description of uncertainty and the substring matching task).
The outcome of the substring matching query can be used as a core component within other data mining tasks, which we will describe in this paper: (1) computing the frequentness probability for a substring, (2) mining probabilistic frequent substring patterns, and (3) computing the similarity between two uncertain sequences.
Challenges and Contributions
Matching a (certain) substring query pattern in an uncertain sequence is a challenging problem for several reasons. (1) As the length of an uncertain sequence increases, the number of possible worlds grows exponentially. This makes a naive technique that exhaustively enumerates all possible worlds infeasible. (2) Substring matching requires that no gaps are allowed within the match. This imposes a constraint on how the matching may be performed and in the case of an uncertain sequence, effectively rules out the use of techniques which can scan through a sequence in a markov or memoryless fashion. Our experience is that developing an algorithm for substring matching for uncertain sequences is considerably more complex than subsequence matching for uncertain sequences (where unlimited gaps are allowed). (3) The development of an algorithm requires partitioning the problem into a series of independent, smaller problems. Care is needed to avoid double counting possible worlds across these smaller problems.
In this paper, we address these challenges. In particular, we make the following contributions:
• We develop a dynamic programming approach to calculate the substring matching probability which has linear time (assuming a constant query size) complexity. This is the first such linear time result we are aware of for matching strings in uncertain sequences with an arbitrary alphabet .
• We illustrate applications of substring matching for three important scenarios: (1) computing the frequentness probability for a substring in uncertain sequence databases. (2) mining probabilistic frequent substrings from uncertain sequence databases. (3) computing the similarity between two uncertain sequences.
Related Work
The problem of classical sequential pattern mining has been an area of extensive research in the context of certain databases [4, 20, 26, 5, 19] . The general task of sequence similarity calculation was introduced in [3] and also studied in [17, 11] . In the context of uncertain databases, the problem of uncertain frequent itemset mining in probabilistic databases was earlier studied under the expected support measure in [1, 10, 9, 8] . However, work in [27, 6, 21] found that the use of expected support may lead to the loss of important patterns. Thus, the use of a probabilistic frequentness measure has recently become more popular, based on possible world semantics. The characteristics of a pattern are assessed by its confidence. For example, a pattern is called frequent in [6, 16] if its probabilistic measurement exceeds a confidence threshold τ. We will use possible world semantics to calculate the substring matching probability (c.f. Section 2). A recent survey comparing expected support and frequentness probability is given in [22] .
For the problem of uncertain sequential patterns, there is less work in the literature [18, 28, 16, 23] . In [18] , the authors measure the frequentness of a pattern in uncertain event databases based on the expectation measurement, but this may sometimes lead to the loss of interesting patterns [6, 21] . Work by Zhao et al. [28] addressed uncertain sequence mining under two different models of uncertainty, sequence level uncertainty and element level uncertainty. Their study is complementary, yet distinct from our work in this paper, since they focus on the case where unlimited gaps are permitted when matching a query subsequence against a longer sequence. Likewise, work by Wan et al. [23] examines the mining of frequent serial episodes within an uncertain sequence. Here again, the problem studied allows unlimited gaps in the matching, whereas our work enforces a constraint that disallows gaps. In a more recent study by Li et al. [16] , the probabilistic spatial-temporal pattern with gap constraints was introduced. Gaps are allowed in a spatio-temporal pattern provided they satisfy a maximum gap constraint. The problem studied corresponds to a specialised type of matching using an alphabet with only a single character that may either occur or not occur (in contrast to this paper where an alphabet of unlimited size is permitted, allowing more rich applications to be modelled). A study in [12] examined the approximation between two uncertain strings based on their edit distance (insertions, deletions or substitutions), which is very different from our problem definition. An approach used in [24] is only able to output the approximate result of the substring matching probability. In comparison, we propose an efficient exact algorithm in this paper.
Preliminaries and Problem Definition
Let s = {s [1] , s [2] , ..., s[n]} be a sequence that contains n characters chosen from a finite alphabet Λ. Let q = {q [1] , q [2] , ..., q[m]} be a sequence that contains m (m ≤ n) characters chosen from the same alphabet Λ. We begin by first defining substring containment, which essentially corresponds to matching a query subsequence in a longer sequence, without allowing any gaps in the matching. 
We use the notation q s to denote that q is a substring of s. EXAMPLE 1. q = AC is a substring of s = GACT . q = AT is not a substring of s = GACT . q = ACT is a substring of GACT GACT .
Observe that the index k in Definition 2.1 may not be unique and the substring q may in fact match in the sequence s in several places. The key point is that there needs to exist at least one match for q, in order for it to qualify as a substring.
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to denote the probability (confidence) that we observe σ atŝ[ j], whereŝ is an uncertain sequence defined as follows:
Based on possible world semantics, an uncertain sequenceŝ can be instantiated into a possible world w as a deterministic sequence by choosing the character σ from Λ for each position j ofŝ according to P(ŝ[ j] = σ ). Given an uncertain sequenceŝ with a size of n and a finite alphabet Λ, the number of possible worlds ofŝ increases exponentially with n. i.e. |Λ| n in the worst case. Figure 2 shows all 16 non-zero possible worlds derived fromŝ, where n = 4. The probability of a possible world w is denoted as P(w) and ∑ P(w) = 1. Assuming independence of characters at each position, the probability of w is:
where s(w) is the instantiated sequence in possible world w.
Note that we are using a simple model of uncertainty here, where the probabilities of characters at each position of the sequence are independent. If more complex dependencies are used to represent uncertainty, our techniques can be extended. However, we focus on the basic model in this paper. We use the following notation for our core substring matching problem. DEFINITION 2.3. The probability that q is a substring of an uncertain sequenceŝ is called the substring matching probability and it is denoted as P(q ŝ).
At the beginning of Section 3 we will describe how this matching probability has an interpretation using the possible worlds model. DEFINITION 2.4. Problem definition: Given a query substring q and an uncertain sequenceŝ, our main task is to calculate the substring matching probability P(q ŝ).
Based on the solution of our problem definition, we are able to develop efficient approaches for a number of applications which will be discussed in Section 4.
Calculating Substring Matching Probabilities
A simple way to compute the substring matching probability is to enumerate all possible worlds ofŝ and sum up the probabilities of possible worlds where q s(w), where s(w) is the instantiated sequence in possible world w.
In Figure 2 , given query substring q = AC,
Since the number of possible worlds increases exponentially with n, a naive approach is very time costly, as confirmed by our experiments in Section 5.1.
To speed up the calculation, an approximation approach has been proposed in the literature [24] . Equation 3.3 gives an approximate result of the substring matching probability. Figure 2 , given query substring q = AC,
As we can see in the above example, the substring matching probability is overestimated where P(W 1 ) is counted twice. In addition, the overestimated probability can exceed 1.0. For example, if we changeŝ [1] and make it P(ŝ[1] = A) = 1.0 in the above example. The overestimated probability will be P(AC ŝ) = 1.02. For this reason, the approximate method only gives a score, rather than a true probability. Our experiments in Section 5.2 confirm that this approximation approach yields different results compared to our method, which is able to compute the true probability.
A Dynamic Programming Approach
To avoid the exhaustive enumeration of possible worlds, we propose a dynamic programming approach to efficiently calculate the exact substring matching probability. Table 1 summarizes the main notations used in our paper. Substring to be matched (query substring) overŝ, where |q| = m and m ≤ n.
The ith character of q and the jth character ofŝ.
, where σ ∈ Λ (the alphabet).
P(q ŝ) Probability that q is a substring ofŝ.
P q(i), j Probability that q(i) is a substring ofŝ( j). P(q ŝ) = P q(m),n . DEFINITION 3.2. P q(i), j is defined as the probability that q(i) is a substring of uncertain sequenceŝ( j). Thus, we have
The main idea of our dynamic programming approach is to split the problem of computing P q(i), j inŝ( j) into subproblems of computing the substring matching probabilities inŝ( j − 1). We have four different scenarios that need to be considered: (1) Forward matching: we continue to match q(i − 1) overŝ( j − 1), else (2) Backward matching: we move backward and match q(k) overŝ( j − 1), where k ∈ (i, m), else (3) Tail matching: we move to the last character of q and match q(m − 1) overŝ( j − 1), else (4) Reset: we reset the current matching position of q and restart matching q(m) overŝ( j − 1). Forward matching: In the step of matching q(i) overŝ( j),
, then we need to match q(i − 1) overŝ( j − 1). EXAMPLE 5. Given q = AGCT ,ŝ and |ŝ| = n = 6. Ifŝ [6] = q [4] , then we need to match AGC overŝ(5) after using the forward matching. = T , then we use tail matching in this step and we need to match AGC overŝ(4) in next step.
, an "ambiguity" will occur. In this case, there are two different interpretations for the step ofŝ ( j − 1): (1) it can be seen as the result of the forward matching of q(i) overŝ( j); (2) it also can be seen as the result of tail matching of q(m) overŝ( j). EXAMPLE 7. Given q = ACTC,ŝ and |ŝ| = n = 6. Suppose that we have matched C and T in the step ofŝ (6) andŝ (5), in the step of matching q(2) = AC overŝ(4), ifŝ [4] 
there are two interpretations for the step ofŝ(3): (1) it can be seen as the result of forward matching of AC overŝ(4), thus the current step is to match A overŝ (3) . (2) it also can be seen as the result of tail matching ACTC over s(4), thus the current step is to match ACT overŝ(3).
To be matched
As we can see, if we just consider one of the interpretations, the probability will be underestimated. In the above example, if we only consider to match AC overŝ(4), the casê s = ACTCTC will not be covered. In fact, this is a key reason why our problem is significantly more complicated than matching in the single-character alphabet case. In our approach, we solve this problem as follows: (1) in the step of matching q(i) overŝ( j), a forward matching is performed; (2) in the next step where matching q(i − 1) overŝ( j − 1), a backward matching is performed to match q(m − 1) over s( j − 1). The reason for performing a backward matching in s( j − 1) is to cover the case of the tail matching inŝ( j). However, if q[m − 1] = q[i − 1], a new "ambiguity" will occur, then backward matching will be postponed to the next step until the entrance condition is satisfied (c.f. Equation 3.6). The general case for backward matching is to match q(k) overŝ( j − 1), where k ∈ (i, m). We call k the backward index. The algorithm that determines k will be discussed shortly. Reset: The matching will be reset if all the conditions for the above three scenarios are false. Then, we match q(m) over s( j − 1). EXAMPLE 9. Continuing from Example 5, in the step of matching AGC overŝ(5), ifŝ [5] = A, then we restart matching and match AGCT overŝ(4).
Overview: Our dynamic programming approach consists of two parts. The first part performs a top-down scan on q (from q[m] to q [1] ) for computing the backward indices of q. The second part computes the substring matching probability using a bottom-up dynamic programming scheme. 
Dynamic programming scheme
After the backward indices of input q have been computed, together with the discussion above, we can now calculate the substring matching probability using our dynamic programming scheme. Equation 3.4 is the entry of our approach, where i = m and j = n. The two input parameters for the substring matching overŝ are the query substring q and the backward index array bw. 
where, Figure 3 (b) shows an example of how to use our dynamic programming approach to match q = AGCTCT over s(n), where m = 6 and n = 10. For clarity, q(i) is explicitly shown at each iteration. The characters of q that have been "consumed" are underlined. For example, P AGCTCT ,5 represents P q(4),5 . Theoretically, the equations can be used as a top-down approach. However, this approach leads to repeated calculations of internal results. For example, in Figure 3 , P AGCTCT ,5 is used by both P AGCTCT , 6 and P AGCTCT , 6 . Instead, as a dynamic programming method, we use a bottom-up approach. As shown in Figure 3 (b) , we compute the matching probability column by column from j = 1 to j = n. For each column j, the rows we need to compute in a bottomup manner are between [i min ( j), i max ( j)], where i min ( j) = max(m − (n − j), 1) and i max ( j) = min( j, m). For example, for column j = 5, i min ( j = 5) = 1 and i max ( j = 5) = 5. At PAGCTCT, 10 PAGCTCT, 9 PAGCTCT, 8 PAGCTCT, 7 PAGCTCT, 6 PAGCTCT, 9 PAGCTCT, 8 PAGCTCT, 7 PAGCTCT, 6 PAGCTCT, 5 PAGCTCT, 8 PAGCTCT, 7 PAGCTCT, 6 PAGCTCT, 5 PAGCTCT, 4 PAGCTCT, 7 PAGCTCT, 6 PAGCTCT, 5 PAGCTCT, 4 PAGCTCT, 3 PAGCTCT, 6 PAGCTCT, 5 PAGCTCT, 4 PAGCTCT, 3 PAGCTCT, 2 PAGCTCT, 5 PAGCTCT, 4 PAGCTCT, 3 PAGCTCT, 2 (a) (b) Figure 3 : Details of how to calculate P q(6),10 (q = AGCTCT ) using our dynamic programming approach: (a) A top-down scan on q to compute the backward index array bw. (b) A bottom-up dynamic programming scheme to compute P q(6), 10 .
each iteration, we store internal results for further calculations until we reach the upper-leftmost node. The width for each row is n − m + 1 with m rows in total. Thus the number of computed nodes is −m 2 + n · m + m. It is a quadratic function and reaches its peak for m = n/2. We now state a key theorem for the computational complexity of our method to compute the substring matching probability. THEOREM 1. Both the time complexity and space complexity for calculating P(q ŝ) = P q(m),n are O(n).
Proof. To compute the backward index array of q, we need to perform one scan on q and store the indices in bw (|bw| = m). For the dynamic programming scheme, the nodes we need to compute and store are parallelogram in shape with width = n − m + 1 and height = m. Thus, it requires O(m + (n − m + 1) · m) = O(m · n − m 2 + 2 · m) = O(m · n) time and space. Since m is assumed to be small and thus can be bounded by a constant c, the overall complexity is O(n) (a similar analysis was given in [6] ).
The Example that shows how to use our approach to calculate P(q ŝ) = P q(6),10 overŝ from Figure 1 , where q = AGCTCT , can be found in [15] .
Comment: Note that the internal results P q(i), j (where i < m) computed by our algorithm are used for computing P q(m), j only. That is, given q = {q [1] , ..., q[m]} and q = {q [1] , ..., q[m ]}, where m > m , P q(m ), j = P q (m ), j . This is due to the consecutiveness (no gap) constraint of substrings.
Applications and Extensions
In this section, we will sketch a number of applications and extensions that leverage our solution for computing the substring matching probability.
Computing the Frequentness Probabilities of Substrings
Given a collection of uncertain sequences S DB = {ŝ 1 ,ŝ 2 , ...,ŝ |S DB | }, we may call S DB an uncertain sequence database. In the context of deterministic databases, given a minimum support threshold minSupp, a string q is called a frequent substring if support(q) ≥ minSupp. Similarly, in uncertain sequence databases, a substring is called probabilistic frequent if P ≥minSupp (q) ≥ τ, where P ≥minSupp (q) denotes the probability that q is a substring of at least minSupp uncertain sequences in S DB (called the frequentness probability of q) , and τ is the probabilistic threshold. In order to check whether q is probabilistic frequent, we need to compute P ≥minSupp (q).
The important step of this task is to compute {P(q ŝ 1 ), P(q ŝ 2 ), ..., P(q ŝ |S DB | )}, which can be obtained by our techniques proposed in Section 3.1. After that, this task can be seen as an analogue of uncertain frequent itemset mining [6] or uncertain timestamp sequence mining [16] (where we set gap = in f ). The formula is as follows: (4.10)
where P ≥i, j (q) is the probability that q have a support of at least i in the first j uncertain sequences. The entry case is i = minSupp and j = |S DB |. As we can see, computing P(q ŝ j ) is an essential part of this task.
Mining Probabilistic Frequent Substring Patterns
Once we know how to decide whether a substring is probabilistic frequent P ≥minSupp (q) ≥ τ, a further step can be employed that uses an enumeration framework for mining all the probabilistic frequent substrings from S DB . We leave the merits of different frameworks as an open question. Fortunately, as shown in [6] , the support anti-monotonicity (Apriori rule) still holds for uncertain data. That is, if q is not probabilistic frequent then any proper superset of q can not be probabilistic frequent. Thus, standard pattern enumeration frameworks can be used to output all probabilistic frequent substring patterns, such as Apriori enumeration, or set enumeration trees.
Computing the Similarity between Two Uncertain
Sequences Computing the similarity between two DNA sequences or protein sequences is a common task in biological research and can be used for similarity and clustering. In some contexts, the two sequences may be uncertain -such as the case when the sequences correspond to motifs represented by a position-frequency matrix, describing binding probabilities of a protein. A popular approach for similarity is to use k-mer spectrum comparison [24] . A k-mer is a short substring of length k and a biological sequence can be translated into a vector, whose features correspond to k-mers and whose feature values correspond to the probability of the k-mers occurring in the sequence.
Given an alphabet Λ and k and uncertain sequencesŝ 1 andŝ 2 , we calculate P(q ŝ 1 ) and P(q ŝ 2 ), where q ∈ |Λ| k . The results will be two vectors describing the probability distributions of k-mers within each sequence. Standard vector similarity measures, such as cosine similarity, can then be used to calculate the similarity of these vectors.
Matching Subsequences without Consecutiveness
Constraint According to Definition 2.1, the characters of q in s are required to be all consecutive (no gaps). However, one might wish to relax this constraint for some applications. DEFINITION 4.1. q is called a subsequence of s iff q can be derived from s by deleting finite characters without changing the order of the remaining characters.
For example, q = GC is a subsequence of s = GACT but not a substring of s. In the context of uncertain data, the subsequence matching is a task to compute the probability that q is a subsequence ofŝ which is denoted as P(q ⊆ŝ).
Without the consecutiveness constraint, the computation of subsequence matching probability becomes more straightforward. Using similar notations to Section 3.1, we can calculate P(q ⊆ŝ) = P q(m),n as follows. In the step of matching
, because we do not have a consecutiveness constraint in a subsequence, we now can rematch partial of q (i.e. q(i) where i < m) anytime. That is, we can match q(i) overŝ( j − 1). This technique has also been used in previous work on probabilistic top-k queries [25] . The subsequence matching probability is computed by:
Where P(q ⊆ŝ) = P q(m),n is the entry case. EXAMPLE 10. Given q = AGCT ,ŝ and |ŝ| = n = 6. After we match q [4] = T and q [3] = C inŝ(6) andŝ(5). If q [2] =ŝ [4] , we can rematch q(2) = AG overŝ(3), which is not allowed in the substring matching due to the consecutiveness constraint. Probability ratio: "P DP" denotes the exact probability calculated by our dynamic programming approach; "P Approx" denotes the approximate probability calculated by Equation 3.3. (d) Effect of m on elapsed time.
Experiments
We first consider large synthetic datasets to test the efficiency of our dynamic programming approach for the substring matching probability. Then, we use real-world uncertain DNA data to further explore the behaviour of our algorithm. All experiments were performed on an Intel Core i7 3.4GHz machine with 32GB main memory.
Evaluation on Synthetic Data
We use synthetic uncertain sequences to test the efficiency of our dynamic programming approach. Our experiments measure the (average) time needed to compute the substring matching probability, across different choices of q andŝ. The size of the uncertain sequenceŝ varies from n = 10 to n = 10 7 and Λ = {A,C, G, T }. The probability P(ŝ (a) Probability ratios for 2-mers (b) Probability ratios for 3-mers Figure 5 : Evaluation on a real-world uncertain DNA database. The probability ratios of queries are sorted in the ascending order. Figure 4 (a) compares the elapsed time of our dynamic programming approach against the naive method. The elapsed time of the naive method increases exponentially when the size of the uncertain sequence increases. The elapsed time of the naive method is out of the figure's maximum scale when |ŝ| = n = 20. In fact, the total number of possible worlds has already reached 4 20 by that point. Thus the naive method is not practical. The scalability of our proposed dynamic approach is illustrated in Figure 4 (b). The performance of our proposed approach is highly promising: as n increases, the running time grows in a linear trend as in line with our time complexity theorem (c.f. Theorem 1). Figure 4 (c) shows the ratio between the exact probability ("P DP") calculated by our dynamic programming approach and the approximate probability ("P Approx"), which is a likelihood score, calculated by Equation 3.3, using the same group of synthetic data above. As we can see, the difference between the true probability and the approximate probability becomes more significant as n increases. The approximate probabilities are considerably overestimated in our synthetic datasets.
Scalability

Effect of m on Elapsed Time
The elapsed time for calculating P q(m),10 4 (O) is shown in Figure 4 (d) , where m varies from 1 to 10 4 with an increment of 500. As we can see, the elapsed time reaches a peak at around 6000 ≈ n/2 = 5000. The curve in the figure is not completely symmetrical. For example, the elapsed time at m = 10000 is slightly higher than m = 1. The reason is that in the first part of our dynamic programming approach, we need to scan q and compute the backward index array. As m increases, the right half of the figure takes slightly more time for computing the backward index array than the left half.
Evaluation on Real Data
A real-world uncertain D-NA sequence database [7] was next used to explore the differences between our method and the approximation approach for substring matching from [24] . The database contains 476 uncertain sequences where Λ = {A,C, G, T }. Each uncertain sequence corresponds to a transcription factor (protein/motif) which can bind to a DNA sequence. The uncertainty arises from the fact that each protein is capable of binding to different sites on the DNA and a consensus description of a protein's binding preferences requires uncertainty at each position. The total length of sequences is 4720 and each uncertain sequence is relatively short (on average size 10). The elapsed time of experiments on this dataset is negligible for our approach. However, our primary aim here is to compare the output of our approach with the output of the approximation method of equation 3.3, as follows. We enumerated all combinations of k-mers (k = 2 and k = 3) and got 16 2-mers and 64 3-mers. Using each k-mer (as a query substring q), we computed the substring matching probabilities for all 476 uncertain sequences and then took the average. The top matched k-mers (substrings) are shown in Figure 6 . Figure 6 shows that the two methods do not rank the kmers in the same way. For example, TAA is the top ranked 3-mer by our method, yet it is ranked number 5 by the approximation approach. The approximation approach ranks AAA as the top 3-mer, yet it is not ranked in the top five by our approach. As we can see, the two approaches return significantly different rankings for both 2-mers and 3-mers. It can be observed that the approximation approach (c.f. Equation 3.3) favors k-mers consisting of single character. Using Spearman's rank correlation coefficient ρ to compare the two rankings we found i) for 2-mers, ρ = 0.36 and ii) for 3-mers, ρ = 0.41. Both cases indicating only a mild positive correlation between the rankings output by the two methods. Figure 5 compares the exact probabilities ("P DP") calculated by our dynamic programming approach against approximate probabilities ("P Approx") calculated by Equation 3.3 for 2-mers and 3-mers in this database. The proba-bility ratios of queries are sorted in the ascending order. The probability for each query is the average of 476 uncertain sequences. In Figure 5 (a), the matching probabilities of 2-mers: AA, GG, T T and CC are overestimated by the approximation approach, while the matching probabilities of other 2-mers are underestimated. In Figure 5 (b) , the matching probabilities of TCT , AAA, CCC, GGG and T T T are among those most overestimated. As we can see, the approximation approach differs in its output for this type of real-world data.
Based on Figures 5 and 6 we can make the following conclusions: i) our exact approach and the approximation approach provide different rankings for the substring matching probability of k-mers, ii) our method provides a true and theoretically justified probability calculation, whereas the approximation does not, iii) using the approximation approach could lead to different (and possibly erroneous) conclusions. In summary, our exact approach has great potential to be used as a replacement for the approximate approach in this type of application.
Conclusions
In this paper, we have formulated and studied the problem of substring matching in uncertain sequences. We proposed a dynamic programming approach for computing the substring matching probability with linear time complexity. We further investigated a number of applications and extensions based on our solution of substring matching. We provided experimental evidence that demonstrated the scalability of our approach and also contrasted its exact output, against that of an approximate algorithm. Our results contribute towards a foundation for adapting classic sequence mining methods to deal with uncertain data.
