tions and frequent stops at intersections. However, low traffic and continuous progression along streets do not guarantee the lowest fuel consumption and emissions. Excessive speeding, which may occur on roads with low traffic, may cause increased emissions for several pollutants. The best flow of traffic on arterial streets, in terms of fuel consumption and emissions, is the one with the fewest stops, shortest delays, and moderate speeds maintained throughout the commute (1).
One way to reduce excessive fuel consumption and vehicular emissions on urban streets is to optimize signal timings. Historically, signal timing optimization tools were used to reduce traffic delay and stops. The concept of optimizing signal timings to reduce fuel consumption and emissions was addressed decades ago with tools that are now considered outdated. This study advocates a fresh approach to integrating existing state-of-the-art tools for reassessing and ultimately minimizing fuel consumption and emissions. VISSIM, CMEM, and VISGAOST were linked to optimize signal timings and minimize fuel consumption and CO 2 emissions. As a case study, a 14-intersection network in Park City, Utah, was used. Signal timings were optimized for seven optimization objective functions to find the lowest fuel consumption and CO 2 emissions. Findings show that a formula commonly used to estimate fuel consumption in traffic simulation tools inadequately estimates fuel consumption and cannot be used as a reliable objective function in signal timing optimizations. Some of the performance measures used as objective functions in the optimization process were proved to be ineffective. When CMEM-estimated fuel consumption is used as an objective function, estimated fuel savings are around 1.5%, a statistically significant decrease. Further research is needed to find an effective way to minimize fuel consumption and emissions by using the proposed approach.
Both continuous transportation growth in the Western world and the recent economic boom in India, China, and many third-world countries have had a tremendous impact on the use of fossil fuels. The increase in fuel consumption affects the environment (the greenhouse effect), health (air pollutants), and the economy (increased fuel prices). Increased fuel consumption is mainly caused by two factors. First, millions of new drivers start using private cars as a main mode of transportation every year. Second, when these new travelers join existing traffic demand, traffic congestion increases because highway capacity does not increase commensurately with the new demand.
The highest fuel consumption on urban arterials is associated with driving in congested traffic, characterized by higher speed fluctua-and vehicle emissions (both air pollutants and greenhouse gases) for various traffic conditions by using various methods and tools. Both field and theoretical tests have shown that optimized signal timings decrease fuel consumption and vehicle emissions compared with nonoptimized timings.
Robertson et al. optimized signal timings by using TRANSYT 8 to minimize fuel consumption (2) . They found that when signal timings are not optimized to reduce delays but to reduce total fuel consumption, the benefits of such signal timings may decrease fuel consumption by up to 3%. The fuel consumption was estimated from its linear relationship with traffic performance measures (delay, stops, and average speed) (2) . The research set an industry standard in optimization of signal timings by defining a performance index (PI) as a linear combination of delay and stops that should be minimized to get minimal fuel consumption. Experiments showed that each stop should be associated with a penalty delay of 20 s if fuel consumption is going to be minimized. This PI became a standard objective function for optimizing signal timings, and the defined weights for delay and stops have not changed significantly since then.
To estimate air pollutant concentrations, Park et al. coupled the VISSIM microsimulator model with MODEM, an emissions inventory database (19) . Concentrations estimated by using a Gaussian dispersion model were comparable with those estimated from another macroscopic model but slightly different from levels measured in the field.
Instead of using an emissions inventory database, Nam et al. coupled VISSIM with CMEM to estimate emissions from a single vehicle (5) . The comparison with the field measurements found that CMEM is acceptable when capturing aggregated hydrocarbon (HC) and carbon monoxide (CO) trends but less accurate for carbon dioxide (CO 2 ) and nitrogen oxides (NO x ). An integrated VISSIM-CMEM model was also used to show that the signal timings, optimized for progression in TRANSYT 9, significantly reduced pollutant emissions and fuel consumption on an arterial road (6). Oda et al. developed a simulator to estimate CO 2 emissions (20) . They used a macroscopic traffic flow model to input traffic activities into the CO 2 simulator. The authors wanted to optimize traffic control settings to reduce CO 2 emissions. However, because of the huge computational burden needed to estimate CO 2 for all vehicles in the network, the authors simplified the experiments. Instead of minimizing CO 2 they minimized the number of stops, which they had shown was highly correlated with CO 2 (20) . Another integrated VISSIM-CMEM model was used to show that a scenario with optimal traffic control reduced various pollutant emissions (CO, HC, NO x ) from 3% to 15%. The research was done for a road network in Beijing by Chen and Yu (7).
Qu et al. investigated impacts of reduced freeway speed limits on traffic emissions in Houston, Texas (21) . The authors used TRANSIM to model traffic. The traffic activities were imported into three emission models: TRANSIMS (CMEM), MOBILE 5, and MOBILE 6. Emissions of three major pollutants [volatile organic compounds (VOC), NO x , and CO] were modeled in each of the three emissions models to investigate the effectiveness of freeway speed limit reductions as a way to decrease emissions. The results were mixed, showing that some models justify the reduction of speed limits while others do not. The study also showed TRANSIMS's inability to model changes in speed limits accurately because of its discrete approach in modeling vehicular speeds.
Another attempt to determine signal timings that minimize fuel consumption and vehicular emissions was reported by Smith et al. (22) , who briefly addressed SCOOT operations that minimize vehicle emissions. Traditionally, SCOOT has been used to minimize delays and stops in traffic by adjusting signal timings based on traffic demand 
VISSIM-CMEM-VISGAOST CONCEPT

VISSIM Model
VISSIM is a microscopic, time-step and behavior-based model developed to simulate urban traffic and public transport operations. The program can analyze vehicle operations under different lane configurations, traffic composition, traffic signals, and public transport stops. This ability makes it a useful tool to evaluate traffic in alternative networks and to develop transportation engineering and planning measures of effectiveness (3) .
The accuracy of a traffic simulation model is mainly dependent on the quality of the vehicle modeling, such as the methodology of moving vehicles through the network. In contrast to less complex models that use constant speeds and deterministic car-following logic, VISSIM uses the psychophysical driver behavior model developed by Wiedemann (3) .
VISSIM has several ways of modeling traffic control. One of the most popular ways is the emulation of the industry standards in traffic control established by the National Electrical Manufacturers Association (NEMA). Recent experiments showed that signal timings generated by VISSIM's NEMA emulator do not differ practically from those generated by real-world controllers.
CMEM Model
CMEM is a physically based, power-demand model developed by the University of California at Riverside, the University of Michigan, and Lawrence Berkeley National Laboratory (4) . After a variety of enhancements, the latest version (3.0) includes submodels for lightduty vehicles (LDVs) and heavy-duty diesel (HDD) vehicles. These submodels estimate vehicle tailpipe emissions (CO, HC, NO x , and CO 2 ) in different modes of vehicle operation, such as idling, cruising, acceleration, and deceleration. Scora and Barth suggested that temporal and vehicular aggregations were necessary in practice because CMEM was developed to predict emissions for vehicle categories (4). The temporal scale ranges from second-by-second, several seconds (mode) to driving cycle or scenario, and the vehicular scale ranges from a specific vehicle, vehicle technology category, to general vehicle mix or fleet.
CMEM model inputs include traffic composition, vehicle and operation variables (e.g., speed, acceleration, and road grade), and modelcalibrated parameters (e.g., cold start coefficients and an engine friction factor) (4). Outputs are tailpipe emissions and fuel consumption. Emissions (in grams per second) are predicted as the product of fuel rate (FR, in grams per second), engine-out emission indices (grams of emission per grams of fuel), and time-dependent catalyst pass fraction (CPF), defined as the ratio of tailpipe to engineout emissions. CPF is mainly affected by the fuel-to-air ratio and engine-out emissions.
LDV and HDD models have similar structures (4) . Both are composed of six modules: engine power demand, engine speed, fuel-toair ratio for the LDV model or engine control unit for the HDD model, fuel rate, engine-out emissions, and CPF for the LDV model or aftertreatment pass fraction for the HDD model. Key parameters (e.g., vehicle mass, engine size, fuel type) depend on vehicle technology, fuel delivery system, emission control technology, vehicle age, and other factors. CMEM has been calibrated by using data from the National Cooperative Highway Research Program, which includes both engine-out and tailpipe emissions of CO, HC, NO x , and CO 2 for over 400 vehicles in 36 vehicle technology categories.
VISGAOST Program
VISGAOST is an optimization program for signal timings of traffic controllers based on their performance in VISSIM microscopic simulation. The program bases its optimization on the stochastic nature of genetic algorithms (GAs). The general structure of VISGAOST GA optimization is well documented (10) . The basic version of VISGAOST is written in C++ and relies on VISSIM's input and output files (3). The key part of the program is a simple GA similar to other GAs used for signal timing optimization (24) .
The first version of VISGAOST enabled the optimization of all four basic signal settings: cycle, offset, split, and phase sequence. The program was tested and evaluated for the network in Park City, Utah, consisting of three groups of coordinated intersections and two actuated intersections. Results confirmed that VISGAOST can find timing plans that work better in VISSIM than the initial timing plans from the field (9) . Further, the results showed that the GA-optimized plan was better than the timing plan generated by the traditional optimization tool SYNCHRO.
VISGAOST application was extended to enable optimization of transit signal priority (TSP) settings. The two most common TSP settings-green extension and early green-were optimized for a corridor of seven signalized intersections in Albany, New York. Results showed that the optimized timing plan improved overall traffic performance and reduced person delay (10) .
The extended version of VISGAOST, presented in this paper, enables optimization of signal settings to minimize fuel consumption and vehicular emissions estimated by CMEM. The program has been modified to accommodate new linkage to CMEM and some new estimates from VISSIM. The steps below describe the basic operations in the VISGAOST optimization process.
Step 0: Initializing G, total number of generations; T, total number of timing plans per generation; ⑀, convergence threshold; i, current number of population;
Step 1: Evaluating population Evaluation of tp Figure 1 shows the integration of VISSIM, CMEM, and VISGAOST to find signal timings that reduce fuel consumption and vehicular emissions. The optimization process starts with the VISGAOST generation of the initial population of signal timings, which is seeded by the existing set of signal timings from the field. Each generated signal timing plan is evaluated in VISSIM. As a result of the evaluation process, VISSIM outputs a vehicle record file with relevant second-by-second data for each vehicle in the network for the entire simulation period.
VISSIM-CMEM-VISGAOST Integration
The vehicle record file is processed by the VISSIM-CMEM interface and sent to CMEM. CMEM estimates emissions and fuel consumed during the evaluation of that particular signal timing plan. The CMEM estimates are then summed for all vehicles in the network during the entire simulation period.
VISGAOST receives the summed fuel consumption (or vehicular emissions) for each signal timing plan from the current population. A signal timing plan with the lowest fuel consumption (emissions) will be selected as the best one and saved to be compared with the best one from the next generation. Then the GA procedure within VISGAOST uses four basic GA operators to create a new population of signal timings. The whole process is repeated until one of two predefined termination criteria is met.
VISSIM-CMEM-VISGAOST Interface
Connections between traffic microsimulation tools, such as VISSIM, and instantaneous emission models, such as CMEM, have been described elsewhere (5-7), and other studies provide more information about the VISGAOST and VISSIM interface (9, 10) . Here the focus is on specific modifications of these two interfaces that enable functional communication among the three tools.
The major limitations of several previous attempts to integrate traffic simulation and emissions estimation models were that they were not applicable to U.S. traffic conditions because the emissions were based on European vehicles (15, 25, 26) . In other studies, heavy vehicles were not modeled directly because there was no HDD model in CMEM at that time (5, (27) (28) (29) . Finally, in several studies vehicle emissions were overestimated because low-emitting vehicles were improperly represented in the old CMEM version (4). This study improves the emissions modeling approach by using a recent version of the CMEM software (3.0) and a representative sample of vehicles used in the United States.
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A program built in Java connects VISSIM with the LDV and HDD models in CMEM (Figure 1) . The program's logic is similar to that described previously (6, 28) . The program improves on the previous developments by modeling diesel trucks directly, calling either LDV or HDD core models for each individual vehicle (instead of the LDV batch model, which limits the number of records and vehicles that can be handled) (4), and using Java, a platform-independent language.
For each vehicle VISSIM provides simulation time, a vehicle identifier, a vehicle type (LDV or truck), speed, and acceleration or deceleration on a second-by-second basis. The Java interface program imports the VISSIM output file to CMEM, which uses individual vehicle data to estimate instantaneous emissions for each vehicle. Each VISSIM vehicle type is assigned (by the Java program) to a CMEM vehicle category.
The assignment of vehicle categories follows the mapping process described in Table 1 , which maps the vehicle types from MOBILE 6.2 to the CMEM vehicle categories. It was assumed that the simulated vehicle fleet is composed of the light-duty gasoline vehicles (LDGVs) and heavy-duty diesel vehicles (HDDVs) defined in MOBILE 6.2. 
FIGURE 1 VISSIM-CMEM-VISGAOST integration.
It was also assumed that LDGVs can be represented in CMEM by two Tier 2 vehicle categories, ultra-low-emitting vehicles (ULEVs) and partial-zero-emitting vehicles (PZEVs); four Tier 1 vehicle categories; and two categories of old vehicles ( 
CASE STUDY Study Network, Park City, Utah
To optimize signal timings for minimal fuel consumption, the Park City road network, located in Utah near Salt Lake City, was chosen. The network consists of two suburban arterials, SR-224 and SR-248, and many crossroads. The network, shown in Figure 2 , has 14 signalized intersections and average annual daily traffic of 32,000 and 20,000 on SR-224 and SR-248, respectively. 
VISSIM Model of Park City Network
Building, calibrating, and validating the VISSIM model required extensive field data collection and data reduction efforts. A team of 10 students was employed and trained to collect various traffic data during three weeks in August 2005. All data used in this study were collected between 4:00 and 6:00 p.m. on workdays under fair weather and dry pavement conditions. The following data were collected: turning-movement counts, saturation flow rates, stopped delay at the intersections, spot speed data, corridor vehicle classification counts, and corridor travel times. On the basis of the collected data the following parameters were adjusted to calibrate the VISSIM model: traffic inputs and routing decisions, the two car-following parameters in the Wiedemann 74 VISSIM model, control delays, desired speed decisions, and vehicle compositions. Validation of the model was done with the corridor travel times. All of the segment travel times from the field and VISSIM were close, but four of them (two in each direction) were still statistically different (two-tailed t-test was performed, with a = 0.05 and n = 15). A detailed description of the data, calibration process, and validation results was given elsewhere (9) .
Field Signal Timings
The field signal timings were implemented under mixed actuatedcoordinated and actuated-uncoordinated control. Intersections of Bonanza Drive and SR-248 and SR-248 and Comstock Drive are actuated-uncoordinated, and all others are coordinated. The first three intersections in the Kimball Junction area were run on 128-s cycles. The other intersections all ran on 106-s cycles with exception of Deer Valley and Bonanza Drive, which used double cycling. The signal timings in the field were monitored regularly, but there were no recent major updates. Traffic engineers maintained the signal timings to achieve good progression between intersections, which was reflected in the initial signal timings in the optimization.
VISGAOST Optimizations
There were two major objectives for the VISGAOST optimization of signal timings. The first objective was to compare estimates of the fuel consumption from CMEM LDV and HDD models with those computed by VISSIM (node evaluation) based on a formula widely used by major traffic signal optimization tools (TRANSYT-7F and SYNCHRO) (8) . The formula used by VISSIM, TRANSYT-7F, and SYNCHRO reads as follows:
where
2 , F = fuel consumed (gal), speed = cruise speed (mph), total travel = vehicle miles traveled (veh mi), total delay = total signal delay (h), and stops = total stops (veh/h).
The second objective was to show that in order to minimize fuel consumption or vehicular emissions, fuel consumption or particu-
110 Transportation Research Record 2128 lar vehicular emissions should be used as an objective function when signal timings are optimized. In other words, when delays or stops are used in the objective function, minimal delays or stops are obtained but not necessarily the minimal fuel consumption or lowest vehicular emissions. Because of the time-consuming optimization process, these optimization experiments were limited to minimize fuel consumption and CO 2 emissions. CO 2 does not represent a criterion pollutant, but because of the threat of global warming, controlling this gas has become more important than ever. Other vehicular emissions (CO, HC, NO x ) can also be optimized by the proposed VISSIM-CMEM-VISGAOST approach.
Seven optimization experiments were conducted. In total more than 100 control variables for all intersections in the Park City network were optimized to reduce total delay (for the entire network, in hours per hour), stops, throughput (total number of vehicles that completed their trips in the network), PI (PI = total delay + 10 * stops/h), CMEM fuel consumption, VISSIM fuel consumption, and CMEM CO 2 emissions. Multiple optimizations, with various objective functions, were performed to show the difference in the lowest fuel consumption and CO 2 achieved by each optimization method.
Each optimization started with the same initial signal timings from the field. Each optimization was based on evaluations of traffic and emissions performances accumulated during 60 min of simulation time with an additional 10 min for warm-up. Simulation warm-up is necessary to achieve steady-state traffic conditions in the network. Each optimization had 12,000 evaluations of various signal timing plans; 20 signal timing plans were operated through GA procedures for each of 600 generations. Previous experiments showed that this combination of GA population and generations yields the best results (9) . In addition, each signal timing plan was evaluated for five randomly seeded simulation runs to account for variability of traffic flows. The optimizations were performed on 20 dual-processor computers. Overall, it took around 20 days of continuous simulation run time to complete the optimizations.
RESULTS AND DISCUSSION
Evaluation Results
Optimization of CMEM-estimated fuel consumption is shown in Figure 3 , which demonstrates how the best fuel consumption and average fuel consumption vary over 600 generations. Spikes observable in Figure 3 reflect use of partial optimizations of signal timings (9) . Similar trends were observed for six other optimization runs. Most of the final signal timings, which reduce fuel consumption and CO 2 emissions, seem to favor major-street operations and yield more delay to the side-street traffic. These signal timings exhibit higher cycle lengths and better progression on major streets. Once the optimizations were finished, each of the seven best signal timing plans was evaluated through 40 randomly seeded VISSIM simulations. VISSIM performance measures were recorded and average statistics were computed. The 40 VISSIM runs were also linked with CMEM. CMEM's estimates of fuel consumption and CO 2 were recorded and averaged. Mean values from these statistics are presented in Table 2 for all seven objective functions.
Discussion of Results
Almost all of the optimization experiments found signal timings that reduce CMEM fuel consumption when compared with the initial signal timings. However, not all of the objective functions worked effectively. Although delay, throughput, and PI could be used as objective functions without additional constraints, the other performance measures were not as effective in this role.
The major problem is represented by the way that an objective function reports performance of the system if there is excessive delay in the network. In such a situation delay and PI significantly increase, whereas throughput significantly decreases. So if the GA procedure suggests a signal timing plan that causes a traffic jam, these three performance measures, when used as objective functions in the GA, will detect the problem and such a signal timing plan will be discarded.
However, when other performance measures are used as objective functions, they may not necessarily recognize poor traffic conditions. For example, if traffic is jammed, vehicles move less and hence they stop less frequently (as recorded by VISSIM). So if the stops are minimized in the optimization, the traffic jam will be perceived as a favorable outcome. A similar situation occurs with emissions-related measures. If a vehicle is stopped and idling, it consumes less fuel than one that runs at 40 mph. So although its fuel-per-mile consumption is higher when the vehicle is idling, its fuel-per-second consumption and emissions are lower. For this reason sometimes both VISSIM's internal fuel calculation procedure and CMEM report low fuel consumption and emissions associated with poor traffic conditions (which are detected by the other performance measures). To illustrate the problem, such an example is provided in Table 2 , where VISSIMreported fuel consumption is used as an objective function (note the minimal VISSIM-reported fuel consumption and the huge increases in number of stops and delay).
Similar problems were observed when three other performance measures were used as objective functions in these experiments (stops, CMEM fuel use, and CMEM CO 2 ). The ultimate solution to this problem might be either selection of the reliable objective function or use of various metrics (e.g., stops and delay) as constraints in the optimization rather than in the objective function. To test this integration, the second method was used. The GA optimizations were constrained in such a way that poor solutions, which minimize one objective function but negatively affect all others, are discarded. Table 2 shows the results of such an approach for the three objective functions whose optimizations were constrained (denoted by an asterisk).
The results from Table 2 show that almost every optimization reduces CMEM-reported fuel consumption and CO 2 emissions. However, optimizations in which these two performance measures were minimized generated minimal results. At the same time, VISSIM's fuel consumption does not seem to be consistent even when proper performance measures are used as objective functions.
Overall, VISSIM fuel consumption does not represent an accurate value when compared with CMEM fuel consumption. The fuel consumption reported by VISSIM should be lower than that from CMEM because VISSIM reports fuel consumption only on the links within node boundaries (user-defined areas around the intersections), whereas CMEM reports total fuel consumed on all links in the network. However, results from Table 2 show the opposite trend, because VISSIM does not calculate fuel consumption properly. There are multiple reasons for this inaccuracy in VISSIM's fuel consumption calculations: the formula used by VISSIM is based on aggregated measures (speed, stops, delay, etc.) and cannot provide a level of accuracy achieved by CMEM calculations; VISSIM does not report fuel consumption for those vehicles that are still within the node boundaries; VISSIM's formula might be based on outdated emissions characteristics of an average vehicular fleet. Further research is needed to investigate the inaccuracy of the fuel consumption reported by VISSIM.
When CMEM fuel consumption is used as an objective function to optimize signal timings, the optimal signal timings generate significantly lower fuel consumption than if delay or PI is used as an objective function. The savings in fuel consumption when compared with the delay or the PI are around 1.5%. Although such savings may not be seen as important, it is interesting to see that after 12,000 evaluations the results do not show that there is a significant difference in fuel consumption between signal timings optimized for minimal delay and minimal PI. In the past, the difference in fuel consumption between signal timings that optimize delay and PI was estimated to be between 1% and 3% (2). The current findings confirm those from Smith et al., who directly minimized fuel consumption (within SCOOT) and reported similar benefits over PI optimization of around 2% (22) .
CONCLUSIONS
The goal of this study was to present a new integration of existing traffic operation, emissions estimation, and signal optimization models. The study describes the integration of VISSIM, CMEM, and VISGAOST to optimize signal timings in such a way as to achieve minimal fuel consumption and vehicular emissions. The following conclusions were reached:
1. Number of stops, fuel consumption, and CO 2 emissions do not seem to be reliable objective functions in the optimization of signal timings. Instead, they should be combined with other traffic performance measures, or additional constraints need to be introduced in the optimization process. Further research is needed to investigate what the best objective function is to minimize fuel consumption and emissions.
2. The VISSIM formula for fuel consumption is heavily influenced by number of stops and does not seem to be a reliable objective function to minimize fuel consumption or emissions. VISSIM's method of estimating fuel consumption seems to significantly overestimate total fuel consumption when it is compared with CMEM fuel consumption.
3. If fuel consumption is used as an objective function in a constrained optimization of signal timings, the optimal signal timings will generate fuel consumption 1% to 1.5% lower than that obtained through a minimization of delay or PI. Although these results may seem insignificant, they have the same order of magnitude as the results obtained from the experiments that first investigated fuel minimization through signal timings (2).
4. Lengthy computation times make application of this research impractical for everyday optimization of signal timings. For this reason it is necessary to investigate which combination of delay, stops, and other potential performance measures would lead to minimal fuel consumption.
5. Future research should address additional optimization experiments with a variety of traffic networks and scenarios to develop a general strategy of how optimization of certain traffic metrics affects fuel consumption and vehicular emissions. Eventually, results from the simulation testing should be validated by field measurements.
