mation in tests and applications of factor models. 3 Although most of the studies suggest that conditioning information is important, there is no consensus about how to select the optimal set of conditioning variables. In the literature, many different sets of conditioning variables have been used in some of the most influential papers (see, e.g., Campbell (1987) , Fama and French (1989) , Harvey (1989) , Cochrane (1996) , Jagannathan and Wang (1996) , and Ferson and Harvey (1999) ). The uncertainty about conditioning variable selection has greatly increased the model selection uncertainty. For every factor model that has been proposed, there is now uncertainty about whether we should use the unconditional version or one of many conditional specifications of the model.
The model selection uncertainty issue has been widely recognized. It falls into the general category of data-snooping issues discussed by Lo and MacKinlay (1990) , Campbell, Lo, and MacKinlay (1997) , and others. 4 The challenge of this particular problem is that the classic methods in empirical asset pricing are not designed to handle model selection uncertainty in presence of a large number of competing models. For example, for a given factor model, we may apply either the time series regression method of Black, Jensen, and Schoes (1972) , or the cross-sectional regression method of Fama and MacBeth (1973) , or the generalized method of moments of Hansen (1982) . 5 When the researcher's prior is a large set of candidate models, the classic statistical tests are not appropriate since they do not incorporate effects of model selection from the search over candidate models. Such a point has been emphasized by Foster, Smith, and Whaley (1997) on variable selection in the context of evaluating predictability. 6 Due to lack of a practical solution to the model selection problem, researchers typically either take a stand on a particular factor pricing model or manage to completely avoid factor models. For example, in evaluation of the momentum effect documented by Jegadeesh and Titman (1993) , Grundy and Martin (2001) focus on a specific version of the Fama and French (1993) three factor model. In contrast, Chordia and Shivakumar (2000) 3 For example, see Harvey (1989) , Shanken (1990) , Cochrane (1996) , He, Kan, Ng, and Zhang (1996) , Jagannathan and Wang (1996) , and Ferson and Harvey (1999) . Also, see Ferson and Schadt (1996) , and Christopherson, Ferson, and Glassman (1998) for examples on conditional performance evaluation. 4 In particular, Burnham and Anderson (1998) provide detailed discussion about model selection uncertainty in general statistical analyses, and advocate an information-theoretic approach to model selection and inference.
5 These methods have their own shares of imperfect features even in the case for a given factor model. For example, Kan and Zhang (1999) show that the two-pass cross-sectional regressions are problematic in detecting misspecified factors. 6 Foster, Smith, and Whaley (1997) have proposed a maximal R 2 approach to assess predictable components in asset returns. This approach is not directly applicable to our context since factor models do not impose restriction on R 2 .
do not use any asset pricing model.
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In this paper we propose a unified approach to model selection and inference for application and evaluation of factor pricing models. The idea is rather simple. First, we start with a set of competing models as our prior and select the best model according to predictive ability. We proceed in the stochastic discount factor (SDF) framework, and evaluate crosssectional performances of one-step ahead SDF forecasts of the candidate models. Next, we apply White's (2000) bootstrap method, which is a flexible and rigorously founded approach to incorporate effects of specification searches into inference. 8 We test if the best model can outperform a given benchmark model. This method that we propose is intuitive and straightforward to implement. Our approach has three key features. First, the approach to model selection is based on forecasts. This helps penalize models that over-fit the data.
Second, the inference procedure has taken into account the model selection uncertainty or exactly how the search for the best model is conducted. Third, the SDF approach is quite general. 9 For example, one may include the arbitrage-motivated SDF of Ahn, Conrad, and Dittmar (2000) and the quadratic SDF of Harvey and Siddique (2000) in our set of candidate pricing kernels. The method can be applied to evaluate any anomalous portfolio performance and to evaluate asset pricing models.
We present an empirical study that consists of two parts. First, we investigate multifactor explanations of industry momentum documented by Moskowitz and Grinblatt (1999) . The target of our tests is a set of models. We run horse races among a set of thirty-six empirical models, which are the unconditional and conditional versions of six high profile asset pricing models. We test if the best model indeed does a better job than the CAPM, and examine whether the top performers can capture average returns on the winners and losers portfolios. Second, we provide a test on the role of conditional and unconditional skewness in asset pricing. We directly test the quadratic SDF of the three moment CAPM that has been recently examined by Harvey and Siddique (2000) . We put the model as the benchmark in horse races over forecasts. We examine if the quadratic term in the SDF plays a significant role in explaining returns on momentum portfolios, industry portfolios, and size and bookto-market portfolios.
7 Chordia and Shivakumar (2000) use predictive regressions with business cycle variables to estimate expected returns. 8 Our application of White's (2000) methodology is inspired by papers of White (1998, 1999) that apply the methodology to examine calendar effects and technical trading rules. 9 In a beta-pricing regression set-up with certain distributional assumptions, Stevens (1996) proposes an interesting Bayesian approach to model selection.
The paper proceeds as follows. Section I presents a simple example to illustrate the model selection uncertainty issue. Section II proposes the new approach to model selection and inference, and discusses extensions and variations. Section III provides empirical results. Section IV concludes.
I. Model Selection Uncertainty: An Example
This section presents a simple exercise using momentum portfolios derived from a set of industry portfolios. Our goal is to illustrate that uncertainty about conditioning variables is an important feature of model selection uncertainty, and different sets of conditioning variables give rise to models that differ significantly in empirical performance. Consistent with Fama (1998) and Lehmann and Modest (1987) , this example shows that given a set of portfolio returns (to be explained) and a standard econometric procedure, empirical results can be very sensitive to model choice. 10 We proceed in the stochastic discount factor (SDF) framework. The SDF is a random variable m t that satisfies E t−1 (m t R t ) = 1 n where E t−1 denotes the expectation conditional on the information set at time t − 1, R t is a n × 1 vector of gross returns of time t, for t = 1, · · · , T , and 1 n is a n × 1 vector of ones.
This simple set-up turns out to be very general, as every modern asset pricing model can be represented by a SDF. For conditional linear factor models, the SDFs are typically specified as of the following form:
The coefficient b l,t−1 is a linear function of a vector of conditioning variables z t−1 :
10 As mentioned in the introduction, the model selection uncertainty issue has been recognized by many authors. For example, Fama (1998) points out that results on long-term return anomalies are sensitive to the choice of the asset pricing model for expected returns. Lehmann and Modest (1987) find that measures of mutual fund performance are sensitive to the choice of the benchmark model. In an experiment with artificial mutual funds and a set of stochastic discount factor models, Farnsworth, Ferson, Jackson, and Todd (2001) have noted that measures of performance are sensitive to the choice of the model unless some of the models are excluded. Our results using a set of thirty-six models (reported in Tables II and III) show that in general, our indexes of performance are sensitive to model choice.
where b l is a vector of constant parameters, for l = 0, 1, · · · , k. Given the linear functional forms in (1) and (2), factor model selection is equivalent to variable selection, i.e., selection of the vector f of factors and the vector z of conditioning variables.
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This approach to factor pricing models is convenient since the SDF specified in (1) and (2) is linear in the parameters. One can simply apply the generalized method of moments (GMM) to estimate the parameters and test the model. 12 To set the stage for the example and our discussion of the proposed methodology in the next section, we briefly explain the standard GMM for the linear SDF models. In application of the GMM, a common practice is to use the conditioning variables to scale returns to obtain a set of moments
The GMM estimator is the parameter value that minimizes the following quadratic form
where W T is some weighting matrix. Hansen (1982) shows that one obtains the optimal GMM estimator when W T is a consistent estimator of the variance-covariance matrix of g T , which is
where
The GMM is typically implemented in two stages. 13 In the first stage, we may use the identity matrix as the weighting matrix to estimate the parameter vector. 14 The parameter estimate is used to construct a consistent estimate S T of the optimal weighting matrix S.
11 Cochrane (2001) provides a recent comprehensive review of the SDF approach in asset pricing. 12 For the linear SDF models, the standard GMM is easy to implement, as one has closed-form solution for the parameter estimate. 13 One may go beyond two stages to use an iterated procedure. 14 It may be interpreted that the first stage GMM estimate with the identity weighting matrix is such that it minimizes the average squared error. Alternatively, one may use
so that the first stage GMM estimate minimizes the Hansen and Jagannathan (1997) distance.
Then we obtain the second stage estimate, which is asymptotically optimal among all the possible choices of the weighting matrix. Inference about the model's fit is based on the
T g T which has a limiting chi-squared distribution with degrees of freedom equal to the difference between the number of moment conditions and the number of parameters. This is the well known J test of over-identifying restrictions. Now we turn to the empirical example. We consider the industry momentum effect documented by Moskowitz and Grinblatt (1999) . Moskowitz and Grinblatt find that the momentum profits may be explained by industries. The goal of our exercise is to illustrate that when checking if or how well the effect can be explained by a factor-based asset pricing model, the results depend on which model we choose to use. To keep things simple, we consider only the CAPM, with a SDF that has the following form
where MKT t is the market return and b l,t−1 = b 0 l z t−1 for l = 0, 1. Even though we have such a narrow focus in this example, 15 uncertainty about how to incorporate conditioning information gives rise to many plausible and different empirical models. We consider six specifications of the CAPM, or equivalently, six choices of z t−1 , which are explained in Table I . The first SDF specification CAPM(1) includes no conditioning variable at all, which is the so-called unconditional CAPM (e.g., see Cochrane (1996 Cochrane ( , 2001 ). The next two specifications CAPM(2) and CAPM(3) employ the default premium (DEF), and the dividend yield (DPR) and DEF, respectively, following Wang (1996), and Cochrane (1996) . CAPM(4) includes DEF, DPR, and the term premium (TERM), which are the three forecasting variables advocated by Fama and French (1989) . The sets of conditioning variables of CAPM(5) and CAPM(6) are similar to those of Harvey (1989) , He, Kan, Ng, and Zhang (1996) , and Ferson and Harvey (1999) . 16 We use the twenty industry portfolios of Moskowitz and Grinblatt (1999) and twenty momentum portfolios. The momentum portfolios are constructed by past performance of 15 Conceptually there is only one risk model (i.e., the CAPM) under consideration. 16 Although all the specifications are versions of the CAPM, they are very different empirical models. For example, compare CAPM(1) and CAPM(2) at the unconditional level. CAPM(1) is a one factor unconditional model. In contrast, CAPM(2) may be viewed as an unconditional three factor model. The three factors are MKT t , DEF t−1 MKT t , and DEF t−1 . That is, CAPM(2) implies that the unconditional expected return on an asset is linear in covariances between the return and the three factors. the industry portfolios. The first momentum portfolio is the industry portfolio that has the best return in the previous month, the second is the one that has the second-best return, and so on. We implement the standard two-stage GMM tests described above. Table I presents the results. Panel A contains results with the industry portfolios, while Panel B is for the momentum portfolios. We consider two procedures for implementing the two stage GMM. In procedure 1, the initial weighting matrix is the identity matrix. In procedure 2, the initial weighting matrix is such that the first stage GMM estimate minimizes the Hansen and Jagannathan (1997) distance. Otherwise, the two procedures are identical. Table I clearly shows that given the data and a pre-specified econometric procedure (the GMM in this example), empirical results are sensitive to which model we choose to use. The pricing error measures ASE and HJD, the J statistic, and the p-value all change significantly across CAPM(1) through CAPM(6). Most notably, CAPM(5) and CAPM(6) are strongly rejected in both Panels A and B , with fairly large pricing errors, in terms of either of the pricing error measures. In contrast, CAPM(1) and CAPM(2) have much larger p-values, much lower pricing error measures. In particular, CAPM (1) is not rejected with large pvalue in all the cases. These results illustrate that model selection is a critical issue. Even in such a simple case with only six models, model selection uncertainty is present. Depending on which empirical model we use, we may obtain quite different results about whether the industry returns and the industry momentum can be explained by a linear factor model.
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This example illustrates that there exists substantial uncertainty in incorporating conditioning information, i.e., uncertainty about choices of the vector z. All the six choices have been proposed by prominent researchers in finance, but it is very difficult to tell which one should be used in an empirical study. In practice, there is also substantial uncertainty about what factors to use. Appendix A provides a list of six well known sets of factors, corresponding to the Sharpe-Lintner one factor CAPM, the Jagannathan and Wang (1996) two factor model, the Fama and French (1993) three factor model, the Carhart (1997) four factor model, the Chen, Roll, and Ross (1986) five factor model, and the three moment CAPM of Harvey and Siddique (2000) . All of these are interesting models that have been carefully proposed in top journal articles. Again, it is not clear at all which one should be used in an empirical project that requires a model to measure risk. Combining the factors and the conditioning variables gives us a set of thirty-six empirical models that are all plausible and interesting to some extent. 18 Given such a large set of candidate models, it is desirable to have a unified approach to model selection and inference that penalizes model over-fitting in a sensible way and explicitly takes model selection uncertainty into account.
II. Horse Races, Forecasts, and Bootstrap
Selection of factor models, or "horse races" (e.g., Cochrane (2001, p. 258) ), is a challenging issue in empirical studies. On one hand, there is no theoretical guidance on how to identify the factors and conditioning variables. On the other hand, we have a large number of plausible empirical models generated by combining the factors and conditioning variables that have been proposed. The existing methodology has focused on testing whether one set of factors drives out another. For example, Chen, Roll, and Ross (1986) run regressions to test if their five macroeconomic factors describe asset returns so well that one can ignore even the market factor. Cochrane (1996 Cochrane ( , 2001 ) outlines a GMM procedure for this purpose. While these methods are useful for comparing two (or a small number of) models, the sequential testing procedures are difficult to implement and problematic in presence of a large number of models that are not independent and not nested.
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In this section we present a unified approach to model selection and inference for factor pricing models. The idea is very simple. We start with a set of candidate models and select the best model based on evaluation of forecasts. Next we utilize White's (2000) reality check bootstrap method to test if the best model outperforms a given benchmark model. In the following subsections, we first present the bootstrap explorer for SDF pricing models and then discuss extensions and variations. 18 The choices of factors and conditioning variables listed in Appendix A are by no means exhaustive.
For instance, what we have omitted in our empirical analysis (due to data constraints and other reasons) includes consumption-based factors, liquidity factors, the investment-based factors of Cochrane (1996) , the APT factors of Connor and Korajczyk (1988) and Ferson and Korajczyk (1995) , the consumption-wealth ratio of Lettau and Ludvigson (2001) , the analysts' earnings forecasts revision ratio of Emanuelli and Pearson (1994) , and moving average predictors (e.g., see Brock, Lakonishok, and LeBaron (1992) ). 19 For example, see Westfall and Young (1993) , Burnham and Anderson (1998) , and White (2000) for discussion of the problems.
A. A SDF Explorer
For a given linear SDF model, as described in Section I, the GMM provides a convenient and elegant approach to estimation and inference. In contrast, we consider the inference problem when the researcher's prior includes a set of factor models which are all plausible to some extent. Suppose that the set consists of M linear SDF models such that
where m i,t is the SDF for the i-th model, and R t is a n × 1 vector of gross returns of time t, for i = 1, · · · , M, t = 1, · · · , T , and 1 n is a n × 1 vector of ones. Just like in Section I, each model is determined by a vector of factors and a vector of conditioning variables. For i = 1, · · · , M, let f i,t be the time-t value of a k i × 1 vector of factors, and z i,t−1 be the time-(t − 1) value of a p i × 1 vector of conditioning variables. (The first element of z i,t−1 is typically set to be one.) Following Cochrane (1996 Cochrane ( , 2001 ) and others, we specify the SDFs to be of the linear form:
where b i is a (k i + 1)p i × 1 vector of parameters, and h i,t is the Kronecker product:
It should be noted that (4) and (5) are just a vector-form presentation of (1) and (2).
Our first step is to select the best out of these models. We proceed to compare forecasts of the models in terms of their cross-sectional performance and to pick the model that has generated the best forecasts over time. Generally speaking, to focus on predictive ability favors models that capture essential information in asset returns and penalizes models that over-fit the data. We use a moving window approach. At a given point t in time, we estimate the parameter b i for each model using returns over the interval from t − L to t − 1, where L is the length of the estimation window. We use the first stage GMM estimate with the identity weighting matrix. 20 In other words, we obtain an estimateb i,t−1 which is the value of b i that minimizes the sum of squared average errors
It is assumed that the data are strictly stationary and L goes up to infinite with the sample size T . 21 Note that scaling the returns by the conditioning variables is a standard GMM practice. To increase the number of moment conditions is also necessary when n < (
Then the one-period ahead forecast of the SDF iŝ
We compute the forecast error for the n asset returns by
where we treat the one-period ahead forecastm i,t as a regular SDF estimate. 22 A scalar index of the cross-sectional performance is the average squared error (ASE)
for i = 1, · · · , M. To present the null hypothesis, we define
where α * i is the pricing error that is consistently estimated by α i :
Thus, ASE i is a consistent estimate of ASE * i . Our next step is to test if the best model outperforms a given benchmark:
where ASE * 0 is the ASE * of the benchmark model. 23 Rejection of the null hypothesis (8) will suggest that to explain the cross-section of asset returns, the best model does not have predictive ability superior to the benchmark model. 22 For any given SDF m t , one can easily show that
where the right hand side is the difference between the expected return determined by the data (E(R t )) and the expected return predicted by the SDF model (
). Thus, the left hand side is interpreted as the pricing error, similar to the Jensen's alpha in the regressions set-up. See Cochrane (1996 Cochrane ( , 2001 ) for further details. This is why we define the error as in (6).
23 For example, we may let the unconditional CAPM be the benchmark. This model has been the backbone of academic finance for decades. It would be interesting to known whether the best model indeed performs significantly better than the CAPM. Another interesting choice is to set the SDF to be a constant. This model is considered by Hodrick and Zhang (2001) . White (2000) shows that null hypotheses of this type can be evaluated by applying the stationary bootstrap of Politis and Romano (1994) . Appendix B provides the details of our application of the bootstrap. The basic idea is that we resample the data to generate B bootstrap samples, where B is the bootstrap size. For each bootstrap sample, we repeat the above procedure to compute ASE i . By doing so, we obtain B bootstrap values of ASE i , denoted as ASE b i,j , where j indexes the B bootstrap samples, for i = 0, 1, · · · , M. Then we compute the following statistics:
We compare V ASE to the quantiles of V b ASE,j to obtain the p-value for the null hypothesis.
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In our empirical study we report the p-value as the probability in favor of the null hypothesis such that a p-value close to zero means strong rejection of the null (8). That is,
This inference procedure explicitly takes it into account that we have searched for the SDF with minimum ASE among the M SDFs. In other words, the p-value incorporates effects of model selection from the search over the M candidate models.
The measure ASE of prediction errors is plain and simple. In applications we also use a measure of Hansen and Jagannathan (1997) , called the HJ distance. It is defined as
The HJD measure is invariant to portfolio formulation. It is the maximum prediction error among all portfolio payoffs that have the unit second moment. It is also the least squares distance between the forecasted SDF and the set of all SDFs that correctly price the average returns. To construct the bootstrap explorer with this HJD index, we just need to replace ASE with HJD in (8) through (10) and repeat the procedure.
B. Extensions and Variations
The SDF explorer is intuitive and easy to implement. This bootstrap-based method is also quite flexible as it can be extended or modified in many ways. We now discuss some extensions and variations.
First, the bootstrap approach can be extended to examine beta pricing models. While the SDF pricing approach is increasingly popular in finance, beta pricing models retain their intuitive appeal. These models imply that the expected return on an asset is a linear function of one or more betas that measure the asset's sensitivity to sources of undiversifiable risk. Numerous empirical studies have considered time-varying betas that are typically specified as linear functions of conditioning variables. Although SDF models and beta pricing models are conceptually equivalent, the linear SDFs and models with linear betas (i.e., betas that are linear functions of the conditioning variables) do not imply each other in general. In other words, the linear SDF models and models with linear time-varying betas are different empirical models.
We consider the return-beta regressions
where r t is a n × 1 vector of excess returns at time t, β i,t−1 is a n × k i matrix of time-varying betas, and f i,t is the k i × 1 vector of factors, for i = 1, · · · , M. Unlike in the SDF case, we assume that the factors in f i,t are either excess returns or returns on zero cost portfolios. This is necessary for the time series regression approach. For example, the Fama and French (1993) three factors are either excess returns or returns on zero cost portfolios. When this requirement is not met, 25 the regression intercepts are not zero in general.
The time-varying betas are assumed to be linear functions of conditioning variables. As in Section II.A, conditioning information for model i is represented by the p i × 1 vector z i,t−1 of conditioning variables. We use the Kronecker product of the factor vector and the conditioning variable vector
to express the beta models (13) as
where B i is a n × k i p i matrix of parameters, for i = 1, · · · , M.
Again we use a moving window approach to estimate the parameter. At each time point t, we run regressions with data from t − L to t − 1 to estimate B i . The estimateB i,t−1 is the parameter value that minimizes the sum of squared errors
We obtain the forecast error for the n asset returns as follows:
Then we construct the indexes ASE and HJD of cross-sectional performance as in (7) and (12) of Section II.A, and repeat the selection and testing procedure. This gives us a bootstrap explorer for time-varying beta models.
Obviously, there are different ways to obtain the rolling window estimates in the SDF and beta explorers proposed above. On one hand, we can use the two stage GMM and GLS estimates, instead of one stage GMM and OLS estimates. The trade off is well known: the two stage GMM and GLS estimates are more efficient when the underlying model is correct, but otherwise they are less robust than one stage GMM and OLS (e.g., Cochrane (1996 Cochrane ( , 2001 ). Along this line, we may even apply the maximum likelihood method in the case of beta models, provided that we are willing to assume normality for the regression residual distribution. On the other hand, the estimation windows need not be of the same length. In particular, we can start from the beginning of the sample and use all the information up to time t − 1 to estimate the parameters, to generate the forecasts for time t.
In theory, we may not even need to continuously update the parameter estimates. We can split the sample into two parts, use the first part for estimation, and the second for evaluation of forecasts. Although it is computationally simpler, we think that this method is less appealing in our context. In practice, to generate informative forecasts, there is hardly any reason not to update the parameter estimates. On the other hand, noisy stock returns may make it less useful to compare long-term forecasts. For example, it is difficult to imagine 26 It should be noted that r t −B i,t−1 h i,t may be viewed as the sum of an intercept α i,t and a noise term ε i,t . It is the intercept α i,t that we are really interested in, since asset pricing models do not impose restrictions on magnitude of the noise term. We can average out ε i,t as in (14) . Alternatively, one may manage to capture α i,t ; but it is not clear how this can be done in a feasible and yet robust way. that whether to use the CAPM or the Fama and French three factor model would make any difference to forecast monthly stock returns twenty years ahead in the future.
Model selection in both the SDF and beta explorers is based on one-step ahead forecasts. An interesting alternative is to select models based on only cross-sectional predictive ability. We could use one set of asset returns to estimate the models, and use another set to evaluate the estimated models. 27 The key issue with this extension is, of course, how to pick the two sets of assets. We would like to have two sets that are not closely correlated, since if they are very similar, we would be biased toward models that have good in-sample fit. In the middle of the road, there is another possibility. We can use the first set to select the best model according to the one-step ahead forecasts, and then challenge the best model with the second set of returns. Such an approach seems particularly appealing for evaluation of anomalies or managed portfolios. 28 For example, we can use the size and book-to-market portfolios or industry portfolios to select the best model and then test if this model can beat the benchmark in terms of explaining profits to momentum strategies.
The forecast error α i reflects the model's ability of pricing average returns of the n assets. The cross-section of average returns is a classic yardstick that has been used by numerous authors to compare models (see, e.g., Fama and MacBeth (1973) , Chen, Roll, and Ross (1986), Fama and French (1992 , 1996 , and Jagannathan and Wang (1996) ). An interesting extension is to include scaled returns. 29 For the twenty momentum portfolios considered in Section I, for example, the forecast error α i is a 20 × 1 vector of errors in pricing the average returns on the portfolios. Alternatively, one can add returns scaled by the conditioning variables DEF, DPR, TERM, TBR, and MKT, which gives rise to a 120 × 1 vector α i . In our empirical study, we do not include the scaled returns since our target is the momentum effect or profits to momentum strategies so that it seems more appropriate to focus on the average returns of the momentum portfolios.
The ASE and HJD measures for forecast evaluation do not require strong distributional assumptions. If we are willing to make such assumptions, however, there are interesting likelihood based measures for forecast power. For example, if we assume normality distribution 27 All the selection methods that we consider fall into the general category of cross-validation methods that use one part of data for estimation and another part of data for model validation.
28 Interestingly, He, Ng, and Zhang (1998) propose an approach to performance measurement that emphasizes minimizing explicitly the pricing error associated with an asset pricing model which is employed to compute performance measures. 29 As Cochrane (1996 Cochrane ( , 2001 ) explains, scaled returns may be viewed as returns on some dynamic trading strategies.
for the regression errors in the beta pricing models, we may consider the following measure
log L i (r t , h i,t ,θ i,t−1 ) is the predictive log-likelihood for model i, and log L 0 (r t , h 0,t ,θ 0,t−1 ) is for the benchmark model, where θ is the vector of parameters. Moreover, LIKE i,t may be modified by applying the Akaike Information Criterion (AIC) to adjust for the numbers of parameters in the models i and 0. Like the summary measures ASE i and HJD i , this new index LIKE i can be used to select the best model and to test if it can beat the benchmark model.
Finally, both the SDF and beta pricing models that we consider utilize the linear functional form. It has been the norm in practice to use linear functions of conditioning variables, partly because of convenience in implementation. However, Ghysels (1998) and Wang (2001) provide evidence that functional form misspecification of betas and SDFs can have serious impact on estimation and inference. , Bansal, Hsieh, and Viswanathan (1993 ), Chapman (1997 ), and Wang (2001 propose semiparametric and nonparametric SDF approaches that avoid linearity assumptions. Thus, a potentially interesting extension is to combine the SDF bootstrap explorer with the flexible SDF methods. Whether White's (2000) results can be applied to these procedures and whether the combined methods are computationally feasible are among the key questions to be studied. A rigorous and detailed analysis of these issues is beyond our current scope, but is an interesting project for further research.
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30 Another challenging project is to conduct an extensive simulation study of the bootstrap explorers. Given that a large number of variables (returns, factors, and conditioning variables) are involved, how to design simulation experiments that can effectively capture important features of the actual data-generating process is a difficult technical issue. Moreover, how to circumvent computational time constraint is another technical problem in design of simulation experiments. For example, on a P900 computer, it takes three to five hours to run a SDF explorer with a bootstrap size of 500. Thus, a large number of replications of the bootstrap tests would require a huge amount of computing time, given the computers available to us.
III. Empirical Results
The explorers for the SDF and beta pricing models can be applied to evaluate any anomalous portfolio performance. They can also be used for evaluation of asset pricing models. In this section we present a test of multifactor explanations for industry momentum and a test of the three moment CAPM that incorporates skewness.
We now describe the set-up for our empirical study. First, we choose a set of candidate factor pricing models as our prior to start with. We try to avoid models that researchers would never consider in practice. We narrow down the focus on to a few high profile sets of factors and conditioning variables that are most likely to be considered in applications. 31 We include the Sharpe-Lintner one factor CAPM, the Jagannathan and Wang (1996) two factor model, the Fama and French (1993) three factor model, the Carhart (1997) four factor model, the Chen, Roll, and Ross (1986) five factor model, and the Harvey and Siddique (2000) three moment CAPM. 32 For each of the models, we consider six versions: the unconditional version and five conditional specifications that incorporate conditioning information to various extent. 33 Thus, there are a total of thirty-six empirical models in our set. Appendix A provides details about the models, the factors, and the conditioning variables.
We obtain monthly data on two well known sets of portfolios: the twenty industry portfolios of Moskowitz and Grinblatt (1999) and the twenty-five Fama and French (1993) size and book-to-market portfolios. The industry returns are from July 1963 to June 1995. The size and book-to-market portfolio return data are from January 1960 to December 1999. From the industry portfolios, we construct a set of twenty momentum portfolios according to performance rank. The first of the momentum portfolios is the industry portfolio that has the best return over the previous month, the second is the one that has the second-best return over the previous month, and so on. For the size and book-to-market portfolios, we construct a set of twenty-five momentum portfolios in the same way. To keep things brief, summary statistics of returns on the portfolios are omitted, but all the data are available 31 Of course, it is always the case that empirical results are conditional on the researchers' prior. However, how to select the set of candidate models seems to be beyond the scope of any econometric methods. In our empirical analysis, we simply pick a set of most well known and most influential models out of the asset pricing literature, which can certainly be extended or modified if desired. 32 For our purpose, the three moment CAPM can be treated as a factor pricing model, as the SDF is linear in the parameters. 33 As explained in Section I and Appendix A, these conditioning variable sets correspond to choices made in some prominent papers. upon request.
A. Industry Momentum
The momentum effect documented by Jegadeesh and Titman (1993) has been one of the most serious anomalies against the unconditional CAPM. Jegadeesh and Titman find that short-term returns tend to continue such that stocks with higher returns in the previous twelve months tend to have higher future returns. They find that the unconditional CAPM can not explain the difference between returns on a portfolio of past winners and a portfolio of past losers. The momentum has attracted further attention when Fama and French (1996) find that it is also an anomaly according to their three factor model. Recently, Moskowitz and Grinblatt (1999) document a strong industry momentum effect. They find that industry portfolios exhibit significant momentum profits, and that once returns are adjusted for industry effects, momentum profits from individual stocks are significantly weaker. They conclude that industry momentum appears to be contributing substantially to the profitability of individual stock momentum strategies, and in most cases captures these profits almost entirely.
We test multifactor explanations of the industry momentum using the industry portfolios of Moskowitz and Grinblatt (1999) . Unlike a conventional approach that focuses on a particular model (e.g., the Fama and French (1996) tests of their three factor model against anomalies), the target of our approach is a set of models. We run horse races among the high profile factor models (described in Appendix A), including various conditional versions of them, and check whether winners of the horse races really do better than the Sharpe-Lintner CAPM in terms of capturing profits to momentum strategies. Our tests aim to shed light on performance of conditional factor models with linear SDFs or linear betas, motivated by the fact that little is known about whether these conditional linear factor models can help explain the momentum. 34 We challenge the models with the twenty momentum portfolios that are based on the previous month performance of the industry portfolios. We focus on the one-month to onemonth strategy since Moskowitz and Grinblatt show that industry momentum is strongest 34 It is well known that the unconditional CAPM and the unconditional Fama and French three factor model fail to explain the momentum. Several recent studies debate on the source of momentum profits. See Conrad and Kaul (1998), Chordia and Shivakumar (2000), Grundy and Martin (2001) , and Jegadeesh and Titman (1999) . However, these papers do not examine whether conditional asset pricing models help explain the momentum anomaly.
at the one-month horizon. 35 To check robustness of our results, we also use momentum portfolios constructed from the twenty-five size and book-to-market portfolios of Fama and French (1993) . 36 As for the benchmark model, we consider two versions of the Sharpe-Lintner CAPM. We set the benchmark model to be either CAPM(1) or CAPM(6). CAPM(1) is the standard unconditional version of the CAPM. CAPM(6) is the most general conditional version of the CAPM in our set of candidate models. Appendix A explains the notations to index the thirty-six models.
Our SDF and beta explorers strongly reject that the winners of the horse races can outperform the unconditional CAPM. Panel A of Table II shows that among the SDF models, a conditional version of the Fama and French model, FF(2), is the best when the ASE is being minimized. The p-value (or p-CAPM(1) in Table II) is 0.0%, indicating a strong rejection of the null hypothesis (8) of Section II when CAPM(1) is the benchmark. A p-CAPM(1) value of 0.0% is also obtained when the HJD is the selection criterion. This result is unchanged when we turn to the case of beta models, and when we replace the industry momentum portfolios with the size and book-to-market momentum portfolios (as presented in Panel B). Thus, although the best model is different in different cases, the tests suggest that none of the models in our candidate set does a better job than CAPM(1) in explaining returns on the momentum portfolios constructed from either the industry portfolios or the size and book-to-market portfolios. This result is surprising because all the models in our set are supposed to improve over the static CAPM, at least in some important aspects.
37 A more detailed look at the panels show that we would be impressed if we do not take the model selection process into account. For example, Panel A shows that the optimal square root of ASE for the SDF models is only 0.5%, obtained by FF(2). In contrast, the square root ASE for the CAPM(1) is 2.5%, which is five times as large. However, the bootstrap explorer suggests that the difference may be a statistical artifact or a chance result.
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The SDF version of CAPM(6) produces results that are similar to those for CAPM(1).
In Panels A and B, the p-values (or p-CAPM(6) in the table) are below 1% in the tests using 35 The one-month to one-month strategy stands for a strategy with one-month formation period and onemonth holding period. 36 For all the cases in Tables II and III , the window length and the bootstrap simulation size are L = 120 and B = 500, respectively. 37 Otherwise, these models would not have attracted so much attention. 38 In a previous version of this paper, we have applied the explorers to the mutual fund portfolios of Carhart (1997) and obtained results that are very similar to those in Table II . The tests strongly reject that the best of the thirty-five models can outperform the unconditional CAPM in explaining the mutual fund returns.
the SDF CAPM(6) model as the benchmark. However, the results for the beta version of CAPM(6) are totally different. The value of p-CAPM(6) is large in all the cases in the beta explorer testing, suggesting either that the best models do outperform the beta CAPM(6) model or that performance of the beta CAPM(6) is too noisy.
39 Why are the test results for the beta CAPM(6) model so different from those for its SDF version? First, it should be noted that the SDF version of CAPM(6) and the beta version of CAPM (6) are different models. They do not imply each other. That is, the linear SDF for CAPM(6) does not imply that the beta is linear in the conditioning variables, and conversely, the beta CAPM (6) does not imply the SDF CAPM(6). Second, the performance of the beta CAPM(6) model can be explained by evidence of Ghysels (1998) and Wang (2001) that betas are highly nonlinear. We do not replicate details of these studies. Instead, we plot the moving window estimates of the coefficients in the linear beta specification for CAPM(6). More precisely, we plot the rolling window estimates of b's in the beta specification
If the linear beta is seriously misspecified, the plot should reveal severe instability in the rolling window estimates. Indeed, this is the case. Figures 1 and 2 show the plots for the winner and loser portfolios. The rolling window estimates change drastically over time, suggesting serious specification errors.
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Panels C and D present the top five models for the industry momentum and the size-BE/ME momentum. For the SDF models, there is no single model that dominates the lists of top five. The overall forecast errors are quite large. For example, the top five for the industry momentum portfolios have root ASE from 0.5% to 2.0%, while they range from 0.2% to 1.6% for the size-BE/ME momentum portfolios. The panels also present forecast errors for the winner and loser portfolios. 41 The forecast errors for the winner and loser portfolios are also large. For the industry momentum, the top model FF (2) under-estimates the average return 39 Most notably, for the case of the beta models with the HJD index reported in Panel B, CAPM(6) has a HJD value smaller than those of the other 35 models. Even so, however, the test does not reject that the best of the 35 models actually outperforms CAPM(6). This suggests that performance of the beta CAPM (6) is really noisy. 40 Plotted are the rolling window estimates minus their means. Therefore, if the parameter estimates are stable, they should be all on the flat plane that goes through the origin.
These plots are only suggestive. We have conducted the Sup LM tests of Andrews (1993) , which reveal serious parameter instability for the beta model specification. The results are similar to those of Ghysels (1998) and Wang (2001) , and hence not reported. 41 In our sample, the average returns for the winner and the loser are 1.49% and 0.16%, respectively, for the industry momentum case; they are 1.59% and 0.32%, respectively, for the size-BE/ME case. of the winner portfolio by 0.9% and over-estimates that of the loser portfolio by 0.7%. For the size-BE/ME momentum, the top model HS(1) performs better. It under-estimates the average return of the winner by 0.2% and over-estimates that of the loser by 0.3%. But the top second through fifth models for the size-BE/ME momentum perform significantly worse than HS(1).
The forecast error measures of the top five beta models are in most cases much smaller than those of the SDF models. The beta model errors for the winner and loser portfolios are also considerably smaller. 42 There is an intuitive explanation about the performance difference between the beta models and the SDF models. By construction, the SDF model parameters are the same for all portfolios, but the beta model parameters are portfoliospecific. Thus, for the beta models, if an irregular movement in a portfolio's return occurs during some period, only the parameter estimates for that portfolio will be affected. In contrast, the rolling window parameter estimates of the SDF models will be affected by outliers in individual portfolio returns. In this aspect, the SDF models are more restrictive empirical models than the beta models.
B. Conditional and Unconditional Skewness
Harvey and Siddique (2000) recently examine the role of skewness in asset pricing and obtain interesting results. They find that conditional skewness helps explain the crosssectional variation of expected returns and is significant even when the size and book-tomarket factors are included. They also find that the momentum effect is related to skewness.
The low expected return momentum portfolios have higher skewness than high expected return portfolios.
Extending the seminal work of Kraus and Litzenberger (1976) , Harvey and Siddique propose an asset pricing model that incorporates conditional skewness. This model is a three moment conditional CAPM such that its SDF is quadratic in the market return:
where MKT t is the market return and b l,t−1 is a function of time-(t − 1) information set for l = 0, 1, 2. Harvey and Siddique have convincingly argued that the SDF model defined by the equation (15) above is a well motivated extension of the CAPM as given in (3) We provide a test of the three moment CAPM that differs from the test of Harvey and Siddique (2000) in three major ways. First, we directly test the SDF model (15). Following the conventional SDF factor model formulation, we assume that the coefficients b l,t−1 are linear functions of conditioning variables, i.e., b l,t−1 = b 0 l z t−1 for l = 0, 1, 2. This gives us a SDF that is linear in the parameters, just like a typical linear factor model. Second, our test is based on evaluation of forecasts. As explained in Section II, we actually test cross-sectional performance of the one-step ahead forecast of the SDF. Intuitively, this should help penalize models that over-fit the data. Third, the SDF explorer allows us to test the model against a large set of competing models. Such relative performance should be informative. 44 We focus on two versions, HS(1) and HS(6), of the Harvey-Siddique model. HS (1) is the unconditional three moment CAPM. HS(6) is the most flexible form, in our set-up, of the three moment conditional CAPM. We put each of them as the benchmark model to test if it underperforms the horse race winner. Panel A of Table III presents test results, using the industry portfolios of Moskowitz and Grinblatt (1999) and the industry momentum portfolios. Panel B reports test results with the size and book-to-market portfolios and momentum portfolios constructed from these Fama and French portfolios.
First, for all of the four data sets in Panels A and B, the tests are supportive for HS(1). The p-HS(1) value is below 1% in all the cases, indicating that the tests strongly reject that HS(1) is inferior to the winners of the horse races. On the other hand, the tests are not in favor of HS(6). The p-value for HS(6) (or p-HS(6) in the table) is very large in six out of eight cases. More impressively, the prediction error measures of HS(6) are stunningly large.
For example, the square root ASE of HS(6) for the industry portfolios is 14.8%! Why does HS(6) perform so poorly? Given that the SDF model of CAPM(6) performs significantly better than HS(6), a natural explanation is that the linear specification b 2,t−1 = b 0 2 z t−1 for the quadratic term in (15) is problematic. We verify this by plotting the moving window estimates of the vector b 2 . Figure 3 confirms that the moving window estimates change 43 In a related paper, Harvey and Siddique (1999) use a GARCH method to examine conditional skewness in the market return.
44 When a new model is being proposed, financial economists are always interested in its performance relative to those of the existing models. significantly over time, which suggests that the linear specification is inadequate.
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A more surprising result comes from Panel C, which presents the root ASE and forecast errors for the winner and the loser portfolios (i.e., α W and α L ) for the six versions of the CAPM and the six versions of the three moment model, using the two sets of momentum portfolios. Although the forecast errors vary across different versions of the models, the versions of the three moment model, taken as a whole set, do not generate better forecasts than those of the CAPM. The only case for exception is that for the size-BE/ME momentum portfolios HS (1) is the winner of the horse race among all the models that we consider. However, as shown in Panel B of Table II , it is strongly rejected that the HS(1) outperforms CAPM(1) and CAPM(6).
In sum, our results about the significance of skewness are mixed. On one hand, we can not reject that a simple skewness model (i.e., HS (1)) is as good as the best among the set of models that we consider. This is broadly consistent with the findings of Harvey and Siddique (2000) . On the other hand, however, the set of the three moment models does not outperform the set of the two moment CAPM models. One possible explanation is that the monthly horizon is too short to materialize the importance of skewness. This does not seem to be the case, however, given the strong evidence documented by Harvey and Siddique (2000) . Alternatively, the poor performance of the three moment models may be due to serious misspecification of b l,t−1 in (15), which seems a plausible explanation given the fact that the conditional skewness models HS(2) through HS(6) do not outperform the unconditional model HS(1).
IV. Conclusion
As the most widely used tools to quantify risk, factor pricing models play an important role in financial economics. Over the past decades, several generations of researchers have devoted a great deal of efforts to develop this class of asset pricing models. Such efforts give rise to a challenging model selection uncertainty issue, since in applications we now have a large number of competing models that are all sensible and interesting, but there is no consensus on which one is (or close to be) the right model for evaluation of risk. The popular classic methods in empirical asset pricing, such as the two-pass regressions or the GMM, are not designed to incorporate the model selection uncertainty. 46 In this paper, we propose a unified approach to model selection and inference, following the conventional wisdom that a good way to select models is to compare forecasts, and utilizing White's (2000) reality check bootstrap method. Applying the methodology, we run horse races among a set of thirtysix empirical models, which are derived from the conditional and unconditional versions of six high profile asset pricing models that have been proposed in the literature. We explore multifactor explanations of industry momentum and test the three moment CAPM.
Our tests strongly reject that winners of the horse races can outperform the unconditional CAPM in terms of explaining the momentum effect. The pricing errors of the winners are substantial in most cases, and there is no single model that consistently dominates the top performer lists across different cases. This result is surprising since all the other models that we consider, especially the conditional models that allow for time-varying risk and risk premiums, are supposed to be an improvement over the unconditional CAPM. The winners of the horse races often do have much smaller prediction errors. But the test rejections suggest that we should be very cautious about the performance differences (between the winners and the unconditional CAPM) as they could have been generated by chance.
Although the unsatisfactory performance of the factor pricing models may be consistent with behavioral theories recently proposed by Barberis, Shleifer, and Vishny (1998), Daniel, Hirshleifer, and Subrahmanyam (1998) , and Hong and Stein (1999) , 47 our analysis suggests an alternative explanation. That is, conditional asset pricing models are fragile to functional form misspecification of the SDFs or the time-varying conditional betas. We find that many conditional versions of factor models do not perform as well as they should. 48 For example, with a linear specification to incorporate conditional skewness, the conditional three moment CAPM (i.e., HS(6)) exhibits stunningly poor performance. A plot of the moving window estimates suggests severe parameter instability for the three moment model. Thus, to specify SDFs or betas in linear forms, which seems a harmless technical step, may explain why some conditional models fall far behind even the corresponding unconditional models. 46 Our view is by no means negative on the classic methods. These methods have been and will continue to be very useful as we are often interested in detailed analyses of a particular model.
47 Daniel and Titman (2000) and Jegadeesh and Titman (1999) argue that the momentum is not a result of data-snooping and provide evidence to support behavioral models.
48 This is consistent with Ghysels' (1998) results. Ghysels shows that without beta misspecification, timevarying beta models are sure to beat the constant beta models. He also shows that with beta misspecification, time-varying beta models often underperform the constant beta models.
following Jagannathan and Wang (1996) , where L t denotes the per capita labor income for month t. UMD is a momentum factor constructed by Kenneth R. French; the data on this factor are from his web site. MP is growth in industry production, DEI is change in inflation forecast, and UI is inflation forecast residual.
49 UPR is the difference between yields on corporate and government bonds, and UTS is the difference between the yield on ten year government bonds and the T-bill rate.
The specifications of the vector z are
where the conditioning variables DEF, DPR, TERM, TBR, and MKT are default premium, dividend price ratio, term premium, Treasury bill rate, and market return, respectively. DEF is the Baa-rated corporate bond yield minus that of the Aaa-rated bond. DPR is the dividend yield on the CRSP value-weighted index, measured as the sum of previous twelve months' dividend payments divided by the level of the index. TERM is the ten year government bond yield minus the one month Treasury bill rate. TBR is the one-month Treasury bill rate. MKT is the return on the CRSP value-weighted index.
These sets of conditioning variables correspond to choices made in some of the most influential papers. The first vector (1) includes no conditioning variable at all, which produces unconditional factor models (e.g., see Cochrane (1996 Cochrane ( , 2001 ). In the next two sets (2) and (3) the conditioning variables are DEF, and DEF and DPR, respectively, just like in Wang (1996), and Cochrane (1996) . The vector (4) includes DEF, DPR, and TERM, which are the three forecasting variables advocated by Fama and French (1989) .
The sets (5) and (6) of conditioning variables are similar to those of Harvey (1989) , He, Kan, 49 We regress inflation on lagged inflation and Treasury bill rate to produce inflation forecasts and residuals. Ng, and Zhang (1996) , and Ferson and Harvey (1999) .
For convenience, we denote each of the models by a short hand for f and a number for z.
For example, CAPM(1) is the unconditional CAPM with f = MKT, and z = 1 defined in (1) in this appendix; JW (2) The above thirty-six models comprise the set of candidate SDF models in our empirical analysis. Note that for the beta models, however, we remove factors that are neither excess returns nor returns on zero cost portfolios, as explained in Section II. 50 Thus, the versions of the Jagannathan and Wang model, the Chen, Roll, and Ross model, and the Harvey and Siddique model are excluded. The set of candidate beta models therefore consists of the remaining eighteen models.
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B. The Stationary Bootstrap
For stationary time series, there exist several block bootstrap methods that can be implemented by dividing the data into blocks and sampling the blocks randomly with replacement. The stationary bootstrap of Politis and Romano (1994) uses overlapping blocks with lengths that are sampled randomly from the geometric distribution. The advantage of random block lengths is that the resulting bootstrap data series is stationary, while it is not with blocks of fixed (non-random) lengths. In this section we describe our application of the stationary bootstrap. The notations correspond to those of Section II.A.
First, define the vector that consists of all the variables:
Given the data {X t }, t = 1, · · · , T , we use a resampled time series {X b t,j }, t = 1, · · · , T , to obtain ASE b i,j which are resampled versions of ASE i , for i = 1, · · · , M, respectively, where j indexes one of the B bootstrapped samples. The following statistics are then used to 50 Alternatively, we can construct mimicking portfolios. But this would incur measurement errors and other econometric issues. For the technical reasons, we avoid construction of mimicking portfolios, following many authors such as Jagannathan and Wang (1996) . 51 For beta models, we set MKT to be excess return.
compute the p-value associated with V ASE :
where ξ j (t) is a random index chosen according to the stationary bootstrap algorithm of Politis and Romano. For this, we choose a priori a smoothing parameter q and then proceed in three steps as follows:
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• For t = 1, draw ξ j (1) as a random variable, uniformly distributed over {1, · · · , T }, independently of other variables.
• Increase t by 1. If t > T , stop. Otherwise, draw a standard uniform random variable u, independently of other variables.
-If u < q, draw ξ j (t) as a random variable, uniformly distributed over {1, · · · , T }, independently of other variables.
-If u ≥ q, set ξ j (t) = ξ j (t − 1)+1; if ξ j (t) > T , set ξ j (t) = 1.
• Repeat the second step.
To choose q, we follow Sullivan, Timmermann, and White (1999) to set q = 0.1. This corresponds to an average block length of 10. In every case considered in our empirical study, we also obtain results based on an average block length of either 5 or 20 (i.e., either q = 0.2 or q = 0.05). We find that such changes in the value of q do not qualitatively affect the results or conclusions. Similarly, White (1998, 1999) , and find that their results are not sensitive to the choice of q. This table presents GMM test results for different empirical versions of the CAPM (six specifications of the SDF m t ), to serve as an example for model selection uncertainty. The set of moment conditions is E(m t R t ) = 1. In Panel A, R t is the vector of returns on the twenty industry portfolios of Moskowitz and Grinblatt (1999) ; while in Panel B, R t is the vector of returns on the twenty momentum portfolios. The first momentum portfolio is the industry portfolio that has the best return in the previous month, the second is the one that has the second best return in the previous month, and so on. The conditioning variables DEF, DPR, TERM, and TBR are the default premium, the dividend price ratio, the term premium, and the one month Treasury bill rate, respectively. MKT is the market return. Appendix A explains the variables in details.
Specifications of the SDF m t CAPM(1):
Standard two stage GMM is implemented in two procedures. The initial weighting matrix is the identity matrix in procedure 1. The first stage estimate is used to compute the square root of average squared errors (ASE), which is p g 0 T g T /dim(g), where g T is the vector of moments defined in Section I, and dim(g) is the number of moment conditions or the dimension of the vector g T . In procedure 2, the initial weighting matrix is such that the first stage GMM estimate minimizes the Hansen and Jagannathan (1997) distance
Otherwise the two procedures are identical. J T is the over-identifying statistic defined in Section I. The p-value is the probability that a draw from the chi-squared distribution exceeds the test statistic. 
Table II Momentum
This table presents results on testing multifactor explanations of the momentum anomaly. In Panel A, the test assets are twenty momentum portfolios constructed from the industry portfolios of Moskowitz and Grinblatt (1999) . The first of the momentum portfolios is the industry portfolio that has the best return over the previous month, the second is the one that has the second-best return over the previous month, and so on. The results are based on ten-year moving window estimates (i.e., L = 120) and bootstrap simulations of size B = 500. The best models are the ones that have the minimum average squared error (ASE) or the minimum Hansen-Jagannathan distance (HJD). Reported are the square root of the optimal ASE or the optimal HJD (among all the models including the benchmarks), and two p-values. The p-value is defined in (11) of Section II. The p-CAPM(1) is the p-value when CAPM(1) is the benchmark model. The p-CAPM(6) is the p-value when CAPM(6) is the benchmark model. See Appendix A for an explanation on notations such as CAPM(6). The square root of the ASE and the HJD for the benchmark models are also included. For the SDF models, the set of candidate factor pricing models consists of the thirty-six models given in Appendix A. The set of candidate beta models, as explained in Appendix A, consists of a total of eighteen models that are different versions of the CAPM, the Fama and French (1993) three factor model, and the Carhart (1997) four factor model. Panel B presents the results for the twenty-five momentum portfolios constructed from the twenty-five size and book-to-market portfolios of Fama and French (1993) . Panels C and D report the forecast measures for the top five models. α W or α L is the element of the prediction error vector α in (6) of Section II that corresponds to the winner or the loser portfolio, respectively. Moskowitz and Grinblatt (1999) and twenty momentum portfolios constructed from the industry portfolios. The first of the momentum portfolios is the industry portfolio that has the best return over the previous month, the second is the one that has the second-best return over the previous month, and so on. The results are based on ten-year moving window estimates (i.e., L = 120) and bootstrap simulations of size B = 500. The best models are the ones that have the minimum average squared error (ASE) or the minimum Hansen-Jagannathan distance (HJD). Reported are the square root of the optimal ASE or the optimal HJD (among all the models including the benchmarks), and two p-values. The p-value is defined in (11) of Section II. The p-HS(1) is the p-value when HS(1) is the benchmark model. The p-HS(6) is the p-value when HS(6) is the benchmark model. See Appendix A for an explanation on notations such as HS(6). The square root of the ASE and the HJD for the benchmark models are also included. The set of candidate factor pricing models consists of the thirty-six SDF models given in Appendix A. Panel B presents the results for the twenty-five size and book-tomarket portfolios of Fama and French (1993) and the twenty-five momentum portfolios constructed from the size and book-to-market portfolios. Panel C presents the forecast measures for the three moment CAPM models HS(1) through HS(6) and the CAPM versions CAPM(1) through CAPM(6), using the momentum portfolios constructed from either the industry portfolios or the Fama-French portfolios. α W or α L is the element of the prediction error vector α in (6) of Section II that corresponds to the winner or the loser portfolio, respectively. 
