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Abstract The structural studies of carbamohydrazonothioate de-
rivative and its hydrochloride solvate are the aim of hereunder
presented research. The combination of the crystallographic tech-
nics and theHirshfeld surface analysis allows to describe the net of
thehydrogenbondsaswellasothernon-covalent interactionswith-
in thecrystal structures.Thecrystal structuresof4-ethenylbenzylN
′-[(E)-phenylmethylidene] carbamohydrazonothioate (CHT) and
CHThydrochloride solvate are built of bent and linear conformers
of the carbamohydrazonothioate derivative, respectively. The the-
oretical calculations indicate that the alteration of the conformation
is possible.While the geometry of the bent conformers allows the
crystal structure to propagate, the linear conformation does not
encourage formation of the intermolecular interactions between
CHT molecules. Therefore, in the latter case, the chloride ions
and methanol play the role of the molecular glue. In both crystal
structures, the dominant is H···H interaction; thus, the dispersion
energy is an important factor in intermolecular interactions. The
theoretical calculations for single molecules and dimers of CHT
show the negligible influence of the crystal packing on molecular
conformation and dimer formation, when the dispersion energy
correction is applied.
Keywords Carbamohydrazonothioate . Crystal structure .
Hirshfeld surface . DFT . Dispersion energy
Introduction
Thiosemicarbazone derivatives represent a group of organic
compounds that have been intensively explored because of the
broad spectrum of their biological activities [1–3]. It is also one
of the several classes of chelating ligands for transition metal
ions. Thiosemicarbazones possess two possible complexing
centres, the sulphur atom and azomethine nitrogen atom. They
combine mixed hard-soft donor character and versatile coordi-
nation ability [4, 5], which are determined by the structure of a
particular compound. Numerous metal complexes of various
thiosemicarbazones have been investigated [4–14]. A signifi-
cant attention has been drawn to their medicinal applications.
They are commonly used in the treatment of many diseases
[15–18] because of their biological properties (i.e. antibacterial,
antiviral and antineoplastic activity) and the ability to diffuse
through the semipermeable cell membranes [5, 19–22].
Furthermore, some metal complexes of thiosemicarbazones
were reported to have analytical applications for metal ion de-
termination, extraction and removal [23–26].
A wide range of application in many different scientific
fields is the reason why new chelating ligands, based on
thiosemicarbazones structure, are still designed. Usually, the
main chelating molecular fragment is modified by addition of
terminal functional groups. For example, ligand molecule
enriched with a vinyl group can be used as a monomer in a
radical polymerization reaction [21, 27–29].
In thispaper,wepresent the full structural characterizationand
theoretical studies of new ligand based on thiosemicarbazide
structure, namely 4-ethenylbenzyl N′-[(E)-phenylmethylidene]
carbamohydrazonothioate (CHT).
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The synthesis of 4-ethenylbenzyl N′-[(E)-phenylmethylidene]
carbamohydrazonothioate and its hydrochloride solvate is de-
scribed elsewhere [27]. To obtain crystals appropriate for X-
ray measurements, a series of the crystallization experiments
with various solvents were performed. The crystals of the
CHT and its solvated hydrochloride form (CHT-salt) were
grown by slow evaporation from methanol solution.
Crystallographic data
The X-ray data were collected on an Oxford Diffraction
SuperNova DualSource diffractometer with a monochromated
Mo Kα X-ray source at 100K. Data reduction and multi-scan
absorption correction were performed with CrysAlis PRO [30].
The crystal structures were solved and refined usingOlex2 com-
bined with SHELXS and SHELXL97 programs [31–33]. All
hydrogen atoms were located in electron density difference
maps. The non-hydrogen atoms were refined anisotropically.
The summary of relevant crystallographic data for both CHT
and CHT-salt is given in Table 1. The CCDC-1049864 (CHT)
and CCDC-1049967 (CHT-salt) contain the supplementary
crystallographic data for this paper. These data can be obtained
free of charge from theCambridge Crystallographic Data Centre
via www.ccdc.cam.ac.uk/data_request/cif.
Hirshfeld surface calculation
Based on the refined and deposited crystal structures, the
Hirshfeld surface for CHT and CHT-salt was generated using
CrystalExplorer 3.1 program [34]. In order to determine the
kinds of non-covalent interactions in the crystal structures, the
normalized contact distances, dnorm [35], were mapped into the
Hirshfeld surfaces. The three types of contact in relation to the
van derWaals radii are in question here. Shorter than the sum of
the van derWaals (VdW) radii (dnorm negative), close to the sum
of the VdW radii (dnorm equal zero) and longer than the sum of
the VdW radii (dnorm positive) are colored red, white and blue,
respectively. Additionally, the Hirshfeld surface fingerprint plots
were generated. They are 2D histograms of the di and de
Table 1 Crystal data and structure refinement for CHT and CHT-salt
CHT CHT-salt
Empirical formula C17H17N3S C17H18N3S
1+, C1H4O1, Cl
1−
Formula weight, g/mol 295.41 363.90
Crystal size/mm3 0.484 × 0.422 × 0.040 0.298 × 0.213 × 0.093
Crystal system triclinic triclinic
Space group
P1 P1
a/Å 8.665 (7) 9.417 (6)
b/Å 9.386 (5) 10.225 (6)
c/Å 10.489 (7) 11.86 (4)
α/° 84.169 (2) 67.799 (2)
β/° 87.261 (12) 68.787 (2)
γ/° 64.997 (2) 66.310 (2)






Radiation Mo Kα (λ = 0.71073) Mo Kα (λ = 0.71073)
Completeness (%) 99.7 99.9
2Θ range/° 5.92 to 72.62 5.54 to 72.64
Reflections collected 37,171 45,409
Independent reflections 7441 [Rint = 0.0412, Rsigma = 0.0269] 9081 [Rint = 0.0463, Rsigma = 0.0338]
Parameters /restraints 205/0 230/0
Goodness-of-fit on F2 1.098 1.034
Final R indexes [I ≥ 2σ (I)] R1 = 0.0404, wR2 = 0.1062 R1 = 0.0446, wR2 = 0.1116
Final R indexes [all data] R1 = 0.0519, wR2 = 0.1179 R1 = 0.0656, wR2 = 0.1258
Largest diff. peak/hole/e/Å3 0.66/−0.30 0.72/−0.34
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distances. The di corresponds to the distance from the surface to
the nearest atom in the molecule itself, whereas the de corre-
sponds to the distance from the surface to the nearest atom of the
neighbor molecule. The proportional contribution of the contact
pairs in the global surface is described with a color gradient in
the plots going form blue to red.
Computational details
To gain quantitative insight into relevant structural and energy
parameters, monomers and dimers of the two conformations of
CHT ligand were optimized computationally. The calculations
were performed under gas phase conditions using the DFT-
B3LYP [36–39] method implemented in Gaussian 09 [40] pro-
gram. Functional was used in conjunction with the 6−311++
G(d,p) [41] basis set. Additionally, it was combined with the
Grimme’s D2 dispersion correction [42]. The B3LYP function-
al was chosen since it was reported in several benchmark stud-
ies that this functional reproduces geometry parameters very
well [43] and in general is recommended as the functional
achieving acceptable accuracy for a very large group of molec-
ular systems of various characteristics [44–46]. Geometries of
all the systems were extracted from the crystal structure and
optimized without any symmetry constraints.
In order to verify if the optimized geometries correspond to
stationary points, the frequency analysis at the same level of
theorywas performed. It should be noted that full optimization
failed for the N − H···N-type dimer. Imaginary frequencies
were observed for dimer modeled using two levels of theory,
B3LYP/311++G(d,p) and B3LYP/311++G(d,p), with
Grimme’s D2 correction, and they amounted respectively
−2.81/cm and −3.36/cm. The occurrence of imaginary fre-
quencies is related to the accuracy of a numerical integration
model in the calculationmethod. Systems with very low imag-
inary frequencies (close-to-zero frequencies) are close to sta-
tionary points, and they are situated near the minimum on the
surface of the potential energy [47]. Because of this some-
times, systems with imaginary frequency row −20/cm are an-
alyzed, considering it as a representative and equivalent to the
stationary points. To preserve the coherence of the analyses
referred, molecular models have been taken into account in
research. In other cases, no imaginary frequencies were found.
Received equilibrium systems fulfil the criteria for conver-
gence and they correspond to the local energy minima.
The total interaction energy in the optimized dimers was
calculated in the supermolecular fashion. The sum of the total
energies of isolated molecules of CHT ligand in their geome-
tries found in dimer was subtracted from the total energy of
these dimers. To remove the basis set superposition error
(BSSE) from the values of dimer interaction energies, the
counterpoise correction method of Boys and Bernardi [48]
was employed.
Additionally, the molecular electrostatic potential (MEP)
was computed and mapped on the electron density isosurface
of 0.0004 a.u. Plots have been obtained by means of
GaussView program. Check files used for electron potential
mapping were generated by Gaussian 09. To support our final
conclusions, the theoretical calculations based on the quantum
theory of atoms in molecules (QTAIM) [49, 50] were per-
formed using AIMALL [51] software. Analysis of the electron
density topology concerns only single molecules of bent and
linear conformations of CHT ligand. Selected topological pa-
rameters including electron densities, ρBCP, and Laplacian op-
erators, ∇2 ρBCP, at the bond critical points, BCPs, and distri-
bution of atomic charges were obtained and studied.
Results and discussion
Crystal structures
The crystals of CHT and CHT-salt were obtained from meth-
anol solutions by slow evaporation at room temperature. The
crystal structure analysis reveals that the CHT is the pure form
of a compound. The second structure is the solvated hydro-
chloride with methanol molecules.
Figure 1 depicts the asymmetric units of both crystal struc-
tures. The blue-dashed lines describe an angle between two cen-
troids of the aromatic rings and C10 atom. The angle for CHT
and CHT-salt is equal α1 = 101.826° and α2 = 166.092°, respec-
tively. Therefore, the former conformation will be designed as
the bent one and the latter as the linear one. The single molecule
of the ligand contains two aromatic rings. The angle between the
planes of two aromatic rings is equal 73.92° for the CHT and
80.67° for the CHT-salt. Thus, one can clearly see that the main
difference between these two structures is their conformation.
Figure 2 depicts the mutual orientation of molecules in the
crystal structures. The two CHT molecules form two types of
dimers. The molecules are linked by cyclic hydrogen bonds
N–H···N type, where N1–H1A bond of the amino group is the
donor and an N2 atom of the neighbor molecule is the accep-
tor. This is the main motif of this structure. The PLATON
report notes the absence of a hydrogen bond acceptor for
N1–H1B. However, the detailed study shows that the amino
group forms only one non-covalent interaction in this crystal
structure. Due to the nearly perpendicular orientation of the
aromatic rings within one molecule, the second type of dimer
is formed through the cyclic hydrogen bonds C–H···π type.
The net of alternately arranged two types of dimers creates an
infinite ribbon of molecules (Fig. 2), and the parallel ribbons
create sheets. The distance between neighboring sheets is
3.360 Å. They are also offset by 7.990 Å (Fig. S1 in Online
Resources). The essential geometrical parameters of the hy-
drogen bonds (HBs) are presented in Table S3 (Online
Resources).
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The CHT-salt crystal structure is more complicated. It is
impossible to distinguish main motif here. The situation is
clearer when the net of the HBs and other contacts is separated.
The chloride anions play a dominant role in the crystal
structure of the CHT-salt. Together with the methanol mole-
cules, they bind the stacks of the cation molecules. The meth-
anol molecule and chloride ion play the role of the molecular
glue for the crystal structure (Fig. 3a).
The hydrochloride’s proton covalently bonded to the nitrogen
atom (N2) forms the cation molecule. The molecules are linked
through the net of charge-assisted hydrogen bonds CAHBs built
of chloride anion and methanol molecule. There are three types
of CAHBs here: N–H···Cl(−), O–H···Cl(−) and (+)N–H···O
(Table S3 in Online Resources). In the case of the first two
CAHBs, the chloride anion is the acceptor, while the amino
group of the cation and the hydroxyl group of the methanol
Fig. 1 The asymmetric units of
crystal structures of the CHT and
CHT-salt
Fig. 2 The ribbon of molecules
generated in the crystal structure
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molecule are donors. The hydroxyl group of the methanol mol-
ecule is also the HB acceptor in the case of the third CAHB,
where (+)N2–H bond acts as a donor (Fig. 3a). Figure 3b shows
the same fragment of the crystal structure, but chloride anions
and methanol molecules were not included. Blue-dashed lines
represent the intermolecular contacts shorter than the sum of the
VdW radii. They are described as short contacts by standard
settings of the Mercury program. Two molecules of the cation
are arranged anti-parallel and placed one over another forming
the C–H···C contacts. There is also C···C-type contact between
another pair of the ligand cations; however, further analysis do
not confirm that it is π···π interaction. The geometrical parame-
ters of described contacts are presented in Table S3 (Online
Resources).
Additional two perpendicular views of the crystal structure
are presented in Figs. S2 and S3 (Online Resources). The first
one highlights the net of the charge-assisted HBs. The second
shows the intermolecular contacts shorter than the sum of the
VdW radii. Despite the fact that both molecules contain aro-
matic rings, no π–π interactions were observed in the CHT or
CHT-salt crystal structures.
Non-covalent interactions in crystal structures—Hirshfeld
surface analysis
The above presented analysis is focused on the general arrange-
ment of the crystal structures. The further study is based on the
Hirshfeld surface (HS) analysis. It provides crucial information
about thequantityandqualityofnon-covalent interactions inboth
crystal structures. The graphical presentation ofHSgenerated for
the asymmetric unit of the CHTstructure is shown in Fig. 4.
Previously described cyclic HBs N–H···N type are marked
as two red spots on the HS, nearby hydrazonoformamide mo-
lecular fragment. Moreover, two other reddish spots are
Fig. 3 The net of the a hydrogen bonds and b intermolecular interactions of the CHT-salt crystal structure. The chloride anions and methanol molecules
were omitted on b for the clarity
Fig. 4 The graphical presentation
of the Hirshfeld surface for the
single molecule of CHT crystal
structure
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observed. One is located close to H15 atom of the phenol ring
and the other one close to the ethenylbenzene ring. Both rep-
resent the second cyclic HBs C–H···π type. The C15–H15
bond is the donor and the π electrons of the ethenylbenzene
ring are acceptor. Additionally, there are many white regions
on the surface. They indicate the major interactions in the
crystal structure, which are about the sum of the VdW radii.
The decomposition of the fingerprint plot (Fig. 5) shows
that there are four dominant types of the intermolecular con-
tacts: C···H, H···H, N···H and S···H. They cover 97.4% of all
non-covalent contacts in the crystal structure. The N···H con-
tacts are well defined as the HBs N–H···N type. The H14
aromatic hydrogen atom is involved in S···H contacts. They
are a result of packing, and their length range is about 3–5 Å.
In the case of C···H contacts, the hydrogen atoms and the
carbon atoms are aromatic and the interactions are the
consequence of the mutual position of the two aromatic rings
within the single molecule. The planes of the aromatic rings
are nearly perpendicular (73.92°). Furthermore, because of the
bent conformation, the two molecules of the ligand match
each other like the jigsaw puzzle pieces. Hence, the dimer with
cyclic HBs C–H···π type is formed. The H···H contacts are
dominant, and the shortest is between H17 and H8 of an eth-
ylene group (D = 2.277 Å) as a result of packing.
As mentioned above, the CHT-salt crystal structure is more
complicated. To identify intermolecular interactions for CHT-salt
crystal structure, the HSs were generated for methanol molecule,
chloride anion and main compound molecule cation indepen-
dently. It allows to describe the contribution of each of these three
fragments to the intermolecular interaction net within the crystal
structure. All the red spots on the HS of the cation molecule
(Fig. 6a) correspond to the intermolecular HBs. In all cases,
Fig. 5 The fingerprint plots with decomposition of dominant types of the intermolecular contacts of CHT crystal structure
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cation molecule plays the role of a hydrogen atom donor.
Namely, it is a donor for three HBs formed with chloride anions
as acceptors, N1–HA···Cl2, N1–HB···Cl1 and C9–H9···Cl2, and
a donor for one HBwith methanol molecule as the acceptor N2–
HA···O1. It is worth mentioning that the C9–H9···Cl2 contact
was displayed as a hydrogen bond by the CrystalExplorer3.1
program as a green-dashed line without changes in default set-
tings. The distance dC···Clˉ is equal to 3.597Å. This contact is also
depicted as a red spot on the HS of ligand and chloride anion as
well. The chloride anion is surrounded by hydrogen atoms.
Moreover, one of the HBs is an O–H···Cl type where the hydrox-
yl group of the methanol molecule is a HB’s donor (Fig. 6c). The
oxygen atom of the hydroxyl group is also an acceptor of the HB
where the N2–H bond of the next molecule is a donor.
Decomposition of the fingerprint plot for a cation mol-
ecule shows that H···H and C···H contacts are dominant,
similar to CHT crystal structure. The N···H and S···H con-
tacts are close to or longer than the sum of the VdW radii.
Furthermore, the Cl···H and O···H contacts are observed,
which are HBs in nature. All six types of intermolecular
contacts in question represent about 90% of all non-
covalent interactions of the cation (Fig. 7a). Missing 10%
are contacts longer than the sum of the VdW radii, e.g. C···
N 2.5%, S···O 2.3% or S···S 0.5% type. They are caused by
presence of charge-assisted HBs which boost close pack-
ing of the crystal structure.
Decomposed fingerprint plots for a methanol molecule re-
vealed that the dominant intermolecular contacts are H···H.
Together with C···H, Cl···H and O···H contacts, they cover
99.8% of all intermolecular contacts. As was aforementioned,
Cl···H and O···H contacts are HBs. The H···H contacts are
longer than the sum of the VdW radii and involve the hydro-
gen atoms of the methanol’s methyl group (Fig. 7b).
The fingerprint plot analysis of the chloride anion shows that
Cl···H is the only type of the intermolecular contacts. All of them
are HBs in nature, and they are charge-assisted ones (Fig. 7c).
Dimerization process for CHT molecules
The analysis of the HS proves that there are two types of dimers
in crystal structure of CHT. One is formed through the N–H···N
cyclic HBs, and second is formed through the C–H···π cyclic
HBs (Fig. 2). To estimate the energy of both non-covalent inter-
actions, the calculations for isolated dimers were performed on
the B3LYP/6−311++G(d,p) level of theory. The analysis based
on the Hirshfeld surface of the ligand molecule leads to the
observation that the dominant interactions in the crystal structure
are H···H and C···H types. These interactions are weak and the
dispersion is a significant factor here. Since the set of density
functional theory (DFT) functionals applied here does not take
into account the dispersion interaction energy, the second set of
optimizations with the use of GrimmeGD2 empirical dispersion
correction was done. This procedure allows to measure how the
dispersion energy influences each type of interaction. The geom-
etries of the optimized dimers were compared with the adequate
molecular fragments of crystal structure. The overlays include
only non-hydrogen atoms and are depicted in Fig. 8a and 8a’. In
the case of N–H···N type dimer, no significant differences are
observed. The root-mean-square deviation (RMSD) and maxi-
mumdistance (Max. D) values are essentially equal regardless of
the GD2 dispersion correction application. Surprisingly, good
reproduction of the dimer shows marginal influence of the crys-
tal packing on the N–H···N dimer formation. Both approxima-
tions, with and without GD2 dispersion correction, reproduce
the general shape of the C–H···π dimer (Fig. 8b and 8b’). It
proves that the influence of the crystal packing is negligible in
Fig. 6 The graphical presentation of the Hirshfeld surface for fragments of the CHT-salt crystal structure. a Cation molecule. b Chloride anion. c
Methanol molecule
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the case of the second type of the studied dimer also.
Nevertheless, the results of the calculations, which include dis-
persion energy, give better overlay of the structural fragments.
The N–H bond and an N atom are described by Desiraju and
Steiner [52] as a strong donor and a strong acceptor, respectively.
The same authors defined the C–H bond as a weak donor and
aromatic electrons as a weak acceptor. In the cases of
heteronuclear dimer HBs, such as N–H···O and O–H···N, calcu-
lated (at an MP2/6−311++G(d,p) level of theory) energy values
are about −50 kJ (−12 kcal/mol) and −84 kJ (−20 kcal/mol),
Fig. 7 The fingerprint plots with decomposition of dominant types of the intermolecular contacts. aCation molecule. bMethanol molecule. cChloride anion
Fig. 8 Structure overlay of two
type dimers. Red indicates real X-
ray structures; orange indicates
theoretical models. a, b B3LYP/
6–311++G(d,p). a’, b’ B3LYP/6–
311++G(d,p) with GD2 empirical
dispersion correction
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respectively [53]. The calculations for C–H···π hydrogen bonds
show that they are not stronger than 4 kJ (1 kcal/mol) [54].
The dimerization energy was calculated as a difference
between the dimer energy and the single molecule energies.
The energies and BSSE values were collected in Table S4
(Online Resources). The energy values obtained from DFT
calculations, where the dispersion correction was not applied,
show that the homonuclear N–H···N dimerization energy
equals to −49.32 kJ (−11.78 kcal/mol), while in the case of
the C–H···π type, dimerization energy is close to zero. The
application of the dispersion correction increases the dimer-
ization energy up to −73.10 kJ (−17.46 kcal/mol) for N–H···N
system. For C–H···π, dimer energy is equal to −49.15 kJ
(−11.74 kcal/mol) and is overestimated.
Thechosencalculationmethodgivesonly rawestimationof the
non-covalent interaction energy. Nevertheless, the combination of
the B3LYP/6−311++G(d,p) level of theory with GD2 dispersion
correction provides correct geometries of the studied dimers.
Rotation process
Because of the main conformational difference between mole-
cules in both crystal structures, it is possible to go from one
conformation to another. The process can be arranged by rota-
tion defined as an alternation of the dihedral angle
N1C10N2N3. The angle in the crystal structures is equal to
175.99° and 11.72° for CHTand CHT-salt systems, respective-
ly. To prove our supposition, the optimization calculations for
the bent and the linear conformations of the isolated CHT mol-
ecule were performed. The optimization process led to the po-
tential energy surface local minima and no imaginary frequen-
cies were found.
The calculated geometries of the bent and the linear confor-
mations were compared with the ligand molecules of appropri-
ate crystal structures. The structural overlay concerns only non-
hydrogen atoms. The comparisons are depicted in Fig. 9. The a
and a’ overlays concern the CHT structure conformations cal-
culated without and with dispersion correction GD2,
respectively. The comparison for the linear conformation
(Fig. 9b and b’) was performed in the same manner. This time,
the reference molecule was a cation of the CHT-salt structure.
Regardless of the used dispersion correction, the RMSD chang-
es slightly in all cases. Its value is lower when the B3LYP set of
functionals is combined with 6/311++G(d,p) basis set and GD2
Grimme empirical correction. Similarly to the situation de-
scribed in the case of dimers, the packing effect of the crystal
structure does not have an influence on the conformations of the
molecules. Moreover, the cation of the CHT-salt crystal struc-
ture was compared with an optimized neutral molecule. It ap-
peared that protonation does not influence the conformation as
well.
Table 2 contains the values of the dihedral angle N1C1N2N3
for two conformations and transition state (TS) optimized on the
different levels of theory. Additionally, data set covers the ener-
gy of the conformers and the energy of the rotation barrier (TS)
in relation to the bent conformation. The TS geometry was
proven by the one imaginary frequency. Moreover, the intrinsic
reaction coordinate (IRC) calculations were performed. Two
local minima are connected through the TS, which confirms
the existence of the reaction path for rotation process. The ener-
getic diagram (Fig. S4 in Online Resources) shows the results of
the IRC calculations. It is worth mentioning that in the IRC
calculations, all geometrical parameters are considered as vari-
ables thus are free to change when the reaction path is followed.
The bent and the linear conformations are energetically equiva-
lent and the rotation barrier is around 96 kJ (23 kcal/mol). This
proves that the change of the conformation is possible and there
is no steric hindrance during the process. Nevertheless, the ro-
tation barrier is quite high and the change of the conformation
might not be spontaneous.
Electrostatic potential surface and charge distribution
The molecules of the bent conformation easily form dimers in
contrast to the molecules of the linear conformation. To ex-
plain these phenomena, the electrostatic potential surface was
Fig. 9 The overlay of the
molecules for two conformations
a bent and b linear. The
geometries of the crystal
structures are colored red. The
calculated geometries are colored
orange. The hydrogen atoms
were omitted for clarity
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calculated. The electrostatic potential was mapped on the
0.0004 a.u. molecular isosurface of the electron density. The
colored scale corresponds to values in range −0.07 to +0.07
Hartree for red and blue, respectively.
The analyses of molecular electrostatic potential of both con-
formers show that the negative charge is collected on phenyl
ring and nitrogen atoms in N=N bond of hydrazonoformamide
fragment, whereas the positive regions ofmolecules are found in
vicinity of hydrogen atoms of an amino group and phenyl rings.
When comparing the hydrazonoformamide fragment of the bent
and linear conformations, the shift of the electrostatic potential
can be observed. Due to rotation, the negative electrostatic po-
tential located between an amino group and a hydrogen atom of
C11 (bent conformation) moves to the opposite part of the mol-
ecule (linear conformation). Figure 10 depicts the shift of the
red-colored region close to the N–N bond in relation to the
conformational alteration.
In the case of the bent form of the ligand, proximity of
negative charge collected on the nitrogen atoms in N–N bond
and positive charge on the hydrogens of the amino group
allows to form a cyclic hydrogen bond between two mole-
cules. The linear conformation separates these two regions.
Moreover, formation of the strong non-covalent intermolecu-
lar interaction is not easy because of a steric hindrance.
To estimate quantitative changes of the atomic charges, the
electronic charge distribution in terms of the QTAIMwas calcu-
lated. The values of integrated charges for atomic basins are con-
sistent with the electrostatic potential energy maps. Table S6
(Online Resources) contains the changes in the charge distribu-
tionbetweenbent and linearconformations.Thedetailedanalysis
of the atomic charge distribution presented in Table S6 (Online
Resources) shows that the change of conformation does not in-
fluence the atomic charge population in general. The exception is
hydrazonoformamide fragment. The electronic charges are
shifted from N1H1A and C11N3 covalent bonds to the N1 and
N3 nitrogen atoms, respectively. Hence, the negative atomic
charges of N1 and N3 increase as well as the positive charge on
the hydrogen atomH1A. The observed charge distribution shifts
are typical forhydrogenbondformation.Thetopologicalanalysis
of the electron density for linear conformation (computed on a
B3LYP/6−311++G(d,p) level of theory) shows the bond critical
point (ρBCP = 0.0201; ∇2ρBCP = 0.0933) and corresponding ring
critical point (ρRCP = 0.0201; ∇2ρRCP = 0.1039) of the intramo-
lecular hydrogen bond (Fig. S5 in Online Resources). However,
when the dispersion correction was applied, the electron density
was not sufficient to determine the bond or the ring critical points
for this interaction.
Conclusions
1 . T h e m o n o c r y s t a l s o f t w o f o rm s o f t h e
carbamohydrazonothioate derivative were successfully ob-
tained. The crystal structure solution and refinement revealed
that the one is the pure component (CHT) and the other is the
hydrochloride solvate (CHT-salt). The main difference for
the CHT molecule within crystal structures is conformation.
2. The bent conformation of the ligandmolecule allows to form
the two types of the cyclic hydrogen bonds within the CHT
crystal structure. The N–H···N and C–H···π-type HBs are
alternately arranged; thus, the main motif is easy to spot. In
the case of the CHT-salt crystal structure, it is impossible to
distinguish main motif. The structure is held together by the
net of charge-assisted HBs where the methanol molecule
and the chloride ion play the role of the molecular glue.
3. The Hirshfeld surface analysis show that the H···H non-
covalent interaction is dominant. It covers about 46% of all
Table 2 The values of the energy
[kJ] ([kcal/mol]) of the optimized
conformations in relation to thebent
conformation and the values of the
dihedral angle N1C10N2N3 [°]
Level of theory Bent TS Linear
B3LYP/6−311++G(d,p) 0.000 174.8 95.823 (22.887) 86.9 −1.260 (−0.301) 8.4
B3LYP/6−311++G(d,p) GD2 0.000 175.1 96.937 (23.153) 87.4 −1.143 (−0.273) 7.5
Fig. 10 Electrostatic potentials mapped on the 0.0004 a.u. molecular
isosurface of the electron density a bent and b linear conformations of
CHT. The colored scale corresponds to values in range from −0.07 (red)
to +0.007(blue) [Hartree]
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interactions within the CHTcrystal structure and about 50%
interactions for the ligand cation within the CHT-salt crystal
structure.
4. The calculations performed for the dimers of the bent
CHT molecule illustrate the importance of application of
the dispersion energy corrections. The correct reproduc-
tion of the dimers’ geometries in relation to the corre-
sponding molecular fragments of the crystal structures
shows marginal influence of the crystal packing on the
N–H···N and C–H···π dimer formations.
5. The possibility of conformational change for CHTmolecule
was proven with the DFTcalculation. The simulation of the
rotation process shows that for the isolated molecule, the
bent and the linear conformation energies are equal. The
rotation barrier is high (around 96 kJ (23 kcal/mol)); thus,
the change of the conformation might not be spontaneous.
6. The analyses of molecular electrostatic potential ex-
plained why the linear conformation of the ligand cannot
generate periodic structure. The inconvenient distribution
of charges prevents formation of strong non-covalent in-
termolecular interactions.
7. The charge distribution calculated in terms of the QTAIM
shows that the change of the conformation does not influ-
ence atomic charge population in general. The exception
is the hydrazonoformamide fragment where the formation
of the intramolecular hydrogen bond occurs.
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