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CRITICAL EXPONENTS OF INVARIANT RANDOM
SUBGROUPS IN NEGATIVE CURVATURE
ILYA GEKHTMAN AND ARIE LEVIT
Abstract. Let X be a proper geodesic Gromov hyperbolic metric space and
let G be a cocompact group of isometries of X admitting a uniform lattice.
Let d be the Hausdorff dimension of the Gromov boundary ∂X. We define
the critical exponent δ(µ) of any discrete invariant random subgroup µ of the
locally compact group G and show that δ(µ) > d
2
in general and that δ(µ) = d
if µ is of divergence type. Whenever G is a rank-one simple Lie group with
Kazhdan’s property (T ) it follows that an ergodic invariant random subgroup
of divergence type is a lattice. One of our main tools is a maximal ergodic
theorem for actions of hyperbolic groups due to Bowen and Nevo.
1. Introduction
Let X be a proper geodesic Gromov hyperbolic metric space and let Isom(X)
denote its group of isometries. Fix a basepoint o ∈ X . The critical exponent δ(Γ)
of a discrete subgroup Γ of Isom(X) is given by
δ(Γ) = inf{s :
∑
γ∈Γ
e−sdX(o,γo) <∞}.
The subgroup Γ is of divergence type if the above series diverges at the critical
exponent. A discrete subgroup of Isom(X) is a uniform lattice if it acts cocompactly
on X . A uniform lattice is always of divergence type and its critical exponent is
equal to the Hausdorff dimension dimH(∂X) of the Gromov boundary of X .
For example, if X is the n-dimensional hyperbolic space Hn and Γ is a uniform
lattice in Isom(Hn) then δ(Γ) = dimH(∂H
n) = n− 1.
An invariant random subgroup of a locally compact group G is a conjugation
invariant Borel probability measure on the Chabauty space of its closed subgroups.
Lattices as well as normal subgroups of lattices provide examples of invariant ran-
dom subgroups.
Theorem 1.1. Let G be a closed non-elementary subgroup of Isom(X) acting co-
compactly on X and admitting a uniform lattice. Let µ be an invariant random
subgroup of G such that µ-almost every closed subgroup of G is discrete and infi-
nite. Then
(1) δ(H) > 12 dimH(∂X), and
(2) if H has divergence type then δ(H) = dimH(∂X)
for µ-almost every closed subgroup H.
Since δ(Γ) = lim infR→∞
1
R
ln |Γo∩BX(o,R)|, the conclusion of part (1) of The-
orem 1.1 says that the orbits of discrete invariant random subgroups of G are in a
certain sense ”large”.
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Patterson constructed discrete subgroups of Isom(Hn) having full limit sets, ar-
bitrary small positive critical exponents and being of convergence as well as of
divergence type [Pat83]. By our main result such discrete subgroups cannot be
assigned positive measure by any invariant random subgroup of Isom(Hn).
In particular Theorem 1.1 applies to the action of a word hyperbolic group G
on its Cayley graph. This viewpoint is useful and gives a sharper result even if G
happens to be a uniform lattice in a rank one simple linear group, since in general
the exact value of the critical exponent changes under a quasi-isometry.
If G is a rank one simple linear group over a local field then it admits a uniform
lattice and any non-atomic invariant random subgroup of G is discrete and infinite
[ABB+17, GL17], so that these assumptions of Theorem 1.1 are satisfied automat-
ically. We obtain the following characterization of invariant random subgroups of
divergence type.
Corollary 1.2. Let G be a rank-one simple Lie group and µ be a non-atomic
invariant random subgroup of G. Then µ-almost every discrete subgroup Γ of G
has divergence type if and only if the geodesic flow on Γ\G is ergodic with respect
to the Haar measure class.
Kesten’s theorem for invariant random subgroups of rank-one simple Lie
groups. Consider the case where G is a rank-one simple Lie group and X is the
associated symmetric space. Let Γ be a discrete torsion-free subgroup of G so that
the quotient Γ\X is a locally symmetric Riemannian manifold.
Let λ0(Γ\X) denote the bottom of the spectrum of the Laplace–Beltrami opera-
tor on Γ\X . The two quantities λ0(Γ\X) and δ(Γ) stand in the following quadratic
relation [Els73a, Els73b, Els74, Pat76, Sul87, Leu04]
λ0(Γ\X) =


1
4
d(X)2 if 0 ≤ δ(Γ) ≤
1
2
d(X)
δ(Γ)(d(X)− δ(Γ)) if
1
2
d(X) ≤ δ(Γ) ≤ d(X)
where d(X) = dimH(∂X).
For instance λ0(X) =
1
4 dimH(∂X)
2. Moreover Γ has critical exponent equal to
dimH(∂X) if and only if Γ is co-amenable.
Corollary 1.3. Let G be a rank-one simple Lie group and µ be a non-atomic
invariant random subgroup of G so that µ-almost every subgroup is torsion-free.
Then λ0(Γ\X) < λ0(X) holds µ-almost surely.
We know from Theorem 1.1 that µ-almost every subgroup is non-elementary and
is in particular non-amenable. Therefore our Corollary 1.3 is a natural generaliza-
tion of the main result of Abe´rt, Glasner and Vira´g [AGV14] to invariant random
subgroups of rank one simple Lie groups with respect to the geometric Laplacian.
It is known that higher-rank symmetric spaces satisfy Kesten’s theorem for ir-
reducible invariant random subgroups in a much stronger sense. Indeed, every
non-atomic irreducible invariant random subgroup µ in a higher-rank Lie group is
co-amenable [SZ94, ABB+17, HT16] and so λ0(Γ\X) = 0 holds µ-almost surely.
Therefore our Corollary 1.3 completes the picture for all semisimple Lie groups.
Hyperbolic spaces with Kazhdan isometry groups. Whenever Isom(X) has
Kazhdan’s property (T ) our main result admits an interesting application, which
can be regarded as a certain conditional rank one analogue of the celebrated theorem
of Stuck and Zimmer [SZ94].
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Corollary 1.4. If G is a rank-one simple Lie group with Kazhdan’s property (T)
then any non-atomic ergodic invariant random subgroup of G of divergence type is
essentially a lattice.
Similarly, if G has Kazhdan’s property (T) and is either a hyperbolic group acting
on its Cayley graph or a uniform lattice in Isom(X) for some CAT(−1)-space X
then any invariant random subgroup of G is supported on finite index subgroups.
Corollary 1.4 follows directly from part (2) of Theorem 1.1 together with Cor-
lette’s work [Cor90] on discrete subgroups of rank one Lie groups with property
(T ) and its generalization by Coulon–Dal’bo–Sambusetti [CDS17]. Indeed, if G has
property (T ) then there exists a certain threshold value 0 < δc < dimH(∂X) such
that every discrete subgroup Γ with δ(Γ) > δc must be a lattice.
Stabilizers of probability measure preserving actions. Invariant random
subgroups can be used towards the study of probability measure preserving ac-
tions by considering stabilizers of random points.
Corollary 1.5. Let G be a closed non-elementary subgroup of Isom(X) acting
cocompactly on X and admitting a uniform lattice. Let (Z, µ) be a Borel space with
a probability measure preserving action of G. If the stabilizer Gz of µ-almost every
point z ∈ Z is discrete and infinite then µ-almost surely δ(Gz) >
dimH(∂X)
2 .
By inducing invariant random subgroups from a lattice we obtain the following.
Corollary 1.6. Assume that Isom(X) is non-elementary and admits a uniform
lattice. Let Γ be any lattice in Isom(X) and (Z, µ) be any Borel space with a
probability measure preserving action of Γ. Then the stabilizer Γz of µ-almost every
point z ∈ Z is either finite or satisfies δ(Γz) >
dimH(∂X)
2 .
We emphasize that the lattice Γ considered in Corollary 1.6 need not be uniform.
For example, as an abstract group Γ can be a finitely generated free group or the
fundamental group of any finite volume hyperbolic manifold.
A few words about our proofs. Let Γ be a uniform lattice in Isom(X) with
critical exponent δ(Γ). Consider some fixed hyperbolic element h ∈ Isom(X). Our
proof relies on the essentially elementary observation that a partial Poincare series
evaluated over the orbit of h under conjugation by elements of the lattice Γ be-
haves like a Poincare series of exponent 2δ. This strategy relies on hyperbolicity.
Of course, unless h belongs to a normal subgroup, there is no reason for these con-
jugates to be contained in any particular discrete subgroup. This complicates our
proofs considerably. To overcome this problem we use a maximal ergodic theorem
for hyperbolic groups, due to Bowen–Nevo [BN13], to obtain a quantitative esti-
mate for the recurrence of the invariant random subgroup to a neighborhood of the
orbit in question. Finally we use quasiconformal densities and Patterson–Sullivan
theory to deduce sharper results for divergence type groups. The paper includes an
appendix on measurability issues of the above notions in the Chabauty topology.
Previous work. A normal subgroup of a lattice is a very special kind of an invari-
ant random subgroup. Our work extends results known in that setting. Theorem
1.1 is originally due to Jaerisch [Jae15] in the case of normal subgroups of Kleinian
groups. This was later generalized by Matsuzaki–Yabuki–Jaerisch [MYJ15] to deal
with normal subgroups of discrete isometry groups of proper Gromov hyperbolic
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spaces. Arzhantseva and Cashen [AC18] have recently generalized [MYJ15] to nor-
mal subgroups of finitely generated groups acting on proper geodesic spaces with
a strongly contracting element. This class includes rank-one actions on CAT(0)
spaces as well as the mapping class group action on the Teichmu¨ller space equipped
with the Teichmu¨ller metric.
We recall Kesten’s theorem [Kes59] and its recent generalization by Abe´rt, Glas-
ner and Vira´g [AGV14] to invariant random subgroups. Let Γ be any finitely
generated group and S ⊂ Γ be some symmetric finite generating set. Let λ0(Γ)
denote the bottom of the spectrum of the combinatorial Laplacian on the Cayley
graph of Γ with respect to S. Similarly λ0(H\Γ) is defined for any quotient of the
Cayley graph by a subgroup H ≤ Γ. Given an invariant random subgroup µ of
Γ it is shown in [AGV14] that λ0(H\Γ) < λ0(Γ) if and only if the subgroup H is
non-amenable µ-almost surely. Kesten’s classical theorem is the special case where
µ is supported on some normal subgroup N of Γ. Our Corollary 1.3 can be seen as
a generalization of this, and is based on completely different methods.
Cannizzo showed that the action of an invariant random subgroup of a countable
group on the Poisson boundary of its enveloping group is almost surely conservative
[Can14, Theorem 1.2.2]. Grigorchuk, Kaimanovich and Nagnibeda showed that if
Γ is a free group and H is a subgroup so that δ(H) < δ(Γ)2 with respect to a free
generating set, then the action of H on the boundary of Γ is dissipative [GKN12,
Theorem 4.2]. The analogous result for discrete Fuchsian groups where the critical
exponent taken with respect to the hyperbolic plane metric is due to Patterson
[Pat77] and Matsuzaki [Mat05]. Combining these results provides a different proof
of a non-strict variant of part (1) of our Theorem 1.1 for these particular actions
of free groups and surface groups. We remark that [Pat77] uses spectral methods
while the approach of [GKN12] is combinatorial, so that these proofs appear to be
difficult to generalize to the general Gromov hyperbolic setting.
Acknowledgements. We would like to thank Mikolaj Fraczyk for pointing out
the analogy with Kesten’s theorem and leading us to include Corollary 1.3. We
would like to thank Amos Nevo for useful remarks and suggestions concerning
the ergodic theorem for hyperbolic groups. We would like to thank Tushar Das
and David Simmons for illuminating remarks about critical exponents, especially
alerting us to Patterson’s construction of Kleinian groups with full limit set and
arbitrarily small critical exponent. The first author is partially supported by NSF
grant DMS-1401875.
2. The critical exponent in Gromov hyperbolic spaces
Let X be a proper geodesic Gromov hyperbolic metric space. We recall some
basic notions regarding the Gromov boundary, the Poincare series and the critical
exponent.
The Gromov boundary. A geodesic metric space X is Gromov hyperbolic if all
geodesic triangles with endpoints in X are δ-thin for some constant δ > 0. The
Gromov boundary ∂X of a proper geodesic Gromov hyperbolic space X is the set
of all geodesic rays, with two rays of finite Hausdorff distance being identified.
Ideal geodesic triangles with endpoints in ∂X are also δ′-thin for some constant
δ′ > 0 depending on δ. In particular any two geodesic lines having the same
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endpoints either in X or in ∂X are within Hausdorff distance δ′ of each other
[O¯sh02]. Denote
∂2X = (∂X × ∂X) \Diag
so that ∂2X consists of all ordered pairs of distinct points on the boundary of X .
For every (x−, x+) ∈ ∂2X there is a bi-infinite geodesic l in X with l(−∞) = x−
and l(∞) = x+.
A visual metric ρ on the Gromov boundary ∂X with parameter a > 0 and
basepoint o ∈ X is any metric satisfying
k1a
−dX(o,lξ1,ξ2 (R)) ≤ ρ(ξ1, ξ2) ≤ k2a
−dX(o,lξ1,ξ2 (R))
for some constants k1, k2 > 0 and every pair of points ξ1, ξ2 ∈ ∂X , where lξ1,ξ2 :
R → X is any geodesic line with end points lξ1,ξ2(−∞) = ξ1 and lξ1,ξ2(∞) = ξ2.
A visual metric ρa on ∂X exists for any value of the parameter a within the range
a′ > a > 1, where a′ > 1 is a constant depending only on δ.
The Hausdorff dimension of the metric ρa is equal to ln(a)d(X) for some constant
d(X) independent of the parameter a and the basepoint o ∈ X . By a slight abuse
of notation, the Hausdorff dimension of the Gromov boundary ∂X is defined as
dimH(∂X) = d(X). It is known that dimH(∂X) > 0 whenever |∂X | > 2 and that
dimH(∂X) <∞ whenever Isom(X) admits a uniform lattice.
The Hausdorff dimension of the Gromov boundary of the n-dimensional hyper-
bolic space is equal to its topological dimension dimtop(∂H
n) = n − 1. We point
out that in general the Hausdorff and the topological dimensions of the Gromov
boundary may be different. In fact Bonk and Kleiner [BK02] proved that if X is a
CAT(−1)-space not isometric to the n-dimensional hyperbolic space Hn for some
n then the strict inequality d(X) > dimtop(∂X) holds.
The Gromov compactification of the metric space X is denoted X = X ∪ ∂X .
The group of isometries Isom(X) is locally compact and acts continuously on X.
The Poincare series and the critical exponent. Let Γ be any discrete sub-
group of Isom(X). The Poincare series of Γ at the exponent s ≥ 0 and with respect
to the basepoint o ∈ X is given by
PΓ(s) =
∑
γ∈Γ
e−sdX(o,γo).
The critical exponent of Γ is the infimum over all exponents s such that PΓ(s)
converges. It is independent of the choice of basepoint. It is easy to see that
δ(Γ) = lim inf
R→∞
1
R
ln |Γo ∩BX(o,R)|.
The discrete group Γ is said to be of divergence type if PΓ(δ(Γ)) diverges, and
of convergence type otherwise. If Γ is a uniform lattice then it is necessarily of
divergence type [Coo93, Corollary 7.3]. A discrete group of divergence type is
clearly infinite.
The limit set Λ(Γ) is the set of all accumulation points in the Gromov boundary
∂X of some orbit of Γ in X . The subgroup Γ is non-elementary if Λ(Γ) has more
than two points. If Γ is non-elementary then δ(Γ) > 0.
The radial limit set Λr(Γ) ⊂ Λ(Γ) consists of the ideal points α ∈ ∂X such
that there is a geodesic ray converging to α and intersecting non-trivially infinitely
many Γ-translates of the ball BX(o,R) for some R > 0. It is known by the work of
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Bishop-Jones [BJ97, Theorem 1] in the case of Kleinian groups and of Das-Simmons-
Urbanski [DSU17, Theorem 1.2.1] in the case of Gromov hyperbolic spaces that
δ(Γ) = dimH(Λr(Γ)).
The above immediately implies the upper bound δ(Γ) ≤ dimH(∂X). If Γ is convex-
cocompact, then every limit point is radial so that
dimH Λr(Γ) = dimH Λ(Γ).
In particular, if Γ is a uniform lattice in X then Λ(Γ) = ∂X and
δ(Γ) = dimH ∂X.
Partial Poincare series. Let Γ be a discrete subgroup of Isom(X). It will often
be useful to consider a partial Poincare series, where the summation is performed
over a subset of Γ. We are particularly interested in the following situation. Assume
that the group Γ is acting on a set Z. Given a point z ∈ Z and a subset Y ⊂ Z
denote
EΓ(z, Y ) = {γ ∈ Γ : γz ∈ Y }.
Definition 2.1. The partial Poincare series of Γ at the exponent s ≥ 0 with respect
to the given action of Γ on Z and the basepoint o ∈ X is
PΓ(s; z, Y ) =
∑
γ∈EΓ(z,Y )
e−sdX(o,γo)
where z ∈ Z is any point and Y ⊂ Z is any subset.
Clearly PΓ(s; z, Y ) ≤ PΓ(s) always holds, and we will be concerned with estab-
lishing useful estimates in the other direction.
Two different actions of Γ will play a role below. Namely, either Z = Isom(X)
and V is an open subset (consisting of hyperbolic elements), or Z is a Borel space
with a probability measure µ and Y is a Borel subset with µ(Y ) > 0.
3. Hyperbolic elements in the Poincare series
Let X be a proper geodesic Gromov hyperbolic metric space and Γ a fixed
uniform lattice in Isom(X).
Hyperbolic elements. An isometry h ∈ Isom(X) is hyperbolic if h has exactly
two fixed points h+, h− on the boundary ∂X and h is of infinite order. The points
h+ and h− are called the attracting and repelling points of the hyperbolic element
h, respectively. We have that
hnx→ h+ for all x ∈ ∂X \ {h−} as n→∞
as well as the analogous property with h+ replaced by h− and hn by h−n.
Let H(X) denote the collection of all hyperbolic elements in Isom(X). The
collection H(X) is clearly invariant under conjugation. There is a natural map
E : H(X)→ ∂2X, E(h) = (h−, h+).
It is easy to see that the map E is continuous. Moreover E is Isom(X)-equivariant
with respect to the conjugation action on H(X) and the diagonal action on ∂2X
induced by the embedding Isom(X)→ Homeo(∂X).
Proposition 3.1. The collection H(X) of hyperbolic elements is open in Isom(X).
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Proof. Let h ∈ Isom(X) be a hyperbolic isometry with attracting and repelling
points E(h) = (h−, h+) ∈ ∂2X . The compactness of ∂X combined with the con-
traction property of the hyperbolic isometry h allows us to choose two disjoint open
neighborhoods h− ∈ U− and h+ ∈ U+ in ∂X so that U− ∪ U+ 6= ∂X and
hN (∂X \ U−) ⊂ U+ and h−N(∂X \ U+) ⊂ U−
for some sufficiently large N ∈ N.
The above condition defines an open subset of Homeo(∂X) in the compact-open
topology. Since the natural map G→ Homeo(∂X) is continuous, this continues to
hold for every element g ∈ Isom(X) in a sufficiently small neighborhood of h. We
claim that any such g must be hyperbolic as well.
For any point ξ ∈ ∂X \(U−∪U+) the condition gmNξ ∈ U+ holds for all m ∈ N.
In particular the isometry gN , and therefore g itself, is of infinite order.
It remains to rule out the possibility that the isometry g is parabolic. In that
case gN is clearly parabolic as well. Note that
gmN(∂X \ U−) ⊂ U+ and g−mN(∂X \ U+) ⊂ U−
holds for all m ∈ N. Suppose gN is parabolic. Let p ∈ ∂X be the unique fixed point
of gN . For any point ξ ∈ ∂X we would have both gmNξ → p and g−mNξ → p as
m→∞. This contradicts the fact that U− and U+ are disjoint. We conclude that
g is hyperbolic. 
Proposition 3.2. Let K ⊂ H(X) ⊂ Isom(X) be a compact subset. Then for any
point o ∈ X there is a radius D = D(K, o) > 0 such that any bi-infinite geodesic
line l in X with l(−∞) = h− and l(∞) = h+ where (h−, h+) = E(h) for some
h ∈ K satisfies l ∩BX(o,D) 6= ∅.
Proof. The definition of the visual metric on ∂X implies that for any compact
subset Q ⊂ ∂2X there is a compact C ⊂ X such that any bi-infinite geodesic line l
in X with endpoints (l(−∞), l(∞)) ∈ Q satisfies l ∩C 6= ∅. The result now follows
from the continuity of the map E : H(X)→ ∂2X . 
Partial Poincare series over conjugates of a hyperbolic element. Recall
that given any element g ∈ Isom(X) and subset U ⊂ Isom(X) we denote
EΓ(g, U) = {γ ∈ Γ : γgγ
−1 ∈ U}
and consider the associated partial Poincare series
PΓ(s; g, U) =
∑
γ∈EΓ(g,U)
e−sdX(γo,o).
Lemma 3.3. Let h ∈ H(X) be a hyperbolic isometry and K ⊂ H(X) be a compact
subset. Then for every exponent s there is a constant β = β(K, o, s) > 0 so that
e−sdX(γo,o) ≤ βe−
s
2
dX(ho,o)
for all elements γ ∈ EΓ(h,K).
Proof. Consider some element γ ∈ EΓ(h,K) so that in particular γ−1gγ = h for
some hyperbolic isometry g ∈ K. The triangle inequality implies that
dX(ho, o) = dX(γ
−1gγo, o) ≤
≤ dX(γ
−1o, o) + dX(γ
−1go, γ−1o) + dX(γ
−1gγo, γ−1go) =
= 2dX(γo, o) + dX(go, o)
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We obtain the following estimate
e−sdX(γo,o) ≤ e
s
2
dX(go,o)e−
s
2
dX(ho,o)
and the lemma follows with the constant β being given by
β = sup
g∈K
e
s
2
dX (go,o).

The following property of uniform lattices is used in Lemma 3.5 below.
Lemma 3.4. Let Γ be a uniform lattice in Isom(X) and C a compact subset of X.
Then there is a constant n = n(Γ, C) > 0 so that
|{γ ∈ Γ : γg1C ∩ g2C 6= ∅}| ≤ n
for every pair of elements g1, g2 ∈ Isom(X).
Proof. Since Γ is a uniform lattice there is a compact subsetK ⊂ Isom(X) satisfying
ΓK = Isom(X). Denote C′ = KC. In particular C′ is compact. Given any pair of
elements g1, g2 ∈ Isom(X) there are γ1, γ2 ∈ Γ so that gi ∈ γiK for i ∈ {1, 2}. It
suffices therefore to bound the size of the set
{γ ∈ Γ : γγ1C
′ ∩ γ2C
′ 6= ∅}.
Such an upper bound exists as Γ is acting properly on X . 
Lemma 3.5. Let h ∈ H(X) be a hyperbolic isometry and K ⊂ H(X) a compact
subset. If EΓ(h,K) 6= ∅ then there exists an element γh ∈ EΓ(h,K) such that
PΓ(s;h,K) ≤ αe
−sdX(γho,o)
for some constant α = α(K,Γ, o, s) > 0 depending on the exponent s but indepen-
dent of h.
Proof. It follows from Proposition 3.2 that there is a sufficiently large radius D =
D(K, o) so that given any hyperbolic isometry g ∈ K, every bi-infinite geodesic line
l : R→ X with endpoints equal to E(g) = (g−, g+) satisfies l(R) ∩ B 6= ∅ where we
denote B = BX(D, o).
Let Ah ⊂ X be any fixed bi-infinite geodesic in X with endpoints equal to E(h).
Every element γ ∈ EΓ(h,K) satisfies γhγ
−1 ∈ K by definition. Therefore for every
such γ there exists a point xγ ∈ Ah with γxγ ∈ B. The triangle inequality implies
that
PΓ(s;h,K) =
∑
γ∈EΓ(h,K)
e−sdX(o,γo) ≤
∑
γ∈EΓ(h,K)
e−s(dX(γo,γxγ)−dX(γxγ ,o)) ≤
≤ esD
∑
γ∈EΓ(h,K)
e−sdX(o,xγ)
for every exponent s > 0.
Let p ∈ Ah denote a fixed nearest point projection of the point o to Ah. The
thin triangles condition implies the existence of some κ > 0, depending only on the
hyperbolicity constant of X , such that given any other point x ∈ Ah we have
dX(x, o) ≥ dX(x, p) + dX(p, o)− κ.
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This inequality and our previous estimate for the partial Poincare series give
PΓ(s;h,K) ≤ e
s(−dX(p,o)+D+κ)
∑
γ∈EΓ(h,K)
e−sdX(xγ ,p)
for every exponent s > 0. The series that appears in the last equation is essentially
a geometric progression. To see this, we denote for every r ∈ N
Er(h,K) = {γ ∈ EΓ(h,K) : ∃xγ ∈ Ah with d(p, xγ) < r and γxγ ∈ B}.
Let r0 ∈ N be the minimal number so that |Er0(h,K)| > 0 and choose an arbitrary
element γh ∈ Ero(h,K). In particular
EΓ(h,K) =
⋃
r≥r0
Er(h,K).
According to Lemma 3.4 there is a number n > 0 depending on the subset K, the
subgroup Γ and the basepoint o but independent of the element h so that
|Er(h,K) \ Er−1(h,K)| ≤ n
for every r ∈ N. We obtain∑
γ∈EΓ(h,K)
e−sdX(xγ ,p) ≤
∑
r≥r0
∑
γ∈Er(h,K)\Er−1(h,K)
e−sr < α′e−sr0
where α′ is the constant α′(K,Γ, o, s) = n(1 − e−s)−1. By the triangle inequality
and the choice of γh we have
dX(γho, o) ≤ dX(γho, γhxγh) + dX(γhxγh , o) ≤ dX(o, xγh ) +D ≤
≤ dX(o, p) + dX(p, xγh) +D ≤ dX(o, p) + r0 +D.
Putting everything together gives us
PΓ(s;h,K) ≤ α
′es(−dX(p,o)−r0+D+κ) ≤ αe−sdX(γho,o)
where α = α(K,Γ, o, s) is the constant α = α′es(2D+κ). 
4. Quantitative recurrence for actions of hyperbolic groups
Let X be a proper geodesic Gromov hyperbolic metric space and G be a closed
subgroup of Isom(X) acting cocompactly on X and admitting a uniform lattice.
Fix an arbitrary basepoint o ∈ X .
Asymptotic notations. In what follows it will be convenient to introduce an
asymptotic notation, writing a ≍c b for some constant c ≥ 1 to mean
c−1a ≤ b ≤ ca.
Clearly a ≍c1 b and b ≍c2 d together imply a ≍c1c2 d.
Similarly, if µ and ν are a pair of Borel measures on the same Borel space we will
write µ ≍c ν for some constant c > 1 to mean that µ and ν are absolutely continuous
with respect to each other and their Radon–Nykodim derivative satisfies
dµ
dν
≍c 1.
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Growth of orbits. Let Γ be a uniform lattice in G. Given a pair of positive radii
0 ≤ r1 ≤ r2 we let AΓ [r1, r2] denote the annulus
AΓ [r1, r2] = {γ ∈ Γ : r1 ≤ dX(γo, o) ≤ r2}.
It was shown by Coornaert that the critical exponent δ(Γ) controls the growth of
annuli in the lattice Γ.
Theorem 4.1 ([Coo93, Theorem 7.2]). For all sufficiently large k > 0 there is a
constant a = a(k) > 0 with
|AΓ [r, r + k] | ≍a e
δ(Γ)r
for all r ∈ N.
In fact Coornaert’s theorem holds for any convex-cocompact subgroup.
The maximal ergodic theorem and quantitative recurrence. Fix a uniform
lattice Γ in the group Isom(X) as well as a Borel space (Z, µ) admitting an ergodic
probability measure preserving action of Γ.
The following maximal ergodic theorem for probability measure preserving ac-
tions of lattices in Gromov hyperbolic spaces was recently obtained by Bowen and
Nevo [BN13, Theorem 1.1].
Theorem 4.2 (Maximal ergodic theorem for hyperbolic groups). For all suffi-
ciently large k > 0 there is a constant b = b(k) > 0 such that for any vector
f ∈ L2(X,µ) we have that
‖ sup
r∈N
e−δ(Γ)r
∑
g∈AΓ[r,r+k]
g∗f‖2 ≤ b‖f‖2.
We obtain the following straightforward quantitative recurrence result as a corol-
lary of Theorem 4.2. Recall that given a Borel subset U ⊂ Z and a point x ∈ Z we
denote
EΓ(x, U) = {g ∈ Γ : gx ∈ U}.
Moreover for every r, k > 0 let
Er,k(x, U) = EΓ(x, U) ∩ AΓ[r, r + k].
Corollary 4.3 (Quantitive recurrence). For every sufficiently large k > 0 there
exists a constant 0 < κ < 1 so that every Borel subset U ⊂ Z with µ(U) > 1 − κ
satisfies
µ
(
{x ∈ Z : inf
r∈N
e−δ(Γ)r|Er,k(x, U)| > κ}
)
> κ.
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Proof. Let k > 0 be sufficiently large so that there are constants a = a(k) and
b = b(k) as in Theorems 4.1 and 4.2. The maximal ergodic theorem implies that
bµ(U c) ≥ ‖ sup
r∈N
e−δ(Γ)r
∑
g∈AΓ[r,r+k]
g∗(χX − χU )‖2 ≥
≥ ‖ sup
r∈N
(
1
a
χX − e
−δ(Γ)r
∑
g∈AΓ[r,r+k]
g∗χU )‖2 =
= ‖
1
a
χX − inf
r∈N
(e−δ(Γ)r
∑
g∈AΓ[r,r+k]
g∗χU )‖2 ≥
≥
1
a
‖χX‖2 − ‖ inf
r∈N
(e−δ(Γ)r
∑
g∈AΓ[r,r+k]
g∗χU )‖2
We obtain
‖ inf
r∈N
e−δ(Γ)r
∑
g∈AΓ[r,r+k]
g∗χU‖2 ≥
1
a
− bµ(U c) > 0
provided that µ(U) > 1− κ with 0 < κ < 1 sufficiently small so that abκ < 1. 
Corollary 4.4. There is a sufficiently small κ > 0 such that every Borel subset
U ⊂ Z with µ(U) > 1− κ satisfies
µ ({x ∈ Z : PΓ(δ(Γ);x, U) =∞}) > κ
Proof. Let k > 0 be sufficiently large and κ > 0 sufficiently small as in Corollary
4.3. In particular, given any Borel subset U ⊂ Z with µ(U) > 1 − κ there exists
some Borel subset Y ⊂ Z with µ(Y ) > κ such that every point x ∈ Y satisfies
inf
r∈N
e−δ(Γ)r|Er,k(x, U)| > κ.
It follows that for every point x ∈ Y
PΓ(δ(Γ);x, U) =
∑
γ∈EΓ(x,U)
e−δ(Γ)dX(γo,o) ≥
≥
∑
n∈N
∑
γ∈Enk,k(x,U)
e−δ(Γ)dX(γo,o) ≥
≥
∑
n∈N
e−δ(Γ)(n+1)k|Enk,k(x, U)| ≥ e
−δ(Γ)k
∑
n∈N
κ =∞
as required.

5. Discrete invariant random subgroups
Invariant random subgroups. Assume X is a proper geodesic Gromov hyper-
bolic metric space. Let G be a closed subgroup of Isom(X). We will use Sub(G) to
denote the space of all closed subgroups of G endowed with the Chabauty topol-
ogy1. Recall that the space Sub(G) is compact. The group G admits a continuous
action on Sub(G) by conjugation.
1This topology is generated by sub-basic Chabauty sets of the form {H ≤ G closed : H∩U 6= ∅}
for all open subsets U ⊂ G as well as of the form {H ≤ G closed : H ∩K = ∅} for all compact
subsets K ⊂ G.
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An invariant random subgroup of G is a conjugation invariant Borel probability
measure on Sub (G). For example, every lattice Γ in G gives rise to an invariant
random subgroup by pushing forward the G-invariant probability measure on G/Γ
to Sub(G) via the map gΓ 7→ gΓg−1. More generally, given a normal subgroup N
in some lattice Γ in G, we obtain an invariant random subgroup of G by pushing
forward the Dirac mass at the point N ∈ Sub(Γ) in the same way.
We say that an invariant random subgroup is discrete, of convergence or diver-
gence type, geometrically dense, etc, if this property is satisfied on a µ-conull set
of closed subgroups. An invariant random subgroup µ is ergodic if the G-action on
(Sub, µ) is ergodic.
In the current work we are mostly interested in discrete invariant random sub-
groups. This turns out to be essentially always the case for semisimple linear groups
over local fields.
Theorem 5.1 ([ABB+17, GL17]). Let G be a simple linear group over a local
field2. If µ is a non-atomic invariant random subgroup of G then µ is discrete and
Zariski dense.
Any group G in Theorem 5.1 which has rank one is a closed cocompact subgroup
in the group of isometries of a certain proper geodesic Gromov hyperbolic space,
namely the corresponding rank one symmetric space or Bruhat–Tits tree.
The critical exponent of an invariant random subgroup. Let DSub(G) be
the subspace of the Chabauty space Sub(G) consisting of discrete subgroups. The
critical exponent δ(µ) of the discrete invariant random subgroup µ is defined to be
the expected value
δ(µ) =
∫
DSub(G)
δ(Γ) dµ(Γ).
The critical exponent δ(µ) is well defined and lies in the closed interval [0, dimH(∂X)]
by Proposition A.3 of the appendix. If µ is an ergodic invariant random subgroup
then δ(Γ) = δ(µ) for µ-almost every discrete subgroup Γ of G.
Discrete invariant random subgroups in Gromov hyperbolic spaces. Let
Γ be a uniform lattice in G. Recall that H denotes the subset of G consisting of
all hyperbolic elements. We assume that G is non-elementary so that in particular
dimH(∂X) > 0.
Proposition 5.2. Let µ be an infinite invariant random subgroup of G. Then for
every 0 < κ < 1 there is an open relatively compact subset V ⊂ H such that
µ({H ≤ G closed : H ∩ V 6= ∅}) > 1− κ.
Proof. We first claim that µ-almost every closed subgroup contains hyperbolic el-
ements. Since µ-almost every closed subgroup H is infinite we may write the
invariant random subgroup µ as a convex combination
µ = θµparabolic + (1− θ)µnon-parabolic
for some 0 ≤ θ ≤ 1. Here µparabolic-almost every closed subgroup H has |Λ(H)| = 1
and µnon-parabolic-almost every closed subgroup contains hyperbolic elements. It
suffices to show that θ = 0.
2In the positive characteristic case Theorem 5.1 has an additional very mild technical assump-
tion.
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Given a subgroup H with |Λ(H)| = 1 let λH ∈ ∂X denote the unique limit point
of H . We may push forward µparabolic via the map H 7→ λH to obtain a G-invariant
probability measure on the Gromov boundary of X . This is impossible, provided
that G itself is non-elementary. Therefore θ = 0 as required. Thus we have shown
that µ-almost every subgroup contains hyperbolic elements.
Finally note that the collection H of hyperbolic elements in G is open by Propo-
sition 3.1 and in particular can be exhausted by a countable collection of relatively
compact open subsets. This completes the proof. 
We are now ready to present the proof of one of our main results.
Theorem 5.3. Let µ be a discrete infinite invariant random subgroup of G. Assume
that G is non-elementary. Then
P∆
(
dimH(∂X)
2
)
=∞
for µ-almost every closed subgroup ∆ of G.
This implies of course that δ(µ) ≥ 12 dimH(∂X) > 0. In particular, since µ-
almost every subgroup contains hyperbolic elements µ must be non-elementary.
The strict inequality δ(µ) > 12 dimH(∂X) as in the statement of Theorem 1.1 will
be established in §7 below using Patteron–Sullivan theory.
Proof. The ergodic decomposition theorem allows us to write the invariant random
subgroup µ as a convex combination of ergodic invariant random subgroups. We
may therefore assume without loss of generality that µ is ergodic.
Fix a sufficiently small constant 0 < κ < 1 so that Corollaries 4.3 and 4.4 hold
true with respect to the probability measure preserving action of the lattice Γ on
the Borel space (Sub(G), µ). Let V ⊂ H ⊂ G be an open relatively compact subset
of hyperbolic elements as provided by Proposition 5.2, so that µ(ΩV ) > 1−κ where
ΩV = {H ≤ G closed : H ∩ V 6= ∅} ⊂ Sub(G).
To simplify notation let δ = dimH(∂X). Observe that every element h ∈ G
with EΓ(h, V ) 6= ∅ is necessarily hyperbolic. According to Lemma 3.5 every such
element h satisfies
e−δdX(γho,o) ≥
1
α
PΓ(δ;h, V )
for some particular choice of γh ∈ EΓ(h, V ), where α > 0 is a constant independent
of h. We obtain the following estimate for the Poincare series P∆(δ/2) of any
discrete subgroup ∆ of G
P∆(δ/2) =
∑
h∈∆
e−
δ
2
dX(ho,o) ≥
1
β
∑
h∈∆
EΓ(h,V ) 6=∅
e−δdX(γho,o) ≥
1
αβ
∑
h∈∆
PΓ(δ;h, V ).
In the above estimate we used Lemma 3.3 to compare dX(ho, o) and dX(γho, o),
with the constant β > 0 being as in that lemma.
The validity of the condition γ∆γ−1 ∈ ΩV for some element γ ∈ Γ implies by
definition that γhγ−1 ∈ V for some h ∈ ∆, and therefore∑
h∈∆
PΓ(δ;h, V ) ≥ PΓ(δ; ∆,ΩV ).
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According to Corollary 4.4 there is a Borel subset Y ⊂ DSub(G) with µ(Z) > κ and
such that PΓ(δ; ∆,ΩV ) = ∞ for every subgroup ∆ ∈ Y . Therefore P∆(δ/2) = ∞
holds true for every ∆ ∈ Y and hence µ-almost surely by the ergodicity of µ. 
6. Quasiconformal densities
Let X be a proper geodesic Gromov hyperbolic metric space.
Busemann functions and shadows. We recall some basic definitions and facts.
Definition 6.1. Given any two points x, y ∈ X the shadow from x of the ball of
radius R > 0 around y is
SR(x, y) = {ξ ∈ ∂X : any geodesic ray from x to ξ intersects BR(y)}.
Fix a uniform lattice Γ in Isom(X) and a basepoint o ∈ X .
Proposition 6.2. For all sufficiently large radii k,R > 0 there is an integer p ∈ N
so that for every r > 0 ⋃
γ∈AΓ[r,r+k]
SR(o, γo) = ∂X
and moreover each ideal point ξ ∈ ∂X belongs to at most p of these shadows.
Proof. Let D > 0 be a sufficiently large radius so that ΓBX(o,D) = X . Consider
an ideal point ξ ∈ ∂X and let l : R≥0 → X be any geodesic ray with l(0) = o
and l(∞) = ξ. There exists some element γ ∈ Γ so that dX(γo, l(r + D)) ≤ D.
Therefore l(R≥0) intersects BX(γo, 2D). Recall that any other geodesic ray from
o to ξ lies in the δ′ neighborhood of l where δ′ is a constant. Taking k = 2D and
R = 2D+δ′, we find that any ideal point ξ ∈ ∂X lies in some shadow SR(o, γo) with
γ ∈ AΓ[r, r + k] as required. Moreover, observe that any other shadow SR(o, γ′o)
with γ′ ∈ AΓ[r, r + k] and containing ξ must satisfy dX(γ′o, l(r + D)) < R + D.
As Γ is a uniform lattice, the existence of an upper bound p ∈ N on the number of
such shadows containing a given ideal point follows from Lemma 3.4. 
Proposition 6.3 ([Coo93, Lemma 6.3]). Assume that Isom(X) admits a uniform
lattice. Let ρo be a visual metric on ∂X with respect to the basepoint o ∈ X. Given
a point x ∈ X distinct from o let ξx ∈ ∂X be the endpoint of any geodesic ray
starting at o and passing through x. Then
sup{ρo(ζ, ξx) : x distinct from o and ζ ∈ ∂X \ SR(x, o)}
tends to 0 as R→∞.
Definition 6.4. The Busemann function βξ : X ×X → R associated to the ideal
point ξ ∈ ∂X is given by
βξ(x, y) = lim sup
z→ξ
(dX(x, z)− dX(y, z))
(here z ∈ X is a point tending to ξ along any geodesic ray with endpoint ξ).
Lemma 6.5 ([Coo93, Lemma 6.2]). Let x, y ∈ X be a pair of distinct points and
R > 0 a radius. Then for every ξ ∈ SR(x, y) we have that
dX(x, y)− 2R ≤ βξ(x, y) ≤ dX(x, y).
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Quasiconformal densities. Consider a fixed non-elementary discrete subgroup
Γ of Isom(X). We use below the asymptotic notation introduced on p. 9 of §4. We
use ‖µ‖ to denote the total mass a finite positive Borel measure.
Definition 6.6. A Γ-quasiconformal density of dimension s ≥ 0 and distortion
d ≥ 1 is a family {νx}x∈X of finite Borel measures on ∂X such that
(1) the support of νx is the limit set Λ(Γ) for all points x ∈ X,
(2) dνx
dνy
(ξ) ≍d esβξ(y,x) for νy-almost every point ξ ∈ ∂X, and
(3) g∗νx ≍d νgx for all elements g ∈ Γ and points x ∈ X.
Recall that (g∗ν)(A) = ν(g
−1A). As long as dimH(∂X) < ∞, any discrete
subgroup Γ admits a quasiconformal density of dimension δ(Γ). If Γ is of divergence
type then a Γ-quasiconformal density of dimension δ(Γ) is ergodic and essentially
unique up to a bounded multiplicative factor, in the following sense.
Proposition 6.7. Assume that Γ has divergence type and let {νx}x∈X and {ηx}x∈X
be two Γ-quasiconformal densities of the same dimension s ≥ 0 and distortion d ≥ 1.
Then for all points x ∈ X
‖νo‖
‖ηo‖
≍d4
‖νx‖
‖ηx‖
Proof. According to [MYJ15, Theorem 5.2] we have the estimate
νo(ξ)
ηo(ξ)
≍d2
‖νo‖
‖ηo‖
for all boundary points ξ ∈ ∂X . Combined with property (2) given in Definition
6.6 of quasiconformal densities this implies
νo(ξ)
νx(ξ)
≍d2
ηo(ξ)
ηx(ξ)
⇒
νo(ξ)
ηo(ξ)
≍d2
νx(ξ)
ηx(ξ)
⇒
‖νo‖
‖ηo‖
≍d4
νx(ξ)
ηx(ξ)
.
The result follows by integrating the above estimate over all points ξ in ∂X . 
The following proposition allows us to relate quasiconformal densities of conju-
gate subgroups in a straightforward manner.
Proposition 6.8. Fix an element g ∈ Isom(X). If {νx}x∈X is a Γ-quasiconformal
density then {g∗νg−1x}x∈X is a (gΓg
−1)-quasiconformal density of the same dimen-
sion and distortion.
Proof. Let {νx}x∈X be a Γ-quasiconformal density of dimension s ≥ 0 and distor-
tion d ≥ 1. Note that
dg∗νg−1x
dg∗νg−1y
(ξ) =
dνg−1x
dνg−1y
(g−1ξ) ≍d e
sβ
g−1ξ
(g−1y,g−1x) = esβξ(y,x)
Let gγg−1 be an arbitrary element of gΓg−1. Therefore
(gγg−1)∗g∗νg−1x = (gγ)∗νg−1x ≍d g∗νγg−1x = g∗νg−1(gγg−1)x
It follows that {g∗νg−1x}x∈X is a (gΓg
−1)-quasiconformal density of the same di-
mension and distortion, as required.

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Remark 6.9. In the special case that the distortion is equal to one, a quasiconfor-
mal density is called a conformal density. In that case all of the above statements
hold in a strict sense, and not just up to a multiplicative constant. This happens
for example if X is a CAT(−1)-space. However this assumption does not simplify
the proof in any essential way.
7. Invariant random subgroups of divergence type
Let µ be a discrete ergodic invariant random of divergence type.
The Poincare quasi-cocycle. There exists a µ-measurable family ν of quasicon-
formal densities of dimension δ(µ). This means that ν is a µ-measurable map
ν : DSub(G)×X →M(∂X), ν : (Γ, x) 7→ νΓx
so that the family {νΓx}x∈X is a Γ-quasiconformal density of dimension δ(µ) and
some fixed distortion d ≥ 1 for µ-almost every discrete subgroup Γ. We will addi-
tionally assume without loss of generality that the family ν is normalized so that
‖νΓo ‖ = ν
Γ
o (∂X) = 1.
Since µ is of divergence type the existence of a µ-measurable quasiconformal density
is guaranteed by Proposition A.6 of the appendix.
Associated to the µ-measurable quasiconformal density is a Poincare quasi-
cocycle piν . This is simply the map
piν : G×DSub(G)→ R>0, piν(g,Γ) = ‖ν
Γ
g−1o‖ = ν
Γ
g−1o(∂X).
Since µ is of divergence type we have by Propositions 6.7 and 6.8 that
g∗ν
Γ
g−1x ≍d2
‖g∗ν
Γ
g−1x
‖
‖νgΓg
−1
x ‖
νgΓg
−1
x ≍d4
‖g∗ν
Γ
g−1o
‖
‖νgΓg
−1
o ‖
νgΓg
−1
x = ‖ν
Γ
g−1o‖ν
gΓg−1
x
for every element g ∈ G and all points x ∈ X . In other words, the Poincare
quasi-cocycle satisfies the relation
g∗ν
Γ
g−1x ≍d6 piν(g,Γ)ν
gΓg−1
x .
This implies that a cocycle relation holds for piν in an approximate sense, namely
piν(gh,Γ) ≍d12 piν(g, hΓh
−1)piν(h,Γ)
and in particular
piν(g
−1, gΓg−1)piν(g,Γ) ≍d12 1
for every pair of elements g, h ∈ G and µ-almost every closed subgroup Γ.
Remark 7.1. If every discrete subgroup of divergence type in Isom(X) admits a
conformal (rather than quasiconformal) density then piv is a multiplicative cocycle in
the usual sense. Whenever G has Kazhdan’s property (T ) any such cocycle is trivial
[Zim13, Theorem 9.1.1] and many of our arguments can be somewhat simplified.
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Sullivan’s shadow lemma for invariant random subgroups. Consider a co-
compact subgroup G of Isom(X) and assume that µ is an ergodic discrete non-
elementary invariant random subgroup of divergence type inG. Fix a µ-measureable
quasiconformal density ν. In addition fix a basepoint o ∈ X .
Proposition 7.2 (Shadow lemma). Fix an arbitrary small constant 0 < κ < 1.
There is a Borel subset Y ⊂ DSub(G) with µ(Y ) > 1 − κ such that for every
sufficiently large radius R > 0 there is a constant c = c(R) > 0 with
νΓo (SR(o, g
−1o)) ≍c piν(g,Γ)e
−δ(µ)dX(o,go)
for every g ∈ G and µ-almost every closed subgroup Γ with gΓg−1 ∈ Y .
Proof. Recall that νΓo is normalized to be a probability measure and has full support
on the limit set Λ(Γ) for µ-almost every subgroup Γ. Since µ is non-elementary the
limit set Λ(Γ) is µ-almost surely not a single point and so
νΓo (ξ) < νo(∂X) = 1
for every ideal point ξ ∈ ∂X and µ-almost every subgroup Γ.
Let ρo be a visual metric on the Gromov boundary ∂X with respect to the
basepoint o ∈ X . The compactness of ∂X implies that there is a sufficiently small
constant θ(Γ) > 0 depending on the subgroup Γ such that
νΓo ({ζ ∈ ∂X : ρo(ζ, ξ) > θ(Γ)}) > θ(Γ)
holds for every ideal point ξ ∈ ∂X . Since the family ν of quasiconformal densities
is µ-measurable the function θ can be chosen to be µ-measurable on DSub(G).
Moreover by Proposition 6.3 there is a constant r(Γ) > 0 depending only on θ(Γ)
so that for each point x ∈ X there exists an ideal point ξ ∈ ∂X with
{ζ ∈ ∂X : ρo(ζ, ξ) > θ(Γ)} ⊂ Sr(x, o)
for every radius r > r(Γ). We may assume the function r to be µ-measurable.
Fix a pair of constants Θ > 0 sufficiently small and R > 0 sufficiently large so
that the following Borel set
Y = {Γ ∈ DSub(G) : θ(Γ) > Θ, r(Γ) < R}
satisfies µ(Y ) > 1− κ.
Fix an element g ∈ G. Consider a discrete subgoup Γ such that its conjugate
gΓg−1 belongs to Y . In particular
νgΓg
−1
o (SR(go, o)) > Θ.
By the definition of the Poincare quasi-cocycle piν we have that
νΓo (SR(o, g
−1o)) = νΓo (g
−1SR(go, o)) ≍d6 piν(g,Γ)ν
gΓg−1
go (SR(go, o)).
where d ≥ 1 is the distortion of the family ν. To complete the proof of the shadow
lemma we are required to estimate
νgΓg
−1
go (SR(go, o)) =
∫
SR(go,o)
dνgΓg
−1
go (ξ) =
=
∫
SR(go,o)
νgΓg
−1
go (ξ)
νgΓg
−1
o (ξ)
dνgΓg
−1
o (ξ) ≍d
≍d
∫
SR(go,o)
e−δ(ν)βξ(go,o)dνgΓg
−1
o (ξ)
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where we have used the properties of quasiconformal densities in the final equation,
see Definition 6.6. Finally, for every ξ ∈ SR(go, o) we have that
dX(go, o)− 2R ≤ βξ(go, o) ≤ dX(go, o)
by Lemma 6.5. This concludes the proof with the constant
c = d7Θ−1e2δ(µ)R.

Recurrence and the Poincare quasi-cocycle. Let Γ be a uniform lattice in G.
For every discrete subgroup ∆ ∈ DSub(G), Borel subset Y ⊂ DSub(G) and radius
r > 0 we let
Er,k(∆, Y ) = EΓ(∆, Y ) ∩ AΓ[r, r + k]
where AΓ[r, r + k] is an annulus in the group Γ with respect to its action on X .
Proposition 7.3. Let Y ⊂ DSub(G) be the Borel subset with respect to which the
shadow lemma (Proposition 7.2) holds. Then for all sufficiently large k > 0 there
is a constant c′ > 0 such that∑
γ∈Er,k(∆,Y )
piν(γ,∆) ≤ c
′eδ(µ)r
for every r > 0 and µ-almost every ∆ ∈ DSub(G).
Proof. According to Proposition 6.2 for all sufficiently large radii k,R > 0 there is
an integer p so that ⋃
γ∈AΓ[r,r+k]
SR(o, γo) = ∂X
for every r > 0 and moreover every ideal point ξ ∈ ∂X belongs to at most p
distinct shadows. We may assume that R is sufficiently large for us to be able to
use the Sullivan shadow lemma for invariant random subgroups. Let c > 0 be the
corresponding constant, as in Proposition 7.2.
Denote Γr,k = AΓ[r, r+k]. By the shadow lemma for invariant random subgroups
1
c
e−δ(µ)(r+k)
∑
γ∈Er,k(∆,Y )
piν(γ,∆) ≤
1
c
∑
γ∈Er,k(∆,Y )
piν(γ,∆)e
−δ(µ)dX(o,γo) ≤
≤
∑
γ∈Er,k(∆,Y )
ν∆o
(
SR(o, γ
−1o)
)
= (∗)
for every radius r > 0 and µ-almost every closed subgroup ∆. The estimate for (∗)
can only go up when summing over all of Γr,k rather than just Er,k(∆, Y ), so that
(∗) ≤
∑
γ∈Γr,k
ν∆o
(
SR(o, γ
−1o)
)
≤ pν∆o (
⋃
γ∈Γr,k
SR(o, γ
−1o)) = pν∆o (∂X) = p.
The result follows with the constant c′ = cpeδ(µ)k. 
Proposition 7.4. Let Y ⊂ DSub(G) be any Borel subset. Then∫
Y
∑
γ∈Er,k(∆,Y )
piν(γ,∆)dµ(∆) ≥
1
2d12
∫
Y
|Er,k(∆, Y )| dµ(∆)
for every r, k > 0, where d is the distortion of the µ-measurable family ν.
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Proof. Denote Γr,k = AΓ[r, r+k]. Given an element γ ∈ Γr,k and a subgroup ∆ ∈ Y
it is clear that γ ∈ Er,k(∆, Y ) if and only if ∆ ∈ Y γ
−1
∩Y . This observation makes
it possible to rewrite the expression on the left hand side of the inequality in the
statement of the proposition, separating it into one summation over all unordered
pairs of elements {γ, γ−1} with γ2 6= e and another summation over all elements γ
of order two, and finally switching the integral and the sum using Fubini’s theorem.
This gives
∑
{γ,γ−1}⊂Γr,k,γ2 6=e
(∫
Y γ
−1∩Y
piν(γ,∆) dµ(∆) +
∫
Y γ∩Y
piν(γ
−1,∆) dµ(∆)
)
=
+
∑
γ∈Γr,k,γ2=e
∫
Y γ∩Y
piν(γ,∆) dµ(∆) = (∗)
Expression (∗) can be rearranged again by summing over all unordered subsets
{γ, γ−1} ⊂ Γr. Since every element of order two is accounted for twice we obtain
(∗) ≥
1
2
∑
{γ,γ−1}⊂Γr,k
∫
Y γ
−1∩Y
(
piν(γ,∆) + piν(γ
−1,∆γ)
)
dµ(∆) = (∗∗)
Recall that piν is a multiplicative quasi-cocycle. In particular
piν(γ
−1, γ∆γ−1)piν(γ,∆) ≍d12 1
which immediately implies that
piν(γ,∆) + piν(γ
−1,∆γ) ≥ 2d−12.
for every γ ∈ Γ and µ-almost every subgroup ∆. The constant d is the distortion
of the µ-measurable family ν of quasi-conformal densities. Proceeding with the
estimate (∗∗) we now obtain
(∗∗) ≥
1
2
∑
{γ,γ−1}⊂Γr,k
∫
Y γ
−1∩Y
2
d12
dµ(∆) =
1
d12
∑
{γ,γ−1}⊂Γr,k
µ(Y ∩ Y γ) ≥
≥
1
2d12
∑
γ∈Γr,k
µ(Y ∩ Y γ) =
1
2d12
∫
Y
|Er(∆, Y )| dµ(∆)
as required.

On the critical exponent of a divergence type invariant random subgroup.
Theorem 7.5. Let µ be an discrete invariant random subgroup of divergence type
in G. Then δ(µ) = dimH(∂X).
Proof. Recall that the critical exponent of any discrete subgroup of Isom(X) is
bounded above by dimH(∂X). In particular δ(µ) ≤ dimH(∂X) is true in general.
We need to establish the reverse inequality, namely show that δ(µ) ≥ dimH(∂X).
The ergodic decomposition allows us to assume from now on and without loss
of generality that µ is ergodic. Since µ is of divergence type it must be infinite.
Therefore Proposition 5.2 and Theorem 5.3 imply that µ is non-elementary.
We begin be setting up the required objects. Fix a basepoint o ∈ X and let Γ be
a uniform lattice in G. Let ν be a µ-measurable family of quasiconformal densities
of dimension δ(µ) and distortion d ≥ 1, normalized so that ‖ν∆o ‖ = 1. Let piν be the
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associated Poincare quasi-cocycle. Fix a sufficiently large k > 0 and a sufficiently
small constant 0 < κ < 1 so that Corollary 4.3 of quantitative recurrence holds.
Finally, let Y ⊂ DSub(G) be a Borel subset as in Proposition 7.2 (i.e. the shadow
lemma for invariant random subgroups) and satisfying µ(Y ) > 1− κ.
The quantitative recurrence property established in Corollary 4.3 provides us
with a Borel subset U ⊂ Y with µ(U) > 0 so that
|Er,k(∆, U)| ≥ κe
δ(Γ)r
for all r > 0 and for every ∆ ∈ U . Integrating this over U gives∫
U
|Er,k(∆, U)| dµ(∆) ≥ (κµ(U))e
δ(Γ)r
for all r > 0. On the other hand, by combining the two previous Propositions 7.3
and 7.4 we deduce that∫
Y
|Er,k(∆, Y )| dµ(∆) ≤ (2d
12c′µ(Y ))eδ(µ)r
for all r > 0. Since U ⊂ Y these two estimates can only be compatible for all
sufficiently large r provided that δ(µ) ≥ δ(Γ) = dimH(∂X). 
Our proofs of Proposition 7.2 and Theorem 7.5 are inspired by the elegant ex-
pository paper by Quint [Qui06], especially his Lemma 4.10 and Theorem 4.11.
8. Proofs of the main results
We now complete the proofs of all the results stated in the introduction.
Proof of Theorem 1.1. Let G be a non-elementary group acting cocompactly on X
and µ a discrete and infinite invariant random subgroup of G. The second part of
Theorem 1.1 follows immediately from Theorem 7.5. Moreover
P∆
(
dimH(∂X)
2
)
=∞
for µ-almost every closed subgroup ∆ of G according to Theorem 5.3. In particular
δ(∆) ≥ 12 dimH(∂X) > 0. We claim that in fact δ(∆) >
1
2 dimH(∂X) happens µ-
almost always. For if this is not the case then δ(∆) = 12 dimH(∂X) and in particular
∆ is of divergence type µ-almost surely. Therefore δ(∆) = dimH(∂X) holds µ-
almost surely by Theorem 7.5, which leads to a contradiction as dimH(∂X) > 0. 
Proof of Corollary 1.2. Let G be a rank-one simple Lie group and X be the asso-
ciated Gromov hyperbolic symmetric space. It is known [Sul79, Rob03] that the
action of any discrete subgroup Γ on ∂2X is ergodic with respect to the Lebesgue
measure class if and only if PΓ(dimH(∂X)) = ∞. Moreover the geodesic flow on
Γ\G is ergodic if and only if Γ acts ergodically on ∂2X . In particular, the ergodicity
of the geodesic flow on Γ\G implies in general that Γ has divergence type. The
converse implication of the corollary follows from part (2) of Theorem 1.1. 
Proof of Corollary 1.3. Let G be a rank-one simple Lie group and µ be a non-
atomic invariant random subgroup of G so that µ-almost every subgroup is torsion-
free. We know that µ-almost every subgroup is discrete and non-amenable, see e.g.
Theorem 5.1 and the remarks following Theorem 5.3. Our main result implies that
δ(µ) > 12dimH(∂X). The corollary follows from the precise relationship between
the two quantities δ(Γ) and λ0(Γ\X) mentioned in the introduction. 
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Proof of Corollary 1.4. Let G be one of the groups mentioned in the statement and
assume that G has Kazhdan’s property (T ). It is known by [Cor90, Theorem 4.4],
[Leu04, Theorem 2] and [CDS17, Corollary 1.4] that there is some δc > 0 such that
every discrete subgroup Γ of G is either a lattice or satisfies δ(Γ) < dimH(∂X)− δc.
Now let µ be a discrete invariant random subgroup of G of divergence type.
Theorem 1.1 implies that δ(µ) = dimH(∂X). We deduce that µ-almost every closed
subgroup of G is a lattice. Since µ is ergodic it must essentially be the invariant
random subgroup associated to some particular lattice Γ of G, see [SZ94, Corollary
3.2] for Lie groups or [HT16, Corollary 5.6] in general. 
Proof of Corollary 1.5. Let (Z, µ) be a Borel space admitting a probability mea-
sure preserving action of G. We obtain an invariant random subgroup µ of G by
considering the G-equivariant stabilizer map
Stab : Z → Sub(G), z 7→ Gz
and taking µ = Stab∗µ. The corollary follows by applying Theorem 1.1 to µ,
provided that the stabilizer of µ-almost every point z ∈ Z is assumed to be discrete
and infinite. 
Proof of Corollary 1.6. Let Γ be a lattice in the isometry group Isom(X) of some
proper Gromov hyperbolic space space X . Let (Z, µ) be a Borel Γ-space with an
invariant probability measure. It is possible to induce the Γ-action from Z to a
probability measure preserving action of G = Isom(X) on some Borel space (Z, µ).
See [Zim13, p. 75] for details. The stabilizer Gz of µ-almost every point z ∈ Z is
conjugate to the stabilizer Γz′ of some point in z
′ ∈ Z and is in particular discrete.
The result follows from Corollary 1.5. 
Appendix A. Measurability in the Chabauty Borel space
This appendix is dedicated to various technical issues related to the Borel struc-
ture on Sub(G). In particular, we show that several notions and constructions
used above, such as the critical exponent and quasiconformal densities, all depend
measurably on the choice of a discrete subgroup.
In general, given a second countable locally compact group G and an open subset
U ⊂ G, the set {H ≤ G : H ∩ U 6= ∅} is Chabauty open. The Borel structure
on Sub(G) coming from the Chabauty topology is called the Effros Borel structure
[Kec12, §12.C]. Given a countable basis Un for the topology of G, the Effros Borel
structure is generated by the subsets {H ≤ G : H ∩ Un = ∅}.
The first result of the appendix holds true for any second countable locally
compact group G.
Proposition A.1. The subset DSub(G) of discrete subgroups in Sub(G) is Borel.
Proof. This follows immediately from the observation that
DSub(G) =
⋂
{n∈N : e∈Un}
{H ≤ G : H ∩ (Un \ {e}) = ∅}.

From now on we specialize the discussion to the situation where X is a proper
geodesic Gromov hyperbolic metric space with basepoint o ∈ X and G is a closed
subgroup of Isom(X). Some of the notations that we use below depend implicitly
on o.
22 ILYA GEKHTMAN AND ARIE LEVIT
Proposition A.2. For every radius R > 0 the function
nR : DSub(G)→ N, nR(Γ) = |Γo ∩BX(o,R)|
is Borel.
Proof. For every ε > 0 choose an arbitrary ε-separated and 2ε-covering subset Sε
of X containing the base-point o. For every radius R > 0 denote
nR,ε(Γ) = |{x ∈ Sε : x ∈ BX(o,R) and BX(x, 2ε) ∩ Γo 6= ∅}|
where Γ ∈ DSub(G) is a discrete subgroup. It follows from the definition of the
Effros Borel structure that the function nR,ε is Borel for every R, ε > 0. Note that
nR(Γ) = lim sup
ε→0
nR,ε(Γ)
and therefore nR is Borel as well for every R > 0. 
Proposition A.3. The critical exponent function
δ : DSub(G)→ [0, dimH(∂X)]
is Borel and conjugation invariant.
Proof. By the previous proposition, the orbital counting function nR(Γ) = |Γo ∩
BX(o,R)| is Borel on DSub(G) for every R > 0. It follows that the critical exponent
δ(Γ) = lim inf
R→∞
1
R
lnnR(Γ)
is a Borel measurable function on DSub(G) as well. The fact that δ is conjugation
invariant is well known. To see this, it suffices to observe that
|Γo ∩BX(o,R)| = |(gΓg
−1)go ∩BX(go,R)|
and recall that the critical exponent is independent of the choice of basepoint. 
Let M(X ∪ ∂X) denote the convex space of probability measures on X ∪ ∂X
with the weak-∗ topology. Given ν ∈ M(X ∪ ∂X) denote ‖ν‖ = ν(X ∪ ∂X).
Let M1(X ∪ ∂X) denote the compact convex subset of M(X ∪ ∂X) consisting of
probability measures, that is all ν with ‖ν‖ = 1. Given any real number s ≥ 0
denote
DSub>s(G) = δ
−1((s,∞)) = {Γ ∈ DSub(Γ) : δ(Γ) > s}.
In particular DSub>s(G) is a Borel subset by the previous proposition.
Proposition A.4. For every real number s ≥ 0 the map
Ws : DSub>s(G)→M1(X ∪ ∂X), Ws : Γ 7→
∑
g∈Γ e
−sdX(go,o)δgo∑
g∈Γ e
−sdX(go,o)
is Borel.
Proof. We proceed similarly to Proposition A.2. Namely, for every ε choose an
arbitrary ε-separated and 2ε-covering subset Sε of X containing the basepoint o.
Denote Sε(Γ) = {x ∈ Sε : BX(x, )) ∩ Γ 6= ∅} and
Ws,ε(Γ) =
∑
x∈Sε(Γ)
e−sdX(x,o)δx∑
x∈Sε(Γ)
e−sdX(x,o)
∈ M1(X ∪ ∂X)
for every discrete subgroup Γ ∈ DSub>s(G). By the definition of the Effros Borel
structure the function Ws,ε is Borel for all ε. Note that for every discrete subgroup
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Γ ∈ DSub>s(G) the weak-∗ limit of the probability measures Ws,ε(Γ) exists and in
fact
Ws(Γ) = lim
εց0
Ws,ε(Γ).
The function Ws is therefore Borel, as required. 
Recall that the standard construction of a quasiconformal density for a fixed
discrete group Γ of divergence type involves taking a weak-∗ accumulation point
as s ց δ(Γ). The following general lemma is needed to be able to do so in a
measurable way.
Lemma A.5. Let X be a Borel space, M a second countable compact metric space
and fn : X →M a sequence of Borel maps. Then there is a Borel map p : X →M
such that p(x) is an accumulation point inM of the sequence fn(x) for every x ∈ X.
Proof. LetK(M) denote the Hausdorff space of all closed subsets ofM . Let P (x) ∈
K(M) be the non-empty closed subset consisting of all the accumulation points of
the sequence fn(x) for every x ∈ X . We claim that the map P : X → K(M) is
Borel. The existence of the required selection function p(x) will then follow at once
from the Kuratowski–Ryll-Nardzewski selection theorem [Kec12, Theorem 12.13].
There is a countable family of open subsets Nm ⊂ M for m ∈ N such that
the Borel structure on K(M) is generated by the Borel subsets {C ⊂M closed :
C ∩Nm = ∅}. Note that P (x) ∩Nm = ∅ is equivalent to fn(x) ∈M \Nm for all n
sufficiently large, which is a Borel condition. 
Assume that G is acting cocompactly on X and admits a uniform lattice. We
conclude appendix A by showing that a family of quasiconformal densities can be
chosen in measurable way for all the discrete subgroups of a given critical exponent
and having divergence type. Given any real number δ ≥ 0 denote
DSubδ-diver(G) = {Γ ∈ DSub(Γ) : δ(Γ) = δ and Γ is of divergence type}.
Proposition A.6. For every δ ≥ 0 there is a constant d ≥ 1 and a Borel map
ν : DSubδ-diver(G) ×X →M(∂X), ν : (Γ, x) 7→ ν
Γ
x
so that {νΓx}x∈X is a Γ-quasiconformal density of dimension δ and distortion d.
Moreover we may normalize so that ‖νΓo ‖ = 1 for all Γ ∈ DSubδ-diver(G).
Proof. Consider the Borel mapsWs constructed in Proposition A.4 for every s > δ.
We may now apply Lemma A.5 to obtain
νo : DSubδ-diver(G)→M(X ∪ ∂X)
which is a Borel map assigning to each discrete subgroup Γ ∈ DSubδ-diver(G) some
weak-∗ accumulation point of the probability measures Ws(Γ) as s ց δ. We may
now extend ν to a map defined on DSubδ-diver(G)×X in a Borel measurable manner
by insisting that the relation
dνΓx
dνΓo
(ξ) = eδβξ(o,x)
should be satisfied for every point x ∈ X . The collection {νΓx}x∈X is indeed a
Γ-quasiconformal density of critical exponent δ and distortion d ≥ 1. These param-
eters depend only on the hyperbolicity constant of the Gromov space X for every
discrete subgroup Γ ∈ DSubδ-diver(G). See e.g. [MYJ15, Lemma 6.1].

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