We study the serial correlation of high-frequency intraday returns on the Italian stock index futures (FIB30) in the period 2000-2002. We find that intraday autocorrelation is mostly negative for time scales lower than 20 minutes, mainly due to the bid-ask bounce effect. While this supports the efficiency of the Italian futures market, we also provide evidence that intraday serial correlation becomes positive in high volatility regimes. Moreover we find that it is mainly unexpected volatility to make serial correlation rise, and not its predictable part. Our results are supportive of the Chan (1993) model.
Introduction and motivation
The aim of this paper is to study the serial correlation of the Italian stock index futures. The study of serial correlation of asset returns is particularly important in financial economics, since it can reveal basic features of the trading process. The Efficient Market Hypothesis in its weakest form implies that asset returns should be serially uncorrelated, but there is pervasive evidence of serial autocorrelation in stock index returns (Lo and MacKinlay, 1988; Poterba and Summers, 1988) and stock portfolios (Conrad and Kaul, 1988; Mech, 1993) , mixed evidence on stocks (Lo and MacKinlay, 1990b; Conrad and Kaul, 1989; Kim et al., 1991) and international assets (Patro and Wu, 2004) , mainly depending on volumes and size (Llorente et al., 2002) , while stock index futures display no autocorrelation, see Ahn et al. (2002) and Pan et al. (1997) for currency futures. There are many theoretical models and explanations, on one side to reconcile the presence of serial correlation with a rational framework, e.g. non-synchronous trading (Lo and MacKinlay, 1990a) or institutional factors (Boudoukh et al., 1994) , and on the other side to advocate for bounded rationality in financial markets, e.g. Cutler et al. (1991) ; Jegadeesh and Titman (1993) ; Badrinath et al. (1995) .
In our study, starting from the observation that stock index futures are not serially correlated at the daily level, we go in the high-frequency regime to study correlation and its link with some of the most important quantities of the financial market, that is volatility and trading volume. We test for the presence of serial correlation using the Variance Ratio test, after controlling for the peculiarities which are typical of high-frequency transaction data.
While high-frequency transactions are nowadays a common tool in financial econometrics (Goodhart and O'Hara, 1997) , the study of serial correlation with high frequency data is, to our knowledge, very limited. Examples are Low and Muthuswamy (1996) on exchange rates and Thomas and Patnaik (2003) on the Indian market; in this last paper serial correlation is linked with liquidity. Typically, high-frequency data are difficult to deal with because of their irregular structure and microstructure effects. Moreover, they are characterized by strong intraday seasonalities and pronounced heteroskedasticity, see e.g. Bollerslev and Domowitz (1993) ; Dacorogna et al. (1993) ; Andersen and Bollerslev (1997) among others. For this reason, Andersen et al. (2001) strongly criticize the adoption of Variance Ratio with high frequency data, as in Ito et al. (1998) , for testing for changes in intraday volatility patterns. Then, we first check via Monte Carlo simulations whether the small sample distribution of the VR statistics matches the asymptotic distribution.
We then compute daily VR statistics on intraday transactions of the FIB30. Our findings show that, as expected, intraday serial correlation is mostly negative for time scales lower than 20 minutes, mostly due to the bid-ask spread. We then use daily measure of VRs as a dynamic quantity that can be related to other market variables. We exploit the availability of high-frequency data to compute daily measures of integrated volatility, and as a consequence we can directly link the intraday serial correlation (as measured by the variance ratio) to daily volatility. Using this technique, we find that intraday serial correlation becomes significantly positive when volatility is high. Moreover, intraday serial correlation turns out to be positively linked to trading volume. We also show that serial correlation is more linked to the unexpected part of volatility than to volatility itself, which is highly predictable. This paper is structured as follows. Section 2 describes the variance ratio statistics, and discusses the implementation on high-frequency data. Preliminary data analysis is worked out in Section 3. We then study the dynamics of serial correlations in Section 4. Section 5 concludes.
The Variance Ratio test and its implementation on intraday data
We decide to adopt a popular test in this kind of analysis, the Variance Ratio test (V R). This test has been extensively used for daily asset prices, see e.g. MacKinlay (1988, 1989) . The Variance Ratio test has not been used too much for high frequency data. One example close to our study is the work of Thomas and Patnaik (2003) . In this Section we analyze briefly the basic properties of this test. In our description, we follow closely Lo and MacKinlay (1988) . Suppose we have a time series P k , k = 1, . . . , N of asset prices or logarithmic asset prices. Define the first differences time series r k = P k − P k−1 , then define:
where
represents the q−period return and ρ k is the standard autocorrelation function at lag k. Equation (1) highlights the link between variance ratio and the autocorrelation function. Under the weak form efficient market hypothesis the dynamics of returns has to be a random walk and then, immediately,
We implement the variance ratio test according to the heteroskedasticconsistent estimator (Lo and MacKinlay, 1988) with overlapping observations (Richardson and Smith, 1993) . Suppose to have a set of nq + 1 observations, where q is an integer greater than 1. We then define:
We define the variance ratio as follows:
Using overlapping observations leads to an improvement in the power of the test, estimated around 22% (Richardson and Smith, 1993) . Under the null hypothesis of random walk, the asymptotic distribution of the statistics (7) is the following. Define:
Then we have:
The variance ratio test implemented here allows for heteroskedasticity, does not require the assumption of normality and in small samples it is more powerful than other tests, like the Ljung-Box statistics or the Dickey-Fuller unit root test, see Lo and MacKinlay (1989); Faust (1992) ; Cecchetti and Sang Lam (1994) . Dealing with high frequency data can present some potential difficulties. For example, Andersen et al. (2001) show that, given the high persistence of intraday financial prices, the small-sample test is distorted, thus asymptotic inference can be misleading. However, their test regards the equality of variances in two subsequent time windows, while we want to test the reliability of VRs in a given time window, in order to quantify serial correlation. To show that the small-sample performance of the VR test for our purposes is reliable, we proceed as follows. We first estimate a GARCH(1,1) model on daily returns:
(11) with ε t ∼ N (0, 1). GARCH modeling provides a very good approximation of the heteroskedasticity in financial data, see e.g. Bollerslev et al. (1994) . Maximum-likelihood estimates of the model areω = 0.7281·10 −5 ,α = 0.1339,β = 0.8474. For comparison with the analysis in the subsequent Sections, we then convert the parameters to a 1-minute GARCH model, according to the Drost and Nijman (1993) temporal aggregation formulas 2 , that is we obtain the value of the parameters under which the GARCH model (11) still holds if the time unit is one minute instead of one day. Denoting the new parameters with primes, we obtainω = 1.594 · 10 −8 ,α = 0.00733,β = 0.9926. We then simulate the 1-minute GARCH model; daily time series correspond to 495 1-minute observations. On these simulated high-frequency time series, we compute the variance ratios and standard errors according to the above expressions. If the small-sample distribution is reliable, then the quantity √ nq( V R(q) − 1)/ θ (q) should be distributed as a N (0, 1). Figure 1 shows the result for different values of q. For simulated time series akin to the real ones, with heteroskedasticity modeled according to a GARCH specification, the small sample estimator performs fairly well for q = 1 and quite well till q 20. For larger q, the small sample distribution is distorted with respect to the asymptotic one.
Our results are in line with those of Deo and Richardson (2003) , who study the small sample properties of Variance Ratios. They show that reliability of the asymptotic approximation is worse when q increases, but the approximation works fine with small q. More precisely, they show that the VR test loses its power at the 95% of c.l. for values of q/n ∼ 1/6. We remind that in our case n = 495, so that q should be less than 80. We find a lower value q 20 because the heteroskedasticity of intraday data is more pronounced than that of daily data. Then we conclude that for q ≤ 20 the small sample distribution of the V R statistics is approximatively Normal. The statistics would get distorted for larger q. We then study q = 1, 10, 20, ranging from one minute to twenty minutes. For these values of q, we can then safely use the VR test with high-frequency data in our context.
Preliminary analysis
Our goal is to study the presence of serial correlation patterns in time series of returns of the Italian stock index futures, named FIB30. While being by far the most liquid traded asset in the Italian stock exchange, the FIB30 is still not very liquid when compared to other marketplaces 3 . The market for FIB30 4 started from 28 November 1994. It is a price-driven electronic market, in which market makers are supposed to guarantee the liquidity of the market. An advantage of using the futures is that it is a traded asset. Thus we avoid the problem of non-synchronous trading, which is itself a source of serial correlation. Moreover the stock index futures is always more liquid than the portfolio which constitutes the index, and indeed it is found to lead the stock market (Chan, 1992) . Our data set consists of three years of data, ranging from January 2000 to December 2002, for a total of 751 trading days. We have all the transactions, but we use only those of the next-to-expiration contract, with the FIB30 expiring quarterly. This choice is motivated by the fact that nextto-expiration contract id the most liquid, while the market for the other expirations contract is very thin. We consider only transactions from 9.15 to 17.30, Italian time. In total, we have 8, 657, 949 transactions (on average, 11, 528 per day and an average duration between adjacent trades of 2.61 seconds).
Our aim is to compute the variance ratio statistics on logarithmic futures prices every day, then to use it as a dynamical variable. The data set is made up of tick-by-tick transactions. This fact implies that our data are not evenly spaced. In order to implement the VR test according to the expressions in the previous Section, we need an interpolation procedure on a fixed time grid, made of intervals of duration ∆t.
Denoting by [0, T ] the time window under study, with T = 1 trading day, that is 495 minutes, we construct a grid of T /∆t + 1 points, and at every point in time, the price is defined as the price of last transaction before that point 5 . Selecting the length ∆t of the intervals is conditioned by the following trade-off. If the interval is too narrow, we do not get rid of microstructure effect, such as the bid-ask bouncing, which would induce a spurious negative serial correlation. On the other hand, if the interval is too large, we lose statistics.
In order to assess the proper length of the interval ∆t for our study, we look at the daily variance 6 computed as the sum of squared returns, defined as:
where p(t) is the logarithmic futures price at time t, as a function of the interval width ∆t. If the price driving process is a stochastic differential equation with no drift, then the expected value of σ continuous diffusion is no longer a good approximation, this scaling property does not hold any more. Preliminarely, we then analyze the variance of the data versus the aggregation period ∆t, that is, in other word, the length of the sampling interval. Figure 2 shows the variance σ 2 d (∆t) averaged over the whole sample. As we can see, the variance increases when ∆t is small. This effect is well known, see Andersen et al. (2000) ; Barucci and Renò (2002a) , and it can be imputed to the presence of negative serial correlation due to microstructure noise (i.e. bid-ask spread). This problem is the same encountered when choosing the time interval when computing realized volatility, see e.g. Andersen et al. (2003) . When ∆t increases, the value for the variance converges to a constant. After looking at Figure 2 , we conclude that a reasonable choice to eliminate microstructure effects is ∆t = 60 seconds 7 . Moreover, at ∆t = 60 seconds we also eliminate the problem of non-trading, that is the absence of observations in the intervals, which would induce spurious autocorrelation. Indeed, the percentage of empty one-minute intervals in our sample is just 0.9%.
Following the above considerations, each day in our data sample we construct a time series of 495 1-minute returns. On these time series, every day, we compute the variance ratio using the overlapping statistics (7) and the standard errors using the heteroskedastic consistent estimator (10), for different values q. Then, for every value of q, we get a time series of daily variance ratios with 751 observations. If the market is efficient in its weak form (Fama, 1970) , then we should get variance ratios compatible with the null hypothesis for every value of q. The choice of the maximal value of q that can be considered is limited by the consideration made in the above Section. Table 1 reports the percentage of VRs statistically significant, both positive and negative. The Table shows that, for small q, we find systematic violations of the null, pointing toward negative serial correlation. For example, for q = 1, we expect around 10% of violations of the 90% confidence limit, on the negative tail, but we find 22.2% of violations. This trend is confirmed till q 20, corresponding to 20 minutes. The positive violations are consistent with the null.
Can we ascribe the significant negative correlation to the bid-ask bounce effect? One way to answer this question is to quantify the implicit bid-ask spread using the negative auto-covariance of the data, as proposed in Roll (1984) 8 . The daily auto-covariance of one-minute high-frequency data is, in average, slightly positive, being equal to 0.105 · 10 −8 , with a standard deviation of 7.56 · 10 −8 . Thus, since the index ranges around 30, 000 points, this would imply a spread of 15 index points 9 , which is a very reasonable bid-ask spread for the Italian futures market (the minimum tick is 5 index points).
To be more precise, we compute the exact implied spread for those days in which the auto-covariance of one-minute returns is negative, and we plot the distribution of these spreads in Figure 3 . As we can see from the figure, 8 The exact formula is that the relative spread is equal to 2 √ −Cov, where the Cov is the first-order auto-covariance of one-minute returns. 9 We used Roll's formula plugging in the negative standard deviation.
Figure 3: Distribution of implicit bid-ask spreads in the Italian stock index futures according to Roll (1984) measure, which uses the auto-covariance of the data.
when the auto-covariance is negative, the implicit bid-ask spread is always around 5 − 30 index points, which is a very reasonable value. Then, the observed negative auto-correlation is completely explained by the bid-ask bounce effect, and we can rule out alternative explanations, like positive feedback trading (Sentana and Wadhwani, 1992) . This result supports the efficiency of the Italian futures market. In order to quantify the daily serial correlation, we use the standardized variance ratio, defined as:
i.e. the V R(q) normalized with its standard deviation, in the hypothesis of heteroskedasticity and considering overlapping observations. By standardizing, we reduce the impact of large observations estimated with low precision. Figure 4 shows the time series of V R(1). As we can see, the trend is consistent with Table 1 . There is evidence of serial correlation patterns, mainly negative. By defining a precise quantitative object related to serial correlation, we are able to study its dynamic properties. The results in this Section can be summarized as follows: • there is evidence of serial correlation in high-frequency prices of the Italian stock index futures;
• the serial correlation is mainly negative and it is non-negligible for periods smaller than 20 minutes;
• this observed negative serial correlation is due to the bid-ask bounce effect;
Up to now, then, nothing is very surprising. Similar conclusions have been drawn on other markets. Our results show that we cannot rule out the weak informational efficiency of the Italian market, even if we raise the frequency of observations. In the next Section, we turn to the analysis of daily serial correlation with respect to other market variables. 
Time series properties of intraday serial correlation
In the previous Section we assessed the presence of serial correlation in the high frequency return time series. Here, we investigate the link between autocorrelations and some of the most important market variables. This can provide additional insight in the mechanism of price formation and in the trading process. First we analyze the presence of autoregressive patterns in the standardized variance ratio V R (for simplicity, we will omit the dependence from q in what follows) time series, as suggested from the time series shown in Figure 4 . We estimate the model:
where ε t is IID white noise, using OLS. We also estimate the restricted model with δ 2 = 0. We test the specification of the model by the lag-5 Ljung-Box statistics on residuals. We report the results in Table 2 .
As we can see from the Table, there is evidence of first order autoregression of the V R for at least q = 10. If we consider V R(q = 1) as a measure of serial correlations of returns time series, then it results that there are second order autoregressive patterns in serial correlations since, if the second-order autoregressive term is not included, the residuals are serially correlated and the model is misspecified. The R 2 of the proposed regressions are very low, ranging around 1%.
These results could be an artifact of the pronounced heteroskedasticity of futures prices. Indeed, the VR measures are (standardized) ratios of realized volatilities, so they could be not serially independent. To check this, we estimate the regression (14) on a simulated time series, according to the GARCH model as in Section 2. We find that the significant autoregressive component is observed also in the simulated time series, thus it is a by-product of heteroskedasticity. In what follows, we then include the autoregressive component of standardized Variance Ratios in our regressions, and we check via the Ljung-Box test if we manage to remove the autocorrelation from the residuals.
Serial correlation and volatility
The impact of volatility on serial correlation patterns has already been discussed in the empirical literature. In particular, LeBaron (1992) found that, regarding daily and weekly data, there is evidence of a negative correlation between volatility and returns serial correlation, that is positive serial correlation is observed in low volatility regimes, and no serial correlation is observed in high volatility regimes. Similar results are found by Sentana and Wadhwani (1992) . These results regard individual stocks and stock portfolios. This effect is sometimes regarded as LeBaron effect, see e.g. Dacorogna et al. (2001) . Now we focus our attention on intraday data, using realized measures of intraday serial correlation and intraday volatility. As before, we adopt as a measure of serial correlation of returns the quantity V R(q). Daily volatility is routinely evaluated using high-frequency data. To this purpose, we adopt a technique similar to realized volatility based on a trigonometric expansion, namely the Fourier method of Malliavin and Mancino (2002) . The details on volatility computation on the same data set can be found in Renò and Rizza (2003) . The time series of realized daily volatility is shown in Figure  5 . We then estimate via OLS the following model, for different values of the aggregation period q:
As before, we also estimate the restricted models δ 2 = 0 and δ 1 = δ 2 = 0.
Results of the estimates are displayed in Table 3 . We find that there is strong correlation between serial correlations of intraday returns and daily volatility, for every considered value of the aggregation period q, and that the coefficient is positive. The relation is also apparent in the scatter plot of daily logarithmic volatility and standardized VR, shown in Figure 6 . This means that when volatility is high, the intraday serial correlation tends to be positive. When volatility is low, the intraday serial correlation tends to be negative. For q less than 10, the regression (15) turns out to be misspecified, according to the Ljung-Box statistics, unless the auto-regressive component of the standardized variance ratios is included. We remark that the positive link between standardized Variance Ratios and volatility is not observed on simulated data. Given the relevance of this result, we test it again with a different approach. We evaluate, as above, the percentage of violations of the null hypothesis of no serial correlation according to the V R(q) statistics, considering several values of the aggregation period q, but now we consider only on those days of our data set in which volatility is larger than a given threshold. Table 4 reports these percentages. As we can see, when we select low volatility thresholds, serial correlations remain mainly negative. Instead, when we select high volatility days, positive serial correlations become more relevant and this behavior is confirmed for all the chosen values of the aggregation period q.
We remark that this finding is, in some sense, at odds with the findings of LeBaron (1992) and Sentana and Wadhwani (1992) , who show that on daily and weekly data serial correlation of stocks and stock indexes declines with rising volatilities. At the intraday level, for the considered stock index future, the opposite holds. Our results are instead in agreement with the theoretical predictions of Chan (1993) . According to his model, the adjustment of prices is conditioned by noisy signals about information and it is then reinforced by movements in other markets. The model is based on the idea of reinforcement of opinions. Since market makers cannot adapt Table 4 : Reports the number of significant positive and negative VR, for different significance level, on subsamples of growing daily volatility. When volatility is high, the number of significant negative VRs is closer to the null, while the number of significant positive VRs increases.
their opinions instantaneously when they receive signals from similar assets, they react subsequently, and this mechanism induces correlation in pricing errors. One important consequence of this model is that serial correlation should be higher in days of high volatility. For the Italian stock index futures, there are plenty of more liquid substitutes, for example the EUROSTOXX futures, which can generate this effect. Therefore, we can conclude that at intraday level there is no evidence of LeBaron effect, but the correlation between returns serial correlation and volatility has opposite sign with respect to what is observed at daily and weekly level.
The relation between intraday serial correlation and volatility is interesting, but it is well known that volatility is highly predictable in financial markets, than it could be more interesting to link serial correlation to the unexpected part of daily volatility. Daily realized volatility is known to be well described by an auto-regressive model (Andersen et al., 2003) . We then estimate the following model:
Estimates areβ 1 = 0.589,β 2 = 0.126, with an R 2 of 0.748, which confirms the high predictability of daily volatility.
We then define the unexpected volatility as the residuals of the above regression, σ u,t ≡ε t . By construction, volatility and unexpected volatility are orthogonal, and we investigate whether there is a link between V R(q) and unexpected volatility by estimating the following model:
The results of this regression is shown in Table 5 . As we can see, also the unexpected volatility influence is strong on variance ratios for all the considered q values, Particularly, for q = 1 and considering the second order autoregressive term in V R(q) time series, we obtain a value for Q(5) in agreement with the null hypothesis.
It is now interesting to study the influence of both volatility and unexpected volatility in the same regression. We do this by estimating the model:
Results are shown in Table 6 . Our results indicate that, when regressing on both volatility and unexpected volatility, the latter is influential, while the first does not account for the observed serial correlation. Again, the autoregressive component of variance ratios is necessary for correct model specification. This result holds for every value of q, and more effectively for q = 1.
It is important to stress that, as noted by Sentana and Wadhwani (1992) , the increase in intraday serial correlation with larger volatility is still compatible with equilibrium, since exploiting the anomaly is riskier with higher volatility.
Serial correlation and trading volume
Trading volume plays a key role in rational models describing the information flow, see e.g. Admati and Pfleiderer (1988) . Campbell et al. (1993) develop a model in which serial correlation is due to changing risk-aversion. They argue that in days of high trading volume, serial correlation should be larger. Safvenvblad (2000) confirms empirically this prediction on Swedish stocks, but does not for the Swedish stock index. Since he finds that in his sample period high volume days are more often high return days, his explanation is profit taking. Conrad et al. (1994) find that high volume is associated with negative autocorrelation, while low volume is associated with positive autocorrelation. See also Chordia and Swaminathan (2000) , who link the trading volume to the speed of adjustment of information, showing that high volume portfolios lead low volume portfolios. We then investigate the relation among our intraday serial correlation measures V R(q) and daily volume, via the regression:
where V t is the total volume transacted at day t. Table 7 shows the results. We find that trading volume is significant in explaining the variability of variance ratios, and the relation is positive: in high trading volume days the intraday serial correlation is higher. However, it is important to stress that it is very difficult to disentangle the volume effect from the volatility effect, since these two quantities are strongly positively correlated. 
Conclusions
In this paper, we study the serial correlation of intraday returns of the Italian stock index futures, the FIB30. Our first aim is to assess the efficiency of the Italian market. To this purpose, we adopt the Variance Ratio test, which needs to be carefully implemented on high-frequency prices. Our preliminary analysis show that interpolating the data to obtain one-minute returns allows to prevent microstructure effects from distorting the variance estimates. We also show, via Monte Carlo simulations, that with oneminute returns following a GARCH(1,1) model, the small sample distribution of Variance Ratio is very close to the asymptotic distribution, under the null hypothesis, when the aggregation period is less than twenty minutes.
Our results show that the serial correlation is mostly negative, but this effect can be completely explained by the bid-ask bounce effects. Thus, by looking at variance ratio only, we support the efficiency of the Italian futures market.
However, our estimating technique provides us with a time series of variance ratio (more precisely, of standardized variance ratios), of which we can study the dynamic properties. Motivated by earlier literature, we study the connection of serial correlation, as quantified by the standardized VR, with daily volatility. We can easily assess this task, since we have both realized measures of serial correlations (the standardized variance ratios) and realized measures of daily volatilities, obtained with high-frequency data. We find that at the intraday level we have a different behavior from what is observed at daily and weekly level: when volatility is high, intraday serial correlation becomes positive. This effect can be explained in the framework of the Chan (1993) model, according to which traders react only partially to information, and then reinforce their opinions when they observe the movements of liquid substitutes. We also show that it is mainly the unexpected part of volatility to account for the evolution of serial correlation: the predictable part looks like not affecting the traders' behavior. We finally find that the serial correlation is positively linked to trading volume.
While this study is, to our knowledge, the first one to provide dynamical insights in the intraday serial correlation dynamics, we think that additional work is needed. In particular, it would be interesting to check whether our results are valid in a more liquid futures market, like the SPX500, or for individual stocks. It is clear that going below the daily level can help in understanding the trading mechanism. In this paper, we show that these analysis can be carried out with the classical VR statistics, with some adjustments. We think this can be an interesting topic for future research.
