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Inlinino
A MODULAR SOFTWARE DATA LOGGER
FOR OCEANOGRAPHY
By Nils Haëntjens and Emmanuel Boss
DIY OCEANOGRAPHY
INTRODUCTION
Our laboratory equips research vessels 
with instruments to continuously mea-
sure the optical properties of the ocean 
while underway, offering extended spa-
tial and temporal coverage of the state 
of the ocean’s surface (Boss et al., 2019). 
These observations are used, for exam-
ple, to assess phytoplankton biomass and 
size (Boss et al., 2015; Graff et al., 2015) 
and suspended sediments (Dierssen 
et  al., 2006). These products are com-
puted from optical properties such as 
fluorescence, backscattering, absorption, 
and attenuation. Each instrument used—
for example, WET Labs ECO-BB3, WET 
Labs WETStar WSCD, WET Labs ACS—
measures a specific property that needs 
to be recorded externally. Given the 
instrumentation involved and our needs, 
the data logging system has to be capa-
ble of (1) interfacing with instruments 
through serial (RS-232) or analog (0 V 
to 5 V) communication, (2) accurately 
timestamping the data received with the 
research vessel NTP server, (3) storing 
the data in files easily readable by data 
analysis software (e.g., R, MATLAB), and 
(4) providing data visualization for real-
time monitoring of the measurements. 
We first looked for instrument man-
ufacturer’s logging solutions that might 
match our requirements. WET Labs 
designed systems for two broad situ-
ations: (1) short-term use in a labora-
tory environment (e.g.,  testing equip-
ment or experiments over a few hours), 
and (2) autonomous deployment under-
water (e.g., profiling the ocean to several 
hundred meters depth). While both solu-
tions worked, we found them impractical 
for continuous, month-long use. The first 
solution generated oversized data files, 
and the second was found to have a drift-
ing timestamp when used over extended 
periods, in addition to having memory 
limitations (e.g.,  limited to the memory 
of the device, with hour-long data down-
load from the data logger to the com-
puter, preventing data acquisition).
While looking for alternatives, we 
came across many commercial hardware 
data loggers (e.g.,  Campbell Scientific). 
Although hardware data loggers would 
have likely met our requirements, we 
oriented our approach toward software 
data loggers running on computers, as 
they had several advantages: (1) comput-
ers could easily be synchronized with the 
boat NTP server, (2) computer screens 
would allow visualizing the data in real 
time, and (3) computers are widely avail-
able in most scientific laboratories. 
We chose the software TeraTerm for a 
first test at sea. TeraTerm, a proven serial 
terminal emulator, was extremely reliable 
and covered all the required specifications 
except that it was not capable of providing 
real-time visualization, an attribute criti-
cal to ensuring that the instruments oper-
ate well. We then adapted an open-source 
solution to our needs called Instrumentino 
(Koenka et al., 2014, 2015). We modified 
this software to make it suitable for long-
term deployments by improving its mem-
ory management (restricting the data 
buffer to a fixed-size array). This proof-
of-concept was successfully tested in 2016 
on a transatlantic cruise aboard R/V Tara. 
Subsequently, we sought to design an 
open-source, modular (seven unique 
instruments implemented to date), and 
robust (logs without user interaction for 
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>30 days) data logging solution with real-
time visualization for in situ ocean opti-
cal instrumentation. We call our soft-
ware product Inlinino. In addition to 
the software, and also described in this 
paper, we built a data acquisition (DAQ) 
device for interfacing instruments that 
have analog outputs to computers using 
an open-source philosophy. The DAQ 
is a precision analog-to-serial RS-232 
converter (PASC).
INLININO SOFTWARE
The core of Inlinino includes a series of 
simple features essential for long-term 
deployment that also minimizes its com-
putational footprint. Figure 1 shows the 
flow of data between the instruments and 
the computer. Inlinino is entirely con-
figured (e.g.,  for selected instruments) 
through a file loaded when the software 
starts. Incoming data from instruments 
are first timestamped with the com-
puter set to UTC and synchronized to 
the research vessel’s NTP server using the 
operating system service (e.g., Windows 
Time Service) to ensure accurate time-
stamping (within a second). Next, the 
data are stored in a ring buffer, similar 
to a first-in, first-out (FIFO) array except 
that the size of the array is constant. This 
enables data visualization of the last 
few minutes (using the fast PyQtGraph 
library, http://www.pyqtgraph.org/) and 
control of the software memory foot-
print. The data are then written to the 
computer’s hard drive every minute in 
comma-separated values (.csv) files, lim-
iting the loss of data in case of unexpected 
computer failure. The size of each file 
generated is constrained to one hour of 
records, restricting the file size and pre-
venting the creation of impractical, over-
sized files. The data directory is shared 
on the local network with read-only per-
mission, enabling automatic daily backup 
from other computers using synchroniza-
tion software (e.g., SyncToy on Windows 
and rsync for Linux and macOS).
At the time of writing, available instru-
ments include the WET Labs ECO-
Triplets (e.g., BB3, BBFL2), BB9, BBRT, 
and UBAT; the Sea-Bird SBE45 thermo-
salinograph; and the Satlantic photo-
synthetically active radiation (PAR) sen-
sor. In addition, any analog instrument 
having up to 16-bit precision with a volt-
age range of 0 V to 6.144 V can be used 
(using the PASC). Inlinino is modular 
and designed to interface with any type 
of serial instrument; therefore, users 
with good knowledge of Python can add 
new instruments. See https://inlinino. 
readthedocs.io/ en/ latest/ cfg.html # adding- 
a- custom- instrument for explanations of 
the code. 
MATERIALS AND INITIAL 
INSTRUCTIONS
Inlinino hardware and software require-
ments are described below. Inlinino soft-
ware was tested on Windows 7 and 10 
and macOS 10.12, 10.13, and 10.15 oper-
ating systems but should run in any envi-
ronment supporting Python 3 and pyQt 4 
(e.g.,  Windows >7, macOS >10.15, and 
Linux). The computer running Inlinino 
requires one serial port or analog input 
channel per instrument used. A serial- 
to- USB converter is likely needed, as 
today’s computers rarely ship with serial 
ports. We had positive experiences using 
Aten, Moxa, and StarTech adapters. 
Regarding the analog input channels, a 
DAQ device compatible with Inlinino is 
required only if data from analog instru-
ments are to be logged. To date, the 
PASC is the only DAQ device supported 
by Inlinino, but others could be imple-
mented (e.g., DATAQ Instruments Model 
DI-1100, Measurement Computing USB-
201, National Instruments USB-6000, 
Omega USB-1208FS). 
Inlinino’s installation and first-use 
instructions are briefly described below. 
For more detailed documentation, we 
recommend using the instructions avail-
able on ReadTheDocs (https://inlinino. 
readthedocs.io/). Inlinino Windows 
installer can be downloaded from 
ftp://misclab. umeoce. maine.edu/ software/ 
Inlinino/ Inlinino_ setup_ win32.exe. 
Inlinino can then be installed by follow-
ing the setup instructions from the exe-
cutable files. For other operating systems 
(macOS and Linux), Inlinino must be 
installed from the source code; the proce-
dures and codes are available on GitHub 
(https://github.com/OceanOptics/
Inlinino). Once installed, application 
parameters (e.g.,  type of user interface, 
theme), logging parameters (e.g., interval 
at which data are written to disk, periods 
of data to keep in cache), and instrument 
parameters (e.g.,  instruments to log, 
instrument types) can be set up through 
the configuration file (https://inlinino.
readthedocs.io/ en/ latest/ cfg.html). The 
application can be started by double- 




















































FIGURE 1. Flow chart representation of Inlinino software running on a computer and associated 
instruments.
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Menu/Programs/Inlinino for Windows). 
The graphical user interface (GUI) of 
Inlinino (Figure 2) is designed to be 
intuitive, allowing experienced users to 
skip the user manual instructions.
For interfacing analog instruments 
to the computer running Inlinino, we 
needed a DAQ device capable of con-
verting the analog signal to a digital 
signal. In the open-source philosophy 
of Inlinino, we built a simple PASC, pri-
marily for educational and low-cost pur-
poses. The PASC (Figure 3) is composed 
of a precision analog-to-digital converter 
(ADC, Texas Instruments ADS1015 
or ADS1115) and a microcontroller 
(Arduino Uno) that “translates” the dig-
ital signal (I2C protocol) from the ADC 
to serial communication over USB. These 
components are packed into a water- 
resistant box (see Table 1 for a complete 
list of parts). To further reduce the cost 
of the PASC, the Arduino Uno could be 
replaced by a cheaper microcontroller 
with one I2C port and one UART port, and 
the latter could be shifted to RS-232 level 
or directly converted to a virtual serial 
port through USB (Table 1b). The wir-
ing of the PASC is explained on Adafruit 
ADS1015’s web page (https://learn. 
adafruit. com/ adafruit- 4- channel- adc- 
breakouts/ assembly- and- wiring), and 
the firmware to upload on the micro-
controller is available on the Inlinino 
GitHub repository (https://github.com/
OceanOptics/Inlinino).
VALIDATION AND FIELD 
APPLICATION
To evaluate Inlinino’s specifications, we 
compared the logged data to TeraTerm 
(downloaded >7.6 million times as of 
January 23, 2020). We ran an experi-
ment with a WET Labs BB3 sensor (serial 
number 1502) connected to a “spy” 
RS232 cable connected to two serial ports 
on a computer. A “spy” RS232 cable con-
sists of two receivers for the same trans-
mitter. Therefore, the exact same data 
could be received at the same time by 
both TeraTerm and Inlinino. The exper-
iment ran for four hours and 16 min-
utes. We then analyzed the data to 
check the following:
(1 ) Dropout Rate 
Does the software miss data?
The exact same number of data lines 
(n = 13,596) were received and written to 
disk on both TeraTerm and Inlinino.
(2) Timestamp Accuracy
How accurate is the timestamp?
Inlinino’s timestamp was accurate 
within 1 second with an average delay 
of 0.54 seconds and 75th percentile at 
0.8 seconds. This lag can be explained by 
the fact that Inlinino writes data from all 
the instruments it is connected to every 
N seconds (as set up in the configuration 
of Inlinino). For oceanographic under-
way measurements, this is acceptable as 
most measurements are averaged over 
30 seconds or more.
(3) Data Quality
Do the data received match the data sent 
by the sensor? 
Identical values were written to disk for 
each channel of the BB3 sensor.
The data visualization part of Inlinino 
was qualitatively assessed during the 
same experiment. The data displayed in 
TeraTerm was the same as the data plot-
ted in Inlinino. A short delay (<1 second) 
was noticed on Inlinino’s interface. 
Because Inlinino uses the same buffer to 
write the data to disk and render the visu-
alization, the visualization was assumed 
to be correct. In addition, Inlinino was 
FIGURE 3. Assembly of the precision 
analog-to-serial converter (PASC) in a water-
proof enclosure rated IP66.
FIGURE 2. Inlinino graphical user interface (GUI).
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deployed on several research vessels 
(Table 2) during more than 650 days 
at sea. For most of the cruises, the data 
were quality checked manually (see Boss 
et al., 2019) and published in the NASA 
SeaBASS database.
We assessed Inlinino’s computing per-
formance by running it with one instru-
ment (WET Labs BB3 serial num-
ber 1502) on a laptop (Lenovo E530, 
CPU i3-3120 @2.5 GHz, 4Gb RAM, 
Windows 7, ~$500). The CPU usage was 
monitored for two hours and five minutes 
with the Windows Performance Monitor 
utility. Inlinino was the only applica-
tion running during the test. The proces-
sor’s clock frequency was automatically 
down-throttled to 1.3 GHz 66% of the 
time with a median CPU usage of 1.2% 
and 75th percentile of 2.0%, validating 
its low computing power characteristics. 
When Inlinino was also used on several 
laptops during multiple month cruises 
(Table 2), CPU usage was minimal (qual-
itatively assessed through Windows Task 
Manager) and no data logging problems 
were encountered.
PASC’s accuracy was first assessed 
in the laboratory when it was built 
and during its first cruises at sea with 
a Fluke 85 III voltmeter. While it per-
formed as expected (close to the Texas 
Instruments ADS1015 specifications), no 
data were kept for a scientific evaluation 
of its performance. The accuracy and pre-
cision of PASC serial numbers 001 and 
002 were evaluated after 145 days and 
380 days of operation at sea, respectively 
(figure available in Inlinino’s documenta-
tion, https://inlinino. readthedocs.io/ en/ 
latest/ pasc.html). The Wet Labs WETStar 
WSCD serial number 859 was connected 
to the PASC for the test and the full range 
of values output by this sensor (0 V to 5 V) 
was used. The difference between the two 
PASCs and the reference voltmeter was 
never greater than 0.05 V, with a root 
mean squared error of 0.0053 V. While no 
significant bias was observed, the preci-
sion was twice that of the manufacturer’s 
specification (0.003 V). For other char-
acteristics of the electronic chip used in 
the PASC such as drift with temperature 
(0.015 mV/°C), we refer the user to the 
manufacturer data sheet.
SUMMARY AND FUTURE WORK
The current version of Inlinino is opera-
tional, robust, and easy to use on a rou-
tine basis while at sea. It permits continu-
ous collection of days of data and fits the 
needs for logging measurements from 
underway systems. Because Inlinino is 
open source, it can be adjusted as needed 
as more people use it.
From our experience using Inlinino, 
we identified a few features that need 
improvement:
• Several times (about once per expedi-
tion) when the instruments were run-
ning and data were displayed in real 
time, the logging was disabled, so the 
data were not recorded. We concluded 
that this problem could be reduced by 
including a large visual and/or audio 
signal in the interface to warn the user 
that data are not being logged.
• Instrument configuration at the begin-
ning of each cruise was not intuitive, 
so users with limited coding skills 
could find it difficult to write the cor-
rect instructions. It would be good to 
add a user interface to Inlinino that 
configures instruments automatically 
at the beginning of each cruise.
Future development of Inlinino could 
also include:
• Support of additional sensors, in par-
ticular, the WET Labs ACS and the 
TABLE 1. Parts used to build a PASC. (a) First 
version built for $56.90. (b) Smaller version built 
for $28.40.
(a) COMPONENTS PRICE (US)
Arduino Uno $22.00
Adafruit ADS1015 $9.95
Waterproof Enclosure IP66 $19.95
Barrier Strips + Electrical Wires <$5.00
(b) COMPONENTS PRICE (US)





Barrier Strips + Electrical Wires <$5.00
TABLE 2. List of cruises on which the Inlinino software and the PASC were deployed.
CRUISE NAME CRUISE DATE INSTRUMENTS LOGGED DAYS LOGGING 
NAAMES II May 2016 BB3 & WSCD 26
Schiller Coastal 
Studies Center
Summer 2016 TSG, BB3, BBFL2, & 3X1M 90
PEACETIME May 2017 FLBBCD, BB3, & WSCD 33
NAAMES III Sep 2017 BB3 & WSCD 26
SPURS-2 Oct–Nov 2017 BB3 30
NAAMES IV Mar–Jun 2018 BB3 & WSCD 26
EXPORTS I:  
R/V Roger Revelle
Aug–Sep 2018 BB3 & WSCD 34
EXPORTS I:  
R/V Sally Ride
Aug–Sep 2018 TSG, BB3, BBFL2, & 3X1M 36
Tara Pacific May 2016–Oct 2018 PAR, BB3, & WSCD 495, 261, & 373*
Tara Breizh Bloom May 2019 BB3 & WSCD 7
* During the Tara Pacific Expedition, the instruments were installed at different times and had to be 
shipped for maintenance, resulting in different numbers of days logged between instruments.
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FIGURE 4. Biological Oceanography Class (SMS 501) from the University of Maine observing chlo-
rophyll a fluorescence as they progress through the Damariscotta (Maine) Estuary (Maine, USA) 
on R/V Ira C. Measurements from the WET Labs WETStar WS3S fluorometer and the Sea-Bird SBE 
16plus CTD sensor were logged by Inlinino and ThingsBoard running on a single board computer 
(Raspberry Pi 3) and streamed to a tablet in real time. ©Guillaume Bourdin
Sequoia LISST. The ACS was recently 
integrated using the Python library 
pyACS (https://pypi.org/project/
pyACS/) but requires further testing 
before it can be deployed.
• Enable state-of-the-art processing, 
applying optical corrections, and com-
puting products such as phytoplank-
ton carbon or chlorophyll (Boss et al., 
2019) in near-real time. The processing 
algorithms were developed and tested 
on most of the cruises mentioned 
above; however, the graphical user 
interface currently provided limits the 
utility of the software (InlineAnalysis, 
https://github.com/OceanOptics/
InLineAnalysis). The real-time pro-
cessing inside Inlinino would enable 
troubleshooting earlier in data acqui-
sition, helping scientists to make data- 
informed decisions in near-real time 
in the field.
• Streaming real-time data recorded by 
Inlinino to any web browser, includ-
ing on phones and tablets, would allow 
system monitoring from anywhere 
on the research vessel while at sea. 
For use in a field class, we developed 
a first proof of concept (Figure 4) that 
takes advantage of the recent devel-
opment of the Internet of Things 
(IoT) and the ThingsBoard platform 
(https://thingsboard.io). The source 
code for this module is available on 
the dedicated branch of Inlinino 
on GitHub (https://github.com/
OceanOptics/ Inlinino/ tree/ tb-app). 
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