Abstract. EEG analysis of epileptic seizure is a nonstationary and changing process; these EEGs contain multiple frequencies and use only conventional methods based on frequency or time which limit their analysis. In this paper, texture representation of Gabor filter response based on a spectrogram applying a STFT is proposed to classify epileptic and healthy states. As initial part of our research, energy and entropy were extracted from the Gabor filters response; these features and statistical values were employed to train Support Vector Machines and multilayer Perceptron classifiers.
Introduction
Epilepsy is a neurological disease or disorder distinguished by recurrent unprovoked seizures and caused by the transient and unexpected disturbance, occurring throughout the brain due to hypersynchronous neuronal discharges, which decrease and increase amplitudes of brain activity [7, 21] . Epilepsy affects about 1-2% of the world population and it is divided into two types: focal epilepsy, which involves a part of the cerebral hemisphere and provokes symptoms in some parts of body or related with mental functions; the other kind of epilepsy is the generalized one, which involve the entire brain and produces bilateral motor symptoms, normally resulting in unconsciousness. For this latter kind of epilepsy, there is no specific age at which seizures occur [3] .
Electroencephalography (EEG) is a brain monitoring method based on measurements of potentials generated by electrical activity. This test provides evidence of how the brain works over time, which is related to bodily functions such as the pumping of the heart, gland secretion, breathing, internal temperature, etc. EEGs are commonly used by scientists and physicians for analyzing brain functions and diagnosing neurological disorders, such as brain tumors, head injuries, sleep disorders, dementia, epilepsy, Alzheimer's, seizure disorder, attention deficit disorder, anxiety disorder, fetal alcohol syndrome, and autism, as well as monitoring the effects of anesthesia during surgery [22, 12, 15, 9, 8] .
Nowadays, EEG is more used to diagnose and treat neuro-degenerative diseases and abnormalities. Usually, an EEG helps physicians to determine an accurate diagnosis; in neurology, a common application of the EEG is epilepsy detection, since it is a useful and inexpensive tool for showing the underlying manifestations of epilepsy [23] . In people who suffer from epilepsy, their EEG signal shows two categories of abnormal activity: ictal (during an epileptic seizure) and interictal (between seizures) [23, 15] . EEG Analysis for diagnosing epilepsy started in 1970, and since then it has been a changing problem because of EGG's non-stationary features; at present, most problems in seizure detection are related to find events (ictal and interictal) during epileptic seizures [15] .
The detection of epileptic seizures in EEG signals has been analyzed using several methods, such as frequency and time-based methods, wavelet transforms, and Gabor filters [21, 15, 14] . However, the nature of the EEG signals is non-stationary and by implementing frequency or time techniques for their analysis [15] presents problems, as the features obtained from these methods do not provide enough information from EEG signals [2] . Time-frequency analysis, however, is a powerful tool that decomposes the signal into both time and frequency, making it possible to analyze non-stationary signals such as EEGs. Using these methods for EEG signals, they can be treated as images and divided in order to extract features from subimages. These techniques have shown good results in terms of accuracy for different applications [20] . Specifically, Short Time Fourier Transform (STFT) is an alternative that has previously used in epileptic seizure analysis by [25] and other recent works with competitive results in classification, where statistical, energy, and other features are extracted from spectrograms [7, 21, 15, 14, 2] .
In this initial research work, feature extraction based on a STFT of EEG signals including epileptic seizure activity is presented. This approach extracts features from 2-D Gabor filters images obtained from a spectrogram EEG signal. The feature vector is used as input for training an Artificial Neural Networks (ANN) and Support Vector Machine (SVM). According to our experiments, the proposed method produces acceptable accuracy results. The rest of the paper is organized as follows: Section 2, introduces the methodology and the related theories. Section 3 provides a description of EEG dataset and the experimental analysis. Section 4 presents our conclusions and future work.
Methodology
This work presents a methodology for the classification of EEG signals as healthy and as undergoing epileptic seizures, based on first order descriptors obtained from 2D Gabor filters applied to EEG signal spectrograms. Fig. 1 shows the methodology: STFT is first applied to EEG signals to obtain time-frequency mappings as images, which are then converted into 8-bit gray scale images and divided into five sub-bands corresponding to physiological rhythms on the EEG. 2D Gabor filters are used to extract texture descriptors, which are employed to train SVM and ANN classifiers and to classify EEG signals, showing the results in terms of accuracy. 
Short Time Fourier Transform
A technique commonly used to analyze electrocardiogram (ECG) and EEG signals is STFT, which maps the signal into a two-dimensional function of frequency and time [18] . To retrieve information from the EEG, STFT is applied to the signal. STFT is employed to partition the EEG signal into several segments of short-time signals by shifting the time window with some overlapping [27] , a process called windowing. Depending on the time windowing function w[n], a spectrogram is classified as a narrowband or a wideband. When the time window is short, the STFT will be a wideband and a longer time returns a narrowband spectrogram [5] . The STFT general equation for a signal S is given by Equation (1):
Where
is the frequency index corresponding to the Nyquist frequency. S(m, k) indicates the m-index time-frequency(frame) spectrogram. N =window segment length. N =the shifting step of the time window. w(n) =windowing method of an n point sequence. N should be smaller than N in order to produce an overlap between the time windows. S depends on the window function; in practice, different window shapes are used, such as: Symmetric, Unimodal and Gaussian.
A spectrogram is a plot or visual mapping of the spectrum of frequencies of a signal along the time. This plot has a relation between time resolution and frequency resolution: a large window provides less localization in time and more discrimination in frequency. The window obtains a time-slice of the signal, during which the spectral characteristics are nearly constant [27] , and the obtained segments shift the time window with some overlapping. The spectrogram is defined as the magnitude of S(m, k), which is represented as A(m, k) and computed as in equation (2):
Spectrogram resolution in time and frequency can change, depending on windowing; a wide window gives better frequency resolution but poor time resolution, while a narrow window produces better time resolution but poor frequency resolution. A visualization with different quality in the spectrogram depends on selecting an appropriate window length and overlapping. Fig. 2 shows the spectrogram of a signal, which is a time-varying spectral representation. The spectrogram layout is usually as follows: the x-axis represents time, the y-axis represents frequency, and the third dimension is amplitude (spectral content) of a frequency-time pair, which is color coded. It is a pseudo-3D plot where the intensity is represented by the z-axis. 
2-D Gabor Filters
Gabor filtering is an option introduced by Daugman for analyzing textures in an image. Gabor filters model the response of simple cortical cells in the visual system and to extract image contours and directional textures [26] ; these filters show an important advantage in their invariance to rotation, scale, translation, photometric disturbances, illumination, and image noise [10] . A 2D Gabor filter is a Gaussian kernel function modulated by a complex sinusoidal plane wave [26] , and can be defined as:
Where:
f is the frequency of the sinusoid. θ represents the orientation of the normal stripes in relation to the parallel stripes of the Gabor function. φ is the phase offset. σ is the standard deviation of the Gaussian envelope. γ is the spatial aspect ratio that specifies the ellipticity of the support of Gabor function.
Feature Representation
The Gabor filter response from a spectrogram image is the convolution of Gabor filter with an EEG spectrogram A(x, y). Hence, the response of Gabor filter is given as:
Where is the convolution operator.
Using a bank of filters with different parameters, it is possible to obtain features from spectrogram images with different scales and orientations and use them to retrieve local and discriminatory features [6] . A common texture feature is entropy, which is a measure of the amount of information (uncertainty) in a source; in the image field, it measures the randomness of the distribution of the coefficient values over the intensity levels [17] . In this case, the source is an image (spectrogram), which can be seen as a 2D information array [26] . The Shannon entropy is given by:
In the previous equation, P r [X = x i ] = p(x i ) is the probability mass distribution of the source and n is the number of probabilities p(x i ).
Energy is another frequently used textural feature [16] , which measures the uniformity of the intensity level distribution [17, 1] and proposes the energy in an analysis using Gabor filter texture. The energy is given by the following equation where M and N are the size of the sub-image a(m,n):
Classification
The energy and entropy features obtained are employed to train SVM and ANN classifiers, and distinguish between epileptic and healthy states. Support Vector Machine is implemented and its results are compared with Artificial Neural Network.
Support Vector Machines
An analysis technique in supervised learning is Support Vector Machine introduced by Vladimir Vapnik. The generated model outline the training data into different categories separated by a decision boundary. Trying to estimate a function f : R N → {±1} using training data, that is, N -dimensional patterns x i and class labels y i , as follows:
such that f will correctly classify new examples (x,y) -that is, f (x) = y for examples (x, y), which were generated from the same underlying probability distribution P (x, y) as the training data [11] . The decision boundary described by (w, b), where w is a vector containing the hyperplane parameters and b is an offset. The data is rescaled so that anything on or above the boundary w T x + b = 1 is of one class, and otherwise on or below the boundary is the other class. The in-between distance is called the margin defined as 2 w 2 . The maximal margin is equivalent to minimize ||w|| which can be achieved through quadratic programming and the optimal hyperplane can be described by: w = αi y i x i . Nevertheless, separation task is not always linear due to data representation; hence, SVM transform the data from the input space into a higher dimensional space where is possible separate the data; projecting the data through kernel induced feature space, the kernel function deals with the dot product of the data. The optimal hyperplane can be expressed as equation (10) shows [24] :
Artificial Neural Networks
McCullock and Pitts proposed a binary threshold unit as a computational model for an artificial method, which computes a weighted sum of n inputs signals, x j , = 1, 2, ..., n, and the output is 1 if the sum is above a specific thereshold u. Otherwise, the output is 0. It is defined as:
where θ(.) is a unit step a function at 0, and w j is the synapse weight associated with the j th input [13] . A classification problem can be defined by the function to use; some functions include step function, linear function and nonlinear sigmoid function. An Artificial Neural Network is constructed combining neurons, which are capable of solving complex real-life problems [24] .
In supervised learning, the network is given a desired output for each pattern. Throughout learning, the actual output y generated by the network may not equal the desired output d. A principle of error-correction learning rules is to use the error signal (d − y) to update the connection weights and reduce the error; the perceptron learning rule is based on this error-correction principle. A common network is multilayer perceptron in which each computational unit employs either the thresholding function. This can be form arbitrarily complex decision boundaries and represent any function. Developing a back-propagation learning for determining weights in a multilayer perceptron has made these networks the most populars [13] .
Experimental Work

Epilepsy EEG Dataset
The proposed methodology was tested using an open access Epilepsy EEG dataset from the Bonn University [4] with five subsets(Z,O,N,F and S), with each subset containing 100 EEG signals with 4097 samples, recorded at a sampling rate of 173.61 Hz using a 128-channel amplifier system with an average common reference. Sets Z and O were collected from five healthy volunteers. Sets N, F, and S were recorded from five epileptic patients for each set. Records from Set S were collected during seizure activity, while Sets N and F were gathered during seizure-free intervals. Fig. 3 summarizes the Bonn dataset and Fig. 4 shows EEG records from S and Z Sets, which were considered for our experimentation.
Feature Extraction
The proposed methodology is focused on extracting features from EEG spectrograms through 2D Gabor filters. As noted above, two sets are considered set S (people suffering an epileptic attack) and Z (healthy people); extracted features trough Gabor filters are employed to train SVM and ANN classifiers and by means of the extracted patterns the features quality is quantified. To develop this proposal, Python 3.6 and the packages scikit-learn and scikit-image were used in our experimentation.
As Fig. 5 shows, STFT is first applied to EEG signals from both sets to obtain the spectrograms; the parameters used were the following: a Hanning window with 128 samples was used because of it showed the bests result versus other windows, the length of the Fast Fourier Transform nfft=2000, and the number of overlapped samples noverlap=85. The parameters were selected using [21] as a reference, because of the results obtained, however, that study did not implement a Hanning window. The obtained spectrograms were converted into 8-bit gray scale images and then divided into five sub-images related to frequency bands of the rhythms to localize significant structures. This was based on the bands proposed by [21] ; other works, such as [7, 19] , and [14] , proposed dividing the spectrogram; however, they only use four bands, as the gamma band was omitted, since lost information was already taken into account. The ranges employed were: Delta (0-4Hz), Theta (4-8Hz), Alpha (8-12Hz), Beta (12-30Hz) and Gamma (30-50Hz).
Gabor filters were applied to sub-images using five different frequencies and eight orientations; thus, the feature vector was 5x8x( tf )x5x( sb); where tf is textural features and sb is sub-bands equal to 5, as shown in Fig 5. To extract the features, magnitudes responses of Gabor filters were considered.
Experimental Results
Two kinds of textural features (energy and entropy) were obtained and different vectors were generated by gathering the extracted features. To evaluate these features, SVM and with different kernels(linear, polynomial and RBF) and ANN, as different authors reported, such as [7, 15, 21] , use this EEG dataset based on spectrograms. The classifiers performance was evaluated using accuracy as a metric, shown as percentage, which is given by the Equation (12); the presented values were obtained from an average of 10 experiments, as 10-fold cross validation was used, selecting the instances in a stratified way:
Where: T P −true positive is a seizure event detected by both the algorithm and the expert neurologist. T N −true negative is a event identified as non-seizure by the algorithm and the expert neurologist. F P −false positive is a seizure event detected by the algorithm, but not by the expert. F N −false negative is a event identified as seizure by the expert, but not by the algorithm.
In the first experiment, energy was used as feature; hence, the feature vector has a dimension of 200 units. SVM and ANN were trained, obtaining different results, as shown in Table 1 . The best accuracy was obtained through SVM-Polynomial, with 98%. SVM-Linear and Perceptron had the same result, although the SVM standard deviation was lower, with 0.024, meaning that 10 experiments of 10 folds were similar; using a perceptron classifier, the number of epochs was changed, using 100 and 500 and the result was the same. In addition, entropy was employed as a unique feature and the same classifiers were used as in the first experiment; SVM Polynomial shows the best accuracy, with 97.5%, and the worst was SVM RBF, with 93%; implementing a perceptron was obtained 94% as best accuracy. Nevertheless, energy has the best accuracy between both features. The results are shown in Table 2 . Finally, entropy and energy were combined, obtaining a feature vector of 400 units, which were used to train SVM and ANN classifiers. The accuracy was better with a SVM Polynomial, resulting in an accuracy of 98.5% and the worst accuracy was 95.5%, with SVM-RBF. Table 3 shows the results; although these are the best results with polynomial and linear SVM, employing only energy as a feature, the 10 experiments showed less change, with a standard deviation of 0.024.
Some experiments suggest implementing mean and standard deviation of energy as textural features using Gabor filters [16, 1] . However, using standard deviation and mean energy, the accuracy was less than 80% with SVM, while Perceptron with two hidden layers of 20 units reached 95%. Employing stan- The obtained results are compared against reported results of other proposals which implement STFT and different features and epilepsy EEG dataset to the same sets S and Z, see table 4. In [7] and [14] five features were obtained with accuracies between 95.78% and 100%, [15] extracted only energy as feature with results between 92.36% and 99.5%. This proposal achieved 98.5% with two features energy and entropy, and this results are better than some experiments. 
Conclusions
In this paper, an alternative methodology for classifying epileptic seizures is proposed. STFT is used to represent EEG signals as spectrograms and analyze a signal as an image. 2D Gabor filters are employed to extract textural features and SVM and ANN are implemented to classify. Energy and entropy are used as features, however, probably, energy is the predominant feature due to in the most the classifiers, it was better than entropy and the best performance was obtained using SVM Polynomial for any feature. The mean and the standard deviation were not as relevant as in other works; however, with EEG spectrograms, these have been reported showing the behavior of the experiments. Using the proposed methodology and changing different parameters, such as the length, type and overlapping of the STFT window, accuracy could improve.
From analyzed works, it could be noted that the spectrograms spectral peaks have been analyzed, hence, as future work, it is proposed to analyze the peaks employing clustering techniques to obtain features from the formed clusters and use a method to evaluate features and eliminate some of them non relevant.
