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Resumen 
Las ontologías en computación se incluyen en el mundo de la inteligencia artificial y 
constituyen representaciones formales de un área de conocimiento o dominio. Las 
ontologías permiten modelar el conocimiento mediante una estructura de conceptos 
relacionados, lo cual proporciona un vocabulario común y que es de vital importancia 
para compartir información. La ingeniería ontológica es la disciplina que se encarga del 
estudio y construcción de herramientas para agilizar el proceso de creación de 
ontologías desde el lenguaje natural y tiene tres etapas cruciales: aprendizaje de 
ontologías (Ontology Learning), población de ontologías (Ontology Population) y 
enriquecimiento de ontologías (Ontology Enrichment). La literatura especializada muestra 
gran interés por las tres etapas y, para desarrollarlas, utiliza distintos métodos como 
estadística, extracción de información, procesamiento de lenguaje natural, aprendizaje 
de máquina (Machine Learning) y combinaciones entre ellos. Sin embargo, algunos 
problemas subsisten, tales como la dependencia del dominio de aplicación, la carencia 
de métodos completamente automáticos y la carencia de identificación de instancias de 
atributos. En consecuencia, el problema que se aborda en esta Tesis Doctoral es la 
extracción automática de instancias desde el lenguaje natural, sin importar el dominio de 
aplicación, con el fin de contribuir con el proceso de población de ontologías. En esta 
Tesis Doctoral se propone un método computacional que utiliza técnicas de extracción 
de información y procesamiento de lenguaje natural para extraer instancias de una clase 
y generar como resultado un archivo con una ontología completa en formato OWL, 
utilizando la herramienta GATE (General Architecture for Text Engineering). Los 
resultados son prometedores, pues se logra crear ontologías desde cero 
automáticamente, sin importar el dominio de aplicación y con buenos niveles de 
precision, recall y F-measure.    
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Ontologies in computation belong to artificial intelligence. Ontologies are formal 
representations of a knowledge area or domain. Ontologies can be used for modeling 
knowledge by using a structure of related concepts. Such structure provides a common 
vocabulary and it is crucial for sharing information. Ontological engineering is a discipline 
for studying and constructing tools for improving the process of ontology creation from 
natural language. Such a process has three crucial stages: ontology learning, ontology 
population, and ontology enrichment. The state of the art shows great concern with the 
three stages, which are developed by using methods like statistics, information extraction, 
natural language processing, machine learning, and combinations of them. However, 
some problems still remain—e.g., dependence on the application domain, lack of 
automation, and lack of attribute instance identification. Consequently, in this Ph.D. 
Thesis we address the problem of automated extraction of instances from natural 
language—regardless of the application domain—in order to contribute to the process of 
ontology population. In this Ph.D. Thesis we propose a computational method by using 
information extraction and natural language processing technologies in order to extract 
instances of a class and to generate as an output a file with a complete ontology in OWL 
format. We use the GATE (General Architecture for Text Engineering) tool for 
implementing the method. The results are promising, since we automatically create 
domain-independent ontologies from scratch. Also, our method exhibits satisfactory levels 
of precision, recall and F-measure. 
 
Keywords: Semantic Web, Ontologies, Automatic Ontology Population, Natural 
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En la Inteligencia Artificial, los esfuerzos se enfocan en comprender cómo funciona la 
mente humana y, con base en ello, se intenta construir entidades inteligentes para 
sintetizar y automatizar tareas intelectuales [1]. Una de esas entidades son las 
ontologías, que pueden expresar una representación formal del conocimiento modelando 
un área común o dominio. Según Berners-Lee et al. [2], en computación una ontología 
puede expresar la regla: “Si un código de ciudad se asocia con un código de estado 
y una dirección usa ese código de ciudad, entonces esa dirección tiene asociado el 
código de estado”. Como las ontologías permiten inferir conocimiento, se puede 
mejorar el funcionamiento de la web, porque las búsquedas se tornan más precisas y se 
pueden buscar páginas utilizando palabras clave que eviten la ambigüedad, haciendo 
mención a conceptos precisos. La información de una página web se puede ligar con las 
estructuras de conocimiento y con reglas de inferencia.         
 
Las ontologías aparecen como una alternativa para organizar la información, utilizando 
un vocabulario común mediante una estructura de conceptos, los cuales representan 
propiedades comunes de las instancias de una categoría, disminuyendo la complejidad y 
contribuyendo en la solución de problemas. Las ontologías permiten modelar un 
conocimiento común, es decir, que tienen como objetivo captar conocimiento 
consensuado de forma genérica. Además, se pueden utilizar y compartir mediante 
aplicaciones de software y para grupos específicos de personas. Generalmente, las 
construyen de forma cooperativa diferentes grupos de personas en distintos lugares [3].  
 
La ingeniería ontológica es una disciplina que contiene una serie de actividades 
relacionadas con el proceso de creación de ontologías, el ciclo de vida de la ontología, 
las metodologías, herramientas y lenguajes para construir ontologías [3]. En esa 
construcción existen tres etapas cruciales: el aprendizaje de ontologías (Ontology 
Learning), la población de ontologías (Ontology Population) y el enriquecimiento de 
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ontologías (Ontology enrichment). El aprendizaje de ontologías hace referencia a la 
adquisición (semi) automática de elementos como conceptos y relaciones relevantes 
entre ellos en un dominio. La población de ontologías se refiere a la inserción de 
instancias de conceptos y relaciones dentro de una ontología existente. El 
enriquecimiento de ontologías hace referencia a extender una ontología existente 
agregando nuevos conceptos, relaciones y reglas [4]. 
 
La literatura especializada muestra gran interés por las tres etapas mencionadas, pero 
esta Tesis Doctoral se enfoca en la población de ontologías. Para abordar la 
problemática se vienen utilizando varios enfoques. Los métodos estadísticos se basan en 
la información, es decir, en la distribución de las palabras en el corpus, para lo cual 
utilizan métodos estocásticos y probabilísticos. Estos permiten resolver ambigüedad de 
oraciones largas y procesar gramáticas que pueden generar muchos análisis posibles, 
entre los que se destacan el teorema de Bayes, la varianza, la distribución condicional, la 
distribución estándar y la probabilidad marginal, entre otros [5,6]. 
 
Los métodos de extracción de Información se basan en el análisis del lenguaje natural 
para luego extraer fragmentos de información de forma automática. En el proceso se 
toman textos como entrada, se procesan y se entregan como salidas los datos que se 
pueden mostrar directamente al usuario, guardarlos en una base de datos u hoja de 
cálculo para análisis posterior. Entre las técnicas que más se usan se encuentran el 
reconocimiento de entidades nombradas y la resolución de correferencia [7]. Los 
métodos de procesamiento de lenguaje natural se encargan de analizar y representar 
textos que ocurren naturalmente en uno o más niveles de análisis lingüístico. El propósito 
es lograr el análisis, representación o generación de texto, para lo cual se utiliza una 
serie de herramientas computacionales que buscan el procesamiento lingüístico a nivel 
morfológico, sintáctico y semántico [8,9].   
 
Los métodos basados en aprendizaje de máquina se basan en técnicas para que el 
computador aprenda. Específicamente, se trata de un aprendizaje inductivo, que consiste 
en crear algoritmos que sean capaces de generalizar comportamientos y reconocer 
patrones con información suministrada en forma de ejemplos que se deben cargar al 





Los métodos híbridos agregan nuevos algoritmos de razonamiento combinados con los 
métodos mencionados anteriormente. Las combinaciones más comunes son aprendizaje 
de máquina con procesamiento de lenguaje natural, o también extracción de información 
con procesamiento de lenguaje natural [11,12].  
 
La revisión de literatura muestra que la mayoría de métodos de extracción de instancias 
de una clase que se desarrollaron hasta ahora arrojan buenos resultados en 
comparación con su promedio de precision y recall. Sin embargo, se requieren métodos 
donde el dominio sea independiente [13,14], que permitan que la extracción sea 
automática o semi-automática [15–17], que utilicen cualquier fuente de información 
[18,19] y que cuenten con buenos niveles en los criterios de precision, recall y F-Measure 
[12,20]. Todo ello con el fin de contribuir con el proceso de población automática de 
ontologías. Además, las instancias de atributos poco se identifican, afectando los valores 
de las métricas definidas.  
 
En esta Tesis Doctoral se presenta un método computacional con una arquitectura 
pipeline, es decir, se requiere que termine un proceso para empezar otro. En este 
método se utilizan técnicas de extracción de información y procesamiento de lenguaje 
natural para extraer instancias de una clase y sus atributos desde textos escritos en 
lenguaje natural. El método incluye una serie de patrones sintácticos que se implementan 
en la herramienta GATE [21] y que permiten encontrar varias entidades ontológicas, 
construir la ontología y poblarla con instancias de clases y de atributos.  
 
Los resultados obtenidos son prometedores, pues se logra construir un sistema 
automático que, teniendo como entrada un archivo con extensión txt o pdf, permite 
generar ontologías, poblarlas y luego generar como salida un archivo con extensión owl, 
el cual después se puede abrir en cualquier herramienta de desarrollo de ontologías. El 
sistema se valida utilizando doce dominios diferentes, obteniendo buenos niveles de 
precision, recall y F-measure. 
 
La Tesis se organiza de la siguiente manera: en el Capítulo 1 se presenta el marco 
teórico de referencia, donde se aclaran los conceptos necesarios para la realización de la 
investigación; en el Capítulo 2 se realiza un recorrido por la literatura especializada de la 
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investigación, mostrando algunos trabajos relevantes en el área; en el Capítulo 3 se 
presentan el planteamiento del problema y los objetivos; en el Capítulo 4 se muestra la 
solución; en el Capítulo 5 se presenta la validación del trabajo; finalmente, en el Capítulo 




1. Marco Teórico 
1.1 Inteligencia artificial 
Según Luger [22] la inteligencia artificial se puede definir como: “La rama de la ciencia 
de la computación que se ocupa de la automatización de la conducta inteligente”. 
La inteligencia artificial se basa en principios teóricos que incluyen estructuras de datos 
usadas en representación del conocimiento, los algoritmos necesarios para aplicar ese 
conocimiento y los lenguajes de programación necesarios para su implementación. En 
otras palabras, la inteligencia artificial trata de emular la forma de razonamiento de la 
mente humana. 
 
Esta disciplina es muy amplia y se enfoca principalmente en las siguientes áreas de 
estudio [23]:  
 Búsqueda de soluciones. 
 Sistemas expertos. 
 Procesamiento de lenguaje natural. 
 Reconocimiento de modelos. 
 Robótica. 
 Aprendizaje de máquina. 
 Lógica. 
 Incertidumbre y “lógica difusa”.    
1.2 Ontologías 
1.2.1 Definición 
Una definición de ontología dada por Gruber puede ser: “Una ontología es una 
especificación explícita de una conceptualización” [24]. Otra definición mejorando la 
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de Gruber y dada por Borst es: “Las ontologías son una especificación formal de una 
conceptualización compartida” [25]. 
 
En esta Tesis Doctoral se abordan las ontologías desde el campo computacional, no 
desde la filosofía. Se puede decir que una ontología es un tipo especial de objeto de 
información. En los sistemas de inteligencia artificial lo que existe es lo que se puede 
representar. Así, las ontologías son un medio para modelar formalmente la estructura de 
un sistema, es decir, las entidades y relaciones relevantes que surgen desde su 
observación y que son útiles para un propósito particular [26]. 
 
Una definición sobre ontologías teniendo en cuenta varios autores puede ser: “las 
ontologías tienen como objetivo capturar conocimiento consensuado de forma 
genérica y que se puede reutilizar y compartir mediante aplicaciones de software 
para diferentes grupos. Normalmente, las construyen cooperativamente diferentes 
personas en diferentes lugares” [3]. Esto quiere decir que la tarea principal que se 
asocia con las ontologías es definir un vocabulario común, el cual debe describir 
conceptos básicos y las relaciones entre ellos en un dominio específico, para que luego 
lo utilice cualquier sistema. 
1.2.2 Componentes 
Los componentes de las ontologías se dan de acuerdo con el dominio de interés y las 
necesidades de los desarrolladores de ellas. A continuación, se presentan algunos de los 
componentes principales de las ontologías [3]. 
 Conceptualización: Conjunto de conceptos, objetos, relaciones y restricciones 
que caracterizan un dominio. 
 Clases: Son conjuntos de individuos. Son las encargadas de detallar los 
conceptos del dominio. La clase hace referencia a un conjunto de objetos y cada 
objeto en la clase es una instancia de la misma. Una clase cuyos componentes 
son clases, se denomina superclase o metaclase. Un ejemplo de clases en un 
dominio de viaje puede ser locaciones como clase general de la cual se 
desprenden las clases ciudades, pueblos; en ese mismo dominio puede existir la 
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clase transporte como clase general y aviones, automóviles, trenes como clases 
hijas. 
 Instancias o individuos: Son objetos del dominio de interés; en otras palabras, 
son instancias de clases. Estos se pueden agrupar en clases. Un ejemplo de 
individuos o instancias en el dominio de viaje podrían estar un avión de Matricula 
AA7462 que pertenece a la clase Avión; Buenos Aires es un objeto que pertenece 
a la clase ciudad. 
 Propiedades (Slots): Son relaciones binarias entre individuos y pueden ser 
Inversas, funcionales, transitivas y simétricas, entre otras. Un ejemplo de 
relaciones en el dominio viaje es la existente entre avión y transporte, donde se 
puede afirmar que avión es un medio de transporte y se pueden relacionar.  Los 
slots también permiten almacenar diferentes clases de valores. Hay dos tipos de 
propiedades:  
1. Propiedades de objeto (Object Properties): Para ligar un individuo con otro 
individuo. Un ejemplo de propiedades de objeto podría ser que un piloto 
trabaja para una aerolínea, entonces se podría identificar una relación 
María trabaja para Avianca. 
2. Propiedades de tipo de datos (Datatype Properties): Para ligar un individuo 
con un valor. Un ejemplo para propiedades de tipo podría ser María tiene 
25 años de edad. Allí se está ligando al objeto María con un valor que al 
mismo tiempo tiene un tipo que en este caso es entero. La relación podría 
verse María tiene edad 25. 
 Frame: Es un objeto que incluye clases, instancias y relaciones.  
 Axiomas: Permiten modelar condiciones que se cumplen siempre. Un axioma 
estructural establece condiciones que tienen que ver con la jerarquía de la 
ontología. Un axioma no estructural establece relaciones entre los atributos de un 
concepto y es específico de un dominio. En ejemplo de axioma en el dominio viaje 
podría ser una función que permita definir que una carretera conecta dos 
ciudades diferentes. 
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Las ontologías se utilizan en gran medida para mejorar la comunicación entre 
organizaciones, personas y entre las aplicaciones. Esto permite que los sistemas de 
cómputo puedan operar entre ellos para llegar a un razonamiento automático. Gracias a 
las ontologías y el conocimiento contenido en ellas, se pueden extraer datos de las 
páginas web de forma automática, para su procesamiento y generación de conclusiones 
[3]. 
1.2.3 Clasificación 
Existen varias clasificaciones de ontologías. En la Figura 1-1 se presenta una 
clasificación de acuerdo con el nivel de generalidad, es decir, el nivel de dependencia a 
una tarea particular o un punto de vista. En el Top-level Ontology se describen conceptos 
muy generales como acción, espacio, materia, entre otros y los cuales son 
independientes de un dominio particular. En los niveles de Domain ontologies y task 
ontologies se describe el vocabulario relacionado con un dominio genérico (automóviles) 
o tarea o actividad (diagnóstico o venta), con lo cual se logra especializar los términos 
introducidos en la ontología de alto nivel. Por otra parte, Application ontology permite 
describir conceptos dependiendo de un dominio o tarea particular que, frecuentemente, 
son especializaciones relacionadas con las dos ontologías [27].          
 
Figura 1-1: Clasificación de ontologías. Fuente: [27] 
1.2.4 Lenguajes de ontologías basados en web 
El auge de Internet posibilita la existencia de muchos lenguajes, con el fin de explotar las 
características de la web. Estos lenguajes, normalmente, se denominan lenguajes de 
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marcado y entre los más relevantes se encuentran XML (Extensible Markup Language), 
RDF (Resource Description Framework) y OWL (Web Ontology Language).     
1.2.4.1 XML (Extensible Markup Language) 
XML es un estándar de lenguaje de marcado y una versión reducida de SGML (Standard 
Generalized Markup Language), diseñado especialmente para documentos web. Este 
lenguaje permite a los diseñadores crear sus propias etiquetas personalizadas, lo cual 
permite la definición, transmisión e interpretación de datos entre aplicaciones y también 
entre organizaciones, lo que genera una mejor interoperabilidad [28].  
 
El lenguaje tiene una serie de características que lo hacen relevante: es compatible con 
SGML, se utiliza en todo Internet y soporta una gran variedad de aplicaciones. Los 
documentos XML deben ser fáciles de crear y procesar, legibles para humanos y muy 
claros, con un lenguaje formal y conciso. Tiene algunos componentes como elementos, 
atributos, referencia a entidades, comentarios, instrucciones de procesamiento y Prolog 
que se utiliza para hacer un “parsing” de XML [3]. 
1.2.4.2 RDF (Resource Description Framework) 
Es una recomendación del consorcio web W3C que se desarrolló para describir recursos 
web con metadatos. Este modelo de datos es equivalente a una red semántica, que es 
un gráfico que incluye un grupo de nodos y aristas con nombre. Los nodos representan 
conceptos, instancias de conceptos y valores de propiedades. Las aristas representan las 
propiedades de los conceptos o relaciones entre conceptos [3].  
 
Un modelo de datos RDF tiene tres componentes: i) recursos, que se describen con 
expresiones RDF y se refieren como URIs (Uniform Resource Identifiers), opcionalmente 
con identificadores; ii) propiedades, también conocidas como predicados, que definen 
atributos o relaciones para describir un recurso; iii) declaraciones, que asignan un valor a 
una propiedad de un recurso específico y constan de sujetos, propiedades y objetos [3]. 
1.2.4.3 OWL (Ontology Web Language) 
Es un formato recomendado por W3C y es el más expresivo para compartir ontologías en 
la web. Las declaraciones en OWL definen clases, propiedades, instancias, relaciones 
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inversas entre propiedades, clases disyuntas y un conjunto de axiomas, los cuales se 
utilizan para definir restricciones, que pueden ser tanto de cardinalidad de propiedades 
como combinaciones de clases [26].  
 
El formato OWL se compone de tres niveles; i) OWL Lite, que tiene las características 
más comunes de OWL, se utiliza para crear taxonomías de clases y restricciones muy 
simples; ii) OWL DL, que es uno de los que más se utilizan a la hora de crear ontologías, 
pues incluye el vocabulario OWL de una forma completa y tiene capacidad de decibilidad, 
es decir, que el tipo de procesamiento es finito en la mayoría de las ocasiones; iii) OWL 
Full, es mucho más expresivo, pero no garantiza la computabilidad, eficiencia ni la 
decibilidad, es decir, las conclusiones pueden ser erradas o no realizadas [3].          
1.2.5 Herramientas para el desarrollo de ontologías 
La teoría sobre ontologías tiene sentido porque existen herramientas computacionales 
donde se puedan implementar esos modelos. Estas herramientas se pueden utilizar 
siempre y cuando haya la intervención de un ser humano que desarrolle los modelos, es 
decir, no se pretende comparar con el método que se desarrolla en esta Tesis, sino que 
se utilizarán (preferiblemente Protégé) para visualizar la ontología extraída desde el 
lenguaje natural. A continuación, se presentan las que más se usan en la actualidad.  
1.2.5.1 Protégé 
Creada en la Universidad de Stanford, es una herramienta libre para el desarrollo de 
ontologías y sistemas basados en conocimiento. Se desarrolló en Java y eso le da la 
ventaja de poder funcionar bajo diferentes sistemas operativos. Las aplicaciones que se 
construyen en Protégé se empelan para la resolución de problemas en dominios 
específicos. Esta herramienta emplea una interfaz gráfica de usuario muy integral porque 
permite la creación de una estructura de frames con clases, slots e instancias [29]. 
 
Al utilizar las vistas de la interfaz gráfica, los diseñadores de ontologías pueden crear 
clases, asignar propiedades a las clases y restringir las propiedades en ciertas clases. 
Usando ontologías resultantes, Protégé es capaz de generar automáticamente interfaces 
para crear individuos, debido a que se crea un formulario por cada clase utilizando las 
propiedades definidas [30]. 
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1.2.5.2 Jena 
Jena es un Framework que permite construir aplicaciones para la web semántica. Cuenta 
con una serie de librerías JAVA para que los desarrolladores puedan escribir código que 
se encargue de procesar RDF, OWL, SPARQL y sincronizado con las recomendaciones 
de la W3C. También incluye un motor de inferencia que se basa en reglas para razonar 
sobre ontologías RDF y OWL especialmente. Además cuenta con una serie de 
estrategias de almacenamiento para guardar tripletas RDF en el disco o en la memoria 
[30]. 
 
Una aplicación que se desarrolle para la web semántica debe realizar unas tareas 
comunes como: leer y analizar documentos RDF, crear y escribir documentos RDF, 
navegar y buscar en un grafo RDF, consultar en un conjunto de datos RDF utilizando 
SPARQL y realizar inferencias utilizando ontologías OWL. Estas funciones se pueden 
implementar utilizando el Framework Jena [31]. 
1.2.6 Usos de las ontologías 
Las ontologías computacionales han sido objeto de estudio entre varios grupos de 
investigación y empresas, por eso se hace necesario conocer para qué son útiles. Los 
principales usos de las ontologías son [32]: 
 Mejorar la búsqueda de información. 
 Clarificar la estructura de conocimiento. 
 Comprobar la validez de los datos. 
 Organizar recursos multimedia. 
 Programar agentes inteligentes. 
 Permitir compartir conocimiento. 
 Reducir la ambigüedad conceptual y terminológica. 
 Realizar inferencia computacional. 
 Reutilizar y organizar el conocimiento. 
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1.3 Ingeniería ontológica 
La ingeniería ontológica es la disciplina que “se refiere al conjunto de actividades que 
conciernen al proceso de desarrollo de ontologías, el ciclo de vida de la ontología, 
y las metodologías, herramientas y lenguajes para la construcción de ontologías.“ 
[3]. En el proceso de construcción de ontologías existen tres etapas vitales: (i) el 
aprendizaje de ontologías, en el que se utilizan diferentes técnicas para conceptos y 
relaciones de las ontologías a partir de textos; (ii) la población de ontologías, que 
consiste en partir desde las ontologías para ir a los textos a buscar instancias de esos 
conceptos; (iii) el enriquecimiento de la ontología, que se puede definir como la 
ampliación de la ontología, es decir, se incorporan nuevos conceptos, relaciones y reglas 
y se realiza cuando el conocimiento del dominio no alcanza a explicar la información 
extraída del corpus [4]. 
1.3.1 Aprendizaje de ontologías 
El aprendizaje de ontologías (ontology learning) es un proceso donde se aplican métodos 
y técnicas para construir ontologías desde cero y se utilizan diferentes fuentes de 
información que pueden ser estructuradas, semi-estructuradas o no estructuradas. 
Luego, se extraen términos, conceptos, relaciones y opcionalmente axiomas (reglas de 
inferencia) automáticamente. Para la realización de este proceso se utilizan diferentes 
técnicas como recuperación de información, minería de datos y procesamiento de 
lenguaje natural, entre otros. Al automatizar la construcción de ontologías, se pretende 
reducir tiempo y esfuerzo [33,34]. 
1.3.2 Población de ontologías 
El proceso de población de ontologías (ontology population) consiste en insertar 
instancias de conceptos y relaciones dentro de una ontología existente. Actualmente, 
existen varias herramientas que permiten la extracción de instancias de conceptos e 
instancias de relaciones desde cualquier fuente de información y estas herramientas 
pueden ser semi-automáticas o automáticas [3]. 
 
En la Figura 1-2 se presenta el proceso que se debe seguir para poblar una ontología. Al 
inicio se requiere una ontología que se puebla al final del proceso; también es necesario 
un corpus y un motor de extracción de instancias, el cual se encarga de localizar las 
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instancias de conceptos y relaciones en el corpus. Luego, se debe procesar el corpus 
utilizando el motor, con lo que se busca localizar conceptos y relaciones dentro del texto 
y se crea una lista con posibles instancias de conceptos y relaciones que después en un 
proceso definido se utilizan para poblar la ontología [4]. 
 
Figura 1-2: Proceso para Poblar una Ontología. Fuente: Adaptado de [4] 
1.3.3 Enriquecimiento de ontologías 
El proceso de enriquecimiento de ontologías (ontology enrichment) consiste en adicionar 
conceptos, relaciones y reglas. Esta etapa se realiza para ampliar el conocimiento, con el 
fin de explicar mejor en un futuro la información que se extrajo. Se debe tener en cuenta 
que, al encontrar nuevos conceptos y relaciones, la estructura de la ontología cambia y 
esto obliga a que se deba volver a realizar la población de ontologías. Este 
enriquecimiento se hace con el fin de minimizar la intervención del ser humano en el 
proceso de construcción de ontologías [4]. 
1.4 Técnicas para la población de ontologías 
Existen distintos enfoques para abordar la población de ontologías, pero los más 
utilizados en la actualidad son los métodos estadísticos, de extracción de información, 
procesamiento de lenguaje natural, aprendizaje de máquina o combinaciones entre ellos. 
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Los métodos estadísticos para el procesamiento de lenguaje natural se basan en la 
información, es decir, en la distribución de las palabras en el corpus, para lo cual se 
utilizan métodos estocásticos, probabilísticos y estadísticos. Estos permiten resolver 
ambigüedad de oraciones largas y procesar gramáticas para generar análisis posibles. 
Entre los que más se usan se pueden destacar teorema de Bayes, varianza, distribución 
condicional, distribución estándar y probabilidad marginal, entre otros [5,6]. 
 
Estos métodos estadísticos permiten un acercamiento a los problemas que se presentan 
en el lenguaje y que están pendientes por resolver. Se debe tener en cuenta que la 
percepción humana es probabilística y que una de las formas de tratar de predecir 
eventos es la utilización de la estadística. Los métodos de extracción de información, 
procesamiento de lenguaje natural y aprendizaje de máquina encuentran en la 
estadística un soporte para su teoría y práctica [6]. 
 
Por otra parte, los métodos híbridos que realizan combinaciones entre los métodos 
existentes, de tal manera que se puedan optimizar los recursos de cómputo y aumentar 
la efectividad. La combinación se realiza entre los métodos estadísticos, extracción de 
información, procesamiento de lenguaje natural y aprendizaje de máquina. Las 
combinaciones más comunes son procesamiento de lenguaje natural con extracción de 
información, aprendizaje de máquinas con métodos basados en reglas, extracción de 
información con aprendizaje de máquinas. También existen otros métodos que realizan 
algoritmos para representar el conocimiento por medio de grafos [11], otros que integran 
reglas de adquisición de conocimiento lingüístico con recursos de inferencia [9] y 
finalmente sistemas de procesamiento de información algebraico combinado con un 
enfoque de multiagente basado en el análisis semántico del lenguaje natural [35]. 
1.4.1 Extracción de información 
Los métodos de extracción de información son “una tecnología basada en el análisis 
del lenguaje natural para extraer fragmentos de información” [7]. Es decir, se refiere 
a extraer de forma automática fragmentos de información estructurada tal como 
entidades, relaciones entre entidades y la descripción de atributos de entidades desde 
fuentes de información no estructuradas [36]. El proceso toma textos como entrada, los 
procesa y entrega como salida datos que se pueden mostrar directamente al usuario o 
Capítulo 1. Marco Teórico 15 
 
guardar en una base de datos u hoja de cálculo, para análisis posterior. Con esta 
información se pueden realizar consultas de diferentes formas [7].  
 
Esta labor abarca varios tipos de tareas, por ejemplo, la búsqueda de todos los nombres 
de personas que trabajan en una compañía o quizá la búsqueda de todos los asesinatos, 
incluyendo quién mató a quién, cuándo y dónde. Estas capacidades son cada vez más 
importantes porque permiten clasificar información desde enormes volúmenes de texto 
en línea y, finalmente, extraer la información específica que se requiere [8]. 
 
El proceso de extracción de información incluye algunas tareas; (i) el reconocimiento de 
entidades nombradas (Named Entity Recognition), que consiste en identificar nombres en 
un texto, los cuales se deben clasificar como personas, organizaciones y lugares, entre 
otros; (ii) la resolución de correferencia (Coreference Resolution), que identifica 
relaciones entre entidades y en la que se buscan frases que hacen referencia a objetos 
de clases semánticas específicas y se enlazan a frases que se refieren al mismo objeto; 
(iii) la extracción de relaciones, que consiste en identificar pares de entidades en una 
relación semántica específica; (iv) la extracción de eventos, en donde se identifican 
instancias de eventos de un tipo particular y los argumentos de cada evento [7,9]. 
 
Los sistemas de extracción de información se desarrollan para un dominio particular e 
incorporan las estructuras semánticas de ese dominio. La mayoría de trabajos en 
extracción de información se concentran en dominios que manejan grandes cantidades 
de textos, entidades repetidas y eventos del mismo tipo; esta información, a su vez, 
requiere su organización en una base de datos para su posterior utilización. Algunos 
dominios son los registros médicos y la literatura biomédica, nombres de genes y 
proteínas, generación de sinónimos, discurso desde vídeos, etc. [37]. 
1.4.2 Procesamiento de lenguaje natural 
Algunas de las aplicaciones del procesamiento del lenguaje natural son la traducción 
automática, la recuperación de información, la extracción de resúmenes, los tutores 
inteligentes y el reconocimiento de voz, entre otros. 
 
16 Extracción de instancias de una clase desde textos en lenguaje natural independientes del dominio de aplicación 
 
Los métodos de procesamiento de lenguaje natural hacen referencia a un conjunto de 
técnicas computacionales motivadas teóricamente para el análisis y representación de 
textos que ocurren naturalmente en uno o más niveles de análisis lingüístico, 
generalmente a nivel morfológico, sintáctico y semántico. El propósito es lograr el 
análisis, representación o generación de texto, para lo cual se utiliza una serie de 
herramientas computacionales que permiten procesar el lenguaje humano para realizar 
un rango de tareas o aplicaciones [8,9,38]. 
 
En el análisis morfológico se determina la categoría gramatical de una palabra que 
pertenece a una oración. Las unidades que constituyen las palabras se denominan 
morfemas, que son las mínimas unidades lingüísticas con significado. Según la 
estructura morfológica existen cuatro clases de lenguajes: aislados, aglutinadores, 
inflexionales y polisintéticos [39]. 
 
En el análisis sintáctico consiste en “Determinar las funciones de las palabras o grupos 
de palabras dentro de la oración”  [39]. Este tipo de análisis también tiene funciones, la 
primera es determinar la estructura de las frases, para lo cual se deben revisar las 
relaciones entre las palabras, los modificadores de las palabras y se realiza un esquema 
en forma de árbol también llamado Parsing. La segunda consiste en regularizar la 
estructura sintáctica, donde se suprimen las palabras innecesarias y se determinan las 
equivalencias estructurales con diferencias en el tiempo. Existen dos tipos: análisis 
sintáctico por dependencias y análisis sintáctico por constituyentes. 
 
El análisis semántico consiste en “asignar significados a las estructuras generadas 
por el analizador sintáctico, es decir se establecen correspondencias entre las 
estructuras sintácticas y cada palabra dentro de un dominio” [39]. Dentro del 
análisis semántico se han presentado varias propuestas para realizarlo. Uno de los 
primeros modelos fue el cálculo lambda, que se define como un modelo universal de 
computación usado ampliamente en semántica y ciencias de la computación para 
modelar comportamiento funcional de expresiones lingüísticas [8]. 
 
Otro modelo es HPSG (Head-driven Phrase Structure Grammar), el cual usa grafos 
dirigidos para representar toda la información lingüística como secuencias de 
características con tipos que toman valores de clases identificadas, donde esos valores 
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pueden, en sí mismos, ser estructuras de características [40]. Por su parte MRS (Minimal 
Recursion Semantics) hace referencia a que “En sí, no es una teoría semántica, pero 
puede ser más simple pensar en ella como un lenguaje de meta-nivel para la 
descripción de estructuras semánticas en algún lenguaje de objetos subyacente” 
[41]. 
 
MTT (Meaning – Text Theory) se encarga de “modelar la comprensión del lenguaje 
como un mecanismo que convierta los significados en los textos correspondientes 
y los textos en los significados correspondientes” [42]. Otra propuesta es la de 
grafos conceptuales, que son representaciones abstractas y lógicas con nodos llamados 
conceptos y relaciones conceptuales unidas mediante arcos [43]. Finalmente las 
interlinguas que “Son representaciones de textos en lenguaje neutral que se usan 
en traducción de máquina” [8]. 
 
1.4.3 Aprendizaje de máquinas 
Los métodos basados en aprendizaje de máquina (Machine Learning) hacen referencia a 
un aprendizaje inductivo, que consiste en crear algoritmos que sean capaces de 
generalizar comportamientos y reconocer patrones con información suministrada en 
forma de ejemplos que se deben cargar en el sistema, es decir, se trata de predecir el 
comportamiento futuro teniendo en cuenta datos del pasado [10,33]. 
 
Se pueden encontrar dos tipos de aprendizaje inductivo: supervisado y no supervisado. 
En el supervisado se predice la categoría adecuada para un ejemplo desde un conjunto 
de categorías representadas en un conjunto de etiquetas (datos históricos etiquetados). 
En el aprendizaje no supervisado se busca estructuras frecuentes y comunes dentro de 
los datos (datos históricos no etiquetados). Entre los enfoques más representativos se 
encuentran árboles de decisión, reglas de asociación, redes neuronales artificiales y 
redes bayesianas, entre otros [33].  
1.4.4 Métodos basados en reglas 
Los métodos basados en reglas utilizan conjuntos de reglas manualmente elaboradas 
que asocian características del texto a entidades. Luego se analizan los textos los cuales 
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posteriormente se anotarán y se regresan todas las entidades asociadas a cada parte del 
texto que se reconocen por medio de las reglas [44]. Estos sistemas deben exponer de 
una manera comprensible el conocimiento oculto en los datos, es decir, que la 
información tenga una estructura lógica para luego extraer conclusiones. Los conjuntos 
de reglas son útiles si son comprensibles, con alto nivel de precisión y no son muy 
numerosas [45]. 
 
Las reglas se usan para apoyar la toma de decisiones en clasificación, regresión y tareas 
de asociación. Existen varios tipos de reglas que pueden ser utilizadas para distintos 
tipos de conocimiento, la lógica proposicional clásica (C-Rules), reglas de asociación (A-
Rules), lógica difusa (F-Rules), reglas de umbral (T-Rules), normas basadas en 
prototipos (P-Rules), entre otros. También se han desarrollado algoritmos para extraer 
reglas desde los mismos datos en los campos de estadística, aprendizaje automático, 
inteligencia computacional e inteligencia artificial [45].  
 
1.5 Métodos de evaluación 
Según Siau y Rossi [46] existen muchos métodos de modelado que los profesionales y 
los investigadores guardan celosamente. Se plantea la idea que el problema radica en la 
falta de técnicas estándar que permitan evaluar esos métodos. Es por esa razón que la 
evaluación de métodos de modelado se hace necesaria y para ello los autores realizan 
un compendio de varias técnicas usadas por profesionales e investigadores para evaluar 
métodos. Estas técnicas de evaluación se pueden clasificar en empíricas y no empíricas.  
 
Entre los métodos no empíricos [46,47] se encuentran los siguientes: 
 
Comparación de características: Uso de diferentes métodos para modelar el mismo 
dominio. De esta forma, se compara la manera como cada método aborda el mismo 
problema. 
 
Metamodelo: Proceso de modelado que tiene un nivel de abstracción y lógica más alta 
que el proceso de modelado estándar. Captura información sobre los conceptos, formas 
de representación y usos de un método. 
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Evaluación Ontológica: Evaluación de las construcciones en los métodos existentes 
para hacerlos coincidir con construcciones ontológicas. Debe existir una correlación uno 
a uno entre las construcciones ontológicas y las construcciones de modelado. 
 
Identificación de contingencia: Selección de un método de acuerdo con las 
contingencias del proyecto, tal como el problema bajo investigación y las personas que 
realizan la investigación. 
 
Entre los métodos empíricos [46] se encuentran los siguientes: 
 
Survey: Recolección de actitudes, opiniones y creencias utilizando cuestionarios. 
 
Experimento de laboratorio: Manipulación de variables independientes y su posterior 
revisión de dependencias. 
 
Experimento de campo: Desarrollo en un entorno natural. El investigador manipula las 
variables independientes y, al mismo tiempo, trata de controlar las variables más 
importantes que intervienen. 
 
Caso de estudio: Uso de un sujeto particular, un grupo de sujetos u organización con 
uno o más métodos de modelado. El investigador observa sin necesidad de intervenir de 
alguna manera. Es decir, se trata de captar y comunicar la realidad de un ambiente 
particular en cualquier estado de tiempo. 
1.5.1 Evaluación en extracción de instancias 
En la fase de pruebas de un algoritmo de recuperación de información se suelen utilizar 
métodos para evaluarlo. Cuando se realiza un proceso de extracción de instancias de 
una clase desde un texto, o población de ontologías, se utilizan criterios como precision, 
recall y F-measure [48,49]. 
 
Precision: Mide la tasa entre el número de instancias correctamente extraídas (NICE) y 
el número de instancias extraídas (NIE). Véase la ecuación (1.1). 
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Recall: Mide la tasa entre el número de instancias correctamente extraídas (NICE) y el 







F-Measure: Es un promedio ponderado de precision y recall. Cuando el valor se acerca a 
cero es el peor valor y uno es el mejor. Se puede decir que es la media armónica entre 






1.6 Herramientas de Desarrollo 
Cuando se piensa desarrollar un sistema que extraiga y procese información desde 
textos escritos en lenguaje natural, es necesario utilizar herramientas especializadas y 
que puedan brindar la oportunidad de procesar dicha información mediante la utilización 
de algún tipo de procesamiento lingüístico y que pueda generar algún tipo de salida. 
Debido a la naturaleza de esta Tesis, es de gran importancia la utilización de este tipo de 
herramientas, que tienen como las más representativas NLTK basado en Python y GATE 
basado en Java, entre otras existentes en la literatura. 
1.6.1 NLTK (Natural Language ToolKit) 
Es una herramienta implementada en Python. Tiene una gran cantidad de módulos para 
el procesamiento de lenguaje natural (véase la Tabla 1-1), por ejemplo acceso a corpora, 
tokenizadores, etiquetadores, analizadores, interpretación semántica, métricas de 
evaluación, probabilidad y estimación, entre otras [50]. 
 
Esta herramienta posee varias características: (i) simplicidad, debido a que no se 
requieren conocimientos avanzados de lenguaje natural; (ii) consistencia, pues cuenta 
con interfaces y estructuras de datos consistentes. (iii) extensibilidad, ya que se pueden 
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agregar fácilmente nuevos módulos e implementaciones alternativas. (iv) modularidad, 
para proveer componentes que se pueden usar de forma independiente [50]. La última 
versión de NLTK es la 3.2.1. 




Módulos NLTK Funcionalidad 





Tokenizers, sentence tokenizers, stemmers 
Palabras Juntas ej: disk 
drive (Collocation 
discovery) 
nltk.collocations t-test, chi-squared, point-wise mutual information 




Decision tree, maximum entropy, naive Bayes, 
EM, k-means 
Extracción de entidades 
(Chunking) 
nltk.chunk Regular expression, n-gram, named entity 
Analizadores (Parsing) nltk.parse 






Lambda calculus, first-order logic, model 
checking 




Frequency distributions, smoothed probability 
distributions 
Aplicaciones nltk.app, nltk.chat 
Graphical concordancer, parsers, WordNet 
browser, chatbots 
1.6.2 GATE (General Architecture for Text Engineering) 
Creada en lenguaje Java, es una infraestructura para desarrollar y desplegar 
componentes de software que procesan lenguaje humano. Permite procesar cualquier 
tipo de textos sin importar su forma y tamaño. Es un software libre y se utiliza para 
procesar el lenguaje natural. También, permite trabajar varios idiomas y es muy versátil 
[51]. 
 
Las funciones principales de GATE son [51]: 
 Modelado y persistencia de estructuras de datos especializadas. 
 Medición y evaluación comparativa. 
 Visualización y edición de anotaciones, ontologías y otros. 
 Uso de un lenguaje basado en máquinas de estados finitos, que permite la 
creación de reglas como expresiones regulares (JAPE). 
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 Extracción de instancias de entrenamiento para aprendizaje automático. 
 
Así mismo, GATE cuenta con tres tipos de recursos [51]:  
Language Resource (LR): Representa lexicones, corpora, ontologías, 
tesauros o diccionarios. 
 
Processing Resource (PR): Se pueden desarrollar algoritmos para 
analizadores sintácticos (parsers), generadores, lematizadores, traductores y 
reconocedores de discurso en un archivo JAR. 
 
Visual Resources (VRs): Este recurso se puede utilizar para construir 
interfaces gráficas de usuario. 
 
GATE permite la interacción con otras herramientas como WordNet y el analizador de 
Stanford, Protégé, entre otros. También se puede utilizar como una API en Java y se 
puede llamar desde allí, lo que permite crear aplicaciones de escritorio y web. 
Finalmente, la arquitectura sirve para la integración de módulos orientados a la 
resolución de problemas de procesamiento de lenguaje natural. La última versión de 
GATE es la 8.1. 
1.6.2.1 JAPE (Java Annotation Patterns Engine) 
GATE cuenta con un lenguaje que permite reconocer entidades en un texto determinado 
utilizando expresiones regulares que se denomina JAPE. Las reglas se deben expresar 
en archivos con extensión “JAPE” y deben tener una sintaxis que debe respetar. Luego, 
GATE permite crear los autómatas de estado finito para el total de archivos definidos y, 
de esta forma, reconocer expresiones. JAPE tiene una gramática la cual consiste en una 
serie de reglas patrón/acción. La parte izquierda (LHS, Left-hand-side), describe el patrón 
que se define para la expresión y es posible utilizar operadores de expresiones regulares 
[51]. La acción se expresa con la parte derecha de la regla (RHS, right-hand-side) y, 
básicamente, se utiliza para manipular anotaciones. Entonces, si se cumple un patrón del 
lado izquierdo de la regla, se debe cumplir la acción que se define para ese patrón. La 
parte derecha de una regla puede contener código Java. Para lograr que se ejecuten 
estos patrones, es necesario contar con un transductor (define alfabeto de entrada y 
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salida), que en la actualidad se denomina “JAPE-Plus Transducer” y, aunque en el 
pasado existieron otras versiones, los creadores mencionan que esta versión es mucho 
más eficiente y rápida [51]. 
 
En la  Figura 1-3 se presenta una regla en lenguaje JAPE. La regla se utiliza para 
encontrar nombres de aeropuertos en un texto en lenguaje natural. En todas las reglas 
escritas en JAPE, es necesario definir un encabezado (letra color negro). Primero se da 
un nombre a la fase, para el caso del ejemplo se llama “Airport”; luego se debe definir 
qué tipos de anotaciones se requieren como entrada, en el caso del ejemplo las 
anotaciones tipo “Token” y “Lookup”. Después, se debe definir el método que se debe 
aplicar en el caso de que las reglas se superpongan. Existen cinco opciones: “appelt”, 
“first”, “once”, “brill”, ”all” [51]. Posteriormente, se debe definir la parte izquierda de la 
regla (texto color rojo), en la cual se define el nombre de la regla, una prioridad para 
evitar ambigüedades con otras reglas y el patrón a utilizar (para el ejemplo planteado, se 
busca el nombre de una ciudad en la lista “city”, la otra parte del patrón busca la palabra 
“Airport”). Entonces, si se encuentra un nombre de ciudad más la palabra “Airport”, se 
asigna la etiqueta “instAirport”. Teniendo en cuenta que se cumplió el patrón, se activa la 
parte derecha de la regla (texto color azul), para el ejemplo se crea una etiqueta llamada 
“Airports”, la cual recibe el texto que se almacenó en “instAirport”. 
 
 
Figura 1-3: Ejemplo de código en JAPE. Fuente: Elaboración propia 
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1.6.3 OWLIM (OWLMemShemaRepository SAIL) 
Es un moderno repositorio semántico y de alto rendimiento, actúa como una base de 
datos, pero realmente añade capacidades de ontología, con lo cual permite realizar 
consultas a través del lenguaje SPARQL. Una ontología OWLIM puede almacenar gran 
cantidad de entidades ontológicas y se pueden realizar inferencias lógicas mediante el 
uso de reglas. Cada regla tiene un conjunto de premisas, que en conjunto definen el 
cuerpo de la regla. Las premisas son declaraciones RDF, que pueden contener variables 
libres. OWLIM permite el acceso a la información mediante el uso del framework JENA 




2. Revisión de Literatura 
El interés por la extracción de información desde textos en lenguaje natural se viene 
trabajando desde hace algunos años. El hecho de poder extraer cualquier tipo de 
información desde el lenguaje natural es muy atractivo para tratar de automatizar 
procesos y evitar tareas largas y complejas. La extracción de instancias de clases (para 
este trabajo población de ontologías) se utiliza para lograr distintos objetivos y se inició 
aproximadamente desde los años ochenta y en la actualidad se sigue trabajando en el 
tema. 
 
Abbott [53] presenta una técnica para desarrollar programas desde descripciones 
informales pero precisas en idioma inglés. La técnica demuestra cómo derivar tipos de 
datos (categoría de seres o cosas) desde sustantivos comunes, variables desde verbos y 
atributos y estructuras de control desde sus equivalentes en inglés. La principal 
contribución de este trabajo es la relación propuesta entre sustantivos comunes y tipos 
de datos. La idea es capturar estos elementos y transformarlos en un programa escrito 
en ADA. El artículo presenta una discusión de cómo hacer la transformación entre 
sintagmas nominales, tipos de datos y objetos. 
 
Contreras [15] propone una arquitectura de adquisición de contenido para la web 
semántica, que provee un marco conceptual para desarrollar sistemas de procesamiento 
de contenido web y mapear contenidos semánticamente anotados, lo que permite el 
procesamiento por medio de agentes de software y aplicaciones de web semántica. 
También genera una ontología automáticamente, extrae instancias desde textos, asigna 
instancias a clases y extrae valores de atributos. La arquitectura acepta como entrada 
archivos TXT para luego utilizar técnicas de procesamiento de lenguaje natural. 
 
Pasca [18] propone un método para adquirir entidades nombradas en categorías 
arbitrarias utilizando patrones léxico-sintácticos. También, hace referencia al refinamiento 
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de una consulta en una búsqueda web. Las categorías de nombres recogidas se 
fusionan eficazmente y luego resumen las relaciones semánticas detectadas en los 
documentos iniciales. Se extraen en pares. Por ejemplo: NombreNavegador, Google. 
Luego, se utilizan los patrones léxico-sintácticos para extraer las instancias. Esos 
patrones se obtienen de documentos de entrenamiento automáticamente, que 
constituyen las reglas que se deben cumplir antes de hacer la extracción de las 
instancias. 
 
Geleijns y Korst [16] presentan un método que utiliza patrones hechos a mano y los 
construyen a la medida para las clases y relaciones consideradas. Los patrones se 
consultan en Google, donde los resultados se utilizan para buscar otras instancias. Las 
instancias que se encuentran se utilizan dentro de los patrones, de tal forma que el 
algoritmo puede poblar la ontología, al utilizar unas pocas instancias de una ontología 
parcial dada. También se debe construir una ontología parcial en forma de tupla. Luego, 
se alimenta el sistema con pocas instancias de clases y relaciones escritas a mano y el 
sistema busca en la web qué instancias diferentes puede encontrar. Así, se logran poblar 
las clases y las relaciones. 
 
De Boer et al. [54] presentan una propuesta para la extracción de instancias de 
relaciones, por ejemplo, la relación artista-estilo artista. También, se trabaja un dominio 
de fútbol. Teniendo como base la ontología, se pueden extraer las instancias de las 
relaciones desde un corpus, que en este caso es la web. Específicamente, el método 
necesita dos conjuntos de instancias de clases Ci y Cj. Después, toma una instancia i de 
Ci, con la cual se eligen los documentos desde la Web. Posteriormente, se utilizan todas 
las instancias de Cj para saber cuántas existen, en cada uno de los documentos 
encontrados. De esta forma, se obtienen las instancias de las relaciones entre Ci y Cj. 
 
Yoon et al. [55] proponen un método automático para población de ontologías con datos 
en formato estructurado. Las instancias se extraen desde páginas web utilizando 
wrappers o sentencias mediante técnicas de procesamiento de lenguaje natural. El 
método requiere una ontología e instancias semillas y se extraen desde documentos 
semi-estructurados o no estructurados. El método tiene una precisión del 98%. 
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Talukdar et al. [11] presentan un algoritmo de propagación de etiquetas semi-supervisado 
y el cual utiliza un gráfico llamado "Adsorption", después utilizan fuentes estructuradas y 
no estructuradas de información para adquirir clases etiquetadas y las instancias en un 
dominio abierto. Así, construyen un gráfico donde cada nodo representa tanto una 
instancia o una clase y existe un puente entre un nodo instancia y un nodo clase, siempre 
y cuando la instancia pertenezca a esa clase. Esta herramienta requiere una clase y 
cinco instancias semillas que se utilizan para evaluar el texto y extraer instancias, las 
cuales permiten construir el gráfico que finalmente encuentra otras instancias que ayudan 
a etiquetar las clases a las que pertenecen. 
 
Manine et al. [56] presentan una arquitectura para integrar ontologías en el dominio 
biomédico. La entrada del sistema debe partir de documentos muy especializados para 
poder entrenarlo y después se logra extraer instancias de la web de forma automática. 
Se utilizan técnicas de extracción de información y aprendizaje de máquina. Finalmente, 
se obtienen buenos niveles de precision y recall. 
 
Ruiz-Martínez et al. [57] presentan un framework que procesa textos mediante 
herramientas de procesamiento de lenguaje natural. Realizan las pruebas con la 
ontología llamada “Travel.owl”, la cual se descarga desde la página de Protégé y a la 
cual realizan algunos cambios. Utilizan una página web para extraer instancias 
pertenecientes a la clase Hotel que se encuentra dentro de la ontología que se trabaja. 
 
Danger y Berlanga [58] utilizan una ontología de referencia, reconocedores de entidades 
y desambiguadores de entidades para crear y combinar adecuadamente un conjunto 
inicial de instancias. El análisis exhaustivo y experimentación de la propuesta se llevan a 
cabo en una variedad de escenarios de aplicación. En el proceso, se define una 
ontología en OWL que tiene conceptos y relaciones. Existen lexicones que describen las 
reglas léxicas, para después identificar conceptos y relaciones en el texto. Luego de 
extraer entidades, se define un conjunto de instancias inicial que, mediante el uso de 
reglas de inferencia, genera finalmente un conjunto de instancias complejas que definen 
semánticamente el documento de acuerdo con la ontología dada. 
 
Faria y Girardi [49] presentan una propuesta para semi-automatizar la población de 
ontologías desde textos. Utilizan técnicas de Procesamiento de Lenguaje Natural (PLN) y 
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Extracción de información (EI), para clasificar instancias de ontologías. El proceso tiene 
dos fases: 
(i) La primera fase realiza la extracción y clasificación de instancias que, a su vez, 
realiza tres tareas. La primera tarea es el análisis de corpus, mediante el cual se 
estructura el corpus y se realizan tres actividades (análisis morfoléxico, que 
identifica las categorías gramaticales, reconocimiento de nombre de entidades, 
que identifica nombre de personas, organizaciones o lugares y la identificación de 
correferencia que identifica las correferencias de pronombres y correferencias 
nominales). La segunda tarea es la especificación de reglas de clasificación y 
extracción, donde el usuario se basa en la ontología y patrones léxico-sintácticos 
definidos previamente, para generar un conjunto de reglas de extracción. La 
tercera tarea es la extracción y clasificación de instancias donde se utilizan las 
reglas de la tarea previa. 
(ii) La segunda fase es la representación de instancias, en la cual se realizan dos 
tareas (el refinamiento de instancias y la población de la ontología). Los autores 
mencionan que están evaluando las ventajas de combinar técnicas PLN con Soft 
computing. 
 
Schlaf y Remus [59] presentan un framework (véase la Figura 2-1) para aprender 
categorías y sus instancias mediante características contextuales. Su framework se basa 
en el uso de textos en lenguaje natural como ejemplos de entrenamiento. Consta de tres 
pasos: (i) aprendizaje de reglas desde los textos de ejemplo; (ii) selección de las reglas 
de alta calidad, por medio de dos filtros (el primer filtro tiene en cuenta el número de 
ocurrencias de la regla y el segundo filtro toma dos características no independientes); 
(iii) identificación de nuevas instancias de la categoría teniendo en cuenta las reglas de 
filtrado, que se basan en cuatro categorías (nombre, apellido, profesión y ciudad), que 
permiten ubicar palabras (profesor, ingeniero o abogado) para detectar automáticamente 
que son instancias de una clase (en este caso, profesión). 
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Figura 2-1: Descripción de framework de 3 pasos. Fuente: [59] 
 
IJntema et al. [19] proponen un método que utiliza reglas para aprender instancias de 
ontologías desde textos, con el fin de contribuir con el proceso de población de 
ontologías. Las reglas léxico-semánticas explotan las capacidades de inferencia de las 
ontologías. Este sistema necesita ontologías del dominio a trabajar, para luego definir 
patrones léxico-semánticos. Con estas herramientas se procesa el documento para 
evaluar qué instancias se pueden extraer de páginas web de noticias. 
 
Ruiz-Martinez et al. [60] presentan una metodología para la población de ontologías del 
dominio biomédico. El sistema se alimenta con una ontología de dominio biológico, 
enriquecida con instancias de textos en lenguaje natural. El proceso tiene tres capas 
(véase la Figura 2-2): (i) las ontologías de nivel superior, que definen las relaciones 
semánticas básicas a mapear, dentro de recursos que permiten etiquetar roles 
semánticos; (ii) la ontología del dominio a poblar, que se relaciona con el modelo 
ontológico; (iii) la ontología del dominio poblada, que se puebla mediante los modelos 
ontológicos y recursos lingüísticos. Los autores utilizan procesamiento de lenguaje 
natural y logran extraer instancias en el dominio biomédico y asignan instancias a clases 
automáticamente. Finalmente, obtienen buenos resultados de recall y precision en ese 
dominio. 
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Figura 2-2: Arquitectura del framework BioOntoVerb. Fuente: [60]  
 
Faria et al. [17] proponen un proceso para la población automática de ontologías desde 
textos. El proceso aplica procesamiento de lenguaje natural y técnicas de extracción de 
información para adquirir y clasificar instancias de ontologías. Es un paso inicial hacia la 
utilización de una ontología para generar reglas automáticamente desde ella, extraer 
instancias desde textos y clasificarlas en las clases de la ontología. Las reglas se 
generan a partir de ontologías de cualquier dominio para lograr el objetivo de 
independencia del dominio. El proceso tiene tres fases: (i) identificación de instancias 
candidatas; (ii) construcción de un clasificador; (iii) clasificación de instancias. El sistema 
se prueba en los dominios legal y turismo. 
 
De Araujo et al. [12] proponen una metodología que permite poblar ontologías con 
instancias de eventos. La principal contribución se relaciona con la exploración de la 
flexibilidad de reglas lingüísticas y la representación del dominio de conocimiento 
mediante su manipulación e integración con un sistema de razonamiento. Los 
documentos a procesar se deben tratar con un programa de análisis lingüístico profundo 
(PALAVRAS) y luego representar en OWL con el modelo de datos POWLA. Para que 
luego se puedan usar reglas lingüísticas y los conceptos de la ontología del dominio. La 
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gran cantidad de información OWL que se genera sirve para hacer inferencias lógicas. 
Como salida se obtiene la ontología con las reglas lógicas y la ontología del dominio. Con 
todos esos elementos se utiliza un razonador, que permite extraer las instancias. 
 
Sadoun et al. [61] presentan un enfoque que se centra en la identificación de instancias 
de propiedades mencionadas en textos, se utilizan reglas de extracción que se obtienen 
desde rutas sintácticas recurrentes y se vinculan términos que denotan conceptos e 
instancias de propiedades. El proceso requiere una ontología del dominio al igual que un 
corpus de entrenamiento. Con esos elementos se definen reglas de extracción, con el fin 
de extraer instancias de propiedades mencionadas en los textos. Las reglas explotan 
conocimiento léxico, sintáctico y semántico. Finalmente, los autores demuestran que con 
esa información pueden extraer instancias de clases implícita o explícitamente.  
 
Ríos Alvarado [62] presenta la generación de ontologías, que incluyen axiomas de clases 
e instancias de manera automática a partir de textos en idioma inglés. Se utilizan 
técnicas como procesamiento de lenguaje natural, algoritmos de agrupamiento y 
extracción de información. Obtienen ontologías que incluyen conceptos, relaciones 
jerárquicas, axiomas e individuos. Finalmente, construyen buenas ontologías, las cuales 
comparan manualmente con la ontología de referencia llamada goldstandard. En cuanto 
a las instancias obtienen resultados de precision del 56.8%. 
 
Faria et al. [13] presentan un método (véase la Figura 2-3) de dominio independiente y 
se ajustan algunas partes del enfoque para mejorar los valores de precision y recall. 
Como entrada es necesario un corpus y una ontología vacía para realizar la población. El 
método cuenta básicamente con tres tareas: (i) identificación de instancias candidatas, 
mediante técnicas de procesamiento de lenguaje natural (NLP) y modelos estadísticos 
(SMIR); (ii) construcción de un clasificador, por medio de una herramienta de extracción 
de información (IE) y otra de aprendizaje de máquina (ML), en donde la función de la 
tarea consiste en seleccionar clases, propiedades y relaciones, además de seleccionar 
los disparadores y generar reglas; (iii) clasificación de instancias, que necesita como 
entradas el clasificador y el corpus anotado, para luego utilizar procesamiento de 
lenguaje natural (PLN) y aprendizaje de máquina (ML) para asignar las instancias a las 
clases, propiedades y relaciones y, finalmente, obtener como resultado la ontología 
poblada. Por otra parte, para lograr la independencia del dominio, generan un clasificador 
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desde la ontología procesada, de modo que, sin importar la ontología de entrada, se 
puebla desde documentos en lenguaje natural. Las pruebas se realizan bajo los dominios 
legal y turismo con buenos resultados. 
 
Figura 2-3: Un proceso genérico para población de ontologías. Fuente: [13] 
 
Lima et al. [14] presentan un sistema (véase la Figura 2-4) que se basa en programación 
lógica inductiva (PLI) y, automáticamente, induce reglas de extracción simbólicas, que se 
utilizan para poblar un dominio de ontología con instancias de clases. El método explota 
la similitud semántica y tiene cuatro fases: (i) la recuperación del corpus, donde se 
recuperan oraciones desde la web para construir un corpus de trabajo (patrones Hearst), 
además de que el usuario elige una clase desde una ontología de dominio y después el 
sistema recupera algunos documentos con la elección del usuario; (ii) el pre-
procesamiento del texto, donde se realiza un análisis léxico-sintáctico por medio del 
analizador de Stanford y se mide semánticamente la distancia entre la clase y las 
instancias candidatas mediante Wordnet; (iii) el mejoramiento de las reglas que se deben 
aplicar y las cuales se encuentran en la base de conocimiento; (iv) la aplicación de las 
reglas y la extracción de las instancias. 
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Figura 2-4: Sistema para la población de ontologías basado en PLI. Fuente: [14]  
 
Nederstig et al. [20] presentan un proceso semi-automático para poblar ontologías, 
especialmente valores de atributos relacionados con información de productos desde 
textos semi-estructurados o almacenes web. Inicialmente, se utiliza una ontología 
predefinida y compatible con la ontología GoogRelation, que se utiliza para el dominio 
de comercio electrónico. Luego, el método contiene un léxico junto con patrones para 
clasificar productos, mapear propiedades y crear valores de instancias. 
 
Colace et al. [63] presentan un sistema para el aprendizaje y población de ontologías, 
que combina metodologías estadísticas (Latent Dirichlet Analysis, LDA) y semánticas 
(WordNet). El sistema recibe como entrada un conjunto de documentos, desde diferentes 
fuentes web o desde colecciones relacionadas específicas para un dominio de interés y 
que se clasifican de acuerdo a temas disyuntos semánticamente, para producir una 
ontología terminológicamente. Incluye dos componentes principales: (i) aprendizaje de 
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ontologías, que usa LDA sobre los documentos de entrada y produce una representación 
WWP (Weighted Word Pairs), que contiene los conceptos del dominio más relevantes y 
sus valores de co-ocurrencia (relaciones) en el conjunto que se analiza; (ii) refinamiento 
de ontologías, que utiliza propósito general o bases de datos léxicas de dominio 
específico, refina los conceptos descubiertos previamente, explota sus relaciones léxicas 
(por ejemplo, relaciones taxonómicas is_a), agrega conceptos ocultos y produce el 
esquema de la ontología final y la población de la misma. Algunos experimentos se llevan 
a cabo con documentos TREC-8 para demostrar la efectividad del enfoque propuesto. 
 
Santos y Girardi [64] presentan Apponto-Pro, que es la unificación de varias propuestas. 
Proponen un proceso incremental (véase la Figura 2-5), para lograr la construcción y 
posterior población de una ontología de aplicación. El sistema es capaz de generar todos 
los elementos de la ontología tales como clases, taxonomía, relaciones no taxonómicas, 
instancias, propiedades y axiomas en un archivo de extensión OWL. El proceso se 
compone de seis fases; (i) recolección de objetivos, que requiere que un experto 
entregue al sistema un conjunto de objetivos, los cuales se utilizan para las siguientes 
fases; (ii) construcción de una ontología base, que tiene como entrada un conjunto de 
objetivos que el usuario alimenta manualmente y entrega como salida una ontología base 
con clases, taxonomía, propiedades y axiomas; (iii) aprendizaje de clases y relaciones 
taxonómicas, que aprende otras clases y relaciones taxonómicas mediante un algoritmo 
que extrae elementos a partir de un corpus y la ontología base; (iv) aprendizaje de 
relaciones no taxonómicas, en el cual se aplican técnicas estadísticas y de 
procesamiento de lenguaje natural y se realizan otras actividades como la anotación del 
corpus; (v) población de ontologías, en la cual se realiza la identificación, extracción y 
clasificación de instancias de relaciones no taxonómicas y propiedades de una ontología 
desde el corpus anotado y se utilizan técnicas de procesamiento de lenguaje natural y 
extracción de información para obtener como salida la ontología poblada; (vi) inserción 
de axiomas, en la cual se necesita la ontología poblada de la fase anterior y utiliza reglas 
de inferencia en programación lógica inductiva, para lograr extraer nuevas reglas en 
lógica de primer orden para nuevas relaciones e instancias. Finalmente, se entrega una 
ontología totalmente poblada y con nuevas reglas. Las pruebas se realizan bajo el 
dominio derecho de familia. 
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Figura 2-5: Visión general del proceso Apponto-Pro. Fuente: Adaptado de [64] 
 
Kordjamshidi y Moens [10] presentan un framework para poblar instancias de relaciones 
en ontologías desde el lenguaje natural que contiene un modelo estructurado de 
aprendizaje de máquina, el cual tiene muchas variables y restricciones. Una estrategia 
que se utiliza es subdividir el problema en subproblemas. A su vez, cada subproblema se 
resuelve por medio de la programación lineal. Se utilizan conceptos de relaciones 
espaciales tales como trayectoria, puntos de referencia, e indicadores espaciales. Para 
las pruebas del framework utilizan datos de los métodos de evaluación SemEval-2012 y 
SemEval-2013. 
 
En general, la revisión evidencia algunos problemas en el proceso de población de 
ontologías. Los métodos deben ser independientes del dominio de aplicación [13,14]. 
Debido a que el proceso de población de ontologías es bastante costoso, es necesario 
realizarlo mediante la utilización de métodos semi-automáticos o automáticos [15–17]. La 
extracción de información para poblar ontologías se debe realizar desde cualquier fuente 
de información [18,19]. Finalmente, se requiere que los métodos cuenten con buenos 
niveles de precision, recall y por consiguiente de F-measure [12,20]. 
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Para sintetizar los diferentes enfoques encontrados en la revisión de literatura, se utiliza 
la Tabla 2-1 con los criterios más importantes. Para ello se tendrá como base la revisión 
sistemática de literatura realizada por Kitchenham en [65]. Las preguntas orientadoras de 
la revisión de literatura son: 
¿Cuál es el nivel de actualidad de los documentos revisados para la población de 
ontologías? 
¿De qué tipo de documentos (Estructurados, Semi-Estructurados o Libre) los autores 
realizan la población de ontologías? 
¿Cuáles son los dominios (General/Específico) tenidos en cuenta para realizar la 
población de ontologías? 
¿Qué tipo de técnicas utilizan para realizar la población de ontologías? 
¿Cuál es el nivel de automatización del método desarrollado? 
¿Cuál es el nivel de precision y recall del método evaluado? 

















Tabla 2-1: Síntesis de los trabajos sobre extracción de instancias de una clase. Fuente: Elaboración propia 
     Criterios                         





















processing y otras 
Automático -- -- Si 










Semi-Automático 88,0% -- No 
Geleijnse and 




General (Cine) Patrones Hearst Semi-Automático 78,0% 93,8% No 




Específico (Fútbol y 
patrimonio cultural) 
Co-ocurrencia en la web Semi-Automático -- -- No 








Semi-Automático 95,2% -- No 





General (5 Clases) Algoritmo ADSORPTION Semi-Automático 77,4% -- No 









Automático 89,6% 89,3% No 








Automático 93,2% 94,9% No 




General (Arqueología) Proceso no monolítico Automático 90,0% 90,0% No 
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Tabla 2-1: Síntesis de los trabajos sobre extracción de instancias de una clase. Fuente: Elaboración propia 
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processing y Information 
Extraction 
Semi-Automático 95,0% 75,0% No 





Machine Learning Automático 84,9% 45,0% No 








Semi-Automático 80,0% 70,0% No 







Automático 79,6% 69,0% No 
Faria et al. 2012 
[17] 
Libre 
General (Turismo y 
Legal) 
Natural language 
processing y Information 
Extraction 
Automático 81,9% 82,0% No 
De Araujo et al. 
2013 [12] 




Automático 98,0% 91,5% No 





Machine Learning y 
Reglas de Extracción 
Automático 95,0% 63,0% No 
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Ríos 2013 [62] Libre Específico (Turismo) 
Procesamiento del 
lenguaje natural, algoritmo 
de agrupamiento, 
Extracción de información 
Automático 56,8% -- Si 
Faria et al. 2013 
[13] 
Libre 
General (Turismo y 
Legal) 
Natural language 
processing y Information 
Extraction 
Automático 87,3% 86,5% No 













Automático 94,0% 59,0% No 






Léxico y Patrones Semi-Automático 96,0% 89,0% No 
Colace et al. 2014 
[63] Libre General 
Metodologías estadísticas 
y semánticas 
Automático -- -- Si 





Ciclo Incremental por 
Objetivos 
Semi-Automático -- -- Si 
Kordjamshidi y 
Moens 2015 [10] 






3. Planteamiento del Problema 
3.1 Problema 
Las ontologías son una tecnología importante porque brinda las herramientas que 
permiten estructurar la información de tal forma que, al escribir algunos axiomas, se 
puede inferir nuevo conocimiento. Para el sector productivo esto significará mayor 
productividad, debido a que tendrán mayor capacidad de extraer información importante 
sobre los clientes y sus preferencias.  
 
Las empresas podrán trabajar sobre una misma estructura de información todo lo 
referente al negocio, pero guardando siempre la privacidad de sus datos. Por ejemplo, si 
un agente busca una pizza que satisfaga las preferencias de algún cliente, puede utilizar 
las ontologías existentes sobre pizzas para hacer su elección, después empleará las 
ontologías empresariales para hacer su pedido. 
 
Es necesario en primera medida la construcción de ontologías bien definidas, por otro 
lado, se requiere que esas ontologías contengan información actual y allí es donde toma 
fuerza la población de ontologías desde cualquier fuente de información, preferiblemente 
desde documentos web, por ello es necesario la construcción de métodos semi-
automáticos o automáticos que ayuden en todo el proceso de construcción y población 
de ontologías. Un método de población de ontologías habrá logrado las metas siempre y 
cuando logre obtener buenos niveles de precision, recall y F-measure. 
 
La revisión de literatura muestra que, aunque la mayoría de métodos de población de 
ontologías o extracción de instancias de una clase que se desarrollaron hasta ahora, 
arrojan buenos resultados en comparación con su promedio de precisión (precision) y 
algunos en su nivel de exhaustividad (recall), algunos de estos métodos no consideran y 
la extracción de instancias desde un texto en lenguaje natural sin tener la limitación del 
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dominio y otros sólo la consideran parcialmente. Otros métodos realizan el proceso 
desde textos semi-estructurados o estructurados. 
 
En algunos casos los dominios en que trabajan los métodos son bastante limitados. De 
Boer et al [54] obtienen un 87% de las instancias posibles desde textos semi-
estructurados, pero trabajan solamente los dominios de patrimonio cultural y fútbol. Faria 
y Girardi [49] presentan un método para semi-automatizar la población de ontologías 
desde textos y obtienen un 95% de precision, pero solamente trabajan el dominio 
derecho de familia. Schlaf y Remus [59] extraen instancias únicamente de cuatro 
categorías: nombre, apellido, profesión y ciudad. Ruiz-Martínez et al. [60] presentan un 
método para población de ontologías que recibe cualquier tipo de texto, lo procesa de 
forma automática y obtienen un 79% de precision y 69% de recall; el método trabaja el 
dominio biomédico. Sadoun et al. [61] presentan un método que realiza la extracción del 
95% de las instancias posibles desde un texto sin estructura, pero solamente trabajan el 
dominio de espacios inteligentes y reconocen que falta trabajar otros dominios. Ríos [62] 
propone un método para la población de ontologías, que utiliza textos de información en 
cualquier formato en el dominio de turismo. 
 
En otros proyectos mencionan que la extracción de instancias se puede realizar desde 
cualquier dominio [11,13,14,18]. El problema de muchos de estos métodos es que se 
deben alimentar con semillas (en algunos casos instancias y clases semillas). En otros, 
los sistemas se deben alimentar con reglas para poder realizar la extracción. Si bien en 
estos trabajos se sugiere que la aplicación se puede realizar en otros dominios, las 
instancias, clases semilla y reglas se atan casi completamente a un dominio específico. 
Otro problema de estos métodos es que las instancias que encuentran son nombres de 
personas, nombres de compañías, etc. Las instancias de nombres propios tienen una 
dificultad menor, pues se podrían extraer, incluso, desde listas predefinidas. Existen otros 
tipos de instancias de mayor dificultad y que no se tienen en cuenta. Finalmente, muy 
pocos de los proyectos revisados apuntan a la población de instancias de atributos, lo 
cual hace que los porcentajes de recall sean inferiores a los que realmente están 
obteniendo [13,19,62]. 
 
Según la literatura consultada la población de ontologías es un campo de gran 
importancia para la comunidad científica en la actualidad. Por esta razón, en esta Tesis 
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Doctoral se busca avanzar en la extracción de instancias de una clase o población de 
ontologías, realizando dicha extracción desde textos escritos en lenguaje natural y 
teniendo en cuenta la independencia del dominio de aplicación. 
3.2 Objetivos 
3.2.1 Objetivo General 
 
Desarrollar un método para la identificación y extracción de instancias de una clase 
desde lenguaje natural independientes del dominio de aplicación. 
3.2.2 Objetivos específicos 
 
 Explorar los diferentes conceptos relacionados con la población de ontologías y los 
diferentes enfoques que se emplean en su realización. 
 Revisar las diferentes técnicas que pueden abordar el problema planteado y examinar 
su uso potencial para solucionarlo. 
 Diseñar un método para aplicarlo al problema planteado. 
 Realizar una revisión de las posibles herramientas de desarrollo y, de acuerdo con 
esto, realizar una implementación bajo un ambiente de programación. 
 Evaluar el método propuesto mediante las pruebas en el desarrollo y bajo los criterios 
de nivel de recall y precision. 
3.3 Hipótesis 
Es posible desarrollar un método computacional que logre identificar y extraer las 
instancias de una clase a partir del lenguaje natural y sin importar el dominio de 
aplicación, utilizando técnicas como extracción de información, procesamiento de 
lenguaje natural y ontologías. 
3.4 Metodología 
Con base al Framework Design Science [66] y a los objetivos planteados del proyecto de 
investigación se siguió entonces, una metodología basada en cuatro fases, a saber: 
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 Exploración: Donde se realizó la Revisión Documental de la teoría sobre 
ontologías y de los métodos existentes para población de ontologías. 
 Síntesis: Donde se tomaron los elementos conceptuales de la revisión para 
conceptualizar el diseño del método. 
 Desarrollo: Donde se desarrolló la solución que se conceptualizó en la fase 
anterior y se implementó en la herramienta computacional GATE, la cual permitió 
realizar pruebas al método y ver su desempeño en varios dominios.  
 Validación: Donde se realizó la evaluación del funcionamiento de la solución 
utilizando la técnica de evaluación de métodos comparación de características y 
teniendo como base los criterios precision, recall y F-measure. 
 
El método propuesto se analizó y evaluó bajo los criterios mencionados. Seguidamente 
se creó un documento, donde se midieron los resultados del proyecto, esto fue la base 






En esta Tesis Doctoral se propone diseñar e implementar un método computacional 
automático que permita desde un texto escrito en lenguaje natural, construir y poblar una 
ontología y luego generar un archivo OWL. En este Capítulo se presenta el método 
propuesto, el cual utiliza técnicas de extracción de información y procesamiento de 
lenguaje natural para lograr la población automática de ontologías mediante la extracción 
de instancias desde textos en lenguaje natural y con independencia del dominio de 
aplicación. En la Figura 4-1 se presenta el contexto de la aplicación del método en la 
población automática de ontologías, para ello se utiliza un esquema preconceptual [67]. 
Allí se trata de describir las entradas y salidas, los actores humanos y los roles 
específicos dentro del marco del método creado. También se presentan los principales 
conceptos teóricos y cómo se conectan con el problema que se plantea y la solución a la 



























Figura 4-2: Visión general del proceso de población automática de Ontologías. Fuente: 
Elaboración Propia 
El ambiente de programación que se utiliza para el desarrollo de la solución al problema 
planteado es GATE (General Architecture for Text Engineering) [21]. Este lenguaje se 
utiliza para implementar modelos que permiten resolver problemas concernientes al 
procesamiento de lenguaje natural. 
 
GATE permite definir la organización de un sistema y tiene un conjunto de módulos que 
se pueden reusar, extender o adaptar, de modo que ayuda a disminuir el tiempo de 
desarrollo. El ambiente visual permite que se puedan desarrollar aplicaciones pensadas 
para la integración de módulos, lo cual es un gran aporte al concepto de reúso que se 
maneja en ingeniería de software. También se puede utilizar desde Java como una API, 
lo que permite que se puedan crear aplicaciones un poco más sofisticadas de escritorio, 
en ambiente web o incluso dispositivos móviles [51]. 
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4.1 Archivo de Entrada 
Existen diferentes tipos de fuentes de información: estructuradas, que se refieren a la 
información que se encuentra contenida en bases de datos relacionales; semi-
estructuradas, que regularmente se alojan en páginas web en formato HTML; basadas en 
lenguaje natural, que no tienen ningún tipo de procesamiento más que la redacción de 
las personas que las escriben. La entrada del método propuesto es un archivo en 
lenguaje natural y con extensión txt o pdf, que es el único recurso que se solicita al 
usuario y en el cual se basa el análisis posterior, para realizar la extracción de instancias 
de una clase. 
4.2 Proceso Document Reset PR (Processing Resource) 
Este proceso consiste en reiniciar el documento (corpus), es decir, eliminar anotaciones 
que pueden alterar el proceso que se piensa iniciar, dado que el texto se procesara 
anteriormente con algún recurso de GATE. Es válido aclarar que allí existen varias 
opciones, las cuales permiten definir las necesidades del procesamiento en determinado 
momento. En otras palabras, se restaura el documento a su estado inicial sin ningún tipo 
de anotaciones dentro de su contenido. 
4.3 Proceso Tokenizer 
Es una técnica que se basa en procesamiento de lenguaje natural mediante la utilización 
de reglas JAPE. Aquí se realiza el proceso de separar las palabras que se encuentran en 
el texto en simples tokens. Se pueden encontrar viarios tipos de tokens, los cuales tienen 
atributos de cadenas y un tamaño. Los tokens pueden ser palabras, números, símbolos, 
signos de puntuación y tokens de espacio en blanco o saltos de línea. En la Figura 4-3, 
se presenta una oración en lenguaje natural con sus respectivos tokens. La parte azul 
indica que cada una de las palabras contiene un token; asimismo, se muestran los 
SpaceToken marcados con un color rosado. Por ejemplo, el tercer token es la palabra 
“self-propelled”, que se encuentra en minúscula, tiene una longitud de 14 y es de tipo 
palabra. De la misma forma, la segunda unidad lingüística es un SpaceToken de tamaño 
uno y corresponde a un espacio en blanco. Este análisis se realiza para cada una de las 
palabras contenidas en el texto. 
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Figura 4-3: Proceso Tokenizer. Fuente: Elaboración Propia 
4.4 Proceso Gazetteer 
En este proceso se identifican nombres de entidades teniendo como base una serie de 
listas predefinidas. Las listas son archivos planos con una entrada por línea que se 
compilan mediante máquinas de estados finitos y se utilizan para darle algún tipo de 
memoria al sistema. Las listas se enriquecen y cuentan con nombres de lugares, 
organizaciones, nombres de personas, entre otros. También se define un archivo con 
extensión “*.def”, el cual permite tener acceso a todas las listas predefinidas, que a su 
vez deben tener definido un tipo MajorType y opcionalmente un MinorType. Por ejemplo, 
al definir una lista llamada “city.lst” que hace referencia a una lista de ciudades de todo el 
mundo, esta lista tiene un tipo “MajorType”, que se refiere a que es un lugar, y un tipo 
“MinorType” que hace referencia a que es una ciudad (también podría ser país). Estos 
tipos se deben especificar al construir la regla en lenguaje JAPE y se usan de acuerdo 
con la necesidad de extracción. Las listas predefinidas se pueden enriquecer de forma 
manual, se debe ingresar a la carpeta Gazetteer de la carpeta raíz de GATE, luego se 
debe escoger el archivo de la lista que se desea enriquecer y se agregan las palabras al 
archivo, después se guardan los cambios. Las listas contienen palabras de muchos 
dominios diferentes y se utilizan como un proceso adicional para encontrar otras 
entidades y esto no afecta la independencia del dominio del sistema. En la Figura 4-4 se 
presenta una oración en lenguaje natural que luego se procesa con el sistema propuesto 
utilizando la regla “Lookup.minorType==city”, la cual define que se deben extraer los 
nombres de ciudades que se encuentran en el texto y en la lista invocada. Se obtiene 
como resultado que “Paris” es de tipo “majorType location” y “minorType city”. 
Finalmente, se etiqueta “Paris” como “Lookup” debido a que se encuentra en una de las 
listas predefinidas, para este ejemplo en la lista llamada “city.lst”. 
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Figura 4-4: Proceso Gazetteer. Fuente: Elaboración Propia 
4.5 Proceso Sentence Splitter 
Este proceso divide el texto en oraciones, para lo cual se utilizan transductores de estado 
finito, es decir, alfabetos de entrada y salida. Se utilizan listas de abreviaturas para 
distinguir puntos aparte. En la Figura 4-5 se presenta una oración en lenguaje natural. 
Se puede evidenciar que el sistema identifica que la oración es la que termina en el punto 
aparte (color verde) y la etiqueta como “Sentence”; también, se reconoce el punto aparte 
y lo etiqueta como “Split”. 
 
Figura 4-5: Proceso Sentence Splitter. Fuente: Elaboración Propia 
4.6  Proceso PosTagger 
El proceso utiliza un lexicón y un conjunto de reglas en lenguaje JAPE para agregar 
categorías gramaticales a cada palabra que se encuentra en el texto, mediante 
anotaciones Penn Treebank, que son estándar para el idioma inglés [68]. En la Figura 
4-6 se presenta una oración en lenguaje natural. Después de aplicar el PosTagger, a 
cada una de las palabras se le asigna una categoría y la oración queda de la siguiente 
forma: A(DT-determinante) self-propelled(JJ-adjetivo) vehicle(NN-sustantivo) is(VBZ–
verbo en tercera persona singular presente) a(DT-determinante) motor(NN-sustantivo) 
vehicle(NN-sustantivo) or(CC-conjunción) road(NN-sustantivo) vehicle(NN-sustantivo) 
that(WDT–determinante WH) does(VBZ–verbo tercera persona singular presente) 
not(RB-adverbio) operate(VB–verbo en forma base) on(IN–preposición o conjunción 
subordinada) rails(NNS–sustantivo plural). Este análisis también se realiza para todas 
las palabras que conforman el texto. 




Figura 4-6: Proceso PossTagger. Fuente: Elaboración Propia 
4.7 Proceso NE Transducer 
Este proceso se basa en técnicas de extracción de información y también se conoce 
como etiquetado semántico. Recibe como parámetro un archivo “main.jape”, el cual 
contiene una lista de gramáticas en lenguaje JAPE. De esta forma se logra etiquetar 
entidades que se refieran a compañías, lugares, fechas y monedas, entre otros. La 
diferencia con los Gazetteer radica en que, aunque algunas gramáticas usan las listas 
predefinidas, el proceso no depende totalmente de ellas debido a las gramáticas que se 
especifican en lenguaje JAPE. En la Figura 4-7 se presenta un párrafo en lenguaje 
natural, donde se extraen varias entidades como los nombres “Brown” y “Simpson”, las 
fechas y, finalmente, un valor de “$40 million” que pertenece a la etiqueta moneda. 
 
Figura 4-7: Proceso NE Transducer. Fuente: Elaboración Propia 
4.8 Proceso OrthoMatcher 
En este proceso se usa una técnica de extracción de información. Un proceso de 
correferencia ocurre cuando, dentro de un texto, existen dos o más expresiones que 
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hacen referencia a un mismo texto o cosa. Por ejemplo, en la oración “el automóvil de 
Camilo, donde él viaja mucho”, se puede observar que “él”, realmente hace referencia a 
la entidad nombrada “Camilo”, que el sistema ya debió etiquetar. Esto fortalece el 
sistema porque se confirman muchas de las entidades y se pueden encontrar otras. En la 
Figura 4-8 se presenta un párrafo donde se encuentran dos entidades utilizando 
correferencia. La primera es “Brown” donde, gracias a las reglas, el sistema detecta que 
al nombrar por segunda vez la palabra “Brown” después de la palabra “of”, realmente se 
refiere a la primera entidad que antecede un determinante. En el segundo caso, Simpson 
se detecta gracias a una regla que define que, si después del verbo sigue un nombre 
propio y esta estructura se vuelve a presentar, existe correferencia si los nombres son 
iguales, es decir, se habla de la misma entidad. 
 
Figura 4-8: Proceso de Co-reference. Fuente: Elaboración Propia 
4.9 Proceso HashGazetteer 
Este proceso se utiliza como un refinamiento y es adicional, significa que no afecta la 
independencia del dominio del sistema, pues se buscan otras entidades por medio de 
listas predefinidas de GATE mediante un algoritmo de búsqueda, que se basa en tablas 
Hash de palabras. El proceso se debe alimentar con una cadena de entrada; luego, se 
divide en varias partes, para lo cual se utiliza el espacio en blanco como delimitador. Por 
ejemplo, la oración “el perro es grande” tiene tres partes: “perro” es la primera, “es” la 
segunda y “grande” la tercera. También, existe una lista de HashMaps, la cual se define 
teniendo en cuenta las partes encontradas: la primera parte va en el primer mapa, la 
primera parte más un espacio en blanco más la segunda parte van en el segundo mapa y 
así sucesivamente. Al final, la oración completa se coloca en el mapa apropiado y se 
referencia el objeto “Lookup”, que se encuentra junto a él. Con ello se busca confirmar 
las entidades y encontrar nuevas [51]. 
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4.10 Proceso OntoGazetteer 
Este proceso también se utiliza para encontrar entidades en el texto, pero es necesario 
utilizar las listas predefinidas de GATE. La diferencia con los otros “Gazetteer”, radica en 
que permite vincular anotaciones a las clases de una ontología. Para realizar el proceso, 
se debe contar con uno o varios archivos que contengan listas con extensión “*.lst”. Se 
requieren dos archivos de definición: (i) el primero es un archivo con extensión “def”, que 
define las relaciones entre los archivos de la lista y los conceptos de la ontología; (ii) el 
segundo contiene las relaciones entre las listas y las anotaciones que se generan. Estas 
anotaciones tienen el mismo tipo “Lookup”, igual que con los otros Gazetteer [51]. Este 
proceso es importante para esta Tesis Doctoral porque permite encontrar otras 
entidades. La vinculación a entidades ontológicas no se realiza aquí sino más adelante 
en el proceso ExtractorJK. 
4.11 Proceso JAPE-Plus Transducer-Rules 
Un sistema para poblar ontologías forzosamente debe recibir una ontología vacía la cual, 
después de un proceso de extracción de información desde textos en lenguaje natural, se 
debe poblar completamente con instancias de conceptos y relaciones de esa ontología. 
En esta Tesis Doctoral se propone realizar un proceso completamente automático y, para 
tal fin, se decide diseñar e implementar un sistema que sea capaz de extraer diferentes 
entidades ontológicas, tales como clases, subclases, instancias, atributos de clases, 
valores de atributos y relaciones. Para lograrlo, se diseña un sistema de reglas con 
patrones sintácticos que sirven de apoyo para etiquetar las diferentes entidades, que 
constituye uno de los mayores aportes del trabajo. JAPE-Plus Transducer-Rules, es un 
plugin de GATE, este permite ejecutar el sistema de reglas que fueron implementadas en 
lenguaje JAPE. 
 
A continuación, se presenta el sistema de reglas que se utiliza para la extracción de 
clases, instancias, atributos y relaciones. En el cuerpo del trabajo se presentan algunas 
reglas; las demás se proponen en los anexos. 
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4.11.1 Reglas para extracción de clases 
Para la extracción de clases se crean dos tipos de anotaciones: generales y específicas. 
Para las anotaciones generales se diseñan reglas que definen un tipo de anotación 
llamada “NPJK”. Las reglas de tipo NPJK se llaman desde cualquier regla JAPE, siempre 
y cuando se definan como anotaciones de entrada en el encabezado de la regla nueva. 
 
Reglas Generales (NPJK) 
Las reglas generales se diseñan básicamente para identificar nombres de clases 
compuestas de dos o más palabras. Estas reglas se pueden invocar desde la definición 
de las reglas específicas. En la Figura 4-9 se presenta una regla en lenguaje JAPE. La 
regla especifica que si encuentra tres palabras seguidas que son sustantivos, el patrón 
se etiqueta como “nounPhrase” entonces “nounPhrase” se define como un tipo NPJK. 
 
Figura 4-9: Regla 3 para etiquetar tipo NPJK. Fuente: Elaboración Propia 
 
En la Figura 4-10 se presenta un patrón para especificar que, al encontrar tres 
sustantivos seguidos más un sustantivo plural, se etiqueta todo como un “nounPhrase”, 
entonces “nounPhrase” se define como un tipo NPJK. 
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Figura 4-10: Regla 6 para etiquetar tipo NPJK. Fuente: Elaboración Propia 
 
Reglas Específicas 
Las reglas específicas se diseñan como reglas genéricas, logrando que se puedan 
extraer clases desde cualquier texto, sin importar el dominio. Esta generalidad, refuerza 
las clases que se descubren en las etapas anteriores o encuentra nuevas. En la Figura 
4-11 se presenta una regla en lenguaje JAPE, en la que se define, que al encontrar una 
palabra que es un sustantivo, se etiqueta como sust1; luego, cuando se encuentra otra 
palabra que es un verbo en tercera persona singular presente, más una palabra que es 
un determinante, más una palabra que es un adjetivo, más una palabra que es un 
sustantivo, este último se etiqueta como “sust2”; finalmente, las palabras etiquetadas 
como “sust1” y “sust2” se ingresan a la lista de clases. 
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Figura 4-11: Regla 3 para etiquetar Clases. Fuente: Elaboración Propia 
 
En la Figura 4-12 se presenta una regla que, al encontrar una palabra que es un 
determinante, más otra palabra(s) tipo NPJK, el tipo NPJK se etiqueta como “sust1” y 
luego “sust1” se ingresa a la lista de clases. Otras reglas para extraer clases se 
presentan en el Anexo A. 
4.11.2 Reglas para extracción de Instancias 
Para la extracción de instancias también se crean dos tipos de anotaciones: generales y 
específicas. Para las anotaciones generales, se crean reglas que definen un tipo de 
anotación llamada “NPJKINST”. Las reglas de tipo NPJKINST se pueden llamar desde 
cualquier regla JAPE, siempre y cuando se definan como anotaciones de entrada en el 
encabezado de la nueva regla. 
 
Capítulo 4. Solución 57 
 
 
Figura 4-12: Regla 14 para etiquetar Clases. Fuente: Elaboración Propia 
Reglas Generales (NPJKINST) 
Las reglas generales, básicamente, permiten identificar instancias compuestas, por 
ejemplo “Charles Brown”, “Manchester City” y “London Bank”, entre otras. Estas reglas se 
pueden invocar desde la definición (encabezado) de las reglas específicas en lenguaje 
JAPE. En la Figura 4-13 se presenta una regla en lenguaje JAPE, la cual permite 
especificar que para etiquetar a “nounPhrase”, es necesario encontrar una palabra que 
sea un nombre propio singular, más un símbolo “.”, más otra palabra es nombre propio 
singular, entonces “nounPhrase” se etiqueta como un tipo NPJKINST. 
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Figura 4-13: Regla 5 para etiquetar tipo NPJKINST. Fuente: Elaboración Propia 
En la Figura 4-14 se presenta una regla que permite etiquetar a “nounPhrase”; se 
requiere que se encuentren tres palabras seguidas que sean nombre propio singular más 
un símbolo “.”, más otra palabra que sea nombre propio singular; así, “nounPhrase” se 
etiqueta como un tipo NPJKINST. 
 
Figura 4-14: Regla 7 para etiquetar tipo NPJKINST. Fuente: Elaboración Propia 
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Reglas Específicas 
Las reglas específicas se diseñan de tal forma que sean reglas genéricas y que puedan 
servir para extraer instancias en cualquier texto sin importar el dominio. Si se cumple el 
patrón, entonces la acción consiste en enviar ese valor de atributo con el nombre de 
atributo “has_****” al siguiente proceso del sistema. La creación de la instancia como tal, 
se realiza en un proceso posterior. 
 
En la Figura 4-15 se presenta una regla para extraer direcciones de correos electrónicos. 
En el patrón se especifica la siguiente estructura: una palabra o número una o varias 
veces, más un símbolo “_” cero o una vez, más un símbolo “.” cero o una vez, más una 
palabra número o símbolo “_” cero o varias veces, más el símbolo “@”, más una palabra, 
símbolo, signo de puntuación o número, más el símbolo “.” cero o una vez, más una 
palabra, símbolo, signo de puntuación o número cero o varias veces, más el símbolo “.” 
cero o una vez, más una palabra, símbolo, signo de puntuación o número cero o una vez, 
más el símbolo “.” cero o una vez, más  el símbolo “.”, más una palabra o número más un 
símbolo “.” cero o una vez, más una palabra o número cero o una vez, más una palabra o 
número cero o una vez, más una palabra o número cero o una vez. En caso de cumplir el 
patrón, el resultado se guarda como “emailAddress” y el valor de la etiqueta 
“emailAddress” se ingresa a la lista de instancias. 
 
En la Figura 4-16 se presenta una regla para extraer nombres de organizaciones. El 
patrón especifica que, si existe una palabra que es un determinante más otra palabra(s) 
de tipo NPJKINST o si la palabra se encuentra en la lista “Organización”, entonces se 
ingresa la palabra(s) a la lista de instancias y la vincula a la clase organización. La regla 
permite utilizar cualquiera de las dos opciones; si no la encuentra en las listas 
predefinidas, busca con el patrón que se define. Otras reglas para extraer instancias se 
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Figura 4-15: Regla 22 para etiquetar Instancias de E-mail. Fuente: Elaboración Propia 
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Figura 4-16: Regla 27 para etiquetar Instancias de Organización. Fuente: Elaboración 
Propia 
4.11.3 Reglas para extracción de Atributos 
En esta sección se presenta la extracción de valores de atributos que pertenecen a una 
instancia de una clase. Uno de los principales aportes de esta Tesis Doctoral se relaciona 
con la importancia que tienen los adjetivos en la extracción de valores de atributos. Por 
ejemplo, en la frase “the red car”, que contiene tres categorías gramaticales (un 
determinante, un adjetivo y un sustantivo), se debe detectar que “car” es una clase y que 
“red” es un valor de atributo que pertenece a esa clase. Para el ejemplo, las entidades 
ontológicas se deben expresar de la siguiente forma:  
 Clase: car 
 Atributo: has_color 
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 Instancia: car1 
 Valor de atributo “color” en la instancia “car1”: red 
 Expresión ontológica completa: “car1 has_color red” 
 
Además, se definen varias categorías mediante una clasificación de adjetivos, de modo 
que se puedan detectar valores de atributos escondidos en los adjetivos. La clasificación 
se elaboró basado en una categorización presentada en [69]. Se tomaron los adjetivos 
más frecuentes en el idioma inglés según la fuente de información y en el caso de 
algunas categorías se toma ventaja de GATE. Por ejemplo, la categoría Numeric tiene 
una lista predefinida donde se encuentran todos los números ordinales y cardinales, con 
ello, no se deben escribir todos los números dentro de la implementación de la regla en 
JAPE, con invocar la lista es suficiente. En los experimentos realizados se encontraron la 
mayoría de los adjetivos que existían en los textos y sin importar el dominio. En la Tabla 
4-1 se presenta la clasificación de adjetivos desarrollada. 
 
Se decidió crear una propia taxonomía porque permite asignar directamente desde el 
adjetivo y sustantivo encontrado el nombre del nuevo atributo que se crea en la clase, 
esta funcionalidad no está implementada en las taxonomías existentes. También para 
poder nombrar los atributos de las clases que se encuentran en los textos. Por ejemplo, 
si en un texto se encuentra la frase “six children”, el resultado será “children has_number 
six”. De la misma forma se consideró que al tener almacenados los adjetivos más 
frecuentes en el idioma inglés, con ello se podrían crear mejores nombres de atributos 
para las clases. El impacto de crear el atributo has_unknown_type es la de informar que 
aunque se desconoce la categoría del valor del atributo, esta instancia pertenece a la 
clase o sustantivo que sigue de ese adjetivo. El sistema todavía no tiene la capacidad de 
ingresar adjetivos a la clasificación, pero será una mejora para una próxima versión. 




Appearance Beautiful, ugly, clean, dirty, complex, safe, dangerous, strong, weak, 
same, neat, messy, rich, poor, amorphous, scenic 
Authenticity Real, actual, authorised 
Brightness Dark, bright, shadowy, drab, radiant, shining, pale, dull, glowing, 
shimmering, luminous, gleaming 
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Color Pink, red, orange, yellowish, dark-green, blue, purple, black, white, gray, 
brown, tanned, pastel, metallic, silver, colorless, transparent, translucent. 
Condition Crazy, sane, sick, healthy, drunk, sober, tired, broken, dead, alive, hungry, 
asleep, awake, busy, idle, open, closed, married, engaged, separated, 
divorced, mixed, regulatory, disruptive, terrorist, better, careful, clever, 
famous, gifted, inexpensive, mushy, powerful, shy, tender, uninterested, 
expensive, live-music 
Cooking Cooked, baked, fried, boiled, peeled, sliced, stewed, steamed, roast, 
broiled, cut, grated 
Difficulty Difficult, hard, easy, simple 
Dimension Long, short, little, big, small, large, tall, wide, deep, fourth-quarter 
Distance Far, distant, nearby, close, faraway, outlying, remote, far-flung, 
neighboring, handy 
Distributive Each, every, either, neither 
Domain Local, general, national, social, international, regional, oceanic, lunar, 
polar, equatorial, domestic, institutional, academic 
Feelings Worried, frustrated, distressed, disappointed, upset, depressed, confused, 
bored, ashamed, annoyed, afraid, hopeful, thrilled, grateful, pleased, 
energetic, inspired, enthusiastic, ecstatic, satisfied, content, confident, 
Amused, angry, bewildered, clumsy, defeated, embarrassed, fierce, 
grumpy, helpless, itchy, lazy, mysterious, nervous, obnoxious, panicky, 
repulsive, scary, Agreeable, brave, calm, delightful, eager, faithful, gentle, 
jolly, kind, lively, obedient, proud, relieved, silly, thankful, witty, lovable 
Justification Odd, wrong, right, fair, proper 
Materials Iron, Steel, rubber, paper, wooden, plastic, stone, glass, leather, silver, 
gold, tin, cotton, metal,  non-metallic, cloth, concrete, fabric, ceramic, 
silicon, explosive, sole 
Numeric Cardinal: one, two, three. Ordinal: First, second, third. 
Opinion Best, worse, worst, wonderful, splendid, mediocre, awful, fantastic, pretty, 
wasteful, comfortable, uncomfortable, valuable, worthy, worthless, useful, 
useless, evil, angelic, rare, scarce, disgusting, amazing, surprising, 
pointless, pertinent, party-on 
Origin European, latin, greek, French, American, german, Colombian, Spanish, 
Italian, Russian, Korean, chinese, Japanese, dutch, argentine, Mexican, 
australian, Canadian, English, Irish, Floridian, northern. 
Personality Honest, courageous, optimistic, intelligent, sincere, ambitious, modest, 
sensible, friendly, practical, considerate, tolerant, responsible, generous, 
disciplined, humorous, sympathetic, dishonest, pessimistic, miserly, 
coward, selfish, impatient, patient, lazy, greedy, resentful, envious, 
jealous, possessive, conceited, arrogant, fussy, gullible, stubborn, 
careless, happy, sad, excited, scared, frightened, outgoing, zany, grumpy, 
cheerful, jolly, carefree, quick-witted, blissful, lonely, elated, autonomous 
Position High, low, high-profile 
Primacy Only, particular, main, special, major 
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Purpose Folding, swinging, work, racing, cooking, sleeping, dance, rolling, 
pwalking, knowing, deceiving, binding 
Qualification Light, helpful, bloody, human, sorry, sure, able, certain, clear, free, 
next, true, possible, usual, correct, unusual, specific, legislated, 
explicit, irregular, regular, subject, standard, unscreened, 
commercial, strategic, final, consultative, direct, resultant, 
streamlined, systemic, overt, consistent, radical, basic, likely, 
extensive, decentralized, unnecessary, efficient, adequate, original, 
costly, overseas, advisory, legislative, authorized, layered, unlawful, 
public, dignified, required, projected, degradable, blood-sample, 
reasonable, alternative, driftless, optimum, respective, random, 
relative, soil-test, mean, traditional, seedbed, corn-based, split-plot, 
long-term, subsequent, private, genetic, short-term, continuous, 
inherent, independent, economic, key, crop-input, favorable, on-
farm, mental, predictive, previous, cognitive, effective, professional, 
maladaptive, self-talk, average, deaf, hoarse, positive, relevant, 
negative, appropriate, unknown, cheap, false, accurate, complete, 
athletic, pure, wrinkly, worldly, wise, willful, wild, violent, vicious, 
utter, unfortunate, triumphant, tremendous, thoughtful, thorough, 
terrible, suspicious, surly, successful, strict, smart, sheepish, sedate, 
searching, ripe, rigid, rightful, righteous, restful, reproachful, 
reluctant, reassuring, ready, ravenous, quintessential, queenly, 
potential, playful, ,partial, orderly, near, natural, mocking, miserable, 
meaningful, mad, knightly, kingly, inward, intense, intent, instant, 
innocent, incredible, immediate, hopeless, holy, gleeful, ghostly, 
ghastly, garden, furious, frightful, frenetic, frantic, frank, foolish, 
fervent, ferocious, extreme, excellent, exact, enormous, dreamy, 
diligent, desperate, dear, curious, cross, continual, common, 
coaxing, brisk, bold, bashful, anxious, affectionate, absentminded, 
self-propelled, parental, fiscal. 
Quantity Much, any, few, several, most, all, enough, sufficient, abundant, 
empty, heavy, numerous, double, sparse, substantial, half, no, 
insufficient, more, plenty, majority, rest, multiple, triple, quantitative, 
minimum, overall, robust, multilateral, full, single, whole, some, 
many, extra, countless 
Religion Catholic, protestant, anglican, baptist, christian, hindu, Buddhist, 
muslin, jewish, lutheran   
Shape Square, round, rectangular, triangular, oval, conical, spherical, 
cubical, cylindrical, straight, curved, crooked, flat, steep, hollow, 
circular, sleek, blobby, rotund, globular, wavy, oblong, elliptical, 
zigzag, squiggly, winding, serpentine, warped, distorted, broad, 
skinny, serried 
Similarity Other, different, similar, like 
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Size Thin, thick, Big-boned, chubby, flat-boned, giant, gigantic, huge, inmense, 
jumbo, majestic, mammoth, massive, miniature, petite, puny, scrawny, 
teeny, tiny, vast, medium, narrow, shallow, various, colossal, fat, immense, 
teeny-tinytiny 
Smell Perfumed, acrid, putrid, burnt, smelly, reeking, noxious, pungent, aromatic, 
fragrant, scented, musty, sweet-smelling 
Sound Loud, silent, vociferous, screaming, shouting, thunderous, blaring, quiet, 
noisy, talkative, rowdy, deafening, faint, muffled, mute, speechless, 
whispered, hushed, Cooing, hissing, melodic, purring, raspy, screeching, 
thundering, voiceless, whispering, inaudible, audible 
Speed Quick, fast, rapid, slow, swift, speeding, rushing, bustling, snappy, 
whirlwind, hasty, prompt, brief 
State Liquid, solid, gas, eutectic, associate, civil, unstable, sterile, intermediate, 
preventive, ongoing, amino, crucial 
Taste Sweet, salty, sour, bitter, greasy, fresh, stale, tasty, delicious, tasteless, 
fatty, rotten, spicy, acidic, savory, delectable, yummy, bland, palatable, 
luscious, appetizing, watery, juicy, nutritious, tart 
Temperature Hot, cold, freezing, icy, frigid, sweltering, wintry, frosty, frozen, nippy, 
chilly, sizzling, scalding, burning, feverish, fiery, steaming, cool, warm 
Texture Rough, wet, slippery, sticky, even, sharp, blunt, tight, loose 
Time Old, young, new, modern, ancient, updated, outdated, senior, junior, 
current, past, future, yearly, monthly, present, further, annual, temporal, 
contemporary, elderly, ultimate, timely, baby, babyish, teenage, antique, 
old-fashioned, youthful, mature, adolescent, infantile, bygone, recent, 
early, late, last, prehistoric 
Touch Melted, prickly, uneven, soft, silky, velvety, bumpy, smooth, grainy, coarse, 
pitted, scaly, polished, glossy, lumpy, wiry, scratchy, glassy, Boiling, 
breeze, creepy, cuddly, curly, damaged, dusty, flaky, fluffy 
Type Shelf-type, port-type, top, artistic, down, federal, dramatic, carry-on, risk, 
in-flight, on-board, cohesive, intelligence-based, in-depth, industry-wide, 
aviation-related, rapid-deployment, cost-effective, top-notch, sexual 
Use Electrical, political, psychological, physical, historical, financial, medical, 
technical, logical, internal, external, mechanical, philosophical, 
environmental, industrial, agronomic, statistical, seasonal, ecological, 
structural, wrongful, criminal, pharmaceutical, critical, operational, 
additional, agricultural, empirical, topical, universal, educational, 
technological, collegial, official, lexical, central 
Value Good, nice, great, alright, bad, important, lovely, fine, funny, interesting, 
okay 
Weather Rainy, stormy, sunny, windy, snowy, damp, dry, foggy, overcast, cloudy, 
mild, atmospheric, wind-lashed 
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NOTA: Si el adjetivo no se encuentra en alguna de las categorías, y aprovechando que 
con las reglas JAPE se reconocen todos los adjetivos en un texto, entonces se crea un 
atributo llamado “has_unknown_type”. De esta forma, se asegura que se reconocerán 
todos los adjetivos que preceden los sustantivos, aunque no se les asigne una categoría. 
Gracias a las categorías planteadas y los adjetivos establecidos, la lista de atributos en la 
categoría desconocido no es muy amplia y tampoco tienen mucha variación. 
 
Con la clasificación de adjetivos, se procede a especificar las reglas en el lenguaje JAPE. 
En la Figura 4-17 se presenta la regla para la categoría “Authenticity”. En una macro se 
tienen almacenados los valores de atributos para esta categoría, ellos son: “real”, 
“actual”, “authorised”. Luego en la parte izquierda de la regla se especifica que, si existe 
un adjetivo antes de un tipo “NPJK” (sustantivo), ese adjetivo es un valor de atributo. En 
la parte derecha de la regla se define que la clase es el valor de “NPJK”, el valor del 
atributo es el que se encuentra en el texto y el nombre de atributo al que pertenece es 
“has_ Authenticity”. 
 
En la Figura 4-18 se presenta la regla para la categoría “Position”. Por ejemplo, en la 
frase “the high executive” se detectan tres categorías gramaticales: determinante, 
adjetivo y sustantivo. Al aplicar la regla, las entidades ontológicas resultantes son: 
 Clase: executive. 
 Atributo: has_position 
 Instancia: executive1 
 Valor de Atributo: high 
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Figura 4-17: Regla Authenticity para etiquetar valores de atributos. Fuente: Elaboración 
Propia 
 
68 Extracción de instancias de una clase desde textos escritos en lenguaje natural independientes del dominio de aplicación 
 
 
Figura 4-18: Regla Position para etiquetar valores de atributos. Fuente: Elaboración 
Propia 
Otras reglas para extraer valores de atributos se presentan en el Anexo C.  
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4.11.4 Reglas para extracción de Relaciones 
La extracción de relaciones es el proceso mediante el cual se extrae una clase dominio y 
una clase rango, también se extrae el nombre de la relación entre las dos clases. En la 
Figura 4-19 se presenta una regla para extraer una relación. En el patrón se define que, 
si se encuentra en el texto una palabra(s) tipo “NPJK” que hace referencia a la clase 
dominio, después se debe encontrar el texto “caused by”, el cual es el nombre de la 
relación y, finalmente, se debe encontrar otra(s) palabra(s) tipo “NPJK”, que es(son) la(s) 
clase(s) rango. 
 
La lista de relaciones que reconoce el sistema son: “caused by”, “and other”, “is a”, “is 
located in”, “derives from”, “contained in”, “part whole”, “preceded by”. Algunos ejemplos 
de relaciones que se pueden presentar son: the problem caused by people, the cat is an 
animal, the city located in country, energy derives from sun, approaches part whole 
relations, month preceded by day, pages contained in web. 
 
Otras reglas para extraer relaciones se presentan en el Anexo D. 
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Figura 4-19: Regla 4 para etiquetar relaciones. Fuente: Elaboración Propia 
4.12 Proceso Exporter 
Todos los procesos descritos hasta el momento permiten obtener como resultado una 
serie de etiquetas con información importante sobre clases, instancias, atributos y 
relaciones. En el proceso Exporter se envía la información sobre etiquetas a un archivo 
con extensión “XML”. En la Figura 4-20 se presenta un extracto de código XML generado 
con la frase “the red car”. El código muestra que, al procesar con la regla “Clases15”, se 
extrae el nombre de la clase llamada “car”. También que se extrae un atributo 
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“has_color”, al cual se asigna el valor de atributo “red”. El archivo XML es necesario para 
la siguiente y última etapa del método propuesto. 
 
Figura 4-20: Código XML generado desde EXPORTER. Fuente: Elaboración Propia 
4.13 Proceso ExtractorJK 
El proceso ExtractorJK se implementa en lenguaje Java y se encarga de compactar 
todos los elementos mediante la creación de una ontología OWLIM con sus entidades 
correspondientes para, posteriormente, generar un archivo con extensión OWL y el cual 
se puede modificar en cualquier editor de ontologías. En la Figura 4-21 se presenta el 
algoritmo que describe los pasos del proceso ExtractorJK. Es requisito indispensable de 
esta fase el archivo XML que se genera en el proceso Exporter. 
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Figura 4-21: Algoritmo ExtractorJK. Fuente: Elaboración Propia 
Según el proceso, primero se crea una ontología OWLIM, donde se almacenan las 
entidades ontológicas conforme a como se procesan. Después, es necesario cargar al 
sistema el archivo XML, el cual es la base de procesamiento en esta fase. Con estos 
elementos, se empieza a procesar cada una de las entidades ontológicas de acuerdo con 
las anotaciones que se reciben en el archivo XML. 
 
Inicialmente, se procesan las clases. Se recibe un conjunto de anotaciones bajo la 
etiqueta llamada “Clases”. En la primera tarea se extrae cada elemento del conjunto y se 
almacena en una estructura tipo lista, la cual facilita el procesamiento. Después, se 
busca en la lista si existen nombres de clases repetidas y, de ser así, se eliminan y se 
deja una clase solamente. También, se cambian caracteres especiales como espacios en 
blanco y saltos de línea por el caracter ”_”. Luego, se cambian los nombres de clases que 
contengan letras mayúsculas, por letras minúsculas. Para culminar el procesamiento de 
esta fase, se toma cada elemento de la lista y se crea una clase para cada uno dentro de 
la ontología. 
 
Posteriormente, se procesan las instancias. Se recibe un conjunto de anotaciones bajo el 
nombre de “Instancias”. El conjunto contiene información sobre nombre de atributo, valor 
de atributo y clase a la que pertenece. Para recibir la información se definen tres listas 
paralelas (véase la Figura 4-22), una para los nombres de atributo, otra para los valores 
de atributos y la última para las clases a la que pertenecen. Después las tres listas se 
procesan con la función que permite eliminar caracteres especiales y con la función de 
convertir letras mayúsculas en minúsculas. 
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Figura 4-22: Listas paralelas para extracción de instancias. Fuente: Elaboración Propia 
 
Seguidamente, una función examina las tres listas de forma paralela con el objetivo de 
eliminar los valores que se encuentren duplicados (véanse los campos rojos en la Figura 
4-22) para dejar un solo valor en cada una de las listas. Luego, el sistema verifica que 
todas las clases de la lista estén creadas como clases en la ontología pues, de lo 
contrario, estas clases se deben crear. Después, se realiza un proceso iterativo, el cual 
busca la clase de la lista en la ontología; cuando la encuentra, le asigna a la clase dentro 
de la ontología el nombre del atributo contenido en la lista. Luego, se crea una instancia 
genérica y para nombrarla se utiliza el nombre de la clase, más el símbolo “_” y un 
número. Finalmente, se utiliza el nombre del atributo en esa instancia dentro de la 
ontología, para asignar el valor del atributo contenido en la lista. Así, mediante el proceso 
iterativo se realiza la población de la ontología. 
 
Posteriormente, se procesan las relaciones. Se recibe un conjunto de anotaciones con la 
etiqueta “Relaciones”. El conjunto contiene información sobre el nombre de la clase 
dominio, nombre de la clase rango y nombre de la relación entre las clases. Es necesario 
crear tres listas paralelas, donde cada una contiene información correspondiente. Las 
tres listas se procesan con la función para cambiar caracteres especiales como espacios 
en blanco y saltos de línea por el caracter ”_”. También, se procesan con la función para 
convertir caracteres en mayúscula por caracteres en minúscula. Después, se comienza 
un proceso iterativo, es decir, se realiza para todos los elementos de las listas paralelas 
al mismo tiempo. Se busca en la ontología el nombre de la clase dominio que se 
encuentra en la lista y luego se hace lo mismo para la clase rango. Seguidamente, se 
busca en la posición correspondiente dentro de la lista el nombre de la relación. Con la 
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identificación de los tres elementos, se procede a crear la relación que permite vincular la 
clase dominio con la clase rango dentro de la ontología. El proceso se realiza para todos 
los elementos de las tres listas paralelas. 
 
En este punto, la ontología cuenta con clases, instancias, valores de atributos y 
relaciones. El proceso siguiente es tratar de identificar las clases que pueden ser 
subclases. Se realiza un recorrido por la lista de clases, para encontrar qué palabras 
contienen otras. Por ejemplo, desde de un texto en lenguaje natural, se pueden extraer 
las clases “defense” y “defense_team”. En este caso “defense” es una clase y 
“defense_team” se convierte en una subclase de ella. El sistema, mediante un proceso 
iterativo, examina esta particularidad en todas las clases existentes y realiza los ajustes 
pertinentes en la ontología. 
 
Finalmente, después del proceso descrito, por medio del proceso ExtractorJK, se genera 
la ontología con todas las entidades ontológicas que se extraen, lo que permite la 
creación de un archivo con extensión OWL con la información. El archivo se puede leer 















5. Validación del Trabajo 
Para la validación de esta Tesis Doctoral, se utiliza el método no empírico denominado 
comparación de características [46,47], que consiste en realizar una comparación de 
métodos encontrados en la literatura para la población de ontologías para ver cómo cada 
uno de ellos aborda el mismo problema y comparar resultados. Se utiliza esta técnica 
porque permite comparar los valores de precision, recall y F-measure de cada uno de los 
métodos encontrados en la revisión de literatura, con el método que se propone en esta 
Tesis Doctoral. Este Capítulo contiene cuatro Secciones: en la primera, se realiza un 
análisis comparativo entre algunos trabajos de la literatura y el método propuesto; en la 
segunda Sección se realiza una síntesis del método propuesto en diferentes dominios; en 
la tercera, se realiza un comparativo entre los diferentes métodos encontrados en la 
literatura y el método propuesto; en la cuarta, se generan tres ontologías desde el 
lenguaje natural, en la quinta Sección se presentan los productos de nuevo conocimiento, 
en la sexta se presentan la ventajas y desventajas del método y en la séptima sección las 
amenazas a la validez. Algunos documentos de prueba se presentan en el Anexo E. 
5.1 Comparación con otros trabajos 
En esta Sección se presenta un análisis comparativo con los trabajos de otros autores y 
se toman como referencia los criterios de precision y recall. De esta forma, se pretende 
evaluar el desempeño del método propuesto. 
5.1.1 Trabajo IJntema et al. 2012  
Los autores [19] aclaran que no es de su interés trabajar ontologías detalladas y 
extensas, porque sólo les interesa identificar la frecuencia de los eventos de esos 
dominios. El sistema se alimenta con dos ontologías que crean expertos en los dominios 
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financiero y político. Para sus experimentos toman diez clases de cada dominio, para 
evaluar cuántas instancias de relaciones y de clases pueden extraer. 
 
En el dominio financiero utilizan las clases: CEO, product, shares, competitor, profit, loss, 
partner, subsidiary, president y revenue. En el dominio de política utilizan las clases: 
election, visit, sanction, join, resignation, investment, riots, collaboration, provocation y 
help. Para estas clases, el sistema que se presenta obtiene un valor de precision del 80% 
y recall de 70%. 
 
Los autores suministraron algunos de los documentos de prueba que se utilizan para las 
evaluaciones. Al azar se escoge un documento de prueba por cada dominio, es decir, 
uno para dominio de finanzas y otro de política. En el documento de finanzas, se logran 
extraer manualmente 75 instancias y en el documento de política, 38 instancias sin tener 
en cuenta los valores de atributos que se encuentran en los adjetivos. 
 
Para evaluar el sistema propuesto, se tienen en cuenta los valores de los atributos de 
instancias que están en los adjetivos, lo que aumenta la exhaustividad del proceso. En el 
caso del documento de dominio financiero se cuentan manualmente 75 instancias más 
30 en los adjetivos, para un total de 105 instancias en el corpus. Con esto y al aplicar una 
regla de tres simple inversa, los resultados de los autores cambian. El valor de precision 
sigue siendo 80%, el valor de recall baja de 70% a 50% y F-measure baja de 75% a 
61.9%. 
 
En el documento de dominio político, se cuentan manualmente 38 instancias más 18 en 
los adjetivos, para un total de 56 instancias en el corpus. Para este caso al aplicar una 
regla de tres simple inversa, los resultados cambian de la siguiente forma: precision 80%, 
recall pasa de 70% a 49% y F-measure disminuye de 75% a 60%. 
 
Luego, se utilizan los mismos documentos para evaluar el método propuesto en esta 
Tesis. En el documento de dominio en finanzas, se cuentan un total de 91 instancias 
correctamente extraídas y 95 instancias extraídas. Es decir, se obtiene un 95.79% de 
precision, 86.67% de recall y un F-measure de 91%. En el dominio de política se cuentan 
50 instancias correctamente extraídas y 54 instancias extraídas, el sistema obtiene 
precision de 92.59%, recall de 89.29% y F-measure de 90.91%. 
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5.1.2 Trabajo Ríos 2013 
El autor [62] propone un proceso de aprendizaje de ontologías, donde se realizan varias 
tareas como extracción de conceptos, obtención de relaciones taxonómicas y obtención 
de axiomas. Realizan pruebas con varios documentos de páginas Web, en el dominio de 
turismo. Ellos obtienen un valor de precision de 56.78% en la extracción de instancias y 
no presentan resultados de recall y F-measure. 
 
Se logra obtener un documento de prueba del autor, el cual se encuentra dentro del 
contenido del trabajo. Se utiliza el método propuesto para evaluar el documento, y se 
obtiene un valor de precision del 95%, un recall de 88.37% y F-measure de 91.57%. Se 
debe aclarar que, en el proceso de evaluación, se cuentan los valores de atributos de las 
instancias los cuales se encuentran en los adjetivos. 
5.1.3 Trabajo Faria et al. 2013 
Los autores [13] definen la tarea de reconocimiento de entidades nombradas, como la 
identificación de nombres de objetos en el mundo, tales como nombres de personas, 
organizaciones, lugares, nombres propios y fechas. En ninguna parte del trabajo se hace 
mención a los valores de atributos de las instancias, los cuales se pueden encontrar en 
los adjetivos. 
 
El trabajo se valida con la utilización de un corpus en dos dominios, el dominio legal y el 
dominio de turismo. De acuerdo con el trabajo que presentan los autores, se obtiene 
desde la web un documento de prueba del dominio legal. El sistema propuesto por los 
autores obtiene un precision de 90%, recall de 89.50% y F-measure de 89.74%. 
 
En el documento de dominio legal se cuentan manualmente 136 instancias, más 51 de 
los adjetivos, para un total de 187 instancias en el corpus. En esas condiciones y al 
aplicar una regla de tres simple inversa, los resultados que presentan los autores en 
cuanto al valor de precision sigue siendo 90%, recall cambia de 89.50% a 65.24% y F-
measure pasa de 89.74% a 75.78%. Luego, se utiliza el mismo documento para evaluar 
el método propuesto con un número total de 165 instancias correctamente extraídas y 
180 instancias extraídas. El sistema obtiene 91.67% de precision, 88.24% de recall y F-
measure de 89.92%. 
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5.1.4 Collection SMS for a public research CORPUS 
Con el fin de realizar otro tipo de evaluación al sistema propuesto, se utiliza un corpus 
que provee la Universidad Nacional de Singapur (NUS). Este corpus contiene 10117 
mensajes de texto o SMS (Short Message Service). Para efectos de conteo de las 
instancias, se toma una muestra de 5%, es decir, 506 SMS. El texto tiene varios errores 
de escritura y semánticos, pero se quiso examinar el comportamiento del sistema al 
procesar este tipo de textos. Dado que en los mensajes cortos se utiliza un lenguaje con 
poca estructura, la extracción no es tarea sencilla, sin embargo, el método obtiene 
92.63% de precision, 87,50% de recall y 89.99% de F-measure. 
5.1.5 Collection Twitter messages CORPUS 
Las redes sociales tienen un gran impacto actualmente en la vida de las personas. Se 
considera importante probar el sistema propuesto en la extracción de entidades 
ontológicas desde estos ambientes. Con este fin, se toma un corpus de mensajes de 
Twitter desde la página de la Universidad de Stanford. El corpus tiene 497 mensajes y, 
por efectos de conteo manual de instancias, se toma una muestra de 10%, es decir, 49 
mensajes. Al igual que sucede con los mensajes SMS tienen errores léxicos y 
semánticos. 
 
Finalmente, el método identifica instancias con un nivel de precision del 95.24%, recall 
del 90.91% y F-measure del 93.02%. Se puede concluir que, a pesar de los errores en el 
texto, el sistema extrae instancias desde un lenguaje con muy poca estructura o que se 
acerca al lenguaje natural. 
5.2 Síntesis de la propuesta en diferentes dominios 
Para probar el desempeño del método propuesto en esta Tesis Doctoral, se utilizan doce 
dominios diferentes para obtener datos más aproximados sobre la extracción de 
instancias. La Tabla 5-1 presenta los criterios bajo los cuales se realiza la evaluación, y 
los valores que se obtienen en el proceso. NICE representa el número de instancias 
correctamente extraídas, NIE representa el número de instancias extraídas y NIC 
representa el número de instancias en el corpus. Al realizar un promedio entre los 
dominios, el sistema obtiene un 94% de precision, 89,56% de recall y 91,72% de F-
measure. 
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Tabla 5-1: Síntesis de la propuesta en diferentes Dominios. Fuente: Elaboración propia. 
                    Criterios 
Dominio 
NICE NIE NIC precision recall F-measure 
Freeze Drying Domain 39 41 42 95,12% 92,86% 93,98% 
Showiz Domain 78 80 83 97,50% 93,98% 95,71% 
Agriculture Domain 560 630 650 88,89% 86,15% 87,50% 
Mental imagery Domain 49 51 54 96,08% 90,74% 93,33% 
Air Security Domain 67 72 75 93,06% 89,33% 91,16% 
Tuorism Domain 38 40 43 95,00% 88,37% 91,57% 
Finance Domain 91 95 105 95,79% 86,67% 91,00% 
Politics Domain 50 54 56 92,59% 89,29% 90,91% 
Music Domain 68 72 75 94,44% 90,67% 92,52% 
Legal Domain 165 180 187 91,67% 88,24% 89,92% 
SMS Domain 490 529 560 92,63% 87,50% 89,99% 
Twitter Domain 80 84 88 95,24% 90,91% 93,02% 
Totales 94,00% 89,56% 91,72% 
 
En cada dominio se evaluó un documento donde se contaron manualmente las instancias 
posibles y con ello se pudo determinar el nivel de precision, recall, F-measure, esto 
también permitió evaluar que las instancias encontradas por el sistema eran aproximadas 
a la realidad. En los diferentes dominios se encontraron instancias correspondientes a 
nombres de personas y de ciudades, correos electrónicos, páginas web, citas de autores, 
valores de temperaturas ambientales, preguntas, ítems en listas e instancias separadas 
por conjunciones, entre otras. 
5.3 Comparativo entre diferentes métodos para la 
población de ontologías 
 
A continuación se presenta la Tabla 5-2, en la cual se realiza un comparativo entre 
algunos métodos encontrados en la literatura sobre población de ontologías y el método 
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Tabla 5-2: Comparativo entre métodos para población de ontologías. Fuente: 
Elaboración propia. 
                              















-- -- -- Si 
Pasca 2004 [18] 
 
General (5 
Categorías) 88,0% -- -- No 
Geleijnse and Korst 
2005 [16] 
 
General (Cine) 78,0% 93,8% 85,17% No 




-- -- -- No 




95,2% -- -- No 
Talukdar et al. 2008 [11] General (5 Clases) 77,4% -- -- No 
Manine et al. 2008 [56] 
Específico 
(Biomédico) 89,6% 89,3% 89,44% No 
Ruiz-Martínez et al. 
2008 [57] 
Específico 
(Turismo) 93,2% 94,9% 94,04% No 
Danger y Berlanga 2009 
[58] 
General 
(Arqueología) 90,0% 90,0% 90,0% No 








Schlaf y Remus 2012 
[59] 
Específico (4 
Categorías) 84,9% 45,0% 58.82% No 




80,0% 70,0% 74.66% No 
Ruiz-Martinez et al. 
2012 [60] 
Específico 
(Biomédico) 79,6% 69,0% 73.92% No 
Faria et al. 2012 [17] 
General (Turismo y 
Legal) 81,9% 82,0% 81,94% No 
De Araujo et al. 2013 
[12] 
Específico (Legal) 98,0% 91,5% 94,63% No 




95,0% 63,0% 75,75% No 
Ríos 2013 [62] 
Específico 
(Turismo) 
56,8% -- -- Si 
Faria et al. 2013 [13] 
General (Turismo y 
Legal) 
87,3% 86,5% 86,89% No 




aves, pescados y 
mamiferos) 
94,0% 59,0% 72,49% No 
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Tabla 5-2: Comparativo entre métodos para población de ontologías. Fuente: 
Elaboración propia. 
                              










Nederstig et al. 2014 
[20] 
Específico (E-
Commerce) 96,0% 89,0% 92,36% No 
Colace et al. 2014 [63] General -- -- -- Si 





-- -- -- Si 
Kordjamshidi y Moens 
2015 [10] 
General -- -- -- No 
Blandón and Zapata 
2016 
General 94% 89,56% 91,72% Si 
 
La tabla muestra que algunos métodos alcanzan niveles más altos de precision, recall y 
F-measure en comparación con el método propuesto. Sin embargo, algunos de esos 
métodos utilizan un dominio específico, no generan ontologías automáticamente con 
todos sus elementos desde el lenguaje natural y otros no tienen en cuenta los valores de 
atributos que se encuentran escondidos en los adjetivos que anteceden sustantivos, lo 
cual podría disminuir los niveles de recall y F-measure de esos métodos.  
5.4 Generación de ontologías 
En esta Sección, se presenta la generación de ontologías directamente desde el lenguaje 
natural. Para realizar la primera evaluación, se toma el siguiente fragmento de texto: “A 
self-propelled vehicle is a motor vehicle or road vehicle that does not operate on 
rails” [70]. En la Figura 5-1 se presenta la ontología que genera el método propuesto.  
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Figura 5-1: Ontología generada desde el lenguaje natural. Fuente: Elaboración Propia 
 
Se extraen cuatro clases, “vehicle”, “motor_vehicle”, “road_vehicle” y “rails”. En la clase 
“vehicle” se crea un atributo de clase llamado “has_qualification” de tipo String. Después, 
se crea una instancia genérica llamada “vehicle_1”, y en su campo “has_qualification” se 
asigna el valor de atributo “self-propelled”. También, se crean dos relaciones: “vehicle 
is_a motor_vehicle” y “vehicle is_a road_vehicle”. 
Luego para realizar una segunda evaluación, se toma el siguiente fragmento de texto: 
“The marriage produced six children: Micah, Matthew, Amber, Joseph, Amanda, 
and Jennifer” [13]. En la Figura 5-2 se presenta la ontología que genera el método 
propuesto. Se extraen 2 clases, “marriage” y “children”. En la clase “children” se crean 7 
instancias genéricas llamadas “children1”, “children3”, “children12”, “children11”, 
“children14”, “children13”, “children15”. En la clase “children” se crean dos atributos 
llamados “has_quantity” y “has_name”. En la instancia “children_3” y en el atributo 
“has_quantity” se asigna un valor de “seis”. En la instancia “children_1” y en el atributo 
“has_name” se asigna un valor de “jennifer”. En la instancia “children_12” y en el atributo 
“has_name” se asigna un valor de “mathew”. En la instancia “children_11” y en el atributo 
“has_name” se asigna un valor de “micah”. En la instancia “children_14” y en el atributo 
“has_name” se asigna un valor de “joseph”. En la instancia “children_13” y en el atributo 
“has_name” se asigna un valor de “amber” y finalmente en la instancia “children_15” y en 
el atributo “has_name” se asigna un valor de “amanda”. 
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Figura 5-2: Segunda Ontología generada desde el lenguaje natural. Fuente: Elaboración 
Propia 
Después se realiza una tercera evaluación, para ello se toma el siguiente fragmento de 
texto: “The conference will be attended by CEOs like Steve Ballmer and Steve Jobs” 
[19]. En la Figura 5-3 se presenta la ontología que genera el método propuesto. 
 
Figura 5-3: Tercera ontología generada desde el lenguaje natural. Fuente: Elaboración 
Propia 
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Se extraen 2 clases, “conference” y “ceos”. En la clase “ceos” se crean 2 instancias 
genéricas llamadas “ceos_1”, “ceos_4”. En la clase “ceos” se crea un atributo llamado 
“has_name”. En la instancia “ceos_1” y en el atributo “has_name” se asigna un valor de 
“steve_jobs”. En la instancia “ceos_4” y en el atributo “has_name” se asigna un valor de 
“steve_ballmer”. 
5.5 Productos de nuevo conocimiento 
Desde la Tesis Doctoral que se presenta, se generaron distintos productos de nuevo 
conocimiento. El primero tiene que ver con la posibilidad de estructurar una asignatura a 
nivel de posgrado sobre la creación, población y enriquecimiento de ontologías desde 
lenguaje natural, mediante la utilización de patrones JAPE en la arquitectura GATE 
(véase la Tabla 5-3). El segundo, es la publicación de artículos académicos; cabe 
mencionar que por ahora se presenta uno (véase la Tabla 5-4), pero cabe aclarar que 
existe otro artículo en fase de construcción. El tercer producto tiene que ver con el 
método computacional completo y funcional en GATE, que se presenta en el cuerpo de la 
Tesis Doctoral y en los anexos. 
Tabla 5-3: Propuesta de asignatura a nivel Posgrado. Fuente: Elaboración propia. 





Justificación: El auge de Internet en los últimos años permite la generación de gran cantidad de 
información, lo cual permite que las personas puedan realizar consultas desde 
diferentes lugares y temas. La información que se consulta en la web actual se 
incluye en documentos y las búsquedas se realizan con palabras clave. Para 
tratar de conectar esta información y realizar algún tipo de inferencia surgen las 
ontologías como una evolución de las bases de datos convencionales. Las 
ontologías permiten crear taxonomías con capacidad de inferencia, es decir, se 
pretende con ellas dar semántica a la información para darle más sentido, lo cual 
constituye su aspecto más importante. La creación de estructuras ontológicas de 
forma manual es un proceso costoso, por lo cual se requieren métodos que 
permitan la creación de ontologías de forma (semi) automática desde el lenguaje 
natural. 
Objetivos: General 
Desarrollar conocimiento específico sobre la creación, población y 
enriquecimiento de ontologías directamente desde el lenguaje natural y utilizando 
la herramienta GATE-JAPE combinada con el lenguaje programación Java. 
Específicos 
 Identificar los principales conceptos sobre ontologías y procesamiento de 
lenguaje natural. 
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Tabla 5-3: Propuesta de asignatura a nivel Posgrado. Fuente: Elaboración propia. 
  Reconocer el funcionamiento de la herramienta GATE-JAPE. 
 Crear métodos básicos para el aprendizaje, población o 
enriquecimiento de ontologías. 
 Conectar las aplicaciones GATE-JAPE con el lenguaje Java. 
Metodología: Se plantea un espacio de clase con la participación, la discusión, la 
comprensión, la compartición de conocimientos y la familiarización de 
términos con los estudiantes. El punto de partida es el diagnóstico del 
conocimiento de los estudiantes; luego, se presentan algunas 
explicaciones magistrales del docente, exposiciones de temas y trabajos 
de clase; finalmente se entra a la etapa de aclaración de conceptos donde 
se retroalimentan los temas vistos con trabajos de participación grupal. Se 
complementa esta metodología con la realización de foros temáticos en el 
área y la realización de juegos basados en experiencias. La evaluación se 
realiza con un trabajo práctico por entregas y dos foros temáticos. 
Contenido 
general: 
 Conceptualización teórica sobre ontologías. 
 Principales conceptos sobre procesamiento de lenguaje natural. 
 Arquitectura GATE-JAPE. 
 Aprendizaje de ontologías. 
 Población de ontologías. 
 Enriquecimiento de ontologías. 
 
Tabla 5-4: Producto de conocimiento número 1. Fuente: Elaboración propia. 
Título: GATE-BASED PATTERNS FOR AUTOMATICALLY EXTRACTING 
ATTRIBUTE VALUES 
Tipo: Artículo Científico 
Autores: Juan Carlos Blandón Andrade y Carlos Mario Zapata Jaramillo 
Revista: Revista Ingeniería Investigación y Tecnología. Universidad Nacional Autónoma de 
México 
Indexación: A1 de Publindex 
Estado: En revisión 
Año: 2016 
Abstract: Automated ontology population is necessary for enriching ontologies and facilitating 
the search for information in the Web. Among the main entities of an ontological 
model, we can find classes, subclasses, attributes—datatype properties—, 
relationships—object properties—, and instances. Class instances are important to 
the scientific community, since a lot of work is devoted to automatically populating 
ontologies by using statistical methods, information extraction, and natural 
language processing, among others. The problem is focused on identifying and 
extracting attribute values for instances. Commonly, such values have a predefined 
type like numeric, string, boolean, etc. The difficulty arises when you want to know 
which instance belongs to such values. In this paper we propose an approach 
based on Natural Language Processing (NLP) and Information Extraction (IE) 
technologies for extracting attribute values. We use syntactic patterns implemented 
on the GATE (General Architecture for Text Engineering) tool. The results are 
independent of the application domain and they exhibit promising values of recall, 
precision, and F-measure. 
Keywords: Automatic ontology population, natural language processing, information 
extraction, GATE-JAPE patterns. 
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5.6 Ventajas y desventajas del método propuesto 
El método automático para población de ontologías desarrollado en esta Tesis Doctoral, 
cuenta con las siguientes ventajas: 
 El método logra poblar ontologías de forma automática sin importar el dominio de 
aplicación, recibiendo como entrada un archivo en formato PDF o TXT y obtiene 
buenos niveles de precision, recall y F-measure. 
 Cuenta con la capacidad de extraer clases e instancias simples o compuestas, 
valores de atributos, relaciones entre clases y otras entidades ontológicas que 
son etiquetadas. 
 Las entidades ontológicas etiquetadas se envían con éxito a un archivo XML, el 
cual será el insumo principal para el plugin que construye la ontología. 
 El plugin ExtractorJK desarrollado en lenguaje Java y teniendo como base el 
archivo XML, construye la ontología y la almacena en un archivo con extensión 
OWL.  
 El sistema realiza el procesamiento de documentos de extensión de una página 
en 1,578 segundos.  
Se pueden citar las siguientes desventajas: 
 La Interfaz gráfica poco amigable al usuario. Este aspecto se pretende mejorar 
para versiones futuras con la creación de una aplicación Web, en la cual las 
personas puedan ingresar sus documentos y extraer sus elementos ontológicos.  
 El sistema tiene problemas para procesar 200 páginas o más, en algunas 
ocasiones entra a un bucle infinito. La forma de mitigar este problema es la 
creación de una función que termine el proceso en estas situaciones, así se evita 
consumir los recursos de la máquina.   
 En algunos casos el sistema no reconoce los caracteres especiales en los textos, 
esto hace que el etiquetado de las palabras quede con algunas inconsistencias. 
Este aspecto se abordará en futuras versiones del método debido a que se 
pueden presentar documentos en malas condiciones. 
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5.7 Amenazas a la validez del método 
La validez de una investigación científica se puede relacionar a la veracidad de sus 
resultados y a consecuencia de ello las conclusiones de esa investigación, tendrán más 
fuerza. Según [66] el objeto de estudio puede experimentar varios mecanismos que 
pueden entorpecer o invalidar la inferencia causal, esto también es llamado amenazas a 
la validez de los resultados. 
 
Aunque existen muchas amenazas, durante el desarrollo de esta Tesis Doctoral se mitigó 
de alguna manera el hecho de la selección de los textos a evaluar y desde los cuales se 
realizaría la población de ontologías. Para que el autor de esta Tesis no seleccionara 
textos predefinidos y sencillos, el Director del trabajo enviaba textos aleatorios y que a su 
juicio eran complicados para realizar la extracción. La dinámica consistía en planear una 
reunión semanal donde el autor de la Tesis realizaba ajustes al método y luego el 
Director enviaba un texto totalmente desconocido para el sistema, luego se procesaba y 
se medía el porcentaje de los niveles de precision, recall y F-measure del sistema en ese 
texto. 
 
También pensando en que la selección del texto por parte del Director tuviese algún 
sesgo, se decidió tomar textos de prueba de otros autores que también presentaran 
trabajos de población de ontologías. El resultado de procesamiento del sistema no varió 
mucho y los resultados seguían siendo fiables. Finalmente, se tomaron corpus de twitter 
y mensajes de texto (SMS), que son un lenguaje natural, el sistema aunque tuvo algunos 












6. Conclusiones y Trabajo Futuro 
La inteligencia artificial es una línea de investigación en constante evolución, muchos 
investigadores enfocan sus trabajos en la creación de entidades inteligentes para 
automatizar tareas intelectuales y, así, tratar de emular la forma en que el ser humano las 
realiza. Las ontologías son entidades que tratan de expresar formalmente el 
conocimiento modelando un dominio, para después inferir nuevo conocimiento. Existe 
una disciplina llamada ingeniería ontológica, que se encarga de construir herramientas 
para agilizar el proceso de creación de ontologías desde el lenguaje natural y que tiene 
tres tareas fundamentales (la construcción, población y enriquecimiento automático de 
ontologías), los cuales son campos de interés para la comunidad académica. El método 
propuesto se enfoca en la población de ontologías desde el lenguaje natural y con un 
buen nivel de eficacia. Adicionalmente a ello, se implementa la posibilidad de aprendizaje 
de ontologías, es decir, extraer conceptos/clases y relaciones automáticamente desde el 
lenguaje natural. Al obtener las ontologías completas, se puede compartir conocimiento, 
reutilizar y organizar el conocimiento, mejorar búsquedas de información (en la web) y se 
abre una grande opción para programar agentes inteligentes. En este Capítulo se 
presentan las conclusiones con los aportes relevantes de la investigación y el trabajo 
futuro con posibles líneas de trabajo sobre la tarea de población de ontologías. 
6.1 Conclusiones 
La importancia de la población de ontologías, radica en que las ontologías se deben 
actualizar constantemente pues, de lo contrario, sería información estática. También, 
existen muchas ontologías con dominios especializados que se pueden enriquecer con 
muchas instancias. Finalmente, la población de ontologías es un aporte importante, por 
ejemplo, para mejorar las búsquedas en Internet. La población de ontologías de forma 
manual desde lenguaje natural, es una tarea complicada, costosa y que consume mucho 
tiempo. Según la revisión de literatura, es necesario crear métodos semi-automáticos o 
90 Extracción de instancias de una clase desde textos escritos en lenguaje natural independientes del dominio de aplicación 
 
automáticos que permitan realizar esta tarea con mayor eficiencia. También, se evidencia 
la necesidad de crear métodos que permitan realizar el proceso sin importar dominio. 
Adicionalmente, la extracción de las entidades ontológicas se debe realizar desde 
cualquier fuente de información y con buenos niveles de precision, recall y F-measure. 
 
En esta Tesis Doctoral se propone un método computacional que, de acuerdo con la 
problemática detectada, permite avanzar en el área de creación de ontologías mediante 
los siguientes aportes: 
 
 Revisión de literatura con los principales conceptos relacionados con la población 
de ontologías y los enfoques recientes más utilizados para la construcción de 
métodos (semi) automáticos. 
 
 Hallazgos relacionados con los adjetivos que anteceden sustantivos, los cuales 
contienen valores de atributos. Este detalle no se menciona en la mayoría de 
trabajos que se utilizan como base teórica de esta Tesis. Este aspecto hace que 
los resultados que presentan diferentes autores bajen en sus niveles de 
exhaustividad, por lo tanto, pueden disminuir su recall de 15 a 20% y F-measure 
de 10 a 15% aproximadamente. 
 
 Diseño e implementación de un sistema de reglas genéricas, mediante patrones 
sintácticos en lenguaje JAPE, que se utilizan para la extracción de entidades 
ontológicas como clases, atributos, instancias y relaciones, directamente desde el 
lenguaje natural con independencia del dominio. 
  
 Definición de una clasificación de adjetivos para el idioma inglés y una 
implementación de dicha clasificación en lenguaje JAPE, con lo cual se logran 
identificar muchos valores de atributos, que se encuentran en textos de lenguaje 
natural. 
  
 Desarrollo de un Plugin en Lenguaje Java y compatible con la arquitectura GATE, 
el cual permite que se puedan extraer las anotaciones definidas mediante el 
sistema de reglas, para luego exportar todas las entidades ontológicas a una 
ontología general y posteriormente crear el archivo con extensión OWL. En otras 
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palabras, permite conectar todos los procesos descritos del método, para que se 
pueda compilar y ejecutar bajo un ambiente de programación. Esta característica 
transversal no se pudo detectar en los trabajos analizados, que se limitaban a uno 
u otro de los procesos. 
  
 Diseño e implementación de un método computacional automático, que recibe 
como entrada un archivo en lenguaje natural de extensión PDF o TXT. Con base 
en este archivo se realiza la construcción y población de una ontología y luego se 
genera como salida un archivo con extensión OWL, el cual contiene entidades 
ontológicas, tales como clases simples y compuestas, subclases, atributos, 
instancias, relaciones y todo con independencia del dominio. El archivo que se 
genera se puede modificar en cualquier editor de ontologías. 
  
 Extracción de instancias correspondientes a nombres de personas y de ciudades, 
correos electrónicos, páginas web, citas de autores, valores de temperaturas 
ambientales, preguntas, ítems en listas e instancias separadas por conjunciones, 
entre otras. 
  
 Aplicación del método no empírico denominado comparación de características 
para la validación de la propuesta, en la cual se utilizan doce dominios diferentes 
y se obtienen resultados globales de 94% de precision, 89,56% de recall y 
91.72% de F-measure.  
 
Estos aportes ayudan para el avance en la construcción de herramientas automáticas, 
que puedan llevar a cabo los procesos de construcción y población de ontologías. La 
arquitectura GATE demuestra que tiene un buen desempeño en el procesamiento del 
lenguaje natural y que al estudiar muy bien su funcionamiento se pueden obtener buenos 
resultados. 
 
Entre las mayores dificultades encontradas durante la elaboración de esta Tesis Doctoral, 
se encuentran; (i) el diseño de reglas genéricas para poder procesar textos en diferentes 
dominios, debido a los aspectos complejos del lenguaje natural; (ii) la existencia de poca 
documentación sobre la arquitectura GATE y el lenguaje JAPE, pues la comunidad de 
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desarrolladores existente es pequeña y existen pocos recursos (blogs y otros) para 
apoyar la solución de problemas. 
6.2 Trabajo Futuro 
De acuerdo al desarrollo de esta Tesis Doctoral y con base a todo el aprendizaje a lo 
largo de la misma, se proponen algunas líneas para trabajo futuro en la automatización 
de los procesos de aprendizaje y población de ontologías. Algunas propuestas son: 
 
 Crear un método computacional de extracción de instancias para el idioma 
español, utilizando las bases fundamentales que se establecen en esta Tesis 
Doctoral. 
  
 Extender las reglas sintácticas y genéricas en lenguaje JAPE propuestas en esta 
Tesis Doctoral, para lograr que haya un mayor enriquecimiento de instancias de 
clases y relaciones. 
  
 Diseñar e implementar un método computacional en la herramienta NLTK de 
Python que, según los autores, brinda simplicidad, consistencia, extensibilidad y 
modularidad, para poder medir resultados y comparar la eficiencia respecto del 
método planteado en esta Tesis Doctoral. 
  
 Proponer un método computacional que utilice técnicas de extracción de 
información, procesamiento de lenguaje natural con reglas genéricas y 
aprendizaje de máquina, para medir el desempeño y evaluar qué tanto afecta la 
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Documento Dominio Agriculture (Extensión 8 páginas) 
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Documento Dominio Air Security 
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Documento Dominio Legal (Extensión 4 páginas) 
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