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Abstract Static equivalence is a well established notion of indistinguishability of se-
quences of terms which is useful in the symbolic analysis of cryptographic protocols.
Static equivalence modulo equational theories allows for a more accurate representa-
tion of cryptographic primitives by modelling properties of operators by equational
axioms. We develop a method that allows us in some cases to simplify the task of
deciding static equivalence in a multi-sorted setting, by removing a symbol from the
term signature and reducing the problem to several simpler equational theories. We
illustrate our technique at hand of bilinear pairings.
1 Introduction
Many formal models for analyzing cryptographic protocols have been developed over
the last thirty years. Among them we find logical or symbolic models, based on the
seminal ideas of Dolev and Yao [14], which represent cryptographic primitives in an
abstract way. This is justified by the so-called perfect cryptography assumption which
states that the intruder has no means to break the cryptographic primitives themselves,
and that he can hence break security only by exploiting logical flaws in the protocol.
In symbolic models, messages of the protocol are represented by terms in an ab-
stract algebra. The motivation of this abstraction was the simplification and even
automation of the analysis and the proof of security protocols. Since the assumption
of perfect cryptography is not always realistic, some properties of cryptographic prim-
itives (a survey can be found in [13]) have been taken into account in logical models
by the means of equational theories on the terms.
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2In this paper we concentrate on static equivalence, a standard notion of indistin-
guishability of sequences of terms originating from the applied pi calculus [3]. Intu-
itively static equivalence asks whether or not an attacker can distinguish between two
sequences of messages, later called frames, by exhibiting a relation which holds on one
sequence but not on the other. Static equivalence provides an elegant means to express
security properties on pieces of data, for instance those observed by a passive attacker
during the run of a protocol. In the context of active attackers, static equivalence has
also been used to characterize process equivalences [3] and off-line guessing attacks
[12,5]. There now exist exact [2,6,10], and approximate [1] algorithms to decide static
equivalence for a large family of equational theories.
Our ultimate goal is to develop combination methods for deciding static equiva-
lence, that is to develop means to algorithmically reduce a static equivalence problem
modulo some equational theory to some other static equivalence problems modulo
simpler equational theories.
Contribution of this paper. We exhibit criteria on equational theories allowing sim-
plifications for the decision of static equivalence. The kind of simplification we describe
is the removal of a particular symbol which we call a valve. More precisely, given
a sorted signature, a valve is a function symbol taking arguments of respective sorts
s1, . . . , sk and yielding a result of sort s. Moreover, it is the only function symbol which
allows to build terms of sort s out of terms of any of the sorts s1, . . . , sk. Signatures
of this kind occur when representing cryptographic primitives using elements of two
distinct algebraic structures and a mapping function from one structure to the other.
A concrete example occurs in the bilinear pairing operation [8,15,17]. We will use this
operation as a running example throughout the paper.
We show that under some conditions a valve can be removed from the terms in the
frames on which we want to decide static equivalence, and from the equational theory.
Hence our purpose is dual. First we show that deciding static equivalence of a pair of
frames involving a given valve can be reduced to the decision of static equivalence of
pairs of frames without this symbol. Second, we show that deciding static equivalence on
a pair of frames, not involving a given valve f , in the presence of an equational theory
involving f , can be done in the presence of two other, generally simpler equational
theories without f . Obviously this cannot be done in general and the first step of this
work consists in identifying sufficient conditions on equational theories for which this
kind of reduction is possible. The result is illustrated by reducing the decision of static
equivalence for an equational theory modelling bilinear pairings between two groups
to the decision of static equivalence for groups, yielding a new decidability result.
A different combination problem for deciding static equivalence was studied in [4],
namely the combination of disjoint equational theories. On the one hand we do not
require the two simpler signatures obtained by the reduction to be disjoint, on the
other hand we are working in a well-sorted setting.
One may also mention [9] where a notion of mode is used to state a hierarchy on
terms allowing to obtain a combination result for non disjoint theories. This result
however differs from ours as it studies the problem of deducibility in the presence of an
active attacker, not static equivalence. A technical difference is that unlike sorts, the
notion of mode does not impose constraints on the terms, it only describes them and
is mainly used to define a notion of locality.
Structure of the paper. In Section 2 we introduce our formal model. Section 3
presents the running example used throughout the paper. In Section 4 we introduce
the concepts of valve and reducibility. Section 5.1 is dedicated to the presentation of
3our reduction results. We give a first syntactic criterion for the applicability of our
reduction results in Section 6, and conclude in Section 7.
A preliminary version of this paper appeared in [18]. This full version contains all
detailed proofs and considers a generalized notion of valves which can take arguments
from a set of distinct sorts, rather than a single sort.
2 Model
2.1 Sorted term algebras
A sorted signature (S ,F) is defined by a set of sorts S = {s, s1, s2, . . . } and a set of
function symbols F = {f, f1, f2, . . . } with arities of the form arity(f) = s1×· · ·×sk → s
where k ≥ 0. If k = 0 the symbol is called a constant and its arity is simply written s.
We fix an S-indexed family of sorted names N = (Ns)s∈S where Ns = {ns1, ns2, . . . }
and an infinite ordered set of sorted variables X .
The set of terms of sort s is defined inductively by :
t ::= term of sort s
| x variable x of sort s
| n name n of sort s
| f(t1, . . . , tk) application of symbol f ∈ F
where each ti is a term of sort si and arity(f) = s1 × · · · × sk → s. The set of terms
T (F ,N ,X ) is the union of the sets of terms of sort s for every s ∈ S . We denote by
sort(t) the sort of term t. We write var(t) and names(t) for the set of variables and
names occurring in t, respectively. A term t is ground iff var(t) = ∅. The set of ground
terms is denoted by T (F ,N ).
We extend the notion of arity to terms as follows. If t is a ground term of sort s then
arity(t) = s, otherwise arity(t) = s1 × · · · × sn → s if the ordered sequence x1, . . . , xn
of variables of t are of sort s1, . . . , sn respectively.
We write |t| for the size of t, i.e. the number of symbols of t.
A context C is a term with distinguished variables sometimes called holes. It can be
formalized as a lambda-term of the form λx1. . . . .λxn.tC where the xi may appear or
not in tC . For the sake of simplicity, in most cases we simply write C[x1, . . . , xn] instead
of λx1. . . . .λxn.tC as well as C[t1, . . . , tn] instead of (. . . (λx1. . . . .λxn.tC)t1 . . . )tn.
Hence C[t1, . . . , tn] is simply the result of replacing each xi by ti. A context is public
if it does not involve any name.
The positions Pos(t) of a term t are defined as usual by Pos(u) = {Λ} when
u ∈ N ∪ X and Pos(f(t1, . . . , tn)) = {Λ} ∪ {i · pi | 1 ≤ i ≤ n, pi ∈ Pos(ti)} otherwise.
The subterm of t at position p is written t|p, and the replacement in t at position p by
u is written t[u]p.
A substitution σ written σ = {x1 7→ t1, . . . , xn 7→ tn} with domain dom(σ) =
{x1, . . . , xn} is a mapping from {x1, . . . , xn} ⊆ X to T (F ,N ,X ). We only consider
well sorted substitutions in which xi and ti have the same sort. A substitution σ is
ground if all ti are ground. The application of a substitution σ to a term t is written tσ.
2.2 Equational theories and rewriting systems
An equation is an equality t = u where t and u are two terms of the same sort.
An equational theory E is a finite set of equations. We denote by =E the smallest
4congruence relation on T (F ,N ,X ) such that tσ =E uσ for any t = u ∈ E and for any
substitution σ. We say that a symbol f is free in E if f does not occur in E.
A term rewriting system R is a finite set of rewrite rules l→ r where l ∈ T (F ,N ,X )
and r ∈ T (F ,N , var(l)). A term u ∈ T (F ,N ,X ) rewrites to v by R, denoted u→R v if
there is a rewrite rule l → r ∈ R, a position p and a substitution σ such that u|p = lσ
and v = u[rσ]p. We write →
∗ for the transitive and reflexive closure of →. Given a set
of equations E, u rewrites modulo E by R to v, denoted u→R/E v, if u =E t[lσ]p and
t[rσ]p =E v for some context t, position p in t, rule l → r in R, and substitution σ.
R is E-terminating if there are no infinite chains t1 →R/E t2 →R/E . . . . R is E-
confluent iff whenever t→R/E u and t→R/E v, there exist u
′,v′ such that u→∗R/E u
′,
v →∗R/E v
′, and u′ =E v
′. R is E-convergent if it is E-terminating and E-confluent.
A term t is in normal form with respect to (R/E) if there is no term s such that
t →R/E s. If t →
∗
R/E s and s is in normal form then we say that s is a normal form
of t. When this normal form is unique (up to E) we write s = t ↓R/E .
2.3 Substitutions and frames
A frame is an expression φ = νn˜φ.σφ where n˜φ is a set of bound names, and σφ
is a substitution. |φ| is the size of φ, i.e. the number of elements in dom(σφ). σφ is
called the underlying substitution of φ. We extend the notation dom to frames by
dom(νn˜.σ) = dom(σ). We write φ =α ψ when the frames φ and ψ are equal up to
alpha-conversion of bound names. For two frames φ = νn˜φ.σφ and ψ = νn˜ψ.σψ with
dom(φ) ∩ dom(ψ) = ∅ and n˜φ ∩ n˜ψ = ∅ we write φψ for their disjoint composition
defined as φψ = ν(n˜φ ∪ n˜ψ).σφσψ. Note that n˜φ ∩ n˜ψ = ∅ can always be obtained
by alpha-conversion of the bound names of φ and ψ. The sort of a frame φ is the
set S = {sort(x)|x ∈ dom(φ)}, and we say that φ is S-sorted. The application of a
context C on a frame φ = νn˜.{x1 7→ t1, . . . , xn 7→ tn} is denoted Cφ and defined as
C[t1, . . . , tn].
For simplicity, we only consider frames φ = νn˜.{x1 7→ t1, . . . , xn 7→ tn} that bind
every name in use, that is, for which n˜ = names(t1, . . . , tn). Note that even when a
name n is bound it may still be disclosed by a frame, for instance when the substitution
contains a mapping x 7→ n (see also Example 1).
2.4 Static equivalence
Definition 1 (equality in a frame [2]) We say that two terms M and N are equal
in a frame φ for the equational theory E, and write (M =E N)φ, if and only if for
some νn˜.σ =α φ with n˜ ∩ (names(M) ∪ names(N)) = ∅ we have that Mσ =E Nσ.
Definition 2 (static equivalence [2]) Two frames φ and ψ are statically equivalent
for the equational theory E, written φ ≈E ψ, iff dom(φ) = dom(ψ), and for all terms
M and N , we have (M =E N)φ if and only if (M =E N)ψ.
For two frames φ and ψ, two terms M,N such that (M =E N)φ and (M 6=E N)ψ,
or (M 6=E N)φ and (M =E N)ψ, are called distinguishers of φ and ψ.
5Example 1 Consider the signature ({data}, {enc, dec, 0, 1}) where enc and dec are two
binary function symbols and 0, 1 are constants. The equational theory E consists of
the single equation
dec(enc(x, y), y) = x
and intuitively models symmetric encryption. Let
φ1 = νk.{x1 7→ enc(0, k), x2 7→ k} and φ2 = νk.{x1 7→ enc(1, k), x2 7→ k}
We have that φ1 6≈E φ2 because (dec(x1, x2) =E 0)φ1 and (dec(x1, x2) 6=E 0)φ2. Let
ψ1 = νs, k.{x1 7→ enc(s, k), x2 7→ k} and ψ2 = νs, k, k
′.{x1 7→ enc(s, k), x2 7→ k
′}
Again we have that ψ1 6≈E ψ2 because the test (enc(dec(x1, x2), x2) =E x1) holds in
ψ1 but not in ψ2. However, if we take the equational theory E
′ defined by
E′ = E ∪ {enc(dec(x, y), y) = x}
we obtain that ψ1 ≈E′ ψ2.
3 Running example
We will illustrate our specific definitions and lemmas by a running example involving
two distinct algebraic groups G1 and G2 and a pairing operation e mapping two ele-
ments of G1 to an element of G2. A concrete definition in a cryptographic setting can
be found in [8]. In general, a pairing operation maps elements of an additive group to
elements of a multiplicative group in the following way.
e : G1 ×G1 → G2
e(ag1, bg2) = e(g1, g2)
ab
In some protocols, e.g. [15], one has in fact g1 = g2. We use this assumption in order to
simplify our notations. Moreover, we use a multiplicative notation to represent elements
of G1, e.g. we write exp1(x) for both xg1 and xg2.
Let SBP be the set of sorts {R,G1, G2}, R is the sort of the exponents of a chosen
generator of the Gi, and G1 (resp. G2) are the sorts of the elements of the groups G1
(resp. G2). Let FBP be the following set of symbols:
+, · : R×R→ R addition, multiplication of exponents
− : R→ R inverse of exponents
0R, 1R : R constant exponents
expi : R→ Gi i ∈ {1, 2} exponentiation
∗i : Gi ×Gi → Gi i ∈ {1, 2} multiplication in Gi
e : G1 ×G1 → G2 pairing
We will write ∗ instead of ∗i, the sort of ∗ being always clear from the context. As a
convenient shortcut we sometimes write ti for t ∗ . . . ∗ t (i times). The properties of
these function symbols are defined by the following equational theory EBP.
x+ y = y + x 0R + x = x
(x+ y) + z = x+ (y + z) x+ (−x) = 0R
x · y = y · x x · (y + z) = (x · y) + (x · z)
(x · y) · z = x · (y · z) 1R · x = x
6expi(x) ∗i expi(y) = expi(x+ y) i ∈ {1, 2}
e(exp1(x), exp1(y)) = exp2(x · y)
This signature and this equational theory represent operations realized in protocols
where the exchanged messages are elements of the groups Gi. The symbol e represents
a pairing operation.
Example 2 Bilinear pairing is a central primitive of the Joux protocol [15], a three
participant variation of the Diffie-Hellman protocol. It implicitly relies on the decisional
Bilinear Diffie-Hellman Assumption (BDH) which can be formally modelled using static
equivalence as follows:
νa, b, c, r.{x1 7→ exp1(a), x2 7→ exp1(b), x3 7→ exp1(c), y1 7→ exp2(a · b · c)}
≈EBP
νa, b, c, r.{x1 7→ exp1(a), x2 7→ exp1(b), x3 7→ exp1(c), y1 7→ exp2(r)}
4 Valves and reducibility
The main result of our paper concerns signatures involving a special function symbol
which we call a valve. Intuitively, as it is suggested by the name, a valve f is a symbol
that allows to go into one direction, but such that there is no way to go back. More
exactly, a valve f takes arguments of sorts s1, . . . , sk, and yields a result of sort s, such
that no term of sort si has a subterm of sort s.
We borrow here some useful notions from graph theory.
Definition 3 (Signature graph) Let (S ,F) be a sorted signature. The graph G(S ,F)
is the directed labelled graph (V,E) where V = S and E ⊆ V ×V ×F . We write r
f
−→ s
for (r, s, f) ∈ E and require that sort(f) = s1 × . . .× sk → s and si = r for some i.
We recall that a path in a graph is a sequence of edges such that for two consecutive
edges r
f
−→ s and r′
f ′
−→ s′ we have s = r′. When S1 and S2 are sets of vertices we say
that there exists a path from S1 to S2 iff there exist s1 ∈ S1, s2 ∈ S2 such that there
is a path from s1 to s2.
Definition 4 (valve) A symbol f of arity s1 × . . .× sk → s is a valve iff
1. for every path pi from {s1, . . . , sk} to {s} in G(S ,F) there is a j, 1 ≤ j ≤ k, such
that pi contains sj
f
−→ s;
2. and there is no path from {s} to {s1, . . . , sk}.
In other words, f is a valve iff every path from {s1, . . . , sk} to {s} contains exactly
one f . When f of arity s1 × . . .× sk → s is a valve, we also say that f is a valve from
{s1, . . . , sk} to s.
Example 3 Let us consider the sorted signature (SBP,FBP) introduced in our running
example in Section 3. The signature graph G(SBP,FBP) is given in Figure 1. The
symbol e is a valve from {G1} to {G2} as G1
e
−→ G2 lies on every path from {G1} to
{G2}, and since no path leads from {G2} to {G1}. We also have that exp1 is a valve
from {R} to {G1}. However, exp2 is not a valve from {R} to {G2} as the sequence
R
exp1
−−−→ G1, G1
e
−→ G2 is a path from {R} to {G2} not involving exp2.
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G1
G2
exp1
e
exp2
∗1
∗2
· + −
Fig. 1 The signature graph G(SBP,FBP).
f
C1
t1 tn
Ck
t1 tn
s
s1 sk
r1 rn r1 rn
=E D(r, C)
T1(r)
t1 tn
Tm(r)
t1 tn
s
s s
r1 rn r1 rn
Fig. 2 Reducibility. Grey objects are of sort s1, . . . , sn, while clear objects are of sort s. The
choice of the Ti only depends on the sorts r = r1, . . . , rn, while the choice of D depends both
on the contexts C = C1, . . . , Ck and the sorts r.
We are now able to present the central notion of reducibility.
Definition 5 (reducible) Let f be a valve of arity s1 × . . .× sk → s. An equational
theory E is reducible for f iff for every n ≥ 0 and sorts r1, . . . , rn ∈ {s1, . . . , sk} there
exist m public contexts T1[x1, . . . , xn], . . . , Tm[x1, . . . , xn] of arity r1 × . . . × rn → s
such that for all k public contexts Ci[x1, . . . , xn] of arity r1 × · · · × rn → si with
1 ≤ i ≤ k there exists a public context D[y1, . . . , ym] of arity s× · · · × s→ s such that
for any ground terms t1, . . . , tn of sort r1, . . . , rn respectively we have that
f(C1, . . . , Ck)[t1, . . . , tn] =E D[T1, . . . , Tm][t1, . . . , tn]
Intuitively, reducibility for a valve f means that given a vector (r1, . . . , rn) of sorts
that are all argument sorts of f , there are finitely many maps Ti from r1 × . . .× rn to
s such that any computation of the form f(C1, . . . , Ck) can be simulated by some D
entirely inside the sort s by making use of the maps Ti. The crucial point is that the
contexts Ti depend only on the sorts r1, . . . , rn but not on the contexts Ci. A pictorial
view of this definition is given in Figure 2. We illustrate this notion by showing in
Proposition 2 the reducibility for e of the theory of our running example EBP in case
NG1 = ∅.
Proposition 1 Let f be a valve from s1, . . . , sk to s, and E an equational theory. If
for any r1, . . . , rn ∈ {s1, . . . , sk} and for any i (1 ≤ i ≤ k) the set of public contexts
Ci[x1, . . . , xn] of arity r1 × . . .× rn → si is finite then E is reducible for f .
8Proof Let r1, . . . , rn ∈ {s1, . . . , sk}, and let ni be the number of public contexts
Ci[x1, . . . , xn] of arity r1 × . . . × rn → si. We define m = n1 ∗ · · · ∗ nk contexts T
of arity r1 × . . .× rn → s as follows, where 1 ≤ ij ≤ ni for 1 ≤ j ≤ k:
Ti1,...ik [x1, . . . , xn] = f(Ci1 , . . . , Cik )[x1, . . . , xn]
Consider k public contexts Cj1 [x1, . . . , xn], . . . , Cjk [x1, . . . , xn]. We define the context
D as follows:
λy1,...,1. . . . .λynC ,...,nC .yj1,...,jn
Obviously we have that for all ground terms t1, . . . , tn of sort r that
f(Cj1 , . . . , Cjk)[t1, . . . , tn] =E D[T1,...,1, . . . , TnC ,...nC ][t1, . . . , tn]
⊓⊔
Proposition 2 EBP is reducible for e if NG1 = ∅.
Proof Let n be an integer. We define m = n+
n∗(n+1)
2 contexts
Ti = λx1. . . . .λxn.e(xi, exp1(1R)) for 1 ≤ i ≤ n
Tij = λx1. . . . .λxn.e(xi, xj) for 1 ≤ i ≤ j ≤ n
Every public context Ci[x1, . . . , xn] of arity G1 × · · · × G1 → G1 is of the form
λx1. . . . .λxn.x
ei1
1 ∗ · · · ∗ x
ein
n ∗ exp1(pi) where pi =EBP 1R + · · ·+ 1R (li times). Hence
exp1(pi) =EBP exp1(1R)
li .
Let us show by induction on the size of the contexts Ci that there exists a context
D such that for any sequence of ground terms t1, . . . , tn
e(C1, C2)[t1, . . . tn] =EBP D[T1, . . . , Tn, T11, . . . , Tnn][t1, . . . , tn]
Base case. We distinguish four cases:
1. C1 = λx1. . . . .λxn.xi and C2 = λx1. . . . .λxn.xj
For any sequence of terms t1, . . . , tn we have that
e(C1, C2)[t1, . . . , tn] = e(ti, tj)
Let D = λy1. . . . .λyn.λy11. . . . .λynn.yij . We have that e(Ci, Cj)[t1, . . . , tn] =EBP
D[T1, . . . , Tn, T11, . . . , Tnn][t1, . . . , tn].
2. C1 = λx1. . . . .λxn.xi and C2 = exp1(1R)
l
For any sequence of terms t1, . . . , tn we have that
e(C1, C2)[t1, . . . , tn] = e(ti, exp(1R)
l)
Let D = λy1. . . . .λyn.λy11. . . . .λynn.y
l
i. We have that e(Ci, Cj)[t1, . . . , tn] =EBP
D[T1, . . . , Tn, T11, . . . , Tnn][t1, . . . , tn].
3. C1 = exp1(1R)
l and C2 = λx1. . . . .λxn.xi
As C1 ∗ C2 =EBP C2 ∗ C1 this case is similar to case 2.
4. C1 = exp1(1R)
l1 and C2 = exp1(1R)
l2
We immediately conclude by defining
D = λy1. . . . .λyn.λy11. . . . .λynn.exp2(1R)
l1·l2
9Inductive case : Ci = Ci1 ∗ Ci2. Let i = 1. The case where i = 2 is similar. We note
that every term of sort R can be written as a sum of products of names of sort R.
More formally for any contexts C11[x1, . . . , xn], C12[x1, . . . , xn], C2[x1, . . . , xn], for
any terms t1, . . . tn we have that C11[t1, . . . tn] = exp1(p11), C12[t1, . . . tn] = exp1(p12)
and C2[t1, . . . tn] = exp1(p2), for some elements of sort R described as above. We note
that the equational theory implies that e(C11 ∗ C12, C2) = e(C11, C2) ∗ e(C12, C2).
By induction there are D1 and D2 such that
e(C11 ∗ C2)[t1, . . . , tn] =E D1[T1, . . . , Tm][t1, . . . , tn]
e(C12 ∗ C2)[t1, . . . , tn] =E D2[T1, . . . , Tm][t1, . . . , tn]
We conclude by defining D as D1 ∗D2. ⊓⊔
Example 4 For n = 2 we have that
T1 = e(x1, exp1(1)) T2 = e(x2, exp1(1))
T1,1 = e(x1, x1) T1,2 = e(x1, x2) T2,2 = e(x2, x2)
Let C1 = λx1λx2.x1 and C2 = λx1λx2.x2 ∗ x2 ∗ exp1(1 + 1). We define
D = λy1λy2λy1,1λy1,2λy2,2.y1,2 ∗ y1,2 ∗ y1 ∗ y1
since e(t1, t2 ∗ t2 ∗ exp1(1 + 1)) = e(t1, t2) ∗ e(t1, t2) ∗ e(t1, exp1(1)) ∗ e(t1, exp1(1)) for
any ground terms t1, t2.
Remark 1 Proposition 2 requires that we do not have names of sort G1. We argue that
this is not restrictive in the context of protocols. As we expect that terms of sort G1
represent the elements of a group with a given generator each element of the group G1
can indeed be written as exp1(r) for some element of R.
One might have expected reducibility for a symbol f to be related to being suffi-
ciently complete w.r.t. f as defined in [11].
Definition 6 (sufficiently complete) E is a sufficiently complete equational theory
with respect to f ∈ F if for every ground term t ∈ T (F ,N ) there exists a ground term
u ∈ T (F \ {f},N ) such that t =E u.
The next two lemmas show, however, that these two notions are in fact independent
of each other.
Lemma 1 Reducibility of an equational theory E for a symbol f does not imply suffi-
cient completeness of E w.r.t. f .
Proof Let S = {r, s} and F = {f}, with arity(f) = r → s, and E = ∅. We show that
E is reducible for f but not sufficiently complete w.r.t. f .
For any n ≥ 0 there exist only finitely many public contexts Ci[x1, . . . , xn] of arity
r × . . .× r → r, namely the n different contexts of the form λx1. . . . λxn.xi. Hence, E
is reducible for f by Proposition 1.
To show that E is not sufficiently complete w.r.t. f we note that f is free in E.
Hence, for any name n of sort r the term f(n) is not equivalent to some term without f .
⊓⊔
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Lemma 2 Sufficient completeness of E w.r.t. a symbol f does not imply reducibility
of E for f .
Proof We define a signature with two sorts r and s, no names, and function and
constant symbols like this:
0r : r
sr : r → r
f : r × r → s
0s : s
ss : s→ s
The function symbol f is the valve. We have the following equational theory:
f(sr(x), y) = ss(f(x, y))
f(0r, sr(y) = f(sr(y), y)
f(0r, 0r) = 0s
We identify ground terms build of only 0r and sr, as well as ground terms build only of
0s and ss, with natural numbers. In this notation one easily sees that for all n,m ∈ N:
f(n,m) = n+
m ∗ (m+ 1)
2
In particular note that E is sufficiently complete w.r.t. f since there are no names of
sort r. Now let us assume that E is reducible for f . We choose n = 1. According to
Definition 5 there exist contexts T1[x], . . . , Tm[x] of arity r → s such that for all contexts
C1[x], C2[x] of arity r → r there exists a context D[y1, . . . , ym] of arity s× . . .× s→ s
such that for all ground terms t of sort r:
LHS = f(C1[t], C2[t]) = D[T1[t], . . . , Tm[t]] = RHS (1)
Due to our choice of the signature the following holds where we write x/0r for any of
the terms x or 0r :
– Any context C[x] of arity r → r is of the form scr(x/0r) for some constant c.
According to our notation we write this as c+ x, resp. c.
– Any context Ti[x] of arity r → s is of the form s
ni
s (f(s
mi
r (x/0r), s
ki
r (x/0r))).
– Any context D[y1, . . . , ym] of arity s× . . .×s→ s is of the form λy1, . . . , ym.s
d
s(yi),
which we now write as d + yi, or of the form λy1, . . . , ym.s
d
s(0), which we simply
write as d.
Assume given the contexts Ti[x] = s
ni
s (f(s
mi
r (x/0r), s
ki
r (x/0r))). We choose C1[x] = x,
and C2[x] = s
c
r(x) for some c > ki + 1 for all 1 ≤ i ≤ m. The left-hand side of
Equation (1) evaluates to
LHS = f(C1[t], C2[t])
= f(t, c+ t)
= t+
(c+ t) ∗ (c+ t+ 1)
2
=
c2
2
+
t2
2
+ ct+
c
2
+
3
2
t
If the context D[y1, . . . , ym] is d for some constant d then Equation (1) reduces to
c2
2
+
t2
2
+ ct+
c
2
+
3
2
t = d
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which clearly cannot hold for all values t. If the context D[y1, . . . , ym] is of the form
λy1, . . . , ym.s
d
s(yi) then we obtain for the right-hand side of Equation (1)
RHS = D[T1[t], . . . , Tm[t]]
= d+ Ti[t]
≤ d+ ni + f(mi + t, ki + t)
= d+ ni +mi + t+
(ki + t) ∗ (ki + t+ 1)
2
= d+ ni +mi +
k2i
2
+
t2
2
+ kit+
ki
2
+
3
2
t
We choose t > d+ ni +mi and obtain, since c > ki + 1:
LHS =
c2
2
+
t2
2
+ ct+
c
2
+
3
2
t
>
k2i
2
+
t2
2
+ (kit+ t) +
ki
2
+
3
2
t
>
k2i
2
+
t2
2
+ kit+ (d+ ni +mi) +
ki
2
+
3
2
t
≥ RHS
which is in contradiction to Equation (1). ⊓⊔
5 Getting rid of reducible symbols
We now present the central result of our work and show that if an equational theory E
is reducible for f then it is possible to get rid of f when deciding static equivalence. In
the remainder of this paper we only consider signatures (S ,F) where f ∈ F is a valve
from {s1, . . . , sn} to s such that in G(S ,F) the only sorts accessible from {s1, . . . , sn}
are {s1, . . . , sn, s}. Consequently, the only sort accessible from s is s. This is sufficient
to cover our running example and simplifies the proofs and the presentation of our
results. Furthermore we will denote by A = {s1, . . . , sn} the set of argument sorts of
the valve symbol. We will also write {A, s} for the set A ∪ {s}.
The valve symbol f may occur at three different places:
1. in the frames,
2. in the “observations”, that is the terms M and N ,
3. and in the equational theory E.
We hence proceed in three stages: First, in Subsection 5.1, we show that deciding
static equivalence on {A, s}-sorted frames in the presence of a valve from A to s can be
reduced to deciding two equivalences, one on A-sorted frames and one on {s}-sorted
frames (Lemma 4). Then, in Subsection 5.2, we show that we may suppose that M
and N are of sort A. Finally, we conclude in Subsection 5.3 that one may even assume
that f is eliminated from the equational theory (Theorem 1). For this last step we
will require an additional property of the equational theory. As a corollary we get the
possibility of splitting the equational theory into simpler equational theories.
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5.1 Splitting frames along valves
Definition 7 (reduction) Let the equational theory E be reducible for f , where f is
a valve from A to s, and let φ = νn˜{x1 7→ t1, . . . , xn 7→ tn} be an A-sorted frame. The
reduction of φ is defined as φ = νn˜{y1 7→ T1[t1, . . . tn], . . . , ym 7→ Tm[t1, . . . tn]} where
Ti are contexts as defined in Definition 5.
We note that φ is {s}-sorted. Before giving an example illustrating the construction
of φ we define the following useful notation.
Definition 8 (restriction of a frame) Let φ = νn˜.σφ be a frame, and B ⊆ S a set
of sort symbols. The B-restriction of φ, denoted φ|B is the frame νn˜.σφ|B where σφ|B
is the substitution σφ restricted to the variables whose sort is in B.
We write shortly φ|s for φ|{s} for a single sort symbol s ∈ S .
Example 5 Let φBDH be the G1-restriction of the frames presented in Example 2:
φBDH = νa, b, c, r.{x1 7→ exp1(a), x2 7→ exp1(b), x3 7→ exp1(c)}. Using the set of
terms Ti and Tij defined in the proof of Proposition 2, we get
φBDH = νa, b, c, r.{ y1 7→ e(exp1(a), exp1(1)), y2 7→ e(exp1(b), exp1(1)),
y3 7→ e(exp1(c), exp1(1)), y11 7→ e(exp1(a), exp1(a)),
y12 7→ e(exp1(a), exp1(b)), y13 7→ e(exp1(a), exp1(c)),
y22 7→ e(exp1(b), exp1(b)), y23 7→ e(exp1(b), exp1(c)),
y33 7→ e(exp1(c), exp1(c)) }
We now prove a technical lemma which will be used to transfer tests on a frame to
tests on its reduction.
Lemma 3 Let (S ,F) be a signature such that f ∈ F is a valve from A to s, and E an
equational theory that is reducible for f . For any integer n, and for any public context
M of sort s there exists a public context M ′ such that for any {A, s}-sorted frame φ of
size n, Mφ =E M
′φ|Aφ|s.
Proof Let us show this by induction on the height ofM . IfM is a variable or a constant
then we define M ′ =M . If M = y ∈ X then y(φ|Aφ|s) = yφ since the sort of y is s. If
M = c is a constant then Mφ =E M
′φ|Aφ|s holds trivially.
If the height of M is non-null then the top symbol of M can be the valve f , or
some function symbol f ′ 6= f .
If M = f(C1[x1, . . . , xn], . . . , Ck[x1, . . . , xn]) then all variables of M are of sort A,
and henceMφ =Mφ|A where φ|A = {x1 7→ t1, . . . , xn′ 7→ tn′}. As E is reducible for f
we can define φ|A as {y1 7→ T1[t1, . . . tn′ ], . . . , ym 7→ Tm[t1, . . . tn′ ]}. By Definition 5
there exists a public context D[y1, . . . , ym] such that
f(C1, . . . , Ck)[t1, . . . , tn′ ] = D[T1, . . . , Tm][t1, . . . , tn′ ]
With M ′ = D we have that Mφ|A =E M
′φ|A, and hence Mφ =E M
′φ|Aφ|s.
If M = f ′(C1[x1, . . . , xn, y1, . . . , ym], . . . , Ck′ [x1, . . . , xn, y1, . . . , ym]) with f
′ 6= f
then sort(Ci) = s. By induction hypothesis there exist public contexts M1 . . .Mk′
such that for any {A, s}-sorted frame φ of size n, Ci′φ =E Mi′φ|Aφ|s. We define
M ′ = f ′(M1 . . .Mk′ ), and obtain Mφ =E M
′φ|Aφ|s. ⊓⊔
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The following lemma allows us to split the decision of static equivalence of {A, s}-
sorted frames into two equivalences on A-sorted frames and s-sorted frames.
Lemma 4 For any {A, s}-sorted frames φ1 and φ2 built on (S ,F), and for a valve f
from A to s, if E is a reducible equational theory for f then φ1 ≈E φ2 iff φ1|A ≈E φ2|A
and φ1|Aφ1|s ≈E φ2|Aφ2|s.
Proof Let us prove the two directions of the equivalence separately. For a frame φ we
denote the variables of φ|A by
−→xφ, the variables of φ|A by
−→yφ and the variables of φ|s
by −→zφ. As in most cases the frame φ we are dealing with is clear from the context, we
simply write −→x , −→y and −→z . We extend this notation to vectors of terms.
(⇒) If φ1 ≈E φ2, then φ1|A ≈E φ2|A and φ1|Aφ1|s ≈E φ2|Aφ2|s .
Let us first suppose that φ1|A 6≈E φ2|A. Then, w.l.o.g. there are two terms M [
−→x ]
and N [−→x ] such that (M =E N)φ1|A and (M 6=E N)φ2|A. As dom(φi|A) ⊆ dom(φi)
and dom(φ1|A) = dom(φ2|A), we have that (M =E N)φ1 and (M 6=E N)φ2, hence
φ1 6≈E φ2.
Let us now suppose that φ1|Aφ1|s 6≈E φ2|Aφ2|s. Then there exist two terms
M [−→y ,−→z ] and N [−→y ,−→z ] such that w.l.o.g. (M =E N)φ1|Aφ1|s and (M 6=E N)φ2|Aφ2|s.
As φ1|A (resp. φ2|A) is a reduction of φ1|A (resp. φ2|A) and dom(φ1) = dom(φ2),
there exists a set of terms Tj [
−→x ] such that M [−→y ,−→z ]φi|Aφi|s =E M [
−−−→
T [−→x ],−→z ]φi and
N [−→y ,−→z ]φi|Aφi|s =E N [
−−−→
T [−→x ],−→z ]φi. We then conclude thatM [
−−→
T [y],−→z ] andN [
−−→
T [y],−→z ]
distinguish φ1 and φ2.
(⇐) If φ1|A ≈E φ2|A and φ1|Aφ1|s ≈E φ2|Aφ2|s then φ1 ≈E φ2 .
Let us suppose that φ1 6≈E φ2. Hence there exist two termsM [
−→x ,−→y ] and N [−→x ,−→y ]
such that w.l.o.g. (M =E N)φ1 and (M 6=E N)φ2. As (M =E N)φ1, M and N have
the same sort. We consider both cases :
If sort(M) ∈ A, as the only sort transition possibility is directed from A to s (by
the second item of the lemma), all variables of M are of sort A. Hence, M and N
distinguish φ1|A and φ2|A.
If sort(M) = s, as dom(φ1|A) = dom(φ2|A) by Lemma 3 there exists terms M
′
and N ′ such that Mφi =E M
′φi|Aφi|s and Nφi =E N
′φi|Aφi|s, for i ≤ 2. Then if M
and N distinguish φ1 and φ2 then w.l.o.g. (M =E N)φ1 and (M 6=E N)φ2. Hence,
(M =E N)φ1|Aφ1|s and (M 6=E N)φ2|Aφ2|s. ⊓⊔
5.2 Getting rid of the valve in obervations
By the following definition we identify a sufficient condition to get rid of the symbol f
for deciding static equivalence between frames that do not involve this symbol. In the
following section we exhibit a syntactic condition that is sufficient to obtain such a
theory.
Lemma 5 Let φ1 and φ2 be two A-sorted frames, E an equational theory, and f a
valve from A to a distinct sort s, which is free in E. If for any two terms M , N of
some sort in A we have that (M =E N)φ1 iff (M =E N)φ2, then for any two terms
M and N of sort s, (M =E N)φ1 iff (M =E N)φ2.
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Before proving this lemma we will
– introduce some useful notations borrowed from [7],
– recall Lemma 6 from [7],
– state and prove Lemma 7.
Given u = f(u1, . . . , un) where f is free and a name a of the same sort as u, the
cutting function cutu,a is defined recursively as follows: cutu,a(u) = u if u is a variable
or a name, and
cutu,a(g(t1, . . . , tk)) =

a if g = f, k = n and ∀1 ≤ i ≤ n, ui =E ti
g(cutu,a(t1), . . . , cutu,a(tk)) otherwise
Thus, the effect of the function cutu,a(t) is to substitute in a top down way subterms
of t equal to u modulo E with a. In the case where f is a valve, the effect of cutu,a(t)
is to substitute every subterm of t equal to u modulo E with a.
Lemma 6 ([7]) Let E be an equational theory where f is free. Let u = f(u1, . . . , un)
be a term such that f is a free symbol. Let a be a name of the same sort as u. For any
two terms M and N ,
M =E N implies cutu,a(M) =E cutu,a(N)
Lemma 7 Let φ1 and φ2 be two A-sorted frames, f a valve from A to s and E an
equational theory where f is free. If for any two terms M ′ and N ′ of some sort in A
we have that M ′φ1 =E N
′φ1 iff M
′φ2 =E N
′φ2, then for any two terms M and N of
sort s headed by f , Mφ1 =E Nφ1 iff Mφ2 =E Nφ2.
Proof Let M = f(CM1 , . . . , C
M
k ) and N = f(C
N
1 , . . . , C
N
k ). As f is free Mφ1 =E Nφ1
iff CMi φ1 =E C
N
i φ1. As for any two terms M
′ and N ′ of some sort in A we have that
(M ′ =E N
′)φ1 iff (M
′ =E N
′)φ2, in particular C
M
i φ1 =E C
N
i φ1 iff C
M
i φ2 =E C
N
i φ2.
Again, as f is free CMi φ2 =E C
N
i φ2 iff Mφ2 =E Nφ2. ⊓⊔
We are now able to give the proof of Lemma 5.
Proof The proof will be done in 3 steps:
1. We first define two replacement functions σ1 (resp. σ2) defined on pairs (α, p) where
α identifies M (or N) and p is a position in (Mφ1) (or Nφ1) (resp. Mφ2, Nφ2)
such that Mφ1|p (or Nφ1|p) is headed by f . The co-domain of σ1 (resp. σ2) is a
set of fresh names w.r.t. φ1 (resp.φ2).
2. Given that for all terms M,N of some sort in A we have that Mφ1 =E Nφ1 iff
Mφ2 =E Nφ2 we show that Mφ1σ1 =E Nφ1σ1 iff Mφ2σ2 =E Nφ2σ2. More
precisely we show that Mφ1σ1 =E Mφ2σ2 and Nφ1σ1 =E Nφ2σ2 which direclty
implies the previous statement.
3. Then we show that Mφi =E Nφi iff Mφiσi =E Nφiσi for i ∈ {1, 2}. For this
we first show that σ1 (resp. σ2) corresponds to a sequence of cutting function
applications, and we use Lemma 6 and the fact that σ1 and σ2 are bijective.
The conjunction of the assertions of step 2 and 3 implies that for any two terms
M , N of sort s, (M =E N)φ1 iff (M =E N)φ2.
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Step 1. Let us define σ1 and σ2. We consider a set of fresh names of the form aα,β
where α ∈ {M,N} and β ∈ Pos(M) ∪ Pos(N). Intuitively, the functions σi replace a
same (up to =E) term f(C1, . . . , Ck) by a same fresh name aα,β . Here α, β identifies
the first occurence of f(C1, . . . , Ck) during a breadth-first traversal of Mφi followed
by a breadth-first traversal of Nφi. More formally we define the total order < on
the cartesian product {M,N} × Pos(M) ∪ Pos(N) as follows. Let p1 and p2 be two
positions in Pos(M) ∪ Pos(N). (α1, p1) < (α2, p2) iff
– α1 =M and α2 = N ,
– or |p1| < |p2|,
– or |p1| = |p2| and p1 <lex p2 where <lex is the lexicographic order.
Note thatM (resp.N) is of the form CM[f(C
1
M1, . . . , C
1
Mk), . . . , f(C
m
M1, . . . , C
m
Mk)]
(resp. CN [f(C
1
N1, . . . , C
1
Nk), . . . , f(C
l
N1, . . . , C
l
Nk)]) where all variables ofM (resp. N)
are in the f(CiM1, . . . , C
i
Mk) (resp. f(C
i
N1, . . . , C
i
Nk)) and contexts CM, CN , C
i
Mj , C
i
N j
do not contain f . We then have that
Mφi = CM[f(C
1
M1, . . . , C
1
Mk)φi, . . . , f(C
m
M1, . . . , C
m
Mk)φi]
Nφi = CN [f(C
1
N1, . . . , C
1
Nk)φi, . . . , f(C
l
N1, . . . , C
l
Nk)φi]
We write Pos(Mφi) ∪ Pos(Nφi)|f for the set of positions of Mφi, Nφi headed by f .
Hence we can do the following remarks.
Remark 2 We have that Pos(Mφ1)|f = Pos(Mφ2)|f = Pos(M)|f and Pos(Nφ1)|f =
Pos(Nφ2)|f = Pos(N)|f .
Remark 3 We have that for each position p ∈ Pos(M)|f there exists i such that
Mφ1|p = f(C
i
M1, . . . , C
i
Mk)φ1 and Mφ2|p = f(C
i
M1, . . . , C
i
Mk)φ2 and for each posi-
tion p ∈ Pos(M)|f there exists i such that Nφ1|p = f(C
i
N1, . . . , C
i
Nk)φ1 and Nφ2|p =
f(CiN1, . . . , C
i
Mk)φ2.
We define σi on the domain M × Pos(M)|f ∪ N × Pos(N)|f (Remark 2). We
denote by τ the function associating M to M and N to N . Let (α, p) ∈ dom(σi) and
(α′, p′) be the minimal element such that τ (α′)φi|p′ =E τ (α)φi|p. Then we have that
σi((α, p)) = aα′,p′ .
For any termM , we writeMφiσi for the termMφi[σi((M, p))]p for p ∈ Pos(M)|f .
Step 2. We now show that for any prefix p of an element of Pos(τ (α))|f we have that
τ (α)|pφ1σ1 = τ (α)|pφ2σ2. In the particular case where p = Λ we immediately have
that τ (α)φ1σ1 = τ (α)φ2σ2. We show this by a decreasing induction on the length of p.
Base case : p is maximal. As in this case p ∈ Pos(τ (α))|f , we have that Cα|p is a
variable. Let (α′, p′) be the minimal pair such that τ (α′)φ1|p′ =E τ (α)φ1|p. Then, by
definition of σ1 we have that τ (α)|pφ1σ1 = aα′,p′ .
By remark 3, there exist i, i′ such that τ (α)φ1|p = f(C
i
α1, ..., C
i
αk)φ1, τ (α)φ2|p =
f(Ciα1, ..., C
i
αk)φ2, τ (α
′)φ1|p′ = f(C
i′
α′1, ..., C
i′
α′k)φ1 and τ (α
′)φ2|p′ = f(C
i′
α′1, ..., C
i′
α′k)φ2.
By Lemma 7, as τ (α′)φ1|p′ =E τ (α)φ1|p, we have that τ (α
′)φ2|p′ =E τ (α)φ2|p.
Suppose there exists a pair (α′′, p′′) < (α′, p′) such that τ (α′′)φ2|p′′ =E τ (α)φ2|p.
By a similar reasoning as above he have that τ (α′′)φ1|p′′ =E τ (α)φ1|p contradicting
the fact that (α′, p′) is the minimal pair such that τ (α′)φ1|p′ =E τ (α)φ1|p. Hence,
τ (α)|pφ2σ2 = aα′,p′ and τ (α)|pφ1σ1 = τ (α)|pφ2σ2.
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Inductive case. We suppose that the property holds for all positions p1, . . . , pn ∈
Pos(τ (α))|f of which p is a prefix. It is immediate that the property also holds for
p.
Step 3. We show by induction on the number of names in the co-domain of σi that there
is a sequence cutu1,a1 , . . . , cutun.an with Mφiσi = cutun,an(. . . (cutu1.a1(Mφi)) . . . )
and Nφiσi = cutun,an(. . . (cutu1.a1(Nφi)) . . . ).
Base case. There are no names in the co-domain of σi. Hence σi is empty andMφiσi =
Mφi, and Nφiσi = Nφi.
Inductive case. Let us consider the name aα,p such that for any name aα′,p′ in the
co-domain of σi (α, p) > (α
′, p′). We write σi \ aα,p the function σi where we have
removed the elements of the form (t, aα,p) for some t and σi|aα,p the set of elements
of σi of the form (t, aα,p) for some t. By induction we have that there is a sequence
of cutu1,a1 , . . . , cutun.an such that Mφiσi \ aα,p = cutun,an(. . . (cutu1.a1(Mφi)) . . . )
and Nφiσi \ aα,p = cutun,an(. . . (cutu1.a1(Nφi)) . . . ). By definition of σi if there are
several pairs (α1, p1), . . . , (αn, pn) mapped to aα,p, it means that τ (α1)φi|p1 = · · · =
τ (αn)φi|pn = τ (α1)φi|p and we also have that τ (α1)φi|p1 is headed by f by definition
of σi. Hence applying σi|α,p is identical to applying cutτ(α)φi|p,aα,p . As Mφiσi =
Mφiσi \ aα,pσi|α,p. As Mφσi \ aα,p = cutun,an(. . . (cutu1.a1(Mφi)) . . . ), we have that
Mφiσi = cutτ(α)φi|p,aα,p(cutun,an(. . . (cutu1.a1(Mφi)) . . . )). We do the same for N .
By iterating Lemma 6 we have that if Mφi =E Nφi then Mφiσi =E Nφiσi. On
the other hand, as σ1 is bijective we have that ifMφiσi =E Nφiσi thenMφi =E Nφi.
(It is sufficient to replace the fresh names we introduced by the terms at the position
determined by their pre-image by σi). Hence Mφi =E Nφi iff Mφiσi =E Nφiσi. As
Mφ1σ1 =E Mφ2σ2 and Nφ1σ1 =E Nφ2σ2, we haveMφ1σ1 =E Nφ1σ1 iffMφ2σ2 =E
Nφ2σ2. Hence Mφ1 =E Nφ1 iff Mφ2 =E Nφ2. ⊓⊔
5.3 Getting completely rid of the valve
Definition 9 (sufficient equational theory) Let (S ,F ⊎{f}) be a sorted signature
and E an equational theory. An equational theory E′ is sufficient for E without f iff
for any terms u, v ∈ T (F ,N ), u =E v iff u =E′ v and E
′ does not involve f .
Theorem 1 Let E be an equational theory on the sorted signature (S ,F ⊎ {f}) such
that
– f is a valve from A to s,
– E is a reducible equational theory for f ,
– E is sufficiently complete w.r.t. f .
If there exists an equational theory E′ sufficient for E without f then for any {A, s}-
sorted frames φ1 and φ2, we have that φ1 ≈E φ2 iff φ1|A ≈E′ φ2|A and φ1|Aφ1|s ≈E′
φ2|Aφ2|s.
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Proof We suppose that φ1 ≈E φ2. By Lemma 4 we have that φ1|A ≈E φ2|A and
φ1|Aφ1|s ≈E φ2|Aφ2|s.
We will show that
φ1|A ≈E φ2|A(p) ∧ φ1|Aφ1|s ≈E φ2|Aφ2|s(q)
⇔
φ1|A ≈E′ φ2|A(p1) ∧ φ1|Aφ1|s ≈E′ φ2|Aφ2|s(q1)
We will prove the three following assertions separately :
(1)¬q ⇔ ¬q1 (2)¬p⇒ ¬p1 ∨ ¬q1 (3)¬p1 ⇒ ¬p
The conjunction of these three assertions implies the fact that (p ∧ q)⇔ (p1 ∧ q1).
(1) φ1|Aφ1|s 6≈E φ2|Aφ2|s iff φ1|Aφ1|s 6≈E′ φ2|Aφ2|s
As φ1|Aφ1|s 6≈E φ2|Aφ2|s there exist two terms M and N distinguishing φ1|Aφ1|s
and φ2|Aφ2|s. As E is sufficiently complete w.r.t. f , there exist M and N that
do not involve any occurrence of f . As E is sufficiently complete w.r.t. f we can
suppose that frames φ1|Aφ1|s and φ2|Aφ2|s do not involve f . Hence Mφi|Aφi|s
and Nφi|Aφi|s also do not involve f . As E
′ is sufficient for E without f we have
that Mφi|Aφi|s =E Nφi|Aφi|s iff Mφi|Aφi|s =E′ Nφi|Aφi|s. Hence φ1|Aφ1|s 6≈E′
φ2|Aφ2|s.
(2) if φ1|A 6≈E φ2|A then φ1|A 6≈E′ φ2|A or φ1|Aφ1|s 6≈E′ φ2|Aφ2|s
Let M and N be two terms distinguishing φ1|A and φ2|A.
If M is of some sort in A, as f is a valve, we can suppose w.l.o.g. that M , N , φ1|A
and φ2|A do not involve any f . Hence Mφi|A and Nφi|A do not involve f . As E
′
is sufficient for E without f we have that Mφi|A =E Nφi|A iff Mφi|A =E′ Nφi|A.
Hence φ1|A 6≈E′ φ2|A.
If M is of sort s, by Lemma 3 there exist terms M ′ and N ′ such that Mφi|A =E
M ′φi|A and Nφi|A =E N
′φi|A. As f is a valve and E is sufficiently complete
w.r.t. f , M ′ and N ′ do not involve any symbol f . By sufficient completeness
of E w.r.t. {f}, we can consider frames φ1|A and φ2|A that do not involve f ,
M ′φi|A and N
′φi|A do not involve f either. As E
′ is sufficient without f we
have that M ′φi|A =E N
′φi|A iff M
′φi|A =E′ N
′φi|A. Hence φ1|A 6≈E′ φ2|A and
φ1|Aφ1|s 6≈E′ φ2|Aφ2|s.
(3) if φ1|A 6≈E′ φ2|A then φ1|A 6≈E φ2|A
As φ1|A 6≈E′ φ2|A there exist terms M and N distinguishing φ1|A and φ2|A.
If there are no terms M and N of some sort in A distinguishing φ1|A and φ2|A,
by Lemma 5 there are no terms of sort s distinguishing φ1|A and φ2|A. Hence if
φ1|A 6≈E′ φ2|A then there are terms M and N distinguishing φ1|A and φ2|A of
some sort in A.
If M is of some sort in A, as f is a valve, M , N , φ1|A and φ2|A do not involve
any f . Hence Mφi|A and Nφi|A do not involve f . As E
′ is sufficient without f we
have that Mφi|A =E′ Nφi|A iff Mφi|A =E Nφi|A. Hence φ1|A 6≈E φ2|A. ⊓⊔
Remark 4 Let us notice that, by item (1) of the proof of Theorem 1 in case φ1|Aφ1|s 6≈E
φ2|Aφ2|s, and if we do the same assumptions on equational theories and signatures as
in Theorem 1, we obtain that if φ1|Aφ1|s 6≈E′ φ2|Aφ2|s, then it is distinguishable by
contexts M and N where M and N do not involve f .
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We denote by E−A the equational theory E without equations of sort in A.
Corollary 1 Let E be an equational theory on the sorted signature (S ,F ∪ {f}) such
that (i) f is a valve, (ii) E is a reducible equational theory for f , and (iii) E is suf-
ficiently complete w.r.t. f . If there exists an equational theory E′ sufficient for E
without f then for any {A, s}-sorted frames φ1 and φ2, we have that φ1 ≈E φ2 iff
φ1|A ≈E′−s φ2|A and φ1|Aφ1|s ≈E′−A φ2|Aφ2|s.
Proof By Theorem 1, we have φ1 ≈E φ2 iff φ1|A ≈E′ φ2|A and φ1|Aφ1|s ≈E′ φ2|Aφ2|s.
By Lemma 5, we have that if for any two terms M and N of some sort in A
(M =E N)φ1 iff (M =E N)φ2, then for any two termsM andN of sort s, (M =E N)φ1
iff (M =E N)φ2. Hence it is sufficient to consider terms of sorts in A to decide static
equivalence between φ1|A and φ2|A. As f is a valve, for any term M no subterms of
M are of sort s. We can consider only E′−s to decide static equivalence between φ1|A
and φ2|A.
Let us show that φ1|Aφ1|s ≈E′ φ2|Aφ2|s iff φ1|Aφ1|s ≈E′−A φ2|Aφ2|s.
φ1|Aφ1|s 6≈E′ φ2|Aφ2|s iff there are two terms M and N distinguishing φ1|Aφ1|s
and φ2|Aφ2|s. By Remark 4, there existM and N that do not involve any symbol f . As
E is sufficiently complete w.r.t. f we can suppose that frames φ1|Aφ1|s and φ2|Aφ2|s
do not involve f . Hence Mφi|Aφi|s and Nφi|Aφi|s do not involve f either. As f is a
valve we have that Mφi|Aφi|s and Nφi|Aφi|s do not involve subterms of any sort in
A. So we have that Mφi|Aφi|s =E′ N
′φi|Aφi|s iff Mφi|Aφi|s =E′−A Nφi|Aφi|s. Hence
φ1|Aφ1|s 6≈E′−A φ2|Aφ2|s. ⊓⊔
6 A criterion for sufficient equational theories
In this section we make a first attempt to find sufficient criteria for applying Theorem 1.
Future work includes finding broader criteria. We also briefly explain how our running
example fits this criterion.
Definition 10 (decomposition) A pair (R, E′) is a decomposition of an equational
theory E iff
– E′ is an equational theory,
– R is a rewriting system convergent modulo E′,
– for any terms u and v u =E v iff u ↓R/E′= v ↓R/E′ .
Definition 11 (exclusively define) Let (S ,F⊎{f}) be a sorted signature. A rewrit-
ing system R exclusively defines f if any term in normal form modulo R/E′ is in
T (F ,N ) and if for any rewrite rule l → r ∈ R, f appears in l.
Lemma 8 Let (S ,F ⊎ {f}) be a signature. If a theory E on this signature has a de-
composition (R, E′) and if R exclusively defines f then E′ is sufficient for E without f .
Proof Let u and v be two terms not involving f . As R exclusively defines f and as
u and v do not involve any f symbol, no rule of R can be applied. Hence u =E v iff
u =E′ v. ⊓⊔
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Example 6 (continued) We defineRBP to be the rewriting system obtained by orienting
the rule e(exp1(x), exp1(y)) = exp2(x · y) from left to right, and E
′
BP
the equational
theory EBP without this rule. We remark that (R, E
′
BP
) is a decomposition of EBP and
it is easy to see that R exclusively defines e.
Corollary 2 If the sets of names of sorts G1 and G2 are empty then static equivalence
for EBP is decidable for {G1, G2}-sorted frames.
Proof As RBP exclusively defines e, by Lemma 8, we have that E
′
BP
is sufficient for
EBP without e. By Proposition 2 we have that EBP is reducible for f . Finally, as the
sets of names of sorts G1 and G2 is empty, EBP is sufficiently complete w.r.t. e. Hence
by Corollary 1, for two frames φ1 and φ2, φ1 ≈E φ2 iff φ1|G1 ≈E
′−G2
BP
φ2|G1 and
φ1|G1φ1|G2 ≈E
′−G1
BP
φ2|G1φ2|G2 .
As E
′−G2
BP
and E
′−G1
BP
correspond both to the classical equational theory modelling
Diffie-Hellman, which is known to be decidable [16] for frames whose only names are of
sort R we have that static equivalence is decidable for EBP on {G1, G2}-sorted frames.
⊓⊔
7 Conclusion and future work
In this paper we have defined the notions of valve and reducibility which allow to sim-
plify equational theories for the decision of static equivalence. This constitutes a first
step towards finding generic criteria. Our results apply to the case of bilinear pairing.
We believe that this result may apply to other situations where several algebraic struc-
tures are used in the model of the same cryptographic operator. In the short term we
are investigating the following directions:
(1) We are trying to identify criteria for reducibility which are easier to decide.
Even on our quite simple example, proving reducibility is a bit technical. Hence we
are trying to determine either syntactic criteria on the equational theory, or more
classical properties as a constrained form of sufficient completeness, that would imply
reducibility.
(2) In this paper we have analyzed the case where there is only one reducible
valve in an equational theory. Extending reducibility to the case where several valves
belong to the theory seems possible. However it requires defining a priority order on
the reductions of the different valves.
An interesting open question in the context of bilinear pairing also arises when we
do not restrict frames to be {G1, G2}-sorted, i.e., when we allow terms of type R in the
frame. To the best of our knowledge there exist no (un)decidability results for static
equivalence (and even for deduction) without this restriction. Even in the case of the
simpler Diffie-Hellman equational theory these questions are open.
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