Introduction

50
Visual stimulus representation depends on recurrent and lateral connectivity in populations of 51 visual cortical neurons. Recurrent connectivity, especially of local inhibitory cells, gives rise 52 to oscillatory synchronization. The oscillatory synchronization of pairs of visual cortical 53 neurons has been found to depend on the specific characteristics of visual stimulation, such as 54 co-linearity, common fate and other Gestalt principles. Likewise, rhythmic neuronal 55 synchronization in specific frequency ranges has been found to reflect stimulus properties like 56 contrast, velocity, size and eccentricity (Engel et al., 1990; Gray et al., 1989; Singer and Gray, 57 1995), as well as cognitive variables, such as attention (Fries et al., 2001 ). Understanding how 58 visual features, at one end, and whole visual scenes, at the other, are represented by the 59 population activity of visual areas is essential for improving our understanding of sensory 60 coding. Such knowledge can help us develop realistic schemes for sensory processing, as well 61 as enhance our ability to read-out brain activity in real time, in order to develop brain-62 machine interfaces (BMIs). We sought here to systematically assess the degree to which oscillatory synchrony in the LFP 75 reflects characteristics of visual stimulation across a broad range of stimulus properties: 76 orientation, direction of motion, absolute stimulus position, eccentricity and polar angle, as 77 well as the identity of natural images. In intracortical microelectrode recordings, we directly 78 compared the amount of information related to low-level visual features (orientation and 79 direction of motion) retrievable from LFP power and simultaneously recorded spike-rate 80 estimates from V1 populations. We found that comparable amounts of information were 81 present in the spike rate and the local pattern of oscillatory power in two frequency bands: the 82 alpha-beta band and the gamma band. In subdural electrocorticography (ECoG) recordings, it 83 was possible to decode stimulus position as well as the identity of natural images in the same 84 frequency bands, suggesting that the pattern of oscillatory synchrony across early visual areas 85 may reflect global aspects of stimulation. By combining data from different recording 86 techniques and viewing conditions, we were able to demonstrate that the same two frequency 87 bands robustly indicate both low-level and holistic features of visual stimulation. 88
RESULTS
89
We investigated the extent to which characteristics of visual stimulation were recoverable in 90 specific frequency bands of the LFP. In order to evaluate the generality of our findings, we 91 combined intracortical multi-electrode recordings from primary visual cortex of 3 awake, 92 behaving monkeys with recordings from large-scale ECoG grids covering large portions of 93 one hemisphere in 3 additional, behaving monkeys. Across a variety of stimulus features, 94 viewing contexts, recording techniques, and 6 monkeys, we found that power in two 95 frequency bands reliably had the most stimulus-related information. These two bands, 96 centered between 10-20 Hz and 40-120 Hz exhibited distinct temporal dynamics that were 97 reproducible across recording techniques, decoded feature and stimuli. The 10-20 Hz band 98 exhibited fast, transient performance that was largely attenuated during the sustained period 99 of stimulation. In contrast, power in the band between 40-120 Hz showed both fast, transient 100 performance, as well as sustained performance through the duration of the stimulus. 101
Time-frequency dynamics of orientation and direction information and classification 102 error 103
In order to evaluate the quality of stimulus-related information carried by the LFP, we 104 investigated the representation of orientation and direction from localized moving gratings. 105
To do this, we first computed single trial estimates of spectral power in a time-resolved 106 manner. We then applied naïve-Bayes classification to our single-trial power estimates inorder to produce a prediction of the desired feature given the power at a specific point in time 108
and for a specific frequency. This resulted in training a single decoder for each point in the 109 time-frequency plane, which could estimate stimulus position based on the spatial pattern of 110 LFP power at a given frequency. The details of the decoder we used and how we applied it 111 are available in the Materials and Methods section. We were able to compare the information 112 available in the LFP to the spiking activity of small groups of neurons recorded from the same 113 electrodes. We found that two frequency bands carried the most information related to both 114 the orientation and direction of moving gratings. The temporal dynamics of the two bands 115 were distinct, with the alpha-beta band showing a phasic increase in information immediately 116 following stimulation and the gamma band showing sustained information throughout 117 stimulus presentation (Fig. 1A shows information about stimulus orientation, averaged across 118 53 sessions in 3 monkeys (Monkey J: 21 sessions, Monkey L: 26 sessions, Monkey N: 6 119 sessions), chance = 1/8 (12.5%); Fig. 1C shows information from the same data about the 120 direction of stimulus motion, chance = 1/16 (6.25%)). While some individual sessions had 121 comparable amounts of information in the LFP and the MUA (Fig. 1C, F) , across all sessions, 122 the accuracy of the decoder based on gamma band power was about 5% less in absolute terms 123 than that based on MUA. channels, so that the number of features was identical across decoders. In addition, we limited 127 analysis to sessions with at least 3 electrodes containing both MUA and LFP (range = 3-9, 128 mean = 4.2 electrodes). 129
Given that the LFP and MUA activity contained stimulus information in such a specific 130 manner, we next investigated the size of errors made during misclassifications. The 131 distributions of error sizes across the trials of one example session for both LFP and MUA 132 decoding of orientation are displayed in Fig. 2A and B. Both the LFP and MUA are able to 133 classify the orientation of a given stimulus with high accuracy, and errors are in general 134 clustered around the veridical orientation. The distribution of error sizes across the trials of 135 the same session for both LFP and MUA decoding of direction are displayed in Fig. 2C and 136 D. Like for orientation, errors in the estimation of direction from LFP and MUA are both 137 small, with the interesting fact that LFP shows a higher incidence for decoding the movement 138 in the opposite direction. Finally, we quantified the error in orientation decoding across the 139 population of sessions and monkeys in a time-resolved fashion, as the average distance in 140 radians from the veridical stimulus orientation. The time resolved average error for LFP is 141 shown in Fig. 2E and that for MUA is shown in Fig. 2F . Errors were in general less than 1.75 142 radians for LFP and 1.5 radians for the MUA.
Comparison of LFP versus MUA on a single-trial basis 144
Next, we assessed the degree to which the decoded stimulus orientation co-varied between 145
MUA and LFP on a trial-by-trial basis, and as a function of time after stimulus onset. The 146 circular correlation across single trials, between stimulus orientation decoded from LFP and 147 MUA is shown in Fig. 3A as a time-frequency plot around stimulus onset. The observed 148 correlation is specific to the frequency bands showing the highest degree of stimulus 149 specificity, though the absolute value of correspondence is moderate, suggesting that 150 independent information may be carried by the two measures of local activity. Despite the 151 moderate correlation in decoded stimulus orientation, errors in MUA and LFP decoding co-152 occurred relatively frequently, perhaps due to a common dependence on the animal's arousal. 153 shows that trials that resulted in an error when decoding orientation from the LFP also 155 resulted in an error when decoding based on the MUA 60-70% of the time. The blue curve 156
shows that trials that resulted in an error when decoding the orientation from the MUA also 157 resulted in an error when decoding based on the LFP 75% of the time. 158
Retinotopic selectivity of ECoG signals 159
We next evaluated the amount of stimulus position information available from the ECoG 160 . We 171 also determined the degree to which recording sites contained information about visual 172 eccentricity (Fig. 4D ) or polar angle (Fig. 4E) . The sites containing visual information were 173 stable across absolute position, eccentricity and polar angle. We selected those sites for 174 further analyses (V1/V2: 68 sites in monkey P, 32 in monkey K; V4/TEO: 17 sites in each 175 monkey).
Frequency specificity of positional information 177
After confirming that power in the LFP could differentiate the position of visual stimuli, we 178 investigated whether this effect was broadband, occurring similarly across many frequencies, 179 or whether it occurred for specific, band-limited rhythms. We limited this analysis to visually 180 driven recordings sites (determined from broadband power). misclassified trials and found that within the two frequency bands of highest accuracy, the 225 mean distance of error trials was less than 1.5 degrees of visual angle. 226
Spatial pattern of positional decoding weights 227
To further understand the operation of our decoder, we investigated the spatial pattern of the 228 read-out weights across V1 and V4. The decoder uses recording sites as features and fits a 229 probability distribution for each recording site and stimulus position. After decoder training, 230 each stimulus position is associated with a weight matrix assigning each recording site a 231 value, the magnitude of which determines how a specific site contributes to the coding of a 232 specific stimulus position. Decoding of a given stimulus position typically relied on a locus of 233 recording sites reflecting the underlying retinotopic organization. The read-out weights for a 234 specific stimulus location and all time-frequency bands of high accuracy are shown in Fig.  235 7A. Because the read-out weights of our decoder correspond to the degree to which LFP 236 power from a recording site is able to provide useful information about stimulus position, we 237 reasoned that our decoder could be tapping into the retinotopic organization of visual cortex 238 in estimating stimulus position. Therefore, in order to compute the retinotopy of the ECoG 239 recordings from V1, V2, V4 and TEO, we grouped the 60 stimulus locations according to 240 eccentricity or polar angle. For each recording site, we assigned the eccentricity and polar 241 angle of the stimulus position for which that site had the largest read-out weight. The 242 eccentricities and polar angles of those stimulus positions are shown for each recording site in 243 the two areas, as well as differences in areal size and magnification factor, leading to 264 differences in spatial resolution. 265
In both areas, we were able to perform significantly above chance level using only the 266 information from a single recording site. The performance of individual recording sites in 267 both areas are shown in Fig. 8C . Again, the increased accuracy of positional information in 268 V1 is evident from the single recording site analysis. These results suggest that V1 neurons, 269 while being retinotopically organized, nevertheless carry information about visual stimulation 270 occurring far from their classical receptive field. Alternatively, high single recording site 271 performance could be due to the subset of stimuli lying near the classical receptive field, i.e. 272
in Fig. 4B , the set of stimuli having a non-zero intersection. In order to decide between these 273 options, we performed an analysis for single recording site performance restricted to stimuli 274 more than 2.5 visual degrees outside of the classical receptive field defined for each site. For 275 this analysis, the number of stimuli was limited to 20 and we used the 45 most or least 276 eccentric V1 recording sites. As shown in Fig. 8D , many single channels were able to 277 determine the position of the stimulus with performance 2-3x greater than expected by 278 chance. The maximally performing channel achieved four times chance performance. This 279 was also true of the average across all tested recording sites (mean single-channel 280 performance different from chance, two-sided t-test, p=0.003). The fact that individual 281 channels have information that allows relatively accurate performance across the sampled 282 visual quadrant suggests that the LFP may reflect more global aspects of stimulation.
Classification of natural scene and object identity from LFP 284
Finally, we investigated the presence of stimulus specific patterns of LFP power in V1 and 285 V4 during viewing of natural images. We estimated time-resolved single-trial power for V1 286 and V4 sites acquired while two monkeys viewed a static natural image. We limited our 287 analysis to images that were repeated at least 10 times so that we had enough stimulus 288 repetitions to train a decoder. The monkeys fixated while waiting for a natural image to 289 appear and we were able to determine the identity of the image with peak accuracy above 290 60% (chance level = 1/16 (6.25%)). The results of the time-frequency resolved decoding of 291 natural image identity are presented in Fig. 9 . Critically, the same frequency bands that had 292 the greatest position, orientation and direction information also had the greatest information 293 about natural scene and object identity. Analysis was limited to the period starting 200 ms 294 prior to stimulus onset and proceeding up to the first saccade. This was necessary due to the 295 trial design: prior to stimulus presentation, monkeys fixated a small dot in the center of the 296 screen, resulting in a stable image position across trials. However, after stimulus onset, they 297 were free to move their eyes, and they typically initiate a saccade away from the fixation 298 point after 200-300 ms. It was not possible to classify images after the initial saccade, because 299 each saccade moved the image on the retina in an unpredictable manner, not reproduced 300 across trials. The fact that similar frequency bands contain a high degree of stimulus specific 301 information also during natural image viewing, suggests that the spatial pattern of band-302 limited activity across whole cortical areas accurately encodes the identity of visual scenes. 303
Discussion
304
In summary, we found two frequency bands that reliably contained the most stimulus-related 305 information across a variety of stimulus features, viewing contexts, recording techniques, and 306 monkeys. By combining datasets from intracortical microelectrode recordings and from large-307 scale electrocorticography, we were able to demonstrate the robust existence of stimulus-308 specific information in the band-limited power of the LFP. By comparing the performance of 309 decoders trained on the population rate vector and those trained on the band-limited power of 310 LFP, we were able to directly compare stimulus-related information available from the LFP to 311 that in the MUA. Overall, similar amounts of stimulus-related information were in the alpha-312 beta and gamma bands as was in the spike rate. Further, in the case of stimulus-position 313 decoding, the pattern of activity learned by the trained decoders was organized according to 314 areal topography, suggesting that these weights might provide a means to construct functional 315 maps in early sensory areas and potentially also higher order areas (Mante et We found the greatest amounts of stimulus-related information in two distinct frequency 325 bands across multiple low-level visual features, as well as natural image identity. These two 326 bands, the alpha-beta and the gamma band, most likely reflect different sources. Due to the 327 temporal profile, as well as the frequency content of the alpha-beta band, it likely reflects the 328 visual evoked potential (Schroeder et al., 1995) . Gamma band power showed two distinct 329 patterns of information-rich activity across stimulus features, recording techniques and 330 viewing conditions. One was relatively broadband (~ 60-160Hz), with short latency, and a 331 brief duration. This broadband gamma was followed by a gamma that was narrower-band, 332 had a longer latency and was sustained throughout stimulus presentation for most features and 333 contexts. The transient, broadband gamma activity likely reflects a mixture of rhythmic and 334 non-rhythmic components. The rhythmic component reflects the same gamma rhythm that is 335 also present during the sustained phase, but that is of higher frequency after the salient 336 stimulus onset (Fries, 2015) . This gamma rhythm might vary in breadth on every trial, as 337 bandwidth often scales with peak frequency (Buzsáki, 2006 ). In addition, its peak frequency 338 might change with changes in stimulus and the animal's state (Jia et 2008). We estimate that the genuinely non-rhythmic components play a minor role in our 345
LFPs from microelectrodes and ECoG, because stimulus decoding was most successful for 346 the spectrally limited gamma band. 347
The decoding of natural stimulus identity succeeded for power in a short time period and a 348 relatively broad spectral band. This broad spectral band likely does not reflect an early, 349 transient peak of neuronal PSPs and APs. PSPs lead to 1/f power and therefore, decoding 350 carried by PSPs should also exhibit a 1/f spectral distribution, which is not consistent with 351 (Frien et al., 2000) . For orientation, the 378 tuning was significant for both LFP and MUA and particularly sharp for the gamma band. In 379 contrast, none of the recording sites was direction selective for any one of the frequency 380 bands, even though MUA was analyzed, which has a particularly high spatial specificity. 381
When we decode LFP power from three to eight electrodes, accuracy for stimulus direction is 382 well above chance level (2.5x for the gamma band and 3.2x for MUA). Thus, the use of 383 several simultaneously recorded LFPs in conjunction with decoding algorithms seems to 384 provide a more sensitive approach to quantify the information present in measures of neural 385 activity as compared to tuning-curve based approaches. In addition, the spatial specificity of 386 the recorded signal appears to be less relevant than one might assume. The ECoG electrodes 387 used here were 1 mm in diameter and placed merely onto the cortical surface. This is a great 388 advantage for potential BMI applications in which brain damage needs to be minimized and More work is needed to determine the extent to which the spatial distribution of LFP reflects 426 bottom-up features of the sensory stimulus (Lowet et al., 2015) , such as local indices of 427 contrast, orientation, or luminance, and to which extent it reflects lateral or feed-back activity 428 which constrains the bottom up signal into a fixed percept (Bastos et al., 2015) . It will also beimportant to determine the extent to which the information contained in spike rates and LFP 430 are redundant and the degree to which they carry synergistic information, though some work 431 already suggest they are non-redundant (Belitski et al., 2008) degrees per second. Grating drift directions were generated randomly from a total of 16 481 directions (steps of 22.5). The stimuli were centered over the receptive fields within a circular 482 aperture of 8.08 degree. After the monkey acquired fixation, there was a pre-stimulus baseline 483 of 800-1,000 ms, after which the stimulus was presented for 800-1,400 ms. To obtain a 484 reward, monkeys had to release the lever within 500 ms after the fixation point had changed 485 color. Trials were aborted upon fixation breaks, or when the lever was released before the 486 color change. Eye position was monitored continuously by a search coil system (DNI; Crist 487
Instruments) with a temporal resolution of 2 ms. 488 ECoG implantation, both the bone and the dural flap were placed back and secured in place. 500
ECoG recordings 489
Techniques and Signal Preprocessing
ECoG electrodes covered numerous brain areas, including superficial parts of areas V1, V2, 501 V4 and TEO. As mentioned in the main text, retinotopic mapping revealed two contiguous 502 maps of space, one behind the lunate sulcus for areas V1/V2, and another one between the 503 lunate and the superior temporal sulcus for areas V4/TEO. For simplicity, we refer to ECoG 504 sites in the V1/V2 map as V1, and to sites in the V4/TEO map as V4. After a recovery period 505 of approximately 3 weeks, neuronal recordings commenced. Signals obtained from the 506 electrode grid were amplified 20 times by eight Plexon headstage amplifiers, then low-pass 507 filtered at 8 kHz and digitized at 32 kHz by a Neuralynx Digital Lynx system. LFP signals 508 were obtained by low-pass filtering at 250 Hz and down-sampling to 1 kHz. Power-lineartifacts were removed by digital notch filtering. The actual spectral data analysis included 510 spectral smoothing that rendered the original notch invisible. 511
Visual Stimulation for Receptive Field Mapping 512
Stimuli and behavior were controlled by the software CORTEX. Stimuli were presented on a 513 cathode ray tube (CRT) monitor at 120 Hz non-interlaced. When the monkey touched a bar, a 514 gray fixation point appeared at the center of the screen. When the monkey brought its gaze 515 into a fixation window around the fixation point (0.85 degree radius in monkey K; 1 degree 516 radius in monkey P), a pre-stimulus baseline of 0.8 s started. If the monkey's gaze left the 517 fixation window at any time, the trial was terminated. Several sessions (either separate or 518 after attention-task sessions) were devoted to the mapping of receptive fields, using 60 519 patches of drifting grating, as illustrated in Fig. 4B . Gratings were circular black and white 520 sine waves, with a spatial frequency of 3 cycles/degree and a speed of 0.4 degrees/s. Stimulus 521 diameter was scaled between 1.2 and 1.86 degrees to partially account for the cortical 522 magnification factor. Receptive field positions were stable across recording sessions (Bosman 523 et al., 2012) . 524
Visual Stimulation for Natural Images 525
In separate recordings sessions, two of the animals (monkey P and A) were required to fixate 526 for 0.63 s on a fixation point (0.12 by 0.12° black square) centered on a gray background, 527 after which a natural image was presented, which was again centered on the background 528 screen. We used 49 grayscale images and 16 color images, with grayscale and color images 529 presented in separate sessions. Grayscale images subtended 16-by-16°, and color images 530 18.5-by-18.5°. Grayscale images were shown for 3.5-6 s (flat random distribution), and color 531 images for 1.5 s. Once the image had appeared on the screen, the monkey could view it 532 freely. If the monkey kept its gaze on the image as long as it was presented, it was given a 533 juice reward after stimulus offset. Because this task was very easy for the monkeys, almost 534 every trial was rewarded. Each grayscale image was presented for an average of 15 trials, and 535 each color image for an average of 22 trials. Eye position was recorded with an infrared 536 camera system (Thomas Recording ET-49B system) at a sampling rate of 230 Hz. Unless 537 stated otherwise, we selected electrodes over V1 and V4 that were strongly driven by stimuli 538 within the central 4° of eccentricity. Due to placement of the ECoG grid onto the dorsal parts 539 of V1 and V4 in the left hemisphere, receptive fields were in the lower right visual quadrant. 540
Correspondingly, we accepted analysis epochs when the gaze of the monkey was at least 4° 541 away from the lower and the right border of the natural image for at least 90% of the epoch 542 duration. This ensured that the responses of the recorded sites were due to the natural image 543 rather than the screen background or the edge of the image. In monkey P (monkey A), weused 43 (42) electrodes on V1 and 16 (14) on V4. The assignment of electrodes to visual 545 areas was based on intraoperative photographs and brain atlases, and used primarily sulcal 546 landmarks. For most of the electrodes, the area assignment was unequivocal. Yet, some of the 547 most anterior electrodes assigned to V1 might as well be over V2, and the most lateral 548 electrodes assigned to V4 might as well be over the temporal-occipital area (TEO). Exclusion 549 of those electrodes left the results qualitatively unchanged. 550
Data Analysis General 551
All analyses were performed in MATLAB (MathWorks) using FieldTrip (Oostenveld et al., 552 2011) (http://fieldtrip.fcdonders.nl). For the ECoG datasets, we calculated local bipolar 553 derivatives, i.e., differences (sample-by-sample in the time domain) between LFPs from 554 immediately neighboring electrodes. We refer to the bipolar derivatives as ''sites.'' Bipolar 555 derivation removes the common recording reference, which is important when analyzing 556 power correlations and/or coherence. Subsequently, per site and individual epoch, the mean 557 was subtracted, and then, per site and session, the signal was normalized by its standard 558 deviation. These normalized signals were pooled across sessions with identical stimulus and 559 task, unless indicated otherwise. In order to select visually selective recording sites, an 560 ANOVA was computed across frequencies. Time-frequency resolved power was computed 561 for the LFP by multiplying the time-domain data by a Hann taper in over-lapping windows of 562 a length scaled to the frequency of interest (3 cycles/window) in step sizes of 1 Hz and 10 ms. 563
Spike Rate 564
All MUA analysis was performed on the spike density calculated from all threshold-crossings 565 on a given electrode. Spike density was computed on a single-trial basis by convolving the 566 binary spike time-series by a Gaussian kernel with a standard deviation of 10 ms. Each trial 567 consisted of 3-9 individual time-series from independent electrodes. Each binary time-series 568 was separately convolved with the kernel in order to derive a continuous variable, which 569 divided by the time window, led to a time-varying spike density estimate. 570
Naïve-Bayes Decoding 571
Single-trial estimates of power or spike density for each condition were used to train a 572 probabilistic decoder using the Gaussian naïve Bayes algorithm. Naïve Bayes applies Bayes' 573
Theorem with the assumption that features are independent in order to estimate P(X|Y), the 574 probability of feature X, given condition Y. The feature vector was composed of one time 575 window (for MUA decoding) or time-frequency (for LFP decoding) across recording sites. 576
For the Gaussian case, the decoder estimates a mean and standard deviation of each feature 577 (recording site) and each condition (orientation, direction, position, or image identity). When with the fewest number of trials and quantified the performance on the remaining 25% of 588 trials. This avoided introducing prior biases into our decoder. We trained on 50% and 90% of 589 the available data and this did not qualitatively change our results. We used an iterated cross-590 validation approach, which allowed us to control the generalization and robustness of our 591
decoder. Values displayed for the decoding plots shown here display the mean value from 592 100 iterations of the decoder to avoid any extraneous effects of the training and test sets. 593 
