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Abstract
We study delayed cellular neural networks (DCNNs) whose state variables are governed by nonlinear integrodifferential differential
equations with delays distributed continuously over unbounded intervals. The networks are designed in such a way that the connection
weight matrices are not necessarily symmetric, and the activation functions are globally Lipschitzian and they are not necessarily
bounded, differentiable and monotonically increasing. By applying the inequality pap−1b(p − 1)ap + bp , where p denotes a
positive integer and a, b denote nonnegative real numbers, and constructing an appropriate form of Lyapunov functionals we obtain
a set of delay independent and easily veriﬁable sufﬁcient conditions under which the network has a unique equilibrium which is
globally exponentially stable. A few examples added with computer simulations are given to support our results.
© 2006 Published by Elsevier B.V.
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1. Introduction
Cellular neural networks (CNNs) with nonlinear and delay-type template elements studied by Roska and Chua [21]
have attracted a large audience of researchers due to their potential applications for solving a number of problems in
various scientiﬁc disciplines. The network which is commonly known as a delayed cellular neural network (DCNN)
denotes one of the modiﬁcations to the original network model introduced by Chua andYang [8,9]. We refer to Cao and
Zhou [6] for the mathematical model of a DCNN that consists of m interconnected neighbouring cells whose dynamical
behaviour are described by
dxi(t)
dt
= −aixi(t) +
m∑
i=1
bij fj (xj (t)) +
m∑
j=1
cij fj (xj (t − ij )) + Ii (1.1)
for i ∈ I= {1, 2, . . . , m}, t > 0 with initial states xi(s) = i (s) for i ∈ I, s ∈ [−, 0], where  = maxi,j∈I{ij } and
each i (s) is continuous for s ∈ [−, 0]. The state xi(t) of the cell i at time t is measured in terms of voltage, which
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is inﬂuenced by an external input current source Ii , and also by an input current received from a neighbouring cell j
through the nonlinear or piecewise linear output (or activation) function fj (·). The connection strengths between cells
i and j at time t and t − ij are parameterized, respectively, by the constants bij and cij . The parameter ij corresponds
to the time delay which occur during processing and transmitting a signal from the cell j to the cell i. The parameter ai
denotes the rate at which the cell i resets its potential to its resting state when isolated from other cells and inputs.
In formulating the network model (1.1), the time delays are assumed to be discrete. While this assumption is not
unreasonable, a more satisfactory hypothesis is that the time delays are continuously distributed over a certain duration
of time such that the distant past has less inﬂuence compared to the recent behaviour of the state. The duration over
which the past effects affect the current state can extend over a ﬁnite or inﬁnite interval. By incorporating this type of
time delays into the processing part of the network architecture of (1.1), the model would become
dxi(t)
dt
= −aixi(t) +
m∑
j=1
bij fj (xj (t)) +
m∑
j=1
cij fj
(∫ t
−∞
Kij (t − s)xj (s) ds
)
+ Ii ,
which for convenience can be put in the form
dxi(t)
dt
= −aixi(t) +
m∑
j=1
bij fj (xj (t)) +
m∑
j=1
cij fj
(∫ ∞
0
Kij (s)xj (t − s) ds
)
+ Ii (1.2)
for i ∈ I, t > 0 with initial values given by xi(s) = i (s) for i ∈ I, s ∈ (−∞, 0], where each i (·) is bounded and
continuous on (−∞, 0]. One may refer to the recent articles [5,7,16,17] for some theoretical investigations of neural
networks which contain distributed delays.
In (1.2), the delay kernels Kij : [0,∞) → [0,∞) denote continuous functions and they are assumed to satisfy∫ ∞
0
Kij (s) ds = 1 and
∫ ∞
0
Kij (s)e
s ds <∞ (1.3)
for some positive constant . A typical example of such delay kernels is given by Kij (s) = (sr/r!)r+1ij e−ij s for
s ∈ [0,∞), where ij ∈ (0,∞), r ∈ {0, 1, 2, . . .}. These kernels have been used in [14,19,24] for various stability
investigations and applications of neural networks. The network parameters in (1.2) are assumed to satisfy
ai ∈ (0,∞), bij , cij , Ii ∈ R for i, j ∈ I. (1.4)
We remark that the connection weight matrices [bij ]m×m and [cij ]m×m are not necessarily symmetric. The activation
functions fi : R → Rwith fi(0)=0 are assumed to be globally Lipschitzian in the sense that there exist some positive
constants Li for which
|fi(u) − fi(v)|Li |u − v| (1.5)
for i ∈ I, and any u, v ∈ R. These functions fi(·) do not have to be bounded, differentiable and monotonically
increasing. In particular, we assume that |fi(u)| → ∞ as |u| → ∞. Unbounded but globally Lipschitzian activation
functions have been used by a number of authors [11,13,25] in various stability analysis of Hopﬁeld-type and cellular
neural networks. For some insight on the application of neural networks with unbounded activation functions, the
interested reader may refer to the article [11]. Nondifferentiable piecewise linear output functions of the form f (u) =
1
2 (|u − 1| − |u + 1|), and the nonlinear output functions which are nonmonotonically increasing such as the Gaussian
and inverse Gaussian functions have been used in the circuit designs and applications of cellular neural networks. The
reader may refer to the articles [1,12,15,23] for the use of nonsymmetric connection weight matrices, and the activation
functions of type (1.5) in cellular neural networks.
When the activation functions are bounded, the existence of an equilibrium point of a neural network can be guaranteed
by the use of the well-known Brouwer’s ﬁxed point theorem. This, however, is not the case if the functions are unbounded,
and it could happen that there are no equilibrium points for the DCNN (1.2). It thus becomes the main objective of this
article, which we have dedicated in Section 2, to investigate the existence of a unique equilibrium which is a prerequisite
to the global exponential stability of the DCNN (1.2). In that section, we have obtained a set of easily veriﬁable and
delay independent sufﬁcient conditions which we later use in Section 3 to assert the global exponential stability of the
unique equilibrium point of the DCNN (1.2).
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We denote the state vector of network (1.2) by x(t) = (x1(t), x2(t), . . . , xm(t))T in which each neural state xi(·)
satisﬁes (1.2) and the associated initial condition. It is shown that this neural state vector under a certain set of sufﬁcient
conditions will approach a unique equilibrium exponentially. We employ an appropriate form of Lyapunov functionals
together with a certain type of an inequality of nonnegative real numbers in order to extract the sufﬁcient conditions.
2. Existence of unique equilibria
We denote an equilibrium of network (1.2) by the vector x∗ = (x∗1 , x∗2 , . . . , x∗m)T, where each x∗i is governed by the
algebraic system
−aix∗i +
m∑
j=1
(bij + cij )fj (x∗j ) + Ii = 0, i ∈ I. (2.1)
In obtaining the not necessarily linear algebraic system (2.1), we let xi(t) = x∗i in network (1.2) so that
0 = −aix∗i +
m∑
j=1
bij fj (x
∗
j ) +
m∑
j=1
cij fj
(∫ ∞
0
Kij (s)x
∗
j ds
)
+ Ii .
We then apply assumption (1.3) to the above in order to get system (2.1). This equilibrium is often referred to in the
literature on neural networks as an encoded pattern associated with the external input vector I = (I1, I2, . . . , Im)T.
We recall that a vector v = (v1, v2, . . . , vm)T in the Euclidean space Rm usually has the common norms ‖v‖1, ‖v‖2
and ‖v‖∞, where
‖v‖1 =
m∑
i=1
|vi |, ‖v‖2 =
(
m∑
i=1
v2i
)1/2
, ‖v‖∞ = max
1 im
|vi |.
We note that ‖v‖1 and ‖v‖2 are special cases of a more general norm ‖v‖p given by
‖v‖p =
(
m∑
i=1
|vi |p
)1/p
, where 1p<∞,
and that ‖v‖p → ‖v‖∞ if p → ∞. In this study, we will use the norm ‖v‖p, where p denotes a positive integer. This
restriction is due to the following inequality: if p denotes a positive integer and a, b denote nonnegative real numbers,
then
pap−1b(p − 1)ap + bp.
In the following lemma we prove the existence of a unique equilibrium x∗ of network (1.2) under the sufﬁcient
condition (2.2) given below. The main strategy of the proof is to construct a continuous mapping on Rm and show that
it is a homeomorphism on Rm which in turn guarantees the existence of a unique ﬁxed point of the mapping. This
technique has been used elsewhere in the literature on neural networks (see for instance [11,10,25]) wherein the usual
boundedness condition of the activation functions is removed.
Lemma 2.1. Let p denote a positive integer, and let assumptions (1.3)–(1.5) hold. Suppose there exist real numbers
i > 0 such that
ai >
p − 1
p
m∑
j=1
(|bij | + |cij |)Lj + 1
p
m∑
j=1
j
i
(|bji | + |cji |)Li (2.2)
for i ∈ I, then there exists a unique solution x∗ of the algebraic system (2.1).
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Proof. We construct a map h(x) ∈ C0(Rm,Rm) deﬁned by h(x) = (h1(x), h2(x), . . . , hm(x))T where
hi(x) = −aixi +
m∑
j=1
(bij + cij )fj (xj ) + Ii
for xi ∈ R, i ∈ I. In order for the map h to be a homeomorphism onRm, one has to show that it is an injective mapping
on Rm and it satisﬁes ‖h(x)‖p → ∞ as ‖x‖p → ∞.
Suppose, by contradiction, that the map h is not injective on Rm in the sense that there exist distinct u, v ∈ Rm for
which h(u) = h(v). In other words,
−aiui +
m∑
j=1
(bij + cij )fj (uj ) + Ii = −aivi +
m∑
j=1
(bij + cij )fj (vj ) + Ii .
By applying assumptions (1.4) and (1.5) to the above, we obtain the system
ai |ui − vi |
m∑
j=1
(|bij | + |cij |)Lj |uj − vj |
and from which we get
m∑
i=1
iaip|ui − vi |p
m∑
i=1
i
m∑
j=1
(|bij | + |cij |)Lj p|ui − vi |p−1|uj − vj |,
where i is a positive constant and p a positive integer. Upon using the inequality pap−1b(p − 1)ap + bp in the
above, we obtain
m∑
i=1
iaip|ui − vi |p
m∑
i=1
i
⎧⎨
⎩
m∑
j=1
(|bij | + |cij |)Lj (p − 1)|ui − vi |p +
m∑
j=1
(|bij | + |cij |)Lj |uj − vj |p
⎫⎬
⎭
=
m∑
i=1
i
⎧⎨
⎩(p − 1)
m∑
j=1
(|bij | + |cij |)Lj |ui − vi |p +
m∑
j=1
j
i
(|bji | + |cji |)Li |ui − vi |p
⎫⎬
⎭ ,
which in turn gives
m∑
i=1
ip
⎧⎨
⎩ai − p − 1p
m∑
j=1
(|bij | + |cij |)Lj − 1
p
m∑
j=1
j
i
(|bji | + |cji |)Li
⎫⎬
⎭ |ui − vi |p0.
By applying condition (2.2) to the above we are then led to the equality ui = vi for each i ∈ I implying that u = v.
This contradicts our choice of u and v being distinct. Hence, the map h is injective on Rm.
To prove the second property, namely ‖h(x)‖p → ∞ as ‖x‖p → ∞, we consider for convenience the map
hˆ(x) = h(x) − h(0), where
hˆi (x) = hi(x) − hi(0) = −aixi +
m∑
j=1
(bij + cij )fj (xj ) for xi ∈ R, i ∈ I.
Let us assume that ‖hˆ(x)‖p → ∞ is not true as ‖x‖p → ∞. In other words, there is a sequence {xk} such that
‖xk‖p → ∞ and ‖hˆ(xk)‖p is bounded as k → ∞. It then follows that there exists a subsequence {x0k} of {xk} such
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that ‖x0k‖p → ∞ and ‖hˆ(x0k)‖p → h as k → ∞. Now,
m∑
i=1
i |x0ik|p−1 sgn(x0ik)hˆi(x0k)
=
m∑
i=1
i |x0ik|p−1 sgn(x0ik)
⎡
⎣−aix0ik +
m∑
j=1
(bij + cij )fj (x0jk)
⎤
⎦

m∑
i=1
i
⎡
⎣−ai |x0ik|p + 1p
m∑
j=1
(|bij | + |cij |)p|x0ik|p−1Lj |x0jk|
⎤
⎦

m∑
i=1
i
⎡
⎣−ai |x0ik|p + 1p
m∑
j=1
(|bij | + |cij |)Lj (p − 1)|x0ik|p +
1
p
m∑
j=1
(|bij | + |cij |)Lj |x0jk|p
⎤
⎦
=
m∑
i=1
i
⎡
⎣−ai + p − 1
p
m∑
j=1
(|bij | + |cij |)Lj + 1
p
m∑
j=1
j
i
(|bji | + |cji |)Li
⎤
⎦ |x0ik|p
 − 
m∑
i=1
i |x0ik|p,
where
 = min
i∈I
⎧⎨
⎩ai − p − 1p
m∑
j=1
(|bij | + |cij |)Lj − 1
p
m∑
j=1
j
i
(|bji | + |cji |)Li
⎫⎬
⎭> 0.
We have
min
i∈I
{i}
m∑
i=1
|x0ik|p −
m∑
i=1
i |x0ik|p−1 sgn(x0ik)hˆi(x0k) max
i∈I
{i}
m∑
i=1
|x0ik|p−1|hˆi (x0k)|.
By applying an Hölder’s inequality to the above, we obtain
m∑
i=1
|x0ik|p
1

(
max
i∈I
{i}
/
min
i∈I
{i}
)( m∑
i=1
|x0ik|(p−1)q
)1/q( m∑
i=1
|hˆi (x0k)|p
)1/p
,
where (1/p) + (1/q) = 1, which in turn yields
‖x0k‖p
1

(
max
i∈I
{i}
/
min
i∈I
{i}
)
‖hˆ(x0k)‖p =
h

(
max
i∈I
{i}
/
min
i∈I
{i}
)
as k → ∞.
This contradicts our choice of {x0k} that satisﬁes ‖x0k‖p → ∞ as k → ∞. It then follows that the map h satisﬁes‖h(x)‖p → ∞ as ‖x‖p → ∞.
We have therefore established that the map h is a homeomorphism on Rm and this guarantees the existence of a
unique ﬁxed point x∗ of the map h. This ﬁxed point represents the solution of the algebraic system (2.1). The proof is
now complete. 
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3. Global exponential stability
We proceed in this section to analyze the global exponential stability of the unique equilibrium x∗ of network (1.2)
under the sufﬁcient condition (2.2). Let us denote
‖− x∗‖p =
[
m∑
i=1
(
sup
s∈[−∞,0]
|i (s) − x∗i |p
)]1/p
,
where 1p<∞ is an integer, and i (s) for s ∈ (−∞, 0] denote arbitrary initial values of network (1.2). Obviously
in ‖− x∗‖p, we have assumed that
sup
s∈(−∞,0]
|i (s) − x∗i |p <∞ for each i ∈ I.
We are now ready to prove the exponential stability of the equilibrium x∗ in the norm ‖ · ‖p. For the convenience of
the reader, we provide below the deﬁnition of the exponential stability.
Deﬁnition 3.1. The unique equilibrium x∗ of network (1.2) is said to be globally exponentially stable if there exist
real numbers 1 and 	> 0 for which
[
m∑
i=1
|xi(t) − x∗i |p
]1/p
e−	t‖− x∗‖p for t > 0,
where the constants , 	 are independent of the initial values of network (1.2).
For deﬁnitions of exponential stability associated with the usual norms (‖ · ‖1, ‖ · ‖2 and ‖ · ‖∞) and the general
norm ‖ · ‖p, we refer the reader to the articles [3,4,2,18,20,22]. Particularly in [22], the reader ﬁnds that this stability
is referred to as exponential p-stability.
Theorem 3.1. Let p be an integer satisfying 1p<∞, and let assumptions (1.3)–(1.5) hold. If condition (2.2) is
satisﬁed, then the equilibrium x∗ of network (1.2) is unique and globally exponentially stable.
Proof. The existence of a unique equilibrium x∗ of network (1.2) follows from Lemma 2.1. Let x(t) denote an arbitrary
solution of network (1.2). We obtain from (1.2) that
d(xi(t) − x∗i )
dt
= − ai(xi(t) − x∗i ) +
m∑
j=1
bij [fj (xj (t)) − fj (x∗j )]
+
m∑
j=1
cij
[
fj
(∫ ∞
0
Kij (s)xj (t − s) ds
)
− fj
(∫ ∞
0
Kij (s)x
∗
j ds
)]
.
By applying the upper right derivative (d+/dt)|xi(t) − x∗i | = (d/dt)(xi(t) − x∗i ) sgn(xi(t) − x∗i ) and assumptions
(1.3)–(1.5) to the above, we obtain the system
d+
dt
|xi(t) − x∗i | − ai |xi(t) − x∗i | +
m∑
j=1
|bij |Lj |xj (t) − x∗j |
+
m∑
j=1
|cij |Lj
∫ ∞
0
Kij (s)|xj (t − s) − x∗j | ds (3.1)
for i ∈ I, t > 0.
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From condition (2.2), we choose a real number 0 < 	<  such that
− ai + 	 + p − 1
p
m∑
j=1
(
|bij | + |cij |
∫ ∞
0
Kij (s)e
	s ds
)
Lj
+ 1
p
m∑
j=1
j
i
(
|bji | + |cji |
∫ ∞
0
Kji(s)e
	s ds
)
Li0 (3.2)
for all i ∈ I. Using this number 	, we deﬁne nonnegative functions wi(·), i ∈ I by
wi(t) = e	t |xi(t) − x∗i | for t ∈ (−∞,∞). (3.3)
We obtain from (3.1) and (3.3) that
d+wi(t)
dt
= 	e	t |xi(t) − x∗i | + e	t
d+
dt
|xi(t) − x∗i |
	e	t |xi(t) − x∗i | − aie	t |xi(t) − x∗i | +
m∑
j=1
|bij |Lj e	t |xj (t) − x∗j |
+
m∑
j=1
|cij |Lj
∫ ∞
0
Kij (s)e
	t |xj (t − s) − x∗j | ds,
and this gives
d+wi(t)
dt
 − (ai − 	)wi(t) +
m∑
j=1
|bij |Ljwj (t) +
m∑
j=1
|cij |Lj
∫ ∞
0
Kij (s)e
	swj (t − s) ds (3.4)
for i ∈ I, t > 0.
Next, we construct a Lyapunov functional in the form
V (t) =
m∑
i=1
i
⎛
⎝wpi (t) +
m∑
j=1
|cij |Lj
∫ ∞
0
Kij (s)e
	s
(∫ t
t−s
w
p
j (r) dr
)
ds
⎞
⎠ (3.5)
for t > 0. We shall see below that this nonnegative functional is well-deﬁned in the sense that V (t)V (0)<∞ for all
t > 0. Firstly, we observe that
V (0) =
m∑
i=1
i
⎛
⎝wpi (0) +
m∑
j=1
|cij |Lj
∫ ∞
0
Kij (s)e
	s
(∫ 0
−s
w
p
j (r) dr
)
ds
⎞
⎠
=
m∑
i=1
i
⎛
⎝wpi (0) +
m∑
j=1
j
i
|cji |Li
∫ ∞
0
Kji(s)e
	s
(∫ 0
−s
w
p
i (r) dr
)
ds
⎞
⎠

m∑
i=1
i
⎛
⎝1 + m∑
j=1
j
i
|cji |Li
∫ ∞
0
Kji(s)e
	ss ds
⎞
⎠( sup
s∈(−∞,0]
w
p
i (s)
)
.
Recall that sups∈(−∞,0]|xi(s) − x∗i |p <∞ for each i ∈ I. Furthermore, we have from assumption (1.3) and 0 < 	< 
that ∫ ∞
0
Kji(s)e
	ss ds
∫ ∞
0
Kji(s)e
s ds <∞.
Hence, V (0) is ﬁnite.
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Calculating the rate of change of V (·) along the solution of (3.4), we obtain
d+V (t)
dt
=
m∑
i=1
i
⎛
⎝pwp−1i (t)d+wi(t)dt +
m∑
j=1
|cij |Lj
∫ ∞
0
Kij (s)e
	s[wpj (t) − wpj (t − s)] ds
⎞
⎠

m∑
i=1
i
⎛
⎝− (ai − 	)pwpi (t) +
m∑
j=1
|bij |Ljpwp−1i (t)wj (t)
+
m∑
j=1
|cij |Lj
∫ ∞
0
Kij (s)e
	spw
p−1
i (t)wj (t − s) ds
+
m∑
j=1
|cij |Lj
∫ ∞
0
Kij (s)e
	s[wpj (t) − wpj (t − s)] ds
⎞
⎠

m∑
i=1
i
⎛
⎝− (ai − 	)pwpi (t) +
m∑
j=1
|bij |Lj [(p − 1)wpi (t) + wpj (t)]
+
m∑
j=1
|cij |Lj
∫ ∞
0
Kij (s)e
	s[(p − 1)wpi (t) + wpj (t − s)] ds
+
m∑
j=1
|cij |Lj
∫ ∞
0
Kij (s)e
	s[wpj (t) − wpj (t − s)] ds
⎞
⎠
=
m∑
i=1
i
⎛
⎝−(ai − 	)pwpi (t) +
m∑
j=1
|bij |Lj (p − 1)wpi (t) +
m∑
j=1
j
i
|bji |Liwpi (t)
+
m∑
j=1
|cij |Lj
(∫ ∞
0
Kij (s)e
	sds
)
(p − 1)wpi (t)
+
m∑
j=1
j
i
|cji |Li
(∫ ∞
0
Kji(s)e
	sds
)
w
p
i (t)
⎞
⎠
=
m∑
i=1
pi
⎛
⎝−(ai − 	) + p − 1
p
m∑
j=1
(
|bij | + |cij |
∫ ∞
0
Kij (s)e
	sds
)
Lj
+ 1
p
m∑
j=1
j
i
(
|bji | + |cji |
∫ ∞
0
Kji(s)e
	s ds
)
Li
⎞
⎠wpi (t)
for t > 0. By using (3.2) in the above, we have d+V (t)/dt0 for t > 0. This in turn implies that V (t)V (0)<∞ for
all t > 0.
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We obtain from (3.5) that
m∑
i=1
iw
p
i (t)V (t)
m∑
i=1
⎛
⎝i + m∑
j=1
j |cji |Li
∫ ∞
0
Kji(s)e
	ss ds
⎞
⎠
(
sup
s∈(−∞,0]
w
p
i (s)
)
for t > 0. By using (3.3) in the above, we obtain
m∑
i=1
ie
p	t |xi(t) − x∗i |p
m∑
i=1
⎛
⎝i + m∑
j=1
j |cji |Li
∫ ∞
0
Kji(s)e
	ss ds
⎞
⎠( sup
s∈(−∞,0]
|xi(s) − x∗i |p
)
,
which in turn gives
m∑
i=1
|xi(t) − x∗i |pe−p	t
m∑
i=1
(
sup
s∈(−∞,0]
|xi(s) − x∗i |p
)
(3.6)
for t > 0, where
 = max
i∈I
⎧⎨
⎩i +
m∑
j=1
j |cji |Li
∫ ∞
0
Kji(s)e
	ss ds
⎫⎬
⎭
/
min
i∈I
{i}1.
Equality (i.e.,  = 1) will follow if Kji(·) = 0 and i = 1 for all i, j ∈ I. Noting that xi(s) = i (s) for s ∈ (−∞, 0],
it then follows from (3.6) that
(
m∑
i=1
|xi(t) − x∗i |p
)1/p
e−	t‖− x∗‖p for t > 0,
where  = p√. The global exponential stability of the unique equilibrium x∗ of network (1.2) has been established,
and this completes the proof. 
4. Examples
We give two examples to demonstrate the results of Theorem 3.1. Consider the DCNN given by
x′1(t) = − 11x1(t) + f1(x1(t)) + 2f2(x2(t)) + 3f3(x3(t))
+ f1
(∫ 5
0
K11(s)x1(t − s) ds
)
+ 2f2
(∫ 20
0
K12(s)x2(t − s) ds
)
+ 2f3
(∫ 9
0
K13(s)x3(t − s) ds
)
+ 70,
x′2(t) = − 6x2(t) + f1(x1(t)) + 2f2(x2(t)) + 3f3(x3(t))
+ 0f1
(∫ 2
0
K21(s)x1(t − s) ds
)
+ 0f2
(∫ 3
0
K22(s)x2(t − s) ds
)
+ 3f3
(∫ 15
0
K23(s)x3(t − s) ds
)
+ 60,
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x′3(t) = − 8x3(t) + f1(x1(t)) + f2(x2(t)) + f3(x3(t))
+ f1
(∫ 18
0
K31(s)x1(t − s) ds
)
+ 0f2
(∫ 7
0
K32(s)x2(t − s) ds
)
+ f3
(∫ 12
0
K33(s)x3(t − s) ds
)
+ 80, (4.1)
where
K11 = 0.5e
−0.5s
1 − e−0.5(5) , K12 =
2e−2s
1 − e−2(20) , K13 =
1.5e−1.5s
1 − e−1.5(9) ,
K21 = 2.5e
−2.5s
1 − e−2.5(2) , K22 =
3e−3s
1 − e−3(3) , K23 =
4e−4s
1 − e−4(15) ,
K31 = 2.5e
−2.5s
1 − e−2.5(18) , K32 =
2e−2s
1 − e−2(7) , K33 =
5e−5s
1 − e−5(12) ,
and the activation functions are of the form fi(·)= 12 (|u− 1| − |u+ 1|), i = 1, 2, 3. Note that each delay kernel Kij (·)
satisﬁes (1.3), and each fi(·) is bounded and continuous. We observe that the network parameters do not satisfy the
sufﬁcient condition (2.2) with p = 1 = 2 = 3 = 1; they do however with p = 1, 1 = 1, 2 = 2 and 3 = 3. Fig. 1
below illustrates the exponential convergence of DCNN (4.1) towards the unique equilibrium x∗ = (5.364, 8.5, 9.375).
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Fig. 1. Solutions of (4.1) under (2.2) with p = 1, 1 = 1, 2 = 2 and 3 = 3 approaching x∗ = (5.364, 8.5, 9.375) exponentially.
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Fig. 2. Solutions of (4.2) under (2.2) with p = 3, 1 = 14 , 2 = 13 and 3 = 14 approaching x∗ = (7.875, 8.667, 10.571) exponentially.
Consider the DCNN given by
x′1(t) = − 8x1(t) + f1(x1(t)) + f2(x2(t)) + 3f3(x3(t))
+ f1
(∫ 5
0
K11(s)x1(t − s) ds
)
+ 0f2
(∫ 20
0
K12(s)x2(t − s) ds
)
+ f3
(∫ 9
0
K13(s)x3(t − s) ds
)
+ 70,
x′2(t) = − 6x2(t) + f1(x1(t)) + 2f2(x2(t)) + 2f3(x3(t)) + 2f1
(∫ 2
0
K21(s)x1(t − s) ds
)
+ f2
(∫ 3
0
K22(s)x2(t − s) ds
)
+ 0f3
(∫ 15
0
K23(s)x3(t − s) ds
)
+ 60,
x′3(t) = − 7x3(t) + 0f1(x1(t)) + 2f2(x2(t)) + 0f3(x3(t)) + f1
(∫ 18
0
K31(s)x1(t − s) ds
)
+ 2f2
(∫ 7
0
K32(s)x2(t − s) ds
)
+ f3
(∫ 12
0
K33(s)x3(t − s) ds
)
+ 80, (4.2)
with delay kernels and activation functions as in DCNN (4.1). In this case the network parameters satisfy the sufﬁcient
condition (2.2) with p = 3, 1 = 14 , 2 = 13 and 3 = 14 . Fig. 2 below illustrates the exponential convergence of DCNN(4.2) towards the unique equilibrium x∗ = (7.875, 8.667, 10.571).
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5. Some remarks
We have established the global exponential stability of a DCNN whose dynamical behaviour is described by a
system of nonlinear integrodifferential equations with delays distributed continuously over unbounded intervals and
the activation functions which are not necessarily bounded. These aspects together with the exponential p-stability
(i.e., exponential stability associated with the norm ‖ · ‖p) make the results of this article new into the literature on
cellular neural networks. We remark however that our sufﬁcient condition (2.2) resembles quite closely to the condition
obtained by Cao [3] for any positive integer p though the method of analysis used in this article relies on an inequality
which is a consequence of the geometric–arithmetic mean inequality while a Young inequality has been used in [3].
The main advantage of our results when compared to those of Cao [3] is the removal of the boundedness condition
which is commonly imposed on the activation functions.
Our asymptotic stability (since exponential implies asymptotic) results when p=2 can be included into those results
obtained by Liao et al. [17] wherein an M-matrix type of analysis was employed. While their results offer a generalization
towards the asymptotic stability of the DCNN (1.2) associated with the norm ‖ · ‖2, our sufﬁcient condition (2.2) when
p = 2 is more tractable and easily veriﬁable especially when the network contains a large number of cellular units.
Moreover, our results are not necessarily conﬁned to activation functions being differentiable and bounded which have
been assumed in [17].
Finally, the signiﬁcant of our results for any integer p1 does provide the DCNN (1.2) with a wide selection
of parametric values in order to achieve the exponential convergence. In addition, the removal of the boundedness
condition on the activation functions gives the network a wider range of applicability particularly to areas that involve
solving optimization problems which contain unbounded constraints.
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