For positive integers n and r such that r ≤ ⌊n/2⌋, we let V be a set of size n and let V r to denote the family of all subsets of V of size r. In 1961, the famous classical theorem, so called "Erdős-Ko-Rado", showed that the maximum size of subfamily of V when |V | = n = 2r + l and p = min{r, ⌈ l 2 ⌉}. This bound is proved to be sharp if and only if l = 0 and all extremal cases are characterized. At the discussion, interestingly, the asymptotic behavior of the maximum size product |A||B| is the same as that of Pyber when r is small comparing to n. That is |A||B| ≤ Θ(n 2r−2 ) when n is sufficiency large.
r whose any two members intersect is n−1 r−1 . They also rose the helpful technique so called "compression operation" to organize the structure of the subfamily and yet preserving size and intersecting property. This initiated many studies in extremal finite sets for example, in 1986, Pyber introduced the idea of cross intersecting families which aimed to find the maximum size product between two subfamilies A and B of V r when A ∩ B = ∅ for all A ∈ A and B ∈ B. He found that |A||B| ≤ n−1 r−1 2 . By this study, a simple question but challenge to answer is what happen when A and B are disjoint. In this paper, the aim is to find the maximum size product of cross intersecting subfamilies A and B of V r when A ∩ B = ∅. We give example of "disjoint" cross intersecting families which the compression operation is not applicable. We develop new technique to prove that |A||B| ≤ n r 2 /4 if l = 0, ( n r − l p ) 2 /4 if l > 0 1 Introduction
In this paper, for a natural number n, we let [n] = {1, 2, . . . , n}. For a finite set V , we let V r = {A ⊆ V : |A| = r}. Clearly, if |V | = n, then | V r | = n r . Given a family F and a set T where |T | = t. A non-empty subfamily A of F is said to be a t-star of F if for each A ∈ A, T ⊆ A. In particular, if |T | = 1, then a subfamily A is simply called a star. A graph G consists of the vertex set V (G) and the edge set
. For a subfamily A of V r , the intersecting graph G A is the graph with V (G A ) = A and vertices X, Y ∈ V (G A ) are joined by an edge if and only if X ∩ Y = ∅. An independent set S is a set of vertices which are pairwise non-adjacent. A complete k-partite graph is the graph G which V (G) is partition into k independent sets such that each vertex in each set is adjacent to all vertices in another sets.
Motivation and Challenge
One of famous problems in extremal set theory is that determining how large a subfamily A of [n] r can be when the family A is intersecting. When n 2 < r ≤ n. The problem become trivial since for any A, B ∈ [n] r , n ≥ |A ∪ B| = |A| + |B| − |A ∩ B| = 2r − |A ∩ B| > n − |A ∩ B| which implies |A ∩ B| > 0. Hence, |A| ≤ n r . When 1 ≤ r ≤ n 2 , the solution was classical result, the so called Erdős-Ko-Rado Theorem [1] .
r , then
when 1 ≤ r ≤ n 2 and the equality holds if A is a star of [n] r .
Pyber [2] generalized this study by extending to cross intersecting families. For more related results on cross intersecting families, see [3, 4, 5, 6] . Until now, there is no study on disjoint cross intersecting families.
In the study of intersecting families, there is a useful technique so called compression operation. The technique is used to organized almost all set members of the family to have less common elements but still preserve the size of family as well as intersecting property, and then, we apply induction. The technique is detailed as follows. Let A be an intersecting family and let A ∈ A. For i, j ∈ [n], we let
Then we let,
We apply this operation for all i < j repeatedly until we have the familyÂ such that δ i,j (Â) =Â for all i < j. By this operation, it can be proved that (1) |Â| = |A|, (2)Â is an intersecting family and (3) for each A, B ∈Â we have that A ∩ B ∩ [n − 1] = ∅. We see that, by (3), we can apply induction on the sets ofÂ.
However, the challenge of the study of disjoint cross intersecting families is we cannot apply this technique. The following is an example of families that the compression operation is not applicable. Let A and B be disjoint cross intersecting subfamilies of [n] r when 2r ≤ n. For each A ∈ A, B ∈ B and i, j ∈ [n], we let δ i,j (A) and δ i,j (B) be defined the same as above. Moreover, we let
It is worth noting that the condition δ i,j (A), δ i,j (B) ∈ A ∪ B and δ i,j (A), δ i,j (B) / ∈ A ∪ B are needed to preserved the "disjoint" property between ∆ i,j (A) and ∆ i,j (B). Suppose that both A = {2, 3, ..., r+1} and C = {1, r + 2, ..., 2r} are in A and B = {2, r + 2, ..., 2r} ∈ B, moreover, we suppose that {1, 3, ..., r + 1} / ∈ A ∪ B. If i = 1 and j = 2, then
So, the compression operation does not preserve intersecting property.
In this paper, for disjoint cross intersecting subfamilies A and B of [n] r , we prove that
when |V | = n = 2r + l and p = min{r, ⌈ l 2 ⌉}. This bound is proved to be sharp if and only if l = 0. We show that if n = 2r, then
and all extremal cases are characterized. In the last section, we discuss the asymptotic values of M ax([n], r) when r is small and large compare to n.
Main results
In this section, we establish the upper bound of size product of disjoint cross intersecting subfamilies A and B of [n] r .
Theorem 2 Let A, B be disjoint cross intersecting subfamilies of [n]
r when n = 2r + l for some integers n, r ≥ 1 and l ≥ 0. Then,
where p = min{r, ⌈ l 2 ⌉}. Moreover, the equality holds if and only if l = 0.
Proof. Firstly, we may prove the theorem when l = 0. Since A and B are disjoint subfamilies of
r , it follows that
Obviously, |A||B| is maximized when they are equal. Hence,
and this proves the case when l = 0. Now, we may assume that l ≥ 1. It suffices to show that, for p = min{r, ⌈ l 2 ⌉}, |A||B| < ( n r − l p ) 2 /4, in fact, it suffices to show that |A| + |B| < n r − l p . So, suppose to the contrary that
Thus, there are at most l p sets which are in [n] r \ (A ∪ B). We may let C = [n] r \ (A ∪ B). Hence, |C| ≤ l p because A and B are disjoint. The following claim is the new technique that we develop and is proved under the assumption (3).
Proof. If A ∩ B = ∅, then l = 0 and A = S 0 , S 1 = B. Hence, we may assume that |A ∩ B| = t ≥ 1.
We may let
., x t , z 1 , ..., z r−t , y 1 , ..., y r−t are 2r − t different elements of [n]. We may distinguish 2 cases.
Case 1 : ⌈ l 2 ⌉ ≥ r. Thus, p = r. We may let S 0 = A and S 2 = B. Hence,
By this choice, S 1 ∩ S 0 = ∅ and S 1 ∩ S 2 = ∅. This proves Case 1.
For some integers 0 ≤ m and 0 ≤ q < p, we let t = mp + q. We may partition sets A and B as follows. We let
Clearly, |A 1 | = · · · |A m | = p and |A m+1 | ≤ p, moreover, if t = mp, then A m+1 = ∅. We now consider the set B. When m = 0, we have that t = q. We let B 1 = {x 1 , ..., x q , z 1 , ..., , z p−q }. When m ≥ 1, we let
It is worth noting that, |B 1 | = · · · = |B m | = p and |B m+1 | ≤ p, moreover, if t = mp, then B m+1 = ∅.
Remind that our goal is to construct sets S 0 , ..., S f . However, these sets will be obtained by adding some elements to sets C 1 , ..., C 2(m+1)+1 as defined in the following. For 1 ≤ i ≤ m + 1, we let
We see that
Now, we are ready to construct the sets S 0 , ..., S 2(m+1)+1 . Firstly, let S 0 = A and S 2(m+1)+1 = C 2(m+1)+1 = B. To construct S 1 and S 2 , we distinguish 2 subcases. Subcase 2.1 : r − t < p − q. So, C 1 = ∅. We choose r elements from [n] \ S 0 to add in C 1 in order to obtain S 1 . Because |[n] \ S 0 | = l + r, there are l+r r > l r possible sets. Without loss of generality, we let
Thus, there are l−(r−t−(p−q)) p > l p possible sets. Hence, we can choose a set S among these sets which is not in C. We let S 2 = S. Subcase 2.2 : r − t ≥ p − q. In this case, |C 1 | = r − (m + 1)p. We choose (m + 1)p elements from [n] \ S 0 to add in C 1 in order to obtain S 1 . Clearly, there are n−r (m+1)p = l+r (m+1)p > l p possible sets. Hence, there exist a 1 , ..., a (m+1)p ∈ [n] \ S 0 such that {a 1 , ..., a (m+1)p , z p−q+1 , ..., z r−t } / ∈ C. We let
In order to construct S 2 , we choose p elements from [n] \ (S 1 ∪ C 2 ∪ C 3 ) to add in C 2 . Since C 2 ⊆ C 0 and S 1 ∩ C 0 = ∅, it follows that S 1 ∩ C 2 = ∅. We know that
So, there are at least l p possible sets. If there exists a set R ∈ [n]\(S1∪C2∪C3) p such that R ∪ C 2 / ∈ C, then we let
Hence, we may assume that C = {R ∪ C 2 : for all R ∈ [n]\(S1∪C2∪C3)
This implies that at least one element in {a 1 , ..., a (m+1)p } is not in C 3 \ C 1 . Without loss of generality, we let a 1 / ∈ C 3 \ C 1 . We have that {a 1 , w 2 , ..., w p } ∪ C 2 / ∈ C. Thus, we can let S 2 = {a 1 , w 2 , ..., w p } ∪ C 2 and change S 1 to be
When m = 0, we have t = q and a (m+1)p = a p . Thus, B = C 3 = S 3 , moreover, S 1 = {a 1 , ..., a p , z p−q+1 , ..., z r−t }. If a 1 , ..., a p ∈ C 3 \ C 1 , then there exists a i such that a i ∈ S 0 contradicting the choice of S 1 . Thus, there exists a i / ∈ C 3 \ C 1 and we can construct S 1 , S 2 by similar arguments as the case when m ≥ 1. This proves Case 2.
We now construct S 3 , ..., S 2(m+1) . For 1 ≤ i ≤ m, |C 2i+1 | = r − p(m − i + 1). Thus, we choose p(m − i + 1) elements from [n] \ (S 2i ∪ C 2i+1 ) to add in C 2i+1 in order to obtain S 2i+1 . Clearly, |[n] \ (S 2i ∪ C 2i+1 )| = 2r + l − (r + (r − p(m − i + 1))) = l + p(m − i + 1). Hence, there are l+p(m−i+1) p(m−i+1) > l p possible sets. So, we can choose a set T among these sets who is not in C. We let S 2i+1 = T . Now, let 2 ≤ i ≤ m+1. By the above construction, when we construct S 2i−1 , if all the p(m−(i−1)+1) elements that we choose from [n] \ (S 2(i−1) ∪ C 2i−1 ) to add in C 2i−1 are not in C 2i+1 , then |C 2i+1 \ S 2i−1 | = p. But if some of which are in, then |C 2i+1 \ S 2i−1 | < p. In both case, |C 2i+1 \ S 2i−1 | ≤ p.
In order to obtain S 2i , we choose ip elements from
We consider the case when
There are l+(i−1)p ip > l p possible sets. So, we can choose a set W among these sets which is not in C. We let
Hence, we consider the case when r − t < p − q. For 2 ≤ i ≤ m, we can construct S 2i by the same arguments as when r − t ≥ p − q. Hence, we may assume that i = m + 1. So, C 2m+2 = ∅. Therefore, we choose r elements from [n]\(S 2m+1 ∪C 2m+2 ∪C 2m+3 ). So,
There are at least r+l−p r > l r possible sets. So, there is a set U among these sets which is not in C. We let
By the choice of S k , we see that S k ∩ S k+1 = ∅ for all 0 ≤ k ≤ 2(m + 1). This proves the claim. ✷ Now, we may let A ∈ A and B ∈ B. By Claim 1, there exists a sequence of subsets A = S 0 , ..., S f = B of size r such that S k ∩ S k+1 = ∅ for all 0 ≤ k ≤ f − 1 and S i / ∈ C.
We will show that S k ∈ A for all 0 ≤ k ≤ f . Clearly, S 0 = A ∈ A. Let l = max{l : S 0 , ..., S l ∈ A}. We assume to the contrary that l < f . Remind that A ∪ B = [n] r \ C. Because S l ∩ S l+1 = ∅ and the families A, B are cross intersecting, it follows that S l+1 ∈ A contradicting the maximality of l. Thus, S k ∈ A for all 0 ≤ k ≤ f , in particular, B = S f ∈ A ∩ B. This contradicts the disjoint property of A and B. Hence, |A||B| = ( n r − l p ) 2 /4 where p = min{r, ⌈ l 2 ⌉}. This completes the proof. ✷ Next, we establish the following lemma which related to intersecting graphs of [n] r in order to characterize the extremal case in Theorem 2. 
Hence, X i is adjacent to Y j . This completes the proof. ✷ For partite sets V 1 , V 2 , ..., V k of G 1 , we let A ′ be the union of V i1 , V i2 , ..., V it where i 1 , i 2 , ..., i t is a subsequence of 1, 2, .., k such that t = k/2 when k is even and t = ⌊k/2⌋ when k is odd. Further, we let
It was proved that if r = 2 k for any k ∈ Z + then 2r−1 r−1 is even, otherwise, Proof. We may assume that n = 2r. Clearly, n r = 2r r = 2 2r−1 r−1 . In view of Theorem 2 and Observation 1, it suffices to prove that if the bounds are sharp, then the families A and B are A ′ and B ′ . We first consider the case when 2r−1 r−1 is even. Thus,
We may assume that the equality holds. Hence, Equations (1) and (4) 
We now consider the case when 2r−1 r−1 is odd. Because |A| and |B| are integers,
By similar arguments as the case when 2r−1 r−1 is even, we have A, B are A ′ , B ′ and this competes the proof. ✷
Discussions
In this section, we may discuss the asymptotic values of the upper bound of size product between two disjoint cross intersecting subfamilies of [n] r . We let M ax([n], r) : the maximum size product of two disjoint cross intersecting subfamilies of [n] r .
We first consider when r is small compare to n. So, we fix r and let n be sufficiently large. We have that p = min{r, ⌈ l 2 ⌉} = r and l = n − 2r. Thus, n r − l p = n r − n−2r r = Θ(n r−1 ). By Theorem 2, we have the following corollary. When r is large compare to n. A common example for M ax([n], r) would be obtained from the extremal case of Theorem 1. We assume that A and B are disjoint cross intersecting subfamilies of 
