Abstract. By Delzant's theorem, closed symplectic toric manifolds are classified by the images of moment maps. In the case of a generalized Bott manifold, this image is a polytope P combinatorially equivalent to the product of simplices. We compute the Gromov width of generalized Bott manifolds in terms of the defining inequalities of P .
Introduction
The Gromov nonsqueezing theorem [Gro85] asserts that the ball B 2n (r) of radius r in the Euclidean space R 2n can be symplectically embedded into the product B 2 (R) It is difficult to compute the Gromov width in general. To compute this invariant, we should find an upper bound and a lower bound separately and then check they are equal. We introduce some known methods of estimation below.
To authors' knowledge, there are only two practical ways to find upper bounds that are available in any dimension. One is to use volumes given by symplectic forms: (πr 2 ) n /n! = Vol B 2n (r) ≤ Vol M . The other way, introduced by Gromov, is to use J-holomorphic curves. Given a point p ∈ M , the existence of a certain J-holomorphic curve passing through p obstructs an embedding of a large ball whose image of the origin is p. Such existence is guaranteed when the Gromov-Witten invariant with a point insertion does not vanish, see Theorem 4.1.
Finding lower bounds is basically finding embeddings. There are methods to do this without explicit construction. One of them is to use action-angle coordinates. While the inequality defining the ball in the standard coordinates is quadratic, it becomes linear in action variables in the new coordinates. Hence it becomes easier to check whether the embedding exists. This method is most effective in the case of toric manifolds, since then we have global action-angle coordinates given by a moment map, see Proposition 3.3.
By the classification result of Delzant [Del88] , the symplectic structure of a toric manifold is completely determined by its moment polytope. Hence, in principle, all information on the symplectic structure, including the Gromov width, should be recovered from the polytope. But it seems to be out of reach for the moment to find a general formula for the Gromov width, even if we assume toric manifolds are Fano, see Example 5.4. Instead we focus on generalized Bott manifolds, the special case of toric manifolds, and compute the Gromov width in terms of the defining inequalities of the moment polytope.
To state our main theorem we introduce some notation. In the case of generalized Bott manifolds, the moment polytope P is combinatorially equivalent to a product of simplices. We label facets of P using two indices; the lower index ℓ indicates the choice of a simplex and the upper index k indicates the choice of a facet in each simplex. Let m be the number of simplices. For each 1 ≤ ℓ ≤ m, we let n ℓ denote the dimension of the simplex. Then the polytope P is written as (1.2) P = {x ∈ R n | x, u k ℓ ≤ λ k ℓ for ℓ = 1, . . . , m and k = 0, . . . , n ℓ }, for some primitive vectors u k ℓ ∈ Z n and real numbers λ k ℓ ∈ R. To simplify the notation, we set We remark that there is at least one ℓ satisfying u(ℓ) = 0 (see (2.1)), and λ(ℓ) > 0 for such ℓ. Our main theorem is the following.
Theorem 1.1. Let M be a generalized Bott manifold whose symplectic form is given by the polytope P in (1.2). Then the Gromov width is given by
Combining results by Caviedes Castro [CC16] and Fang-LittelmannPabiniak [FLP17] , the Gromov width of partial flag manifolds were recently computed. On the other hand, we do not know the general formula for the Gromov width of toric manifolds. There are some related partial results. Many of them consider the case when toric manifolds are Fano, probably because it is easier to compute the Gromov-Witten invariants. Under the Fano assumption, the upper bound given by Theorem 1.2 in [Lu06] is particularly useful. See Theorem 5.2 for the statement. This estimate can be confirmed to be sharp in many cases. Example 5.4 might be a possible candidate where such estimate is not optimal, but we do not know any method of finding a sharper bound. Moreover, even without the Fano condition, we do not know any example of a toric manifold for which this estimate is not an upper bound. We summarize these questions in Section 5. Theorem 1.1 is proved by combining Proposition 3.4 and Proposition 4.6. We essentially use the combinatorics of the moment polytope P in the proof. Lemma 2.5, which is a simple observation by the fact that P is combinatorially equivalent to the product of simplices, plays a crucial role in the proof of Proposition 3.4. This is also used in the proof of Proposition 4.6. Since we do not assume our generalized Bott manifolds to be Fano, we cannot use Theorem 5.2 to get an upper bound. Instead, we use the results on the Seidel representation by McDuff and Tolman [MT06] . The Seidel morphism is a group homomorphism
where the group structure on the target is given by the (small) quantum product. Since the quantum product is defined using the genus zero Gromov-Witten invariants, we obtain some information on the GromovWitten invariants by studying this homomorphism. Using this information together with the combinatorics of P , we obtain the same upper bound as in Theorem 5.2 without Fano assumption.
Generalized Bott manifolds
Generalized Bott manifolds are projective toric manifolds whose topology were studied in [CMS10a] and [CMS10b] . We first introduce generalized Bott manifolds as toric manifolds, and then consider symplectic structures on them. 
is a holomorphic line bundle over B j−1 for k = 1, . . . , n j and C is the trivial line bundle over B j−1 , and P(·) stands for the induced projective bundle. We call B j the j-stage generalized Bott manifold of the generalized Bott tower.
Example 2.2. Every complex projective space P n+1 is a 1-stage generalized Bott manifold. Also the product of projective spaces P n 1 +1 ×· · ·×P nm+1 is a generalized Bott manifold. When n j = 1 for all j = 1, . . . , m, the generalized Bott tower is called the Bott tower, which was first defined in [GK94] .
It is known from [Har77, Exercise II.7.9] that the Picard group of the j-stage generalized Bott manifold B j is the free abelian group of rank j for j = 1, . . . , m. Hence for each holomorphic line bundle E (k) j over B j−1 , we are given j − 1 many integers a 
Moreover there is a one-to-one correspondence between the set of maximal cones in Σ and the set S of sequences:
For a given sequence (s 1 , . . . , s m ) ∈ S, we have a maximal cone generated by ray generators
. . , n ℓ } \ {s ℓ } and ℓ = 1, . . . , m}. Since we have |S| = (n 1 + 1) · · · (n m + 1), there are (n 1 + 1) · · · (n m + 1) many maximal cones. Let B m be a generalized Bott manifold and Σ be the fan of B m . Let λ 1 , . . . , λ m be real numbers. Then the fan Σ and these real numbers define the following polytope P .
. . , m}. We remark that the total space of a projective bundle over a projective variety is a projective variety (see [CLS11, Section 7 .0]). Hence a generalized Bott manifold B m is a projective variety since B m is obtained by an iterated sequence of projectivizations. Then there exists a polytope whose normal fan is Σ by Theorem 7.2.10 in [CLS11] . Therefore there exist integers λ 1 , . . . , λ m such that the polytope in (2.4) is combinatorially equivalent to the product of simplices m j=1 ∆ n j . We describe a symplectic structure on a generalized Bott manifold B m using Delzant's Theorem which says that a Delzant polytope determines a symplectic toric manifold (see [Del88] , [CdS03, Theorem 2.1.2]). Here we call a polytope P ⊂ R n Delzant if it satisfies:
• there are n edges meeting at each vertex;
• for each vertex p, each edge is of the form p + tu i , t ≥ 0 where u i ∈ Z n and vectors u 1 , . . . , u n form a Z-basis of Z n . Suppose that λ 1 , . . . , λ m are real numbers such that the polytope P in (2.4) is combinatorially equivalent to the product of simplices m j=1 ∆ n j . Then one can easily see that the polytope P is a Delzant polytope, and moreover the normal fan of P is the fan Σ of B m . Hence we obtain a symplectic toric manifold (B m , ω) from this polytope P .
Example 2.4. Let m = 2 with n 1 = 1 and n 2 = 1. Let u 0 1 = (−1, −1), u 0 2 = (0, −1), λ 1 = 2 and λ 2 = 1. Then the polytope P ⊂ R 2 in (2.4) is defined by
As one can see in Figure 1 (2) the polytope P is combinatorially equivalent to the product ∆ 1 × ∆ 1 of simplices. Hence we obtain a symplectic toric manifold (H 1 , ω) from the polytope P .
We describe the combinatorics of the polytope P more precisely for later uses. Let {v 0 j , v 1 j , . . . , v n j j } be the set of vertices of the n j -simplex ∆ n j . A facet of the polytope P is a product of a facet of one of ∆ n j 's and the remaining simplices. Hence the set of facets of the polytope P is
where
Here f k ℓ ⊂ ∆ n ℓ is the facet which is opposite to the vertex v k ℓ ∈ ∆ n ℓ for k = 0, 1, . . . , n ℓ .
Let I be a subset of [m] := {1, . . . , m}. Consider the face (2.5)
Since the facet F k ℓ ⊂ P can be described by F k ℓ = {x ∈ R n | x, u k ℓ = 0} ∩ P for k = 1, . . . , n ℓ , we have that
The following lemma directly comes from the above observation:
satisfies that
. Then x is contained in P .
Lower bounds
In this section we find lower bounds for the Gromov width of generalized Bott manifolds. By Proposition 3.3, the existence of a symplectic embedding of a ball into the symplectic toric manifold is guaranteed by a certain polytope embedded in the moment polytope P . Although it is enough to find a simplex in P in our case, we state the proposition in a more general form for the arguments in Section 5. An explicit construction of the embedded simplex in P is given in Proposition 3.4.
We begin by recalling the Arnold-Liouville theorem (see for example [Aud04, Theorem III.3.3]). The theorem asserts that, given a completely integrable system on a symplectic manifold (M 2n , ω), a compact connected regular level set L is a Lagrangian torus. Moreover, L has a neighborhood U with coordinates (a, α α α) ∈ R n × (R/Z) n such that L is given by a level set of a, and ω = da i ∧ dα i on U . Such coordinates are called action-angle coordinates. When our symplectic manifold (M, ω) is toric, the integrable system given by the moment map µ : M → P ⊂ R n provides us global coordinates in the sense of Duistermaat [Dui80, Theorem 2.2]. Precisely, we have the following symplectomorphism (see [Aud04, Remark IV.4 .19])
The method using action-angle coordinates to find a symplectic embedding was used by many authors, including [Tra95, Sch05, Lu06, LMS13, MP17] . To explain this method in more detail, we define some terminologies. The word "distorted" in the following definition is taken from [LMS13, Section 4.2].
Definition 3.1. A distorted cross-polytope of length ρ of dimension n, denoted by n (ρ), is the convex hull of line segments L 1 , . . . , L n in R n satisfying the following conditions:
• L 1 ∩ · · · ∩ L n = {p} for some point p ∈ R n (we say n (ρ) is centered at p); 
Here the length ℓ(L) of the line segment L with rational slope is defined as follows. After translation and multiplication by some scalar c > 0, we may assume that the line segment c · L has integral endpoints. Then the length is given by
For instance, if L connects (0, 0) and (3/2, 3) then 2 · L connects integral points, and the length of L is 3/2, see Figure 2 . We remark that the simplex ∆(ρ) with edge length ρ is a distorted cross-polytope centered at a vertex of ∆(ρ). For any ρ > 0 and 0
It follows from the definition that s 1 ,...,sn (ρ) is the convex hull of line segments connecting two points ρ(s i − 1)e i and ρs i e i for i = 1, . . . , n, where e i denotes the ith standard basis vector of R n . Hence, it is a distorted cross-polytope of length ρ centered at the origin. . Let (M, ω) be a symplectic toric manifold of dimension 2n with the moment polytope P ⊂ R n . If the polytope P contains a distorted cross-polytope n (ρ), then the Gromov width of (M, ω) is at least ρ.
Proof. We could not find an explicitly written proof in the literature, so the proof is included for completeness.
After suitable change of basis by GL(n, Z) and translation, we may assume that n (ρ) = s 1 ,...,sn (ρ) for some numbers 0 < s 1 , . . . , s n ≤ 1. Fix a small 
such that for all r > ǫ,
This map is illustrated in Figure 3 . By the definition of f s , it follows that (3.6)
Since each σ s i preserves the symplectic structure, the product map
n is a symplectic embedding. Considering the image under σ of the point (x, y) = (x 1 , . . . , x n , y 1 , . . . ,
This inequality shows that
Using the symplectomorphism in (3.1), we obtain a symplectic embedding of
From now on we focus on generalized Bott manifolds. Let (B m , ω) be the generalized Bott manifold with the moment polytope
. . , m} as in (2.4). No inequalities should be redundant for defining P , so the real numbers λ ℓ are all positive. Since one can change the order of simplices if necessary, there exists an integer 1 ≤ d ≤ m such that
Note that λ coincides with the number given in Theorem 1.1.
Proposition 3.4. Let P and λ be as above. Then there exists an nsimplex ∆(λ) of length λ embedded in P ⊂ R n .
Proof. It is enough to find n points v 1 1 , . . . , v 1 , . . . , e 1 m , . . . , e nm m } be the standard basis of R n . Define points v k ℓ ∈ R n inductively in descending order of ℓ as follows:
In the second case, the pair (ℓ ′ , k ′ ) is defined as
ℓ ′ ,ℓ . Note that the set of points {v k ℓ /λ} forms a Z-basis. Hence it remains to show the following claim to prove the proposition:
Claim. The point v k ℓ is contained in the polytope P for all ℓ = 1, . . . , m and k = 1, . . . , n ℓ .
We prove this claim by induction on the number of nonzero entries of the vector v k ℓ , say N .
This is the first step of the induction when N = 1.
for all j = ℓ, by Lemma 2.5 it is enough to show the inequality
To consider the case when ℓ < d, we define the sequence P ℓ of the pairs of indices
inductively as follows:
The sequence stops when there is no such i v . We have i M ≥ d; otherwise it contradicts the definition of d. Note from the definition of the sequence
The condition on (i v , p v ) implies that the last nonzero entry of the vector u 0
We call a sequence I = ((j 0 , q 0 ), (j 1 , q 1 ), . . . , (j s , q s )) of pairs of indices with s ≥ 1 and j 0 < j 1 < · · · < j s admissible if (3.12)
We remark that the case when s = 1 is allowed, so there might be no positive a (qt) jt,j t−1
. The proof of the following lemma will be provided after the proof of the proposition.
Lemma 3.5. Let I = ((j 0 , q 0 ), (j 1 , q 1 ) 
Then by Lemma 3.5, we have inequalities
On the other hand, we have λ i M ≥ λ since i M ≥ d. The inequality (3.10) follows by combining these inequalities. This proves the claim for the case N = 1.
Note that the number of nonzero entries of v k ℓ is greater by one than that of v k ′ ℓ ′ . By the induction hypothesis, we have v k ′ ℓ ′ , u 0 t ≤ λ t for t = 1, . . . , m. When t > ℓ, since e k ℓ , u 0 t = 0 we have the inequality 
for some ℓ ′′ and k ′′ .
Since v k ′′ ℓ ′′ , u 0 ℓ ≤ λ ℓ by the induction hypothesis, in either case we have
where the last inequality comes from the fact that a
ℓ ′ ,ℓ ≥ 1 by the definition of ℓ ′ and k ′ .
We have proved that the inequality (3.13) holds when t ≥ ℓ. Now the inequality (3.13) holds for any t = 1, . . . , m by Lemma 2.5, which completes the induction argument.
Proof of Lemma 3.5. Let I = ((j 0 , q 0 ), (j 1 , q 1 ), . . . , (j s , q s )) be an admissible sequence. Consider the set J := {j 1 , . . . , j s } and let F J be the face of P defined as in (2. 
j t+1 ,jt ) ≤ 0 < λ js for t < s, which proves the inequality (3.14) so that v ∈ F J ⊂ P .
Since v ∈ F J ⊂ P , we have the inequality v, u 0 
In the fourth column, the last positive entry 2 is located at the 2nd place of the 5th block. We take v 1 4 = −λe 1 4 + v 2 5 = −λ(e 1 4 + e 2 5 ). In the second column the last positive entry 1 is located at the 1st pace of the 3rd block, hence v 1 2 = −λe 1 2 + v 1 3 = −λ(e 1 2 + e 1 3 ). We have the following six points in R 6 : v We can compare the values λ ℓ using Lemma 3.5. For the ℓth column with non-positive entries with ℓ < d, we have sequences P 1 = ((1, 1), (2, 1), (5, 1)) and P 3 = ((3, 1), (4, 1), (5, 2)).
The sequence P 3 is admissible but P 1 is not. Then we split P 1 into two admissible sequences ((1, 1), (2, 1)) and ((2, 1), (5, 1)). By Lemma 3.5, (3.16) λ 1 ≥ λ 2 ≥ λ 5 and λ 3 ≥ λ 5 .
We demonstrate the last inequality following the proof of Lemma 3.5. In this case J = {4, 5}. Using Lemma 2.5, the vector v := −λ 5 (e 1 4 + e 2 5 ) is contained in F J ⊂ P since v, u Solving the inequality v, u 0 3 ≤ λ 3 , we obtain λ 5 ≤ 4λ 5 ≤ λ 3 which proves the last inequality in (3.16).
To check whether the points v k ℓ are contained in P , we use Lemma 2.5 again. For ℓ = 1, 3, 5, it is enough to check v k ℓ , u 0 ℓ ≤ λ ℓ . The left hand side is equal to λ = λ 5 , so the inequality follows from (3.16). The case when ℓ = 4 was done in (3.17). Considering the case ℓ = 2, we check 
Upper bounds
In this section, we find an upper bound for the Gromov width using the Gromov-Witten invariants. In the case of generalized Bott manifolds, Lemma 4.5 provides us more information on the terms given in Theorem 4.3. The upper bound is given in Proposition 4.6, whose proof uses this information together with Theorem 4.1.
First we briefly review the definition of the Gromov-Witten invariants and explain how they can be used to estimate the Gromov width. We only consider the genus zero invariants with primary insertions because these are sufficient for our purposes. We refer the reader to [MS12] for details for the case when the symplectic manifold is semi-positive. The definition of the Gromov-Witten invariants for general symplectic manifolds requires the construction of the virtual fundamental class and can be found in the recent articles [Cas16, McD16, Par16, FTF17] . In these definitions, the virtual fundamental class may be considered as an element in the rationaľ Cech homology group of the moduli space. See [ES52] Let (M, ω) be a closed symplectic manifold of dimension 2n. Given an ω-tame almost complex structure J and A ∈ H 2 (M ; Z), consider the moduli space M M 0,k (A, J) of J-holomorphic stable maps of genus zero to M in the class A with k marked points. Using the notation c 1 (A) := c 1 (T M, J), A , this space carries a virtual fundamental class in the rationalČech homology group
which is independent of the choice of J. Let ev : M M 0,k (A, J) → M k be the evaluation map and π : M M 0,k (A, J) → M 0,k be the forgetful map, whose target is a smooth manifold of dimension 2k − 6. For β ∈ H * (M 0,k ; Q) and α i ∈ H * (M ; Q) for i = 1, . . . , k, the Gromov-Witten invariant is defined to be the rational number
The following theorem follows from the definition of the Gromov-Witten invariants and the idea Gromov used to prove his nonsqueezing theorem.
. By the assumption, the image of M M 0,k (A, J) under ev × π intersects p × N for any p ∈ M and J. In other words, for any ω-tame almost complex structure J and any point p ∈ M , there exists a J-holomorphic stable map u : Σ → M in the homology class A such that p ∈ Im u. Here the domain Σ may be considered as a connected union of spheres. Since A = 0, there exists a non-constant component u i : S 2 → M in the class A i whose image contains p. Now the proof follows from the argument of Gromov [Gro85] , which we sketch here for the reader's convenience.
Let ι : B 2n (r) ֒→ M be a symplectic embedding with p := ι(0). Let J 0 denote the standard complex structure of C n . Then ι * J 0 together with ω determines a Riemannian metric g 0 on the image. For any small ǫ > 0, using the partition of unity, we can construct a Riemannian metric g on M such that g = g 0 on ι B 2n (r − ǫ) . We take an almost complex structure J so that g(·, ·) = ω(·, J·). Now consider
Since C is the image of a J 0 -holomorphic curve ι −1 • u i for the standard complex structure J 0 , it is a minimal surface in B 2n (r − ǫ) passing through the origin. By the monotonicity property of minimal surfaces, we have
Since ǫ can be chosen arbitrarily, we obtain the desired inequality.
Remark 4.2. It seems reasonable to expect that Theorem 4.1 holds for any definition of the Gromov-Witten invariants in the existing literature but we could not check this.
To find such Gromov-Witten invariants, it is useful to use the Seidel representation on the (small) quantum cohomology ring. We begin with recalling the definition of the quantum cohomology ring. Details can be found in Chapter 11 of [MS12] .
Consider the Novikov ring
where q is a variable of degree 2 and 
where (a * b) A ∈ H i+j−2c 1 (A) (M ; Q) is defined uniquely by the condition
for all c ∈ H * (M ; Q). This product extends linearly on Λ and is called the quantum product. The associativity of the product follows from the splitting axiom of the Gromov-Witten invariants. Moreover, iterated products can be computed as follows:
for all c ∈ H * (M ; Q). In the special case when A = 0, we remark that
The Seidel representation was first introduced in [Sei97] . We will use the version defined in [LMP99] , where the authors define a group homomorphism, called the Seidel morphism,
× from the fundamental group of the Hamiltonian diffeomorphism group to the abelian group of the degree 0 units in the quantum cohomology ring. Since the quantum product is defined using the Gromov-Witten invariants, the Seidel morphism can be used to detect some nonvanishing Gromov-Witten invariants. For example, McDuff used this homomorphism in [McD09] to show that any Hamiltonian S 1 -manifold is uniruled. Let (M, ω) be a closed symplectic manifold of dimension 2n with an effective Hamiltonian T n -action. Let µ : M → R n be its moment map whose image is a convex simple polytope P . Then for some primitive vectors η i ∈ Z n and real numbers κ i ∈ R for i = 1, . . . , N , we have (4.10)
Each vector η i determines a Hamiltonian sub-circle action on M , hence represents a loop in Ham(M, ω). We say a J-holomorphic stable map is η i -invariant if the image is invariant under the corresponding circle action. The map defined by µ i := µ, η i : M → R is a moment map for this action. Let D i denote the toric divisor corresponding to η i , which is the maximum fixed component with respect to the moment map µ i . The moment map µ or the polytope P is called normalized if M µ i ω n = 0 for all i. This is equivalent to the condition that the center of mass of P is located at the origin.
Theorem 4.3 (Theorem 1.10 and Lemma 3.10 in [MT06] ). Let µ : M → P be the normalized moment map. Then the following hold.
(1) The image of η i under the Seidel morphism is given by
for some a i (B) ∈ H 2−2c 1 (B) (M ; Q). To make use of the toric action to compute a i (B), we consider a slight variation of Lemma 3.10 from [MT06] .
Lemma 4.4. In the last statement of Theorem 4.3, we can replace an η i -invariant J-holomorphic stable map with a T n -invariant one.
Proof. All the theorems we mention here are from [MT06] . Since the proof goes almost the same as the original one, we only sketch the proof of Lemma 3.10 and add some change in the toric case.
The key theorem used in the proof of Lemma 3.10 is Proposition 4.10. It asserts that when a symplectic manifold has an S 1 -action, the GromovWitten invariants can be computed by considering only invariant stable maps. The S 1 -action η i constructs a Hamiltonian fiber bundle P η i over S 2 with fiber M . This bundle itself is a symplectic manifold and carries a T 2 -action: fiberwise S 1 -action η i and an additional S 1 -action rotating the base. The classification of T 2 -invariant holomorphic sections (more precisely, stable maps in the section class) of P η i → S 2 is given by Lemma 3.8: each T 2 -invariant holomorphic section consists of the section σ z : S 2 → P η i with value at some fixed point z ∈ M of η i , together with η i -invariant stable maps whose image intersect σ z (S 2 ) and contained in the fibers M 0 or M ∞ over {0, ∞} ⊂ S 2 .
The cohomology class a i (B) is defined using the Gromov-Witten invariant counting holomorphic sections of P η i . Proposition 3.4 asserts that by choosing an appropriate S 1 ⊂ T 2 action on P η i , the S 1 -invariant holomorphic sections coincide with the ones invariant under T 2 . Now the proof is done by showing that, when M a i (B) ∪ [N ] = 0, the point z can be chosen in D i and the stable map contained in M 0 can be chosen to intersect N .
In the toric case, choose w = (w 1 , . . . , w n ) ∈ Z n so that the induced circle action given by the inclusion t → (t w 1 , . . . , t wn ) has the same fixed point set as T n -action. For example, we may choose w satisfying w, v − v ′ = 0 for all vertices v and v ′ of the moment polytope P . Now the w-invariant stable maps coincide with the T n -invariant ones. All arguments in Lemma 3.10 work in the same way if we replace the η i -action with the w-action.
From now on we consider the case when M is a generalized Bott manifold. Recall from Introduction that the moment polytope is written as follows: Real numbers λ k ℓ may change if we normalize the polytope P . However, when u(ℓ) = 0, the sum λ(ℓ) does not change. Since the expression given in Theorem 1.1 is not changed, from now on we assume P is normalized in this section. Note that λ k ℓ > 0 when P is normalized. As in Theorem 4.3, the image of u k ℓ by the Seidel morphism is written as (4.13)
Recall that F k ℓ denotes a facet of P . Let D k ℓ := µ −1 (F k ℓ ) denote the toric divisor corresponding to F k ℓ . We need the following lemma to obtain an upper bound for the Gromov width.
Lemma 4.5. Suppose u(ℓ) = 0 and ω(B) ≤ λ(ℓ) for some B ∈ H 2 (M ; Z).
Then the cohomology class
It is known that the cohomology ring of a toric manifold is generated as a ring by toric divisor classes corresponding to facets of P . Products of distinct toric divisor classes correspond to intersections of facets of P , and they generate the cohomology ring as an abelian group.
2 So in the following of the proof, given a face F of P , we let Since the image of u is T n -invariant, the moment map image µ(u(Σ)) is contained in the 1-skeleton of P . The image is also connected, so there is an edge E of P contained in µ(u(Σ)) connecting F k ℓ and F (k). We compute the intersection number [E]·[D q p ] as follows. Recall from (2.3) that the vertex E ∩ F (k) can be identified with the sequence (s 1 , . . . , s m ) with 0 ≤ s j ≤ n j . Note from the definition of F (k) that s ℓ = k. Since the edge E connects F k ℓ and E ∩ F (k), there exists k ′ = k such that (4.14)
We claim that Since J-holomorphic curves have non-negative symplectic areas, we conclude that B = [E] by the assumption ω(B) ≤ λ(ℓ). But then the degree of a k ℓ (B) is negative since deg a k ℓ (B)+2(−1+c 1 (B)) = 0, which yields a contradiction.
Proof. Since u(ℓ) = 0 and S is a group homomorphism,
(4.17)
We claim that A ′ = 0. Recall from the equation (4.7) that the homology class A ′ is represented by a J-holomorphic stable map, so ω(A ′ ) ≥ 0. We also have ω(B ′ k ) ≥ 0 for all k by Theorem 4.3 and the first equation of (4.17). Now ω(B ′ k ) ≤ λ(ℓ) for all k by the third equation of (4.17), so the product
) is zero since it is a multiple of 
by Theorem 4.1 and the equation (4.17).
Examples
In this section we discuss the computation of the Gromov width of more general symplectic toric manifolds by providing some examples. The estimate given in Theorem 5.2 seems to be a good candidate in the Fano case. We list some questions at the end of the section.
Let (M, ω) be a symplectic toric manifold. Recall the following expression of the moment polytope:
We write η i as the ith column of n×N matrix in the following examples. The corresponding toric divisor is denoted by D i . We can vary the symplectic structure ω by choosing different values of κ i . The choice of κ i gives a symplectic form on M whenever no inequalities are redundant for defining P . The following example is from [Lu06] , which is obtained by resolving the singularity of the weighted projective space P 4 (1, 1, 2, 2, 2). . This is a generalized Bott manifold whose moment polytope is combinatorially equivalent to ∆ 1 × ∆ 3 . By Theorem 1.1, the Gromov width is equal to
This coincides with the computation in [Lu06] .
When the symplectic toric manifold is Fano, we have the following theorem by Lu estimating the Gromov width from above. This estimate coincides with the value given in Theorem 1.1. There are 5 diffeomorphism types of Fano toric manifolds of dimension 4: P 1 × P 1 and P 2 #kP 2 for k = 0, 1, 2, 3. It is straightforward to check that the Gromov width of these manifolds are exactly the values given in Theorem 5.2. However, we do not know whether this still holds in higher dimensions. and maximal cones determined by the polytope P when κ i = 1 for all i. Maximal cones are determined by the primitive collections 4 , explicitly given as {1, 2}, {3, 5}, {3, 6}, {3, 7}, {4, 6}, {4, 7}, {4, 8}, {5, 7}, {5, 8}, {6, 8}.
This toric manifold is a fiber bundle over P 1 . The fiber P 2 #3P 2 is Fano but not a generalized Bott manifold. The total space itself is Fano as we can check by looking at primitive relations.
First consider the case when the symplectic form ω is given by setting κ i = 1 for all i.
5 Then since η 3 + η 6 = 0, by Theorem 5.2 we have w G (M, ω) ≤ 2. As we see in the first picture in Figure 5 , we can embed a distorted cross-polytope 3 (2) into P . By Proposition 3.3 we conclude that (5.2) w G (M, ω) = 2. Now consider the case when the symplectic form ω ǫ is given by setting κ 1 = ǫ with 0 < ǫ < 1 and κ i = 1 for i = 1. Then the upper bound remains the same, while we cannot embed a distorted cross-polytope whose length is larger than (5 + ǫ)/3. To see this, let be the convex hull of line segments L 1 , L 2 , L 3 of length ρ intersecting at some point p = (p x , p y , p z ). Let π : R 3 → R 2 be the projection to the yzplane. Note that π does not decrease the length of line segments that are not parallel to the x-axis. First consider the case when there exists at least one line segment, say L 1 , which is not orthogonal to either η 1 or η 2 . Then L 1 has maximal length when it is parallel to the x-axis. By looking at the defining equations, we have Combining two inequalities we have ρ ≤ (3 + ǫ)/2 < (5 + ǫ)/3. Now suppose that all L i are orthogonal to η 1 or η 2 . Considering the case when each L i has maximal length, we obtain the following inequalities. Combining these inequalities we have ρ ≤ (5 + ǫ)/3. It follows that (5.5) 5 + ǫ 3 ≤ w G (M, ω ǫ ) ≤ 2.
We list some questions which we could not solve. 
