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ORDERS OF ACCUMULATION OF ENTROPY ON MANIFOLDS
KEVIN MCGOFF
Abstract. For a continuous self-map T of a compact metrizable space with
finite topological entropy, the order of accumulation of entropy of T is a count-
able ordinal that arises in the theory of entropy structure and symbolic ex-
tensions. Given any compact manifold M and any countable ordinal α, we
construct a continuous, surjective self-map of M having order of accumulation
of entropy α. If the dimension of M is at least 2, then the map can be chosen
to be a homeomorphism.
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1. Introduction
For the purposes of this work, a topological dynamical system consists of a pair
(X,T ), where X is a compact metrizable space and T is a continuous surjection of
X to itself. For such a system (X,T ), the topological entropy htop(T ) provides a
well-studied measure of the topological dynamical complexity of the system. We
only consider systems with htop(T ) < ∞. Let M(X,T ) be the space of Borel
probability measures on X that are invariant under T . The entropy function h :
M(X,T ) → [0,∞), where h(µ) is the metric entropy of the measure µ, quantifies
the amount of complexity in the system that lies on generic points for each measure
µ in M(X,T ). In this sense, the entropy function h describes both where and how
much complexity lies in the system. The theory of entropy structure developed by
Downarowicz [12] produces a master entropy invariant in the form of a distinguished
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class of sequences of functions on M(X,T ) whose limit is h. The entropy structure
of a dynamical system completely determines almost all previously known entropy
invariants (e.g. the topological entropy, the entropy function on invariant measures,
the tail entropy or topological conditional entropy [17], the symbolic extension
entropy function) and, in fact, produces new invariants. Furthermore, the theory
of entropy structure and symbolic extensions provides a rigorous description of how
entropy emerges on refining scales. Entropy structure has attracted interest in the
dynamical systems literature [1, 6, 7, 11, 12, 13, 14], especially with the intention
of understanding the symbolic extensions of various classes of smooth dynamical
systems.
The purpose of the current work is to investigate a new entropy invariant arising
from the theory of entropy structure and symbolic extensions: the order of accu-
mulation of entropy, which is a countable ordinal associated to the system (X,T ),
denoted α0(X,T ) or just α0(T ). The order of accumulation of entropy of the sys-
tem is an invariant of topological conjugacy that measures, roughly speaking, over
how many distinct “layers” residual entropy emerges [12]. It is shown in [9], using a
realization theorem of Downarowicz and Serafin [12, 15], that all countable ordinals
appear as the order of accumulation for a minimal homeomorphism of the Cantor
set. If follows from work of Buzzi [10] that if f is a C∞ self-map of a compact
manifold, then α0(f) = 0 (see Theorem 7.8 in [5]). Our main result, which is con-
tained in Theorem 7.3, states that if M is a compact manifold and α is a countable
ordinal, then there exists a continuous surjection f : M →M such that α0(f) = α.
Furthermore, if dim(M) ≥ 2, then f can be chosen to be a homeomorphism. The
proof of this theorem gives a much more concrete construction of dynamical sys-
tems with prescribed order of accumulation than the proofs in [9], which rely on a
realization theorem of Downarowicz and Serafin.
The paper is organized as follows. In Section 2, we recall the basic notions
and facts in the theory of entropy structures and symbolic extensions. Section 3
contains some lemmas regarding the behavior of several entropy invariants under
certain suspensions and extensions. The proof of the main result involves induc-
tively “blowing up” periodic points and “sewing in” more complicated dynamical
behavior. The operation of “blowing up” periodic points and “sewing in” more
complicated dynamics is carried out in Section 4, where we need only work in di-
mensions 1 and 2. Section 5 contains some technical lemmas in which the transfinite
sequence is computed for some some specific instances of maps resulting from the
blow-and-sew construction. The transfinite induction scheme is executed in Section
6, and proofs of the main results are then given in Section 7.
2. Background
We assume some basic familiarity with ordinals (see, for instance, [20]) and
metrizable Choquet simplices (see [19]), but in this section we present the definitions
and facts required for the following sections. We will denote by N the set of positive
integers.
Definition 2.1. In this work, a dynamical system consists of a pair (X,T ), where
X is a compact metrizable space and T : X → X is a continuous surjection.
Furthermore, we assume that the topological entropy of T is finite, htop(T ) <∞.
For references on the ergodic theory of such topological dynamical systems, see
[18, 21].
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2.1. Choquet simplices and M(X,T ). Let K be a compact, convex subset of
a locally convex topological vector space. Let M(K) be the space of all Borel
probability measures on K with the weak* topology. The barycenter map, bar :
M(K)→ K, is defined as follows: for µ in M(K), let bar(µ) be the unique point
in K such that for each continuous affine function f : K → R,
f(bar(µ)) =
∫
K
f dµ.
The barycenter map itself is continuous and affine.
Definition 2.2 ([2] p. 69). Let K be a metrizable, compact, convex subset of a
locally convex topological vector space. Then K is a metrizable Choquet simplex
if the dual of the continuous affine functions on K is a lattice.
We only need Choquet’s characterization of metrizable Choquet simplices (see
[19]): a metrizable, compact, convex subset of a locally convex topological vector
space is a metrizable Choquet simplex if and only if for each point x in K, there
exists a unique measure Px inM(K) such that Px(K\ex(K)) = 0 and bar(Px) = x.
Suppose K is a metrizable Choquet simplex. A Borel measurable function f :
K → R is called harmonic if, for each x in K and each Q inM(K) with bar(Q) =
x, we have
f(x) =
∫
f dQ.
Using that Px is the unique measure supported on the extreme points of K with
barycenter x, one may check that f is harmonic if and only if f(x) =
∫
f dPx for
each x in K. If f is a real-valued function defined on the extreme points of K, then
we define the harmonic extension of f to be the function fhar : K → R given
for x in K by fhar(x) =
∫
fdPx. We also define f : K → R to be supharmonic
if, for each x in K and each Q in M(K) such that bar(Q) = x, it holds that
f(x) ≥
∫
fdQ.
For a dynamical system (X,T ), we write M(X,T ) to denote the space of Borel
probability measures on X that are invariant under T . We give M(X,T ) the
weak* topology. It is well known that in this setting M(X,T ) is a metrizable,
compact, convex subset of a locally convex topological vector space (see, for exam-
ple, [16, 18]). The extreme points of M(X,T ) are exactly the ergodic measures,
Merg(X,T ). Also, the statement that each invariant measure µ in M(X,T ) has a
unique ergodic decomposition [16, 18] implies that M(X,T ) is a metrizable Cho-
quet simplex (using Choquet’s characterization). In other words, we have that for
each µ in M(X,T ), there exists a unique measure Pµ in M(M(X,T )) such that
Pµ(M(X,T ) \Merg(X,T )) = 0 and bar(Pµ) = µ.
2.2. Dynamical systems notations. We need some notation.
Notation 2.3. Let (X,T ) be a dynamical system.
• Let A be a Borel measurable subset of X . We make the convention that
M(A, T ) = {µ ∈M(X,T ) : µ(X \A) = 0}.
• Let NW(T ) denote the non-wandering set for (X,T ).
• A measure µ in M(X,T ) as totally ergodic if µ is ergodic for the system
(X,T n), for all n ∈ N.
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• If θ = {x0, . . . , xn−1} is a T -periodic orbit, then we let µθ denote the
periodic measure 1
n
∑n−1
k=0 δxk , where δx is the point mass concentrated at
the point x.
• Let h : M(X,T ) → [0, ∞) be the function that assigns to each measure
in M(X,T ) its metric entropy with respect to the system (X,T ). When
we wish to emphasize the dependence of h on the system (X,T ), we write
hT . Also, if A is a Borel partition of X , then we denote by hT (µ,A) the
entropy of the partition A with respect to the measure-preserving system
(T, µ).
• If µ is a Borel probability measure on the space X , then supp(µ) is the
intersection of all the closed sets C in X such that µ(C) = 1.
Recall that if µ is in M(X,T ), then supp(µ) ⊂ NW(T ).
Definition 2.4 ([3]). Let T be a continuous self-map of the compact metric space
X . Let ǫ > 0, x ∈ X , and Φǫ(x) = {y ∈ X : d(T
nx, T ny) ≤ ǫ for all n}. If there
exists ǫ > 0 such that the entropy of T on the set Φǫ(x) is 0 for all x ∈ X , then
(X,T ) is h-expansive.
2.3. Upper semi-continuity. If E is a compact metrizable space and f : E → R,
then we denote by ||f || the supremum norm of f . For x in E, we define
lim sup
y→x
f(y) = max
(
f(x), sup{lim sup
n→∞
f(xn) : {xn}n ⊂ E \ {x}, lim
n
xn = x}
)
.
Definition 2.5. Let E be a compact metrizable space, and let f : E → R. Then
f is upper semi-continuous (u.s.c.) if one of the following equivalent conditions
holds for all x in E,
(1) f = infα gα for some family {gα}α of continuous functions;
(2) f = limn gn for some nonincreasing sequence (gn)n∈N of continuous func-
tions;
(3) For each r ∈ R, the set {x : f(x) ≥ r} is closed;
(4) lim supy→x f(y) ≤ f(x), for all x ∈ E.
For any f : E → R, the upper semi-continuous envelope of f , written f˜ , is
defined by letting f˜ ≡ ∞ if f is unbounded, and otherwise
f˜(x) = inf{g(x) : g is continuous, and g ≥ f}, for all x in E.
Note that f˜ is the smallest u.s.c. function greater than f and satisfies
f˜(x) = lim sup
y→x
f(y).
It is immediately seen that for any f, g : E → R, f˜ + g ≤ f˜ + g˜, with equality
holding if f or g is continuous. We remark that if f : E → [0,∞) is bounded
and u.s.c., then f achieves its supremum. Also, if K is a Choquet simplex and
f : K → R is concave and u.s.c., then f is supharmonic.
2.4. Entropy structure and symbolic extensions.
Definition 2.6. Let M be a compact metrizable space. A candidate sequence
on M is a non-decreasing sequence (hk) of functions from M to [0,∞) such that
limk hk exists and is bounded. We assume by convention that h0 ≡ 0. Given two
candidate sequences H = (hk) and F = (fk) defined on the same space, we say
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that H uniformly dominates F , written H ≥ F , if for each ǫ > 0, and for each
k, there exists ℓ, such that fk ≤ hℓ + ǫ. The candidate sequences H and F are
uniformly equivalent, written H ∼= F , if H ≥ F and F ≥ H. Note that uniform
equivalence is, in fact, an equivalence relation.
The uniform equivalence relation captures the manner in which sequences con-
verge to their limit. For example, if two sequences converge uniformly to the same
limit function, then they are uniformly equivalent. Also, if (hk) and (fk) are two
candidate sequences on a compact metrizable space, then limk ||hk−fk|| = 0 implies
(hk) ∼= (fk), but (hk) ∼= (fk) does not necessarily imply limk ||hk − fk|| = 0.
Definition 2.7 ([12]). Let X be a compact metrizable space and T : X → X a
continuous surjection. For any continuous function f : X → [0, 1], let Af be the
partition of X× [0, 1] consisting of the set {(x, t) : f(x) ≥ t} and its complement. If
F = {f1, . . . , fn} is a finite collection of continuous functions fi : X → [0, 1], then
let AF = ∨
n
i=1Afi . Let {Fk}k be an increasing sequence of finite sets of continuous
functions from X to [0, 1] chosen so that the partitions AFk separate points (such
sequences exist [12]). Let λ be Lebesgue measure on [0, 1]. We define Hfun(T ) =
(hk) to be the candidate sequence onM(X,T ) given by hk(µ) = h
T×Id(µ×λ,AFk).
Definition 2.8 ([12]). Let (X,T ) be a dynamical system. A candidate sequence
H on M(X,T ) is an entropy structure for (X,T ) if H ∼= Hfun(T ). We may
also refer to the entire uniform equivalence class of candidate sequences containing
Hfun(T ) as the entropy structure of (X,T ).
Downarowicz showed that many of the known methods of computing or defining
entropy can be adapted to become an entropy structure. For example, suppose
(X,T ) is a dynamical system with a refining sequence {Pk}k of finite Borel par-
titions of X such that the boundaries of all partition elements have zero measure
for all T -invariant measures. Then the sequence of functions (hk) defined for µ in
M(X,T ) by hk(µ) = h
T (µ, Pk) is an entropy structure for (X,T ). It may happen,
though, that a particular system does not admit such a sequence of partitions (for
example, if the system has an interval of fixed points). In such a case, we give
another example of an entropy structure, known as the Katok entropy structure
[12].
Definition 2.9 ([12]). For an ergodic measure µ inM(X,T ), ǫ > 0 and 0 < σ < 1,
let
h(µ, ǫ, σ) = lim sup
n
1
n
logmin{|E| : µ
(
∪x∈EB(x, n, ǫ)
)
> σ},
where B(x, n, ǫ) is the (n, ǫ) Bowen ball about the point x. For an invariant but
non-ergodic measure µ, define h(µ, ǫ, σ) by harmonic extension. Then for any se-
quence {ǫk}k tending to 0, the sequence of functions hk(µ) = h(µ, ǫk, σ) is an
entropy structure (for proof, see [12] if T is a homeomorphism and [8] if T is merely
continuous).
Notation 2.10. Let H = (hk) be a candidate sequence on K, and let π : L→ K.
We write H ◦ π to denote the candidate sequence on L given by hk ◦ π. Also, if S
is a subset of K, let H|S be the candidate sequence on S given by (hk|S).
Definition 2.11. Let H be a candidate sequence. The transfinite sequence
associated to H, which we write as (uHα ), is defined by transfinite induction as
follows. Let τk = h− hk. Then
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• let uH0 ≡ 0;
• if uHα has been defined, let u
H
α+1 = limk
˜uHα + τk;
• if uHβ has been defined for all β < α, where α is limit ordinal, then let
uHα = s˜up
β<α
uHβ .
The sequence (uHα ) is non-decreasing in α and does not depend on the choice
of representative of uniform equivalence class [12], which allows us to make the
following definition.
Definition 2.12. Let (X,T ) be a topological dynamical system. Then the trans-
finite sequence associated to (X,T ) is the sequence (u
H(T )
γ ), where H(T ) is an
entropy structure for T .
Note that for each α, the function uHα is either identically equal to +∞ or it is
u.s.c. into R (since a non-increasing limit of u.s.c. functions is u.s.c.). The sequence
(uHα ) is also sub-additive in the following sense.
Proposition 2.13 ([9]). Let H be a candidate sequence on E. Then for any two
ordinals α and β,
uHα+β ≤ u
H
α + u
H
β .
If H is a candidate sequence, then by Theorem 3.3 in [4], there exists a countable
ordinal α such that uHα = u
H
α+1, which then implies that u
H
β = u
H
α for all β > α.
Definition 2.14. If H is a candidate sequence, then the least ordinal α such that
uHα = u
H
α+1 is called the order of accumulation of H, which we write as α0(H).
If (X,T ) is a topological dynamical system, then the order of accumulation of
entropy of (X,T ), written α0(X,T ) or just α0(T ), is defined as α0(H(T )), where
H(T ) is an entropy structure for T .
To understand the meaning of the transfinite sequence and the order of accumu-
lation of entropy of (X,T ), we turn to the connection between symbolic extensions
and entropy structure.
Definition 2.15. Let (X,T ) be a topological dynamical system. A symbolic ex-
tension of (X,T ) is a subshift (Y, S) of a (two-sided) full shift on a finite alphabet,
along with a continuous surjection π : Y → X such that T ◦ π = π ◦ S.
Definition 2.16. If (Y, S) is a symbolic extension of (X,T ) with factor map π,
then the extension entropy function, hπext : M(X,T )→ [0,∞), is defined for µ
in M(X,T ) by
hπext(µ) = sup{h(ν) : πµ = ν}.
The symbolic extension entropy function of a dynamical system (X,T ), hsex :
M(X,T )→ [0, ∞], is defined for µ in M(X,T ) by
hsex(µ) = inf{h
π
ext(µ) : π is the factor map of a symbolic extension of (X,T )},
and the residual entropy function, hres :M(X,T )→ [0,∞], is defined as
hres = hsex − h.
If (X,T ) does not admit symbolic extensions, we let hsex ≡ ∞ and hres ≡ ∞, by
convention.
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We think of a symbolic extension as a “lossless finite encoding” of the dynamical
system (X,T ) [12]. The symbolic extension entropy function quantifies at each
measure the minimal amount of entropy that must be present in such an encoding.
The study of symbolic extensions is related to entropy structures by the following
remarkable result of Boyle and Downarowicz.
Theorem 2.17 ([4]). Let (X,T ) be a dynamical system with entropy structure H.
Then
hsex = h+ u
H
α0(T )
.
Note that the conclusion of Theorem 2.17 could be restated as hres = u
H
α0(H)
.
This theorem relates the notion of how entropy emerges on refining scales to the
symbolic extensions of a system, showing that there is a deep connection between
these topics. Using this connection, some progress has been made in understanding
the symbolic extensions of certain classes of dynamical systems. For examples of
these types of results, see [1, 4, 6, 7, 11, 12, 13, 14]. In light of Theorem 2.17, we
observe that the order of accumulation of entropy measures over how many “layers”
residual entropy accumulates in the system.
2.5. Background lemmas. The following lemma (Lemma 2.18), which is proved
in [9], will be used to compute the transfinite sequence associated to the systems
that appear in Sections 3 - 7. Although the entropy function h is a harmonic func-
tion on the simplex of invariant measures, the functions uHα are not harmonic in
general. Lemma 2.18 is useful because it nonetheless provides an integral represen-
tation of the functions uHα . A candidate sequence (hk) on a Choquet simplex such
that each function hk is harmonic will be referred to as a harmonic candidate se-
quence. Let K be a metrizable Choquet simplex with E = ex(K). In the following
lemma we identify M(E) with the set {µ ∈ M(K) : supp(µ) ⊂ E} in the natural
way, where E denotes the closure of E in K. Also, if f is a measurable function
defined on the measurable subset C of K and µ is a measure on K, then
∫
C
f dµ
is defined to be the integral with respect to µ of the function
x 7→
{
f(x), if x ∈ C
0, if x /∈ C.
Lemma 2.18 (Embedding Lemma [9]). Let K be a metrizable Choquet simplex
with E = ex(K). Suppose H is a harmonic candidate sequence on K and there is
a set F ⊂ E such that the sequence {(h − hk)|E\F }k converges uniformly to zero.
Let C be a closed subset of K such that F ⊂ C, and let Φ : M(E) → K be the
restriction of the barycenter map. Then for all ordinals α and for all x in K,
(2.1) uHα (x) = max
µ∈Φ−1(x)
∫
C
uH|Cα dµ,
and α0(H) ≤ α0(H|C). In particular, if x is an extreme point of K contained in
C, then uHα (x) = u
H|C
α (x) for all ordinals α.
We end this section by stating some facts that will be used repeatedly in the
following sections. Facts 2.19 (1)-(4) are easily checked from the definitions, and
Fact 2.19 (5), which is proved in [9], follows from the fact that the u.s.c. envelope
of a concave function is concave and the limit of concave functions is concave.
Fact 2.19. Let M , M1, M2, and K be compact metrizable spaces. The for all
ordinals γ, the following hold.
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(1) If H is a candidate sequence on M and U is an open neighborhood of x in
M , then uHγ (x) = u
H|U
γ (x).
(2) Suppose that H is a candidate sequence on M1 and M2 ⊂ M1. Then
u
H|M2
γ ≤ u
H|M1
γ .
(3) Suppose that π : M → K is a continuous surjection, F is a candidate
sequence on K, and H = F ◦ π. Then uHγ ≤ u
F
γ ◦ π.
(4) Suppose π :M → K is continuous, surjective, and open (which is satisfied,
in particular, if π is a homeomorphism), F is a candidate sequence on K,
and H = F ◦ π. Then uHγ = u
F
γ ◦ π.
(5) Suppose H is a harmonic candidate sequence on a metrizable Choquet sim-
plex M . Then uHγ is concave for all γ, and since u
H
γ is u.s.c., u
H
γ is also
supharmonic. In particular, if (X,T ) is a topological dynamical system,
then there exists a harmonic entropy structure H(T ) for T [12], and there-
fore u
H(T )
γ is concave and supharmonic for all γ.
3. Principal extensions and towers
Definition 3.1. Let (X,T ) be a factor of (Y, S) with factor map π. The system
(Y, S) is a principal extension of (X,T ) if hT (πµ) = hS(µ) for all µ in M(Y, S).
If (Y, S) is a principal extension of (X,T ), then we may refer to S as a prin-
cipal extension of T . The following fact is a basic result in the theory of entropy
structures.
Fact 3.2 ([12]). If S is a principal extension of T with factor map π and H(T ) is
an entropy structure for T , then H(T ) ◦ π is an entropy structure for S.
Lemma 3.3. Let (X, f) be a topological dynamical system. Suppose there exists a
compact subset C of M(X, f) such that for each ordinal γ and each measure µ in
M(X, f),
(3.1) uH(f)γ (µ) =
∫
C
uH(f)|Cγ dPµ.
Let (Y, F ) be a principal extension of (X, f) with factor map π and induced map
M(Y, F )→M(X, f) also denoted by π. Suppose that π|π−1(C) is a homeomorphism
onto C. Then for each ordinal γ and each measure ν in M(Y, F ),
uH(F )γ (ν) =
∫
π−1(C)
u
H(F )|
π−1(C)
γ dPν = u
H(f)
γ (π(ν)).
Proof. LetH(f) be an entropy structure for f , and letH(F ) = H(f)◦π, which is an
entropy structure for F by Fact 3.2. By monotonicity (Fact 2.19 (2)), u
H(F )
γ (x) ≥
u
H(F )|
π−1(C)
γ (x) for all x in π−1(C). Since π|π−1(C) is a homeomorphism onto C,
u
H(F )|
π−1(C)
γ = u
H(f)|C
γ ◦ π (Fact 2.19 (4)). Combining these facts with Equation
(3.1) and the fact that u
H(F )
γ is concave (Fact 2.19 (5)), we obtain that for all
ordinals γ and all ν in M(Y, F ),
uH(F )γ (ν) ≥
∫
π−1(C)
u
H(F )|
π−1(C)
γ dPν =
∫
π−1(C)
uH(f)|Cγ ◦ π dPν
=
∫
C
uH(f)|Cγ dPπν = u
H(f)
γ (πν).
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Since π is continuous and surjective, u
H(F )
γ ≤ u
H(f)
γ ◦ π (Fact 2.19 (3)). Combining
the above inequalities, we obtain that u
H(F )
γ = u
H(f)
γ ◦ π, and all of the above
inequalities are equalities. This concludes the proof of the lemma. 
Now we turn our attention to simple towers. We begin with a definition.
Definition 3.4. Let (X,T ) be a topological dynamical system. Let n and p be
natural numbers with p ≤ n. Let Y = X × {0, . . . , n − 1}. We define a map
S : Y → Y as follows. Let S(x, i) = (x, i+ 1) for all x in X and i ∈ {0, . . . , n− 1}.
For each x in X , let S(x, n − 1) = (T p(x), 0). We will refer to (Y, S) (or possibly
just S) as an (n, p) tower over (X,T ) (or possibly just T ).
Notation 3.5. Suppose (Y, S) is an (n, p) tower over (X,T ). Let Y0 = X × {0},
and note that Y0 is invariant under S
n. Let π1 : M(Y, S) → M(Y0, S
n|Y0) be
the map given by µ 7→ µ|Y0 . Let π2 : Y0 → X be projection onto X . With π2
as the factor map, (Y, Sn|Y0) is a principal extension over (X,T
p). Note that the
maps π1 and π2 on measures are affine homeomorphisms. Further, recall that if
µ is in M(Y, S), then the measure-preserving systems (S, µ) and (T p, π2 ◦ π1(µ))
are measure-theoretically isomorphic. Let π3 : M(Y, T
p) → M(X,T ) be the map
π3(µ) =
1
p
∑p−1
i=0 T
iµ.
Definition 3.6. If S is a tower over T with notation as above, then the map
ψ = π3 ◦ π2 ◦ π1 will be referred to as the map associated to the tower S over
T .
Lemma 3.7. If (X,T ) is a topological dynamical system with entropy structure
H(T ), then pH(T ) ◦ π3 is an entropy structure for T
p, where π3 : M(X,T
p) →
M(X,T ) is defined by π3(µ) =
1
p
∑p−1
i=0 T
iµ.
Proof. It is shown in [4] that every finite entropy dynamical system has a zero-
dimensional principal extension. (In fact, [4] deals only with homeomorphisms,
but the natural extension T of a continuous surjection T is a homeomorphism and
a principal extension of T , and then applying [4] to T yields a zero-dimensional
principal extension of T .) Applying this fact to (X,T ), we fix a zero-dimensional
principal extension (X ′, T ′) of (X,T ) with factor map π. Then (X ′, (T ′)p) is a zero-
dimensional principal extension of (X,T p) with factor map π. We let π3 denote the
averaging map from M(X ′, (T ′)p) to M(X ′, T ′) as well as the averaging map from
M(X,T p) to M(X,T ). Note that π ◦ π3 = π3 ◦ π. Now let H(T ) be an entropy
structure for T and let H(T p) be an entropy structure for T p. We prove the lemma
by showing that H(T p) is uniformly equivalent to pH(T )◦π3. Since (X
′, T ′) is zero
dimensional, there exists a refining sequence {Pk}k of clopen partitions of X
′ with
diameters tending to 0. Let H(T ′) = (hT
′
k ) and H((T
′)p) = (h
(T ′)p
k ) be the entropy
structures (for T ′ and (T ′)p respectively) defined by this sequence of partitions, i.e.
hT
′
k (µ) = h
T ′(µ, Pk) and h
(T ′)p
k (µ) = h
(T ′)p(µ, Pk). Then for any µ inM(X
′, (T ′)p),
we have that h
(T ′)p
k (µ) = h
(T ′)p(µ, Pk) = ph
T ′(π3(µ), Pk) = ph
T ′
k (π3(µ)). Thus
H((T ′)p) is uniformly equivalent to pH(T ′) ◦ π3. Since T
′ is a principal extension
of T and (T ′)p is a principal extension of T p, both with factor map π, we have
that H(T ′) ∼= H(T ) ◦ π and H((T ′)p) ∼= H(T p) ◦ π. Combining these facts, we
obtain that pH(T ) ◦ π ◦ π3 ∼= H(T
p) ◦ π. Since π ◦ π3 = π3 ◦ π, we see that
pH(T )◦π3◦π ∼= H(T
p)◦π. Using this fact and the definition of uniform equivalence,
we see that pH(T ) ◦ π3 ∼= H(T
p), which finishes the proof of the lemma. 
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Lemma 3.8. If S is an (n, p) tower over T with associated map ψ and H(T ) is an
entropy structure for T , then p
n
H(T ) ◦ ψ is an entropy structure for S.
Proof. We use Notation 3.5. Note that the maps π1, π2 and π3 are each continuous
and affine. For any entropy structure H(Sn) of Sn, we have that 1
n
H(Sn) ◦ π1
is an entropy structure for S (Theorem 5.0.3 (3) in [12]). If H(T p) is an entropy
structure for T p, then H(T p) ◦ π2 is an entropy structure for S
n by Fact 3.2, since
Sn is a principal extension of T p with factor map π2. By Lemma 3.7, we have that
if H(T ) is an entropy structure for T , then pH(T ) ◦ π3 is an entropy structure for
T p. Combining these facts, we obtain that if H(T ) is an entropy structure for T ,
then p
n
H(T ) ◦ ψ is an entropy structure for S. 
Lemma 3.9. Let (Y, S) be an (n, p) tower over (X,T ) with associated map ψ :
M(Y, S)→M(X,T ). Let {θm}m be a sequence of periodic orbits of T . Let C(T ) =
∩∞n=1∪m≥n{µθm}. Suppose that each measure in C(T ) is totally ergodic. Further
suppose that for all µ in M(X,T ) and all ordinals α,
(3.2) uH(T )α (µ) =
∫
C(T )
u
H(T )|C(T )
α dPµ.
Let {Θℓ} be an enumeration of the S-periodic orbits in ∪mθm×{0, . . . , n− 1}, and
let C(S) = ∩n=1∪ℓ≥n{µΘℓ}. Then
(1) each ν in C(S) is totally ergodic;
(2) ψ maps C(S) homeomorphically onto C(T );
(3) for all ν in M(Y, S) and all ordinals α
uH(S)α (ν) =
∫
C(S)
u
H(S)|C(S)
α dPν =
p
n
uH(T )α (ψ(ν)).
Proof. We use Notation 3.5. Let µ be in C(T ). Since µ is invariant for T , it is
also invariant for T p and we have π(µ) = µ. Further, µ is totally ergodic for T
by hypothesis, and therefore µ is totally ergodic for T p. Hence µ is an extreme
point in M(X,T p). If there were any other measure ν in π−13 (µ), then we would
have µ = 1
p
∑p−1
k=0 T
kν, and thus µ would be a non-trivial convex combination of
measures in M(X,T p), which would be a contradiction. Hence π−13 (µ) = {µ}.
Since π2 ◦ π1 : M(Y, S)→ M(X,T
p) is a homeomorphism, (π2 ◦ π1)
−1(µ) consists
of exactly one measure ν. Since (S, ν) is measure-theoretically isomorphic to (T p, µ)
and µ is totally ergodic with respect to T p, we have that ν is totally ergodic with
respect to S. Combining these facts, we obtain that ψ−1(µ) consists of exactly one
measure, which is totally ergodic for S.
The fact that ψ−1(µ) consists of exactly one measure for each µ in C(T ) implies
that ψ−1(C(T )) = C(S) and that ψ maps C(S) bijectively onto C(T ). Since C(S)
is compact and ψ is continuous, we conclude that ψ maps C(S) homeomorphically
onto C(T ), which proves (2). The fact that ψ−1(µ) is totally ergodic for S implies
that each ν in C(S) is totally ergodic for S, proving (1).
Now Lemma 3.8 implies that if H(T ) is an entropy structure for T , then p
n
H(T )◦
ψ is an entropy structure for S. Since ψ|C(S) is a homeomorphism onto C(T ), Fact
2.19 (4) implies that u
H(S)|C(S)
γ =
p
n
u
H(T )|C(T)
γ ◦ ψ|C(S). Using this fact, as well as
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Equation (3.2) and Facts 2.19 (2), (3), and (5), we obtain that for any ν inM(Y, S),
p
n
∫
C(T )
u
H(T )|C(T)
γ dPψ(ν) =
∫
C(S)
u
H(S)|C(S)
γ dPν ≤ u
H(S)
γ (ν)
≤
p
n
uH(T )γ (ψ(ν)) =
p
n
∫
C(T )
u
H(T )|C(T )
γ dPψ(ν).
Thus the above inequalities are all equalities and the proof is complete. 
4. “Blow-and-sew”
We now begin building towards the proof of Theorem 7.3. The main idea of
the proof for dimensions 1 and 2 is that we may “blow-up” periodic points (to
intervals in dimension 1 and to discs in dimension 2) and “sew in” more complicated
dynamical behavior, and in the process we increase the order of accumulation in a
controlled way. By iterating this procedure in a transfinite induction scheme, we
obtain a proof of Theorem 7.3 in dimensions 1 and 2. The maps constructed in
dimension 2 can then be used to build maps in higher dimensions. In this section we
describe and analyze the operation of “blowing up” a sequence of periodic orbits and
“sewing in” other maps. The basic idea of this construction appears in Appendix
C of [5]. In this section, we assume d ∈ {1, 2}.
Notation 4.1. Let D be the closed unit disc in Rd. For a subset S of Rd, let int(S)
denote the interior of S, and let ∂S be the boundary of S. For r > 0 and p in Rd,
we let B(p, r) be the open ball of radius r centered at p. Given s > 0 and a point
p in Rd, let As,p be the affine map of R
d given by As,p(x) = sx+ p.
We consider maps in the following class.
Definition 4.2. Define Cd to be the class of functions f : D→ D with the following
properties:
(1) f is a continuous surjection, and if d = 2, then f is a homeomorphism;
(2) f |∂D = Id;
(3) htop(f) <∞.
Definition 4.3. Let f : D→ D be continuous. Let {θm}m be a sequence of periodic
orbits for f , and let S = ∪mθm. We say that f is ready for operation on S if
the following conditions are satisfied, where Q = ∪k≥0f
−k(S):
(1) for any ν in ∩∞n=1∪m≥n{µθm}, it holds that ν(∪mθm) = 0;
(2) the set Q is countable and Q ⊂ int(D);
(3) for each point x in Q, the derivative Dfx is invertible, and if d = 2, then
detDfx > 0 for each point x in Q.
We remark that if d = 2, then in the above notation we have Q = S. To get
non-zero orders of accumulation of entropy in dimension 1, we must look outside
the class of homeomorphisms because a homeomorphism of the circle or the unit
interval has zero entropy, and therefore its order of accumulation of entropy is zero.
4.1. The “blow-and-sew” construction. The following proposition carries out
the “blow and sew” procedure. In the notation of the proposition, we think of the
periodic orbits θm as being “blown-up” into disjoint discs, with towers over the
maps χm being “sewn in” on the interiors of these discs.
Proposition 4.4. Suppose:
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• f is a function in Cd;
• {θm}m is a sequence of periodic orbits for f , and f is ready for operation
on ∪mθm;
• {χm}m∈N is a sequence of functions in Cd;
• for each natural number m, the sequence {θmℓ }ℓ is a sequence of periodic
orbits for χm, and χm is ready for operation on ∪ℓ θ
m
ℓ ;
• {ξm}m∈N is a sequence of natural numbers satisfying 1 ≤ ξm ≤ |θm| for
each m in N.
• supm
ξm
|θm|
htop(χm) <∞
Let Q = ∪m,kf
−k(θm), and let {qk}k∈N be an enumeration of Q. Then there exist
functions F : D → D and π : D → D, a sequence {Ki}
∞
i=0 of pairwise disjoint,
compact subsets of D, and a sequence {φm}m∈N of C
∞ diffeomorphisms, φm :
D × {0, . . . , |θm| − 1} → Km, such that the following hold, where Lk = π
−1({qk})
for each k:
(1) F is in Cd;
(2) π is a factor map from (D, F ) to (D, f);
(3) π(Km) = θm, Lk is C
∞ diffeomorphic to D for each k, π|D\(∪kLk) is injec-
tive, and Km ⊂ ∪qk∈θm int(Lk) for each m in N.
(4) Ki is F -invariant for each i, K0 = D \ (∪
∞
k=1 int(Lk)), and ∪k∂Lk is F -
invariant.
(5) NW(F ) ⊆
⋃∞
i=0Ki;
(6) F |K0 is a principal extension of f with factor map π|K0 , and for ν in
M(K0 \∪k∂Lk, F ), the map π is a measure theoretic isomorphism between
the measure preserving systems (F, ν) and (f, π(ν)).
(7) φm is a topological conjugacy between F |Km and a (|θm|, ξm) tower over
χm, for each m in N.
(8) ∩∞n=1∪m≥nM(Km, F ) = (π)
−1(∩∞n=1∪m≥n{µθm}) ⊂ M(K0 \ ∪k∂Lk, F ),
and π maps ∩∞n=1∪m≥nM(Km, F ) homeomorphically onto ∩
∞
n=1∪m≥n{µθm};
(9) F is ready for operation on ∪m,ℓ φm(θ
m
ℓ × {0, . . . , |θm| − 1}).
Proof. Let f , {θm}m∈N, {χm}m∈N, {θ
m
ℓ }m,ℓ∈N, and {ξm}m∈N be given as in the
hypotheses. Let Q = ∪m,k≥0f
−k(θm), and let Q = {qk}k∈N be a enumeration of Q.
The following lemma blows up each of the points in Q into a disc.
Lemma 4.5. Let Q be a countable set contained in the interior of D. Then there
exists a summable sequence {ǫk}k∈N of positive real numbers, a sequence {pk}k∈N
such that B(pk, ǫk) is contained in int(D) for each k in N, and a function π : D→ D
such that
(1) π is continuous and surjective;
(2) π−1({qk}) = B(pk, ǫk) for each k;
(3) π|
D\∪kB(pk,ǫk)
is a homeomorphism onto its image, D \Q.
Proof. LetQ = {qk} be as in the hypotheses. Consider R
d\{0} in polar coordinates:
(r, θ) ∈ (0,∞)× Sd−1. For n in N and ǫ > 0, consider the function Rǫ,n : R
d → Rd
given by Rǫ,n(0) = 0 and for (r, θ) in R
d \ {0},
Rǫ,n(r, θ) =

0, if r ≤ ǫ
n
( n
n−1 (r −
ǫ
n
), θ), if ǫ
n
≤ r ≤ ǫ
(r, θ), otherwise.
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Let Sǫ,n : R
d → Rd be given by Sǫ,n(0) = 0 and Sǫ,n(x) = R
−1
ǫ,n(x) for x 6= 0.
Now for p in Rd, let Rǫ,n,p : R
d → Rd be defined by Rǫ,n,p(x) = Rǫ,n(x − p) + p.
Also define Sǫ,n,p : R
d → Rd to be Sǫ,n,p(x) = Sǫ,n(x − p) + p. Note that Rǫ,n,p
is continuous on Rd and Sǫ,n,p is continuous on R
d \ {p}. Also, Sǫ,n,p|Rd\{p} is a
homeomorphism onto its image, with inverse given by Rǫ,n,p|
Rd\B(0, 1
n
ǫ)
. Moreover,
we have
(i) d(Rǫ,n,p(x), Rǫ,n,p(y)) ≤
n
n−1d(x, y);
(ii) d(x,Rǫ,n,p(x)) ≤ ǫ;
(iii) d(x, Sǫ,n,p(x)) ≤ ǫ.
Choose a sequence {nk}k of natural numbers such that
∏∞
k=1
nk−1
nk
> 0. Let
C =
∏∞
k=1
nk
nk−1
< ∞. We make the following recursive definitions. Let δ1 > 0 be
such that dist(q1, ∂D) > δ1. Let f1 = Sδ1,n1,q1 and g1 = Rδ1,n1,q1 . If δk, fk and gk
are defined, choose δk+1 > 0 such that δk+1 < dist(fk(qk+1), ∂D∪g
−1
k ({q1, . . . , qk}))
and let fk+1 = Sδk+1,nk+1,fk(qk+1) ◦ fk and gk+1 = gk ◦ Rδk+1,nk+1,fk(qk+1). We also
require that {δk}k is summable.
The properties (i)-(iii) above imply that for any k1 ≤ k2
(a) d(gk1(x), gk1 (y)) ≤ (
∏k1
k=1
nk
nk−1
)d(x, y);
(b) d(gk1(x), gk2 (x)) ≤
∑k2
k=k1
δk;
(c) d(fk1(x), fk2 (x)) ≤
∑k2
k=k1
δk.
For each k, fk is continuous on R
d \{q1, . . . , qk} and gk is continuous on R
d. In fact,
fk is a homeomorphism fromR
d\{q1, . . . , qk} to its image, and gk is its inverse. Note
that the sequences {fk}k and {gk}k are uniformly Cauchy by properties (b) and
(c) above. Therefore the pointwise limits f(x) = limk fk(x) and g(x) = limk gk(x)
exist for all x in Rd. Since fk is continuous on R
d \ Q for all k, and since {fk}k
is uniformly Cauchy, f is continuous on Rd \ Q. The fact that gk is continuous
on Rd for each k and the sequence {gk}k is uniformly Cauchy implies that g is
continuous. Using the fact that δk+1 < dist
(
fk(qk+1), ∂D ∪ g
−1
k ({q1, . . . , qk})
)
for
each k, we observe that f |∂D = g|∂D = Id and if x is in g
−1
m ({qk}) where k ≤ m, then
gn(x) = gm(x) for all n ≥ m and therefore g(x) = gm(x). This last observation
means that if gm(x) is in Q for any m, then g(x) is in Q. We now consider f and g
restricted to D, and note that f and g act by the identity map on ∂D. Also, each
gk defines a continuous surjection and therefore g does as well.
Let us check that for x in D\Q, g(f(x)) = x. Note that d(gk(fk(x)), g(fk(x))) ≤∑∞
j=k δj . Letting k tend to infinity and using the continuity of g gives that
g(f(x)) = x.
Finally we check that for x in g−1(D \Q), f(g(x)) = x. Let x be in g−1(D \Q).
Let ǫ > 0. Choose K so large that
∑
k≥K δk < ǫ/3. Since g(x) is not in Q, fK is
continuous at g(x). Since fK is continuous at g(x), there exists δ > 0 such that
d(y, g(x)) < δ implies d(fK(y), fK(g(x))) < ǫ/3. Then choose M ≥ K such that
d(gM (x), g(x)) < δ. Then
d(x, f(g(x)) ≤ d(fM (gM (x)), fK(gM (x)))+
+ d(fK(gM (x)), fK(g(x))) + d(fK(g(x)), f(g(x)))
≤ ǫ/3 + ǫ/3 + ǫ/3 = ǫ.
Since ǫ > 0 was arbitrary, we have that x = f(g(x)).
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Now let ǫk =
δk
nk
, pk = f(qk), and π = g. Note that the conclusions of the lemma
are satisfied by these choices. 
4.1.1. Setup. Now we proceed with the proof of Proposition 4.4. Choose {ǫk}k∈N,
{pk}k∈N, and π satisfying the assumptions and conclusions of Lemma 4.5. These
objects will remain fixed throughout the rest of the proof.
For the sake of notation, let Lk = B(pk, ǫk) and L = ∪kLk. Note that int(L) =
∪kB(pk, ǫk). Also, for each k in N, we define the natural number j(k) as the unique
solution to the equation f(qk) = qj(k).
4.1.2. Construction of F . We now construct F : D→ D. For x in D \ L, let
(4.1) F (x) = π−1 ◦ f ◦ π(x).
Since L = π−1(Q) and Q is completely invariant for f , we have that if x is in D \L
then F (x) is in D \ L. Note that F is continuous on D \ L as it is a composition
of continuous functions (recall that π−1|D\Q is continuous by Lemma 4.5 (3)). We
now show that the function F can be extended to a continuous map on D \ int(L)
such that F (∂B(pk, ǫk)) = ∂B(pj(k), ǫj(k)).
Suppose d = 1 (the case d = 2 is treated below). Then ∂B(pk, ǫk) is just the
two endpoints of an interval. Because Dfqk is invertible, f is either orientation
preserving or orientation reversing at qk. In either case, we extend F continuously
at ∂B(pk, ǫk) so that F maps ∂B(pk, ǫk) bijectively to ∂B(pj(k), ǫj(k)). Now we
extend F to the one-dimensional annulus {x : 12ǫk ≤ |x − pk| ≤ ǫk} as follows. Let
T+ : [−1,− 12 ] ∪ [
1
2 , 1] → [−1,−
1
2 ] ∪ [
1
2 , 1] be given by T
+(x) = x + 110 sin(2π|x|).
Also, let T− = −x + 110 sin(2π|x|). If Dfqk > 0, let σ = +, and if Dfqk < 0, let
σ = −. Then for x such that 12ǫk ≤ |x− pk| ≤ ǫk, let
(4.2) F (x) =
(
Aǫj(k),pj(k) ◦ T
σ ◦A−1ǫk,pk
)
(x),
where As,x is defined in Notation 4.1. We remark that the additional terms involv-
ing sine in the functions T+ and T− are introduced for technical convenience in
proving Claim 4.10.
Now suppose d = 2. We have that detDf |Q > 0, which implies that for each
k, we may extend F continuously on ∂B(pk, ǫk) in the following way. There is
an orientation preserving homeomorphism Tk of the unit circle such that for x in
∂B(pk, ǫk), we let F (x) = (Aǫj(k),pj(k) ◦ Tk ◦A
−1
ǫk,pk
)(x). Recall that any orientation
preserving homeomorphism of the unit circle to itself is homotopic to the identity.
Let Hk : [
1
2 , 1] × S
1 be a homotopy such that H(12 , ·) = Id, Hk(1, ·) = Tk, and
H(t, ·) is a homeomorphism for each t in [ 12 , 1]. Now we extend F to the annulus
{x : 12ǫk ≤ |x − pk| ≤ ǫk} as follows. We consider the annulus centered at 0 with
inner radius 12 and outer radius 1 in polar coordinates: {(r, θ) : r ∈ [
1
2 , 1], θ ∈ S
1} ⊂
R2. For (r, θ) in this annulus, define Uk(r, θ) =
(
r+ 110 sin(2πr), Hk(r, θ)
)
. Now for
x in D with 12ǫk ≤ |x− pk| ≤ ǫk, let
(4.3) F (x) =
(
Aǫj(k),pj(k) ◦ Uk ◦A
−1
ǫk,pk
)
(x).
Up to this point in the construction, we have defined F on D \ ∪kB(pk,
1
2 ǫk).
Now let m be in N and suppose θm = {qk0 , . . . , qk|θm|−1}. Let gk|θm|−1 : D → D
be χξmm , and let gki be the identity map on D for all i ∈ {0, . . . , |θm| − 2}. Making
these choices for all m, we define gk for all k such that qk is in ∪mθm. For all k
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such that qk is not in ∪mθm, let gk be the identity map on D. Now for each k in N
and x in B(pk,
1
2ǫk), let
(4.4) F (x) = A 1
2 ǫj(k),pj(k)
◦ gk ◦A
−1
1
2 ǫk,pk
(x).
This concludes the construction of F .
4.1.3. Properties of F . In this section we prove that F has properties (1)-(9) in
Proposition 4.4. For the sake of notation, we make some definitions. Let K0 =
D \ int(L), as in the statement of the proposition. For each m in N, let Km =
∪qk∈θmB(pk,
1
2ǫk). The following claim follows directly from the construction of F .
Claim 4.6 (Part of property (1)). F is a continuous surjection, and if d = 2, then
F is a homeomorphism. Also, F |∂D = Id.
Claim 4.7 (Property (2)). π is a factor map from (D, F ) to (D, f).
Proof. By Lemma 4.5, the map π is continuous and surjective. For x in D \ L, we
have that π(F (x)) = f(π(x)) by definition (Equation (4.1)). For x in B(pk, ǫk),
we have that F (x) is in B(pj(k), ǫj(k)) by definition, and then π(F (x)) = qj(k) =
f(qk) = f(π(x)), using property (3) in Lemma 4.5. 
Claim 4.8 (Property (3)). We have that π(Km) = θm for each m in N, Lk is C
∞
diffeomorphic to D, π|D\int(L) is injective, and Km ⊂ int(∪qk∈θmLk).
Proof. Let θm = {qk1 , . . . , qkθm }. Then by property (3) in Lemma 4.5, we have
π(Km) = π(∪qk∈θmB(pk,
1
2ǫk)) = θm. The second assertion follows immediately
from the fact that Lk = B(pk, ǫk), and the third assertion holds since Km =
∪qk∈θmB(pk,
1
2ǫk) ⊂ ∪qk∈θmLk. 
The following claim follows directly from the construction.
Claim 4.9 (Property (4)). Ki is F -invariant for each i in Z≥0, K0 = D\ int(L), and
∪kLk is F -invariant.
Claim 4.10 (Property (5)). NW(F ) ⊆
⋃∞
i=0Ki.
Proof. If x is in B(pk, ǫk) for some k such that qk is not periodic, then x is wandering
because qk is pre-periodic. Now consider the periodic orbit θm. Recall that any
point in (12 , 1) is wandering for the map T (t) = t +
1
10 sin(2πt − π). According to
Equations (4.2) and (4.3), the radial component of F restricted to ∪qk∈θmB(pk, ǫk)\
B(pk,
1
2ǫk) is conjugate to a tower over T . It follows that any x in ∪qk∈θmB(pk, ǫk)\
B(pk,
1
2ǫk) is wandering, which means that NW(F ) ⊂ (K0) ∪
(⋃
mKm
)
. 
Claim 4.11 (Property (6)). F |K0 is a principal extension of f with factor map π|K0 ,
and for ν in M(K0 \∪k∂Lk, F ), it holds that π is a measure theoretic isomorphism
between (F, ν) and (f, π(ν)).
Proof. Let ν be in M(K0 \ ∪k∂Lk, F ). By conclusion (3) of Lemma 4.5, the factor
map π is injective on K0 \ ∪kLk and therefore defines a measure theoretic isomor-
phism between (F, ν) and (f, π(ν)). An ergodic measure ν for F |K0 that is not in
M(K0 \ ∪k∂Lk, F ) has ν(∪k∂Lk) = 1, and therefore h
F (ν) = 0. It follows that for
every ν in M(K0, F ), we have h
F (ν) = hf (π(ν)).

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Let θm = {qk0 , . . . , qk|θm|−1} be a periodic orbit for f labeled such that f(qki) =
qki+1 , where i + 1 is taken modulo |θm|. Let φm : D × {0, . . . , |θm| − 1} →
∪
|θm|−1
i=0 B(pki ,
1
2ǫki) be the map given by φm(x, i) = A 12 ǫki ,pki
(x).
Claim 4.12 (Property (7)). F |Km is topologically conjugate by the map φm to a
(|θm|, ξm) tower over χm, for each m in N.
Proof. By Equation (4.4), for any m and any k such that qk is in θm, F |B(pk, 12 ǫk)
=
A 1
2 ǫj(k),pj(k)
◦gk ◦A
−1
1
2 ǫk,pk
. Then by the choice of gk, we have that F is topologically
conjugate to a (|θm|, ξm) tower over χm, with the conjugacy given by the map
φm. 
Claim 4.13 (Property (8)). Let C0 = ∩
∞
n=1∪m≥nM(Km, F ) and also let C(f) =
∩∞n=1∪m≥n{µθm}. Then C0 = π
−1(C(f)) ⊂ M(K0 \ ∪k∂Lk, F ), and π maps C0
homeomorphically onto C(f).
Proof. Let {µmℓ}ℓ be a sequence of measures in M(D, F ) tending to µ such that
µmℓ ∈ M(Kmℓ , F ) for each ℓ. Then the sequence {π(µmℓ) = µθmℓ}ℓ converges to
π(µ) by the continuity of π, which shows that C0 ⊂ π
−1(C(f)).
Now let µ be in C(f), and let ν be in π−1(µ). By property (1) in the definition of
the statement that f is ready for operation on ∪mθm (Definition 4.3), µ(∪mθm) = 0,
and thus ν(L) = 0. Therefore ν ∈ M(K0 \ ∪k∂Lk, F ), and we have shown that
π−1(C(f)) ⊂ M(K0 \ ∪k∂Lk, F ). Since π|D\∪kLk is a homeomorphism onto its
image D\Q, we also have that for any µ in C(f), the set π−1(µ) consists of exactly
one measure.
Now let µθmk converge to µ in M(D, f). By the previous statement, there exists
a measure ν such that {ν} = π−1(µ). Now choose any sequence of measures
{νmk}k such that νmk is in π
−1(µθmk ) for each k. By the sequential compactness of
M(D, F ), any subsequence {τn}n of {νmk}k has a subsequence {τnℓ}ℓ that converges
to some measure τ . By continuity of π, we have π(τ) = µ. Since π−1(µ) = {ν},
we see that τ = ν. Since this holds for any subsequence of {νmk}k, it follows that
{νmk}k converges to ν. This argument shows that C0 ⊃ π
−1(C(f)), and therefore
C0 = π
−1(C(f)) (since we showed the reverse inclusion at the beginning of this
proof). Since π is surjective, we also have that π(C0) = C(f).
Now we have that π|C0 is a continuous bijective map from a compact space into
a Hausdorff space. It follows that π maps C0 homeomorphically onto its image
C(f), which completes the proof. 
Claim 4.14 (Property (1)). F is in Cd.
Proof. Claims 4.10-4.12 and the variational principle imply that
htop(F ) = max
(
htop(f), sup
m
ξm
|θm|
htop(χm)
)
.
The right-hand side of this equation is finite by hypothesis. Combining this fact
with Claim 4.6, we obtain that F is in Cd. 
Claim 4.15 (Property (9)). F is ready for operation on ∪m,ℓ ∪qk∈θm A 12 ǫk,pk(θ
m
ℓ ).
Proof. First note that F is in Cd by Claim 4.14. Also, we have that S = ∪m,ℓ ∪qk∈θm
A 1
2 ǫk,pk
(θmℓ ) is a countable collection of periodic points for F by Claim 4.12. Let Θi
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be an enumeration of the periodic points orbits in S, and let C(F ) = ∩∞n=1∪k≥n{µΘi}.
Now we check that F satisfies the properties (1)-(3) in Definition 4.3.
Let ν be in C(F ). Let C0 = ∩
∞
n=1∪m≥nM(Km, F ). Note that C(F ) ⊂ C0 ∪(
∪m≥1M(Km, F )
)
. By Claim 4.13, we have that C0 ⊂M(K0 \∪k∂Lk, F ). Thus if
ν is in C0, then ν(L) = 0. Since ∪iΘi ⊂ ∪m≥1Km ⊂ L, it follows that ν(∪iΘi) = 0,
which proves property (1) in Definition 4.3 in the case that ν is in C0. Now suppose ν
is inM(Km, F ) for somem ≥ 1. By Claim 4.12, we have that F |Km is topologically
conjugate to a tower over χm via the map φm. Any sequence {Θik} such that {µΘik }
converges to ν must eventually lie in Km, and therefore ν(∪iΘi) = 0 because χm
is ready for operation on ∪ℓθ
m
ℓ .
To check that F satisfies property (2) in Definition 4.3, we note that Q =
∪i,kF
−k(Θi) is countable and contained in int(D) because f and χm satisfy these
properties with their respective sequences of periodic points, {θm}m and {θ
m
ℓ }ℓ.
To check Property (3) in Definition 4.3, we need to check thatDF |x is continuous
and invertible at each point x of Q and that detDF |x > 0 if d = 2. For each point
x in Q there is an open set B(pk, ǫk) containing x on which F is either affine or
conjugate by affine maps to a tower over χm. Property (3) in Definition 4.3 is
satisfied at x if F is affine on B(pk, ǫk). If F is conjugate to a tower over χm on
B(pk, ǫk), then F satisfies property (3) of Definition 4.3 because χm satisfies this
property, which extends to simple towers. 
4.1.4. Conclusion of the proof of Proposition 4.4. By Claims 4.6-4.14, properties
(1)-(9) are satisfied for F , π, {Ki}
∞
i=0, and {φm}m∈N. This completes the proof of
Proposition 4.4. 
4.2. Additional properties of the blown-up map.
Definition 4.16. Let f , {θm}m∈N, {χm}m∈N, {θ
m
ℓ }m,ℓ∈N, and {ξm}m∈N be as in
the hypotheses of Proposition 4.4. We define BL(f, {θm}m, {χm}m, {θ
m
ℓ }m,ℓ, {ξm}m)
to be the set of functions F in Cd such that there exists π, {Ki}i, and {φm}m as
in the statement of Proposition 4.4. In these terms, Proposition 4.4 asserts that
BL(f, {θm}m, {χm}m, {θ
m
ℓ }m,ℓ, {ξm}m) is non-empty.
Lemma 4.17. Let F : D → D be a continuous surjection of a compact metric
space. Suppose that NW(F ) ⊆ ⊔∞i=0Ki, where each Ki is compact, F (Ki) = Ki,
and Ki = ∪
Ji
j=1K
j
i , where the sets {K
j
i }
Ji
j=1 are compact and pairwise disjoint. Also,
suppose that limimax1≤j≤Ji diam(K
j
i ) = 0. Then there exists an entropy structure
(fk) for F with the following property: for each k, there exists I such that if i > I
then fk|M(Ki,F ) ≡ 0.
Proof. Let (fk) be the Katok entropy structure (see Definition 2.9) correspond-
ing to a sequence {ǫk}k of positive numbers that tends to 0. Let k be given.
Since limimax1≤j≤Ji diam(K
j
i ) = 0, there exists I such that i > I implies that
diam(Kji ) < ǫk for all 1 ≤ j ≤ Ji. Then for i > I and ergodic µ such that supp(µ) ⊂
Ki, we have that h
F (µ, ǫk, σ) = 0 because Ki is invariant and diam(K
j
i ) < ǫk for
1 ≤ j ≤ Ji. Since this holds for ergodic measures µ with supp(µ) ⊂ Ki, it also
holds for any invariant measure µ with supp(µ) ⊂ Ki because fk is harmonic, which
completes the proof. 
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Lemma 4.18. Let F : D → D be a continuous surjection of a compact metric
space. Suppose that NW(F ) ⊆ ⊔∞i=0Ki, where each Ki is compact, F (Ki) = Ki,
and Ki = ∪
Ji
j=1K
j
i , where the sets {K
j
i }
Ji
j=1 are compact and pairwise disjoint.
Also, suppose that limimax1≤j≤Ji diam(K
j
i ) = 0. For each i in Z≥0 fix a harmonic
entropy structure Hi = (hiℓ) for F |Ki .
Then there exists a harmonic entropy structure H(F ) = (hFk ) such that h
F
k (µ) =
h0k(µ) for µ with supp(µ) ⊂ K0, and for every i in N, there is a non-decreasing
function ℓi : Z≥0 → Z≥0 with the following properties:
(1) if µ is in M(D,F ) and supp(µ) ⊂ Ki, then h
F
k (µ) = h
i
ℓi(k)
(µ) for every k
in Z≥0.
(2) for any k in N, there exists I in N such that ℓi(k) = 0 for all i ≥ I.
Proof. Let F = (fk) be a harmonic entropy structure for F with the property that
for every k there exists I such that if i > I then fk|M(Ki,F ) ≡ 0 (such entropy
structures exist by Lemma 4.17). Let δk > 0 be a sequence tending to 0. Let i
be in N. Since (fk|M(Ki,F )) and (h
i
ℓ) are both an entropy structures for F |Ki , we
have that (fk|M(Ki,F )) and (h
i
ℓ) are uniformly equivalent. Using the definition of
uniform equivalence (in particular the fact that (fk|M(Ki,F )) is uniformly dominated
by (hiℓ)), we define ℓi(k) = min{ℓ ≥ 0 : h
i
ℓ ≥ fk|Ki − δk} for each k in Z≥0.
By construction, ℓi is non-decreasing. For ergodic measures µ in M(Ki, F ), let
hFk (µ) = h
i
ℓi(k)
(µ). For ergodic µ in M(K0, F ), let h
F
k (µ) = h
0
k(µ).
Since every ergodic measure for F is in ∪iM(Ki, F ), we have defined h
F
k for all
ergodic measures. Define hFk on all non-ergodic measures by harmonic extension,
and let H(F ) = (hFk ). Note that since h
i
ℓi(k)
is harmonic, for µ in M(Ki, F ), we
have that hFk (µ) = h
i
ℓi(k)
(µ) (which shows that if (hFk ) is an entropy structure,
then it satisfies property (1) by definition). By construction, H(F ) is harmonic. It
remains to check that H(F ) is an entropy structure for F .
We show that H(F ) is uniformly equivalent to F , which implies that H(F ) is
an entropy structure for F . Since F and H(F ) are harmonic, we may restrict
attention to ergodic measures. Fix k and ǫ > 0, and choose k′ ≥ k large enough
that δk′ < ǫ. Then for every ergodic µ, we have that µ is in some M(Ki, F ), and
hFk′(µ) = h
i
ℓi(k′)
(µ) ≥ fk′(µ) − δk′ ≥ fk(µ)− ǫ. Hence H(F ) ≥ F . Again, fix k and
ǫ > 0. Choose I such that fk|M(Ki,F ) ≡ 0 for all i > I (such an I exists by the choice
of the sequence (fk)). Then it follows from the definition of ℓi(k) that ℓi(k) = 0 for
all i > I (showing property (2)). Using that (fk|M(Ki,F )) and (h
i
ℓ) are uniformly
equivalent for each i ≤ I (in particular, (fk|M(Ki,F )) uniformly dominates (h
i
ℓ)),
there exists ki such that fki |M(Ki,F ) ≥ h
i
ℓi(k)
− ǫ. Let k′ = max(k0, . . . , kI). Any
ergodic measure µ is in M(Ki, F ) for some i. Let µ be ergodic in and contained
in M(Ki, F ). If i ≤ I, then fk′(µ) ≥ fki(µ) ≥ h
i
ℓi(k)
(µ) − ǫ = hFk (µ) − ǫ. If i > I,
then fk′(µ) = 0 ≥ −ǫ = h
i
ℓi(k)
(µ) − ǫ = hFk (µ) − ǫ. Since these same bounds hold
for all ergodic µ, we have that fk′ ≥ h
F
k − ǫ, and we have shown that F uniformly
dominatesH(F ). Then F andH(F ) are uniformly equivalent, and we conclude that
H(F ) is an entropy structure for F . This concludes the proof of the lemma. 
Proposition 4.19. Let f , {θm}m∈N, {χm}m∈N, {θ
m
ℓ }m,ℓ∈N, {ξm}m∈N, F , π, {Ki}i,
and {φm}m all be as in Proposition 4.4. For each m in N, let Sm = φ
−1
m ◦F |Km ◦φm
and let ψm be the map associated to the tower Sm over χm (Definition 3.6). For
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each m in N, let H(χm) = (h
χm
k ) be a harmonic entropy structure for χm, and let
H(f) = (hfk) be a harmonic entropy structure for f . Then there exists a harmonic
entropy structure H(F ) = (hFk ) for F such that
(1) for µ with supp(µ) ⊂ K0, h
F
k (µ) = h
f
k(π(µ));
(2) for every m and k, there exists k′ such that for each µ with supp(µ) ⊂ Km,
hFk (µ) =
ξm
|θm|
hχmk′ (ψm((φ
−1
m )(µ)));
(3) for every k there exists m0 such that if m ≥ m0 and supp(µ) ⊂ Km, then
hFk (µ) = 0.
Proof. By Fact 3.2, (hfk ◦ π) is an entropy structure for F |K0 . By Lemma 3.8,
( ξm|θm|h
χm
k ◦ψm) is an entropy structure for Sm. Since φm is a topological conjugacy
between Sm and F |Km , we have that (
ξm
|θm|
hχmk ◦ψm ◦ (φ
−1
m )) is an entropy structure
for F |Km . Then Lemma 4.18 gives that these entropy structures can be combined
to form an entropy structure for F satisfying properties (1)-(3). 
The following corollary is a consequence of Proposition 4.19, but one may also
check it directly as in the proof of Claim 4.14.
Corollary 4.20. Let f , {θm}m∈N, {χm}m∈N, {θ
m
ℓ }m,ℓ∈N, and {ξm}m∈N be as in the
hypotheses of Proposition 4.4. Let F be in BL(f, {θm}m, {χm}m, {θ
m
ℓ }m,ℓ, {ξm}m).
Then
htop(F ) = max
(
htop(f), sup
m
ξm
|θm|
htop(χm)
)
The following lemma is used to compute the transfinite sequence associated to
some of the systems in Section 5. In this lemma we combine our lemma for principal
extensions (Lemma 3.3) and our lemma for towers (Lemma 3.9) with our analysis
of the “blow-and-sew” construction (Proposition 4.4) to give a precise description
of the measures and transfinite sequences of some maps constructed by the “blow-
and-sew” operation.
Lemma 4.21. Let f , {θm}m∈N, {χm}m∈N, {θ
m
ℓ }m,ℓ∈N, {ξm}m∈N, F , π, {Ki}i,
and {φm}m all be as in Proposition 4.4. Let {Θk}k be an enumeration of the F -
periodic orbits in ∪m,ℓ φm(θ
m
ℓ × {0, . . . , |θm| − 1}). Let M = ∪iM(Ki, F ), C(f) =
∩∞n=1∪m≥n{µθm}, C(χm) = ∩
∞
n=1∪ℓ≥n{µθmℓ }, and C(F ) = ∩
∞
n=1∪k≥n{µΘk}. Sup-
pose that
(i) each µ in C(f) is totally ergodic for f ;
(ii) for each µ in M(D, f) and each ordinal γ,
uH(f)γ (µ) =
∫
C(f)
u
H(f)|C(f)
γ dPµ;
(iii) each µ in C(χm) is totally ergodic for χm;
(iv) for each µ in M(D, χm) and each ordinal γ,
uH(χm)γ (µ) =
∫
C(χm)
u
H(χm)|C(χm)
γ dPµ;
(v) either htop(F |Km) tends to 0 as m tends to infinity, or for each m ≥ 1,
α0(F |Km) = 0 and htop(F |Km) = h
F |Km (µ) for µ in C(F ) ∩M(Km, F ).
Then
(1) each measure ν in C(F ) is totally ergodic for F ;
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(2) C(F ) = π−1(C(f)) ∪
(⋃
m φm(ψ
−1
m (C(χm)))
)
;
(3) π maps C(F ) ∩M(K0, F ) homeomorphically onto C(f);
(4) ψm ◦ (φm)
−1 maps C(F ) ∩M(Km, F ) homeomorphically onto C(χm).
(5) for all x in M and all ordinals γ,
uH(F )|Mγ (x) ≤
∫
C(F )
u
H(F )|C(F )
γ dPx.
Proof. Let ν be in C(F ). Since ∩∞n=1∪m≥nM(Km, F ) ⊂M(K0, F ) (conclusion (8)
in Proposition 4.4), we have that ν is in M(Ki, F ) for some i.
Suppose ν is in M(K0, F ). Then ν is in M(K0 \ ∪k∂Lk, F ) and π(ν) is in C(f)
by conclusion (8) in Proposition 4.4. By conclusion (6) in Proposition 4.4, we have
that π gives a measure preserving isomorphism between ν and π(ν). The fact that
ν is totally ergodic now follows from the hypothesis that π(ν) is totally ergodic
(since it is in C(f)).
Now suppose that ν is inM(Km, F ) for somem in N. By conclusion (7) in Propo-
sition 4.4, the map φm is a topological conjugacy between F |Km and a (|θm|, ξm)
tower over χm. By Lemma 3.9, (φ
−1
m )(ν) is totally ergodic, and therefore ν is totally
ergodic, proving (1).
Property (3) is contained in conclusion (8) of Proposition 4.4. Using that φm is
a topological conjugacy between F |Km and a tower over χm, we obtain property
(4) from Lemma 3.9 (2). Then property (2) follows from properties (3) and (4) the
fact that C(F ) = ∪i≥0M(Ki, F ) ∩ C(F ).
Now we prove (5). First note that for m ≥ 1, M(Km, F ) is open in M , since
∩∞n=1∪m≥nM(Km, F ) ⊂ M(K0, F ) (conclusion (8) in Proposition 4.4). Then Fact
2.19 (1) implies that for all x in M(Km, F ), u
H(F )|M
γ (x) = u
H(F )|M(Km,F )
γ (x). Fur-
thermore, Lemma 3.9 (2) and monotonicity (Fact 2.19 (2)) give that for x in
M(Km, F ),
u
H(F )|M(Km,F )
γ (x) =
∫
C(F )∩M(Km,F )
u
H(F )|C(F )∩M(Km,F )
γ dPx(4.5)
≤
∫
C(F )
u
H(F )|C(F )
γ dPx,(4.6)
which gives the desired inequality for all x in ∪m≥1M(Km, F ).
Next, note that M(K0, F ) \ C(F ) is open in M (by Proposition 4.4 (8)). Then
Fact 2.19 (1) gives that for all x in M(K0, F ), u
H(F )|M
γ (x) = u
H(F )|M(K0,F )
γ (x). By
Lemma 3.3 and Fact 2.19 (2), we obtain that for all x in M(K0, F ) \ C(F ),
u
H(F )|M(K0,F )
γ (x) =
∫
C(F )∩M(K0,F )
u
H(F )|C(F )∩M(K0,F )
γ dPx
≤
∫
C(F )
u
H(F )|C(F )
γ dPx,
which gives the desired inequality for all x in M(K0, F ) \ C(F ).
Lastly, we show (5) for all x in C(F ) ∩M(K0, F ) using transfinite induction.
Note that C(F )∩M(K0, F ) ⊂Merg(D, F ), and therefore Px is just the point mass
at x. Thus for x in C(F ) ∩M(K0, F ) property (5) is equivalent to u
H(F )|M
γ (x) ≤
u
H(F )|C(F )
γ (x). Property (5) holds trivially for γ = 0. Now suppose for the sake of
induction it holds for an ordinal γ, and we show it holds for γ + 1. For the sake of
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notation, let Mi = M(Ki, F ) \ C(F ). Let x be in C(F ) ∩M(K0, F ). Then using
the induction hypothesis and our computation of the transfinite sequence for y in
M \ (C(F ) ∩M(K0, F )),
lim sup
y→x
y∈M
(uH(F )|Mγ + τk)(y)
= max
(
lim sup
y→x
y∈C(F )
(uH(F )|Mγ + τk)(y), lim sup
y→x
y∈M0
(uH(F )|Mγ + τk)(y),
lim sup
y→x
y∈∪m≥1Mm
(uH(F )|Mγ + τk)(y)
)
≤ max
(
lim sup
y→x
y∈C(F )
(u
H(F )|C(F )
γ + τk)(y), lim sup
y→x
y∈M0
(u
H(F )|M(K0,F )
γ + τk)(y),
lim sup
ymℓ→x
ymℓ∈Mmℓ
(u
H(F )|M(Kmℓ,F )
γ + τk)(ymℓ)
)
.
Letting k tend to infinity in the above expressions gives that
u
H(F )|M
γ+1 (x) ≤ max
(
u
H(F )|C(F)
γ+1 (x), u
H(F )|M(K0,F )
γ+1 (x),
(4.7)
lim sup
ymℓ→x
ymℓ∈Mmℓ
u
H(F )|M(Kmℓ,F )
γ (ymℓ) + htop(F |Kmℓ )
)
.(4.8)
We would like to show that the expression in the right-hand side of Equation (4.7)-
(4.8) is less than or equal to u
H(F )|C(F )
γ+1 (x), and we prove this bound by analyzing
each expression in the maximum individually. The bound is trivial for the first
expression. By Lemma 3.3 (applied to F |K0 , which is a principal extension of f ,
with C(f) in place of C), we have that for x in M(K0, F ),
(4.9) u
H(F )|M(K0,F )
γ+1 (x) =
∫
C(F )∩M(K0,F )
u
H(F )|C(F )∩M(K0 ,F )
γ+1 dPx.
Since C(F ) ⊂Merg(D, F ), the measure Px is the point mass at x for any x in C(F ).
Combining this fact with Equation 4.9 and then using Fact 2.19 (2) gives that
u
H(F )|M(K0,F )
γ+1 (x) = u
H(F )|C(F )∩M(K0,F )
γ+1 (x) ≤ u
H(F )|C(F )
γ+1 (x),
which gives the desired bound on the second expression in the maximum in Equation
(4.7)-(4.8).
We bound the third expression in the maximum in Equation (4.7)-(4.8) as
follows. By hypothesis (v), either htop(F |Km) tends to 0 as m tends to infin-
ity or for each m, α0(FKm) = 0 and htop(F |Km) = h
F (µ) for µ in C(Km, F ).
First suppose that htop(F |Km) tends to 0. Let {ymℓ}ℓ be any sequence tend-
ing to x such that ymℓ ∈ M(Kmℓ , F ) for each ℓ. Equation (4.5) implies that
||u
H(F )|M(Kmℓ,F )
γ || = ||u
H(F )|C(F )∩M(Kmℓ ,F )
γ || for each ℓ. Since u
H(F )|C(F )∩M(Kmℓ ,F )
γ is
u.s.c., there exists µmℓ in C(F )∩M(Kmℓ , F ) such that u
H(F )|C(F )∩M(Kmℓ ,F )
γ (µmℓ) =
||u
H(F )|C(F )∩M(Kmℓ ,F )
γ ||, for each ℓ in N. Furthermore, {µmℓ}ℓ tends to x because
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{ymℓ}ℓ tends to x. Then
lim sup
ℓ
u
H(F )|M(Kmℓ,F )
γ (ymℓ) + htop(F |Kmℓ ) ≤ lim sup
ℓ
u
H(F )|C(F )∩M(Kmℓ ,F )
γ (µmℓ)
≤ lim sup
ℓ
u
H(F )|C(F )
γ (µmℓ)
≤ u
H(F )|C(F )
γ+1 (x).
It follows that
(4.10) lim sup
ymℓ→x
ymℓ∈Mmℓ
u
H(F )|M(Kmℓ,F )
γ (ymℓ) + htop(F |Kmℓ ) ≤ u
H(F )|C(F )
γ+1 (x).
Now suppose that for each m ≥ 1, α0(F |Km) = 0 and htop(F |Km) = h
F (µ) for µ in
C(F ) ∩M(Km, F ). Since α0(F |Km) = 0, we have that u
H(F )|M(Km,F )
γ ≡ 0 for each
m ≥ 1. Let {ymℓ}ℓ be a sequence tending to x such that ymℓ is in M(Kmℓ , F ) for
each ℓ. Let µmℓ be in C(F ) ∩M(Kmℓ , F ), for each ℓ. Note that {µmℓ}ℓ tends to
x because {ymℓ}ℓ tends to x. By Proposition 4.19 (3), for each k, we may assume
there exists a natural number m0 such that for m ≥ m0, it holds that hk(µm) = 0,
which implies that τk(µm) = h
F (µm). Then
lim sup
ℓ
u
H(F )|M(Kmℓ,F )
γ (ymℓ) + htop(F |Kmℓ ) = lim sup
ℓ
htop(F |Kmℓ )
= lim sup
ℓ
hF (µmℓ) = lim
k
lim sup
ℓ
τk(µmℓ) ≤ u
H(F )|C(F )
1 (x) ≤ u
H(F )|C(F )
γ+1 (x).
We have shown that in either case given by hypothesis (v), the third expression in
the maximum in Equation (4.7)-(4.8) is bounded above by u
H(F )|C(F )
γ+1 (x), as desired.
Thus we have shown that u
H(F )|M
γ+1 (x) ≤ u
H(F )|C(F )
γ+1 (x), which finishes the successor
case of our induction.
For the limit case, let γ be a limit ordinal and suppose property (5) holds for
all β < γ. Taking the limit supremum over the three sets C(F ), M(K0, F ) \C(F ),
and ∪m≥1M(Km, F ) in the definition of u
H(F )|M
γ (x), we obtain
(4.11)
uH(F )|Mγ (x) ≤ max
(
u
H(F )|C(F )
γ (x), u
H(F )|M(K0,F )
γ (x), lim sup
ymℓ→x
ymℓ∈Mmℓ
u
H(F )|M(Kmℓ,F )
γ (ymℓ)
)
.
By the same arguments as in the successor case, we bound the three expressions in
the maximum in Equation (4.11) from above by u
H(F )|C(F )
γ (x), which shows that
u
H(F )|M
γ (x) ≤ u
H(F )|C(F)
γ (x). This finishes our induction, and thus we have verified
property (5). 
Lemma 4.22. Suppose (X,F ) is a topological dynamical system with entropy
structure H(F ). Suppose there exist closed sets C and M in M(X,F ) such that
C ⊂Merg(X,F ) ⊂M and for all x in M and all ordinals γ,
uH(F )|Mγ (x) ≤
∫
C
uH(F )|Cγ dPx.
Then for all x in M(X,F ) and all ordinals γ,
uH(F )γ (x) =
∫
C
uH(F )|Cγ dPx.
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Proof. SinceM is closed and containsMerg(X,F ), the Embedding Lemma (Lemma
2.18) implies that for all x in M(X,F ) and all ordinals γ,
uH(F )γ (x) = max
µ∈Φ−1(x)
∫
M
uH(F )|Mγ dµ,
where Φ : M(M) → M(X,F ) is the restriction of the barycenter map (which is
onto since Merg(X,F ) ⊂M). By Fact 2.19 (2) and the fact that Px ∈ Φ
−1(x),
max
µ∈Φ−1(x)
∫
M
uH(F )|Mγ dµ ≥ max
µ∈Φ−1(x)
∫
C
uH(F )|Cγ dµ
≥
∫
C
uH(F )|Cγ dPx.
For each ordinal γ, let gγ : M(X,F )→ [0,∞) be defined by
gγ(x) =
{
u
H(F )|C
γ (x), if x ∈ C
0, otherwise.
Note that since C is closed and u
H(F )|C
γ is u.s.c. and non-negative on C, we have
that gγ is u.s.c. on M(X,F ). Also, gγ is convex for each γ since it takes positive
values only on extreme points (using that C ⊂Merg(X,F )). Fact 2.5 in [13] (proved
in [9]) states that the harmonic extension of a non-negative, convex, u.s.c. function
is u.s.c. and of course harmonic. Applying this fact to gγ , we obtain that the
function gharγ :M(X,F )→ [0,∞) defined by
gharγ (x) =
∫
gγ dPx =
∫
C
uH(F )|Cγ dPx
is harmonic and u.s.c. Then for any µ in Φ−1(x), since gharγ is harmonic and µ is
supported on M , we have that
gharγ (x) = g
har
γ (bar(µ)) =
∫
M
gharγ dµ.
By hypothesis, we have
uH(F )|Mγ (x) ≤
∫
C
uH(F )|Cγ dPx.
Combining all of these facts, we see that for x in M(X,F ),∫
C
uH(F )|Cγ dPx ≤ u
H(F )
γ (x)
= max
µ∈Φ−1(x)
∫
M
uH(F )|Mγ dµ
≤ max
µ∈Φ−1(x)
∫
M
∫
C
uH(F )|Cγ dPτ dµ(τ)
= max
µ∈Φ−1(x)
∫
M
gharγ dµ
= gharγ (x)
=
∫
C
uH(F )|Cγ dPx.
Thus the above inequalities are actually equalities, and we have proved the lemma.

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5. Computation of some transfinite sequences
We will be interested in the following subsets of Cd.
Definition 5.1. Let α be a countable ordinal and a ≥ 0. Let S(α, d, a) be the class
of functions f in Cd such that there exists a sequence of periodic orbits {θm}m∈N of
f such that the following conditions are satisfied, where C(f) = ∩∞N=1∪m≥N{µθm}:
(1) f is ready for operation on ∪mθm;
(2) for every µ in C(f), µ is totally ergodic;
(3) if α = 0, then C(f) = {ν}, where ν is the unique measure of maximal
entropy for f
(4) for all ordinals γ and all points x in M(D, f),
uH(f)γ (x) =
∫
C(f)
u
H(f)|C(f)
γ dPx;
(5) α0(f) = α.
(6) ||u
H(f)
α || = a.
Also, let S(α, d) = ∪a≥0 S(α, d, a).
Notation 5.2. If {θm}m is a sequence of periodic orbits for f satisfying the con-
ditions in Definition 5.1 for f , then we write that f is in S(α, d, a) with {θm}m.
Remark 5.3. For some pairs α and a ≥ 0, the set S(α, d, a) is trivially empty.
Indeed, if α = 0 and a > 0, then S(α, d, a) is empty. Also, if α > 0 and a = 0, then
S(α, d, a) is empty. On the other hand, in the course of proving Theorem 7.3, we
will show that for every countable ordinal α > 0, and every a > 0, the set S(α, d, a)
is non-empty.
Lemma 5.4. Let p be a non-negative integer and a > 0. Suppose f , {χm}m,
{ξm}m, and {Nm}m satisfy the following conditions:
• f is in S(p, d, ap
p+1 ) with {θm}m;
• ||u
H(f)
ℓ || =
aℓ
p+1 for ℓ = 1, . . . , p;
• for each m, Nm and ξm are natural numbers and 1 ≤ ξm ≤ |θm|;
• for each m, χm is in S(0, d) with {θ
m
ℓ }ℓ and htop(χm) = log(Nm).
• the sequence { ξm|θm| log(Nm)}m is increasing to
a
p+1 ;
Then for any F in BL(f, {θm}m, {χm}m, {θ
m
ℓ }m,ℓ, {ξm}m), F is in S(p + 1, d, a),
htop(F ) = max
(
htop(f), supm
ξm
|θm|
htop(χm)
)
, and ||u
H(F )
k || =
ak
p+1 for each k in the
set {1, . . . , p+ 1}.
Proof. Let f , {χm}m, {ξm}m, and {Nm}m be as above. By Proposition 4.4, there
exists F in BL(f, {θm}m, {χm}m, {θ
m
ℓ }m,ℓ, {ξm}m) with π, {Ki}
∞
i=0, and {φm}m
as in Proposition 4.4. Then F is in Cd and F is ready for operation on the set
S = ∪m,ℓ φm(θ
m
ℓ × {0, . . . , |θm| − 1}). Let Θk be an enumeration of the periodic
orbits in S. Let
• C(F ) = ∩∞n=1∪k≥n{µΘk};
• C(f) = ∩∞n=1∪m≥n{µθm};
• C(χm) = ∩
∞
n=1∪ℓ≥n{µθmℓ };
• for each i ≥ 0, C(Ki, F ) = C(F ) ∩M(Ki, F ).
To prove the lemma, we show the following:
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(A) htop(F ) = max
(
htop(f), supm
ξm
|θm|
htop(χm)
)
;
(B) for each µ in C(F ), µ is totally ergodic;
(C) for each x in M(D, F ) and each ordinal γ,
uH(F )γ (x) =
∫
C(F )
u
H(F )|C(F )
γ dPx;
(D) α0(H(F )) = p+ 1;
(E) ||u
H(F )
k || =
aℓ
p+1 for ℓ = 1, . . . , p+ 1.
Corollary 4.20 gives (A). Lemma 4.21 (1) implies (B). Lemma 4.21 (5) and Lemma
4.22 together imply (C).
Property (C) implies that α0(H(F )) ≤ α0(H(F )|C(F )) and also that ||u
H(F )
k || =
||u
H(F )|C(F )
k ||. Since C(F ) ⊂ Merg(D, F ), the measure Px is just the point mass at
x, for all x in C(F ). With this fact, (C) implies that u
H(F )
γ (x) = u
H(F )|C(F )
γ (x) for
all x in C(F ). It follows that α0(H(F )) ≥ α0(H(F )|C(F )), and we conclude that in
fact α0(H(F )) = α0(H(F )|C(F )). We now observe that properties (D) and (E) will
be satisfied once we show that α(H(F )|C(F )) = p + 1 and ||u
H(F )|C(F )
ℓ || =
aℓ
p+1 for
ℓ = 1, . . . , p+1. Let us prove these two facts by computing the transfinite sequence
for H(F )|C(F ).
Note that for m ≥ 1, C(Km, F ) is open in C(F ) (by Lemma 4.21). Then Fact
2.19 (1) and Lemma 3.9 give that for all x in C(Km, F ),
u
H(F )|C(F )
γ (x) = u
H(F )|C(Km,F )
γ (x)
=
ξm
|θm|
u
H(χm)|C(χm)
γ (ψm((φ
−1
m )(x))).
By the hypothesis that χm is in S(0, d), u
H(χm)
γ ≡ 0 for all ordinals γ, and thus
u
H(F )|C(Km,F )
γ (x) = 0 for all x in C(F ) ∩M(Km, F ).
For x in C(K0, F ), we have that for each k,
lim sup
y→x
τk(y) = max
(
lim sup
y→x
y∈C(K0,F )
τk(y), lim sup
y→x
y∈C(F )\C(K0,F )
τk(y)
)
≤ max
(
lim sup
y→x
y∈C(K0,F )
τk(y), lim sup
m
ξm
|θm|
htop(χm)
)
.
Letting k tend to infinity and using Lemma 3.3 (applied to F |K0 , which is a principal
extension of f with factor map π) gives that
u
H(F )|C(F )
1 (x) ≤ max
(
u
H(F )|C(K0,F )
1 (x), lim sup
m
ξm
|θm|
htop(χm)
)
(5.1)
= max
(
u
H(f)
1 (π(x)), lim sup
m
ξm
|θm|
htop(χm)
)
.(5.2)
By hypothesis, ||u
H(f)
1 || =
a
p+1 and limm
ξm
|θm|
htop(χm) =
a
p+1 . Then by Equations
(5.1) and (5.2), we obtain u
H(F )|C(F )
1 (x) ≤
a
p+1 . Since x is in C(K0, F ), there exist
periodic orbits θmk such that the sequence µθmk converges to π(x). Let µmk be
the measure of maximal entropy for F |Kmk , which exists by the fact that χmk is in
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S(0, d) (property (3) in Definition 5.1). Then {µmk}k converges to x, and by the
upper semi-continuity of u
H(F ))|C(F)
1 and Proposition 4.19 (3), we have that
u
H(F )|C(F )
1 (x) ≥ lim
ℓ
lim sup
k
(hF − hFℓ )(µmk) = lim
ℓ
lim sup
k
hF (µmk)
= lim sup
k
ξmk
|θmk |
htop(χmk) =
a
p+ 1
.
This argument shows that for all x in C(K0, F ), it holds that u
H(F )|C(F )
1 (x) =
a
p+1 .
Now we claim that by induction on ℓ, u
H(F )|C(F )
ℓ (x) =
a
p+1 + u
H(F )|C(K0,F )
ℓ−1 (x) for x
in C(K0, F ). The claim holds for ℓ = 1. Assuming it holds for a natural number ℓ,
we have for x in C(K0, F ),
lim sup
y→x
(u
H(F )|C(F )
ℓ + τk)(y) =
= max
(
lim sup
y→x
y∈C(K0,F )
(u
H(F )|C(F )
ℓ + τk)(y), lim sup
y→x
y∈C(F )\C(K0,F )
(u
H(F )|C(F )
ℓ + τk)(y)
)
= max
(
lim sup
y→x
y∈C(K0,F )
( a
p+ 1
+ u
H(F )|C(K0,F )
ℓ−1 + τk
)
(y), lim sup
y→x
y∈C(F )\C(K0,F )
τk(y)
)
,
where the second equality follows from the induction hypothesis on ℓ and the fact
that u
H(F )|C(Km,F )
ℓ ≡ 0 for m ≥ 1. Letting k tend to infinity gives that
u
H(F )|C(F )
ℓ+1 (x) = max
( a
p+ 1
+ u
H(F )|C(K0,F )
ℓ (x),
a
p+ 1
)
=
a
p+ 1
+ u
H(F )|C(K0,F )
ℓ (x).
By Lemma 3.3, we have u
H(F )|C(K0,F )
ℓ (x) = u
H(f)
ℓ (π(x)) for all x in C(K0, F ). Now
the facts α0(H(F )|C(F )) = p+1 and ||u
H(F )|C(F )
ℓ || =
aℓ
p+1 for ℓ = 1, . . . , p+1 follow
from the hypotheses on f (in particular, α0(H(f)) = p and ||u
H(f)
ℓ || =
aℓ
p+1 for
ℓ = 1, . . . , p). This concludes the proof of the lemma. 
Lemma 5.5. Let β = 0 or β = ωβ1 + · · · + ωβk , where β1 ≥ · · · ≥ βk. Let α > 1
be an irreducible ordinal such that α ≥ ωβ1 if β 6= 0. Let a > 0 and b ≥ 0. Suppose
• {αm}m is a non-decreasing sequence of ordinals whose limit is α;
• {δm}m is a strictly increasing sequence of ordinals whose limit is α;
• {am}m is a sequence of positive real numbers tending to infinity;
• f is in S(β, d, b) with {θm}m;
• ||u
H(f)
α || ≤ a;
• for each m, ξm satisfies 1 ≤ ξm ≤ |θm|, and the sequence {
ξm
|θm|
am}m is
increasing to a;
• χm is in S(αm, d, am) with {θ
m
ℓ }ℓ;
• ξm|θm|htop(χm) tends to 0;
• ξm|θm| ||u
H(χm)
δm
|| tends to 0.
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Then for any F in BL(f, {θm}m, {χm}m, {θ
m
ℓ }m,ℓ, {ξm}m), F is in S(α+β, d, a+b)
and for any ordinal γ,
(5.3) ||uH(F )γ || =
{
max
(
||u
H(f)
γ ||, supm
ξm
|θm|
||u
H(χm)
γ ||
)
, if γ < α
a+ ||u
H(f)
γ0 ||, if γ = α+ γ0.
Furthermore, if β = 0, then for any δ < α and 0 < ǫ < a, there exists m0 such that
for any F in BL(f, {θm+m0}m, {χm+m0}m, {θ
m+m0
ℓ }m,ℓ, {ξm+m0}m), ||u
H(F )
δ || ≤ ǫ.
Proof. Let f , {θm}m, {χm}m, {θ
m
ℓ }m,ℓ, and {ξm}m. By Proposition 4.4, there
exists F in BL(f, {θm}m, {χm}m, {θ
m
ℓ }m,ℓ, {ξm}m) with π, {Ki}
∞
i=0, and {φm}m
as in Proposition 4.4. Then F is in Cd and F is ready for operation on the set
S = ∪m,ℓ φm(θ
m
ℓ × {0, . . . , |θm| − 1}). Let Θk be an enumeration of the periodic
orbits in S. Let
• C(F ) = ∩∞n=1∪k≥n{µΘk};
• C(f) = ∩∞n=1∪m≥n{µθm};
• C(χm) = ∩
∞
n=1∪ℓ≥n{µθmℓ };
• for each i ≥ 0, C(Ki, F ) = C(F ) ∩M(Ki, F ).
To prove the lemma, we will show the following:
(A) htop(F ) = max
(
htop(f), supm
ξm
|θm|
htop(χm)
)
;
(B) for each µ in C(F ), µ is totally ergodic;
(C) for each x in M(D, F ) and each ordinal γ,
uH(F )γ (x) =
∫
C(F )
u
H(F )|C(F )
γ dPx;
(D) α0(H(F )) = α+ β;
(E) for any ordinal γ, Equation (5.3) holds.
(F) if β = 0, then for any δ < α and 0 < ǫ < a, there existsm0 such that for any
F in BL(f, {θm+m0}m, {χm+m0}m, {θ
m+m0
ℓ }m,ℓ, {ξm+m0}m), ||u
H(F )
δ || ≤ ǫ.
Corollary 4.20 gives (A). Lemma 4.21 (1) implies (B). Lemma 4.21 (5) and Lemma
4.22 together imply (C).
Suppose that β = 0 and that δ < α and 0 < ǫ < a are given. Choose m0
such that for all m ≥ m0, δm > δ and
ξm
|θm|
||u
H(χm)
δm
|| < ǫ (such m0 exists by the
hypotheses that δm tends to α and
ξm
|θm|
||u
H(χm)
δm
|| tends to 0). Then property (F)
follows from property (E). It remains to show properties (D) and (E).
Property (C) implies that α0(H(F )) ≤ α0(H(F )|C(F )) and that ||u
H(F )
k || =
||u
H(F )|C(F )
k ||. Since C(F ) ⊂ Merg(D, F ), the measure Px is just the point mass at
x, for all x in C(F ). Combining this fact with property (C) implies that u
H(F )
γ (x) =
u
H(F )|C(F )
γ (x) for all x in C(F ). It follows that α0(H(F )) ≥ α0(H(F )|C(F )) and
therefore that α0(H(F )) = α0(H(F )|C(F )). We now observe that properties (D)
and (E) will be satisfied if we show that α(H(F )|C(F )) = α+ β and for all ordinals
γ, Equation (5.3) holds with H(F ) replaced by H(F )|C(F ). Below we prove these
two facts by computing the transfinite sequence for H(F )|C(F ), which will complete
the proof.
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Note that for m ≥ 1, the set C(Km, F ) is open in C(F ) by Lemma 4.21. Then
Fact 2.19 (1) and Lemma 3.9 give that for all x in C(Km, F ),
u
H(F )|C(F )
γ (x) = u
H(F )|C(Km,F )
γ (x)(5.4)
=
ξm
|θm|
u
H(χm)|C(χm)
γ (ψm((φ
−1
m )(x))).(5.5)
We show by transfinite induction that for γ < α and x in C(K0, F ), we have
u
H(F )|C(F )
γ (x) = u
H(F )|C(K0,F )
γ (x). The statement is trivially true for γ = 0. Suppose
it holds for γ < α. Then by the inductive hypothesis and Equation (5.4), for x in
C(K0, F ),
lim sup
y→x
(u
H(F )|C(F )
γ + τk)(y) =max
(
lim sup
y→x
y∈C(K0,F )
(u
H(F )|C(F )
γ + τk)(y),
lim sup
y→x
y∈C(F )\C(K0,F )
(u
H(F )|C(F )
γ + τk)(y)
)
≤ max
(
lim sup
y→x
y∈C(K0,F )
(u
H(F )|C(K0,F )
γ + τk)(y),
lim sup
m
||u
H(F )|C(Km,F )
γ ||+
ξm
|θm|
htop(χm)
)
.
Note that there exists m0 such that δm > γ for all m ≥ m0, which implies that
u
H(F )|C(Km,F )
γ ≤ u
H(F )|C(Km,F )
δm
for all large m. Then letting k tend to infinity, we
obtain
u
H(F )|C(F )
γ+1 (x) ≤ max
(
u
H(F )|C(K0,F )
γ+1 (x), lim sup
m
||u
H(F )|C(Km,F )
δm
||+
ξm
|θm|
htop(χm)
)
= max
(
u
H(F )|C(K0,F )
γ+1 (x), lim sup
m
ξm
|θm|
||u
H(χm)
δm
||+
ξm
|θm|
htop(χm)
)
= max
(
u
H(F )|C(K0,F )
γ+1 (x), 0
)
= u
H(F )|C(K0,F )
γ+1 (x),
using the hypotheses that ξm|θm| ||u
H(χm)
δm
|| tends to 0 and ξm|θm|htop(χm) tends to 0.
By Fact 2.19 (2), u
H(F )|C(K0,F )
γ+1 (x) ≤ u
H(F )|C(F )
γ+1 (x), and thus we conclude that
u
H(F )|C(F )
γ+1 (x) = u
H(F )|C(K0,F )
γ+1 (x), which finishes the inductive step for successors.
Now suppose that u
H(F )|C(F )
β (x) = u
H(F )|C(K0,F )
β (x) holds for all x in C(K0, F )
and all β < γ, where γ is a limit ordinal such that γ < α. Recall that for m
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sufficiently large, δm > γ. Then by the induction hypothesis, for each x in C(K0, F ),
u
H(F )|C(F )
γ (x) = lim sup
y→x
sup
β<γ
u
H(F )|C(F )
β (y)
= max
(
lim sup
y→x
y∈C(K0,F )
sup
β<γ
u
H(F )|C(F )
β (y), lim sup
y→x
y∈C(F )\C(K0,F )
sup
β<γ
u
H(F )|C(F)
β (y)
)
= max
(
lim sup
y→x
y∈C(K0,F )
sup
β<γ
u
H(F )|C(K0,F )
β (y), lim sup
y→x
y∈C(F )\C(K0,F )
u
H(F )|C(F )
γ (y)
)
≤ max
(
u
H(F )|C(K0,F )
γ (x), lim sup
m
ξm
|θm|
||u
H(χm)
δm
||
)
= max
(
u
H(F )|C(K0,F )
γ (x), 0
)
= u
H(F )|C(K0,F )
γ (x)
By Fact 2.19 (2), u
H(F )|C(K0,F )
γ (x) ≤ u
H(F )|C(F )
γ (x), and we conclude that in fact
u
H(F )|C(F )
γ (x) = u
H(F )|C(K0,F )
γ (x), which finishes the inductive step for limit ordi-
nals. We have shown that for all ordinals γ < α, u
H(F )|C(F )
γ (x) = u
H(F )|C(K0,F )
γ (x)
for all x in C(F ). Now by Lemma 3.3, for x in C(K0, F ) and γ < α,
u
H(F )|C(F)
γ (x) = u
H(F )|C(K0,F )
γ (x) = u
H(f)
γ (π(x)).
At this point we conclude based on the above facts that for γ < α,
||u
H(F )|C(F )
γ || = max
(
||uH(f)γ ||, sup
m
ξm
|θm|
||u
H(χm)
δm
||
)
.
Since α is irreducible and greater than 1, α is a limit ordinal. Thus for any x in
C(K0, F ),
u
H(F )|C(F )
α (x) = lim sup
y→x
sup
β<α
u
H(F )|C(F )
β (y)
≤ max
(
lim sup
y→x
y∈C(K0,F )
sup
β<α
u
H(F )|C(K0,F )
β (y), lim sup
m
||u
H(F )|C(Km,F )
α ||
)
= max
(
lim sup
y→x
y∈C(K0,F )
sup
β<α
u
H(F )|C(K0,F )
β (y), lim sup
m
ξm
|θm|
am
)
≤ max
(
u
H(F )|C(K0,F )
α (x), a
)
.
By hypothesis, ||u
H(F )|C(K0,F )
α || ≤ a, and thus we have that u
H(F )|C(F)
α (x) ≤ a. On
the other hand, since x is in C(K0, F ), there exists a sequence of periodic orbits
{θmk}k such that {µθmk }k converges to π(x). If {µmk}k is a sequence of measures
such that µmk is in M(Kmk , F ) for each k, then {µmk}k converges to x, and we
have
u
H(F )|C(F )
α (x) ≥ lim sup
k
||u
H(F )|C(Kmk )
α || = lim sup
k
ξmk
|θmk |
||u
H(χmk )
α || = a.
It follows that for each x in C(K0, F ), u
H(F )|C(F )
α (x) = a.
We show by induction that for γ ≥ 0 and x in C(K0, F ),
(5.6) u
H(F )|C(F )
α+γ (x) = a+ u
H(F )|C(K0,F )
γ (x).
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Note that Equation (5.6) holds for γ = 0. Now suppose Equation (5.6) holds for
some ordinal γ. Then for all x in C(K0, F ),
lim sup
y→x
(u
H(F )|C(F )
α+γ + τk)(y) = max
(
lim sup
y→x
y∈C(K0,F )
(u
H(F )|C(F )
α+γ + τk)(y),
lim sup
y→x
y∈C(F )\C(K0,F )
(u
H(F )|C(F )
α+γ + τk)(y)
)
= max
(
lim sup
y→x
y∈C(K0,F )
(a+ u
H(F )|C(K0,F )
γ + τk)(y),
lim sup
m→∞
y∈C(Km,F )
(u
H(F )|C(Km,F )
α + τk)(y)
)
.
Taking the limit as k tends to infinity gives
u
H(F )|C(F )
α+γ+1 (x) = max
(
a+ u
H(F )|C(K0,F )
γ+1 (x), a+ lim sup
m
ξm
|θm|
htop(χm)
)
= max
(
a+ u
H(F )|C(K0,F )
γ+1 (x), a+ 0
)
= a+ u
H(F )|C(K0,F )
γ+1 (x).
This completes the inductive step for successor ordinals. Now suppose Equation
(5.6) holds for all γ < β, where β is a limit ordinal. Then for all x in C(K0, F ),
u
H(F )|C(F )
α+β (x) = lim sup
y→x
sup
γ<β
u
H(F )|C(F )
α+γ (y)
= max
(
lim sup
y→x
y∈C(K0,F )
sup
γ<β
u
H(F )|C(K0,F )
α+γ (y), lim sup
m
||u
H(F )|C(Km,F )
α+β ||
)
= max
(
a+ u
H(F )|C(K0,F )
β (x), a
)
= a+ u
H(F )|C(K0,F )
β (x),
which completes the inductive step for limit ordinals. Combining Equation (5.6)
with Lemma 3.3, we obtain that
(5.7) u
H(F )|C(F )
α+γ (x) = a+ u
H(f)
γ (π(x)).
Then Equation (5.3) follows immediately and the equality α0(H(F )|C(F )) = α+ β
follows from the fact that α0(H(f)) = β. This concludes the proof of the lemma. 
6. Constructions by transfinite induction
The following lemma serves as a base case for the transfinite induction construc-
tion in this section. Recall that for any countable ordinal α and any real number
a ≥ 0, the set S(α, d, a) was defined in Definition 5.1.
Lemma 6.1. For any odd natural number N ≥ 3, there exists f in S(0, d, 0) such
that htop(f) = log(N).
Proof. In the case d = 1, let f be the linear N -tent map on [0, 1]. In the case
d = 2, let f be an adaptation of Smale’s N -horseshoe map such that f : D → D is
a homeomorphism and f |∂D = Id. In either case, we have that f is a continuous
surjection, f |∂D = Id, and htop(f) = log(N) < ∞, which implies that f is in Cd.
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Recall that f has a unique measure of maximal entropy, which we denote as µ.
Also, there exists a sequence {µθm}m of periodic measures tending to µ with ∪mθm
contained in int(D). Fix such a sequence. Let Q = ∪kf
−k(θm). Since f is N -to-one
when d = 1 and f is injective when d = 2, we have that Q is countable. Since f has
at most finitely many critical points, we assume without loss of generality that Q
contains no critical points, and thusDfx is invertible and continuous at x for all x in
Q. Furthermore, we have that if d = 2, then detDfx > 0 for x in Q. We have shown
that f is ready for operation on ∪mθm. Now let C(f) = ∩
∞
n=1∪m≥n{θm}. Since
{θm}m tends to µ, we have that C(f) = {µ}. Also note that µ is totally ergodic.
Recall that h-expansiveness (Definition 2.4) implies that any entropy structure (hk)
converges uniformly to h, which is equivalent to uα ≡ 0 and α0(f) = 0 (see [4, 12]).
Since f is h-expansive, we have that uα ≡ 0 for all α and α0(f) = 0. Hence we
have shown that f is in S(0, d, 0). 
Lemma 6.2. Let c ≥ log(3). Then for any p in N and a > 0, there exists F in
S(p, d, a) such that htop(F ) ≤ max(c,
a
p
) and ||u
H(F )
k || =
ak
p
for k = 1, . . . , p.
Proof. The proof is by induction on p. Consider the case p = 1. By Lemma
6.1, there exists f in S(0, d, 0) with {θm}m and htop(f) = log(3). Choose Nm
and ξm such that 1 ≤ ξm ≤ |θm|, Nm ≥ 3, Nm is odd, and {
ξm
|θm|
log(Nm)}m
increases to a. By Lemma 6.1, there exists χm in S(0, d, 0) with {θ
m
ℓ }ℓ and
htop(χm) = log(Nm). Then Proposition 4.4 implies that there exists a function F in
BL(f, {θm}m, {χm}m, {θ
m
ℓ }m,ℓ, {ξm}m). Lemma 5.4 implies that F is in S(1, d, a).
Also, htop(F ) = max(htop(f), supm
ξm
|θm|
htop(χm)) ≤ max(c, a).
Now assume the lemma holds for some p. By the induction hypothesis, let f be
in S(p, d, ap
p+1 ) with {θm}m such that htop(f) ≤ max(c,
a
p+1 ) and ||u
H(f)
k || =
ak
p+1 for
k = 1, . . . , p. Choose Nm and ξm such that 1 ≤ ξm ≤ |θm|, Nm ≥ 3, Nm is odd, and
{ ξm|θm| log(Nm)}m increases to
a
p+1 . By Lemma 6.1, there exists χm in S(0, d, 0) with
{θmℓ }ℓ and htop(χm) = log(Nm). Then Proposition 4.4 implies that there exists a
function F in BL(f, {θm}m, {χm}m, {θ
m
ℓ }m,ℓ, {ξm}m). Lemma 5.4 implies that F is
in S(p+ 1, d, a). Also, htop(F ) = max(htop(f), supm
ξm
|θm|
htop(χm)) ≤ max(c,
a
p+1 ),
and ||u
H(F )
k || =
ak
p+1 for k = 1, . . . , p+ 1. 
Lemma 6.3. Let α > 1 be a countable, irreducible ordinal. Let C > 0. Suppose
that for any ordinal δ < α, and any real numbers ǫ and a such that 0 < ǫ < a, there
exists f in S(α, d, a) such that htop(f) ≤ c and
||u
H(f)
δ || ≤ ǫ.
Then for any a > 0, and any natural number p > 1, there exists F in S(αp, d, a)
such that htop(F ) ≤ c and
||u
H(F )
αℓ || =
ℓ
p
a, for ℓ = 1, . . . , p.
Proof. The proof proceeds by induction on p. We suppose it holds for p and show
it holds for p+ 1.
Let f be in S(αp, d, ap
p+1 ) with {θm}m and satisfying the inductive hypotheses
for p. Choose sequences {δm}m, {ξm}m, and {am}m such that
• {δm}m is an increasing sequence of ordinals whose limit is α;
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• {am}m is a sequence of positive real numbers tending to infinity;
• for each m, ξm satisfies 1 ≤ ξm ≤ |θm|, and the sequence {
ξm
|θm|
am}m is
increasing to a
p+1 .
Applying the hypothesis of the lemma, for eachm inN, there exists χm in S(α, d, am)
with {θmℓ }ℓ such that htop(χm) ≤ c and ||u
H(χm)
δm
|| ≤ min( a
p+1 ,
1
m
). Note that since
am tends to infinity and limm
ξm
|θm|
am =
a
p+1 , the sequence {
ξm
|θm|
} tends to 0. It fol-
lows that the sequence { ξm|θm|htop(χm)}m tends to 0. We assume without loss of gen-
erality that supm{
ξm
|θm|
htop(χm)}m ≤ c (if this inequality is not satisfied, replace χm
by χm+m0 for sufficiently large m0). Also, the sequence {
ξm
|θm|
||u
H(χm)
δm
||}m tends to
0. Now by Proposition 4.4, there exists F in BL(f, {θm}m, {χm}m, {θ
m
ℓ }m,ℓ, {ξm}m).
We have that htop(F ) = max(htop(f), supm
ξm
|θm
htop(χm)) ≤ c. By Lemma 5.5, F
is in S(α + αp, d, a
p+1 +
ap
p+1 ) = S(α(p+ 1), d, a) and
• for any γ < α, ||u
H(F )
γ || = max
(
||u
H(f)
γ ||, supm ||u
H(χm)
γ ||
)
;
• for γ ≥ 0, ||u
H(F )
α+γ || =
a
p+1 + ||u
H(f)
γ ||.
Then ||u
H(F )
α || =
a
p+1 , and the inductive hypotheses on f imply that ||u
H(F )
αℓ || =
aℓ
p+1
for ℓ = 1, . . . , p + 1. Thus F satisfies the induction hypotheses for p + 1, and by
induction the lemma holds for all p.

Lemma 6.4. Let α > 1 be a countable, irreducible ordinal. Let c ≥ log(3). Then
for all ordinals δ < α and all real numbers ǫ and a such that 0 < ǫ < a, there exists
F in S(α, d, a) such that htop(F ) ≤ c and
||u
H(F )
δ || ≤ ǫ.
Proof. The proof is by transfinite induction on the irreducible ordinals α > 1. For
notation, we let α = ωβ, and use transfinite induction on β ≥ 1.
Case (β = 1). Let f be in S(0, d) with {θm}m and htop(f) = log(3) (such a map f
exists by Lemma 6.1). Let a, ǫ, and δ be as in the statement of the lemma. Choose
sequences {am}m and {ξm}m such that
• {am}m tends to infinity;
• ξm is a natural number such that 1 ≤ ξm ≤ |θm|;
• the sequence { ξm|θm|am}m increases to a.
By Lemma 6.2, there exists χm in S(m, d, am) with {θ
m
ℓ }ℓ and such that htop(χm) ≤
max(c, am
m
) and ||u
H(χm)
k || =
amk
m
for k = 1, . . . ,m. Note that since am tends to
infinity and { ξm|θm|am}m increases to a, we have that {
ξm
|θm|
htop(χm)}m tends to
0. Thus we assume without loss of generality that supm
ξm
|θm|
htop(χm) ≤ c (by
replacing χm with χm+m0 for sufficiently large m0 if necessary). Let δm = [log(m)],
the integer part of log(m). Then we obtain that { ξm|θm| ||u
H(χm)
δm
||}m tends to 0 (since
ξm
|θm|
||u
H(χm)
δm
|| = ξmam[log(m)]|θm|m ≤
a[log(m)]
m
). By Proposition 4.4, there exists F in
BL(f, {θm}m, {χm}m, {θ
m
ℓ }m,ℓ, {ξm}m). Then by Lemma 5.4, F is in S(ω, d, a).
Also, htop(F ) = max(htop(f), supm
ξm
|θm|
htop(χm)) ≤ c. Also, the final statement in
Lemma 5.4 gives that for 0 < ǫ < a and δ < α, there exists m0 such that replacing
χm with χm+m0 produces F such that ||u
H(F )
δ || ≤ ǫ.
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Case (successor ordinal). Now suppose the lemma holds for the irreducible ordinal
ωβ. We show that it also holds for ωβ+1. Let f be in S(0, d) with {θm}m and
htop(f) = log(3). Choose sequences {αm}m, {δm}, {am}m and {ξm}m such that
• αm = ω
βm;
• δm = ω
β[log(m)];
• {am}m is a sequence of positive real numbers tending to infinity;
• for each m, ξm satisfies 1 ≤ ξm ≤ |θm|, and the sequence {
ξm
|θm|
am}m is
increasing to a.
The inductive hypotheses imply that the hypotheses in Lemma 6.3 are satisfied for
ωβ. Applying Lemma 6.3 for each m in N, we obtain that there exists χm such that
• χm is in S(ω
βm, d, am) with {θ
m
ℓ }ℓ;
• htop(χm) ≤ c;
• ||u
H(χm)
δm
|| = am[log(m)]
m
.
Since {am}m tends to infinity and {
ξm
|θm|
am}m tends to a, {
ξm
|θm|
}m tends to 0.
Therefore { ξm|θm|htop(χm)}m tends to 0. Also, we have that {
ξm
|θm|
||u
H(χm)
δm
||}m
tends to 0. We assume without loss of generality that supm
ξm
|θm|
||u
H(χm)
δm
|| ≤
ǫ. Now let δ < α and 0 < ǫ < a be arbitrary. There exists m0 such that
δm > δ for all m ≥ m0. Also, there exists m1 such that
a[log(m)]
m
< ǫ for
all m ≥ m1. Let m2 = max(m0,m1). Replace χm by χm+m2 . By Proposi-
tion 4.4, there exists F in BL(f, {θm}m, {χm}m, {θ
m
ℓ }m,ℓ, {ξm}m). We have that
htop(F ) = max(htop(f), supm
ξm
|θm|
htop(χm)) ≤ c. Then Lemma 5.5 implies that F
is in S(ωβ+1, d, a) and
||u
H(F )
δ || = max
(
||u
H(f)
δ ||, sup
m
ξm
|θm|
||u
H(χm)
δ ||
)
= sup
m
ξm
|θm|
||u
H(χm)
δ || ≤ ǫ,
as desired.
Case (β limit ordinal). Now suppose the lemma holds for all irreducible ordinals
ωγ < ωβ , where β is a limit ordinal. We show that it also holds for ωβ . Let f
be in S(0, d) with {θm}m and htop(f) ≤ c. Choose a sequence {am}m of positive
real numbers tending to infinity and an increasing sequence of ordinals {βm}m
tending to β. The inductive hypothesis implies that for each m, there exists
χm in S(ω
βm , d, am) with {θ
m
ℓ }ℓ such that htop(χm) ≤ c and ||u
H(χm)
ω
βm−1
|| ≤ 1
m
.
Now let δ < ωβ and ǫ > 0 be arbitrary. There exists m0 such that δm > δ
for all m ≥ m0. Also, there exists m1 such that
1
m
< ǫ for all m ≥ m1. Let
m2 = max(m0,m1). Then replace χm by χm+m2 . By Proposition 4.4, there ex-
ists F in BL(f, {θm}m, {χm}m, {θ
m
ℓ }m,ℓ, {ξm}m). By Corollary 4.20, we have that
htop(F ) = max(htop(f), supm
ξm
|θm|
htop(χm)) ≤ c. Then Lemma 5.5 implies that F
is in S(ωβ , d, a) and
||u
H(F )
δ || = max
(
||u
H(f)
δ ||, sup
m
ξm
|θm|
||u
H(χm)
δ ||
)
= sup
m
ξm
|θm|
||u
H(χm)
δ || ≤ ǫ,
as desired.

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7. Proofs of the main results
Theorem 7.1. Let d be in {1, 2}. For every countable ordinal α > 0 and any
a > 0, there is a map F in S(α, d, a).
Proof. Let α = ωβ1 + · · · + ωβn , with β1 ≥ · · · ≥ βn. We argue by induction on
n. If n = 1, then either Lemma 6.2 (if β1 = 0) or Lemma 6.4 (if β1 > 0) implies
that there exists F in S(α, d, a). Suppose the statement holds for n. We show
that it holds for n + 1. If β1 = 0, then Lemma 6.2 implies that F exists with the
desired properties. Now suppose β1 > 0. Let a1 ≥ a0 > 0 with a1 + a0 = a. By
the induction hypothesis, there exists f in S(ωβ2 + · · · + ωβn , d, a0) with {θm}m.
Choose sequences {am}m, {δm}m, and {ξm}m such that
• {am}m is a sequence of positive numbers tending to infinity;
• {δm}m is an increasing sequence of ordinals tending to ω
β1 ;
• 1 ≤ ξm ≤ |θm| and the sequence {
ξm
|θm|
am}m increases to a.
Let c ≥ log(3). Then for each m, Lemma 6.4 implies that there exists χm in
S(ωβ1 , d, am) with {θ
m
ℓ }ℓ such that htop(χm) ≤ c and ||u
H(χm)
δm
|| ≤ 1
m
. Note that
{ ξm|θm|htop(χm)} tends to 0 with these choices of parameters. By Proposition 4.4,
there exists F in BL(f, {θm}m, {χ
′
m}m, {θ
m′
ℓ }m,ℓ, {ξm}m). By Lemma 5.5, F is in
S(ωβ1 +ωβ2 + · · ·+ωβn , d, a1+a0) = S(α, d, a), which completes the induction and
the proof. 
Corollary 7.2. Let α be a countable ordinal, let a > 0 and let d be in N. Let D
be the closed unit ball in Rd. Then there exists a continuous surjection f : D → D
such that f |∂D = Id, α0(f) = α, and ||u
H(f)
α || = a. If d ≥ 2, then f can be chosen
to be a homeomorphism.
Proof. If d is 1 or 2, then Theorem 7.1 implies that there exists g in S(α, d, a),
which satisfies the conclusion of the corollary. We remark that since D and [−1, 1]d
are homeomorphic, the statement of the theorem is equivalent to the same state-
ment with [−1, 1]d in place of D. Thus we may consider all maps defined on
[−1, 1]d without loss of generality. The proof proceeds by induction on d. Sup-
pose the corollary holds for some d ≥ 2. Using this inductive hypothesis, choose a
homeomorphism g : [−1, 1]d → [−1, 1]d such that g|∂[−1,1]d = Id, α0(g) = α, and
||u
H(g)
α || = a. Then there exists a homeomorphism f : [−1, 1]d+1 → [−1, 1]d+1 such
that f |∂[−1,1]d+1 = Id, f(x, 0) = (g(x), 0) for x in [−1, 1]
d, and NW(f) ⊂ {(x, t) ∈
[−1, 1]d×[−1, 1] : t = 0}∪∂[−1, 1]d+1. Such a map f may be constructed as follows.
Let
V = {(x1, . . . , xd, t) ∈ [−1, 1]
d+1 : |xi| ≤ (1− |t|) for 1 ≤ i ≤ d}.
Also, define T : [−1, 1]→ [−1, 1] by T (t) = t+ 110 sin(πt). For x in ∂[−1, 1]
d+1, let
f(x) = x. For (x, t) in V (where x ∈ [−1, 1]d) such that |t| < 1, let
f(x, t) =
(
(1 − |T (t)|)g
(
1
(1 − |t|)
x
)
, T (t)
)
.
We have defined f on V ∪ ∂[−1, 1]d+1. For any point p in [−1, 1]d+1 \ (V ∪
∂[−1, 1]d+1), let ℓp denote the line in R
d+1 passing through p and the origin. Let p1
and p2 be the points such that {p1} = ∂V ∩ℓp and {p2} = ∂[−1, 1]
d+1∩ℓp. Then let
s in [0, 1] be such that p = sp1+(1−s)p2. Now define f(p) = sf(p1)+(1−s)f(p2).
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With this definition, f is a homeomorphism of [−1, 1]d+1 (using that g|∂[−1,1]d = Id).
Furthermore, we have that f |∂[−1,1]d+1 = Id, f(x, 0) = (g(x), 0) for x in [−1, 1]
d, and
NW(f) ⊂ {(x, t) ∈ [−1, 1]d× [−1, 1] : t = 0}∪∂[−1, 1]d+1. Then α0(f) = α0(g) = α
and ||u
H(f)
α || = ||u
H(g)
α || = a. In this way we have verified the inductive hypotheses
for d+ 1, which finishes the proof of the corollary. 
The following theorem, which we view as our main result, answers a question of
Todd Fisher.
Theorem 7.3. Let α be a countable ordinal and let a > 0. Let M be a compact
manifold. Then there exists a continuous surjection f :M →M such that α0(f) =
α and ||u
H(f)
α || = a. If dim(M) ≥ 2, then f can be chosen to be a homeomorphism.
Proof. Let d = dim(M), and let D be the closed unit ball in Rd. By Corollary 7.2,
there exists a continuous onto map g : D → D such that g|∂D = Id, α0(g) = α,
||u
H(g)
α || = a, and g is a homeomorphism if d ≥ 2. We define a map G : D → D
as follows. Let G|
B(0, 12 )
= A 1
2 ,0
◦ g ◦ A2,0, where As,p is the affine map on R
d
given by As,p(x) = sx + p and 0 is the origin. Now parametrize the annulus
{x ∈ Rd : 12 ≤ |x| ≤ 1} with polar coordinates (r, θ) ∈ [
1
2 , 1] × S
1. For (r, θ)
in [ 12 , 1] × S
1, let G(r, θ) = (r + 110 sin(2πr), θ). Now G is in Cd and B(0,
1
2 )
is an isolated set for G. Let φ : D → M be a homeomorphism onto its image
(such a map exists since M is a manifold). Define f : M → M as follows. For
x in φ(D), let f(x) = φ(G(φ−1(x))). For x in M \ φ(D), let f(x) = x. Then
NW (f) = φ(B(0, 12 )) ∪ (M \ φ(int(D))). Further, f is topologically conjugate to
G|
B(0, 12 )
on φ(B(0, 12 )), and f is the identity on M \ φ(int(D)). It follows that
α0(f) = α0(G) = α0(g) = α and ||u
H(f)
α || = ||u
H(G)
α || = ||u
H(g)
α || = a. 
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