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Abstract. In F&mm, Phys. Lett. 99A, (1983), 258-260, it is proved that a compactly supported 
inhomogeneity in the velocity profile is uniquely determined by the values of the acoustic 
pressure collected for aU positions of the source and receiver on the surface of the Earth (on the 
whole plane P) at low frequencies. Here it is proved that the data collected on Dr x Q2 sufl’ice 
for the uniqueness theorem to hold, where 01 and l& are arbitrary open sets on the plane P. 
This result holds also for the data collected on Dr x 02 at a &cd frequency. 
1. UNIQUENESS THEOREM: Low FREQUENCY SURFACE DATA 
Consider the problem 
[V2 + Jc2 j- k2v(t)] u = -6(z - y) in R3 (1) 
where ZJ(Z) is a real-valued function, TV E L2(D), D is a bounded domain in the lower half- 
space, v = 0 outside D. One can think of the acoustic field generated by a point source 
located at the point y in an inhomogeneous medium, 1 + u(z) = C-~(Z), where c(z) is the 
wave velocity, so that u(z) describes the inhomogeneity in the velocity profile. If the data 
are the values ~(2, y, L) Vx,y E P := (21~3 = 0) Vk E (0, kc) where kc > 0 is an arbitrary 
small number, then it is proved in [l] that these data determine u(z) uniquely. 
The purpose of this paper is to improve the cited uniqueness theorem and to prove 
THEOREM 1. Let Rj C P, j = 1,2 be arbitrary bounded open sets and ko > 0 arbitrarily 
small number. Then the data U(X, y, k) x E RI, y E R2, k E (0, ko), determine v(z) uniquely. 
REMARK 1: Theorem 1 says that it is sufficient to collect the data from bounded subsets 
of P. 
PROOF OF THEOREM 1: The solution to (1) satisfying the radiation condition solves the 
equation 
u=g+k’ 
I Llg( 
t, z, k)v(z)u(z, y, k)dz, g := exp(iklz - YI) 
4*1x-y( * (2) 
Equation (2) for sufficiently small k is solvable by iterations and the following holds (see [l], 
p. 219): 
f(Z,Y) 
:= 16,$ lim UC’, Yj k, - gczj Yr k, = J v(r)& k-0 k2 D b - rh - d * (3) 
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It is proved in [l], p. 222, that if f(x,y) = 0 for all x,y E P, then v = 0. In Theorem 1 it 
is assumed that f(x, y) is known for all x E ni and all y E Rz, where Szj E P, j = 1,2, are 
open sets in P. Suppose that there are two functions, vi and us, which generate the same 
f(x, y) for x E Ql and y E 02. Then u := w1 - uz solves the equation 
w(x, y) := J v( r)dz D Ix-JIIY-4 =o QXERI, VyEc22. 
The conclusion of Theorem 1 follows from the uniqueness result stated above [l], p. 222, 
and the following lemma. 
LEMMA 1. Equation (4) implies w(x, y) = 0 for all x, y E P. That is, 
{+,Y) = 0 vx E RI, VyERz}*{(w(x,y)=O VX,YEP}. 
PROOF OF LEMMA 1: The function UJ(X, y) is harmonic in x and in y outside D, in particular 
in a region -6 < x3 < 6, where 6 > 0 is so chosen that D iies in the half-space xs < -6. 
The argument we give applies to the variables x and y equally. We wish to prove that if 
h(x) is a harmonic in the region -6 < x3 < 6 function such that h(x) = 0 for all x E R E P, 
where R is an arbitrary fixed open set in P (however small) then h = 0 for all x E P. First 
note that in the cylinder Ca := n x (-6,6) the function h(x) satisfies the equation 
h(Xl9XZ,X3) = -h(+1,z2,-23). (5) 
This equation is a simple consequence of the assumption 
h(x) = 0 on s1. (6) 
Indeed, the function 
hi(X) := 
h(tl,xZ,t3) if xs > 0, 2 := (x1,x2) E R 
-+1,x2, --t3) ifxs<O, fER 
(7) 
is harmonic in CJ as is easy to see. This fact is well-known as Schwarz’s reflection principle 
(2, p. 281 see Lemma 2 below. Since hr and h2 are both harmonic in Ca and are identical in 
ca+ := R x [0, S), they are identical in CJ by the unique continuation property for harmonic 
functions [2]: 
h(;i,xg) = -h(i?,--13) in Cd. 
The two functions h(i,xg) and -h(f, -23) are harmonic in the region 
(8) 
4 := (4fhX2 E P, -6 < X3 < 6) 
and are identical in Cs. Therefore, they are identical everywhere in Pa by the unique 
continuation property. Therefore, 
h (2, x3) = -h (5, -13) in Pa. (9) 
Taking x3 = 0 in (8) yields 
h (;i,O) = 0 for all (2,O) E P. (10) 
Lemma 1 is proved and, therefore, Theorem 1 is proved. 
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REMARK 2: One can give another proof based on the following idea which requires more 
mathematical background from the reader than the above proof. Namely, let M be an affine 
algebraic variety, that is, a set in C” given by the equation 
P(z) = 0, 2 E C” 
where P(z) is an irreducible (in the ring of polynomials) 
Let Ml be an algebraic variety given by the equation 
Q(r) = 0 
polynomial. 
(11) 
(12) 
where Q(r) is a polynomial. If M and M r have a common open set then Mi contains 
M [3]. The plane P := {tlq = 0) is the set of zeros of the harmonic function x3. If a 
harmonic function h(x) vanishes on an open set 52 C P it has to vanish on all of P being a 
real analytic function. Hence, the conclusion of Lemma 1 follows. 
2. UNIQUENESS THEOREM: FIXED FREQUENCY SURFACE DATA 
In [4], p. 216, it is proved that the knowledge of the solution to (1) at a Fxed Jr > 0 and 
all I, y E P determines u(x) uniquely. An argument similar to the one given in the proof of 
Theorem 1 yields: . ’ _ 
THEOREM 2. Let k > 0 be fixed and 
where slj, j = 1,2, are open sets in P. 
u(t, y, k) be known for all x E 5l1 and all y E 02, 
Then u(x) is uniquely determined. 
SKETCH OF PROOF: The argument in [4], p. 229, leads to the equation 
where 4(x,y) is known for 1: E Qr and y E R2, g is defined by (2) and we do not show 
dependence on 6 since k > 0 is fixed. If 4(x, y) were known for all x, y E P then v were 
uniquely determined by Theorem 2 in [4], p. 216. Suppose there are vr and u2 which produce 
the same data 4(x:, y), Vx E fir, Vy E Rs, and let uj, j = 1,2, be the corresponding solutions 
to (1). Subtract equation (12) with ZI = 212 from this equation with TV = ~1 to get 
+(I, y) := J, S(&<) [Ul(& Y)V - U2(El YJV214 = 0, VxE511, VyER2. (14) 
Since Vi(X), j = 1,2, vanish in Pa for sufficiently small 6 > 0, the function $(x, y) solves the 
equations 
(Vz -t k2) +(z, y) = 0, (Vi + k”) $(+, y) = 0 in Pa. (15) 
As in Lemma 1, one uses the reflection principle and concludes that 
{$J(X,Y) = 0 v3: E 01, VY E a,) * {Ilt(GY) = 0 tJX,Y E PI. (16) 
This implies [4], p. 216, that v1 = ~2. Theorem 2 is proved. 
Let us sketch a proof of the reflection principle we use. 
LEMMA 2. Let u solve the equation (V2 + k2) u = 0 (*) in Ca := R x (-6,6), 6 > 0, 
k = const > 0, and u = 0 on an open set R C P. Then the function 
Ul(X) = 
u (2, t3), X E c6’ := {XIX E C6,X3 2 0) 
-Z1(?,-tg), zECa:={XjXEC6,x3_<0} 
(17) 
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solves (*) in Ca and therefore w(x) = u(x) in Cs. 
PROOF: The last statement of Lemma 2 follows from the unique continuation principle for 
solutions to (*). To prove that ur solves (*) it is sufficient to prove that 
J (02 + k’) &fldX = 0 vlp E c,- (Ca) . (18) 
Integrating by parts and taking into account that ur solves (*) in CJ for ts # 0 one concludes 
that (17) is equivalent to 
J [ 4 dUl(2, +O) _ dUl(i, -0) 1 dxldx2 =o V4ECiy(C6). i-2 8x3 6x3 (19) 
It follows from (16) that ur,,(2,+0) = uiz3(2, -0) so that (18) holds. Lemma 2 is proved. 
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