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ABSTRACT
THE USE OF REMOTE SENSING FOR MAPPING POSSIBLE
VECTORS OF WEST NILE VIRUS IN MISSISSIPPI
There is renewed interest in disease surveillance due to the persistence of
numerous vector-borne diseases. Though the life-history processes of disease vectors are
known to dictate their distribution patterns, it has been hypothesized that vectors, such as
local mosquito abundance, could be predicted from factors such as climate and land
use/land cover. Remote sensing has been used as a supplement to traditional methods of
mosquito surveillance and to map the spatial distribution of mosquito habitats. This, in
turn, affords optimism for improved vector/disease management to identify the best use

of remote sensing data and geo-statistical techniques to predict and map the spatial
distribution of mosquitoes, or, possibly, West Nile virus vectors in Harrison County,
Mississippi. This study site was chosen because of the availability of mosquito data and
due to a lack of such studies in the region. A number of spatial variables, such as
normalized difference vegetation index (NDVI), tasseled cap transformation, land
use/land cover data (LULC), precipitation data, digital elevation models (DEM), and soil
data, along with mosquito counts and geo-statistical analysis (e.g. spatial interpolation
and geographic weighted regression (GWR), were used to predict mosquito abundance
and to map possible West Nile virus vector distribution and abundance. A raster data
model with 30m x 30m cell size was used to explore research questions. Results indicate
NDVI, soil, and DEM are the most effective variables for predicting mosquito density
and distribution. However, this does not exclude the use of tasseled cap and land cover
data in certain situations as both were useful in predicting mosquito counts/density in
July. To better observe yearly and seasonal patterns in mosquito counts as well as the
11

error produced by interpolation techniques using mosquito count data, the need for data
analysis over longer periods of time becomes quite apparent. The links between mosquito
distribution and environmental factors is recognized in the results ofthis project though
the details behind this relationship remain unclear. Though some techniques (e.g., IDW
and co-kriging) are shown to improve mosquito monitoring efforts, potential costs
associated with the inclusion of remote sensing data may outweigh the benefit.
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CHAPTER I
INTRODUCTION
1.1. Overview
The persistence of mosquito-borne diseases, such as West Nile virus, malaria, and
dengue fever, has renewed interest in enhancing disease surveillance and management
(Thomson and Conner 2000; Lounibos 2002; Washino and Wood 1994; Allen and
Shellito 2008; Erickson et al. 2010). Factors sue~ as climate, land cover, and land use
greatly influence the spatial distribution of disease vectors (Dale et al. 1997; Matsuoka et
al. 2003 ; Zou et al. 2006). To map out the spatial distribution of these factors and predict
potential locations of disease vectors, remote sensing and other geo-spatial techniques
have been increasingly used to augment the effectiveness of traditional methods of
mosquito surveillance for vector/disease management (Dale et al. 1997; Allen et al. 2003;
Zou et al. 2006; Allen and Shellito 2008).
With the continued increase of the earth's population living in tropical and
temperate regions, the encounter with disease vectors is also increasing (Relman et al.
2010). This increase in disease vector (1) complicates management and control
procedures due to the requirement of large amount of resources to conduct vector
surveillance over large areas and (2) necessitates accurate and efficient surveillance
systems as vector control strategies (Washino and Wood 1994). Remote sensing has
proven a useful tool in disease management and vector surveillance for a multitude of
reasons including the ability to provide analysis at different scales (Washino and Wood
1994; Kitron et al. 1996). Because remote sensing instruments have proven to be
sensitive to subtle differences in vegetation and water, they provide a potential tool for
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surveying large areas to identify vector habitats by monitoring the characteristics
associated with these habitats (Washino and Wood 1994; Kitron et al. 1996).
West Nile virus (WNV) is a vector-borne disease that has grown increasingly
problematic on a number of levels (Kilpatrick et al. 2006). After its original 1937
isolation in Uganda, it was found to occupy Asia, the Middle East, and Europe (Marra et
al. 2004). WNV has been expanding its native range in these areas for some time (Allan
et al. 2009). More troubling is WNV's recent colonization and expansion in North
America.
The origin of WNV in the Western Hemisphere is believed to have occurred in
New York in 1999 (Kilpatrick et al. 2006). Since then, it has officially spread throughout
North America and into Central America and the Caribbean (Marra et al. 2004; Ezenwa
et al. 2006). Since the introduction of WNV in the Western Hemisphere, and its
subsequent spread there have been numerous human deaths, as well as speculation
regarding the morbidity and mortality of birds and other wildlife (Marra et al. 2004;
Allan et al. 2009). West Nile virus (WNV) is now recognized as the most prevalent and
widespread mosquito-borne pathogen in North America (Kilpatrick et al. 2006; Brown et
al. 2008). Because of the ever expanding range of West Nile virus and the continuing
presence of vector borne diseases such as malaria, the importance of an efficient
surveillance system has intensified (Kilpatrick et al. 2006).
1.2. West Nile Virus
West Nile virus belongs to the family Flaviviridae, whose members are described
as forms of Japanese encephalitis (Marra et al. 2004). Birds are the primary host and
humans are one of several dead-end hosts (Allan et al. 2009). Arboviruses, such as WNV,
are transmitted via arthropod vectors (mostly mosquitoes and possibly ticks) and are
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particularly troublesome in regions experiencing mild winters that are less effective at
killing arthropods (Marra et al. 2004). Primary vectors of WNV are bird-feeding
mosquitoes of the genus Cu/ex, but there have been 43 mosquito species from 11 genera
that have tested positive for WNV (Marra et al. 2004; Rey et al. 2006). The effectiveness
of the 43 species that have tested positive for WNV is yet to be seen (Godsey Jr. et al.
2005). Culex pipiens, a species that feeds primarily on birds, has been identified as the
primary vector of WNV is the Northeastern region of the United States (Godsey Jr. et al.
2005). Other species such as Cx. restuans and Cx. salinarius have also shown through
laboratory testing to be competent vectors of WNV in this region (Godsey Jr. et al. 2005).
In the Southern United States, common species such as Cx. quinquefasciatus, Cx.

salinarius, and Cx. nigripalpus have tested positive for WNV and the ability of these
species as a vector is still being investigated (Godsey Jr. et al. 2005). Laboratory
experiments have shown the species Aedes albopictus is a competent vector, which raises
some cause for concern as this is a common species found in urban and suburban settings
throughout the Southeast (Godsey Jr. et al. 2005). Like other mosquito-borne viruses
there is no vaccine available for WNV, which leaves effective mosquito control as the
best preventative method (Li 2004).
The WNV outbreaks in North America have commonly exceeded 2,000 cases
whereas outbreaks in Europe have rarely exceeded 400 cases (Kilpatrick et al. 2006). One
hypothesis put forth to explain these statistics hinges on the fact that the WNV strain
introduced to North America is more virulent to American Crows than the strain found in
Europe (Kilpatrick et al. 2006). A WNV strain refers to a genetic variant or subtype of
the microorganism that retains most of the basic characteristics of the original West Nile
virus but has also progressed to a point where it is much more virulent to American
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Crows (National Health and Medical Research Council Glossary 2010). Another
hypothesis points to the fact that North American birds had no previous exposure to
WNV. The lack of any acquired immunity thereby serves to intensify outbreaks
(Kilpatrick et al. 2006). There are also suggestions that the dominant WNV vector in
North America, Cu/ex pipiens, appears to be a hybrid of a bird favoring European species
and a human favoring European species, which helps explain the severity of outbreaks in
North America when compared to Europe (Kilpatrick et al. 2006). The fourth hypothesis
is that WNV epidemics are driven by a shift in mosquito feeding behavior from birds to
mammals (Kilpatrick et al. 2006). As the feeding behavior during the late summer
months coincides with the post-breeding dispersal and migration of local bird species
such as the American robin, the authors suggested these shifts in feeding behavior could
be responsible for the timing of WNV outbreaks in North America.
In order to fully comprehend the transmission ofWNV, one must understand the
links between climate, mosquitoes, and the disease, as well as the factors associated with
reservoirs and hosts of WNV. Scholars, research groups, and surveillance/control
programs have begun at a number of levels to fill the void in West Nile virus research.
Factors related to mosquitoes though are recognized for their importance in the WNV
transmission cycle, because of the variation of mosquito behavior and species
assemblages vary both spatially and temporally, this research is quite complicated and is
still at its incipient stage (Marra et al. 2004).
1.3. Purpose of Study
Due to the persistence and range expansion of vector-borne diseases worldwide,
there is a growing need for effective surveillance and management techniques. The
accumulation of field data necessary for monitoring disease vectors can be costly in terms
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of time and money. Therefore, remote sensing data has been successfully coupled with
limited field data in monitoring and management applications (Dale et al. 1997; Allen et
al. 2003; Zou et al. 2006; Allen and Shellito 2008). There have been relatively few
studies comparing the effectiveness of landscape/environmental variables in predicting
the distribution and density of WNV vectors. There is also a lack of vector-borne disease
studies being performed in the Southeastern United States. The goal of this project is to
identify the best use of remote sensing data and geo-statistical technique~ to predict and
map the spatial distribution of mosquitoes, or possibly West Nile virus vectors in
Harrison County, Mississippi. The effectiveness of remote sensing data sets in identifying
the distribution and density of WNV vectors is of interest to this study. Geo spatial
techniques utilized in this project allow an examination of commonly used remote
sensing data sets as well as a comparison of geospatial techniques effectiveness. The
project was conducted at 30m x 30m cell size for the entire county. The steps employed
to accomplish this goal are outlined in Figure 1. The basic research questions explored in
this research project are:
1. Which landscape/environmental variables provide higher accuracy and less
predicted error when being used to predict mosquito/WNV vector distribution and
density?
2. Which interpolation technique(s) provide higher accuracy and less predicted error
when being used to predict mosquito/WNV vector distribution and density?
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Figure 1. Flow-Diagram of Methodology.
The following chapter includes a discussion of previous studies conducted to
analyze transmission of WNV. Also included in Chapter II is a historical review of
remote sensing and geospatial techniques used in vector disease research. Chapter III
outlines the methodology implemented to conduct this project and includes a description
of the study area. A discussion of input data sets used to explore the research questions
and validate the methodology, and a discussion of data processing techniques is also
presented in this chapter. Chapter IV includes outcomes of the methodology, a discussion
of the results, summarizes the findings of the project, and provides a description of
potential implications as well as avenues for further research.
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CHAPTER II
BACKGROUND
2.1. Overview
Geospatial technologies have become an important tool in the field of spatial
epidemiology for the study of vector ecology in disease transmission (Allen et al. 2003;
Allen and Wong 2006). In the case of WNV transmission, different types of variables and
hosts play a role in different stages of the transmission process. For instance, the
transmission of WNV to humans in most cases involves a biting mosquito that became
infected after biting an infected bird. In this case, the WNV transmission will include
three hosts: mosquito, bird, and human. Therefore, a variety of approaches are used to
analyze the disease and its transmission. In addition, a variety of factors related to each
potential host, or WNV presence, could be used separately or in conjunction to predict
WNV presence. Hence, geospatial technologies have been increasingly used in the
surveillance, monitoring, and study of vector-borne diseases, including West Nile virus
(Allen et al. 2003; Allen and Wong 2006).
2.2. Dead Birds
The fact that birds act as reservoir hosts for WNV has led to numerous studies
that identified the risk of West Nile virus infection associated with proximity to spatial
clusters of dead birds (Allen et al. 2003; Allen and Wong 2006; Johnson et al. 2005). The
analysis of dead bird clusters provides an ability to analyze the exposure of local human
populations through cluster analysis as well as identifying periods of time in which
human infection may be more likely. Findings have shown the risk of human WNV
infection is higher for persons living in towns in or adjacent to clusters of dead crows
than for persons not living adjacent to such clusters (Johnson et al. 2005). Further
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research has shown that dead crow clusters can predict human onset of WNV in local
populations (Johnson et al. 2005).These predictions are based on the time frame involved
in the appearance of the virus, which is evident in the appearance of dead birds in an area,
and the exposure of the local human population, which to some extent involves the life
cycle of the mosquito population. Studies such as these have been expanded to include
other techniques, such as Knox analysis in order to form a model that better incorporates
the temporal nature of WNV outbreaks (Theophilides et al. 2003). Knox analysis is
common in the field of epidemiology due to the unique ability to statistically evaluate the
transmission of infectious disease spatially and temporally without the bias of arbitrary
density values for a location's risk (Theophilides et al. 2003; Johnson et al. 2005). Both
cluster analysis and Knox analysis have proven useful for highlighting human
populations at risk to WNV transmission both spatially and temporally.
2.3 . Biodiversity
Studies have suggested that the distribution patterns of vector-borne diseases can
be linked to biodiversity (Ostfeld and Keesing 2000; Ezenwa et al. 2006). The theory is
that high species diversity may reduce human exposure to vector-borne diseases by what
has been termed the "dilution effect" (Ostfeld and Keesing 2000, Page 724; Ezenwa et al.
2006, Page 109). This effect is believed to reduce infection rates among vectors, and
ultimately humans, due to the larger number of incompetent reservoir hosts in which the
disease can become present. This in turn reduces the transmission rates between vectors
and highly competent hosts. This "dilution effect" has been described for Lyme disease
and is believed to be applicable to other vector-borne diseases as well (Ostfeld and
Keesing 2000; LoGiudice et al. 2003; Ezenwa et al. 2006). Due to the fact that birds are
the primary reservoir hosts for WNV, there have been studies to assess the links between
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bird diversity and WNV infection rates (Ezenwa et al. 2006). Results suggest that
diversity may play a role in dampening WNV amplification rates in mosquitoes thereby
minimizing human disease risk (Ezenwa et al. 2006). In a study performed by Ezenwa et
al. (2006), results showed a strong association between non-passerine species richness
and WNV infection rates. The density of infected mosquitoes was shown to decline with
increasing non-passerine species richness. Non-passerine species refers to species of
birds that are often described as perching birds or song birds, these birds have been
shown to be much less competent hosts of WNV than passerine species.
2.4. Land Cover
Land use/land cover (LULC) change data has been an important subject in spatial
epidemiology because of the ability to identify environmental factors associated with
WNV (Dale et al. 1997; Matsuoka et al. 2003; Zou et al. 2006). Due to the importance of
mosquito control in arbovirus control programs, there has been an emphasis on the
reduction of larval (breeding) sites (Dale et al. 1997; Zou et al. 2006). This strategy is
based on the fact that one of the most effective ways to control mosquito populations is
through the reduction of larval habitats. To this end, there have been numerous studies
touting the benefits of using remote sensing to identify mosquito breeding habitats
(Linthicum et al. 1987; Dale et al. 1997; Masuoka et al. 2003; Zou et al. 2006). Studies of
this nature have also used remotely sensed data to identify LULC changes that might
correspond with increases in breeding habitats (Jacob et al. 2006; Ezenwa et al. 2007). In
the study performed by Zou et al. (2006), remote sensing imagery was used to identify
habitats associated with certain mosquito species found in the area. Results showed a
75% increase in area of potential larval habitats during the time frame in question. This
increase in potential larval habitats was directly linked to changes in LULC due to
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intensification of Coal bed methane development. Jacob et al. (2006), performed a similar
study in Kenya where an increase in potential larval habitats was linked to rice field
development. Results from similar studies have also shown the effect human-induced
LULC changes have had on vector-borne disease (Jacob et al. 2006; Ezenwa et al. 2007).
These studies have used geo-spatial technologies and remote sensing data to discriminate
spatial factors pertaining to mosquito reproduction (Ezenwa et al. 2007).
2.5 Remote Sensing and Geo-Statistics
Visual interpretation techniques have proven useful for mapping disease vectors
since the 1970s when NASA scientists used remote sensing imagery to identify
vegetation associated with the breeding habitats of Aedes sollicitans near New Orleans,
Louisiana (Washino and Wood 1994). This study was such a success that a later study
continued this analysis over the entire Mississippi Delta (Washino and Wood 1994). This
type of work continued throughout the 1990s as vegetation activity derived from satellite
imagery allowed biological characteristics of tsetse fly populations to be linked with
regional disease prevalence in Africa (Kitron et al. 1996).
The main focus of surveillance programs has been quantifying factors influencing
adult vector populations and understanding the early stages in vector life cycles (Washino
and Wood 1994). Difficulties in surveying the early stages in vector life cycles have
increased the use ofremote sensing and GIS (Washino and Wood 1994). The problems
associated with vector surveillance include inherent spatial and temporal patterns
associated with vectors as well as the scale at which the vectors are analyzed (Washino
and Wood 1994).
Critical to the surveillance and management of vector borne diseases is the
analysis of spatial patterns associated with vectors. Because of this, an increasing
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number of studies have begun to combine field data with remote sensing to map vector
distribution and abundance in an area (Kitron et al. 1996; Allen et al. 2003; Rey et al.
2006; Allen and Shellito 2008; Brown et al. 2008; Tran et al. 2008). This process of
relating ecological and entomological patterns has proven a useful tool for predicting
disease risk both temporally and spatially. Remote sensing data can be used to identify
vector habitats through identification of associations between vector communities and
environmental parameters, such as the normalized difference vegetation index (NDVI)
and normalized difference water index (NDWI), elevation, temperature, and precipitation
(Washino and Wood 1994; Allen et al. 2003 ; Allen and Wong 2006; Brown et al. 2008;
Fastring and Griffith 2009). One such study was performed in the Philippines in 1984 to
map the possible occurrence of schistosoiasis by using Landsat MSS imagery,
precipitation, and temperature data (Washino and Wood 1994). Hugh-Jones (1989),
successfully identified tick habitats in Guadeloupe based on calculated vegetation and
moisture indices derived from Landsat TM data.
Because geospatial techniques have proven useful in modeling vector disease risk,
due to the fact that vector and reservoir abundances are often associated with
environmental factors, recent efforts have emphasized combining remotely sensed data
and field data with geo-statistical interpolation methods for mosquito vector applications
(Rossi et al. 1992; Liebhold et al. 1993; Washino and Wood 1994; Crist 1998; Eisen and
Eisen 2008). The motivation for this effort is due to the ability of remote sensing and
Geographic Information Science (GIS) to identify vector habitats on a large area that is
otherwise too difficult or costly using conventional field methods (Dale et al. 1997; Allen
et al. 2003; Zou et al. 2006; Allen and Shellito 2008; Brown et al. 2008; Tran et al. 2008).
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One benefit of such studies is the generation of prediction maps highlighting spatial
patterns of vector species abundance.
Though many studies produced maps highlighting possible vector habitats based
on factors such as vegetation, water, and soil, there was still no prediction of temporal
variation of vector population densities within these habitats (Washino and Wood 1994).
Later studies have attempted to include the temporal cycles of vector populations in their
analysis in order to predict when, where, and with what intensity vector populations may
occur (Theophilides et al. 2003). It has been acknowledged that successful remote
sensing applications must include temporal characteristics in models designed to predict
spatial patterns of vector populations and disease transmission risk (Washino and Wood
1994). Because vector population dynamics are influenced by processes that function at a
variety of landscape scales, temporal consideration is still a flaw of vector habitat
surveillance studies.
2.6. Summary
A variety of methods have been employed to study the complexities of WNV
transmission. Though each of these methods has added to the base knowledge that
governs our understanding of diseases and their transmission, there are still issues
associated with each method and factors that are used to analyze WNV transmission. The
analysis of dead bird clusters has proven useful for highlighting human populations at
risk to WNV transmission both spatially and temporally, but is limited by observation
bias(dead birds) since it depends on public reporting for its data sets (Johnson et al.
2005). Research has begun to suggest that the distribution patterns of vector-borne
diseases can be linked to biodiversity (Ostfeld and Keesing 2000; Ezenwa et al. 2006).
Although many vector-borne disease may be subjected to the " dilution effect," it remains
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unclear as to how broadly this applies to natural disease systems and how directly these
patterns of biodiversity affect human disease (Ostfeld and Keesing 2000; Ezenwa et al.
2006). The use of land cover data continues to be an effective method by which vector
habitats can be identified (Allen and Wong 2006; Allen and Shellito 2008). However this
methodology is not without issues as well. The identification of habitats only focuses on
one aspect of the complex WNV transmission process. The interaction between hosts is
less emphasized as locations and possible "hot spots'' are more of the focus (Allen and
Shellito 2008). In order to create the most accurate model for analyzing WNV activity
one would most likely need to include landscape/mosquito data, bird data, and human
host data (Cooke 2006). Due to the fact WNV activity has been relatively limited in
Mississippi; the focus of this project is to analyze the best techniques and
landscape/environmental data sets for predicting mosquito/vector abundance and
distribution (Cooke 2006). By achieving this, one could highlight areas that face an
inherent risk of exposure should the virus be introduced on a much larger scale.
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CHAPTERIII
METHODOLOGY
3.1. Study Area
The study area, Harrison County, Mississippi, is located along the Gulf of Mexico
coast (Figure 2). The main reason for choosing this study site is the availability of county
wide mosquito data. As per the Census, the total population of the county in 2010 was
187,105 (United States Census 2011). Harrison County has a total area of 976 square
miles (2,528 km2), of which approximately 41 % is water (United States Census 2011 ).
Though the majority of water is located off the coast, there is still a significant portion of
water present in the form of an extensive wetland system throughout the county. This
can be attributed to the county's location on a coastal plain with a landscape best
described as flat, tidal lowlands. Besides the wetlands, the LULC of the county consists
of developed areas as well as forested areas. Several counties in this region, including
Harrison County, have utilized mosquito control agencies to monitor and manage
mosquito populations in order to reduce the interaction with local human population.
3 .2. Field Data Collection Method
The consistency of operation associated with New Jersey light traps has made it
one of the more effective traps for monitoring mosquito densities and population changes
(Reinert 1989). These traps are designed to attract and capture both males and females of
all mosquito species. Though females are responsible for the biting associated with
mosquitoes, the male counts are often kept by management agencies to identify the
emergence of females in some species (Reinert 1989). These counts reflect adult activity
that is only representative of one stage in a mosquito's life cycle.
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Figure 2. The Location of Harrison County in the State of Mississippi.
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The operation costs associated with the New Jersey light traps, as well as the propensity
for collecting large numbers of mosquitoes and various species, has made this the trap of
choice for sampling and management activities (Reinert 1989).
The primary purpose of New Jersey light traps is to provide a historical record of
mosquito abundance and species presence in an area (Reinert 1989). This type of data
enables determination of annual and seasonal fluctuations of mosquito counts. This
permits the impact of mosquito control activities to be documented and also provides
justification for additional efforts in an area. The second purpose is to provide immediate
information on mosquito abundance and species composition (Reinert 1989). This aids
the planning and directing of day to day mosquito control activities in an area.
The recommended dates for operating a New Jersey light trap are from May
through October though this can be reconsidered for areas where mosquitoes are active
year round (Reinert 1989). Though the data from May is sometimes excluded from
studies, there is a possibility for data from May to highlight the presence of early season
mosquito species that may otherwise have been overlooked (Reinert 1989). Data from
September and October are also often excluded due to unusual occurrences in mosquito
numbers seen from climate variations such as sporadic warm spells (Reinert 1989). These
seasonal descriptions of data collection are more relevant in the Northeast region of the
UnitesStates as climate conditions in the Southeastern United States favor a longer season
of possible mosquito activity. The mosquito season in Mississippi is generally defined as
mid-March through November (Mississippi State Department of Health 2011).
Because mosquito species vary in their response to artificial light, climatic
conditions, and other natural stimuli, there are inherent limitations associated with the
New Jersey Light trap (Reinert 1989). Nightly variation and trap placement variation
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have been identified as two of the more important variations seen in light trap collected
data (Reinert 1989). Environmental factors such as temperature, relative humidity, and
lunar cycle have been shown to be responsible for differences in the numbers of
mosquitoes captured from night to night (Reinert 1989). The variation seen in mosquito
counts associated with trap placement has been linked to several factors including:
proximity to a mosquito source, preferred activity and resting area, degree of protection
from wind, and the proximity to artificial background light. Studies have shown that trap
movements as slight as 2-3 meters can drastically alter light trap collection counts
(Reinert 1989).
Studies have recognized the limitations of measuring heterogeneous mosquito
populations using only the New Jersey light trap (Acuff 1976; Slaff et al. 1983;
McLaughlin and Focks 1990; Reisen et. al 2002). The variations in relative attractiveness
of different mosquito species to light have been well documented (Reinert 1989).
Diurnally active mosquitoes, or those primarily active during the day, have been known
to respond poorly to light traps that has made the distribution and population assessment
of many Aedes species all the more difficult (Leiser and Beier 1982; Reinert 1989). There
has also been some speculation that mosquito species that prefer wooded areas are less
attracted to light traps then those that prefer open areas (Reinert 1989).
One genus that has proven to be monitored effectively with New Jersey light traps
is Cu/ex (Leiser and Beier 1982). Though the New Jersey light trap has been shown to
have shortcomings, studies have shown this trap to be one of the best in collecting all
species over an area (Leiser and Beier 1982; Reinert 1989). Light has been identified as a
very important attractant for most mosquito species in residential settings such as those
seen in north central Florida (Leiser and Beier 1982). Some of this ability has been
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attributed to the success of New Jersey light traps in attracting nocturnally active
mosquitoes. This fact does exclude the species Aedes albopictus, which is expected to be
one of the more prevalent species found in Harrison County. Leiser and Beier (1982),
found New Jersey light traps and ovitraps can give comparable results when used to
monitor Cu/ex population levels (Leiser and Beier 1982).
Another drawback to using New Jersey light traps is the capture of species in poor
or often unidentifiable conditions that can hamper-identification (Burkett et al. 2001).
These circumstances also make the evaluation of arbovirus activity impossible using just
the New Jersey light trap (Burkett et al. 2001). Past studies have demonstrated the ability
of New Jersey light traps to collect representative samples of several, but not all,
medically important mosquitoes (Burkett et al. 2001 ).
Because of species variability and the bias of trap location, New Jersey light traps
are generally not considered accurate for comparison of abundance between different
species (Reinert 1989). These traps are also likely to miss species not attracted to the
oviposition medium used (Reinert 1989). Therefore, mosquito counts collected by a New
Jersey light trap are not necessarily reflective of mosquito activity.
One of the suggested methods to overcome the limitations of New Jersey light
trap collections is to combine different traps for monitoring the true species composition
in a study area (Acuff 1976; Slaff et al. 1983; Meyer et al. 1984). Carbon dioxide baited
traps have been employed to capture species not accurately represented by New Jersey
light traps (Meyer et al. 1984; Burkett et al. 2001 ). The use of carbon dioxide based traps
has been suggested for highly urbanized areas where the large number of competitive
light sources may interfere with the effectiveness of light-based traps (Milby and Reeves
1984). Indices are also calculated to justify and implement control measures in U.S.
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military installations (Burkett et al. 2001). The indices are based on total number of
mosquitoes, the number of vector species, or both. One such index used by the U. S.
Army pest management and preventative medicine personnel includes calculations based
on 25 females/night/trap from May to July 31 , 10 females/trap/night from August to
October 15 (Burkett et al. 2001). Williams and Gingrich (2007), found that 21-35% of the
mosquitoes collected in light traps are gravid whereas 57-95% of those collected in
gravid traps are gravid.
3.3. Gravid Traps
Because females are the ones that feed on blood, gravid traps are specifically
designed to capture females that have recently consumed a blood meal (Allan and Kline
2004; Mccardle et al. 2004). The gravid trap is most often composed of a plastic
washbasin filled with a liquid attractant often referred to as "Mosquito Soup." This
"soup" is usually composed of stagnant water containing some form of organic material
that attracts female mosquitoes attempting to lay eggs on the surface of the water. A
device located above the base of "soup" draws air through a collection chamber where
the mosquito specimens are collected to preserve them. Thus, the design of this trap
allows it to selectively sample gravid (recently fed females ready to deposit eggs)
mosquitoes that are seeking suitable oviposition sites (Allan and Kline 2004; McCardle et
al. 2004). The advantage of using this trap is that they almost exclusively collect
mosquito vectors, or species that are capable of transmitting diseases. Furthermore, they
almost exclusively collect females that have recently fed and are ready to lay eggs.
Reports have indicated the composition of mosquitoes collected from these traps is 5795% gravid females (Allan and Kline 2004). For this reason, these traps are often used in
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conjunction with New Jersey light traps to monitor and manage mosquitoes (Allan and
Kline 2004).
3.4. Field Data (Mosquito Count)
Harrison County Mosquito Control supplied the mosquito trap data used in this
study. The primary data set consists of mosquito counts collected from each of the New
Jersey light traps maintained by the Harrison County Mosquito Control. The New Jersey
light traps used in this study were checked twice a week from early March or May until
late October or November for the years 2007-2009. There were a total of fifteen traps
monitored in each year from 2007-2009 (Figure 3). The mosquitoes collected were not
identified by species, but were simply counted in order to a get a total number of
mosquitoes captured by each trap (Figure 4). Monthly variations are apparent in mosquito
counts for individual traps (e.g., Mahoney Drive in Delisle during the year 2009) (Figure
5).
Gravid trap data from 2007 to 2009 was also collected for Harrison County. These
traps were checked weekly from May until October with no discernible pattern in trap
location or the number of traps used. From May 2007 until July 2008, no geographic
coordinates were provided for the trap locations. Therefore, the data from these months
were not included in this study.
As the goal of Harrison County Mosquito Control is to reduce interaction between
the local mosquito population and human population, the majority of traps appear to be
located in more urbanized or populated areas in the county (Figure 6). The location of
traps in mostly urban areas would also likely increase the chances of collecting species
better suited to urban environments, such as Cu/ex quinquefasciatus.
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It can be concluded that there may be a smaller representation of mosquito species more
inclined to rural environments such as Aedes albopictus.
Based on the limitations of New Jersey light trap, it can be concluded that the
New Jersey light trap data sets used in this project may not necessarily represent the
activity of all known WNV vectors in the study area. To overcome aforementioned
limitations of New Jersey light traps, the functional relationship between the New Jersey
light trap and gravid trap identified by Williams ru;id Gingrich (2007), was used in this
study. This means for the New Jersey light trap data in this study to be considered
representative of gravid trap data, for analysis of WNV vectors, the New Jersey light trap
counts collected must be 2.7 to 4.5 times greater than that of gravid trap counts at the
same location (Williams and Gingrich 2007).
3.5. Image Integration
There are several variables associated with vector population density and range.
One of these variables is vegetation characteristics. Remotely sensed data has proven
useful for characterizing vegetation type, structure, and condition (Warner et al. 2009).
Studies have shown that spatial, spectral, and temporal resolutions are important in
remotely sensed data acquisition, especially when observing vegetation properties
(Warner et al. 2009). Vegetation is typically characterized by strong absorption in the red
wavelengths of the electromagnetic (EM) spectrum and high reflectance in the nearinfrared wavelengths (Warner et al. 2009). Vegetation type, amount, density, structure
and vigor have been shown to influence the amount of absorption or reflectance that
occurs (Warner et al. 2009). Temporal resolution is also an important factor as the timing
of data collection can be crucial to relating vector activity with landscape or
environmental factors.
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In terms of spatial resolution, the coarse spatial resolution satellites, such as
AVHRR (Advanced Very High Resolution Radiometer) and MODIS (Moderateresolution Imaging Spectroradiometer), are best utilized for broad land cover patterns
such as regional or global mapping (Warner et al. 2009). More moderate spatial
resolution satellites, such as Landsat and SPOT, are used for distinguishing different
forest types (Warner et al. 2009). The fine spatial resolution satellites, such as IKONOS
and Quickbird, are used to analyze habitat factors at much smaller scales (Bolstad 2005;
Warner et al. 2009).
Commonly used vegetation measurements derived from remotely sensed data are
vegetation indices, such as the basic ratio vegetation index (RVI) and the normalized
difference vegetation index (NDVI) (Rees 2001). The NDVI is a commonly used
product that uses the red band and the near-infrared band (Perry et al. 2002; Warner et al.
2009). Because it is a ratio, the outcome also reduces multiplicative noise that can occur
during remote sensing (Rees 2001; Jensen 2007). The positive NDVI values indicate
healthy green vegetation and the negative values indicate non-vegetated surfaces such as
water, rock, or man-made surfaces (Perry et al. 2002). The NDVI data set used in this
project was derived from Landsat 5 imagery provided by the USGS (USGS Global
Visualization Viewer 2011 ). This imagery has a spatial resolution of 30 meters and was
captured on September 30, 2010 (USGS Global Visualization Viewer 2011). The NDVI
was derived from bands 3(red wavelength) and 4 (NIR wavelength) of the Landsat 5
imagery (Figure 7).
Another approach for describing vegetation is the Kauth-Thomas transformation,
or tasseled-cap transformation, and was first performed in 1976 by Kauth and Thomas
(Rees 2001 ).
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This transformation includes four indices: soil brightness index, greenness vegetation
index, yellow stuff index, and nonesuch (Jensen 2007). This approach has proven useful
for disaggregating the amount of soil brightness, vegetation, and moisture content in
individual pixels of a Landsat MSS or TM image. The tasseled cap transformation data
set for this project was derived from Landsat 5 imagery provided by the USGS (USGS
Global Visualization Viewer 2011 ). This imagery had a spatial resolution of 30 meters
and was captured on September 30, 2010. Bands 1-5 and band 7 were used to generate
the tasseled cap data using ERDAS IMAGINE 2010. The data set produced contained
three components: a brightness component (signifying areas of low vegetation and high
reflectance), a vegetation component (representing areas of high vegetation), and a
wetness component (signifying areas of water or high moisture content) (Figure 8).
The LULC data used in this study was obtained from the National Oceanic and
Atmospheric Administration Coastal Change Analysis Program (NOAA C-CAP) in the
form of a pre-classified data set and had a spatial resolution of 30m x 30m. This data set
was reclassified into eight classes: water, bare land, wetland, forest, developed land,
grassland, shrub/scrub, and cultivated land (Figure 9). The final two variables used in this
project, soil data and Digital Elevation Model (DEM) data, were gathered from the
Mississippi Automated Resource Information Systems (MARIS) Technical Center
website (Figure 10 and Figure 11 ). Both data sets had a spatial resolution of 30 meters.
The soil data was reclassified into 7 classes; sand, sandy loam, loamy sand, loam, coastal
beach, other, and water (Figure 10). Road network and county boundary data were
obtained from MARIS for Harrison County. All data sets were converted to North
American Datum (NAD) 183, Universal Transverse Mercator Projection (UTM), Zone
16N to ensure their alignment.
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3.6. Spatial lnterpolanor.
Initially, two interpolation techniques: inverse distance weighting (IDW) and
universal kriging were used to generate a continuous surface of mosquito distribution
using mosquito counts recorded at fifteen New Jersey light trap locations. Inverse
distance weighting (IDW) is a local exact interpolation method in which the "weighted"
sample data values are inversely proportional to the distance from the estimated value
(Burrough and McDonnell 1998; Bolstad 2005). An ~DW interpolation was performed
for each yearly and monthly total of mosquito counts (Figure 12).
Kriging uses the relationship between distance from known data values and
unknown locations to predict values at unknown locations. This method also accounts for
directionality in data distribution and variance in its calculations as well as random error
(Bolstad 2005). Universal kriging, which assumes there is a trend in the data though the
terms of that trend are unknown (Burrough and McDonnell 1998), was used to create
mosquito distribution surfaces for each yearly and monthly total of mosquito counts
(Figure 13). The standard error map quantifies the uncertainty of the predictions and the
quantile map reflects the upper and lower limits (Figure 14) (Burrough and McDonnell
1998).
3.7. Co-Kriging
In the second phase, environmental variables (NDVI, DEM, tasseled cap, LULC,
and soil data) impacting spatial distribution of mosquito counts were used to predict
mosquito distribution and density. Because of its ability to incorporate more than one
variable of interest at a time, co-kriging was used for this purpose. This process was
performed for each year and each month. As with universal kriging, universal co-kriging
produced a standard error map, a quantile map, a probability map, and a prediction map.
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Harrison County, Mississippi DEM
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2009 IDW Map for Harrison County
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2009 Harrison County Kriging Mosquito Predictions
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2009 Harrison County Kriging Standard Error Map
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These products enabled the determination of variable(s) that result in highest
accuracy and highest error while predicting mosquito counts. By determining data sets
producing the least amount of error one can identify the best variables for predicting
mosquito densities and habitats. This capability is not just important for the sake of
comparing variables, but also for numerous reasons related to vector habitats, as well as
management issues.
Other than using one variable at a time with mosquito count, co-kriging was
performed using three variables along with mosquito count. These three variables were
selected based on the lowest amount of error produced during the initial co-kriging phase.
As with the other interpolations, this procedure was performed for each month as well as
each year in order to analyze the seasonal (monthly) variance, as well as yearly variance.
3.8. New Jersey Light Trap Data vs. Gravid Trap Data
To examine the usefulness of the New Jersey light trap data as it pertains to
possible WNV vectors, this data was compared to the gravid trap data. This comparison
involved comparing the known New Jersey light trap counts at the fifteen sites the traps
were located with gravid trap counts at the same location. Because there were no
instances of gravid traps being used at the same location as the New Jersey light traps, an
interpolated surface was created using the known gravid trap counts that were collected at
various locations throughout the county. For those New Jersey light traps located within
the area of gravid trap interpolated surface, the interpolated gravid trap numbers were
then compared to the New Jersey light trap counts in order to determine if the New Jersey
light trap counts were truly representative of gravid trap counts. Because of the fewer
number of gravid traps and their dispersed location throughout the county, the
comparison was done for those New Jersey light traps present within the gravid trap
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interpolated surface. This procedure was performed for the months of July and August of
2008 and May, June, July, and August of 2009.
The comparison between the two values at each location was based on research
finding that New Jersey light trap counts must be 2.7 to 4.5 times greater than that of the
gravid trap count (Williams and Gingrich 2007). Once the location of New Jersey light
traps representative of gravid traps were located during the aforementioned time periods
in 2008 and 2009, IDW, universal kriging, and unive!sal co-kriging were once again
implemented using only the representative New Jersey light traps. This process made
possible the analysis of results associated with possible WNV vectors during this period
of time. This procedure also allowed a comparison of the results produced from all New
Jersey light traps during this time period with the results produced by those New Jersey
light traps representative of gravid traps.
3.9. VerificationNalidation
Geographic Weighted Regression (GWR) analysis was used to confirm/verify the
findings of co-kriging. GWR analysis focuses on the relationship between a dependent
variable and one or more independent variables. The goal of GWR is to understand the
variability of an independent variable, in this case mosquito counts/densities due to
variation of any one of the independent variables' values (NDVI, Land Cover, pEM, soil,
or Tasseled Cap).
Being a spatial regression technique, GWR attempts to fit a regression equation
for every feature in a dataset in order to provide a local model of the variables used in a
study. A GWR analysis was performed on each month and yearly dataset used to perform
the interpolation techniques. A GWR analysis was also performed separately for the data
set containing the New Jersey light trap representative of gravid traps.
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The GWR was performed for all five independent variables along with the
mosquito count trap data. The coefficient standard errors calculated for each variable was
used to measure the reliability of each coefficient estimate. The errors associated with the
variables in the GWR analysis represent each variables relationship with mosquito
counts. Small standard errors are indicate greater confidence in the actual coefficient
values (i.e., those variables with a lower error are significant to mosquito prediction).
Likewise, large standard errors may indicate problems_with local multi-collinearity or
less significant independent variables. A GWR analysis was also performed separately
for the data set containing the New Jersey light trap representative of gravid traps. This
was performed to identify any possible variations in the results from those generated by
the complete New Jersey light trap data sets.
To validate the findings of this study and to establish or illustrate the legitimacy
of the methodology, two alternative data sets were used. The first alternative data set was
obtained for 2006 for the same study area. The data set contained data for seven New
Jersey light traps maintained and monitored from May to November of 2006. The second
alternative data set was obtained for Northeast North Carolina. The North Carolina data
set contained light trap data (mosquito counts for all species) for six counties monitored
from May to September of2008 (Camden, Chowan, Currituck, Gates, Pasquotank,
Perquimans). The third alternative data set included only the counts of Cu/ex speci~s in
the same North Carolina counties. These species were included due to their status as the
described primary vectors of WNV (Marra et al. 2004; Rey et al. 2006). The three
variables producing the least amount of error were included in a universal co-kriging
procedure for the yearly totals and each monthly total for each data set. This includes the
2006 Harrison County data, the 2008 North Carolina data including all mosquito species,
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and the 2008 North Carolina data including only Culex species. For North Carolina the
NDVI and tasseled cap data sets were derived from Landsat 5 imagery provided by the
USGS (USGS Global Visualization Viewer 2011). This imagery has a spatial resolution
of 30 meters and was captured on September 30, 2010 (USGS Global Visualization
Viewer 2011). The LULC data for North Carolina was obtained from the National
Oceanic and Atmospheric Administration Coastal Change Analysis Program (NOAA CCAP) in the form of a pre-classified data set and had ~ spatial resolution of 30m x 30m.
This data set was once again reclassified into 8 classes. The soil data for North Carolina
was gathered from the U.S. Department of Agriculture (USDA) Natural Resources
Conservation Service website. This data set had a spatial resolution of 30m meters and
was reclassified into 9 classes. The Digital Elevation Model (DEM) data was gathered
from the North Carolina Department of Transportation (NCDOT) Geographic
Information Systems website. This data set had a spatial resolution of 24 meters. The
North Carolina data sets were converted to North American Datum (NAD) 1983,
Universal Transverse Mercator Projection (UTM), Zone 18N to ensure their alignment.
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CHAPTERIV
RESULTS, DISCUSSION, AND CONCLUSION
4.1. IDW Results
The IDW technique used in this project produced a smooth map predicting
mosquito counts across Harrison County (Figure 12).As this method assigned higher
weight to measured values (trap counts) within certain distance of a location with known
values, the areas nearest the traps with the highest counts for the year are the areas
identified as the most likely locations to have higher mosquito densities. Yearly totals
produced a root mean square error ranging from 226-311 (mosquito counts) while the
monthly range for this error was from 23-172 (Table 1). Because the yearly totals are
much larger than the monthly totals, a greater root mean square error for the yearly totals
than the monthly totals is expected. Though there are some similarities between the
monthly values produced during this time period there are noticeable differences. For
example, in 2007 and 2008 May had a large predicted mosquito count value and standard
error value. However, predicted values for May 2009 were the lowest for that year. These
seasonal differences may be attributed to lower mosquito counts in 2009 which could be
associated with a number of factors including such things as a below average year in
terms of precipitation.
4.2. Kriging Results
The universal kriging yearly totals produced a root mean square (RMS) error from
219-398 (mosquito counts) while the monthly range for this error was from 23-164
(Table 2). Between IDW and universal kriging, universal kriging produced a greater
RMS error for the yearly totals than the monthly totals due to the greater error associated
with the larger yearly mosquito count totals.
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Table 1
IDW Results

IDW Dates

Mean

RMS Error

1. 2007 Total

27.770

310.900

2. Apr-07

6.034

48.915

3. May-07

10.881

113.694

4. Jun-07

3.416

38.452

5. Jul-07

5.560

52.230

6. Aug-07

5.164

55.935

7. Sep-07

4.013

43.596

8. Oct-07

7.405

47.253

9. 2008 Total

37.000

382.740

10. May-08

20.767

171.810

11. Jun-08

13.936

86.919

12. Jul-08

4.263

39.854

13. Aug-08

3.057

44.617

14. Sep-08

4.064

48.298

15. Oct-08

6.415

47.977

16. Nov-08

8.356

60.999

17. 2009 Total

14.690

226.440

18. Apr-09

1.490

95.460
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Table 1 (continued).

IDW Dates

Mean

RMS Error

19. May-09

3.400

23.40

20. Jun-09

5.960

75.890

21. Jul-09

2.250

69.710

22. Aug-09

-1.060

29.250

23. Sep-09

1.800

42.360

24. Oct-09

-0.430

49.950

Note. Mean refers to mosquito counts; RMS Error refers to root mean square of mosquito counts.

The universal kriging technique operated under the assumption that there was a
trend in mosquito counts. The prediction map generated by this process showed the
predicted mosquito counts across Harrison County (Figure 13). As expected, higher
predicted counts are generated for areas near traps with high mosquito counts. The
quantile map generated by this technique identifies the upper and lower limits of
mosquito counts and is identical to the prediction map in all surfaces generated by this
project. The probability map (Figure 15) generated during this process displays the
probability of those counts being correct, with the highest values being located nearest
the trap locations. The standard error map (Figure 14) produced by the universal kriging
technique displays the standard error values projected across Harrison County. This map
highlights areas in the county that contain low or high amounts of error associated with
their mosquito counts predictions.
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Table 2

Universal Kriging Results

Dates

Mean

RMS

ASE

1. 2007 Total

-5.587

304.469

292.195

2. Apr-07

0.362

44.998

43.573

3. May-07

-3.426

98.434

98.150

4. Jun-07

-0.765

31.556

29.558

5. Jul-07

-0.947

43.786

42.589

6. Aug-07

0.893

44.345

41.408

7. Sep-07

0.181

37.644

36.687

8. Oct-07

1.378

45.885

48.141

9. 2008 Total

-3.082

398.249

377.365

10. May-08

2.730

164.819

158.235

11. Jun-08

5.717

86.912

97.222

12. Jul-08

-0.062

35.160

34.486

13. Aug-08

0.187

40.566

37.677

14. Sep-08

0.352

44.418

41.116

15. Oct-08

-0.353

41.923

41.191

16. Nov-08

0.612

55.560

60.417

17. 2009 Total

8.707

219.107

209.473

18. Apr-09

-0.166

87.070

88.931
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Table 2 (continued).

IDW Dates

Mean

RMS Error

ASE

19.May-09

1.751

22.584

20.874

20. Jun-09

7.178

81.671

74.775

21. Jul-09

2.365

71.839

64.370

22. Aug-09

0.443

22.621

29.061

23. Sep-09

-0.569

40.697

43.703

24. Oct-09

-2.219

47.182

47.072

Note. Mean refers to mosquito counts; RMS Error refers to root mean square of mosquito counts; ASE = average standard error.

As expected, areas in the county located the farthest from a trap have a greater amount of
error associated with their predictions.
4.3. Co-Kriging Results
Universal co-kriging was implemented to determine the relationship between
mosquito counts and other variables (i.e., DEM, soil type, NOVI, land cover, and tasseled
cap data). Like universal kriging, universal co-kriging also assumes the presence of a
trend in mosquito counts and produce prediction, quantile, probability, and standard error
maps. The universal co-kriging technique produced a RMS error ranging from 218-398
(mosquito counts) for the yearly totals and 23-98 for the monthly totals (Table 3). There
was not always a difference in error values produced by each variable (Table 3). The
error is much lower for June 2008 and August 2009 when land cover and tasseled cap
data respectively proved to better at predicting mosquito densities. Both 2007 and 2008
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showed no difference in variable performance for predicting yearly mosquito counts,
whereas soil type proved to be noticeably better at predicting yearly mosquito counts in
2009. This is most likely linked to the noticeably lower trap count numbers recorded in
2009 with the previously mentioned undetermined causes likely responsible.
The covariance graph (Figure 16) depicts fluctuation occurring above and below
the trend and provides information about the amount of change experienced by both
variables. This graph represents the covariance of 2009 mosquito totals and NDVI values.
This graph shows the general increase in covariance as distance increases indicating that
mosquito count at a specific location is dependent upon NDVI surrounding that location
(Figure 16). This increase in covariance as distance increases was also observed with
DEM and LULC data (Figure 16). This increase in covariance as distance increases was
also observed with DEM and LULC data (Figure 16). The graph with 2009 mosquito
count totals and tasseled cap data is difficult to discern (Figure 16). However, the
covariance graph shows the general decrease in covariance between mosquito counts and
soil data as distance increases (Figure 16). This indicates that mosquito count at a specific
location is not dependent upon soil type surrounding that location. When comparing soil
with NDVI, DEM, tasseled cap, or LULC it is evident that co-variance decreases with
increasing distance (Figure 16). Therefore, it can be concluded NDVI, DEM, tasseled cap
data, and LULC at a specific location are not dependent upon soil type surrounding that
location. This phenomenon is most likely due to the fact that there is the same soil type at
most of the trap site locations. All of these trends were observed for the 2007 and 2008
data sets as well.
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2009 Harrison County Land Cover Mosquito Probability Map
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Figure 15. Probability Map Generated with Co-Kriging Using 2009 Total and Land
Cover.
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Based on the error results from bi-variate co-kriging implemented with mosquito
count (dependent variable) and one other independent variable (i.e. , DEM, NDVI, soil
type, land cover, and tasseled cap data), three independent variables producing least
amount of error when used with mosquito count (Table 9). As with the other
interpolations, this procedure was performed for each month as well as each year (Table
4). For the most part these results mirror those seen in the previous interpolation
procedures. Yearly totals produced a RMS error from 210-378 (mosquito counts), while
the monthly range for this error was from 21-158. As was seen with the previous
interpolations, the yearly totals produced higher results than monthly totals. Once again
yearly and seasonal patterns are difficult to identify and longer periods of data gathering
would most likely be needed in order to perform this type of analysis.
Table 3

Universal Co-Kriging Results

Dates

DEM-R

NDVI-R

S-R

TC-R

LC-R

1. 2007 Total

304.469

304.469

304.469

304.469

304.469

2. Apr-07

44.998

44.998

44.998

44.998

44.998

3. May-07

98.434

98.434

98.434

98.434

98.434

4. Jun-07

31.261

3 1.553

31.689

31.556

31.566

5. Jul-07

43.810

43.780

43.761

43 .786

43.794

6. Aug-07

44.235

44.341

44.520

44.345

44.354

7. Sept-07

37.644

37.644

37.644

37.644

37.644
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Table 3 ( continued).

Dates

DEM-R

NDVI-R

S-R

TC-R

LC-R

8. Oct-07

47.110

45.914

45.697

45.885

45.886

9. 2008 Total

398.249

398.249

398.249

398.249

398.249

10. May-08

164.819

164.819

164.819

164.819

164.819

11. Jun-08

91.241

86.914

87.125

89.912

86.890

12. Jul-08

35.556

35.156

35.163

35.160

35.163

13. Aug-08

40.043

40.563

40.742

40.566

40.580

14. Sep-08

44.053

44.413

44.621

44.418

44.430

15. Oct-08

42.472

41.913

41.845

41.923

41.920

16. Nov-08

58.356

58.356

55.122

55.560

54.498

17. 2009 Total

242.843

219.063

218.920

219.107

219.106

18. Apr-09

85.124

87.066

88.035

87.070

87.148

19. May-09

22.341

22.588

22.568

22.584

22.595

20. Jun-09

74.822

81.641

81.740

81.671

81.686

2 1. Jul-09

74.788

73.804

74.060

71.839

71.935

22. Aug-09

26.262

29.829

28.957

22.621

29.846

23. Sep-09

42.292

40.678

40.693

40.697

40.684

24. Oct-09

47.580

47.178

47.173

47.182

47.180

Note. DEM-R = DEM root mean square error; NDVI-R = N OVI root mean square error; S-R = soil root mean square error; TC-R =
tasseled cap root mean square error; LC-R = land cover root mean square error.
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Table 4
Universal Co-Kriging Results With the Three Lowest Error Variables

Dates

Mean

RMS

ASE

1. 2007 Total

-5.587

304.469

292.208

2. Apr-07

0.362

44.998

53.281

3. May-07

-3.426 ·

98.434

95.158

4. Jun-07

-2.001

31.261

41.571

5. Jul-07

-0.908

43.749

42.627

6. Aug-07

0.046

44.235

61.772

7. Sep-07

0.181

37.644

36.689

8. Oct-07

1.378

45.885

48.141

9. 2008 Total

-3.082

398.249

377.479

10. May-08

2.730

164.8 19

158.242

11 . Jun-08

6.013

87.088

97.357

12. Jul-08

-0.062

35.160

34.486

13. Aug-08

-0.518

40.043

47.540

14. Sep-08

-1.087

44.043

51.252

15. Oct-08

-0.197

41.811

41.117

16. Nov-08

0.417

53.903

60.185

17. 2009 Total

8.711

218.864

210.361

18. Apr-09

-0.647

85.124

104.277
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Table 4 (continued).

IDWDates

Mean

RMS Error

ASE

19. May-09

1.895

22.742

20.775

20. Jun-09

2.772

75.301

74.023

21. Jul-09

2.365

71 .839

64.370

22. Aug-09

0.443

22.621

29.061

23. Sep-09

-0.604

40.729

43 .813

24. Oct-09

-2.106

47.151

47.048

Note. Mean refers to mosquito counts; RMS Error refers to root mean square of mosquito counts; ASE = average standard error.

Table 5
Results ofNew Jersey Light Trap/Gravid Trap Comparison

Months

Confirmed

Possible

C. Traps

1. July-08

4

11

2,3,5,12

2. August-08

3

9

4,5,9

3. May-09

4

12

1,8,9,13

4. June-09

9

10

1,2,4,5,6,8,11 ,12,13

5. July-09

8

8

1,4,5,6,8,11 ,12,13
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Table 5 (continued).

Months

Confirmed

Possible

C. Traps

6. August-09

3

10

1,4,5

7. Total

31

60

1,2,3,4,5,6,8,9,11, 12,13

Note. C. Traps= confirmed trap numbers.

Table 6

Interpolation Results for Representative Traps

Months

IDW

K

DEM

NDVI

Soil

1. Jul-08

25.267 22.987 23.109

22.998

22.920 22.987 22.988 22.904

2. Aug-08

81.058 92.704 100.341

96.336

97.635 92.704 103.563 97.635

3. May-09

19.170 21.876 23.669

22.269

21.991 21.876 22.394 21.991

4. Jun-09

79.698 78.951 81.574

78.824

78.771 78.951 78.847 78.752

5. Jul-09

91.520 94.736 100.605

94.737

95.246 94.736 94.766 94.736

6. Aug-09

15.103 12.981 13.504

12.981

12.981 12.981 12.981 12.981

TC

LC

Final

Note. IDW = root mean square error for IDW; K = root mean square error fo r kriging; DEM = root mean square error for DEM cokriging; NDVI = root mean square error for NOVI co-kriging; Soil = root mean square error for soil co-kriging; TC = root mean
square error for tasseled cap co-kriging; LC = root mean square error land cover co-kriging; Final = root mean square error for final
co-kriging with the three variable that produced the least amount of root mean square error.

53
4.4. New Jersey Light Trap vs. Gravid Trap Results
Of the 60 possible New Jersey light traps that could be representative of gravid
trap data, thirty-one were shown to be representative (Table 5). This result suggests that
approximately 53% of the New Jersey light traps used in this study are representative of
gravid trap data and therefore representative of WNV vectors in the county. The reason
for these traps to be representative of possible MNV vectors could be that they collected
a larger number of mosquito counts, thereby reaching the threshold value (minimum
number of mosquitoes collected needed to represent gravid trap collection). The results of
the interpolation techniques using representative New Jersey light traps for July and
August of2008 and May, June, July, and August of2009 were similar to those seen in
the earlier interpolations for all New Jersey light traps (Table 6).
4.5. Verification/Validation Results
4.5.1. Verification
A GWR analysis was performed on each month and yearly dataset. This
procedure calculated values for each trap site in each data set. The results of each trap
were then averaged for each data set to derive monthly and yearly values for future
comparison (Table 7). This procedure was unable to be performed on the New Jersey
light traps representative of gravid traps due to lack of enough samples.
The condition number calculated by the GWR procedure evaluates local multicollinearity. Multi-collinearity is a statistical phenomenon in which two or more predictor
variables (i.e., DEM, NDVI, soil type, land cover, and tasseled cap data) in a multivariate regression model are highly correlated. In the presence of strong local multicollinearity, results become unstable. As identified by ArcGIS software that was used to
implement GWR, condition numbers larger than 30 may be unreliable and all condition
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nwnbers in the study were less than this nwnber (Table 7). The Local R 2 values
(coefficient of determination) range between 0.0 and 1.0 and indicate how well the local
regression model fits observedy values. The highest R2 value (0.504) was seen in August
2009 and the lowest value (0.156) was seen in October 2009. Very low values (those near
0) indicate that the local model is performing poorly. The predicted values are the
estimated (or fitted) y (mosquito count) values computed by GWR. The variables that
produced the least amount of error were the same for each month and each year: tasseled
cap (TC), DEM, and land cover (LC) (Table 7). This consistency in results differs from
the results of the interpolation techniques as there were noticeable differences in the
performance of variables during different time frames. However, this consistency in
GWR results could also be attributed to the fact this analysis was performed solely at the
trap site and did not include evaluation of areas surrounding the trap site locations as did
the interpolation techniques. Nevertheless, the GWR analysis did provide some insight
into the consistent variable/trap count relationship in the immediate trap area. Trap area
corresponds to cell size (30m x 30m) surrounding a specific trap at which the study was
conducted.
Table 7

Averaged GWR Results

Dates

CN

R

p

NOVI

DEM

Soil

LC

TC

1. 07 Total

25.597 0.311 364.199 1033.739 7.402

57.769 55.347 5.626

2. Apr-07

25.597 0.367 46.333

8.255

147.712 1.058

7.909 0.804
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Table 7 (continued).

Dates

CN

R

p

NDVI

DEM

Soil

LC

TC

3. May-07

25.597 0.280 96.266

354.907 2.541 19.834

19.002 1.932

4. Jun-07

25.597 0.195 30.333

117.697 0.843

6.577

6.302 0.641

5. Jul-07

25.597 0.415 55.467

138.928 0.995

7.764

7.438 0.756

6. Aug-07

25.597 0.253 44.265 .160.289 1.148

8.958

8.580 0.872

7. Sep-07

25.597 0.385 40.998

122.657 0.878

6.855

6.567 0.668

8. Oct-07

25.597 0.266 50.536

168.416 1.206

9.412

9.017 0.917

9. 08 Total

25.597 0.247 493.389 1395.288 9.990 77.974

74.704 7.594

10. May-08

25.597 0.208 126.063

600.322 4.298 33.548

32.142 3.267

11. Jun-08

25.597 0.276

90.865

322.961 2.312 18.048

17.292 1.758

12. Jul-08

25.597 0.393

44.533

126.091 0.903

7.046

6.751 0.686

13. Aug-08

25.597 0. 163

46.863

153.402 1.098

8.573

8.213 0.835

14. Sep-08

25.597 0.214

57.396

166.278 1.191

9.292

8.903 0.905

15. Oct-08

25.597 0.345

50.068

145.104 1.039

8.109

7.769 0.790

16. Nov-08

25.597 0.278

77.600

214.330 1.535

11.978 11.475 1.167

17. 09 Total

25.597 0.255 516.326 843.838 6.042

47.157 45. 180 4.593

18. Apr-09

25.597 0.439 115.537 286.719 2.053

16.023 15.351 1.561

19. May-09

25.597 0.436 41.733

73.237

0.524

4.093

20. Jun-09

25.597 0.410 103.002 242.809

1.739

13.569 13.000 1.322

21. Jul-09

25.597 0.192 74.396

1.898

14.815 14.193 1.443

265.096

3.921 0.399
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Table 7 (continued).

Dates

CN

R

p

NDVI

DEM

Soil

LC

TC

22. Aug-09

25.597 0.504 48.465

107.510

0.770

6.008

5.756 0.585

23 . Sep-09

25.597 0.308 56.066

160.996

1.153

8.997

8.620 0.876

24. Oct-09

25.597 0.156 77.127

186.437

1.335

10.419

9.982 1.015

Note. CN

= condition number; R = Local R2; P = predicted; NOVI = NDVI standard error; DEM = DEM standard error; Soil = soil

standard error; LC = land cover standard error; TC = tasseled cap standard error.

4.5.2. Validation

As was observed with earlier interpolations performed with mosquito count data
the validation process produced a greater RMS error (mosquito counts) for the yearly
totals than the monthly totals due to the greater error associated with the large yearly
mosquito count totals (Table 8). For Harrison County, MS in 2006 the lowest RMS error
was September and the highest November (Table 8). For all 2008 mosquito species in the
North Carolina study area the lowest RMS error was August and the highest was June
(Table 8). Predicting the densities of Cu/ex species in North Carolina for 2008 produced
the lowest RMS error in September and the highest in June (Table 8).
4.6. Variable Comparison
The co-kriging technique did not always clearly identify differences in the
performance of the variables (Figure 16). Many of the variables performed so similarly
there could be no significant difference determined by comparing the error values. When
differences were calculated, these differences were most often less than dramatic.
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However, when comparing the variables' performance on a more situational basis,
patterns begin to emerge (Table 9). There does appear to be a repeated occurrence of
certain variables as producers of less error during specific time periods ( e.g. DEM and
soil in May) (Table 9). For calculating predictions on a yearly basis soil and DEM data
prove to be the most effective (Table 9). Monthly predictions also show common variable
occurrences in terms of error, though not as clearly as the yearly results (e.g., DEM and
soil in May) (Table 9). It would appear DEM and soil data are useful for predictions in
May while NDVI stands out for the month of June (Table 9). July is a month that is less
clear though tasseled cap data does show the most occurrences in terms of usefulness
(Table 9). A combination of DEM and tasseled cap data are most noticeable for the
month of August while NDVI data shows the most occurrences in September (Table 9).
October shows some consistency in the variables producing the least error (soil, NDVI,
and land cover) (Table 9). Months in which there were no recorded mosquito counts in a
yearly data set were excluded, such as April due to the fact the 2008 data set had no
recordings for the month of April.
Table 8

Validation Results

Dates

Mean

RMS

ASE

I. 2006 Total (HC)

-5.587

304.469

292.195

2. May-06 (HC)

0.362

44.998

43.573

3. Jun-06 (HC)

-3.426

98.434

98.150
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Table 8 (continued).

Dates

Mean

RMS Error

ASE

4. Jul-06 (HC)

-0.765

31.556

29.558

5. Aug-06 (HC)

-0.947

43.786

42.589

6. Sep-06 (HC)

0.893

44.345

41.408

7. Oct-06 (HC)

0.181

37.644

36.687

8. Nov-06 (HC)

1.378

45.885

48.141

9. 2008 Total (All NC)

-3.082

398.249

377.365

10. May-08 (All NC)

2.730

164.819

158.235

11. Jun-08 (All NC)

5.717

86.912

97.222

12. Jul-08 (All NC)

-0.062

35.160

34.486

13. Aug-08 (All NC)

0.187

40.566

37.677

14. Sep-08 (All NC)

0.352

44.418

41.116

15. 2008 Total (NC)

-0.353

41.923

41.191

16. May-08 (NC)

0.612

55.560

60.417

17. Jun-08 (NC)

8.707

219.107

209.473

18. Jul-08 (NC)

-0.166

87.070

88.931

19. Aug-08 (NC)

1.751

22.584

20.874

20. Sep-08 (NC)

7.178

81.671

74.775

Note. Mean refers to mosquito counts; RMS Error refers to root mean square of mosquito counts; ASE = average standard error; HC =
Harrison County, Mississippi; All NC = all North Carolina mosquito species; NC = North Caro lina Cu/ex species.
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From the ranking of co-kriging RMS errors (Table 10) it is evident NDVI shows
the most number of total appearances (Table 19 with eighteen overall and ten
appearances as the second lowest error producing variable. Soil ranks second in terms of
total appearances in with fourteen overall appearances and eight appearances as the best
overall in terms of error (Table 10). DEM and tasseled cap data rank 3rd and 4 th
respectively in terms of overall appearances though these appearances were more in the
form of 1st place finishes for DEM and

3rd

places finishes for tasseled cap (Table 10).

Land Cover ranked last in terms of total appearances and would generally be considered
the least effective variable in predicting mosquito densities and habitats (Table 10).
When taking into consideration total number of appearances and the likelihood of this
appearance being in the top two it could be said that NDVI, soil, and DEM were shown
to be the most effective variables examined by this project (Table 10). However, this does
not exclude the use of tasseled cap and land cover data in certain situations as both were
useful in predicting mosquito counts/density in July (Table 9). Tasseled cap was also
found to be useful in August (Table 9).
When the ranking system is applied to results for the generally acceptable New
Jersey light trap operation months (June-August), the results are noticeably different.
Tasseled cap moves into a tie with NDVI for most effective and DEM moves ahead of
soil (Table 1 1). A generalized statement could be that during the peak season of mosquito
activity, (June-August), when factors such as temperature and precipitation are more
ideal for mosquito activity as well as vegetation activity, the variables NDVI and tasseled
cap transformation appears to be more useful.
In order to determine any differences in New Jersey light trap data results and
those produced by traps representative of gravid trap data, or WNV vectors, the same
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ranking principles were applied to results obtained from representative trap data (Table
12). Once again tasseled cap and NDVI data appear to be the best variables for predicting
mosquito densities and habitats, though in this case we can include possible WNV
vectors in this prediction (Table 12). However, land cover data also shows promise in
making predictions during these months, though all land cover appearances were as the
3rd

best variable (Table 12). DEM has dropped to last among the listed variables and

raises questions as to the usefulness of this variable in predicting WNV vector densities
(Table 12). Soil data also appears to perform poorly in this capacity (Table 12). However,
these conclusions must not be given too much credence as the sampling size from which
this analysis was performed is rather small and the time period rather limited. In order to
fully validate the findings of this study further research would need to be conducted.
4.7. Technique Comparison
Expectations for the techniques used in this project would be for a steady decrease
in error as the techniques progressed from the basic interpolation technique to the final
co-kriging. However, this progression is not always consistent (Table 13).
Analysis shows, twenty-one out of twenty-four (88%) opportunities, kriging was an
improvement over IDW. The co-kriging was shown to be an improvement over kriging
eleven out of twenty-four (46%) opportunities. Co-kriging produced same amount of
error nine out of those twenty-four times meaning the co-kriging produced less or the
same amount of error as the kriging technique 83% of the time.
Examination or errors produced by techniques implemented for New Jersey light
traps representative of gravid trap data indicate that kriging was an improvement over
IDW technique only three out of six (50%) opportunities (Table 14).
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Table 9
The Three Variables With the Lowest Error Compared by Time Period

Time Period

Lowest

2"d Lowest

3rd Lowest

1. 2007 Total

Soil

DEM

NDVI

2. 2008 Total

Soil

DEM

NDVI

3. 2009 Total

Soil

DEM

Land Cover

4. 2007 May

DEM

Soil

NDVI

5. 2008 May

Soil

DEM

NDVI

6. 2009 May

DEM

Soil

Tasseled Cap

7. 2007 June

DEM

NDVI

Tasseled Cap

8. 2008 June

Land Cover

NDVI

Soil

9. 2009 June

DEM

NDVI

Tasseled Cap

10. 2007 July

Soil

NDVI

Tasseled Cap

11. 2008 July

NDVI

Tasseled Cap Land Cover

12. 2009 July

Tasseled Cap Land Cover

NDVI

13. 2007 August

DEM

NDVI

Tasseled Cap

14. 2008 August

DEM

NDVI

Tasseled Cap

15. 2009 August

Tasseled Cap DEM

Soil

16. 2007 September

DEM

Soil

NDVI

17. 2008 September

DEM

NDVI

Tasseled Cap

18. 2009 September

NDVI

Land Cover

Soil
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Table 9 (continued).

Time Period

Lowest

2nd Lowest

19. 2007 October

Soil

Tasseled Cap Land Cover

20. 2008 October

Soil

NDVI

Land Cover

21. 2009 October

Soil

NDVI

Land Cover

3rd Lowest

Note. Lowest = variable that produced the lowest root mean square error; 2nd Lowest =variable that produced the2nd lowest root mean
square error; 3rd Lowest=variable that produced the 3rd lowest root mean square error.

Table 10
Variable Rankings

Variable

NA

IA

2A

3A

1. NDVI

18

2

10

6

2. Soil

14

8

3

3

3.DEM

12

8

4

0

4. Tasseled Cap

11

2

2

7

5. Land Cover

8

1

2

5

Note. NA =number of appearances; I A= I" place appearances; 2A =2nd place appearances; 3A =3'd place appearances.
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Table 11

Variable Rankings for June-August

Variable

NA

IA

2A

3A

1. NDVI

8

1

4

3

2. Tasseled Cap

8

2

1

5

3.DEM

5

4

1

0

4. Land Cover

3

1

1

1

5. Soil

3

1

0

2

Note. NA = number of appearances; IA = I~ place appearances; 2A = 2•><1 place appearances; 3A = 3'd place appearances.

Table 12

Variable Rankings for Representative Traps for June-August

Variable

NA

IA

2A

3A

1. Tasseled Cap

4

3

1

0

2. NDVI

4

0

4

0

3. Land Cover

4

0

0

4

4. Soil

2

1

0

1

5.DEM

1

1

0

0

Note. NA= number of appearances; IA = I~ place appearances; 2A = 2•><1 place appearances; 3A = 3'd place appearances.
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Table 13
Comparison of Technique Error Results

Dates

IDW

Kriging

Co-kriging

1. 2007 Total

310.900

304.469

304.469

2. Apr-07

48.915

44.998

44.998

3. May-07

113.694

98.434

98.434

4. Jun-07

38.452

31.556

31.261

5. Jul-07

52.230

43.786

43.749

6. Aug-07

55.935

44.345

44.235

7. Sep-07

43.596

37.644

37.644

8. Oct-07

47.253

45.885

45.888

9. 2008 Total

382.740

398.249

398.249

10. May-08

171.810

164.819

164.819

11. Jun-08

86.919

86.912

87.088

12. Jul-08

39.854

35.160

35.160

13. Aug-08

44.617

40.566

40.043

14. Sep-08

48.298

44.418

44.053

15. Oct-08

47.977

41.923

41.811

16. Nov-08

60.999

55.560

53.903

17. 2009 Total

226.440

219.107

218.864

18. Apr-09

95.460

87.070

85.124
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Table 13 (continued).

Dates

IDW

Kriging

Co-kriging

19. May-09

23.400

22.584

22.742

20. Jun-09

75.890

81.671

75.301

21. Jul-09

69.710

71.839

71.839

22. Aug-09

29.250

22.621

22.621

23. Sep-09

42.360

40.697

40.729

24. Oct-09

49.950

47.182

47.151

Note. IDW = IDW root mean square error; Kriging

= kriging root mean square error; co-kriging = co-kriging root mean square error.

Co-kriging was only an improvement over kriging two out of six times (33%), though it
did show the same resulting error two other times meaning it produced the same or less
error than kriging 67% of the time (Table 14). Though, this is a much smaller sample size
than the full list of New Jersey light traps it does raise questions regarding the noticeable
difference in technique performance. The reasons behind this difference in technique
performance would require further work that included more equivalent data sets as well
as longer periods of time in which the data was gathered in order to more sufficiently
compare the effect of New Jersey light trap data and gravid trap data in this type of
predictive analysis.
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Table 14
Comparison of Technique Error Results for Representative Traps

Dates

IDW

Kriging

Co-kriging

1. Jul-08

25.267

22.987

22.904

2. Aug-08

81.058

92.704

97.635

3. May-09

19.170

21.876

21.991

4. Jun-09

79.698

78.951

78.752

5. Jul-09

91.520

94.736

94.736

6. Aug-09

15.103

12.981

12.981

Note. IDW = IDW root mean square error; Kriging

= kriging root mean square error; co-kriging = co-kriging root mean square error.

4.8. Conclusion
This project was motivated by a number of factors illuminated during literature
research regarding West Nile virus. The use of geospatial analysis techniques to address
issues in disease prevention and epidemiology is an expanding area for research. The
results of this project appear to confirm the potential of geospatial techniques in
monitoring WNV vectors and the usefulness of these techniques in monitoring mosquito
activity at a county wide scale.
Though the primary goal of this project was to determine how well remote
sensing can aid in the analysis of mosquito distribution and densities in Mississippi, there
are several equally important questions that were addressed. The findings of this study
suggest possible applications of remote sensing data in similar applications. The data sets
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used in this study along with the techniques would likely be applicable to a number of
different flora and fauna. The cost and challenge of field-based mosquito traps could
possibly be augmented by the techniques used in this study as the balance between study
area and number of maintained traps could be found that would produce an acceptable
range of error. This project does appear to highlight the cost effectiveness of utilizing
geospatial techniques and remote sensing data to monitor mosquitoes and WNV vectors
at a county wide scale as there were no expenses, other than time, associated with this
project.
The links between potential vector distribution and environmental factors is
recognized in this project though the details behind this relationship remain unclear.
However, the usefulness of remote sensing variables in monitoring mosquitoes and
possible WNV vectors is apparent from findings. It is also clear that certain
environmental variables during specific time frames contribute significantly to mosquito
density and distribution. The noticeable differences in the effectiveness of environmental
variables in mosquito density prediction are not always consistent from month to month
or year to year. These results do raise questions as to why July and August were
noticeably different in terms of effective variables. To better observe yearly and seasonal
patterns in mosquito counts as well as the error produced by interpolation techniques
using mosquito count data the need for data analysis over longer periods of time becomes
quite apparent. One possible reason behind this issue could be the lack of multiple remote
sensing data sets acquired during the time frame of the study. In order to best monitor
WNV vectors the inclusion of more field data along with more remote sensing data
would most likely be beneficial.
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As with all good research, this project does identify its limitations both in terms of
data use and technique use. Despite their usefulness, the techniques in this project had
their limitations, which could be contributed to the use of New Jersey light trap data to
monitor possible WNV vectors. Though kriging appears to be an improvement over IDW
techniques and the inclusion of variables in co-kriging does appear to aid prediction
based analysis when compared to just kriging, these expectations are not certain and
factors yet to be identified may affect the performance of these techniques in this type of
analysis. Future studies will require use of other geo-spatial and statistical techniques to
improve the analytical ability of the methodology. The inclusion of alternative data sets
may also prove useful in improving the effectiveness of the co-kriging techniques.
The errors associated with the variables in the GWR analysis should have
mirrored those seen in the interpolation process as the errors should be representative of
each variables relationship with mosquito counts. Therefore, variables that had a lower
error in the interpolation process should also have had a lower coefficient standard error
in the GWR analysis. However, this was not always the case. This is most likely related
to the nature of GWR analysis, GWR was performed strictly at the site of the trap and did
not take into account variations seen in areas surrounding the trap.
Results indicate NDVI, soil, and DEM are the most effective variables for
predicting mosquito density and distribution. These variables are particularly effective for
months associated with less mosquito activity as well as yearly mosquito predictions.
However, this does not exclude the use of tasseled cap and LULC data in certain
situations as both were useful in predicting mosquito counts/density in July and other
months associated with high mosquito activity. Validation confirmed the findings of this
study by highlighting the lack of any apparent seasonal pattern in mosquito count and
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variable (DEM, NDVI, soil type, land cover, and tasseled cap data) relationship. This
may be linked to the rather short time frame over which this analysis took place or some
other unknown factor(s).
The study was conducted as the spatial resolution of 30m x 30m, which was the
resolution of Landsat imagery. This resolution appeared to be sufficient for surveillance
of such large scale areas. Since mosquito surveillance and control activities are primarily
performed by local institutions and professionals working in public health and utilities
departments, this resolution appears to offer a good balance between the temporal and
spatial needs of this application. This likely played a role in the effectiveness of the
variables used for this study's analysis. This also means the conclusion drawn from this
study could not be applied to small microscale analysis of mosquito counts at trap sites.
One benefit of this study is the environmental parameters important in predicting vector
distribution at a large scale is not often considered by mosquito ecologists. Future
research should focus on using more moderate or high resolution sensors so that details
concerning the relationship between WNV vectors and environmental variables can be
discerned at a finer scale.
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