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Abstract—This paper presents two new algorithms for wide-
band spectrum sensing at sub-Nyquist sampling rates, for both
single nodes and cooperative multiple nodes. In single-node
spectrum sensing, a two-phase spectrum sensing algorithm based
on compressive sensing is proposed to reduce the computational
complexity and improve the robustness at secondary users (SUs).
In the cooperative multiple nodes case, the signals received at
SUs exhibit a sparsity property that yields a low-rank matrix of
compressed measurements at the fusion center. This therefore
leads to a two-phase cooperative spectrum sensing algorithm for
cooperative multiple SUs based on low-rank matrix completion.
In addition, the two proposed spectrum sensing algorithms are
evaluated on the TV white space (TVWS), in which pioneering
work aimed at enabling dynamic spectrum access into practice has
been promoted by both the Federal Communications Commission
and the U.K. Ofﬁce of Communications. The proposed algorithms
are tested on the real-time signals after they have been validated
by the simulated signals in TVWS. The numerical results show
that our proposed algorithms are more robust to channel noise
and have lower computational complexity than the state-of-the-art
algorithms.
Index Terms—Compressive sensing, low-rank matrix comple-
tion, sparsity property, spectrum sensing, TV white space.
I. INTRODUCTION
W ITH the rapid development of wireless communi-cations, the scarcity of spectrum resources becomes
an urgent problem. However, as reported by the Federal
Communications Commission (FCC) and the UK Ofﬁce of
Communications (Ofcom), a large percentage of spectrum
resources are underutilized [1], [2]. Cognitive radio (CR) was
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proposed to fully utilize spectrum resources by allowing unli-
censed usage of vacant spectrum [3]. In CR, spectrum sensing
is the ﬁrst step to detect spectrum holes that can be used by
secondary users (SUs) without causing any interference to
primary users (PUs).
In recent research, wideband spectrum sensing has attracted
much attention. A direct approach for wideband spectrum
sensing is to acquire the wideband signals with a high-speed
analog-to-digital converter (ADC) and then use digital signal
processing techniques to detect spectral opportunities. Quan et
al. [4] proposed a multi-band joint detection algorithm to sense
PUs over wideband spectrum by using a high-speed ADC for
signal acquisition. Furthermore, Tian and Giannakis [5] pro-
posed a wavelet-based wideband spectrum sensing algorithm
by implementing a high-speed ADC. The well-known Nyquist
sampling theory requires that sampling rate should be at least
twice of the signal bandwidth. Therefore, the sampling rate
is very challenging for wideband spectrum sensing and the
high-speed ADC for wideband signals is difﬁcult or expensive
to implement at SUs, especially for power-limited devices.
Subsequently, Landau [6] demonstrated that sampling rate
should be no less than the measure of the occupied part of the
spectrum to guarantee the stable reconstruction of multiband
signals which is below the corresponding Nyquist sampling
rate. Recently, compressive sensing (CS) has been proposed
to achieve sub-Nyquist sampling [7]. As the spectrum of in-
terest is normally underutilized in reality [1], [2], the spectrum
exhibits a sparse property in the frequency domain, which
makes sub-Nyquist sampling possible by implementing the CS
technique for spectrum sensing at SUs.
Tian and Giannakis [8] ﬁrstly introduced CS to wideband
spectrum sensing, where fewer compressed measurements are
required on the basis of Nyquist sampling theory. Subsequently,
the wideband spectrum sensing based on CS has attracted much
attention. In order to improve robustness against noise uncer-
tainty, Tian et al. [9] proposed a cyclic detector by utilizing the
CS principle for wideband spectrum sensing. In this algorithm,
prior information of PUs such as sparsity level is considered
to be known. However, the sparsity level is dependent on the
spectrum occupancy which may be unavailable in dynamic CR
networks. In order to solve this problem, Wang et al. [10] pro-
posed a two-step CS scheme for minimizing the sampling rates
when the sparsity level is changing. In this approach, the ac-
tual sparsity level is estimated ﬁrstly and the number of com-
pressed measurements to be collected are then adjusted before
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taking samples. However, this algorithm introduces extra com-
putational complexity by performing the sparsity level estima-
tion. In order to remove the sparsity level estimation step, Sun
et al. [11] proposed to adjust the number of compressed mea-
surements adaptively by acquiring compressed measurements
step by step in continuous sensing slots. However, this iterative
process introduces higher computational complexities at the SU
as signal reconstruction has to be performed several times until
the exact signal recovery is achieved. Qin et al. [12] proposed a
low complexity compressive spectrum sensing algorithm by al-
leviating the iterative process of signal recovery. More speciﬁ-
cally, the data from geolocation database can provide a rough
estimation of sparsity level to minimize the sampling rates .
Subsequently, this kind of data is utilized as the prior informa-
tion for signal recovery. By doing so, signal recovery perfor-
mance is improved with signiﬁcant reduction on computational
complexity.
In addition, some research work on the implementation
of compressive spectrum sensing for the continuous-time
signal acquisition has been reported recently. For example,
Venkataramani et al. [13] proposed the multi-coset sampling
and it is utilized in [14]–[16] to reduce the sampling rate for
the case of multiband signals. Similarly, Mishali and Eldar
[17], [18] proposed a modulated wideband converter model for
multichannel sub-Nyquist wideband sensing, and the minimal
sampling rate for exact signal recovery has been derived by the
authors. Tropp et al. [19] proposed an analog-to-information
converter (AIC) sampler to make the analog CS implementable,
and the restricted isometry property has been proved enabling
the exact signal recovery to be guaranteed with a cost of more
measurements. In addition, the AIC sampler has been adopted
in [10].
Furthermore, we noticed that most of the existing algorithms
[20]–[22] normally do not specify or quantify the noise. The
signal-to-noise ratio (SNR) of the CS measurements would be
decreased by 3 dB for every octave increasing in the subsam-
pling factor for acquisition of a noisy signal with ﬁxed spar-
sity [23], which makes it more difﬁcult for CS based spectrum
sensing under heavy channel noise. Therefore, a robust spec-
trum sensing algorithm based on CS with low computational
complexity is demanding.
In this paper, we propose a two-phase spectrum sensing al-
gorithm based on CS for a single node scenario. In the ﬁrst
phase, a new wideband channel division scheme is proposed
to reduce the computational complexity of the signal recovery
process. In the second phase, a denoising algorithm is performed
to improve detection performance and enable the algorithm to
be more robust to channel noise. To this end, the proposed al-
gorithm is validated by the simulated signals and tested on the
recorded real-time TV white space (TVWS) signals obtained by
the CRFS RFeye node [24].
Single node spectrum sensing faces the challenges that de-
tection performance is signiﬁcantly degraded if an SU expe-
riences multipath fading and hidden terminals [25], [26]. This
may cause miss detection. As a result, the SU may unwittingly
transmit signals in channels with active PUs, which may cause
serious interference to the PUs. In order to reduce the inﬂu-
ence of imperfect channel environment, multiple nodes spec-
trum sensing, named as cooperative spectrum sensing (CSS),
was proposed to efﬁciently combat fading problems by utilizing
a spatial diversity of cooperative multiple SUs [4], [20], [27].
In CSS networks, there are two types of data fusion: central-
ized and decentralized fusion. In decentralized CSS, each SU
only communicates with its neighbor SUs within one hop to re-
duce the transmission power consumed during sensing. After
convergence, all SUs will have the fused sensing result without
the implementation of a fusion center (FC). Several decentral-
ized CSS schemes [28]–[30] have been proposed where the av-
erage value of all the local spectrum sensing decisions is com-
puted to get the ﬁnal decision. As a result, the ﬁnal decision
obtained might be sub-optimal. In addition, Zeng et al. [20]
proposed a distributed CSS algorithm in which sensing samples
rather than sensing decisions are exchanged with the neighbour
SUs within multi-hops to reach a global fusion at the cost of
increasing network load. The convergence speed of decentral-
ized CSS is an issue in large scale networks. In the centralized
CSS scheme, all SUs report to an FC to make a ﬁnal decision.
In existing algorithms [31], [32], each SU makes a local deci-
sion about the spectrum of interest, and then the local decisions
are sent to an FC to make a ﬁnal decision. For a multi-channel
sensing algorithm, such a separate approach of local spectrum
estimation followed by a global decision fusion is suboptimal,
which it does not take full advantage of the spatial diversity of
the cooperative SUs [21]. In [20], [33], [34], an SU senses the
whole spectrum of interest, and then the SU sends all the col-
lected compressed measurements to an FC to get a global deci-
sion. As a result, the optimal decision can be obtained but the
transmission load in the reporting channel between SUs and the
FC is heavy. In [21], in order to reduce the sampling costs and
transmission load between SUs and the FC, the length of re-
ceived signal’s frequency domain representations is set to be
equal to the number of channels in the spectrum of interest
rather than the original length of received signal in time domain,
which results in a very poor resolution in the frequency domain
and serious spectral leakage in each channel. Consequently, the
false alarm probability and miss detection probability
increase. In addition, as aforementioned, the noise would be-
comes heavier after signals are collected at sub-Nyquist rate
[23]. Therefore, a sub-Nyquist sampling based CSS algorithm
with high spectrum resolution, low computational complexity
and high robustness to noise is required.
In this paper, a two-phase CSS algorithm based on low-rank
matrix completion (MC) is proposed to reduce the signal ac-
quisition costs at SUs and the spectrum resolution and improve
the robustness to channel noise. In the ﬁrst phase, the proposed
wideband channel division scheme is implemented at each SU
to reduce signal acquisition costs. The received samples are
transformed into frequency domain with their original length to
eliminate spectral leakage. Sequentially, only the compressed
measurements are sent to an FC with reduced transmission
load in the CSS network. At the FC, MC is performed on the
incomplete matrix constructed by compressed measurements
from SUs. In the second phase, detection performance is further
improved by a denoising algorithm. In addition, the proposed
algorithm is tested on the real-time signals after been validated
by the simulated signals.
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The rest of this paper is organized as follows. Section II de-
scribes the proposed two-phase spectrum sensing algorithm
based on CS for the single node. Numerical analyses for
the proposed algorithm is demonstrated in Section III.
Section IV develops the proposed two-phase CSS algorithm
based on low-rank MC. Numerical results for the proposed
two-phase CSS algorithm on both simulated and real-time
signals are presented in Section V. Conclusion are drawn in
Section VI.
II. PROPOSED TWO-PHASE SINGLE NODE SPECTRUM SENSING
ALGORITHM BASED ON COMPRESSIVE SENSING
A. System Model
A four-step spectrum sensing based on CS is summarized as
follows:
1) Sparse signals received at SUs.
2) Compressed measurements collection at SUs.
3) Signal recovery at SUs.
4) Decision making at SUs.
1) Sparse Signals Received at SUs: It is assumed that band-
width of the whole spectrum is Hz. The signal received at an
SU is given by:
(1)
where is the time domain representation of the
transmitted signal, is the channel gain between the trans-
mitter and receiver, and refers to addi-
tive white Gaussian noise (AWGN) where refers to noise
variance and is the identity matrix. In order to simplify the
system, we assume until further speciﬁed.
In order to make sure the CS technique working at SUs to
reduce the sampling rate, the received signal should be able to be
expressed in a sparse domain. In spectrum sensing, the signals
received at an SU is assumed to be sparse in the frequency
domain and it can be expressed as , where
and are the discrete Fourier transform (DFT) of
and . As aforementioned, is sparse since the spectrum is
normally underutilized.
2) Compressed Measurements Collection at SUs: After CS
technique is applied at an SU, the collected compressed mea-
surements can be expressed as:
(2)
where is a measurement matrix to collect
the compressed measurements , with being
the compression ratio. The measurement matrix can be a matrix
which contains a single spike in each row. The case
corresponds to . In addition, , where
is inverse DFT matrix which is used as the sparsifying matrix.
In practical settings, structured random matrices are often
employed for improved implementation affordability. We
adopt AIC sampler proposed in [19] to realize the sub-Nyquist
sampling in our paper. The AIC sampler mainly contains three
components: a high-rate pseudonoise sequence, a lowpass
anti-aliasing ﬁlter and a low speed ADC. This well designed
structure alleviates the burden on the ADC, at the expense of
slightly degraded recovery performance compared with those
fully random Gaussian sampler. There are three conditions for
the measurement matrix: i) each column of it is normalized, ii)
each row of it has approximately equal norm, and iii) the rows
of it are orthogonal. These three conditions can be fulﬁlled by
random matrices such as AIC sampler [23].
3) Signal Recovery at SUs: When the CS technique is imple-
mented at SUs, sampling rates are reduced to sub-Nyquist sam-
pling rates. However, in order to make accurate decisions about
spectrum occupancy, the signal recovery should be performed
by solving the following norm minimization problem:
(3)
where is the noise tolerance.
4) Decision Making at SUs: When the estimated signal
is obtained, energy detection is performed to determine the
spectrum occupancy. Speciﬁcally, the energy density of each
channel in the recovered signal is compared with a predeﬁned
threshold to make a decision. The predeﬁned threshold is
dependent on the noise variance , the target and the
number of samples [35]:
(4)
where is the sample number of the original signal. In practice,
the noise power can be calibrated in a given channel which
is known for sure to be idle. For example, some channels such
as channel 21 in TVWS are supposed to be vacant currently in
the UK.
If the energy density of each considered channel is higher
than the threshold, the corresponding channel is determined as
occupied by PUs, and SUs are forbidden to access it. Otherwise,
the corresponding channel is determined as vacant, and SUs can
access it to transmit unlicensed signals.
B. The Proposed Two-Phase Single Node Spectrum Sensing
Algorithm Based on Compressive Sensing
As we do not require any prior information about the PUs,
norm minimization is adopted to perform the signal recovery.
In order to reduce the computational complexity during signal
recovery process and enhance algorithm’s robustness to imper-
fect channel noise, we propose a two-phase spectrum sensing
algorithm for single node based on CS. In the ﬁrst phase, a new
efﬁcient channel division scheme is proposed to reduce the com-
putation complexity for signal recovery. In the second phase, a
denoising algorithm is proposed to enable the algorithm to be
more robust against heavy channel noise.
1) The Efficient Channel Division Scheme: When an norm
minimization based spectrum sensing algorithm is implemented
at an SU, the computational complexity of signal recovery is de-
pendent on the number of samples to be recovered. It is assumed
that there are channels in the spectrum of interest. We pro-
pose a new channel division scheme in which only
out of channels are expected to be sensed in one sensing
period at SUs to reduce the number of samples to be recov-
ered. As shown in Fig. 1, each -channel group is indexed by
. If any vacant channel is detected, SUwould
stop sensing and start data transmission. Otherwise, SU begins
to sense the next -channel group in the next sensing period. As
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Fig. 1. System model of the proposed channel division scheme in the single
node spectrum sensing based on compressive sensing.
Fig. 2. Average number of required sensing periods at SUs with dif-
ferent sparsity levels and number of channels sensed in one sensing
period. SNR= – 5 dB.
a result, the required sampling rates at SUs for exact recovery
are further reduced by implementing CS technique at SUs.
Once signal of the -channel group
arrives at the receiver, compressed measurements are col-
lected at sub-Nyquist sampling rates. Subsequently, the recov-
ered frequency domain representations of the th -channel
group can be obtained by solving norm minimization as:
(5)
where and is the error tolerance in the
reconstruction process for signal .
2) The Denoised Spectrum Sensing Algorithm: When
making a decision for spectrum occupancy, the decision accu-
racy is inﬂuenced by the signal recovery errors. The recovery
performance of traditional norm minimization algorithm is
degraded by heavy channel noise and low compression ratio.
Furthermore, it is noticed that the amplitudes of recovered
signal may be negative with high absolute values. However,
the power spectrum is nonnegative. If those negative values
are used to calculate the energy density, it would become higher
than the real energy value. As a result, the of spectrum
sensing would increase, which means the vacant channels
might be determined as occupied. In order to improve the re-
covery performance and detection performance, a denoising al-
gorithm is proposed.
In the denoising algorithm, the amplitude of the th fre-
quency bin in the recovered signal is compared with the
corresponding noise level , where is the index of the
recovered signal. If is higher than , the compressed
measurement collected at SUs is kept for the recovered
signal. Otherwise, the corresponding value will be set to zero
to reduce the recovery error. The denoised signal can be
expressed as:
(6)
After the denoising algorithm is performed, the energy den-
sity of each considered -channel group in the denoised signal
is compared with the corresponding threshold as deﬁned in
(4) to determine the spectrum occupancy of the corresponding
-channel group. If any -channel group are determined as
vacant, they can be used by SUs to transmit the unlicensed
signals. Otherwise, the SU should continue sensing the next
-channel group until any vacant channel is found out or
the sensing periods, named as a sensing loop, are run out.
As there is a high probability that the spectrum vacant in last
loop remains free in the current sensing loop, an SU should
ﬁrstly sense the -channel group determined as free in the
last sensing loop at the beginning of a new sensing loop if
any vacant -channel group are detected in the most recent
sensing loop. Otherwise, an SU should keep sensing from the
ﬁrst -channel group. The whole process of the proposed
two-phase spectrum sensing algorithm at single node based on
CS is summarized as Algorithm 1.
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C. Computational Complexity and Spectrum Efficiency
Analyses
In compressive spectrum sensing algorithm, the compu-
tational complexity mainly comes from the signal recovery
process by solving the norm minimization problem. It is
determined by the number of samples to be recovered to
represent the spectrum of interest. Specially, when the whole
wideband spectrum of interest is sensed in one sensing period
by an SU, the computational complexity of solving the norm
minimization problem can be expressed as:
(7)
In the adaptive compressive spectrum sensing algorithm [11]
for wideband CRs, the required computational complexity
can be expressed as follows. In order to simplify the compar-
ison, the spectrum sensed in each sensing period is assumed to
be out of channels and the system starts data transmission
after sensing periods.
(8)
where is the number of sensing periods that an
SU needs to perform exact signal recovery to determine the ac-
cessible channels.
When the proposed new channel division scheme is used for
single node wideband spectrum sensing, computational com-
plexity of the signal recovery process is expressed as:
(9)
As analyzed above, an SU may need multiple sensing periods
to ﬁnd out the accessible spectrum holes. Assuming there is
at least one vacant channel in the spectrum of interest, the
proposed channel division scheme requires sensing periods,
which is dependent on the number of channels in a -channel
group. The worst case for the proposed scheme is that an SU
does not ﬁnd any vacant channel until the th sensing period.
In such a case, with . In practice,
there are multiple vacant channels in the spectrum of interest
due to the low spectrum utilization. Therefore, the required
sensing periods would be less than in reality. As a result,
in all cases. The proposed channel division scheme
relaxes the requirement on high speed ADC at the expense of
compromised spectrum efﬁciency. This tradeoff is shown in
the simulation part and it seems acceptable as the proposed
algorithm is designed for machine-to-machine (M2M) commu-
nications in which SUs have limited computational power and
infrequent low-speed transmission requirements. Comparing
and , we can see that if , which refers
to the scenario that vacant channels can be found after signal
recovery is only performed once. Otherwise, . There-
fore, the proposed channel division scheme achieves a lower
computational complexity than existing algorithms.
III. NUMERICAL ANALYSES ON PROPOSED TWO-PHASE
SINGLE NODE SPECTRUM SENSING ALGORITHM
BASED ON COMPRESSIVE SENSING
A. Analyses on Simulated Signals
In the simulation, signals are orthogonal frequency-division
multiplexed (OFDM) generated as PUs, which are used in Dig-
ital Video Broadcasting-Terrestrial (DVB-T) over the TVWS
spectrum from 470 MHz to 790 MHz in the UK [2]. There are
channels in TVWS with bandwidth of 8 MHz for each
channel. is set to be 0.01. is the ratio of signal
power over noise power of a -channel group. In the following
simulations, the aforementioned tradeoff between spectrum ef-
ﬁciency and computational complexity is demonstrated ﬁrstly.
In addition, the inﬂuence of compression ratio, sparsity order
and the classic receiver operating characteristics (ROC) curves
are presented to validate the proposed algorithm.
Fig. 2 shows the average number of sensing periods which
is required at SUs to ﬁnd out the vacant channel for unlicensed
usage. As aforementioned, the size of -channel group which is
sensed in each sensing period at SUs would inﬂuence the spec-
trum efﬁciency of the proposed channel division scheme. If
, the case becomes a narrow band spectrum sensing which
requires low-speed sampling rates at SUs. But the spectrum ef-
ﬁciency is low. With increasing , it becomes a multichannel
wideband spectrums sensing case in which the spectrum efﬁ-
ciency is increased with cost of expensive sampling acquisition.
From Fig. 2, we can see that the vacant channels can be detected
efﬁciently even with increasing . With higher sparsity level
which refers to higher spectrum occupancy, the average number
of sensing periods increases. As the spectrum is underutilized
in practice, the required number of sensing periods is relatively
low. In the following simulation, it is assumed that the number
of channels sensed by the SU in each sensing period is set to be
.
Fig. 3 shows detection probability for the traditional
norm minimization based spectrum sensing algorithm and the
proposed two-phase single node spectrum sensing algorithm
based on CS under different number of compressed measure-
ments with varying SNR values. Its detection performance is
also compared with that of spectrum sensing algorithm without
CS implemented, as well as the theoretical values derived from
[36], [37]:
(10)
where is the threshold for energy detection as calculated by
(4), and refers to signal power.
Fig. 3 shows that the performance of norm minimization
based spectrum sensing algorithm (labeled as traditional CS
based SS) and the proposed two-phase single node spectrum
sensing algorithm based on CS (labeled as denoised CS based
SS) are both the same with that of spectrum sensing algorithm
without CS implemented at the SU (labeled as SS without CS)
and the theoretical curves obtained by (10). In this case, the
number of occupied channels is 1 among 8. Therefore, the
sparsity level is set to be 12.5%. When the number of collected
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Fig. 3. Proposed denoised compressive spectrum sensing algorithm at single
node achieves higher detection probability than the traditional algorithms
with simulated signals under different compression ratios and different SNR
values.
Fig. 4. Probability of detection comparison with different sparsity levels
and different compression ratios. SNR= – 5 dB.
measurements decreases, the detection performance degrades.
It also shows that performance of the proposed two-phase
single node spectrum sensing based on CS is better than that
of the CS based spectrum sensing without denoising when the
compression ratio is 25% and 10%. This gain beneﬁts from the
proposed denoising algorithm which can improve the signal
recovery accuracy. As the recovery accuracy becomes higher
with the higher compression ratio, detection performance
of the proposed two-phase spectrum sensing algorithm gets
closer to the theoretical curves. The simulation result shows
that the proposed two-phase spectrum sensing algorithm can
reduce the sampling rates by 75% without degrading detection
performance.
Fig. 4 shows the detection performance of the proposed two-
phase two-phase single node spectrum sensing based on CSwith
different sparsity levels and different compression ratios. In this
scenario, the different sparsity levels refer to different number
of active PUs in the spectrum of interest. The positions of these
active PUs are set to be random. The detection performance
becomes worse with increasing sparsity level and decreasing
compression ratio as shown in Fig. 4. As the sparsity level in-
creases, sparse property of signal to be recovered becomes less
Fig. 5. Proposed denoised compressive spectrum sensing algorithm at single
node achieves higher ROC curves than the traditional algorithms with simulated
signals, and compression ratio 25%.
sparse, and therefore more compressed measurements should be
collected for signal recovery to make sure the detection perfor-
mance not being degraded. It is noticed that the detection per-
formance would only be slightly degraded when the proposed
algorithm is applied to the practical signals in TVWS spectrum
as the its occupancy ratio is normally 15% to 20% in practice
[1], [2].
The ROC curves under different SNR values are shown in
Fig. 5, where the compression ratio is set to be 25%. In this
case, the sparsity level is set to be 12.5%. It can be observed
that the proposed two-phase spectrum sensing algorithm based
on CS exhibits better performance than the traditional spec-
trum sensing algorithm based on CS. Meanwhile, it is also no-
ticed that the performance of the proposed two-phase spectrum
sensing algorithm is almost as good as that of spectrum sensing
algorithm without CS applied. This gain arises from the pro-
posed denoising algorithm. This result matches with Fig. 3 when
compression ratio is set to be 25%. It should be pointed that the
increasing refers to decreasing threshold level if the number
of samples is ﬁxed as deﬁned in (4). Therefore, the detection per-
formance becomes degraded with increasing threshold level as
shown in Fig. 5. This work has been preliminarily demonstrated
in our previous study [38], which gives us the conﬁdence to test
the proposed algorithm on the real-time signals in the following.
B. Analyses on Real-Time Signals
After the proposed two-phase single node spectrum sensing
algorithm has been validated with simulated signals, we test it
on real-time signals recorded by the RFeye node. The RFeye
node is a scalable and cost-effective node which can provide
real-time 24/7 monitoring of radio spectrum. It is capable of
sweeping spectrum from 10MHz to 6 GHz, and can capture sig-
nals of all types, including transient transmission such as pulsing
or short-burst signals. It is even sensitive to very low power
signals. The RFeye node used for measurement is located at
(51.523021 N 0.041592 W) as shown in Fig. 6 with the height
about 15 meters above ground. The real-time signal recorded
by the RFeye node is for TVWS ranging from 470 MHz to
790 MHz.
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Fig. 6. Measurement setup for real-time TVWS signals recorded at Queen
Mary University of London. (a) Measurement setup at Queen Mary University
of London, (b) RFeye sensing node, (c) Real-time TVWS signal observed by
RFeye sensing node.
Fig. 7. Detection probability and false alarm probability comparison of
single node spectrum sensing with real-time signals under different thresholds,
and compression ratio is 15%.
When the recorded real-time signal is used as source signal
for the proposed two-phase single node spectrum sensing algo-
rithm, Fig. 7 shows and of the spectrum sensing without
CS implemented, traditional CS based spectrum sensing, and
the proposed denoised spectrum sensing algorithms under dif-
ferent threshold values. Here, the thresholds are experimental
values. In this scenario, the compression ratio is set to be 15%.
We can see that both and decrease with increasing
threshold values. IEEE 802.22 demands a stringent sensing
requirement. For the maximum of 10%, a sensing algorithm
should achieve 90% for [39]. According to the Fig. 7, we
can see that the detection performance of the spectrum sensing
without CS implemented can achieve the target performance
required in IEEE 802.22 when threshold is set to be 1.5 or
higher. However, the of the algorithms with CS would be
degraded with increasing threshold. Therefore, we choose 1.5
as the suitable threshold to get a better tradeoff of and in
the following analyses. From Fig. 7, it is also noticed that the
proposed two-phase single node spectrum sensing algorithm
outperforms the traditional one when threshold is 1.5. We can
see that the increases with decreasing threshold level which
is matched with the simulation results shown in Fig. 5.
Fig. 8. Proposed denoised compressive spectrum sensing algorithm at single
node achieves higher detection probability and lower false alarm probability
than the traditional algorithmwith real-time signals under different compres-
sion ratios, and threshold is 1.5.
Fig. 8 shows the and of the traditional spectrum
sensing algorithm based on CS and the proposed two-phase
spectrum sensing algorithm with real-time signals under dif-
ferent compression ratios from 1% to 100%. In this scenario,
the threshold value is set to be 1.5 according to Fig. 7. We can
see that the detection performance gets better with increasing
number of compressed measurements collected at the SU, and
the proposed two-phase spectrum sensing algorithm outper-
forms the traditional one, which is similar with the results of
simulated signals as shown in Fig. 3.
IV. PROPOSED TWO-PHASE COOPERATIVE SPECTRUM SENSING
ALGORITHM BASED ON LOW-RANK MATRIX COMPLETION
Based on the proposed two-phase single node spectrum
sensing algorithm, a new two-phase CSS algorithm based on
low-rankMC is proposed to overcome the deep fading problem.
In the ﬁrst phase, the proposed channel division scheme is
extended to the CSS scenario. In the CSS network, each SU
is implemented to sense a different -channel group of the
channels to reduce sampling rates, where channels are
sensed by each SU and there are channels in spectrum of
interest. As a result, at least SUs should be imple-
mented to sense the whole spectrum of interest in one sensing
period. The positions of active PUs on the whole spectrum of
interest are random. Due to deep fading, SUs are spatially
implemented to sense the same -channel group. Therefore,
the th SU implemented to sense the th -channel group is
labeled as . The whole scenario is shown in Fig. 9. In the
second phase, a denoising algorithm is proposed to improve
the detection performance of CSS, which is introduced in part
B of this section.
A. System Model
Based on the systemmodel in Fig. 9, the CSS algorithm based
on low-rank MC can be formulated into a four-step model:
1) Sparse signals received at SUs.
2) Incomplete matrix generation at the FC.
3) MC at the FC.
4) Decision making at the FC.
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Fig. 9. System model of the proposed channel division scheme in cooperative
spectrum sensing algorithm based on low-rank matrix completion.
1) Sparse Signals Received at SUs: As noise exists
in the transmission channels, signals received at is
, where refers to
time domain signals of the th -channel group received at the
receiver refers to the channel gain for the th
-channel group between transmitter and refers
to AWGN in the related transmission channels. The frequency
domain representations of signals in the th -channel group
which is received by can be expressed as:
(11)
where and are the DFT of
and .
At , an AIC sampler is implemented to
collect the compressed measurements as follows:
(12)
2) Incomplete Matrix Generation at the Fusion Center: As
spectrum utilization is low, the stack of received frequency
domain representations are approximately
sparse. Each SU only sends compressed measurements to an
FC where . At the FC, the matrix
to be recovered shows a low-rank property transformed
from the sparse property of signals received at SUs as shown
in Fig. 10. In Fig. 10, the circled items refer to the observed
measurements as the CS technique is implemented at each SU.
This naturally forms a double-sparsity property to use fewer
measurements to reconstruct the original signals. In order to
avoid poor spectrum resolution in frequency domain and high
spectral leakage in each channel, we set the number of the rows
to be equal to the original number of samples for the whole
spectrum of interest rather than the number of channels
, which is adopted in [21], [40].
Fig. 10. Matrix to be recovered at the fusion center.
At the FC, only a subset of are collected where
. We stack all columns of into a long vector as
. The incomplete matrix is obtained by:
(13)
where
, and
is the block diagonal matrix. It is assumed that is the corre-
sponding noiseless matrix of , and is the matrix
of the corresponding noise contained in . We should recover
the unobserved measurements in from .
3) Matrix Completion at the Fusion Center: The size of
the matrix and the computational cost would increase when the
number of the rows is equal to the length of samples
for the whole spectrum of interest to improve the frequency res-
olution. The signal recovery process is normally performed at
SUs in the single node spectrum sensing algorithm, and SUs are
normally power limited devices [41]. Therefore, the signal re-
covery process may cause long delay which will make the ﬁnal
decision invalid for the dynamic spectrum. However, in a CSS
network, the MC process can be performed by a powerful de-
vice such as the FC to replace the power limited SUs.
With the low-rank property, the complete matrix can be
recovered from a random subset of its items at the FC. This
MC problem is deﬁned as [42]:
(14)
where is the upper bound of the noise.
However, (14) is a NP-hard problem [42]. It has been proved
that such a NP-hard problem can be converted to the nuclear
norm minimization problem as:
(15)
4) Decision Making at the Fusion Center: When the com-
plete matrix is obtained by solving (15), the average energy
density of each -channel group can be calculated and com-
pared with the threshold deﬁned in (4) to make the ﬁnal de-
cision. Once the ﬁnal decision is made, it should be sent back
to each SU participating the cooperative networks to help them
get access to the vacant channels.
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B. The Denoised Cooperative Spectrum Sensing Algorithm
Similarly to the denoising algorithm in the proposed two-
phase single node spectrum sensing algorithm in (6), the th
frequency bin in the recovered signal is compared with the
corresponding noise level . If is higher than ,
the measurement observed at the FC is kept. Otherwise,
the corresponding value is set to be zero to eliminate the inﬂu-
ence of noise. This process can be illustrated as:
(16)
C. Computational Complexity and Performance Analyses
In the low-rank MC based CSS scenario, the computational
complexity of solving the MC problem is at the level of ,
and the MC is performed at a very powerful FC. As a result, the
complexity introduced by MC would not be a key issue to be
considered. In such a case, the key issue is the high sampling
requirement for wideband spectrum at SUs with limited sensing
capability.
In the proposed two-phase CSS algorithm based on low-rank
MC, the bandwidth to be sensed at each SU is reduced to
out of channels. Additionally, each SU performs sub-Nyqusit
sampling and only the collected samples are sent to the FC
which would lower the transmission load in the networks in
comparison with the scenario where all the samples are sent
to an FC. Meanwhile, SUs are required to sense the whole
spectrum of interest. As the spatial diversity of SUs are uti-
lized to avoid the deep fading problem in CSS network, the
more SUs participating in the CSS network, the better detec-
tion performance can be achieved. In such a case, each SU only
senses part of the spectrum would lead to performance degrada-
tion. This tradeoff is illustrated in the following simulations. In
large scale M2M communications networks, such kind of per-
formance degradation can be compensated as the number of par-
ticipating SUs are large.
V. NUMERICAL RESULTS ON PROPOSED TWO-PHASE
COOPERATIVE SPECTRUM SENSING ALGORITHM BASED ON
LOW-RANK MATRIX COMPLETION
A. Analyses on Simulated Signals
In the multiple node scenario, the spectrum of interest is
TVWS with channels. Each SU is assumed to sense a
non-overlapping -channel group which is the same
as the simulation setup of the single node spectrum sensing
scenario in Section III. The target is set to be 0.01. Transmis-
sion channels between the transmitters to the SUs experience
frequency-selective fading. In each sensing period, the fading
on each channel is time-invariant and it is modeled by setting
a random delay and independent Rayleigh fading gains for the
multipath fading channels. Without loss of generality, the ﬁrst
SU participating in the cooperative networks is assumed to
experience deep fading and the rest of SUs are experiencing
Rayleigh fading. In the following simulations, the performance
of proposed two-phase CSS algorithm is presented by consid-
ering the inﬂuence of multipath deep fading, different number
of measurements observed at the FC and different network
sizes are analyzed.
Fig. 11. Probability of detection comparison of theoretic curves, CSS under
AWGN channels and deep fading channels, and single node spectrum sensing
under deep fading channels with simulated signals.
The detection performance of single node spectrum sensing
under deep fading channels in comparison with CSS algorithm
under deep fading channels, AWGN channels, and the theo-
retical curves deﬁned in (10) are shown in Fig. 11. It can be
seen that of the single node spectrum sensing, which can
be considered as the number of SU implemented to sense each
-channel group is , becomes much lower than the theo-
retical curves when the transmission channels experience deep
fading. As the spatial diversity gain of CSS, the detection perfor-
mance of CSS algorithm is much improved even though the SUs
experiencing deep fading are also in the cooperative network.
In the CSS network, the number of SUs being implemented to
sense each -channel group is . We can see the de-
tection performance of CSS experiencing deep fading is still a
bit lower than that of the theoretical curves and the CSS under
AWGN channels.
Furthermore, it is noticed that the signal recovery process in-
troducesmost of the computational complexities in the four-step
process for the single node spectrum sensing and the CSS algo-
rithms. In the single node spectrum sensing algorithm based on
CS, the signal recovery process is performed at the SU. How-
ever, in the CSS algorithm based on low-rank MC, the signal
recovery process is performed at the FC. SU devices, such as
mobile phones and the slave white space devices (WSDs), are
normally battery powered [41] or even battery free for those
nodes in wireless power transfer model in which the energy
is harvested from power beacons. Therefore, the computation
complexity should not be too high at SUs. Otherwise, sensing
cost would over the sensing capability of SUs and the delay
caused by signal recovery would be intolerable. As a result, the
spectrum sensing decision may not be meaningful since spec-
trum occupancy may have changed during the period of signal
recovery. However, for the FC, they are normally powerful de-
vices such as base stations and master WSDs. In fact, the size of
the to be solvedmatrix at the FC ismuch greater than the number
of samples to be recovered at SUs in the single node spectrum
sensing, and the size of the matrix to be solved at the FC would
also inﬂuence the performance of the proposed algorithm.
Fig. 12 illustrates the detection performance comparison of
the proposed two-phase CSS algorithm based on low-rank MC,
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Fig. 12. Probability of detection comparison of the proposed two-phase
cooperative spectrum sensing algorithm with simulated signals under different
number of observed measurements at the fusion center.
Fig. 13. Probability of detection comparison of the proposed two-phase
cooperative spectrum sensing algorithm with simulated signals under different
network sizes, 25% measurements observed at the fusion center.
low-rank MC based CSS without denoising algorithm, CSS al-
gorithm without CS technique implemented at SUs and the the-
oretical values as deﬁned in (10) under different number of ob-
served measurements at the FC. In this scenario, the number of
SUs being implemented to sense the same -channel group is
. The number of active PUs in each -channel group
is 1 with random position, corresponding to the sparsity level
of 12.5% in the whole spectrum of interest, which is close to
the real spectrum occupancy scenario [1], [2]. It is noticed the
increases when the number of observed measurements at the
FC increases from 10% to 25%. As theMC error becomes lower
with more observed measurements at the FC, the detection per-
formance of proposed denoised MC based CSS algorithm can
almost match with that of CSS algorithm without CS imple-
mented at SUs when the observed measurements at the FC is
increased to 25%.
Fig. 13 presents the of the proposed two-phase CSS algo-
rithm under different network sizes. In this scenario, the number
of SUs being implemented to sense the same -channel group
is , 5, 10, 20 and , respectively. In this sce-
nario, the number of observed measurements at the FC is set
to be 25% of the total measurements. With decreasing number
of SUs participating in the CSS networks, the cooperative gain
Fig. 14. Proposed two-phase cooperative spectrum sensing algorithm achieves
higher detection probability and lower false alarm probability than the
traditional algorithm with real-time signals under different compression ratios,
and threshold is 1.5.
of CSS networks degrades. The proposed two-phase CSS algo-
rithm is a multiple measurement vector (MMV) model. When
the number of SUs implemented to sense the same -channel
group is decreased to , we obtain a single node spectrum
sensing scenario, and the cooperative gain for CSS networks
is decreased to zero. In such a case, it becomes a single mea-
surement vector (SMV) model which provides a benchmark for
the comparison. We can see that the detection performance in-
creases with increasing number of SUs implemented to sense
the same -channel group. It is also noticed that the perfor-
mance gap for the number of SUs implemented to sense the
same -channel group increased from 5 to 10 is higher than
that of the number of SUs changing from 10 to 20. As more in-
formation about the spectrum is sent to the FC for the ﬁnal de-
cision making, which refers to more SUs implemented to sense
the same -channel group, the detection performance becomes
closer to the theoretical curves. However, when the network
size is enlarged, the computational complexity of MC increases.
Therefore, it is a balance between the detection performance and
the computational complexity of MC. In addition, in the case
, there are 25 SUs participating in the CSS network as each
SUs are implemented to sense the whole spectrum of
interest at the same location. We can see that the detection per-
formance reaches the theoretic curves with increasing number
of SUs. Therefore, the performance degradation caused by the
proposed channel division schemewould not be an issue in large
scale networks.
B. Analyses on Real-Time Signals
When the performance of proposed two-phase CSS algo-
rithm based on low-rank MC is veriﬁed by the simulated
signals, it is further tested on real-time signals collected by the
RFeye sensing node installed in our lab as shown in Fig. 6 and a
portable RFeye sensing node implemented at different locations
in London.
Fig. 14 shows the detection performance comparison of the
traditional and the proposed two-phase CSS algorithms under
different compression ratios when the real-time signals recorded
by the RFeye node are utilized as the signal resources. In this
scenario, the number of SUs used to sense the same channels is
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and the threshold is set to be 1.5. It is noticed that detection
performance of the proposed algorithm would reach the target
performance ( is higher than 90% and is lower than 10%)
when compression ratio is no lower than about 25%. In addition,
detection performance of the proposed denoised CSS algorithm
is better than the traditional one with increasing compression
ratio at the SU, which is the beneﬁt of the proposed denoising
algorithm. When compared with Fig. 12, we can see that the
detection performance becomes better when compression ratio
increases. This is also matched with the single node spectrum
sensing algorithm based on CS in Fig. 8.
VI. CONCLUSION
In this paper, we proposed two algorithms for wideband spec-
trum sensing at sub-Nyquist sampling rates to reduce the com-
putational complexity and improve the robustness to channel
noise, for the single node and cooperative multiple nodes re-
spectively. The proposed two algorithms were further tested
on real-time signals after been validated by the theoretical re-
sults and the simulated signals. The analyses results showed that
computational complexity of our proposed algorithms is much
less than other state-of-the-art methods. The simulation results
demonstrated that the detection performance of our proposed
spectrum sensing algorithms on both single and multiple nodes
are more robust to channel noise than the traditional algorithms.
The proposed two-phase spectrum sensing algorithm based
on compressive sensing (CS) at the single node scenario would
be a good choice for a fast spectrum sensing, as no data ex-
change happens during secondary users (SUs) or between SUs
and the fusion center (FC). Speciﬁcally, if the SU is powerful
enough to perform signal recovery, the single node spectrum
sensing algorithm based on CS outperforms the cooperative
spectrum sensing (CSS) algorithm based on low-rank MC in
terms of the network complexity. However, when the transmis-
sion environment is poor and SUs are power-limited or even
battery-free devices, the proposed two-phase CSS algorithm
would be a better approach to overcome the inﬂuence of deep
fading by utilizing the spatial diversity of participating SUs,
and reduce the power consumption at SUs by performing
signal recovery at the FC. Furthermore, it was noticed that
CSS would be a typical scenario of dynamic spectrum access
promoted by both Federal Communications Commission and
the UKOfﬁce of Communications, in which master white space
devices (WSDs) work as the FC and slave WSDs work as the
different participating SUs. Therefore, the proposed two-phase
CSS algorithm is a strong candidate for such kind of wideband
spectrum sensing scenario in TV while space, particularly for
super WiFi, Machine-to-Machine communications, etc.
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