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Abstract
The goal of this paper is to express the extended Goldman symplectic structure on the SL(n) character
variety of a punctured Riemann surface in terms of Fock-Goncharov coordinates; the associated symplectic
form has integer coefficients expressed via the inverse of the Cartan matrix. The main technical tool is a
canonical two-form associated to a flat graph connection. We discuss the relationship between the extension
of the Goldman Poisson structure and the Poisson structure defined by Fock and Goncharov. We elucidate
the role of the Rogers’ dilogarithm as generating function of the symplectomorpism defined by a graph
transformation.
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1 Introduction
The SL(n) character variety of a Riemann surface with N punctures is equipped with the canonical Goldman
Poisson bracket [16] (see p.266 of [17]):{
trMγ , trMγ˜
}
G
=
∑
p∈γ∩γ˜
ν(p)
(
tr(Mγpγ˜)−
1
n
trMγtrMγ˜
)
(1.1)
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for any two elements γ , γ˜ ∈ pi1(C), where ν(p) = ±1 is the contribution of point p to the intersection index of
γ and γ˜. For N ≥ 1 the Goldman bracket (1.1) is degenerate, with the Casimirs being the spectral invariants
of the local monodromies around the punctures.
The Goldman Poisson structure is the canonical Poisson structure on the moduli space of flat connections;
it is implied by the canonical Atiyah-Bott Poisson structure on the space of SL(n) connections over the
punctured Riemann surface (with an appropriate condition on the singularity structure near the punctures).
The expression for the symplectic form which inverts the Goldman bracket [17] on symplectic leaves was
found by Alekseev and Malkin [1]. The form of [1] admits a natural nondegenerate extension; under such an
extension the space is augmented by natural canonical partners to the Casimir functions. These extended
spaces were introduced in [18] where the symplectic forms on them were induced from extended spaces of
flat connections and then reprised and generalized in [6].
The goal of this paper is to provide an explicit expression of the extended Goldman’s symplectic form
using Fock-Goncharov coordinates [10] and show that these coordinates are log-canonical for the Poisson
structure3. The main motivation comes from the idea of interpretation of the isomonodromic tau-function
of Miwa and Jimbo as generating function of the monodromy symplectomorphism [5] which requires an
explicit construction of the symplectic potential of the extended Goldman symplectic form and study of its
transformation properties.
To present our results in more detail we introduce a set of generators4 of pi1(C \ {tj}Nj=1, z0) which satisfy
the relation
γ1 . . . , γN
g∏
j=1
αjβ
−1
j α
−1
j βj = id . (1.2)
Given a monodromy representation pi1(C \ {tj}Nj=1, z0) → SL(n), the corresponding monodromy matrices
satisfy the same relation
Mγ1 . . .MγN
g∏
j=1
AjB
−1
j A
−1
j Bj = 1 . (1.3)
We are going to consider the subspace M of the character variety where all monodromies Mk = Mγk are
regular diagonalizable
Mγk = CkΛkC
−1
k (1.4)
where Λk are diagonal matrices with distinct eigenvalues; these are the Casimirs of the Goldman Poisson
structure. On a symplectic leafMΛ the Goldman’s bracket is invertible and the symplectic form is given by
[1]:
WΛ = 1
2
( 2g+N∑
i=1
tr
(
dKiK
−1
i ∧ dKi−1K−1i−1
)
+
N∑
j=1
tr
(
Λ−1j C
−1
j dCj ∧ ΛjC−1j dCj
)
+2
2g∑
`=1
tr
(
D−1` dD` ∧ P−1` dP`
)
+
2g∑
`=1
tr
(
D−1` P
−1
` dP` ∧D`P−1` dP`
))
(1.5)
where
Kj := M1 · · ·Mj ; j ≤ N ,
KN+2j−1 = KN+2j−2Aj , KN+2j = KN+2j−1B−1j A
−1
j Bj ; j = 1, . . . , g . (1.6)
The matrices Λj are diagonal matrices belonging to the Cartan torus h of SL(n), and Cj are matrices of
eigenvectors of Mj ,
Mj = CjΛjC
−1
j ; j = 1, . . . , N (1.7)
3Log-canonicity means here that the Poisson brackets of the logarithms of any two coordinates is a constant.
4We use a slightly non-standard relation between the generators to follow the conventions of [1] and facilitate the comparison.
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while the diagonal form of the matrices A` = Mα` is given by
A` = P2`−1D2`−1P−12`−1 (1.8)
and Mβ` = B` enters in the relation below
5
P2` := B
−1
` P2`−1 D2` := D
−1
2`−1 . (1.9)
The form (1.5) is invariant under the following toric action:
Cj 7→ CjHj , j = 1, . . . , N ; P2`−1 7→ P2`−1W`; P2` 7→ P2`W`; ` = 1, . . . , g (1.10)
where Hj ,W`’s are arbitrary matrices in the Cartan torus of SL(n).
Following [18, 4] we introduce the extended space M̂ defined by the following quotient of the space of
matrices {Aj , Bj}gj=1, {Cj ,Λj}Nj=1 with Λj being traceless diagonal matrices, satisfying one relation:
M̂ :=
{Aj , Bj}gj=1, {Cj , Λj}Nj=1 : C1Λ1C−11 . . . CNΛNC−1N
g∏
j=1
AjB
−1
j A
−1
j Bj = 1
/ ∼ . (1.11)
where ∼ means equivalence of the sets of matrices differing by simultaneous transformation Mγ → GMγG−1,
Cj → GCj with any G ∈ SL(n).
The space M̂ is a torus fibration over M with a fiber consisting of N copies of the Cartan torus. On M̂
we introduce the two-form
W =WΛ +
N∑
j=1
tr
(
Λ−1j dΛj ∧ C−1j dCj
)
(1.12)
where WΛ is given by (1.5). We prove that the form (1.12) has constant coefficients when expressed in
terms of the logarithms of Fock–Goncharov coordinates. Thus, on the coordinate charts parametrized by the
Fock-Goncharov coordinates the form is manifestly closed. These coordinates are defined on a Zariski open
(dense) set, and since the form (1.12) is analytic, it follows that it is closed on the whole M̂. As a corollary
we show that W is also nondegenerate and hence indeed symplectic on an open-dense set.
The Casimirs mk;j on the space MΛ are defined by
Λk = m
α
k = diag
(
mk;1,
mk;2
mk;1
, . . . ,
mk;n−1
mk;n−2
,
1
mk;n−1
)
The Casimirs mk;j are certain monomials of the Fock-Goncharov coordinates.
The following theorem is the main result of this paper:
Theorem 1.1 Denote by σj the logarithmic counterparts of the Fock-Goncharov coordinates associated to a
given triangulation of C with N vertices. Then the form W (1.12) can be expressed as follows
W =
∑
j<k
njk dσj ∧ dσk + n
N∑
k=1
n−1∑
j=1
d logmk;j ∧ dρk;j (1.13)
where ρk;j, j = 1, . . . , N , k = 1, . . . , n − 1 are the toric variables corresponding to the Casimirs mk;j. The
integers njk are computed explicitly in Section 4.2.
5 The relationship between our notation and notations of [1] are summarized in the following table:
Alekseev-Malkin [1] Notations of this paper range
Cj Λj 1 ≤ j ≤ N
uj C
−1
j 1 ≤ j ≤ N
CN+` D` 1 ≤ ` ≤ 2g
uN+` P
−1
` 1 ≤ ` ≤ 2g
3
The proof follows several steps; the main tool is a canonical two–form associated to the dual graph Σ∗
equipped with a flat connection J . Enumerating the edges e∗ on the boundary of each face f∗ of Σ∗ in
counterclockwise order, the form can be written as
Ω(Σ) =
∑
f∗∈F(Σ∗)
∑
e∗1≺e∗2∈∂f∗
tr
(
J−1e∗1 dJe∗1 ∧ J
−1
e∗2
dJe∗2
)
.
In the main body of the paper we express this form in terms of the graph Σ (and hence via a sum over vertices
of Σ instead of the sum over faces of Σ∗). We show that Ω(Σ) is invariant under certain transformations of
the graph. The form W (1.13) can then be represented as 12Ω(ΣAM ) for a suitable graph ΣAM associated
to the Alekseev-Malkin formalism [1] see Section 3. Furthermore, by a sequence of moves one can transform
ΣAM to a standard graph Σ̂ and derive the equality Ω(ΣAM ) = Ω(Σ̂).
The second step is to consider another graph ΣFG with jump matrices defined in Fock-Goncharov’s
formalism [10] and show that the associated symplectic form Ω(ΣFG) has log-canonical form with respect
to Fock-Goncharov coordinates and the toric variables. Finally, by a sequence of transformations we can
transform the graph ΣFG to the same graph Σ0 and get the equality Ω(ΣFG) = Ω(Σ0). As a result we derive
the coincidence of the forms Ω(ΣAM ) and Ω(ΣFG) which leads to (1.13).
The natural question about the Poisson structure corresponding to the symplectic form (1.13) (which gives
the extended Goldman bracket) we answer only partially but make a conjecture about its complete structure
based on Maple experiments. First, the Poisson brackets between Fock-Goncharov variables σj coincides
with the original Fock-Goncharov Poisson structure [10], which, according to [13] and [23], is equivalent to
the Goldman bracket on the symplectic leaf. The Poisson brackets between toric variables and the brackets
between the toric variables and variables σj are conjectural and verified rigorously in SL(2) and SL(3) cases;
for higher groups we have a strong evidence based on computer experiments.
In the SL(2) case we show that the generating function of the symplectomorphism corresponding to a
change or triangulation is given by the Rogers’ dilogarithm.
2 The standard two-form form associated to an oriented graph
For an oriented graph Σ embedded on a surface C we denote by V(Σ),E(Σ),F(Σ) the set of vertices, edges
and faces, respectively.
Definition 2.1 The pair (Σ, J) consisting of an oriented graph Σ, considered up to isotopy, on a surface C
of genus g with N punctures {t1, . . . , tN} and a map J : E(Σ) → SL(n) is called standard if it satisfies the
following conditions:
1. The only univalent vertices of Σ are at the punctures tj, j = 1, . . . , N . For each of them there is a
small disk Dj bounded by a loop sj starting and ending at a vertex qj on the edge incident at tj and
traversed counterclockwise. The disks are supposed to be pairwise distinct.
2. The map J : E(Σ)→ SL(n) has the property that J(−e) = J(e)−1.
3. For each vertex v ∈ V(Σ) of valence nv ≥ 2, let {e1, . . . , env} be the subset of incident edges, oriented
away from v and enumerated in counterclockwise order starting from an arbitrary edge. Then we require
that
J(e1) · · · J(env ) = 1 (2.1)
Flat connection on the dual graph. The above definition (and the use of the term “jump” for the
matrix J) is motivated by the theory of Riemann–Hilbert problem. An equivalent formulation can be given
in terms of a connection on the dual graph.
To be more precise, let us introduce the dual oriented graph Σ∗; vertices of Σ∗ are in correspondence with
faces (connected regions of the complement) of Σ, and faces of Σ∗ are in correspondence with the vertices
of Σ. Two nodes of Σ∗ are connected by an edge e∗ if the corresponding faces of Σ share an edge e. The
orientation of e∗ is chosen so that the intersection number of e and e∗ equals to 1.
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The matrices J can then be interpreted as connection matrices along the edges of Σ∗; the parallel transport
between two vertices of Σ∗ along a path consisting of several edges is the product of the matrices J (or J−1
if an edge is traversed against its orientation).
The condition of triviality of monodromy around each non-univalent vertex (2.1) can be alternatively
formulated as follows: any closed loop in Σ∗ which is trivial in pi1(C \ {tj}Nj=1), has trivial holonomy, or,
equivalently, that the connection on the graph Σ∗ is flat.
The standard two–form. To each standard pair (Σ, J) we associate the following two-form (we omit
explicit reference to J in the notation):
Ω(Σ) =
∑
v∈V(Σ)
nv−1∑
`=1
tr
(
(J
(v)
[1:`])
−1 dJ (v)[1:`] ∧ (J (v)` )−1 dJ (v)`
)
(2.2)
where V(Σ) denotes the set of vertices of Σ, nv is the valence of the vertex v and J
(v)
` are the jump matrices
associated to the edges e1, . . . , env incident at v, oriented away from v and enumerated in counterclockwise
order and we have used the following shorthand notation:
J
(v)
[1:`] = J
(v)
1 . . . J
(v)
` .
We observe that the expression (2.2) is invariant under cyclic reordering of the edges thanks to (2.1).
The form Ω(Σ) can be shown to be closed. Namely, according to [2], for any set of s matrices J1, . . . , Js
the exterior derivative of the form
ω :=
s∑
`=1
tr
(
K−1` dK` ∧ J−1` dJ`
)
, K` := J1 · · · J` (2.3)
is given by dω = 112 tr
(
µ−1 dµ ∧ µ−1 dµ ∧ µ−1 dµ), with µ = J1 · · · Js. Therefore the form ω is closed on the
constraint surface µ = 1. The expression (2.2) in then a direct sum of several copies of (2.3) (one for each
vertex of Σ, or face of Σ∗), subject to constraints due to the fact that the matrix associated to each edge
appears in the form at two vertices of Σ (or bounds two faces of Σ∗).
The main part of the formula for Ω(Σ) appeared in [3] as a result of a computation for the exterior
derivative of the so–called Malgrange one-form associated to a Riemann–Hilbert problem. This also explains
the use of the term “jump matrix” for J .
2.1 Invariance of Ω(Σ) under standard moves
The form Ω(Σ) (2.2) enjoys invariance properties under certain transformations of the pair (Σ, J) which we
call “canonical moves”. They are explained in this section.
Lemma 2.1 (“Zipping” lemma) Suppose e, e′ ∈ E(Σ) have the same endpoints and are homotopic to each
other at fixed endpoints. Let us zip them together to an edge ê and set J˜(ê) = J(e)J(e′) (see Fig.1) whereas
J˜(e′′) = J(e′′) for any other edge e′′. Denoting by (Σ˜, J˜) the resulting standard pair, we have Ω(Σ) = Ω(Σ˜).
Proof. Let v, v˜ be the two vertices connected by e, e′; consider first the case v 6= v˜. We assume that e, e′ are
oriented away from v and towards v˜ and they are the first two edges in the cyclic order at v. Then we can
also enumerate the edges at v˜ so that e′ is the first edge and e the second.
Denote J1, . . . , Jnv the jump matrices at v and J˜1, . . . J˜nv˜ those at v˜: under our convention J1 = J˜
−1
2 and
J2 = J˜
−1
1 . Consider now the affected contributions to the form Ω(Σ).
contribution at v︷ ︸︸ ︷
tr
(
(J1J2)
−1 d(J1J2) ∧ J−12 dJ2
)
+ . . .+
contribution at v˜︷ ︸︸ ︷
tr
(
(J˜1J˜2)
−1 d(J˜1J˜2) ∧ J˜−12 dJ˜2
)
+ . . . (2.4)
The terms indicated by dots are precisely the terms appearing as the result of the “zipping” of the two edges
together because they contain only the product J1J2. The two terms indicated above cancel out:
tr
(
(J1J2)
−1 d(J1J2) ∧ J−12 dJ2 + (J˜1J˜2)−1 d(J˜1J˜2) ∧ J˜−12 dJ˜2
)
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J
J ′
J3
Ĵ = JJ ′
Figure 1: Zipping together two edges.
J
J
J3 J3
J
Figure 2: Attaching and detaching an edge to/from a vertex.
= tr
(
(J1J2)
−1 d(J1J2) ∧ J−12 dJ2 − (J1J2) d(J−12 J−11 ) ∧ dJ1J−11
)
= tr
(
J−11 dJ1 ∧ dJ2J−12 + dJ2J−12 ∧ J−11 dJ1
)
= 0
where we have used the cyclicity of the trace. The computation looks almost identical for the case v = v′. 
Lemma 2.2 (”Detaching/attaching” lemma) Suppose that two consecutive edges e, e′ at a vertex v ∈
V(Σ) (in counterclockwise order) are oriented away and satisfy the relation J(e) = J(e′)−1. Let us “detach”
the edge from the vertex v, which then becomes a vertex of valence nv − 2 as depicted in Fig. 2. Let (Σ˜, J˜)
be the new standard pair. Then Ω(Σ) = Ω(Σ˜). Viceversa, we can “attach” an edge to a vertex by the inverse
procedure preserving the form Ω.
Proof. Let J = J(e) and J(e′) = J−1. For simplicity we assume that e is the first edge in the contribution
of the vertex v to the form Ω(Σ). Then this contribution is given by
tr
(
J−11 dJ1 ∧ J−11 dJ1 − (J1J2)−1 d(J1J2) ∧ J−12 dJ2
)
+ . . . (2.5)
Since J1J2 = JJ
−1 = 1 the second term vanishes, and the first term vanishes under the trace. The remaining
terms give the contribution of the vertex v without the jump matrices from the first two edges. 
Proposition 2.1 (Merging move) Consider two vertices u, v ∈ V(Σ) connected by an edge e. Denote the
valence of u by p+ 1 and the valence of v by q + 1. The jump matrices on p remaining edges outgoing from
u (in counterclockwise order starting from e) we denote by J1, . . . , Jp. We denote by F1, . . . , Fq the jump
matrices on the remaining q edges outgoing from v (in counterclockwise order starting from e); due to the
condition (2.1) at u and v one has
G1 . . . GpF1 . . . Fq = 1 . (2.6)
Denote by Σ˜ the graph obtained by collapsing the edge e; under such move the vertices u and v merge forming
a vertex of Σ˜ of valence p+ q which we denote by w. Then the forms Ω(Σ) and Ω(Σ˜) coincide.
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Proof. The contribution of vertices u and v into Ω(Σ) is given by
p∑
l=1
tr
(
(J1 . . . J`)
−1 d(J1 . . . J`) ∧ J−1` dJ`
)
+
q∑
k=1
tr
(
(F1 . . . Fk)
−1 d(F1 . . . Fk) ∧ F−1k dFk
)
. (2.7)
The contribution of the vertex w to Ω(Σ) equals
p∑
l=1
tr
(
(J1 . . . J`)
−1 d(J1 . . . J`)
) ∧ J−1` dJ` + q−1∑
k=1
tr
(
(J1 . . . JpF1 . . . Fk)
−1 d(J1 . . . JpF1 . . . Fk) ∧ F−1k dkF
)
.(2.8)
The first sums in (2.7) and (2.8) coincide; taking into account (2.6) one can eliminate all J` to get
Ω(Σ)− Ω(Σ˜) = tr
(
q∑
k=1
(F1· · ·Fk)−1 d(F1. . .Fk) ∧ F−1k dFk +
q−1∑
k=1
d(Fk+1. . .Fq)(Fk+1. . .Fq)
−1 ∧ F−1k dFk
)
.(2.9)
In the first sum the terms containing Fq arise only for k = q:
tr
(
(F1· · ·Fq)−1 d(F1· · ·Fq) ∧ F−1q dFq
)
=
= tr
(
F−1q dFq ∧ F−1q dFq +
q−1∑
k=1
Fk+1 . . . FqF
−1
q dFq(Fk+1 . . . Fq)
−1 ∧ F−1k dFk
)
. (2.10)
The first term vanishes due to skew-symmetry of ∧ and the cyclicity of the trace. In the second sum of (2.9)
the terms containing dFq are given by
q−1∑
k=1
tr
(
(Fk+1 . . . Fq)F
−1
q dFq ∧ (Fk . . . Fq)−1 dFk
)
= −
q−1∑
k=1
tr
(
(Fk . . . Fq)
−1 dFk(Fk+1 . . . Fq) ∧ F−1q dFq
)
which cancels the second term in (2.10).
The terms in Ω(Σ)− Ω(Σ˜), that do not involve dFq, are given by the combination
tr
q−1∑
k=1
(
k−1∑
`=1
(F`+1 . . . Fk)
−1F−1` dF` ∧ (F`+1 . . . Fk)F−1k dFk +
+
q−1∑
`=k+1
(Fk+1 . . . F`)F
−1
` dF` ∧ (Fk+1 . . . F`)−1F−1k dFk
)
(2.11)
which vanishes due to skew-symmetry in k and `. 
The next proposition shows that the cherry (i.e. the “ciliation”) can be moved from one face of the graph
to another without changing the symplectic form.
Proposition 2.2 (Cherry migration) The form Ω(Σ) (2.2) remains the same if one of the cherries is
moved to a neighbouring face. More precisely, let e be the edge to the right of the cherry, J be the jump
associated to it (see Fig. 3), J0 be the jump on the stem and C the jump on the cherry. Let us move the edge
e to the left of the cherry while transforming the jump matrices (J0, C) to (J˜0, C˜) where
J˜0 = J
−1J0J , C˜ = J−1C .
Then the form Ω(Σ˜) (2.2) coincides with Ω(Σ).
Proof. Using the attaching Lemma 2.2 and the zipping Lemma 1 we can wrap the edge e1 with jump J1
around the cherry from the right to the left, and attach it to the distal vertex of the stem as shown in Fig.3.
As a result, the jump on the cherry becomes
C˜ = J−11 C (2.12)
while the jump J0 on the stem becomes J˜0 = J
−1
1 J0J1. 
As an immediate corollary of Proposition 2.1 we get another convenient statement
Corollary 2.1 (Face collapse) The form Ω(Σ) remains the same if one replaces a q-gonal face by q-valent
vertex while preserving the jump matrices along the q outgoing edges.
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Figure 3: Cherry movement.
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Figure 4: The graph ΣAM .
3 The extended Goldman form as Ω(ΣAM)
Consider the form Ω(ΣAM ) with matrices on the edges of ΣAM shown in Fig. 4. The notations for the edge
matrices indicated in the picture are the same as the ones used in Section 2.
Theorem 3.1 The form W (1.12) is related to the form Ω(ΣAM ) as follows:
W = −1
2
Ω(ΣAM ) (3.1)
Proof. The proof is a direct computation using the general definition (2.2) of Ω(Σ). Namely, there are
N + 2g + 1 vertices V(ΣAM ) (excluding the univalent vertices tj). The contribution of the vertex z0 of
valence N + 2g to Ω(ΣAM ) (2.2) is given by the first term in (1.5). This is seen by noticing that the matrices
on the corresponding edges are Jj = Mj , j = 1, . . . , N and then JN+1 = Mα1 , JN+2 = M
−1
β1
M−1α1 Mβ1 and so
on. Using the notation K` = J1 · · · J` (which coincides with the definition (1.6)) the corresponding term in
(2.2) can be written as
nv∑
`=1
tr
(
K−1` dK` ∧ J−1` dJ`
)
.
Now observe that J` = K
−1
`−1K`; thus
dJ` = −K−1`−1 dK`−1K−1`−1K` +K−1`−1 dK` .
Using this relation we get
nv∑
`=1
tr
(
K−1` dK` ∧ J−1` dJ`
)
=
nv∑
`=1
tr
(
K−1` dK` ∧K−1` K`−1
(
−K−1`−1 dK`−1K−1`−1K` +K−1`−1 dK`
))
8
= −
nv∑
`=1
tr
(
dK`K
−1
` ∧ dK`−1K−1`−1
)
=
nv∑
`=1
tr
(
dK`−1K
−1
`−1 ∧ dK`K−1`
)
which coincides with (twice) the first term in (1.5).
There are now 2g + N other contributions to (2.2) which arise from the remaining four-valent vertices.
They are all of a similar nature; the four matrices on the edges attached to these vertices are of the type
J1 = PD
−1P−1, J2 = P, J3 = D, J4 = P−1
where D is in the Cartan torus and P ∈ SL(n). The contribution to the form (2.2) from such a vertex equals
tr
(
J−1[1,2] dJ[1,2] ∧ J−12 dJ2 + J−1[1..3] dJ[1..3] ∧ J−13 dJ3
)
= tr
((
DP−1 d(PD−1)
)
∧ P−1 dP + P−1 dP ∧D−1 dD
)
= tr
(
DP−1 dPD−1 ∧ P−1 dP −D−1 dD ∧ P−1 dP + P−1 dP ∧D−1 dD)
= tr
(
DP−1 dP ∧D−1P−1 dP
)
+ 2 tr
(
P−1 dP ∧D−1 dD
)
. (3.2)
From Fig.4 we see that the contributions of the vertices s`, s˜`, ` = 1, . . . , g give the terms contained in the
second line of (1.5). The contribution of the vertices qj , j = 1, . . . , N gives the second term in the first line
of (1.5) plus the last term in (1.12). 
4 The Form Ω(Σ
FG
)
To define the Fock-Goncharov coordinates we introduce the following auxiliary oriented graphs (see Fig.5):
1. The oriented graph Σ0 with N vertices v1, . . . , vN which defines a triangulation of the surface; we
assume that each vertex vj lies in a small neighbourhood of the corresponding puncture tj . Since Σ0
is a triangulation there are 2N − 4 + 4g faces (triangles) {fk}2N−4+4gk=1 and 3N − 6 + 6g oriented edges
{ek}3N−6+6gk=1 .
2. Connect tj to vj by an arc and add a small counterclockwise loop around each tk (the cherry) intersecting
transversally the arc. This introduces a four-valent vertex on such arc and split the arc into two edges,
the exterior of which we call stem of the cherry. The cherries are constructed so that they do not
intersect the edges of Σ0. The union of Σ0, the stems and the cherries is denoted by Σ1. This is the
black and blue part of the graph in Fig. 5.
The graph Σ1 is determined by Σ0 if one chooses a ciliation (following the terminology of [13]) at each
vertex of the graph Σ0; the ciliation determines the position of the stem of the corresponding cherry.
3. Choose a point pfk , k = 1 . . . 2N − 4 inside each triangle fk of Σ0 and connect them by edges
E(i)fk , i = 1, 2, 3, oriented towards the point pfk . We will denote by ΣFG the graph resulted by the
augmentation of Σ1 and these new edges. For definiteness we will assume that the cherry is always
placed between an edge of Σ0 (black) on the right and one of the E(j)f ’s (red) on the left, as depicted in
Fig.5.
4.1 Fock-Goncharov coordinates
Let us denote by αi, i = 1, . . . , n− 1 the simple positive roots of SL(n); by hi we denote the dual roots:
αi := diag(0, . . . ,
i−pos
1 ,−1, 0, . . . ), hi :=
(
(n− i)1i 0
0 −i1n−i
)
, tr(αihk) = nδik . (4.1)
For any matrix M we define M? := PMP where P is the “long permutation” in the Weyl group,
Pab = δa,n+1−b .
In particular, α?i = −αn−i and h?i = −hn−i .
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Figure 5: The support of the jump matrices J . The graph Σ0 is in black (the triangulation).
The main ingredient of the formulas below is the matrix G which is given by
Gjk = tr(hjhk) = n2
(
min(j, k)− jk
n
)
(4.2)
which equals to n2A−1n−1 with An−1 being the Cartan matrix of SL(n).
The full set of coordinates onM consists of three groups: the coordinates assigned to vertices of the graph
Σ0, to its edges and faces. Below we describe these three groups separately and use them to parametrize the
jump matrices on the edges of the graph ΣFG.
Edge coordinates and matrices. To each edge e ∈ E(Σ0) we associate n− 1 complex non-vanishing
variables
z = ze = (z1, . . . , zn−1) (4.3)
and introduce their logarithmic counterparts:
ζ = ζe = (ζ1, . . . , ζn−1) ∈ Cn−1 , ζj = 1
n
log znj . (4.4)
The consideration in this paper is local. Therefore, our convention about all logarithms here and below is to
use the principal branch of the logarithm with the branch cut along R−.
The matrix on the oriented edge e ∈ E(Σ0) is given by
S(z) = z−hPσ :=
n−1∏
j=1
z
−hj
j Pσ =
n−1∏
`=1
z``

0 . . . (−1)n−1∏n−1j=1 z−nj
... 0
...
0 −z−nn−2z−nn−1 0 . . .
1 0 . . .
 (4.5)
where
σ = diag(1,−1, 1,−1, . . . )
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is the signature matrix and the notation zh stands for
zh = zh11 . . . z
hn−1
n−1 (4.6)
with hj being the simple coroots of SL(n) (4.1). For the inverse matrix we have
S−1(z) = σPzh = (−1)n−1zh?Pσ .
Since
h?i = PhiP = −hn−i ,
the sets of variables (4.4) corresponding to an oriented edge e of Σ0 and the opposite edge −e are related as
follows:
z−e := (−1)n−1(ze,n−1, . . . , ze,1) , ζ−e = (ζe,n−1, . . . , ζe,1) . (4.7)
Notice that in the SL(2) case z−e = −ze while ζ−e = ζe.
Face coordinates and matrices on E(i)f . To each triangle f ∈ F(Σ0) we associate (n−1)(n−2)2 variables
xf = {xf ; abc : a, b, c ∈ N, a+ b+ c = n} and their logarithmic counterparts
ξf ; abc = log(xf ; abc)
as follows. The variables xf ; abc define the matrices Ai(xf ) on three edges {E(i)f }3i=1, which connect a chosen
point pf in each face f of the graph Σ0 with its three vertices (these edges are shown in red in Fig.5). The
enumeration of vertices v1, v2 and v3 is chosen arbitrarily for each face f .
Namely, for a given vertex v and the face f of Σ0 such that v ∈ ∂f we define the index f(v) ∈ {1, 2, 3}
depending on the enumeration that we have chosen for the three edges {E(i)f } lying in the face f . For example
for the face f containing point pi in Fig.5 we define f(v`) = 1, f(vk) = 3 and f(vs) = 2.
Let Eik be the elementary matrix and define
Fi = 1 + Ei+1,i, Hi(x) := x
−hi = diag(
i times︷ ︸︸ ︷
xn−i, . . . , xn−i, x−i, . . . x−i), i = 1, . . . , n− 1 ; (4.8)
Nk =
 ∏
k≤i≤n−2
Hi+1(xn−i−1,i−k+1,k)Fi
Fn−1. (4.9)
Then the matrix A1 is defined as follows [10]
A1(x) = σ
(
1∏
k=n−1
Nk
)
P . (4.10)
The matrices A2 and A3 are obtained from A1 by cyclically permuting the indices of the variables:
A2(x) = A1({xbca}) , A3(x) = A1({xcab}) . (4.11)
The important property of the matrices Ai is the equality
A1A2A3 = 1. (4.12)
The equation (4.12) guarantees the triviality of total monodromy around the point pf on each triangle
f ∈ F(Σ0).
Let us now introduce the following diagonal matrices
x−hi =
(
PσAi(x)
)D
, i = 1, 2, 3 . (4.13)
These matrices can be expressed as follows in terms of variables xabc:
xh1 =
∏
a+b+c=n
xhaabc , x
h2 =
∏
a+b+c=n
xhbabc , x
h3 =
∏
a+b+c=n
xhcabc . (4.14)
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Example 4.1 In the first three non-trivial cases the matrices Ai have the following forms:
SL(2): there are no face variables and all matrices Ai = A are given by
A =
(
0 1
−1 −1
)
. (4.15)
SL(3): there is one parameter ξ = ξ111 for each face. The matrices A1, A2 and A3 coincide in this case, too;
they are given by
A(ξ) = x
 0 0 10 −1 −1
x−3 x−3 + 1 1
 . (4.16)
SL(4): the three matrices A1, A2, A3 are different and A1 is given by
A1(ξ) = x
2
211x121x112

0 0 0 1
0 0 −1 −1
0 x−4211 x
−4
211 + 1 1
−x−4112x−4211x−4121 −x−4211
(
x−4112x
−4
121 + x
−4
112 + 1
) −1− (x−4112 + 1)x−4211 −1
 .(4.17)
Matrices on stems. For each vertex v of Σ0 of valence nv the jump matrix on the stem of the cherry
connected to a vertex v ∈ V(Σ0) is defined from the triviality of total monodromy around v (2.1) and is
given by
M0v =
(
nv∏
i=1
AfiSei
)−1
(4.18)
where f1, . . . , fnv and e1, . . . env are the faces/edges ordered counterclockwise starting from the stem of the
cherry, with the edges oriented away from the vertex (using if necessary the formula (4.7)). Since each
product AfiSei is a lower triangular matrix, the matrices M
0
v are also lower–triangular. The diagonal parts
of M0v will be denoted by Λv and parametrized as shown below
Λv = diag
(
mv;1,
mv;2
mv;1
, . . . ,
mv;n−1
mv;n−2
,
1
mv;n−1
)
. (4.19)
Notice that the matrix (4.19) can be written as mαv where mv = diag (mv;1, . . . ,mv;1).
In order to express Λv in terms of z- and x -coordinates , we enumerate the faces and edges incident at
the vertex v by f1, . . . , fnv and e1, . . . , env , respectively. We also assume without loss of generality that the
arc E(1)fj is the one connected to the vertex v for all j = 1, . . . , nv. Then, using (4.13) we obtain the formula
Λv = P
∏
f⊥v
xh1f
(∏
e⊥v
zhe
)
P . (4.20)
If some edges are oriented towards v, the corresponding variables ze should be replaced by expression (4.7).
Let us now define also the variables
µv;n−` =
1
n
∑
f⊥v
∑
a+b+c=n
a,b,c≥1
ξf ;abcGa` +
∑
e⊥v
n−1∑
j=1
ζe;j Gj`
 (4.21)
where the matrix G equals to n2 times the inverse Cartan matrix (see (4.2)).
Up to an nth roots of unity, the exponents of the variables µ give variables m from (4.19), namely,
mnv;` = e
nµv;` .
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Vertex coordinates and matrices on cherries. To each vertex v of the graph Σ0 we associate
a set of n − 1 toric or vertex coordinates rv;i ∈ C×, i = 1, . . . , n − 1 as follows. Since the matrix M0v is
lower-triangular it can be diagonalized by a lower-triangular matrix C0v such that all diagonal entries of C
0
v
are equal to 1:
M0v = C
0
vΛv(C
0
v )
−1 . (4.22)
Any other lower-triangular matrix Cv diagonalizing M
0
v can be written as
Cv = C
0
vRv (4.23)
where the matrix Rv equals to the diagonal part of Cv, Rv = (Cv)
D. The matrix Rv is parametrized by n−1
variables r1, . . . , rn−1 as follows:
R =
n−1∏
i=1
rhii = r
h =
(
n−1∏
i=1
rii
)−1
diag
( n−1∏
i=1
rni ,
n−1∏
i=2
rni , . . . , r
n
n−2r
n
n−1, r
n
n−1, 1
)
(4.24)
where the set of variables {rj} depends on the vertex but we have omitted the corresponding subscript here
for readability. The matrix on the cherry attached to the vertex v via stem is defined to be Jv = Cv.
We define also logarithmic partners of rj ’s via
ρv;j =
1
n
log rnv;j ; (4.25)
again it is convenient to assign the same ρ-variable to r-variables which differ by the nth root of unity.
4.2 Computation of the form Ω(Σ
FG
)
The goal of this section is to express the symplectic form Ω(Σ
FG
) in the coordinates {ξ, ζ,ρ} introduced in
the previous section. The form Ω(Σ
FG
) equals to the sum of several contributions from the vertices v ∈ V(Σ0)
of the triangulation Σ0 (shown in black in Fig.5) and the vertices pf at the centers of the triangles f ∈ F(Σ0).
Contributions of these vertices can be understood also as contributions of the faces of Σ0. We start from the
following proposition which will be used to compute the contributions of vertices pf .
Proposition 4.1 Let matrices A1,2,3 be expressed via coordinates xijk = e
ξijk , associated to a face f of the
graph Σ0, by (4.10), (4.11). Then the contribution to Ω(ΣFG) coming from the vertex at the center of the
triangle f ∈ F(Σ0) is the form
ωf = tr
(
dA2A
−1
2 ∧A−11 dA1
)
. (4.26)
It can be equivalently represented as follows
ωf =
∑
i+j+k=n
i′+j′+k′=n
Fijk;i′j′k′ dξf ;ijk ∧ dξf ;i′j′k′ (4.27)
where Fijk;i′j′k′ are the following constants
Fijk;i′j′l′ = (Gi,n−j′ −Gi′,n−j)H(∆i∆j)
+(Gj,n−k′ −Gj′,n−k)H(∆j∆k) + (Gk,n−i′ −Gk′,n−i)H(∆k∆i) (4.28)
where G is given by (4.2) and H(x) is the Heaviside function:
H(x) =
 1 x > 012 x = 0
0 x < 0
(4.29)
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∂ξi′j′k′
A3, respectively. Non-vanishing entries are
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Remark 4.1 Equivalently the expression (4.28) can be written more transparently as follows
1
n
Fijk;i′j′k′ = (j
′k − k′j)H(∆j∆k) + (k′i− i′k)H(∆i∆k) + (i′j − j′i)H(∆i∆j) . (4.30)
Note that due to the condition ∆i+ ∆j + ∆k = 0, there is always a pair of the variables i, j, k (possibly two
pairs) such that ∆i∆j ≥ 0. If the inequality is strict there is exactly one pair. If one of the ∆’s is zero, then
there are two pairs with this property.
Proof. The three jump matrices at pf , with the edges oriented outwards are J1 = A
−1
1 , J2 = A
−1
3 , J3 = A
−1
2 .
Then the vertex contribution, keeping in mind that J1J2J3 = 1 (which follows from (4.12)), boils down to a
single term that can be written in any of the three equivalent forms:
ωf = tr
(
dA2A
−1
2 ∧A−11 dA1
)
= tr
(
dA3A
−1
3 ∧A−12 dA2
)
= tr
(
dA1A
−1
1 ∧A−13 dA3
)
. (4.31)
For convenience we use the last expression below. Let us now compute ωf (∂ijk, ∂i′j′k′). The following lemma
is of straightforward proof:
Lemma 4.1 The matrix ∂ijkA1A
−1
1 is lower triangular; the nontrivial entries in the lower-triangular part
are confined in the region indicated in the Figure 6. Similarly A−11 ∂ijkA1 is an upper triangular matrix of the
indicated shape. For A2, A3 the same statements hold with (i, j, k) replaced by (j, k, i) and (k, i, j) respectively.
Consider now tr
(
∂
∂ξijk
A1A
−1
1 A
−1
3
∂
∂ξi′j′k′
A3
)
; the shapes of the two matrices involved in this expression
are shown in Fig.6. The entries of the blocks outside of the diagonal contribute to the diagonal entries of the
product only if
k < k′ , i′ < i ⇒ ∆i∆k < 0; (4.32)
this condition is invariant under the exchange i↔ i′, j ↔ j′, k ↔ k′.
Suppose now that ∆i∆k ≥ 0 so that only the diagonal entries of dA1A−11 and A−13 dA3 are involved in
the trace. These entries are given by
( dA1A
−1
1 )
D =
n−2∑
j=1
n−2∑
i=j
d logHi+1(xn−i−1,i−j+1,j) =
∑
a+b+c=n
a′,b′,c′≥1
hn−a dξabc , (4.33)
(A−13 dA3)
D =
n−2∑
j′=1
n−2∑
i′=j′
d logHn−i′−1(xi′−j′+1,j′,n−i′−1) = −
∑
a′+b′+c′=n
a′,b′,c′≥1
hc′ dξa′b′c′ . (4.34)
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In this proof, the notation 1s is used for the diagonal matrix of size n× n with the identity of size s in the
top left block and other entries equal to 0. The notation 1˜s = J1sJ similarly denotes the n × n diagonal
matrix with the identity of size s in the bottom-right block.
Consider the coefficient in front of dξ
ijk
∧ dξ
i′j′k′ . This coefficient equals to the difference of the term
tr
(
∂
ijk
A1A
−1
1 A
−1
3 ∂i′j′k′A3
)
and the term where the primed variable are exchanged with the non-primed. The
first term is given by
−tr(∂
ijk
A1A
−1
1 A
−1
3 ∂i′j′k′A3
)
= tr
(
hn−ihk′
)
. (4.35)
Since we are considering the case ∆i∆k ≥ 0, we can assume without loss of generality (up to swapping the
role of primed and non-primed variables) that ∆i, ∆k ≥ 0. . Then one verifies that the above expression
reduces to −n i∆k′. Antisymmetrisation gives n(ik′ − i′k) which leads to (4.28). 
Below we write explicitly the form (4.35) for small n.
Example 4.2 For SL(2) and SL(3) the form ωf vanishes. For SL(4) we get
ωf
4
= dξ211 ∧ dξ121 + dξ112 ∧ dξ211 + dξ121 ∧ dξ112 . (4.36)
For SL(5) we have
ωf
5
= dξ311 ∧ dξ221 + 2 dξ311 ∧ dξ131 + dξ212 ∧ dξ311 + 2 dξ113 ∧ dξ311 + dξ221 ∧ dξ131 ∧+
+2 dξ221 ∧ dξ212 + 2 dξ122 ∧ dξ221 + dξ131 ∧ dξ122 + 2 dξ131 ∧ dξ113
+2 dξ212 ∧ dξ122 + dξ113 ∧ dξ212 + dξ122 ∧ dξ113 . (4.37)
For SL(6) the matrix of coefficients is
ωf
6
7→

ξ411 ξ321 ξ231 ξ141 ξ312 ξ222 ξ132 ξ213 ξ123 ξ114
ξ411 0 1 2 3 −1 0 1 −2 −1 −3
ξ321 −1 0 1 2 3 −2 −1 1 −4 −1
ξ231 −2 −1 0 1 1 2 −3 4 −1 1
ξ141 −3 −2 −1 0 −1 0 1 1 2 3
ξ312 1 −3 −1 1 0 2 4 −1 1 −2
ξ222 0 2 −2 0 −2 0 2 2 −2 0
ξ132 −1 1 3 −1 −4 −2 0 −1 1 2
ξ213 2 −1 −4 −1 1 −2 1 0 3 −1
ξ123 1 4 1 −2 −1 2 −1 −3 0 1
ξ114 3 1 −1 −3 2 0 −2 1 −1 0

. (4.38)
The following is the main theorem for this section
Theorem 4.1 The symplectic form Ω(Σ
FG
) is expressed by the following formula
Ω(Σ
FG
) =
∑
v∈V(Σ0)
ωv +
∑
f∈F(Σ0)
ωf + 2n
∑
v∈V(Σ0)
n−1∑
i=1
dρv;i ∧ dµv;i (4.39)
where µv;j’s are defined in (4.21).
The form ωv in (4.39) is defined as follows: for each vertex v ∈ V (Σ0) of valence nv let {e1, . . . env} be
the incident edges ordered counterclockwise starting from the one on the left of the stem and oriented away
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from v. Let {f1, . . . , fnv} ∈ F (T ) be the faces incident to v and counted in counterclockwise order from the
one containing the cherry. We denote the order relation by ≺. Then
ωv =
∑
e′≺e⊥v
n−1∑
i,j=1
Gij dζe′;i ∧ dζe;j +
∑
f≺e⊥v
∑
a+b+c=n
n−1∑
`=1
Gf(v),` dξf ;abc ∧ dζe;`
+
∑
e≺f⊥v
∑
a+b+c=n
n−1∑
`=1
Gf(v),` dζe;` ∧ dξf ;abc +
∑
f ′≺f⊥v
∑
a+b+c=n
a′+b′+c′=n
Gf ′(v),f(v) dξf ′;a′b′c′ ∧ dξf ;abc (4.40)
where the subscript f(v) indicates the index a, b or c depending on the value f(v) ∈ {1, 2, 3}, respectively.
The form ωf for a face f is given by (4.27).
Proof. We are going to evaluate all contributions of expression (2.2) in terms of coordinates {ξ, ζ,ρ}. Let
us start from the term ωv. The contribution of the vertex v of the graph Σ is given by
ωv =
nv−1∑
`=1
tr
(
J−1[1:`] dJ[1:`] ∧ J−1` dJ`
)
(4.41)
where J1, . . . , Jnv are the jump matrices of the edge oriented away from v and labeled in counterclockwise
order. Our convention is that the stem of the cherry is followed by an A-edge so that there are an even
number 2nv of edges (except the stem) and the sequence of the matrices is Af1(v), Se1 , Af2(v), Se2 , etc., see
Fig.7.
Given the shapes of the face matrices A1,2,3 and the edge matrices Se, each addendum in (4.41) is the
grace of the wedge product of two lower triangular matrices (for even `) or two upper triangular matrices (for
odd `), and hence only the diagonal entries give non-vanishing contributions. Since the shape of the matrices
A1,2,3 is A = LP = PU with L being a lower-triangular and U = PLP an upper-triangular matrices, and
S = z−hPσ, the contribution of the vertex v is given by
ωv = tr
 nv∑
j=1
d log
∏
f≺ej
x
−hf(v)
f
∏
e≺ej
z−he
 ∧ d log z−hej + nv∑
j=1
d log
∏
f≺fj
x
−hf(v)
f
∏
e≺fj
z−he
 ∧ d log x−hfj(v)fj
 .
We recall that in this formula the edges ej are the edges incident to v, oriented away from v and counted
starting from the stem of the cherry in counterclockwise order. Similarly the faces are the incident faces
(triangles) counted from the face containing the stem.
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Figure 8: The graph Σ̂.
Separating the contributions to ωv into the types (z, z), (z, x) and (x, x) we come to (4.40).
Contributions of the “face” vertices pf ∈ V (Σ). For each f ∈ F (T ) we have a contribution ωf as in
(4.27) in terms of the variables x = xf , given by Prop. 4.1.
Contribution of the cherries. For each cherry attached to the vertex v ∈ V (T ) the local monodromy M0v
as well as the diagonalizing matrix Cv are lower–triangular. The contribution of the point qv to the form
Ω(ΣFG) can be computed to give (since Cv is triangular)
2tr
(
(Cv)
−1 dCv ∧ Λ−1v dΛv
)
= 2
n−1∑
j,k=1
tr(αjhk) dρv;k ∧ dµv;j = 2n
n−1∑
j=1
dρv;j ∧ dµv;j
where we have used that tr(αjhk) = nδjk (4.1). 
4.3 The form W via Fock-Goncharov coordinates
Here we use the invariance of the form Ω(Σ) under the graph transformations to transform the graphs ΣAM
and ΣFG to the standard graph, which we denote by Σ̂ (Fig. 8). This will lead to expression of the form W
via Fock-Goncharov coordinates.
Theorem 4.2 Let the matrices on the edges of the graph Σ̂ shown in Fig.8 be obtained by standard trans-
formations from the edge matrices on the graph ΣFG. Then the form −2W = Ω(Σ̂) coincides with the form
Ω(ΣFG) given by expression (4.39).
Proof. By an obvious sequence of standard transformations the graph ΣAM shown in Fig.4 can be trans-
formed to the graph Σ0 shown in Fig.8. Namely, we first merge the g pairs of vertices s`, s˜` into a vertex σ`,
then zip each pair of corresponding closed edges together. On the loop edge obtained by zipping one gets the
matrix P2`P
−1
2`−1 = M
−1
β`
. Then we merge all the vertices σ` with the basepoint z0 and thus conclude that
Ω(Σ
AM
) = Ω(Σ̂). On the other hand we have seen in Theorem 3.1 that −2W = Ω(Σ
AM
) and hence −2W
also equals to Ω(Σ̂).
The same form Ω(Σ̂) is also equal to the form Ω(ΣFG) since the graph Σ̂, together with matrices on its
edges, can be obtained by a sequence of transformations from the graph ΣFG. Namely, by a sequence of
edge contractions, we glue all vertices v ∈ V(Σ0) to a single vertex z0. We can then move all the cherries to
the same region bounded by two consecutive edges at z0. Finally we zip the edges so that we end up with a
minimal number (2g) as in Fig.8. By the results of Section 2.1 the two-form Ω remains invariant. 
Theorem 4.2 shows that the Fock–Goncharov coordinates provide log–canonical coordinates for the ex-
tended Goldman symplectic form.
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5 The Poisson structure: extension of the Fock–Goncharov quiver
Here we discuss the Poisson bracket which inverts the nondegenerate symplectic form W (1.12). The actual
proof will be given for the SL(2) case, for n > 2 the Poisson bracket {·, ·} described below was confirmed
by extensive computer experiments. This bracket is an extension of the Goldman bracket {·, ·}
G
which can
be described in terms of Fock-Goncharov coordinates by an appropriate quiver on the underlying Riemann
surface [10]; the equivalence of the Goldman bracket and the Fock-Goncharov bracket was addressed in the
recent paper [23]. To describe the bracket {·, ·} we introduce the quiver Q which is an extension of the
Fock-Goncharov quiver QFG obtained by addition of nodes corresponding to the toric variables ρv;j , j =
1, . . . , n− 1.
Following [10] we consider triangulation Σ0 and perform a subtriangulation of each of the triangles into
sub-triangles; the internal vertices are labelled by three indices a, b, c ≥ 1 such that a+ b+ c = n. The corner
attached to the edge E(1)f is the corner labelled (n, 0, 0) , the corner attached to E(2)f is (0, n, 0) and the one
attached to E(3)f is (0, 0, n). Then black vertices and black arrows correspond to the (part of) the quiver
QFG, where the nodes at the edge e of the face f correspond to variables with 2 indices. Namely, the edge
variables ζe;1, . . . , ζe;n−1 between vertices 1 and 2 are labelled by triples of the form (j, n− j, 0); the variables
between vertices 3 and 1 carry the labels (n− j, 0, j); finally, the variables on the edge between 3 and 2 are
labelled by triples of the type (0, j, n− j). The edge variables appear also in the neighbouring triangle. The
internal nodes of the face f are labelled by three indices a, b, c ≥ 1 such that a + b + c = n and carry the
variables ξabc.
In the faces of Σ0 which do not contain any cherry the extended quiver Q is defined to coincide withQFG.
The red nodes which are added toQFG to get the full quiverQ carry the toric variables ρv;j , j = 1, . . . , n−1,
v ∈ V(Σ0); these nodes appear if there are cherries inside of a given face f . The red nodes are placed above
the face f and project normally to the sub-triangles on the closest edge to the corresponding stem of the
cherry as shown in Fig. 9. Depending on the number of cherries within the same triangle f ∈ F(Σ0), the
quiver takes one of three forms shown in Fig. 9. The main example is when only one cherry is in the face f ;
this is possible unless the number of cherries exceeds the number of faces of Σ0, which is the case only for
g = 0, n = 3.
Now we are in a position to formulate the following
Conjecture 1 Denote by σ, σ′ the logarithm of any two variables associated to two nodes p, p′ of the quiver
indicated in Fig. 9. Then the Poisson bracket inverse to the extended Goldman symplectic form W is given
by
n2{σ, σ′} = p,p′ (5.1)
where p,p′ = 1 if the arrow goes from p to p
′ and −1 viceversa or ± 12 if the arrow is a dashed one. In
particular, the brackets between Fock-Goncharov variables are given by the original quiver from [10].
Notice that part of this conjecture can be considered as a theorem: the fact that the brackets between
variables attached to two black nodes (i.e. the original Fock–Goncharov coordinates) are the same as the
ones give by the quiver of [10], follows from [23]; we were also informed by M. Shapiro that the general
proof that the Fock–Goncharov Poisson structure indeed coincides with Goldman’s on each symplectic leaf
is contained in [9]. The conjecture is in fact a rigorous theorem for the SL(2) case; we provide an essentially
complete proof in the next section. For the case of SL(3) the direct proof is also possible: it consists of a
lengthy verification along the lines of the SL(2) proof. Namely, one can verify that for each variable σa we
have P
(
W
(
∂
∂σa
))
= dσa (or, equivalently, that W(P( dσa)) = dσa). Here P denotes the Poisson tensor
corresponding to the bracket (5.1), and W is viewed as a map from the tangent to the co-tangent space and
viceversa for P. The proof for the SL(n) case could clearly follow these ideas, but the combinatorics of the
indices becomes quickly unwieldy.
We notice the following structure of the bracket (5.1). For each case except g = 0, n = 3 one can choose
the positions of cherries such that in each face of Σ0 there is no more than one cherry (Fig.9, upper quiver).
Then the toric variables ρv;j commute with ρv′;j unless v
′ = v. At a given vertex v we have
n2{ρv;j , ρv;j+1} = −1
2
, j = 1, . . . , n− 2
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and all other brackets vanish. The Poisson brackets between the toric variables and Fock-Goncharov variables
can be seen from the quiver shown in Fig.9, upper pane. Each ρv;j has non-vanishing Poisson bracket with
no more than four Fock-Goncharov variables, and these non-vanishing brackets are equal to ±1.
6 Symplectic potential for Ω(Σ
FG
) and its independence on the
ciliation
Since the two-form Ω(Σ
FG
) (4.39) has constant coefficients, one can write a corresponding primitive explicitly.
Amognst the possible primitives, we select the following definition, which, as we show below, is invariant
under the choice of ciliation:
Definition 6.1 The symplectic potential θ(Σ
FG
) is defined by
θ(Σ
FG
) =
∑
v∈V(Σ0)
θv +
∑
f∈F(Σ0)
θf + n
∑
v∈V(Σ0)
n−1∑
j=1
(ρv;j dµv;j − µv;j dρv;j) (6.1)
where, following (4.40), we define
2θv =
∑
e′≺e⊥v
n−1∑
i,j=1
Gij(ζe′;i dζe;j − ζe;j dζe′;i)+
+
∑
f≺e⊥v
∑
a+b+c=n
n−1∑
`=1
Gf(v),`(ξf ;abc dζe;` − ζe;` dξf ;abc)
+
∑
e≺f⊥v
∑
a+b+c=n
n−1∑
`=1
Gf(v),`(ζe;` dξf ;abc − ξf ;abc dζe;`)+
+
∑
f ′≺f⊥v
∑
a+b+c=n
a′+b′+c′=n
Gf ′(v),f(v)(ξf ′;a′b′c′ dξf ;abc − ξf ;abc dξf ′;a′b′c′) (6.2)
and, following (4.27) we define
2θf =
∑
i+j+k=n
i′+j′+k′=n
Fijk;i′j′k′(ξf ;ijk dξf ;i′j′k′ − ξf ;i′j′k′ dξf ;ijk) (6.3)
with the coefficients defined in (4.28).
Obviously dθ(Σ
FG
) = Ω(Σ
FG
). The terms θf do not depend on the positions of cherries, but the terms
θv do. However, we have the following theorem.
Theorem 6.1 The form θ(Σ
FG
) given by (6.1) is independent of the position of the cherries.
Proof. The proof is an elementary computation. We provide details in the simplest case where the vertex
v has only two edges in Σ0 (and hence also two edges E). The vertex v is on the boundary of two triangles
f1, f2 and we choose the marking of the edges E(j)f so that on both faces the vertex v is attached to E(1)f1 and
E(1)f2 . In these notation we have f1(v) = f2(v) = 1. Let
η1;j =
∑
b+c=n−j
ξf1;jbc; η2;j = ζe1;j ; η3;j =
∑
b+c=n−j
ξf2;jbc; η4;j = ζe2;j , j = 1, . . . , n− 1 . (6.4)
The (n− 1)–dimensional vectors η`, ` = 1, 2, 3, 4 correspond to the four edges incident to v (two “red” and
two “black”, see Fig. 5), counted in counterclockwise order starting from the initial position of the cherry.
Let us denote
〈j, k〉 := η
>
j G dηk − η>k Gdηj
2
, j, k ∈ {1, 2, 3, 4} . (6.5)
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Then the contribution of the vertex v to θ(Σ
FG
) in (6.1) is
θv = 〈1, 2〉+ 〈1, 3〉+ 〈1, 4〉+ 〈2, 3〉+ 〈2, 4〉+ 〈3, 4〉 . (6.6)
When moving the cherry in the other triangle, the order of the incident vertices is rotated cyclically twice
and becomes {3, 4, 1, 2}, so that
θ˜v = 〈3, 4〉+ 〈3, 1〉+ 〈3, 2〉+ 〈4, 1〉+ 〈4, 2〉+ 〈1, 2〉 . (6.7)
Keeping in mind that 〈j, k〉 = −〈k, j〉, the difference between the two expressions (6.6) and (6.7) is
θ˜v − θv = 2
(〈2, 4〉+ 〈1, 3〉+ 〈2, 3〉+ 〈2, 4〉) . (6.8)
Now we inspect how the toric variables ρ change. We have seen in Proposition 2.2 that when we move an
edge from the left to the right of the cherry, the matrix Cv is multiplied from the left by J
−1
1 . According to
our convention that the cherry is always to the right of an edge E(j)f (a red edge in Fig. 5), we should check
what happens to the symplectic potential θ(Σ
FG
) (6.1) when moving an “A-edge” and an “S-edge” from the
left to the right of the cherry.
Under such a move the monodromy is conjugated by J1 = A1S1, which is lower triangular like Cv and
M
(0)
v . Thus the diagonal entries of M
(0)
v are preserved and since C˜v = S
−1
1 A
−1
1 Cv, the diagonal part of Cv
is multiplied by the inverse of the diagonal part of A1S1. Using (4.10), a direct inspection reveals that
(A1S1)
D = Pxh1f1 z
h
e1P . (6.9)
Thus the variables ρv;j undergo a shift
ρ˜v;j = ρv;j −
∑
b,c
b+c=j
ξjbc − ζe;n−j , j = 1, . . . , n− 1, (6.10)
or, equivalently,
ρ˜ = P (η1 + η2)P (6.11)
where P here is the long permutation in GL(n− 1). The formula (4.21) can be written similarly as
µ =
1
n
PG
(
η1 + η2 + η3 + η4
)
(6.12)
Thus contribution of the vertex v in the last sum of formula (6.1) can be written as
dρ>G
(
η1 + η2 + η3 + η4
)− ρ>G d(η1 + η2 + η3 + η4)
(recalling that PGP = G). Now using (6.11) we see that
n
(
d(ρ˜− ρ)>µ− (ρ˜− ρ)> dµ) = −2(〈1, 3〉+ 〈1, 4〉+ 〈2, 3〉+ 〈2, 4〉), (6.13)
which cancels against (6.8). 
7 SL(2)
In the SL(2) case the jump matrices on the oriented edges of Σ (Fig.5) have the following expressions:
1. On each edge e which is inherited by Σ from Σ0 we define the jump matrix to be
Se =
(
0 1/ze
−ze 0
)
(7.1)
where ze ∈ C. Note that S−1e = −Se.
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2. The jump matrices on E(i)k do not contain any variables and are given by A =
(
0 −1
1 −1
)
.
3. The jump matrix on the stem of the cherry attached to a vertex v = vj which has valence q on Σ0 (and
valence q + 1 on Σ) is chosen such that the total monodromy around v is trivial due to (2.1). Namely,
M0v = (−1)#v
(
q∏
`=1
AS(e`)
)−1
=
(
mv 0
? m−1v
)
(7.2)
where #v is the number of edges incoming to the vertex v. Therefore,
mv = (−1)#v
∏
e⊥v
ze . (7.3)
The (local) connection matrix C0v is lower–triangular and of the form:
C0v =
(
rv 0
? r−1v
)
. (7.4)
In the SL(2) case the face variables are absent and each edge carries a single variable, while the eigenvalue
mv is (up to a sign which is irrelevant in the expression of Ω(ΣFG)) the product of the edge z–variables incident
to v.
Then the general formula in Thm. 4.1 simplifies considerably to the following (we write the sum over
vertices of the graph Σ0, reminding the reader that the vertices of Σ0 are in one-to-one correspondence with
the N punctures)
Ω(Σ
FG
) = 2
∑
v∈V(Σ0)
 ∑
e,e′⊥v
e′≺e
dζe′ ∧ dζe + 2
∑
e⊥v
dρv ∧ dζe
 . (7.5)
The symplectic potential (6.1) takes the form:
θ(Σ
FG
) =
∑
v∈V(Σ0)
 ∑
e,e′⊥v
e′≺e
(ζe′ dζe − ζe dζe′) + 2
∑
e⊥v
(ρv dζe − ζe dρv)
 . (7.6)
The choice of θM depends on the choice of triangulation Σ0. As well as the general SL(n) case, the SL(2)
potential θM transforms in a nontrivial way under the change of triangulation; this transformation is discussed
in the next section.
7.1 Extended (nondegenerate) Poisson structure
It is possible to write explicitly the Poisson structure, i.e., the inverse transposed of the matrix of coefficients
of Ω(Σ
FG
). The idea is to observe the coincidence of the restriction of Ω(Σ
FG
) to the symplectic leaves with
the Kontsevich symplectic form associated to the combinatorial model of Mg,N and use results of [4].
Recall that the vertex variables ρv are associated to the stem of the cherry; this belongs to a particular
triangle f ∈ F(Σ0) of the triangulation Σ0. In this way we can unambiguously declare that v ∈ f . This way
every vertex “belongs” to a certain unique triangle f . Depending on how we have chosen the positions of the
cherries, some faces may “contain” zero, one, two or all three vertices.
Now we can state the theorem:
Theorem 7.1 The Poisson tensor induced by the symplectic structure W = − 12Ω(ΣFG) (7.5) is given by
P =
∑
f∈F(Σ0)
Pf (7.7)
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Figure 9: The extended Fock-Goncharov quiver for a triangle with cherry for the Poisson brackets multiplied with n2. On
the left the positioning of the cherry relative to the numbering of the internal edges is shown. On the right we show the
corresponding quiver (in pseudo–3d). The dashed line means that the coefficients equals to 12 , while all other coefficients
are equal to 1 according to the indicated orientations. For a triangle without cherry, the picture is the same without the
red (raised) nodes and related arrows.
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e1
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e˜1
e3
e˜2
e˜3
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v
v′
e` = e
e = e`′
Figure 10
with
4Pf =
∑
1≤i<j≤3
(−1)i−j ∂
∂ζi
∧ ∂
∂ζj
+
3∑
j=1
∑
v :
v|∈f
(−1)(v,ej) ∂
∂ζj
∧ ∂
∂ρv
+
∑
v≺v′∈f:
v|,v′|∈f
(−1)]f (v,v′) ∂
∂ρv
∧ ∂
∂ρv′
(7.8)
where ζ1,2,3 are the three edge variables of the triangle f enumerated counterclockwise (starting from an
arbitrarily chosen one) and (v, ej) = 1 if ej is incident to v and zero otherwise, and ]f (v, v
′) = 1 if v is the
immediate predecessor of v′ along the boundary of the triangle f (in positive direction), and zero otherwise.
Remark 7.1 We emphasize that here the symbol v| ∈ f means that the ciliation at v belongs to the triangle
f and not only that v lies on the boundary of f .
Proof. The proof is rather direct and here we only provide a sketch. For brevity of notation we set
Ω̂ := Ω(Σ
FG
) = −2W, with Ω(Σ
FG
) defined in (7.5). Consider first a vertex and its associated variable ρv;
we will interpret Ω̂ and P as maps from the tangent to the co-tangent spaces and viceversa. For brevity we
will write dv for dρv, ∂v for ∂ρv , de for dζe and so on. Enumerate the edges incident at v by e1, . . . , env
(counterclockwise), starting from the first to the left of the stem (see Fig. 10). Denote by e˜j the third edge
in the face bounded by ej and ej+1. Then
Ω̂(∂
v
) = −4
nv∑
j=1
dej . (7.9)
Now we compute P(Ω̂(∂
v
)). The action of the last sum in (7.8) on Ω̂(∂
v
) vanishes; the second term gives
(
∂e1 ∧ ∂v − ∂env ∧ ∂v
) ⌋−4 nv∑
j=1
dej
 = −8∂
v
. (7.10)
The action of the first sum in (7.7) on Ω̂(∂
v
) also equals zero. Indeed only the faces incident to v are involved
and it gives a telescopic sum
2
n∑
j=1
(
∂e˜j ∧ ∂ej − ∂ej+1 ∧ ∂ej + ∂ej+1 ∧ ∂e˜j
)
y
nv∑
`=1
de` = 2
nv∑
`=1
(
∂e˜` − ∂e`+1 + ∂e`−1 − ∂e˜`−1
)
= 0 ;
env+1 ≡ e1; e0 ≡ env ; e˜nv+1 ≡ e˜1; e˜0 ≡ e˜nv . (7.11)
Consider now an edge e joining v, v′; let e1, . . . , env be the enumeration of incident edges at v and similarly
e′1, . . . , e
′
nv′ be the enumeration of edges at v
′. The edge e is the edge number ` at v and the edge number `′
at v′. Then
Ω̂(∂e) = 2 dv + 2 dv
′ −
nv∑
j=`+1
dej +
`−1∑
j=1
dej −
nv′∑
k=`′+1
de′k +
`′−1∑
k=1
de′k. (7.12)
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Figure 11: The quiver for SL(2) (thick), where we omit the nodes associated to the toric variables. The triangulation Σ0
is shown in thin lines.
Figure 12: The SL(2) case of a triangle containing three cherries and the corresponding augmented quiver. If there are
only two or one (or no cherry) then the quiver is obtained by deleting the corresponding red node and all the incident
edges.
Now we contract the above with P: after a somewhat lengthy computation one finds P(W(∂e)) = ∂e. 
Corollary 7.1 The Dirac reduction of the Poisson bracket (7.7) to the leaves µv =const and ρv =const is
given by
4P
Dir
=
∑
f∈F(Σ0)
∑
1≤i<j≤3
(−1)i−j ∂
∂ζi
∧ ∂
∂ζj
(7.13)
Proof. We give a sketch of the elementary the proof. First, one verifies directly that µv =
∑
e⊥v ζe commute
with all the variables ζe for all v ∈ V(Σ0), e ∈ E(Σ0), and {ρv′ , µv} = 12δvv′ ; in general {ρv, ρv′} may be
nonzero only if the two cherries at v, v′ lie within the same triangle. Thus, schematically, the matrix of
Poisson brackets of the constraints µv = const and ρv = const has the shape
P =
1
2
[
0 1
−1 ?
]
(7.14)
with ? containing the Poisson brackets between the ρ’s. The inverse of P has the shape
P−1 = 2
[ −? −1
1 0
]
, (7.15)
and therefore the Dirac procedure gives
{f, g}
Dir
= {f, g}−2
∑
v∈V(Σ0)
({f,mv}{g, ρv} − {g,mv}{f, ρv}) (7.16)
For all ζe’s, thus, the Dirac bracket coincides with the original bracket because {ζe, µv} = 0. 
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Figure 13: Transformation of edges and jump matrices under an elementary flip.
Remark 7.2 Up to the overall factor of 4, the Dirac Poisson bracket (7.13) can be expressed as the canonical
Poisson bracket [14] associated to the following quiver; place a node on each edge e ∈ E(Σ0) and triangulate
the surface as shown in Fig.11, Fig.12. This appears to coincide with the Poisson structure introduced in [10];
in fact this coincidence is mentioned ibidem and on p.670 of [12]. We also point to [23], where the equivalence
of the Goldman (degenerate, since it possesses Casimir functions) Poisson structure and the Poisson structure
of [10] is shown for any SL(n).
7.2 Flip of an edge: Rogers’ dilogarithm as a generating function
One triangulation can be transformed to any other by a sequence of ”flips” of diagonal in the quadrilateral
formed by two triangles with a common edge, see Fig. 13. We are going to describe such a flip by assuming
that the four cherries attached to the vertices are placed as shown in Fig. 13.
Assume that the base point is chosen on the external side of the edge 4 as shown in Fig.13. Then, the
assumption that all the monodromies around the four vertices of these triangles are preserved, implies the
following four equations:
S4AS1 = S˜4AS˜AS˜1 , S
−1
1 AS
−1AS−12 = S˜
−1
1 AS˜
−1
2 , (7.17)
S2AS3 = S˜2AS˜
−1AS˜3 , S−13 ASAS
−1
4 = S˜
−1
3 AS˜
−1
4 . (7.18)
In terms of variables z and zj which parametrize the matrices S and Sj , respectively, the equations (7.17)
and (7.18) have four different solutions. Two of these solutions take the form:
z˜1 =
z
(z2 + 1)1/2
z1 , z˜2 = −(z2 + 1)1/2z2
z˜3 =
z
(z2 + 1)1/2
z3 , z˜4 = (z
2 + 1)1/2z4 , z˜ =
1
z
(7.19)
and
z˜1 = − z
(z2 + 1)1/2
z1 , z˜2 = (z
2 + 1)1/2z2
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z˜3 =
z
(z2 + 1)1/2
z3 , z˜4 = (z
2 + 1)1/2z4 , z˜ = −1
z
. (7.20)
Two other solutions are obtained by changing the determination of the square roots in the right-hand side
of (7.19) and (7.20).
In all four cases the variables κj = z
2
j transform as follows:
κ˜1 =
κ
κ+ 1
κ1 , κ˜2 = (κ+ 1)κ2 , κ˜3 =
κ
κ+ 1
κ3 , κ˜4 = (κ+ 1)κ4 , κ˜ =
1
κ
. (7.21)
The variables ζj =
1
2 log κj are insensitive to the change of sigh of zj , and they transform as follows:
ζ˜1 = −1
2
log(e2ζ + 1) + ζ + ζ1 , ζ˜2 =
1
2
log(e2ζ + 1) + ζ2
ζ˜3 = −1
2
log(e2ζ + 1) + ζ + ζ3 , ζ˜4 =
1
2
log(e2ζ + 1) + ζ4 , ζ˜ = −ζ . (7.22)
Equations (7.22) imply that all variables µv are preserved under the flip of an edge. Moreover, since not
only the monodromy matrices themselves, but also the matrices Cj are assumed to be preserved under the
move (since the cherries remain outside of the rectangle containing the flipping edge), the variables rj and
ρj = log rj are also preserved.
Now we are going to compute the generating function of the edge flip. Introduce the Rogers dilogarithm
L which for x ≥ 0 is defined by the equality (we borrow this representation, which is a bit non-standard,
from (1.9) of [20] and refer also to [24] for more details):
L
(
x
x+ 1
)
:=
1
2
∫ x
0
{
log(1 + y)
y
− log y
1 + y
}
dy . (7.23)
Denote the symplectic potential corresponding to the new triangulation by θ˜M.
Proposition 7.1 The symplectic potentials θ(Σ˜
FG
) and θ(Σ
FG
) are related as follows:
θ(Σ
FG
)− θ(Σ˜
FG
) = 2 d
[
L
(
κ
1 + κ
)]
. (7.24)
Proof. The proposition can be verified by direct calculation using the definition (7.6) of the potential. The
difference of contributions of the vertices v1, . . . , v4 to potentials θ(ΣFG) and θ(Σ˜FG) equals
v1 :
1
2
(
log
(
e2ζ
e2ζ + 1
)
dζ1 − log(e2ζ + 1) dζ4 + ζ4 d log(e2ζ + 1)− ζ1 d log
(
e2ζ
e2ζ + 1
)
+ log(e2ζ + 1) dζ − ζ d log(e2ζ + 1)
)
v2 :
1
2
(
− log
(
e2ζ
e2ζ + 1
)
dζ1 + log(e
2ζ + 1) dζ2 − ζ2 d log(e2ζ + 1) + ζ1 d log
(
e2ζ
e2ζ + 1
)
+ log(e2ζ + 1) dζ − ζ d log(e2ζ + 1)
)
v3 :
1
2
(
log
(
e2ζ
e2ζ + 1
)
dζ3 − log(e2ζ + 1) dζ2 + ζ2 d log(e2ζ + 1)− ζ3 d log
(
e2ζ
e2ζ + 1
)
+ log(e2ζ + 1) dζ − ζ d log(e2ζ + 1)
)
v4 :
1
2
(
− log
(
e2ζ
e2ζ + 1
)
dζ3 + log(e
2ζ + 1) dζ4 − ζ4 d log(e2ζ + 1) + ζ3 d log
(
e2ζ
e2ζ + 1
)
+ log(e2ζ + 1) dζ − ζ d log(e2ζ + 1)
)
.
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Summing up the above four contributions and taking into account the equation for the dilogarithm we
come to (7.24). 
The Proposition (7.1) means that the generating function of the symplectomorphism defined by the flip
of an edge is given by
Gflip = −2L
(
κ
1 + κ
)
. (7.25)
We notice that in the abstract setting of cluster algebras the Rogers’ dilogarithm can be interpreted as an
action of the standard mutation [15].
7.3 SL(2,R): the dilogarithm circle bundle
Let us denote by M̂FGSL(2,R) the union of all open subsets of the real slice of M̂ covered by the real coordinates
ze, rv for all possible triangulations: the closure of M̂FGSL(2,R) is a connected component of M̂ [19]. On this
subset all κe = z
2
e are real and positive. The generating function (7.25) can then be used to define a circle
bundle over the space M̂FGSL(2,R) canonically associated to the symplectic form (7.5) as we explain in this
section.
Any two triangulations T, T ′ can be connected by a finite sequence of elementary flips. The exchange
graph is the abstract graph whose vertices are the triangulations and two triangulations are connected by an
edge if they are related by an elementary flip. The exchange graph is known to be connected.
Definition 7.1 The dilogarithm circle bundle D over M̂FGSL(2,R) is the circle bundle whose transition func-
tions in the overlap of two triangulations T, T ′, differing by a flip of the edge e are given by
GT,T ′ := exp
[
−12
ipi
L
(
κe
1 + κe
)]
. (7.26)
If two triangulations T1, T2 are connected by a sequence of elementary flips, the transition function is the
product of the elementary transition functions of the form (7.26).
To verify the consistency of this definition one has to verify the cocycle conditions for the transition functions
(7.26).
We need two facts; the first is that the Rogers’ dilogarithm satisfies the following identities valid for
x, y ∈ (0, 1) ⊂ R:
L(x) + L(1− x) = pi
2
6
, (7.27)
L(x) + L(y) + L(1− xy) + L
(
1− x
1− xy
)
+ L
(
1− y
1− xy
)
=
pi2
2
. (7.28)
The second fact is that homotopy in the exchange graph is generated by square of flips and pentagon relations,
see fo example [8].
The relation (7.27) with x = κe1+κe guarantees that GT,T ′GT ′T = 1 for any two neighbours T, T
′ in the
exchange graph.
The relation (7.28) implies that for any triangulations T1, . . . , T5 forming a pentagon in the exchange graph
the transition functions satisfy the “long” cocycle condition GT1T2 . . . GT5T1 = 1. Denoting the variables on
the two internal edges flipped under the pentagon move by κe and κe′ this cocycle condition gives rise to
(7.28) with
x =
κe
κe + 1
y =
κe′(κe + 1)
κe′(κe + 1) + 1
Remark 7.3 We conclude by pointing out the difference between the real slice of the space M̂ and the
symplectic leafMΛ of the SL(2,R) character variety. On the subspaceMFGΛ ofMΛ the Goldman symplectic
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form ΩΛ is given by (7.5) without the dρ ∧ dζ terms6 i.e.
ΩΛ = 2
∑
v∈V(Σ0)
∑
e,e′⊥v
e′≺e
dζe′ ∧ dζe .
The corresponding symplectic potential is then
θΛ =
∑
v∈V(Σ0)
∑
e,e′⊥v
e′≺e
(ζe′ dζe − ζe dζe′) .
Assuming the positions of cherries (which define the ciliation of the graph) are chosen as in Fig.13 the
potential θΛ transforms in the same way as (7.24): θΛ − θ˜Λ = 2 d
[
L
(
κ
1+κ
)]
i.e. the Rogers’ dilogarithm
again gives the generation function of the flip. However, while the potential (7.24) is invariant under the
change of ciliation, this is not the case for the potential θΛ: if the at the vertex v the cilium crosses the edge
e in the positive direction the potential θΛ transforms as
θΛ → θΛ − 2ζeµv .
Therefore, although the dilogarithm circle bundle defined above remains well-defined over the space MFGΛ ,
it is not directly related to the form ΩΛ; we expect such relationship can be restored by subtracting from ΩΛ
a linear combination of the forms representing the ψ-classes at the punctures, in analogy to the framework
of [21] (see also [25]).
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A The form W in the SL(3) case
The jump matrices on the oriented edges of the graph Σ now are chosen as follows.
1. On each edge e of Σ0 the jump matrix is
Se =
 0 0
1
z2e;1ze;2
0 − ze;1ze;2 0
ze;1z
2
e;2 0 0
 (A.1)
where ze;i ∈ C∗, i = 1, 2. Note that the transformation Se → S−1e is equivalent to the interchange
ze,1 ↔ ze,2.
2. The jump matrices on the edges E(1,2,3)f are given by
Af = xf
 0 0 10 −1 −1
x−3f x
−3
f + 1 1
 . (A.2)
These matrices satisfy A3f = I.
6This is because on the symplectic leaf the sum of ζe incident to a vertex is constant.
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3. The jump matrix on the stem of the cherry attached to a vertex v (which has valence 2q + 1 on Σ) is
chosen such that the total monodromy around v is trivial (2.1).
Let us assume that all the edges are outgoing from v using if necessary (4.7). Then we deduce the
following form of M0v for each v ∈ V(Σ0):
M0v =
 q∏
f≺e⊥v
AfSe
−1 =
 mv;1 0 0? mv,2mv;1−1 0
? ? m−1v;2
 (A.3)
where
mv;1 =
∏
f⊥v
xf
(∏
e⊥v
ze;1z
2
e;2
)
; mv;2 =
∏
f⊥v
x2f
(∏
e⊥v
z2e;1ze;2
)
; (A.4)
the change of orientation of some edge e is equivalent to the interchange of ze;1 and ze;2.
Since in the SL(3) case there is only one face variable xf = xf ;111 for each face the formula for ωM
simplifies considerably since the term ωf vanishes. The expression (4.39) takes the following form:
−2W =Ω(Σ
FG
) =
∑
v∈V (T )
∑
e′≺e⊥v
2∑
j,k=1
Gjk dζe;j ∧ dζe′;k
+3
∑
v∈V (T )
 ∑
e≺f⊥v
dξf ∧ (2 dζe;1 + dζe;2) +
∑
f≺e⊥v
(2 dζe;1 + dζe;2)
 ∧ dξf
+6
∑
f′≺f
f,f′⊥v
dξf ∧ dξf ′ + 6
∑
v∈V (T )
2∑
j=1
dρv;j ∧ dµv;j
where in the SL(3) case we have
G =
(
6 3
3 6
)
.
It is always understood that the edges are oriented away from v and that ζe;1 = ζ−e;2 (i.e. under the change
of oriaentation of an edge e the variables ζe;1 and ζe;2 interchange).
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