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AN EXTENSION OF FLAHERTY-KELLER FORMULA FOR
DENSELY PACKED M-CONVEX INCLUSION
HAIGANG LI AND YAN LI
Abstract. In this paper, we are concerned with the effective elastic property
of a two-phase high-contrast periodic composite with densely packed inclu-
sions. The equations of linear elasticity are assumed. We first give a new
proof of the Flaherty-Keller formula for elliptic inclusions by constructing an
auxiliary function, which consists of the Keller function and an additional cor-
rected function, to capture the main singular of the gradient. This construction
method allows us to consider the inclusions of arbitrary shape, even with zero
curvature. For instance, we give an extended Flaherty-Keller formula for m-
convex inclusions, m > 2, which are the curvilinear squares with round off
angles. As a consequence, we can see that in a periodic composite m-convex
(m > 2) inclusions minimize the elastic modulus under the same fractional
volume of hard inclusions.
1. Introduction
1.1. Motivation and Background. In a two-phase composite where inclusions
are close to each other and their property, such as conductivity and elastic moduli, of
the inclusion is of high contrast with that of the matrix, the effective property of the
composite always becomes singular. As the distance between inclusions, ε, tends to
zero, several asymptotic formula for the effective properties, such as effective electric
or thermal an conductivity [5, 11, 12], effective shear and extensional modulus [6],
have been found in diverse contexts, see Section 10.10 of Milton’s book [16] for
example.
In this paper we study the Flaherty-Keller formula concerning the overall be-
havior of an elastic composite medium consisting of a matrix containing identical
parallel cylindrical fibers arranged in a rectangular lattice, see Figure 1. We sup-
pose that the cylinders are rigid and rather closely packed, so that each cylinder
nearly touches the ones directly above and below it. We consider the overall energy
of these composite with periodic structure. The key feature of these composites is
that the dominant contribution to the effective elastic modulus comes from narrow
gaps between closely spaced inclusions, while the stress field outside these gaps does
not contribute to the leading term of asymptotics of the effective elastic modulus
as the distance between fibers tends to zero.
In [6], Flaherty and Keller obtained asymptotic formulae for the effective elas-
tic moduli of a rectangular array of cylinders in the nearly touching limit, when
the cylinder is either a hard inclusion or a hole and they showed its validity nu-
merically. In [10], Kang and Yu give the proof in a mathematically rigorous way
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Figure 1. Ellipse inclusions
of the Flaherty-Keller formula. The proof is based on the primal-dual variational
principle, where the upper bound is derived by using the Keller-type test functions
and the lower bound by singular functions made of nuclei of strain. There they
construct a singular function for circular inclusions, which can be regarded as the
curvature balls of convex ones, to approximate the singularity caused by convex
inclusions. So there is a natural question how about the convex inclusions with
zero curvature.
In this paper, we first give a new proof of Flaherty-Keller formula by construct-
ing a novel auxiliary function, which is the Keller-type function adding a corrected
part, to capture the singular part of ∇vi and to make the rest terms be of order
O(1). What is more important is that our method can be extended to deal with the
inclusions with zero curvature. For example, we prove an extended Flaherty-Keller
formula for m-convex inclusions. This is related to the “Vigdergauz microstruc-
ture”, which not only minimizes the maximum stress concentration in a composite
but also has a large volume fraction in the theory of structure optimization. This
microstructure was first discovered by Vigdergauz in a series of papers, see [17,18]
and the references therein. While the external composites have received a lot of
attention, see [1, 9, 13–15].
1.2. Formulation of the problem. To formulate our main results precisely, we
first describe our domain and notations. Here we assume that the composite is
spatially periodic, consisting of properly shaped elastic inclusions embedded in an
elastic matrix. Let Y be a rectangular unit period cell with 2L1 along the x1-axis
and 2L2 along the x2-axis. Let D ⊂ Y be a convex domain, with C2 boundary
center at the origin and symmetric with respect to x1- and x2-axes. Following [6]
we assume that D is close to the horizontal boundary of Y , but away from the
vertical boundary. Let ε/2 be the distance between D and the horizontal boundary
of Y , so that ε is the distance between two adjacent inclusions.
Assume that Y/D is occupied by a homogeneous and isotropic materials with
Lame´ constants (λ, µ) satisfying the strong ellipticity conditions
µ > 0, and λ+ µ > 0.
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The elasticity tensors C is given by
Cijkl = λδijδkl + µ(δikδjl + δilδjk),
where i, j, k, l = 1, 2 and δij is the Kronecker symbol: δij = 0 for i 6= j, δij = 1 for
i = j.
For
Ψ1 =
(
1
0
)
, Ψ2 =
(
0
1
)
,
we consider the following problem for the Lame´ system:
Lλ,µvi = ∇ · Ce(vi) = 0, in Y \D,
vi = 0, on ∂D,
∂vi
∂ν0
∣∣∣
+
= 0, on x1 = ±L1,
vi = ± 12Ψi, on x2 = ±L2,
(1.1)
where vi =
(
v
(1)
i , v
(2)
i
) ∈ H1(Y \D;R2) represents the displacement field,
e(vi) =
1
2
(
∇vi + (∇vi)T
)
(T for transpose)
is the strain tensor, and the corresponding co-normal derivative on ∂Y is defined
by
∂vi
∂ν0
∣∣∣
+
:=
(
Ce(vi)
)
~n = λ(∇ · vi)~n+ µ
(
∇vi + (∇vi)T
)
~n,
and ~n is the unit outer normal vector of Y . Here and throughout this paper the
subscript ± indicates the limit from outside and inside the domain, respectively.
1.3. The Flaherty-Keller formula. In this subsection, the asymptotic formula
for the effective moduli of a composite with closely spaced rigid fibers is derived.
Extensional deformations, as well as shear deformations parallel to the fiber axes are
considered. The effective shear modulus µ∗ and the effective extensional modulus
E∗ are defined as follows (see [6])
µ∗ =
L2
L1
∫ L1
−L1
∂v1
∂ν0
∣∣∣
+
(x1, L2) ·Ψ1 dx1, (1.2)
and
E∗ =
(1 + ρ)(1− 2ρ)
1− ρ
L2
L1
∫ L1
−L1
∂v2
∂ν0
∣∣∣
+
(x1, L2) ·Ψ2 dx1
=
E
λ+ 2µ
L2
L1
∫ L1
−L1
∂v2
∂ν0
∣∣∣
+
(x1, L2) ·Ψ2 dx1, (1.3)
where
E =
µ(3λ+ 2µ)
λ+ µ
, and ρ =
λ
2(λ+ µ)
is, respectively, Young’s modulus and Poisson’s ratio of the matrix.
We first consider the elliptical inclusion. Assume that D is an ellipse,
x21
a2
+
x22
b2
≤ 1,
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Figure 2. Elliptic inclusions
where a and b are the length of the short and long semi-axis, respectively, see Figure
1. The boundary near points (0,∓b) can be written as, respectively,
x2 ± b = ±κ0
2
x21 +O(x
4
1), (1.4)
where κ0 = b/a
2 is the curvature of ∂D at the points (0,∓b). Because the first
term in the right hand side of (1.4) is of order two, we call this elliptic inclusion
2-convex inclusion. We first have
Theorem 1.1. (Flaherty-Keller formula) When 2(L2−b) = ε→ 0, the asymptotic
formulae for the effective shear modulus and extensional modulus are, respectively,
µ∗2 = µ
L2
L1
pi√
κ0
1√
ε
+O(1), (1.5)
and
E∗2 = E
L2
L1
pi√
κ0
1√
ε
+O(1). (1.6)
As an immediate consequence of Theorem 1.1, we have the asymptotics expan-
sion for µ∗2 and E
∗
2 with respect to the fraction volume, when it is close to its
maximum. For instance, L1 = L2 = L and a = b = r, the fractional volume f2,
occupied by circular inclusions, given by
f2 =
pir2
4L2
,
with its maximum pi4 when the inclusions touch each other.
Corollary 1.2. As pi4 −f2 tends to zero, we have the following asymptotic formulae
for shear and extensional modulus, respectively,
µ∗2 = µ
pi3/2√
2
1√
pi
4 − f2
+O(1),
and
E∗2 = E
pi3/2√
2
1√
pi
4 − f2
+O(1).
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We next outline our main idea to prove Theorem1.1. To this end, we extend vi
to the whole space R2 by periodicity so that the extended function, denoted still
by vi, satisfies the following periodic conditions
vi(x1, x2 + 2L2) = vi(x1, x2) + Ψi, vi(x1 + 2L1, x2) = vi(x1, x2).
Thus, e(vi) is periodic as well. Using ~n
∣∣
x2=L2
= −~n∣∣
x2=−L2 and the boundary
condition of vi in (1.1), we have∫ L1
−L1
∂vi
∂ν0
∣∣∣
+
(x1, L2) ·Ψi
=
∫ L1
−L1
∂vi
∂ν0
∣∣∣
+
(x1,−L2) ·
(
− 1
2
Ψi
)
+
∫ L1
−L1
∂vi
∂ν0
∣∣∣
+
(x1, L2) ·
(1
2
Ψi
)
=
∫
∂(Y \D)
∂vi
∂ν0
∣∣∣
+
· vi =
∫
Y \D
(Ce(vi), e(vi)) =: Ei.
In view of (1.2) and (1.3), the effective moduli µ∗ and E∗ can be expressed in terms
of the energy integral, namely,
µ∗ =
L2
L1
E1 and E∗ = E
λ+ 2µ
L2
L1
E2. (1.7)
It is more convenient to consider the energy integral Ei in a translated cell Yt :=
Y + (0, L2) = (−L1, L1) × (0, 2L2). Let us denote D1 = D + (0, 2L2), D2 = D,
and Y ′ = Yt\D1 ∪D2. See Figure 2 for Y ′. Set Γ− = (∂D2 ∪ {x2 = 0}) ∩ ∂Y ′ and
Γ+ = (∂D1 ∪ {x2 = 2L2}) ∩ ∂Y ′. Let us denote vi after translation by the same
notation vi. Then, we have
Ei =
∫
Y ′
(Ce(vi), e(vi)) dx. (1.8)
By the periodicity, note that, for i = 1, 2, vi|Y ′ ∈ H1(Y ′) is the solution to the
following problem: 
Lλ,µvi = ∇ · Ce(vi) = 0, in Y ′,
vi = Ψi, on Γ+,
vi = 0, on Γ−,
∂vi
∂ν0
∣∣∣
+
= 0, on x1 = ±L1.
(1.9)
Denote the two closest points
P1 =
(
0,
ε
2
)
∈ ∂D1 and P2 =
(
0,−ε
2
)
∈ ∂D2.
Then the boundaries ∂D1 and ∂D2 near P1 and P2, respectively, can be represented
as follows
x2 =
ε
2
+ h1(x1), and x2 = −ε
2
+ h2(x1), for |x1| ≤ a.
We always use δ(x1) to denote the vertical distance between the inclusions,
δ(x1) = ε+ h1(x1)− h2(x1), for |x1| ≤ a.
Because in the deformations we consider, the greatest stress occurs in the narrow
gaps between these neighbors [3,4] while the outside stress does not contribute the
singularity, we now construct two auxiliary function ui ∈ C2(R2) for 2-convex
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inclusion, such that ui = Ψi on Γ+, ui = 0 on Γ−, ∂ui∂ν0
∣∣∣
+
= 0 on x1 = ±L1, and in
Ω r
2
u1 := u¯1 + u˜1 :=
 x2δ(x1) + 12
0
+
(2− µλ+2µ )κ03 x2
(1− µλ+2µ )κ0x1
(( x2
δ(x1)
)2 − 1
4
)
, (1.10)
u2 := u¯2 + u˜2 :=
 0
x2
δ(x1)
+ 12
+
 λ+µµ κ0x1
− λ3µκ0x2
(( x2
δ(x1)
)2 − 1
4
)
, (1.11)
and
‖ui‖C2(R2\Ω r
2
) ≤ C, (1.12)
where
Ωs :=
{
x = (x1, x2) ∈ R2
∣∣ − ε
2
+ h2(x1) < x2 <
ε
2
+ h1(x1), |x1| < s
}
,
for 0 ≤ s ≤ r. Then by using an adapted version the energy iteration technique de-
veloped in [3,4], together with the rescaling argument, W 1,p estimates, and Sobolev
embedding theorem, we have the following improved estimates.
Proposition 1.3. For i = 1, 2, we have
|∇(vi − ui)| ≤ C, (1.13)
where C is independent of ε.
From Proposition 1.3, we can see that the gradient of ui = u¯i + u˜i is the main
singular term of ∇vi,
∇vi = ∇u¯i +∇u˜i +O(1). (1.14)
We remark that is an improvement the results in [2,3], where the lower and upper
bounds of |∇vαi |, i, α = 1, 2 are obtained. It is because our novel constructions of
u˜i that we can use (1.14) to prove Theorem 1.1. In particular, it makes the error
term be of order O(1). What is more important, this construction of ui allows us to
study more generalize inclusions with arbitrary shapes, even for zero curvature. We
are able to do so because our construction of the auxiliary function depends on the
inclusion’s shape and the Lame´ system. For instance, for the m-convex inclusions,
m > 2, we have the following extended Flaherty-Keller formula.
1.4. An extended Flaherty-Keller formula. We next consider the case of m-
convex inclusions. In fact, it is sufficient to consider a simpler curve to capture
precisely (up to a constant multiplier) the asymptotic dependence on the parameter
m, m > 2. We take the following curvilinear squares with round off angles, with
m > 2,
|x1|m + |x2|m ≤ rm,
where r is a half-width of the inclusion. See Figure 3. The extended Flaherty-Keller
formulae for the effective elastic moduli are as follows:
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Figure 3. m-covex inclusions, m = 4.
Theorem 1.4. (An extended Flaherty-Keller formula) Given m > 2, then, as the
distance between two inclusions L2 − r = ε → 0, the asymptotic formulae for the
effective shear modulus and extensional modulus are, respectively,
µ∗m = 2µ
L2
L1
pi
m sin pim
1
κ
1
m
0
1
ε1−
1
m
+O(1)
and
E∗m = 2E
L2
L1
pi
m sin pim
1
κ
1
m
0
1
ε1−
1
m
+O(1),
where κ0 =
2r1−m
m .
Similarly as in Corollary 1.2, let fm be the fractional volume occupied by curvi-
linear squares. Then under the condition that L1 = L2 = L,
fm =
r2
2mL2
Γ( 1m )
2
Γ( 2m )
,
and has its maximum
Γ( 1m )
2
2mΓ( 2m )
when the inclusions touch each other.
Corollary 1.5. As δm =
Γ( 1m )
2
2mΓ( 2m )
− fm tends to zero, we have
µ∗m = µ
pi
sin pim
(
2
m2
Γ( 1m )
2
Γ( 2m )
)1− 1m 1
δ
1− 1m
m
+O(1)
and
E∗m = E
pi
sin pim
(
2
m2
Γ( 1m )
2
Γ( 2m )
)1− 1m 1
δ
1− 1m
m
+O(1).
As shown above, we have obtained the asymptotic formula for the elastic mod-
ulus near the maximum volume fractions at m = 2 (Corollary1.2) and m > 2
(Corollary1.5). On the other hand, because there are the most rigid composites,
they arise quiet naturally in problems of structural optimization. It is shown that
in [7] the composites with“Vigdergauz inclusions” can minimizes the overall energy
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at a given strain, among all composites made from the same components in the
same volume fractions. For this purpose, we compare the elastic modulus of the
two cases under the same volume fractions.
Remark 1.6. For circular inclusions and curvilinear square inclusions with m = 4,
when their volume fractions are the same, we can calculate the corresponding elastic
moduli of the composite. Namely, for δ2 :=
pi
4 − f2 > 0, it is easy to see, from
pi
4
− δ2 = f2 = f4 = 1
8
Γ( 14 )
2
Γ( 12 )
− δ4, (1.15)
that δm > δ2. So µ
∗
m < µ
∗
2 and E
∗
m < E
∗
2 . For example, taking δ2 = 0.01, we have
µ∗2 ≈ 12.5piµ, E∗2 ≈ 12.5piE,
while by (1.15), δ4 ≈ 0.15, and
µ∗4 ≈ 5.56piµ, E∗4 ≈ 5.56piE.
This shows that under the same volume fraction the elastic modulus at m = 4 is
smaller than at m = 2 is consistent with the conclusion in [7] that “Vigdergauz
inclusions” minimize the elasticity modulus.
This paper is organized as follows. We first present some elementary calculation
of the auxiliary functions, constructed in (1.10) and (1.11), then use them to prove
Proposition 1.3, finally give a new proof of the Flaherty-Keller formula in Theorem
1.1. By this method, the extended Flaherty-Keller formula is proved in section 3,
with the main differences provided.
2. Proof of Theorem 1.1
This section is devoted to proving Theorem 1.1. We first reduce its proof to
the asymptotic formula of Ei, Theorem 2.1 below, then we construct an auxiliary
function, which depends on the Lame´ system to capture the main terms up to O(1).
Finally, using ∇vi’s asymptotics to prove Theorem 1.1.
Throughout the paper, unless otherwise stated, we use C to denote some positive
constant, whose values may vary from line to line, depending only on a, b, r, and
an upper bound of the C2, norms of ∂D1, ∂D2 and ∂Y
′, but not on ε. We call a
constant having such dependence a universal constant.
First, by the standard theory for elliptic systems, we have
‖∇vi‖L∞(Y ′\Ω r
2
) ≤ C, i = 1, 2.
It follows that ∫
Y ′\Ω r
2
(Ce(vi), e(vi)) dx ≤ C, i = 1, 2. (2.1)
Therefore, in the following we only need to deal with the integrals in Ω r
2
. To make
our presentation simpler and clearer, in what follows we assume a = b = r, and
h1(x1) =
κ0
2
x21 and h2(x1) = −
κ0
2
x21,
where κ0 = 1/r and
δ(x1) = ε+ κ0x
2
1.
We first prove the following conclusion.
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Theorem 2.1. The energy integral Ei has the following expansion, namely
E1 = piµ√
κ0
1√
ε
+O(1) and E2 = pi(λ+ 2µ)√
κ0
1√
ε
+O(1), (2.2)
as ε→ 0.
It is clear that Theorem 1.1 is an immediate consequence.
Proof of Theorem 1.1. Recalling (1.7), we have the effective elastic modulus
µ∗ = µ
L2
L1
pi√
κ0
1√
ε
+O(1)
and
E∗ =
E
λ+ 2µ
L2
L1
(λ+ 2µ)pi√
κ0
1√
ε
+O(1) = E
L2
L1
pi√
κ0
1√
ε
+O(1),
as ε→ 0. This completes the proof of Theorem1.1. 
In what follows we prove Theorem 2.1. A direct calculation gives the first order
derivatives of u1, defined by (1.10),
∂x1 u¯
(1)
1 = −2κ0
x1x2
δ2(x1)
, ∂x2 u¯
(1)
1 =
1
δ(x1)
, ∂x2 u˜
(2)
1 =
2(λ+ µ)κ0
λ+ 2µ
x1x2
δ2(x1)
, (2.3)
and the following estimates for other terms
|∂x1 u¯(1)1 |, |∂x2 u˜(2)1 | ≤
C|x1|
δ(x1)
, |∂x1 u˜(1)1 |, |∂x2 u˜(1)1 |, |∂x1 u˜(2)1 | ≤ C. (2.4)
Further, for second order derivatives, we have
∂x1x1 u¯
(1)
1 = −2κ0
x2
δ2(x1)
+R1111, ∂x1x2 u¯(1)1 = −2κ0
x1
δ2(x1)
, (2.5)
∂x2x2 u˜
(1)
1 =
2(2λ+ 3µ)κ0
λ+ 2µ
x2
δ2(x1)
, ∂x1x2 u˜
(2)
1 =
2(λ+ µ)κ0
λ+ 2µ
x2
δ2(x1)
+R1212, (2.6)
∂x2x2 u˜
(2)
1 =
2(λ+ µ)κ0
λ+ 2µ
x1
δ2(x1)
, (2.7)
where
R1111 = 8κ20
x21x2
δ3(x1)
, R1212 =
−8κ20(λ+ µ)
λ+ 2µ
x21x2
δ3(x1)
. (2.8)
It is clear that ∣∣R1111∣∣ , ∣∣R1212∣∣ ≤ Cδ(x1) ,
∣∣∣∂x1x1 u˜(1)1 ∣∣∣ ≤ C, (2.9)∣∣∣∂x1x2 u˜(1)1 ∣∣∣ , ∣∣∣∂x1x1 u˜(2)1 ∣∣∣ ≤ C|x1|δ(x1) . (2.10)
Recalling u1 = u¯1 + u˜1 and (2.5), (2.6) and (2.7), we have
(λ+ 2µ)(∂x1x1 u¯
(1)
1 −R1111) + µ∂x2x2 u˜(1)1 + (λ+ µ)(∂x1x2 u˜(2)1 −R1212) = 0.
So,
(Lλ,µu1)(1) = µ4u(1)1 + (λ+ µ)
(
∂x1x1u
(1)
1 + ∂x1x2u
(2)
1
)
= (λ+ 2µ)∂x1x1 u˜
(1)
1 + (λ+ 2µ)R1111 + (λ+ µ)R1212. (2.11)
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By (2.9), we obtain ∣∣∣(Lλ,µu1)(1)∣∣∣ ≤ C( 1
δ(x1)
+ 1
)
. (2.12)
On the other hand, using (2.5), (2.6) and (2.7) again, we have
(λ+ 2µ)∂x2x2 u˜
(2)
1 + (λ+ µ)∂x2x1 u¯
(1)
1 = 0.
Thus,
(Lλ,µu1)(2) = µ4u(2)1 + (λ+ µ)
(
∂x2x1u
(1)
1 + ∂x2x2u
(2)
1
)
= µ∂x1x1 u˜
(2)
1 + (λ+ µ)∂x2x1 u˜
(1)
1 . (2.13)
Using (2.10), ∣∣∣(Lλ,µu1)(2)∣∣∣ ≤ C|x1|
δ(x1)
. (2.14)
This, together with (2.12) yields∣∣∣Lλ,µu1∣∣∣ ≤ ∣∣∣(Lλ,µu1)(1)∣∣∣+ ∣∣∣(Lλ,µu1)(2)∣∣∣ ≤ C
δ(x1)
. (2.15)
Similarly, for i = 2, a direct calculation gives the first order derivatives of u2,
defined by (1.11),
∂x1 u¯
(2)
2 = −2κ0
x1x2
δ2(x1)
, ∂x2 u¯
(2)
2 =
1
δ(x1)
, ∂x2 u˜
(1)
2 =
2(λ+ µ)κ0
µ
x1x2
δ2(x1)
. (2.16)
It is easy to see that∣∣∣∂x1 u¯(2)2 ∣∣∣ , ∣∣∣∂x2 u˜(1)2 ∣∣∣ ≤ C|x1|δ(x1) ,
∣∣∣∂x1 u˜(1)2 ∣∣∣ , ∣∣∣∂x1 u˜(2)2 ∣∣∣ , ∣∣∣∂x2 u˜(2)2 ∣∣∣ ≤ C. (2.17)
Further,
∂x1x1 u¯
(2)
2 = −2κ0
x2
δ2(x1)
+R1122, ∂x1x2 u¯(2)2 = −2κ0
x1
δ2(x1)
, (2.18)
∂x1x2 u˜
(1)
2 =
2κ0(λ+ µ)
µ
x2
δ2(x1)
+R1221, ∂x2x2 u˜(1)2 =
2κ0(λ+ µ)
µ
x1
δ2(x1)
, (2.19)
∂x2x2 u˜
(2)
2 =
−2λκ0
µ
x2
δ2(x1)
, (2.20)
where
R1122 = 8κ20
x21x2
δ3(x1)
, R1221 =
−8κ20(λ+ µ)
µ
x21x2
δ3(x1)
. (2.21)
It is clear that ∣∣R1122∣∣ , ∣∣R1221∣∣ ≤ Cδ(x1) ,
∣∣∣∂x1x1 u˜(2)2 ∣∣∣ ≤ C, (2.22)∣∣∣∂x1x1 u˜(1)2 ∣∣∣ , ∣∣∣∂x1x2 u˜(2)2 ∣∣∣ ≤ C|x1|δ(x1) . (2.23)
Recalling u2 = u¯2 + u˜2 and (2.18), (2.19) and (2.20), we have
(λ+ µ)∂x1x2 u¯
(2)
2 + µ∂x2x2 u˜
(1)
2 = 0.
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Thus
(Lλ,µu2)(1) = µ4u(1)2 + (λ+ µ)
(
∂x1x1u
(1)
2 + ∂x1x2u
(2)
2
)
= (λ+ 2µ)∂x1x1 u˜
(1)
2 + (λ+ µ)∂x1x2 u˜
(2)
2 . (2.24)
This, combining with (2.23), yields∣∣∣(Lλ,µu2)(1)∣∣∣ ≤ C|x1|
δ(x1)
. (2.25)
By the same way, using (2.18), (2.19) and (2.20), we have
(λ+ 2µ)∂x2x2 u˜
(2)
2 + µ(∂x1x1 u¯
(2)
2 −R1122) + (λ+ µ)(∂x1x2 u˜(1)2 −R1221) = 0.
So
(Lλ,µu2)(2) = µ4u(2)2 + (λ+ µ)
(
∂x2x2u
(1)
2 + ∂x2x1u
(2)
2
)
= µ∂x1x1 u˜
(2)
2 + µR1122 + (λ+ µ)R1221, (2.26)
combining with (2.22), yields∣∣∣(Lλ,µu2)(2)∣∣∣ ≤ C( 1
δ(x1)
+ 1). (2.27)
Therefore, we have
|Lλ,µu2| ≤
∣∣∣(Lλ,µu2)(1)∣∣∣+ ∣∣∣(Lλ,µu2)(2)∣∣∣ ≤ C
δ(x1)
. (2.28)
Here our construction of auxiliary function in (1.10) and (1.11) will improve the
results in [8] showed as below.
2.1. Proof of Proposition 1.3. Proposition 1.3 shows that ∇ui is the singular
part of ∇vi and its rest term is of order O(1). For i = 1, 2, let wi := vi− ui and wi
is the solution to the following problem
Lλ,µwi = −Lλ,µui, in Y ′,
wi = 0, on Γ+,
wi = 0, on Γ−,
∂wi
∂ν0
∣∣∣
+
= 0, on x1 = ±L1.
(2.29)
In order to prove it, we need the following two Lemmas. We first prove that the
global energy of wi is bounded.
Lemma 2.2. For i = 1, 2, the energy of wi on Y
′ is bounded by C, that is,∫
Y ′
|∇wi|2dx ≤ C. (2.30)
Proof. For case i = 1.
From (3.25) of [3], there exists r0 ∈ (r/4, r/3) such that∫
|x1|=r0,
−ε/2+h2(x1)<x2<ε/2+h1(x1)
|w1| dx2 ≤ C
(∫
Y ′
|∇w1|2 dx
)1/2
, (2.31)
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and by (3.26) in [3], we have∫
Y ′
|∇w1|2 dx ≤ C
(∣∣∣∣∣
∫
Ωr0
w
(1)
1 (Lλ,µu1)(1) dx
∣∣∣∣∣+
∣∣∣∣∣
∫
Ωr0
w
(2)
1 (Lλ,µu1)2 dx
∣∣∣∣∣
)
+ C
(∫
Y ′\Ωr0
|∇w1|2 dx
)1/2
. (2.32)
For the first term in the right hand side of (2.32), to use integration by parts for
(2.11), recalling (2.8) we introduce two functions
T 1111 = 4κ20
x21x
2
2
δ3(x1)
, T 1212 =
−4κ20(λ+ µ)
λ+ 2µ
x21x
2
2
δ3(x1)
, (2.33)
such that
∂x2T 1111 = R1111, ∂x2T 1212 = R1212.
Notice that ∣∣T 1111 ∣∣ ≤ C, ∣∣T 1212 ∣∣ ≤ C. (2.34)
Thus, ∣∣∣∣∣
∫
Ωr0
w
(1)
1
(
(λ+ 2µ)R1111 + (λ+ µ)R1212
)
dx
∣∣∣∣∣
=
∣∣∣∣∣
∫
Ωr0
w
(1)
1 ∂x2
(
(λ+ 2µ)T 1111 + (λ+ µ)T 1212
)
dx
∣∣∣∣∣
=
∣∣∣∣∣−
∫
Ωr0
∂x2w
(1)
1
(
(λ+ 2µ)T 1111 + (λ+ µ)T 1212
)
dx
∣∣∣∣∣
≤ C
(∫
Y ′
|∇w1|2 dx
)1/2
. (2.35)
By (2.4), we have ∫
Ωr0
∣∣∣∂x1 u˜(1)1 ∣∣∣2 dx ≤ C. (2.36)
Combining (2.31), we obtain∣∣∣∣∣
∫
Ωr0
w
(1)
1 ∂x1x1 u˜
(1)
1 dx
∣∣∣∣∣
≤
∣∣∣∣∣−
∫
Ωr0
∂x1w
(1)
1 ∂x1 u˜
(1)
1 dx
∣∣∣∣∣+
∣∣∣∣∣∣
∫
|x1|=r0,
−ε/2+h2(x1)<x2<ε/2+h1(x1)
w
(1)
1 ∂x1 u˜
(1)
1 dx2
∣∣∣∣∣∣
≤C
(∫
Y ′
|∇w1|2 dx
)1/2
. (2.37)
Thus, recalling (2.11), we have∣∣∣∣∣
∫
Ωr0
w
(1)
1 (Lλ,µu1)(1) dx
∣∣∣∣∣ ≤ C
(∫
Y ′
|∇w1|2 dx
)1/2
. (2.38)
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By using (2.4), ∫
Ωr0
∣∣∣∂x1 u˜(2)1 ∣∣∣2 dx ≤ C. (2.39)
Similar to (2.37), combining (2.31), we obtain∣∣∣∣∣
∫
Ωr0
w
(2)
1
(
∂x1x1 u˜
(2)
1
)
dx
∣∣∣∣∣ ≤ C
(∫
Y ′
|∇w1|2 dx
)1/2
. (2.40)
In view of (2.36), we have∣∣∣∣∣
∫
Ωr0
w
(1)
1
(
∂x2x1 u˜
(1)
1
)
dx
∣∣∣∣∣ =
∣∣∣∣∣−
∫
Ωr0
∂x2w
(2)
1 ∂x1 u˜
(1)
1 dx
∣∣∣∣∣
≤
(∫
Ωr0
∣∣∣∂x1 u˜(1)1 ∣∣∣2 dx
)1/2(∫
Y ′
|∇w1|2 dx
)1/2
≤C
(∫
Y ′
|∇w1|2 dx
)1/2
. (2.41)
Thus, recalling (2.13),∣∣∣∣∣
∫
Ωr0
w
(2)
1 (Lλ,µu1)(2) dx
∣∣∣∣∣ ≤ C
(∫
Y ′
|∇w1|2 dx
)1/2
. (2.42)
By (2.32), (2.38) and (2.42), we have∫
Y ′
|∇w1|2 dx ≤ C
(∫
Y ′
|∇w1|2
)1/2
. (2.43)
This implies (2.30) hold.
For case i = 2. Instead of (2.33), we can use
T 1122 = 4κ20
x21x
2
2
δ3(x1)
, T 1221 =
−4κ20(λ+ µ)
µ
x21x
2
2
δ3(x1)
, (2.44)
such that
∂x2T 1122 = R1122, ∂x2T 1221 = R1221,
to obtain (2.30), by the same way as in case i = 1. 
For |z1| ≤ r/4, s < r/4, set
Ωs(z1) := {(x1, x2) | − ε
2
+ h2(x1) < x2 <
ε
2
+ h1(x1), |x1 − z1| < s}.
Now we use iteration technique developed in [3] to estimates the scale of the local
energy of wi in a small square region Ωδ(z1).
Lemma 2.3. ∫
Ωδ(z1)
|∇wi|2 dx ≤ Cδ2(z1). (2.45)
Proof. The following iteration scheme we used is similar in spirit to that in [3]. For
0 < t < s < r/2, let η be a smooth function satisfying η(x1) = 1 if |x1 − z1| <
t, η(x1) = 0 if |x1 − z1| > s, 0 ≤ η(x1) ≤ 1 if t ≤ |x1 − z1| ≤ s, and |η′(x1)| ≤ 2s−t .
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Multiplying the equation in (2.29) by wη2 and integrating by parts leads to the
following inequality, the same as in (3.30) in [3],∫
Ωt(z1)
|∇wi|2 dx ≤ C
(s− t)2
∫
Ωs(z1)
|wi|2 dx+ (s− t)2
∫
Ωs(z1)
|Lλ,µui|2 dx.
Note that for 0 < s < 2|z1|3 , see (3.31) in [3],∫
Ωs(z1)
|wi|2 dx ≤ Cδ2(z1)
∫
Ωs(z1)
|∇wi|2 dx.
By (2.15) and (2.28), we have∫
Ωs(z1)
|Lλ,µui|2 dx ≤ Cs
δ(z1)
, 0 < s <
2|z1|
3
,
which exactly is an improvement of (3.32) and (3.35) in [3]. Denote
F (t) :=
∫
Ωt(z1)
|∇wi|2 dx.
It follows from the above that
F (t) ≤
(
C0δ(z1)
s− t
)2
F (s) + C(s− t)2 s
δ(z1)
, ∀ 0 < t < s < 2|z1|
3
, (2.46)
where C0 is also a universal constant.
Let tj = 2C0jδ(z1), j = 1, 2, . . . , then
C0δ(z1)
tj+1 − tj =
1
2
,
taking s = tj+1 and t = tj in (2.46), we have
F (tj) ≤ 1
4
F (tj+1) +
C(tj+1 − tj)2tj+1
δ(z1)
≤ 1
4
F̂ (tj+1) + C(j + 1)δ
2(z1).
After k =
[
1
4C0
√
δ(z1)
]
iterations, and using (2.30), we have
F (t1) ≤
(
1
4
)k
F (tk+1) + Cδ
2(z1)
k∑
l=1
(
1
4
)l−1
(l + 1)
≤ C
(
1
4
)k
+ Cδ2(z1)
k∑
l=1
(
1
4
)l−1
(l + 1)
≤ Cδ2(z1).
This means that ∫
Ω̂s(z1)
|∇wi|2 dx ≤ Cδ2(z1).
Then (2.45) is proved.

Proof of Proposition 1.3. By the scaling argument, W 2,p estimate bootstrap argu-
ment, and embedding theorem, it follows from (3.40) in [3] that
‖∇wi‖L∞(Ω δ
2
(z1))
≤ C
δ
(‖∇wi‖L2(Ωδ(z1)) + δ2‖Lλ,µui‖L∞(Ωδ(z1))) . (2.47)
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Using (2.45), ∫
Ωδ(z1)
|∇wi|2 dx ≤ Cδ2(z1).
By (2.15) and (2.28), we have
δ2 |Lλ,µui| ≤ δ2 C
δ(z1)
≤ Cδ(z1), in Ωδ(z1).
Thus, we deduce from (2.47) that
|∇wi(z1, x2)| ≤ Cδ(z1)
δ
≤ C, ∀ − ε
2
+ h2(z1) < x2 <
ε
2
+ h1(z1).
The proof of (1.13) is completed.. 
2.2. Proof of Theorem 2.1. Notice that the components Cijkl possess symmetry
property:
Cijkl = Cklij = Cklji, i, j, k, l = 1, 2.
For 2× 2 matrices A = (Aij), B = (Bij), denote
(CA)ij =
2∑
k,l=1
CijklAkl, and (A,B) ≡ A : B =
2∑
i,j=1
AijBij .
Clearly,
(CA,B) = (A,CB). (2.48)
Therefore, for i = 1, 2 we have
(Ce(vi), e(vi)) = (C∇vi,∇vi). (2.49)
Proof of Theorem 2.1. Recalling wi := vi−ui, and in view of (2.48) and (2.49), we
divide (Ce(vi), e(vi)) into three parts,
(Ce(vi), e(vi)) = (C∇ui,∇ui) + 2(C∇ui,∇wi) + (C∇wi,∇wi)
:= I + II + III. (2.50)
For case i = 1.
First, recalling (2.4) and Proposition 1.3, we have∣∣∣ ∫
Ω r
2
II dx
∣∣∣ ≤ C ∫
Ω r
2
|∇u1||∇w1| dx
≤ C
∫
Ω r
2
(
1
δ(x1)
+
|x1|
δ(x1)
+ 1
)
dx ≤ C, (2.51)
and ∣∣∣ ∫
Ω r
2
III dx
∣∣∣ ≤ C ∫
Ω r
2
|∇w1|2dx ≤ C. (2.52)
We further denote
I = (C∇u1,∇u1) = I11 + I12 + I21 + I22, (2.53)
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where
I11 : =
(
(λ+ 2µ)
2∑
i=1
∂xiu
(1)
1 + λ
2∑
i=1
∂xiu
(2)
1
)
∂x1u
(1)
1 ,
I12 : =
µ 2∑
i,j=1
∂xiu
(j)
1
 ∂x2u(1)1 , I21 :=
µ 2∑
i,j=1
∂xiu
(j)
1
 ∂x1u(2)1 ,
I22 : =
(
λ
2∑
i=1
∂xiu
(1)
1 + (λ+ 2µ)
2∑
i=1
∂xiu
(2)
1
)
∂x2u
(2)
1 . (2.54)
By observation, we find that among all the terms of I, except three of them,
∂x1 u¯
(1)
1 ∂x2 u¯
(1)
1 = −2κ0
x1x2
δ3(x1)
,
∣∣∣∂x2 u¯(1)1 ∣∣∣2 = 1δ2(x1) ,
∂x2 u¯
(1)
1 ∂x2 u˜
(2)
1 =
2κ0(λ+ µ)
λ+ 2µ
x1x2
δ3(x1)
, (2.55)
all the other terms can be controlled by Cδ(x1) , by using (2.4). Because∫
Ω r
2
1
δ(x1)
dx ≤ C, (2.56)
they all are good terms.
Thus, it is easy to see from (2.54) that∣∣∣∣∣
∫
Ω r
2
I21 dx
∣∣∣∣∣ ≤ C
∫
Ω r
2
∣∣∣∣∣
2∑
i=1
(
∂xi u¯
(1)
1 + ∂xi u˜
(1)
1 + ∂xi u˜
(2)
1
)
∂x1 u˜
(2)
1
∣∣∣∣∣ dx
≤ C
∫
Ω r
2
1
δ(x1)
dx ≤ C. (2.57)
On the other hand, since x1x2δ3(x1) is an odd function of x2, it follows that∫
Ω r
2
∂x1 u¯
(1)
1 ∂x2 u¯
(1)
1 dx =
∫
Ω r
2
∂x2 u¯
(1)
1 ∂x2 u˜
(2)
1 dx =
∫
Ω r
2
x1x2
δ3(x1)
dx = 0. (2.58)
So we have∫
Ω r
2
I11 dx = (λ+ 2µ)
∫
Ω r
2
∂x2 u¯
(1)
1 ∂x1 u¯
(1)
1 dx+O(1) = 0 +O(1), (2.59)
and ∫
Ω r
2
I22 dx = λ
∫
Ω r
2
∂x2 u¯
(1)
1 ∂x2 u˜
(2)
1 dx+O(1) = 0 +O(1). (2.60)
Now for I12, we write it as
I12 =µ∂x1u
(1)
1 ∂x2u
(1)
1 + µ
∣∣∣∂x2u(1)1 ∣∣∣2 + µ∂x1u(2)1 ∂x2u(1)1 + µ∂x2u(2)1 ∂x2u(1)1
:=I112 + I
2
12 + I
3
12 + I
4
12. (2.61)
By using (2.55) and (2.58), we have∫
Ω r
2
I112 dx = µ
∫
Ω r
2
∂x1 u¯
(1)
1 ∂x2 u¯
(1)
1 dx+O(1) = 0 +O(1), (2.62)
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and ∫
Ω r
2
I412 dx = µ
∫
Ω r
2
∂x2 u˜
(2)
1 ∂x2 u¯
(1)
1 dx+O(1) = 0 +O(1). (2.63)
By (2.56),∣∣∣∣∣
∫
Ω r
2
I312dx
∣∣∣∣∣ =
∣∣∣∣∣
∫
Ω r
2
µ∂x1 u˜
(2)
1 (∂x2 u¯
(1)
1 + ∂x2 u˜
(1)
1 )dx
∣∣∣∣∣ ≤ C
∫
Ω r
2
1
δ(x1)
dx ≤ C. (2.64)
Recalling that u1 = u¯1 + u˜1, we have∫
Ω r
2
I212 dx = µ
∫
Ω r
2
∣∣∣∂x2 u¯(1)1 ∣∣∣2 dx+O(1)
= µ
∫
|x1|< r2
1
δ(x1)
dx1 +O(1) =
µpi√
κ0
1√
ε
+O(1). (2.65)
This, together with (2.61)-(2.64), yields∫
Ω r
2
I12 dx =
∫
Ω r
2
(I112 + I
2
12 + I
3
12 + I
4
12) dx =
µpi√
κ0
1√
ε
+O(1). (2.66)
Thus, combining (2.57), (2.59), (2.60), we obtain∫
Ω r
2
(C∇u1,∇u1)dx =
∫
Ω r
2
I12 dx+
∫
Ω r
2
(I11 + I21 + I22) dx =
µpi√
κ0
1√
ε
+O(1).
(2.67)
Therefore, instituting (2.51), (2.52) and (2.67) into (2.50), combining (2.1), we have
E1 =
∫
Ω r
2
(C∇v1,∇v1)dx+
∫
Y ′\Ω r
2
(C∇v1,∇v1)dx
=
∫
Ω r
2
(I + II + III) dx+O(1)
=
µpi√
κ0
1√
ε
+O(1). (2.68)
For case i = 2.
The process is the same. We only point out the differences. By (2.17) and
Proposition 1.3, we have∣∣∣ ∫
Ω r
2
(II + III) dx
∣∣∣ ≤ ∫
Ω r
2
∣∣∣2(C∇u2,∇w2) + (C∇w2,∇w2) ∣∣∣dx ≤ C. (2.69)
Let
I := (C∇u2,∇u2) = I11 + I12 + I21 + I22, (2.70)
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where
I11 : =
(
(λ+ 2µ)
2∑
i=1
∂xiu
(1)
2 + λ
2∑
i=1
∂xiu
(2)
2
)
∂x1u
(1)
2 ,
I12 : =
µ 2∑
i,j=1
∂xiu
(j)
2
 ∂x2u(1)2 , I21 :=
µ 2∑
i,j=1
∂xiu
(j)
2
 ∂x1u(2)2 ,
I22 : =
(
λ
2∑
i=1
∂xiu
(1)
2 + (λ+ 2µ)
2∑
i=1
∂xiu
(2)
2
)
∂x2u
(2)
2 . (2.71)
Similarly as before, among all the terms of I, except three of them
∂x1 u¯
(2)
2 ∂x2 u¯
(2)
2 = −2κ0
x1x2
δ3(x1)
,
∣∣∣∂x2 u¯(2)2 ∣∣∣2 = 1δ2(x1) ,
∂x2 u¯
(2)
2 ∂x2 u˜
(1)
2 =
2κ0(λ+ µ)
µ
x1x2
δ3(x1)
, (2.72)
all the others can be controlled by Cδ(x1) , by using (2.17). In the view of (2.58), it
follows that∫
Ω r
2
∂x1 u¯
(2)
2 ∂x2 u¯
(2)
2 dx =
∫
Ω r
2
∂x2 u¯
(2)
2 ∂x2 u˜
(1)
2 dx =
∫
Ω r
2
x1x2
δ3(x1)
dx = 0.
Then, ∫
Ω r
2
I dx =
∫
Ω r
2
I22 dx+O(1) = (λ+ 2µ)
∫
Ω r
2
∣∣∣∂x2 u¯(2)2 ∣∣∣2 dx+O(1)
= µ
∫
Ω r
2
1
δ2(x1)
dx+O(1) =
(λ+ 2µ)pi√
κ0
1√
ε
+O(1). (2.73)
By(2.1), (2.50), (2.69) and (2.73) we have
E2 =
∫
Ω r
2
(C∇v2,∇v2)dx+
∫
Y ′\Ω r
2
(C∇v2,∇v2)dx
=
∫
Ω r
2
I dx+O(1) =
(λ+ 2µ)pi√
κ0
1√
ε
+O(1). (2.74)
The proof of Theorem 2.1 is completed. 
3. Proof of Theorem 1.4
In this section we consider the m-convex inclusion, which is the curvilinear square
with rounded-off angles, namely |x1|m + |x2|m = rm. Instead of Theorem 2.1, we
have
Theorem 3.1. The energy integral Ei has the following expansions,
E1 = 2µ pi
m sin pim
1
κ0
1
m
1
ε1−
1
m
+O(1),
and
E2 = 2(λ+ 2µ) pi
m sin pim
1
κ0
1
m
1
ε1−
1
m
+O(1),
as ε→ 0, where κ0 = 2r1−m/m.
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Figure 4. m-covex inclusions, m = 4.
Thus Theorem 1.4 is an immediate consequence.
In this case, for i = 1, the auxiliary function can be constructed in Ω r
2
, by a
modification of (1.10)
u1 =u¯1 + u˜1 =:
 x2δ(x1) + 12
0
+

m(m−1)κ0(2λ+3µ)
6(λ+2µ) x2x
m−2
1
mκ0(λ+µ)
2(λ+2µ) x
m−1
1
(( x2
δ(x1)
)2 − 1
4
)
(3.1)
and still satisfies u1 = Ψ1 on Γ+, u1 = 0 on Γ− and ∂u1∂ν0
∣∣∣
+
= 0 on x1 = ±L1. For
simplify of calculation, we still assume that
h1(x1) =
κ0
2
|x1|m and h2(x1) = −κ0
2
|x1|m,
where κ0 = 2r
1−m/m. Then
δ(x1) = ε+ κ0|x1|m.
A direct calculation gives
∂x1 u¯
(1)
1 = −mκ0
xm−11 x2
δ2(x1)
, ∂x2 u¯
(1)
1 =
1
δ(x1)
, ∂x2 u˜
(2)
1 =
mκ0(λ+ µ)
λ+ 2µ
xm−11 x2
δ2(x1)
, (3.2)
and
|∂x1 u¯(1)1 |, |∂x2 u˜(2)1 | ≤
C|x1|m−1
δ(x1)
, |∂x1 u˜(1)1 |, |∂x2 u˜(1)1 |, |∂x1 u˜(2)1 | ≤ C. (3.3)
Further,
∂x1x1 u¯
(1)
1 = −mκ0(m− 1)
xm−21 x2
δ2(x1)
+R1111, ∂x1x2 u¯(1)1 = −mκ0
xm−11
δ2(x1)
, (3.4)
∂x2x2 u˜
(1)
1 =
mκ0(m− 1)(2λ+ 3µ)
λ+ 2µ
xm−21 x2
δ2(x1)
, ∂x2x2 u˜
(2)
1 =
mκ0(λ+ µ)
λ+ 2µ
xm−11
δ2(x1)
,
(3.5)
∂x1x2 u˜
(2)
1 =
mκ0(m− 1)(λ+ µ)
λ+ 2µ
xm−21 x2
δ2(x1)
+R1212, (3.6)
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where
R1111 = 2m2κ20
x2m−21 x2
δ3(x1)
, R1212 = −
2m2κ20(λ+ µ)
λ+ 2µ
x2m−21 x2
δ3(x1)
. (3.7)
From the above, we can see that (2.11) and (2.13) still hold. Because
|R1111|, |R1212| ≤
C|x1|m−2
δ(x1)
, |∂x1x1 u˜(1)1 | ≤ C, (3.8)
|∂x1x2 u˜(1)1 |, |∂x1x1 u˜(2)1 | ≤ C|x1|m−3, (3.9)
estimate (2.15) becomes
|Lλ,µu1| ≤ C
( |x1|m−2
δ(x1)
+ 1
)
. (3.10)
For i = 2, u2 in Ω r2 is modification of (1.11)
u2 =u¯2 + u˜2 :=
 0
x2
δ(x1)
+ 12
+

mκ0(λ+µ)
2µ x
m−1
1
−λmκ0(m−1)
6µ x2x
m−2
1
(( x2
δ(x1)
)2 − 1
4
)
and still satisfies the same boundary conditions to (1.11). A direct calculation gives
∂x1 u¯
(2)
2 = −mκ0
xm−11 x2
δ2(x1)
, ∂x2 u¯
(2)
2 =
1
δ(x1)
, ∂x2 u˜
(1)
2 =
mκ0(λ+ µ)
µ
xm−11 x2
δ2(x1)
,
(3.11)
and
|∂x1 u¯(2)2 |, |∂x2 u˜(1)2 | ≤
C|x1|m−1
δ(x1)
, |∂x1 u˜(1)2 |, |∂x1 u˜(2)2 |, |∂x2 u˜(2)2 | ≤ C. (3.12)
Further,
∂x1x1 u¯
(2)
2 = −mκ0(m− 1)
xm−21 x2
δ2(x1)
+R1122, ∂x1x2 u¯(2)2 = −mκ0
xm−11
δ2(x1)
, (3.13)
∂x2x2 u˜
(1)
2 =
mκ0(λ+ µ)
µ
xm−11
δ2(x1)
, ∂x2x2 u˜
(2)
2 =
−λmκ0(m− 1)
µ
xm−21 x2
δ2(x1)
, (3.14)
∂x1x2 u˜
(1)
2 =
mκ0(m− 1)(λ+ µ)
µ
xm−21 x2
δ2(x1)
+R1221, (3.15)
where
R1122 = 2m2κ20
x2m−21 x2
δ3(x1)
, R1221 = −
2m2κ20(λ+ µ)
µ
x2m−21 x2
δ3(x1)
.
From the above, we can see that (2.24) and (2.26) still hold. Since
|R1122| , |R1221| ≤
C|x1|m−2
δ(x1)
, |∂x1x1 u˜(2)2 | ≤ C, (3.16)
|∂x1x1 u˜(1)2 |, |∂x1x2 u˜(2)2 | ≤ C|x1|m−3. (3.17)
Instead (2.28), we have
|Lλ,µu2| ≤ C
( |x1|m−2
δ(x1)
+ 1
)
. (3.18)
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Recalling wi := vi − ui, we still have Proposition 1.3 holds. Let first show Lemma
2.2 in this case.
Proof. For case i = 1.
First, instead of (2.33), we have
T 1111 := m2κ20
x2m−21 x
2
2
δ3(x1)
, T 1212 := −
m2κ20(λ+ µ)
λ+ 2µ
x2m−21 x
2
2
δ3(x1)
.
By (3.3) we still have∫
Ωr0
|∂x1 u˜(1)1 | dx ≤ C and
∫
Ωr0
|∂x1 u˜(2)1 | dx ≤ C.
So, we obtain
∫
Y ′ |∇w1|2dx ≤ C.
For case i = 2. Instead of (2.44), we have
T 1122 = m2κ20
x2m−21 x
2
2
δ3(x1)
, T 1221 = −
m2κ20(λ+ µ)
µ
x2m−21 x
2
2
δ3(x1)
to obtain
∫
Y ′ |∇w2|2dx ≤ C, by the same way as in case i = 1. 
Next, we prove that Lemma 2.3 is also true.
Proof. For i = 1, 2, by (3.10) and (3.18), we have∫
Ω̂s(z1)
|Lλ,µui|2 dx ≤
∫
Ω̂s(z1)
( |x1|m−2
δ(x1)
+ 1
)2
dx
≤ Cs |z1|
2m−4
δ(z1)
, 0 < s <
2|z1|
3
.
With step-length 2C0δ(z1), after k =
[
1
4C0(δ(z1))
m−1
m
]
iterations, as in Lemma 2.3,
using (2.30), we have∫
Ω̂s(z1)
|∇wi|2 dx ≤ Cδ2(z1)|z1|2m−4, i = 1, 2. (3.19)
Then Lemma 2.3 is proved. 
Finally, we prove that Proposition 1.3 is true in this case.
Proof. For i = 1, 2, by (3.10) and (3.18), we have
δ2 |Lλ,µui| ≤ δ2C|z1|
m−2
δ
≤ Cδ(x1)|z1|m−2, in Ωδ(z1),
combining with (3.19), we deduce from (2.47) that
|∇wi(x2, z1)| ≤ C|z1|m−2 ≤ C, ∀ − ε
2
+ h2(z1) < x2 <
ε
2
+ h1(z1).
We obtain that |∇wi| ≤ C. 
Proof of Theorem 3.1. For case i = 1.
By using (3.3) and Proposition 1.3, it follows that∣∣∣ ∫
Ω r
2
II dx
∣∣∣ = ∣∣∣ ∫
Ω r
2
2(C∇u1,∇w1)dx
∣∣∣ ≤ C ∫
Ω r
2
1
δ(x1)
dx ≤ C
and (2.52) is still true.
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Realling (2.53) and (2.54) for the definition of term I, (2.55) becomes
∂x1 u¯
(1)
1 ∂x2 u¯
(1)
1 = −mκ0
xm−11 x2
δ3(x1)
,
∣∣∣∂x2 u¯(1)1 ∣∣∣2 = 1δ2(x1) ,
∂x2 u¯
(1)
1 ∂x2 u˜
(2)
1 =
mκ0(λ+ µ)
(λ+ 2µ)
xm−11 x2
δ3(x1)
, (3.20)
expect for these three terms above, all the other terms can be controlled by Cδ(x1) ,
by using (3.3). It is known that∫
Ω r
2
1
δ(x1)
dx ≤ C. (3.21)
So, estimate (2.57) still holds. Because
xm−11 x2
δ3(x1)
is an odd function of x2, it follows
that∫
Ω r
2
∂x1 u¯
(1)
1 ∂x2 u¯
(1)
1 dx =
∫
Ω r
2
∂x2 u¯
(1)
1 ∂x2 u˜
(2)
1 dx =
∫
Ω r
2
xm−11 x2
δ3(x1)
dx = 0, (3.22)
combining (3.20), we obtain that (2.59) and (2.60) still hold.
Now divide
I12 = I
1
12 + I
2
12 + I
3
12 + I
4
12,
as (2.61) in proof of Theorem 2.1. First, by (3.20), we note that (2.62) and (2.63)
still hold. Then in view of (3.21), estimate (2.64) still holds. (2.65) becomes∫
Ω r
2
I212 = µ
∫
|x1|< r2
1
δ(x1)
dx1 +O(1) = 2µ
pi
m sin pim
1
κ0
1
m
1
ε1−
1
m
+O(1).
So, ∫
Ω r
2
I12dx = 2µ
pi
m sin pim
1
κ0
1
m
1
ε1−
1
m
+O(1).
Thus, ∫
Ω r
2
I dx = 2µ
pi
m sin pim
1
κ0
1
m
1
ε1−
1
m
+O(1).
Therefore, instead of (2.68), we obtain
E1 = 2µ pi
m sin pim
1
κ0
1
m
1
ε1−
1
m
+O(1).
For case i = 2.
By (3.12), we still have (2.69) in proof of Theorem 2.1. Recalling (2.70) and
(2.71), we now calculate
I = (C∇u2,∇u2) = I11 + I12 + I21 + I22.
In term I, except these three terms
∂x1 u¯
(2)
2 ∂x2 u¯
(2)
2 = −mκ0
xm−11 x2
δ3(x1)
,
∣∣∣∂x2 u¯(2)2 ∣∣∣2 = 1δ2(x1) ,
∂x2 u¯
(2)
2 ∂x2 u˜
(1)
2 =
mκ0(λ+ µ)
µ
xm−11 x2
δ3(x1)
,
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by (3.12) all the other terms can be controlled by Cδ(x1) . In view of (3.22), it follows
that ∫
Ω r
2
∂x1 u¯
(2)
2 ∂x2 u¯
(2)
2 dx =
∫
Ω r
2
∂x2 u¯
(2)
2 ∂x2 u˜
(1)
2 dx =
∫
Ω r
2
xm−11 x2
δ3(x1)
dx = 0.
Then (2.73) becomes∫
Ω r
2
I dx =
∫
Ω r
2
I22 dx+O(1) =
2(λ+ 2µ)pi
m sin pim
1
κ0
1
m
1
ε1−
1
m
+O(1).
Thus, (2.74) becomes
E2 =
∫
Ω r
2
I dx+O(1) =
2(λ+ 2µ)pi
m sin pim
1
κ0
1
m
1
ε1−
1
m
+O(1).
The proof of Theorem 3.1 is completed. 
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