A vertex in a graph is simplicial if its neighborhood forms a clique. We consider three generalizations of the concept of simplicial vertices: avoidable vertices (also known as OCF -vertices), simplicial paths, and their common generalization avoidable paths, introduced here. We present a general conjecture on the existence of avoidable paths. If true, the conjecture would imply a result due to Ohtsuki, Cheung, and Fujisawa from 1976 on the existence of avoidable vertices, and a result due to Chvátal, Sritharan, and Rusu from 2002 the existence of simplicial paths. In turn, both of these results generalize Dirac's classical result on the existence of simplicial vertices in chordal graphs.
Introduction
A graph G is chordal if every cycle in G of length at least four has a chord. Chordal graphs are well-known to possess many good structural and algorithmic properties [10, 18, 22, 23] . The main goal of this paper is to study certain concepts related to chordal graphs in the framework of more general graph classes. The starting point for our research is a result due to Dirac [18] stating that every minimal cutset in a chordal graph is a clique, which implies that every chordal graph has a simplicial vertex, that is, a vertex whose neighborhood is a clique [22] . Denoting by P k the k-vertex path, this result can be formulated as follows. Theorem 1.1. Every chordal graph has a vertex v such that v is not the midpoint of any induced P 3 .
This theorem was generalized in the literature in various ways, see, e.g., [16, 32, 34, 37, 46] . Two particular ways of generalizing Theorem 1.1 include:
(i) proving a property of general graphs that, when specialized to chordal graphs, results in the existence of a simplicial vertex, and
(ii) generalizing the 'simpliciality' property from vertices, which are paths of length 0, to longer induced paths, and proving the existence of such paths for graphs excluding suitably longer cycles.
Let us explain in more detail the corresponding results.
First generalization -from chordal graphs to all graphs
A generalization of the first kind is given by the following theorem, which follows from [ Theorem 1.2. Every graph G has a vertex v such that every induced P 3 having v as its midpoint is contained in an induced cycle in G.
The above property of vertices will be one of the central concepts for this paper and we formalize it as follows. Definition 1.3. A vertex v in a graph G is said to be avoidable if between any pair x and y of neighbors of v there exists an x, y-path, all the internal vertices of which avoid v and all neighbors of v. Equivalently, a vertex v is avoidable if every induced P 3 with midpoint v closes to an induced cycle. This terminology is motivated by considering a setting where G represents a symmetric acquaintance relation on a group of people. In this setting, the property of person (equivalently, vertex) a being avoidable can be interpreted as follows: whenever two acquaintances of a need to share some information that they would not like to share with a, they can do so by passing the information along a path completely avoiding both a and all her other acquaintances. Thus, a is in a sense avoidable, as information can be passed around in her immediate proximity without her knowledge.
Note that every simplicial vertex in a graph is avoidable. If we analyze avoidable vertices in graph classes, rather than in general graphs, we see that this definition is a generalization of many well known concepts. For example, in a tree a vertex is avoidable if and only if it is a leaf, while in a chordal graph a vertex is avoidable if and only if it is simplicial. With this terminology, Theorem 1.2 can be equivalently stated as follows.
Theorem 1.4. Every graph has an avoidable vertex.
The notion of avoidable vertices has appeared in the literature (with different terminology) in a variety of settings. To our knowledge, the earliest appearance was in the paper from 1976 by Ohtsuki et al. [37] , where avoidable vertices were characterized as exactly the vertices from which a minimal elimination ordering can start. Here, a minimal elimination ordering of a graph G = (V, E) is a procedure of eliminating vertices one at a time so that before each vertex is removed, its neighborhood is turned into a clique, and the resulting set F of edges added throughout the procedure is an inclusion-minimal set of non-edges of G such that (V, E ∪ F ) is a chordal graph (in other words, (V, E ∪ F ) is a minimal triangulation of G). Given a graph G, an avoidable vertex in G can be found in linear time using graph search algorithms such as Lexicographic Breadth First Search (LBFS) [42] (see also [26] ) or Maximum Cardinality Search (MCS) [7] . The presentation closest to our setting is the one used by Ohtsuki et al. [37] . In fact, Berry et al. [7, 8] named avoidable vertices OCF-vertices, after the initials of the three authors of [37] .
Second generalization -from vertices to longer paths
In order to generalize the notion of simplicial vertices to longer paths, the next definition, partially following Chvátal et al. [16] , will be useful. Definition 1.5. Given an induced path P in a graph G, an extension of P is any induced path in G obtained by adding to P one edge at each end. An induced path is said to be simplicial if it has no extension.
In this terminology, Theorem 1.1 can be stated as follows: every graph without induced cycles of length more than 3 has a simplicial induced P 1 . Chvátal et al. [16] generalized this result as follows. Theorem 1.6 (Chvátal et al. [16] ). For each k ≥ 1, every {C k+3 , C k+4 , . . .}-free graph that contains an induced P k also contains a simplicial induced P k .
A common generalization?
Theorems 1.4 and 1.6 suggest that a further common generalization might be possible, based on the following generalization of Definition 1.3 (definition of avoidable vertices) to longer paths. Definition 1.7. An induced path P in a graph G is said to be avoidable if every extension of P is contained in an induced cycle.
Thus, in particular, a vertex v in a graph G is avoidable if and only if the corresponding one-vertex path is avoidable. Moreover, every simplicial induced path is (vacuously) avoidable.
We conjecture that the following common generalization of Theorems 1.4 and 1.6 holds.
Conjecture 1. For every k ≥ 1, every graph that contains an induced P k also contains an avoidable induced P k . Theorem 1.4 implies the conjecture for k = 1, while Theorem 1.6 implies it for every positive integer k, provided we restrict ourselves to the class of graphs without induced cycles of length more than k + 2. Indeed, if G is a {C k+3 , C k+4 , . . .}-free graph that contains an induced P k , then by Theorem 1.6 graph G contains a simplicial induced P k , and every simplicial induced path is avoidable.
Our results
The results of this paper can be summarized as follows.
1. Characterization, existence, and computation of avoidable vertices. Following the work of Ohtsuki et al. [37] , we revisit the connection between avoidable vertices and minimal triangulations of graphs by characterizing avoidable vertices in a graph G as exactly the simplicial vertices in some minimal triangulation of G (Theorem 3.1). Using properties of LBFS that follow from works of Berry and Bordat [6] and Aboulker et al. [1] , we show that every graph with at least two vertices contains a diametral pair of avoidable vertices, i.e., a pair of avoidable vertices with largest distance from one another (Theorem 4.4). The same approach shows that a pair of distinct avoidable vertices (though not necessarily a diametral pair) in a given graph G with at least two vertices can be computed in linear time (Theorem 4.5).
2. New polynomially solvable cases of the maximum weight clique problem. A graph is 1-perfectly orientable if its edges can be oriented so that the out-neighborhood of every vertex induces a tournament, and hole-cyclically orientable if its edges can be oriented so that each induced cycle of length at least four is oriented cyclically. We use the concept of avoidable vertices to show that on hole-cyclically orientable graphs, LBFS computes a bisimplicial elimination ordering, which is simultaneously a circular-arc elimination ordering. This leads to an algorithm that computes a maximum weight clique of a given vertex-weighted hole-cyclically orientable graph
). This result generalizes the well-known fact of polynomial-time solvability of the maximum weight clique problem for the classes of chordal graphs and circular-arc graphs, and gives a polynomial-time algorithm for the maximum clique problem in the class of 1-perfectly orientable graphs (for which the complexity of the independent set and k-coloring problems are still open).
3. Existence of avoidable edges. We show that for every graph G and every non-universal vertex v ∈ V (G) there exists an avoidable vertex in the non-neighborhood of v (Theorem 3.3). While this result clearly follows from Theorem 4.4, we give a direct proof that is not based on any graph search (like LBFS). We then adapt this approach to prove the existence of two avoidable edges in any graph with at least two edges (Theorem 6.4). This settles in the affirmative the case k = 2 of Conjecture 1 and generalizes the case k = 2 of Theorem 1.6.
4. Implications for vertex-and edge-transitive graphs. We derive some consequences of the above existence results for avoidable vertices and edges for highly symmetric graphs. More specifically, we show that in a vertex-transitive graph every induced two-edge path closes to an induced cycle (Corollary 7.1), while in an edge-transitive graph every 3-edge path closes to a cycle (Corollary 7.2) and every induced 3-edge path closes to an induced cycle (Corollary 7.3). Although these structural results are straightforward consequences of the results on avoidable vertices and edges, we are not aware of any statement of these results in the literature. For all the three statements we give examples showing that analogous statements fail for longer paths.
Structure of the paper
In Section 2, we summarize the definitions of some of the most frequently used notions in the paper. In Section 3, we discuss structural aspects of avoidable vertices in graphs, including a characterization of avoidable vertices as simplicial vertices in some minimal triangulation of the graph and a new proof of the existence result. Section 4 is devoted to algorithmic issues regarding the problem of efficient computation of avoidable vertices in a given graph. In Section 5, we present an algorithmic application of this concept to the maximum weight clique problem, by identifying a rather general class of graphs in which every avoidable vertex is bisimplicial, which leads to a polynomial-time algorithm for the maximum weight clique problem in this class of graphs. Implications of this approach for digraphs are also discussed. In Section 6, we settle in the affirmative the case k = 2 of Theorem 1.4. Some consequences of the above existence results for avoidable vertices and edges of highly symmetric graphs are summarized in Section 7. We conclude the paper in Section 8 with some open problems.
Preliminaries
All graphs considered in this paper will be finite and with non-empty vertex set, but may be either undirected or directed. We will refer to an undirected graph simply as a graph and denote it as G = (V, E) where V is the vertex set and E the edge set. For a graph G = (V, E), we also write V (G) for V and E(G) for E. A directed graph will be called a digraph and denoted as D = (V, A) where V is again the set of vertices and A the set of arcs. Graphs and digraphs in this paper will always be simple, that is, without loops or multiple edges (but pairs of oppositely oriented arcs in digraphs are allowed). Unless stated otherwise we use standard graph and digraph terminology and notation. In particular, an edge in a graph connecting two vertices u and v will be denoted as {u, v} or uv. An arc in a digraph pointing from u to v will be denoted as (u, v) or uv. The set of all vertices adjacent to a vertex v in G, i.e., its neighborhood, is denoted by N G (v) (or simply N (v) if the graph is clear from the context). The cardinality of
, is the set of all vertices w such that (v, w) ∈ A. An orientation of a graph G = (V, E) is a digraph obtained by assigning to each edge of G a direction. A tournament is an orientation of the complete graph.
A clique (resp., independent set) in a graph G is a set of pairwise adjacent (resp., non-adjacent) vertices of G. A cutset in a graph G = (V, E) is a set S such that G − S is disconnected. A cutset is minimal if it does not contain any other cutset. The complement of a graph G is the graph G with the same vertex set as G, in which two distinct vertices are adjacent if and only if they are not adjacent in G. The line graph L(G) of G is the graph which has vertex set E(G) and two vertices e and f of L(G) are adjacent if they have a vertex in common in G. By P n , C n , and K n we denote the path, cycle, and the complete graph with n vertices, respectively. By 2K 2 we denote the graph consisting of two disjoint copies of K 2 . A graph is bipartite if its vertex set can be partitioned into two independent sets, which are then said to form a bipartition of the graph. By K m,n we denote the complete bipartite graph with m vertices in one part of the bipartition and n in the other one.
Given a graph G and a set S of its vertices, we denote by G[S] the subgraph of G induced by S, that is, the graph with vertex set S and edge set {uv ∈ E(G) | u, v ∈ S}. By G − S we denote the subgraph of G induced by V (G) \ S, and when S = {v} we also write G − v. Given an edge set F ⊆ E(G), we denote by G − F the graph (V (G), E(G) \ F ); when F = {f }, we also write G − f . Given a family of graphs F, we say that a graph is F-free if no induced subgraph of G is isomorphic to a graph in F.
A walk of length k in a graph G is a sequence of vertices (v 1 , . . . , v k+1 ) such that v i v i+1 ∈ E for all i ∈ {1, . . . , k}. If a walk has the additional property that all vertices v i for i ∈ {1, . . . k} are pairwise distinct, we call it a path (in G). We will sometimes denote a path (v 1 , . . . , v k ) as v 1 − . . . − v k . We say that a path P avoids a vertex v if the intersection of N [v] and V (P ) is empty, and we say that v intercepts P otherwise. A walk (v 1 , . . . , v k ) in G such that all vertices v i for i ∈ {1, . . . k} are pairwise distinct, except that v 1 = v k , is called a cycle (in G). A chord of a path (cycle) in a graph G is an edge e of G between two vertices on the path (cycle) such that e itself does not belong to this path (cycle). A path or a cycle in G is said to be chordless if it does not have any chords. We say that a path (resp., induced path) (v 1 , . . . , v k ) in a graph G closes to a cycle (resp., induced cycle) if there is a cycle (resp., induced cycle) in G of the form (v 1 , . . . , v k , u 1 , . . . , u p ). Given a path P in a graph G and vertices x, y ∈ V (P ), we denote by x − P − y the subpath of P from x to y. Concatenations of such paths into longer paths or cycles will be denoted similarly, by x − P − y − Q − z, etc.
The distance between two vertices s and t is the length of a shortest path between these two vertices and will be denoted by dist G (s, t). A vertex x with largest distance from s is called eccentric to s and its distance to s is the eccentricity ecc G (s) of s. The diameter of G, denoted diam(G), is the largest such value among all vertices.
A permutation σ = (v 1 , . . . , v n ) of the vertices of G will be called a vertex ordering. For a vertex ordering σ = (v 1 , . . . , v n ) we write v i ≺ σ v j if i < j. Following Heggernes [30] , a graph
if H is chordal and we say that it is a minimal triangulation if for every proper subset F ′ of F the graph (V, E ∪F ′ ) is not chordal. An elimination ordering σ of the vertices of G is a vertex ordering given as input of the Elimination Procedure, as defined in Algorithm 1, to compute greedily a triangulation of
σ is a minimal triangulation we call σ a minimal elimination ordering. If G + σ is equal to G, then σ is a perfect elimination ordering and G is chordal by definition. The deficiency of a vertex v is defined as the set
Obtain G i by adding the edges in F i to G i−1 and removing v i ;
A graph is cobipartite if its complement is bipartite and circular arc if it is the intersection graph of arcs on a circle. For further terms related to graphs and graph classes, we refer the reader to [13, 23, 46, 49] .
Characterization and Existence of Avoidable Vertices
The proof of Theorem 3 in the paper [37] by Ohtsuki, Cheung, and Fujisawa (which itself relied on earlier works of Rose [39, 40, 41] ) leads to the characterization of avoidable vertices given by the following theorem. Since we are not aware of any explicit statement of this result in the literature, we state it here and give a short self-contained proof that does not rely on the concept of minimal elimination orderings. Proof. First we show that the condition is sufficient. Let G ′ = (V, E ∪ F ) be a minimal triangulation of G and let v ∈ V be a simplicial vertex in G ′ . Suppose for a contradiction that v is not avoidable in G. Then, v contains two neighbors, say x and y, such that x and y belong to different connected components of the graph G − S, where S = N G [v] \ {x, y}. Since v is simplicial in G ′ , set S is a clique in G ′ . Let F * be the set of all pairs {u, w} ∈ F such that u and w are in different connected components of the graph G − S and let G * be the graph (V, E ∪ (F \ F * )). As S is a clique in G * , no induced cycle of G * contains vertices from two different components of G * −S. It follows that every induced cycle in G * is also an induced cycle in G ′ , and the fact that G ′ is chordal implies that G * is chordal. However, since the set F * is not empty (note that it contains {x, y}), the fact that G * is chordal contradicts the assumption that G ′ = (V, E ∪ F ) is a minimal triangulation of G. This shows that v is avoidable in G.
It remains to show that the condition is also necessary. Let v ∈ V be an avoidable vertex in G and let G * be the graph obtained from G by adding edges so that the set V \ {v} becomes a clique. Since G * is a chordal graph having G as a spanning subgraph, there exists a minimal triangulation
, it suffices to show that any two distinct vertices in N G (v) are adjacent in G ′ . Consider two distinct vertices x, y in N G (v) and suppose for a contradiction that they are not adjacent in G ′ . Then they are also not adjacent in G.
Since v is avoidable in G, vertices x and y are in the same component of the graph
\ {x, y}, which implies that x and y are in the same component of the graph G ′ − S. But now, any shortest x, y-path P in G ′ − S can be combined with edges yv and vx into an induced cycle of length at least four in the graph G ′ , contradicting the fact that G ′ is chordal. Remark 1. Sets of vertices of a graph G that are maximal cliques in some minimal triangulation of G were studied in the literature under the name potential maximal cliques. This concept was introduced by Bouchitté and Todinca in [11] and has already found many applications in algorithmic graph theory (see, e.g., [12, 20, 21] ). In this terminology, Theorem 3.1 states that given a vertex v ∈ V (G), its closed neighborhood N G [v] is a potential maximal clique in G if and only if v is avoidable.
Since every graph has a minimal triangulation, Theorems 1.1 and 3.1 imply Theorem 1.4. An application of Theorem 1.4 to vertex-transitive graphs will be given in Section 7.
We now discuss the consequence of Theorem 1.4 when the theorem is applied to the line graph of a given graph. An edge e in a graph G is said to be pseudo-avoidable if the corresponding vertex in the line graph L(G) is avoidable. It is not difficult to see that an edge e in a graph G is pseudo-avoidable if and only if any (not necessarily induced) 3-edge path having e as the middle edge closes to a (not necessarily induced) cycle in G. Note that the concepts of avoidable edges (considered as induced P 2 s, in the sense of Definition 1.7) and of pseudo-avoidable edges are incomparable, see Fig. 1 . Assuming notation from Fig. 1 , one can see that e is not an avoidable edge in G. However, it is pseudo-avoidable, as e is an avoidable vertex in L(G). On the other hand, f is avoidable (even simplicial) in G. However, it is not pseudo-avoidable.
Applying Theorem 1.4 to the line graph of the given graph yields the following.
Corollary 3.2. Every graph with an edge has a pseudo-avoidable edge.
An application of Corollary 3.2 to edge-transitive graphs will be given in Section 7. Recall that Theorem 1.4 coincides with the statement of Conjecture 1 for the case k = 1. We now reprove this statement in a slightly stronger form, using an approach that we will adapt in Section 6 for the proof of the case k = 2 of the conjecture. A vertex in a graph is said to be universal if it is adjacent to every other vertex, and non-universal otherwise. 
Proof. Suppose that the theorem is false and take a counterexample G with the smallest possible number of vertices and, subject to that, with the largest possible number of edges. The minimality of |V (G)| implies that G is connected. Since G is a counterexample, it has a non-universal vertex v ∈ V (G) such that no vertex not adjacent to v is avoidable.
Let 
, and, hence, v is a vertex of G − (S ∪ {b}). Let C be the component of G − (S ∪ {b}) containing v. It follows from the minimality of S that every vertex in S has a neighbor in C.
Suppose first that b is not universal in G − C. The minimality of |V (G)| implies that G − C is not a counterexample to the theorem. Therefore, there exists an avoidable vertex a in the graph G − C that is neither equal nor adjacent to b. Since a is a vertex of G − (S ∪ {b}) not contained in C, it is not adjacent to v. We claim that a is also avoidable in G, which will contradict the assumption that no vertex not adjacent to v in G is avoidable. Let P be an induced P 3 in G with midpoint a. Since a belongs to a component of G − (S ∪ {b}) different from C, no vertex of C is adjacent to a. Therefore, P is an induced P 3 in the graph G − C. Since a is avoidable in G − C, there exists an induced cycle in G − C containing P . Since G − C is an induced subgraph of G, we conclude that there exists an induced cycle in G containing P . Since P was arbitrary, it follows that a is avoidable in G; a contradiction.
Therefore, we may assume that b is universal in G − C. Let G ′ be the graph obtained from G − C by adding a new vertex d and making d adjacent to every vertex in S ∪ {b}. Note that if C = {v}, then G ′ has strictly fewer vertices than G. If, on the other hand, C = {v}, then G ′ has the same number of vertices as G but strictly more edges, since N G (C) ⊆ S, while N G ′ (d) = S ∪ {b}. Denoting by C ′ any component of G − (S ∪ {b}) other than C, we see that every vertex of C ′ is not adjacent to d in G ′ . Hence, d is not universal in G ′ and the choice of G implies that G ′ has an avoidable vertex a that is not d and not adjacent to d. This shows that a ∈ V (G) \ (C ∪ S ∪ {b}).
We claim that a is avoidable in G. Suppose that x, y ∈ N G (v) are not adjacent. We need to show that the path x − a − y closes to an induced cycle. We have x, y ∈ N G ′ (a) \ {b}. Since a is avoidable in G ′ , there exists an induced path P from x to y in G ′ such that a has no neighbors in V (P ) \ {x, y}. If d ∈ V (P ), then a − x − P − y − a is the required cycle in G. Therefore, we may assume that d ∈ V (P ). Observe that d = x, y. Let p and q be the two neighbors of d in V (P ). Then p, q ∈ V (G). Since b is universal in G ′ and b = a, it follows that b ∈ V (P ). Since p and q are adjacent to d and b ∈ V (P ), it follows that p, q ∈ S. Moreover, notice that V (P ) \ {p, q} is disjoint from S ∪ {b}. By the minimality of S and, since C is connected, there is an induced path Q in G from p to q such that V (Q) \ {p, q} ⊆ C. However, in this case a − x − P − p − Q − q − P − y − a is the required cycle in G. This shows that a is an avoidable vertex in G not adjacent to v. This contradicts the assumption on v and completes the proof of the theorem.
Computing Avoidable Vertices
Knowing that every graph has an avoidable vertex, the next question is how to compute one efficiently. The obvious polynomial-time method would be to decide for each vertex v of the graph G whether it is avoidable. For this we have to check for each pair of nonadjacent neighbors x and y of v, whether they are in the same connected component of (G − N [v]) ∪ {x, y}. If we use a breadth first search or depth first search to compute the connected components, this gives a running time of
The same method can be used to compute the set of all avoidable vertices. However, if we are only interested in computing one or two avoidable vertices, we show next that this can be done in linear time.
We have already seen that in chordal graphs the avoidable vertices are exactly the same as the simplicial vertices. Therefore, any graph search algorithm that can compute simplicial vertices in a chordal graph is a good candidate for computing avoidable vertices.
In 1976, Rose et al. [42] defined a linear-time algorithm (Lex-P), which computes a perfect elimination ordering if there is one, and is thus a recognition algorithm for chordal graphs. This algorithm, since named Lexicographic Breadth First Search (LBFS), exhibits many interesting structural properties and has been used as an ingredient in many other recognition and optimization algorithms on graphs. Any vertex ordering of G that can be produced by LBFS is called an LBFS ordering (of G).
Input: A connected n-vertex graph G = (V, E) and a distinguished vertex s ∈ V . Output: A vertex ordering σ. label(s) ← {n + 1}; foreach vertex v ∈ V \ {s} do assign to v the empty label; for i ← 1 to n do pick an unnumbered vertex v with lexicographically largest label;
Algorithm 2: Lexicographic Breadth First Search
The pseudocode of Lexicographic Breadth First Search given above is presented for connected graphs. However, the method can be generalized to work for arbitrary graphs by executing the search component after component (in an arbitrary order) and concatenating the resulting vertex orderings.
In this context, we will be mainly interested in the properties of the vertices of a given graph G visited last by some execution of LBFS, also called end vertices. The essential claim of the following lemma can be found in many papers, for example in [6] .
Lemma 4.1 (Aboulker et al. [1] ). Let G = (V, E) be a graph and let σ = (v 1 , . . . , v n ) be an LBFS ordering of G. Then for all triples of vertices a, b, c ∈ V such that a ≺ σ b ≺ σ c and ac ∈ E, there exists a path from a to b whose internal vertices are disjoint from N [v n ].
Corollary 4.2. Let G = (V, E) be a graph and let σ = (v 1 , . . . , v n ) be an LBFS ordering of G. Then v n is avoidable in G. In fact, for any i ∈ {1, . . . , n} the vertex v i is avoidable in
Note Since LBFS can be implemented to run in linear time (see, e.g., [23] ), employing the same approach as in the proof of Theorem 4.4, except that vertex s is chosen arbitrarily, we obtain the announced consequence for the computation of avoidable vertices. Theorem 4.5. Given a graph G with at least two vertices, two distinct avoidable vertices in G can be computed in linear time.
It is important to note that while every LBFS end vertex is avoidable, the converse is not necessarily true. In the graph depicted in Figure 2(a) , vertex a is avoidable, as it is not contained in any P 3 . On the other hand, a cannot be the end vertex of an LBFS, as it is not of farthest distance from any of the other vertices.
We can therefore not use LBFS to find all avoidable vertices of a given graph. In fact, while it is possible to check whether a vertex is avoidable in polynomial time (as explained above), it is NP-complete to decide whether an arbitrary vertex of a given graph can be the end vertex of an LBFS [17] . This holds true even for restricted graph classes such as bipartite graphs [25] and weakly chordal graphs [17] .
Berry et al. [7] give another possibility to compute avoidable vertices in linear time using maximum cardinality search (MCS) as defined in Algorithm 3. They show that, analogously a (a)
Figure 2: Two graphs having avoidable vertices that cannot be the end vertices of an LBFS, resp. an MCS.
to LBFS, the last vertex visited by an MCS is always avoidable (or in their notation an OCF-vertex).
Input: Connected graph G = (V,
Algorithm 3: Maximum Cardinality Search It is easy to see that in the graph given in Figure 2 (a) the set of avoidable vertices is equal to the set of MCS end vertices. However, this is not always the case. In the graph depicted in Figure 2 (b), every vertex is avoidable, but neither x 1 nor x 2 can be the end vertex of an MCS. Furthermore, just as in the case of LBFS, deciding whether a vertex is an end vertex of MCS is NP-complete [5] .
Further analysis on graph searches and avoidable vertices can be found in [8] .
Implications for the Maximum Weight Clique Problem
In this section, we present an application of the concept of avoidable vertices to the maximum weight clique problem: given a graph G = (V, E) with a vertex weight function w : V → R + , find a clique in G of maximum total weight, where the weight of a set S ⊆ V is defined as w(S) := x∈S w(x). We will show that this problem, which is generally NP-hard, is solvable in polynomial time in the class of 1-perfectly orientable graphs, and even more generally in the class of hole-cyclically orientable graphs. The importance of these two graph classes, the definitions of which will be given shortly, is due to the fact that they form a common generalization of two well studied graph classes, the chordal graphs and the circular-arc graphs.
The link between avoidable vertices and the classes of 1-perfectly orientable or hole-cyclically orientable graphs will be given by considering particular orientations of the input graph. Many important graph classes, like chordal graphs, comparability graphs, or proper circular-arc graphs (see, e.g., [45] ), can be defined with the existence of a particular kind of orientation on the edges. One such class is the class of cyclically orientable graphs, first introduced by Barot et al. [4] . This is the class of graphs that admit an orientation such that every chordless cycle is oriented cyclically. If we allow triangles to be oriented arbitrarily, while all other chordless cycles must be oriented cyclically, we obtain the class of hole-cyclically orientable graphs. More formally, we say that a hole in a graph is a chordless cycle of length at least four, that an orientation D of a graph G is hole-cyclic if all holes of G are oriented cyclically in D, and that a graph is hole-cyclically orientable if it admits a hole-cyclic orientation.
While the class of hole-cyclically orientable graphs does not seem to have been studied in the literature, it generalizes the previously studied class of 1-perfectly orientable graphs, defined as follows. We say that an orientation of a graph is an out-tournament, or 1-perfect [33] , if the out-neighborhood of every vertex induces a tournament. Similarly, we call a digraph an in-tournament [3] , or fraternal [47] , if the in-neighborhood of every vertex induces a tournament. A graph is said to be 1-perfectly orientable if it admits a 1-perfect orientation. Using a simple arc reversal argument, it is easy to see that the existence of a 1-perfect orientation implies a fraternal orientation and vice versa.
The class of 1-perfectly orientable graphs forms a common generalization of the classes of chordal graphs and of circular-arc graphs [45, 47] . While 1-perfectly orientable graphs can be recognized in polynomial time via a reduction to a 2-SAT [3] , their structure is not understood (except for some special cases, see [3, 14, 27, 28] ) and the complexity of many classical optimization problems such as maximum clique, maximum independent set, or k-coloring for fixed k ≥ 3 is still open for this class of graphs.
In this section, we show that the maximum weight clique problem is solvable in polynomial time in the class of 1-perfectly orientable graphs. Moreover, we do this even in the more general setting of hole-cyclically orientable graphs. The fact that every 1-perfectly orientable graph is hole-cyclically orientable is a consequence of the following simple lemma (see, e.g., [27] ).
Lemma 5.1. Every 1-perfect orientation of a graph G is hole-cyclic.
On the other hand, not every hole-cyclically orientable graph is 1-perfectly orientable, as can be seen from Our algorithm for the maximum weight clique problem in the class of hole-cyclically orientable graphs will be based on the fact that the classes of 1-perfectly orientable and hole-cyclically orientable graphs coincide within the class of cobipartite graphs, where they also coincide with circular-arc graphs. The equivalence between properties 1, 3 and 4 in the lemma below was already observed in [27] . Due to Lemma 5.1, the list can be trivially extended with the hole-cyclically orientable property.
Lemma 5.2. For every cobipartite graph G, the following properties are equivalent:
2. G is hole-cyclically orientable.
3. G has an orientation in which every induced 4-cycle is oriented cyclically.
G is a circular-arc graph.
Another important notion for the algorithm is that of bisimplicial elimination orderings. A vertex v in a graph G is bisimplicial if its neighborhood is the union of two cliques in G (or, equivalently, if the graph G[N (v)] is cobipartite). Let G = (V, E) be a graph and let σ = (v 1 , . . . , v n ) be a vertex ordering of G. We say that σ is a bisimplicial elimination ordering of G if v i is bisimplicial in the graph G[{v 1 , . . . , v i }] for every i ∈ {1, . . . , n}. The algorithm can be summarized as follows.
Input: A graph G = (V, E), a weight function w : V → R + , and a bisimplicial elimination ordering σ = (v 1 , . . . , v n ) Output: A maximum weight clique C * of G C * := ∅;
Algorithm 4: Solving the maximum weight clique problem in graphs with a bisimplicial elimination ordering
The degree of the polynomial involved in the running time of the algorithm given in [50] was not estimated; it was based on polynomial-time solvability of the maximum weight clique problem in the class of perfect graphs. However, the algorithm can be implemented to run in time O(|V (G)| 4 ), as follows. Suppose first that the input graph G is equipped with a bisimplicial elimination ordering (v 1 , . . . , v n ). Letting G i = G[{v 1 , . . . , v i }] for every i ∈ {1, . . . , n}, at each step of the algorithm, the maximum weight of a clique in G i is computed by comparing the (recursively computed) maximum weight of a clique in G i−1 with the maximum weight a clique containing the current vertex v i . This latter value is computed by solving the maximum weight clique problem in the graph
, which is a cobipartite graph. The maximum weight clique problem in a cobipartite graph G is equivalent to the maximum weight independent set problem in its complement G, which is bipartite. The maximum weight independent set problem in a bipartite graph with n ′ vertices and m ′ edges can by reduced to solving an instance of the maximum flow problem [31] and can thus be solved in time O(n ′ (n ′ + m ′ )), see, e.g., [38] . It follows that the maximum weight clique problem is solvable in time O(n 3 ) in an n-vertex cobipartite graph. Consequently, the maximum weight clique problem is solvable in time O(n 4 ) in the class of n-vertex graphs equipped with a bisimplicial elimination ordering. If a bisimplicial elimination ordering of the input graph is not known, at each step of the algorithm a bisimplicial vertex v i is first computed in G i . Testing if a vertex v in G i is bisimplicial can be done in time
can be found, and a bisimplicial elimination ordering of G can be computed in time O(n 4 ).
As shown by Addario-Berry et al. [2] , every graph without even induced cycles has a bisimplicial vertex. We show next that this property also holds for hole-cyclically orientable graphs. This fact, instrumental to the polynomial-time solvability of the maximum weight clique problem in this class of graphs, is based on a simple argument involving avoidable vertices.
Lemma 5.4. Every avoidable vertex in a hole-cyclically orientable graph is bisimplicial.
Proof. Let G = (V, E) be a hole-cyclically orientable graph, let D be a hole-cyclic orientation of G, and let a ∈ V be an avoidable vertex in G. Suppose that v, w ∈ N + D (a) and v and w are not adjacent in G. As a is avoidable, the path v − a − w can be closed to an induced cycle C in G. Since D is a hole-cyclic orientation of G and C is a hole in G, we infer that C is oriented cyclically in D. This is a contradiction to the fact that v, w ∈ N + (a). Proof. By Lemma 5.4 and Corollary 4.2, every LBFS ordering of a hole-cyclically orientable graph is a bisimplicial elimination ordering. Given any graph G, an LBFS ordering of G can be computed in linear time (see, e.g., [23] ). Theorems 5.3 and 5.5 imply that the maximum weight clique problem is solvable in time O(|V (G)| 4 ) in the class of hole-cyclically orientable graphs. We can improve the running time further using the structure of cobipartite graphs in this class given by Lemma 5.2. A circular-arc elimination ordering of a graph G is an ordering (v 1 , . . . , v n ) of the vertices of G such that for every i ∈ {1, . . . , n}, the subgraph of G induced by {v j | 1 ≤ j ≤ i, v j ∈ N G (v i )} is a circular-arc graph. By Lemma 5.2, every cobipartite hole-cyclically orientable graph is a circular-arc graph. Thus, any bisimplicial elimination ordering of a hole-cyclically orientable graph G is also a circular-arc elimination ordering of G. Theorem 5.6. The maximum weight clique problem is solvable in time O(n(n log n + m log log n)) in the class of hole-cyclically orientable graphs with n vertices and m edges.
Proof. A bisimplicial elimination ordering of a given hole-cyclically orientable graph can be computed in linear time by Theorem 5.5. Thus, we can apply Algorithm 4.
Due to Lemma 5.2, any cobipartite hole-cyclically orientable graph is a circular-arc graph. Solving the maximum weight clique problem in a given circular-arc graph G equipped with a given circular-arc model can be done in time O(n log n+m log log n) [9, 44] . A circular-arc model of a given circular-arc graph G can be found in time O(n + m) [35] . Using these algorithms as subroutines in Algorithm 4 we obtain the stated running time.
Since every 1-perfectly orientable graph is hole-cyclically orientable, Theorem 5.6 has the following consequence.
Corollary 5.7. The maximum weight clique problem is solvable in time O(n(n log n + m log log n)) in the class of 1-perfectly orientable graphs with n vertices and m edges.
In the unweighted case, the same approach as that used in the proof of Theorem 5.6 results in O(n(n log n + m)) algorithm for the maximum clique problem in the class of hole-cyclically orientable graphs with n vertices and m edges.
A small digression to digraphs
We conclude this section by showing that the existence of avoidable vertices of graphs along with the approach used in the proof of Lemma 5.4 can be applied not only to orientations of simple graphs but also to digraphs in which pairs of oppositely oriented edges are allowed. This leads to results that can be interpreted in the context of information passing in communication networks.
A simple digraph D = (V, E) is semi-complete if for every two distinct vertices u, v ∈ V we have (u, v) ∈ E or (v, u) ∈ E, and out-semi-complete (resp., in-semi-complete) if for every vertex v ∈ V , the subdigraph of D induced by its out-neighborhood N + D (v) (resp., in-neighborhood N − D (v)) is semi-complete. We say that a set of vertices in a digraph is semi-complete if it induces a semi-complete digraph. The underlying graph of a digraph D is the graph G with vertex set V (D) and uv ∈ E(G) if and only if (u, v) ∈ E(D) or (v, u) ∈ E(D). We claim that for every i ∈ {2, . . . , k}, we have (v i , v i−1 ) ∈ E(D). We show this by induction on i. The base case, i = 2, holds since v 2 = y is an out-neighbor of The contrapositive statement is the following.
Corollary 5.10. Every digraph with at least two vertices in which at most one in-neighborhood is semi-complete has an out-neighborhood that is not semi-complete.
A digraph can be viewed as a communication network, where each vertex is both an information source (passing information to its out-neighbors) and an information recipients (receiving information from its in-neighbors). We say that two information sources / receivers are independent if the corresponding vertices are non-adjacent. Thus, Theorem 5.9 and Corollary 5.10 can be interpreted as follows:
• If no participant passes information to at least two independent recipients, then at least two participants each get information from sources that are not pairwise independent.
• If each participant (but possibly one) gets information from at least two independent sources, then there exists a participant who sends information to at least two independent recipients.
We will call an edge e in a graph G avoidable (resp., simplicial) if the path P 2 induced by its endpoints is avoidable (resp., simplicial). In particular, if an edge e in a graph G is not the middle edge of any induced P 4 , then e is simplicial and thus avoidable. A sufficient condition for an edge e = uv in a graph G to be simplicial is that it is bisimplicial, i.e., that N (u) ∪ N (v) induces a complete bipartite graph. Bisimplicial edges are relevant for perfect elimination bipartite graphs, defined as bipartite graphs whose edges can be eliminated by successively removing both endpoints of a bisimplicial edge, and for their subclass chordal bipartite graphs, defined as bipartite graphs without induced cycles of length more than 4, see [23, 24] . Note that an edge in a bipartite graph is simplicial if and only if it is bisimplicial. Thus, the fact that every chordal bipartite graph is perfect elimination bipartite can be equivalently stated as follows: every chordal bipartite graph with an edge has a simplicial edge. The case k = 2 of Conjecture 1 states that every graph with an edge has an avoidable edge. Theorem 1.6 settles this case of the conjecture for {C 5 , C 6 , . . .}-free graphs; in fact, it asserts that every {C 5 , C 6 , . . .}-free graph with an edge has a simplicial edge. Since every chordal bipartite graph is {C 5 , C 6 , . . .}-free, this generalizes the above result for chordal bipartite graphs. A related result is that of Hayward [29] stating that a graph is weakly chordal (that is, both the graph and its complement are {C 5 , C 6 , . . .}-free) if and only if its edges can be eliminated one at a time, where each eliminated edge is simplicial in the subgraph consisting of the remaining edges.
In this section, we prove the case k = 2 of Conjecture 1 for all graphs. Given a graph G, two edges will be called independent in G if their endpoints form an induced 2K 2 in G. We first consider the case when the graph contains no two independent edges. Lemma 6.1. Let G be a graph with at least two edges but with no two independent edges. Then G contains at least two avoidable edges.
Proof. Suppose that the lemma is false and let G be a counterexample minimizing the number of vertices. We may assume that G is not complete, since otherwise any two edges in G are simplicial and thus avoidable. Let S be a minimal cutset of G.
Case 1: Graph G − S consists of isolated vertices. As S is a minimal cutset, every one of these (at least two) isolated vertices must be adjacent to every vertex in S. Let c be such a vertex and let s be an arbitrary vertex in S. Suppose there is an induced P 4 , say P = x − c − s − y with cs as a middle edge. Clearly, vertex x must be in S and thus y also has to be in S, as x is adjacent to every vertex outside of S. This is a contradiction as c is adjacent to every vertex in S. Therefore, cs is avoidable and as there are at least two isolated vertices in G − S we can find two such avoidable edges.
Case 2: Some connected component of G − S contains an edge.
As there are no independent edges in G there can be only one such connected component, which we will denote with C. Also, in G − S there must be at least one isolated vertex c ′ . Note that c ′ is adjacent to every vertex in S. We analyze two further subcases.
Case 2a: Component C has exactly two vertices. Let c 1 and c 2 be the two vertices of C. Any P 4 with c 1 c 2 as its middle edge must be of the form x − c 1 − c 2 − y with x and y in S. Since c ′ is adjacent to every vertex in S but to none in C, we can close this path to an induced cycle using c ′ . Thus, c 1 c 2 is avoidable. Let s 1 be a an arbitrary vertex in S. Then either c ′ s 1 is avoidable or it is the middle vertex of an induced P 4 that does not close to an induced cycle. Without loss of generality such a path is of the form P = s 2 − c ′ − s 1 − c 1 where s 2 is an element of S, as every isolated vertex of G − S is adjacent to every vertex of S. Since edges c 1 c 2 and c ′ s 2 are not independent in G, we infer that s 2 is adjacent to c 2 . As P does not close to an induced cycle, c 2 must be adjacent to s 1 . We claim that in this case edge s 2 c ′ is avoidable. Suppose s 2 c ′ is the middle edge of an induced P 4 . This path must be of the form P ′ = c 2 − s 2 − c ′ − s 3 with s 3 ∈ S \ {s 1 }. Since S is a minimal cutset in G, vertex s 3 is adjacent to a vertex in C. Thus, s 3 is adjacent to c 1 and path P ′ closes to an induced cycle. As a result G has two avoidable edges.
Case 2b: Component C has more than two vertices. Then C has at least two edges, but no two independent edges. Since G is a minimal counterexample, C has at least two avoidable edges e = vw and f = xy which are not necessarily disjoint. We claim that e and f are also avoidable in G. By symmetry, it suffices to show the claim for e. Since e is avoidable in C, every P 4 with e as a middle edge that is completely contained in C can be closed to an induced cycle in C and thus in G as well. Suppose that e is the middle edge of an induced P 4 , say P = t 1 − v − w − t 2 , that is not completely contained in C. First we assume that t 1 ∈ S and t 2 / ∈ S. Then c ′ is adjacent to t 1 , which implies that edges c ′ t 1 and wt 2 are independent in G; a contradiction. Thus, both t 1 and t 2 are in S, and we can close P to an induced cycle using the isolated vertex c ′ , which is adjacent to t 1 and t 2 but not to any endpoint of e. It follows that G contains two avoidable edges.
Clearly, if a graph has a single edge, this edge is avoidable. Thus, Lemma 6.1 has the following consequence.
Corollary 6.2. Every graph with at least one edge but with no two independent edges contains an avoidable edge.
To consider the case not settled by Lemma 6.1, we first introduce some more terminology. Two distinct edges will be called weakly adjacent if they are not independent. The set N E G (e) will denote the set of edges of G that are weakly adjacent to e. The members of N E G (e) are the edge-neighbors of e. An edge e ∈ E(G) will be called universal in G if every edge of G other than e is weakly adjacent to e. We say that an edge e = uv is adjacent to a vertex w in G (and vice versa) if w / ∈ {u, v} and uw or vw is an element of E(G). The set of vertices that are adjacent to an edge e is called the vertex-neighborhood of e and is denoted by N V G (e), while the set of edges adjacent to a vertex v is called the edge-neighborhood of v and is denoted by N E G (v). Note that the edge-neighborhood of any edge e = uv is exactly the set of all edges having at least one endpoint in the vertex-neighborhood of e.
The case not considered by Lemma 6.1 is settled in the next lemma.
Lemma 6.3. For every graph G and every non-universal edge e ∈ E(G) there is an edge f ∈ E(G) independent of e which is avoidable.
Proof. Suppose that the lemma is false and take a counterexample G with the smallest possible number of vertices. Since G is a counterexample, it has a non-universal edge e ∈ E(G) such that no edge independent from e is avoidable. We first prove a sequence of claims. Claim 1. Every edge that is independent of e is adjacent to all vertex-neighbors of e in G.
Proof. Suppose that the claim is false and let f ∈ E(G) be an edge that is independent of e and non-adjacent to at least one vertex-neighbor p of e in G. Let G ′ be the graph resulting from contracting the edge e in G. If e ′ denotes the vertex obtained from e in G ′ , then pe ′ ∈ E(G ′ ) is independent of f in G ′ . Since G is a minimal counterexample and as f is independent of pe ′ in G ′ , there must be an edge g ∈ E(G ′ ) that is independent of pe ′ and avoidable in G ′ . It is easy to see that g is also an edge in G that is independent of e and avoidable in G; a contradiction.
Let f = vw be an edge that is independent of e and which has the fewest edge-neighbors among all such edges. By Claim 1, f is adjacent to every neighbor of e and is not avoidable, i.e., it is the middle edge of an induced P 4 , say P = x − v − w − y, that cannot be closed to an induced cycle. This implies in particular that x and y cannot both be adjacent to e.
Suppose that x is adjacent to e. Then y is not adjacent to e. It follows that edge wy is independent of e and thus adjacent to all neighbors of e, including x; a contradiction. Therefore, x is not adjacent to e and, by symmetry, neither is y.
Note that N V G (e) ⊆ N V G (f ) \ {x, y}. Moreover, the set N V G (e) ∪ {v, w} separates e from x, that is, e and x belong to different components of the graph G − (N V G (e) ∪ {v, w}). It follows that we can find a minimal set S ⊆ N V G (e) (possibly S = ∅) such that the set S ∪ {v, w} separates e from x. Let C be the connected component of G − (S ∪ {v, w}) containing e. Claim 2. Edge f is universal in G − C.
Proof. Suppose not. Then, due to the minimality assumption made on G, there must be an edge h ∈ E(G − C) that is independent of f and avoidable in G − C. As shown above, every vertex in S is adjacent to v or w. Therefore, edge h must be fully contained in a connected component C ′ of G − (S ∪ {v, w}). As there are no edges between C ′ and C in G, any induced P 4 that has h as a middle edge is contained in G − C and can be closed to an induced cycle. Thus, h is also avoidable in G as well as being independent of e.
Claim 2 has the following consequence. Claim 3. Every edge g ∈ E(G − C) that does not have vertex-neighbors in C is universal in G−C and adjacent to every vertex in S. In particular, this holds for any edge that is completely contained in a connected component of G − (S ∪ {v, w}) not equal to C.
Proof. Let g be an edge in G − C that does not have vertex-neighbors (in G) outside of G − C. Then g is independent of e. Recall that edge f was chosen to be independent of e with the smallest number of edge-neighbors. By Claim 2, f is universal in G − C. Note that each edge-neighbor of g is either contained in G − C or contains a vertex from S ∪ {v, w}. This means that each edge-neighbor of g is either equal to f or is an edge-neighbor of f . The choice
showing that g is universal in G − C. Let s be an arbitrary vertex in S. Due to the choice of S, vertex s must have a neighbor in e, say t, and is adjacent to f . Thus, edge st is an edge-neighbor of f . As this edge is also an edge-neighbor of g and g cannot be adjacent to t, it follows that g is adjacent to s.
The next claim restricts the structure of components of the graph G − (S ∪ {v, w}). Proof. Suppose first that at least two connected components of G − (S ∪ {v, w}) other than C contain edges. Consider two such components and one edge in each. By Claim 3, each of these edges is universal in G − C. This contradicts the fact that they are independent. It follows that at most one component of G − (S ∪ {v, w}) other than C contains an edge.
Suppose for a contradiction that no component of G − (S ∪ {v, w}) other than C contains an edge, that is, all such components are trivial. In particular, the component of G − (S ∪ {v, w}) containing vertex x is trivial. Consider the edge g = xv. We already know that g is independent of e. This implies that g is not avoidable in G. Thus, there exists an induced P 4 in G having g as the middle edge, say Q = t 1 − x − v − t 2 , that does not close to an induced cycle. Clearly, t 1 must be in S and thus adjacent to e. It follows that t 2 cannot be adjacent to e, since otherwise we could close Q to an induced cycle. But now, edge t 2 v is independent of e and hence, by Claim 1, adjacent to every neighbor of e, including t 1 ; a contradiction. By Claim 4, exactly one component of G − (S ∪ {v, w}) other than C contains an edge. Let C ′ be this component. We complete the proof by considering three exhaustive cases.
Case 1: Both v and w have neighbors outside of S ∪ V (C ′ ) ∪ {v, w}. It follows from Claim 3 that every edge in C ′ is universal in C ′ . Therefore, Corollary 6.2 implies that C ′ contains an avoidable edge g. Since g is independent of e, it is not avoidable in G. This means that there exists an induced P 4 in G having g as the middle edge, say Q = t 1 − g 1 − g 2 − t 2 , that does not close to an induced cycle. Since g is avoidable in C ′ , path Q cannot be fully contained in C ′ . Without loss of generality, we may assume that t 1 ∈ V (C ′ ). It follows that t 1 ∈ S ∪ {v, w}.
Suppose that t 2 ∈ V (C ′ ). If t 1 ∈ S, then t 2 or g 2 must be adjacent to t 1 , due to Claim 3, as g 2 t 2 is an edge contained in C ′ ; this is a contradiction. Therefore, t 1 ∈ {v, w}. As both v and w have neighbors outside of S ∪ V (C ′ ) ∪ {v, w}, similar arguments as those used in the proof of Claim 3 can be used to show that either t 2 or g 2 must be adjacent to t 1 ; a contradiction. This shows that t 2 ∈ V (C ′ ) and therefore t 2 ∈ S ∪ {v, w}.
If both t 1 and t 2 are in S, then Q can be closed to an induced cycle through e, as all vertices in S are adjacent to e. Therefore, we may assume without loss of generality that t 1 ∈ {v, w} and t 2 ∈ S. By the assumption of Case 1, vertex t 1 has a neighbor z outside of S ∪ V (C ′ ) ∪ {v, w}. If z is in C, then there is a path from t 1 to t 2 through C, and if z is not in C, then z is an isolated vertex of G − (S ∪ {v, w}) and t 1 − z − t 2 is a path in G. In either case, using such a path, Q can be closed to an induced cycle in G; a contradiction.
Case 2: Exactly one of v and w has a neighbor outside of S ∪ V (C ′ ) ∪ {v, w}. We may assume without loss of generality that v does not have any neighbors outside of S ∪ V (C ′ ) ∪ {v, w}, but w does. Claim 3 implies that every edge in G[C ′ ∪ {v}] is universal. Hence, we infer, using Corollary 6.2, that G[C ′ ∪ {v}] contains an avoidable edge g. Since v does not have any neighbors outside of S ∪ V (C ′ ) ∪ {v, w}, edge g (which might contain v as an endpoint) is independent of e. This implies that g is not avoidable in G, i.e., there exists an induced P 4 in G having g as the middle edge, say Q = t 1 − g 1 − g 2 − t 2 , that does not close to an induced cycle. Since g is avoidable in G[C ′ ∪ {v}], path Q cannot be fully contained in G[C ′ ∪ {v}]. Without loss of generality, we may assume that t 1 ∈ V (C ′ ) ∪ {v}. It follows that t 1 ∈ S ∪ {w}.
Suppose that t 2 ∈ V (C ′ ) ∪ {v}. If t 1 ∈ S, then t 2 or g 2 must be adjacent to t 1 , due to Claim 3; this is a contradiction. Therefore, t 1 = w. As w has a neighbor outside of S ∪ V (C ′ ) ∪ {v, w}, similar arguments as those used in the proof of Claim 3 can be used to show that either t 2 or g 2 must be adjacent to t 1 , leading again to a contradiction. This shows that t 2 ∈ V (C ′ ) ∪ {v} and therefore t 2 ∈ S ∪ {w}.
If both t 1 and t 2 are in S, then Q can be closed to an induced cycle through e, as all vertices in S are adjacent to e. Therefore, we may assume without loss of generality that t 1 = w and t 2 ∈ S. By the assumption of Case 2, vertex w has a neighbor z outside of S ∪ V (C ′ ) ∪ {v, w}. If z is in C, then there is a path from t 1 to t 2 through C. On the other hand, if z is not in C, then z is an isolated vertex of G − (S ∪ {v, w}) and t 1 − z − t 2 is a path in G. In either case, using such a path Q can be closed to an induced cycle in G; a contradiction.
Case 3: Neither v nor w has a neighbor outside of S ∪ V (C ′ ) ∪ {v, w}. Claim 3 implies that every edge in G[C ′ ∪ {v, w}] is universal, hence, by Corollary 6.2, there is an avoidable edge g in G[C ′ ∪ {v, w}]. The assumption of Case 3 implies that edge g is independent of e. This implies the existence of an induced P 4 in G having g as the middle edge, say Q = t 1 − g 1 − g 2 − t 2 , that does not close to an induced cycle. Since g is avoidable in G[C ′ ∪{v, w}], path Q cannot be fully contained in G[C ′ ∪{v, w}]. Without loss of generality, we may assume that t 1 ∈ V (C ′ ) ∪ {v, w}. It follows that t 1 ∈ S. Moreover, t 2 ∈ S, since otherwise t 2 would belong to V (C ′ ) ∪ {v, w} and Claim 3 would imply that one of t 2 or g 2 is adjacent to t 1 ; a contradiction. Since both t 1 and t 2 are in S, path Q can be closed to an induced cycle through e, as all vertices in S are adjacent to e; a contradiction.
This completes the proof of the lemma.
Lemmas 6.1 and 6.3 imply the following.
Theorem 6.4. Every graph with an edge has an avoidable edge. Every graph with at least two edges has two avoidable edges.
Proof. Clearly, if G has a single edge, that edge is avoidable. So let G be a graph with at least two edges. If G does not have two independent edges, then Lemma 6.1 applies and the desired conclusion follows. If, on the other hand, G does have a pair of independent edges, say e and e ′ , then e is not universal in G and hence by Lemma 6.3 there is an edge f ∈ E(G) independent of e which is avoidable. Since f is independent of e, it is not universal. Applying Lemma 6.3 again, we find that G contains an avoidable edge f ′ that is independent of f . Clearly, the edges f and f ′ are distinct.
An application of this theorem to edge-transitive graphs is given in the next section.
Consequences for Highly Symmetric Graphs
In this section we summarize the consequences of existence results for avoidable vertices and edges for vertex-and edge-transitive graphs. An automorphism of a graph G is a bijection from the vertex set of G to itself that maps edges to edges and non-edges to non-edges. A graph G is said to be vertex-transitive if for any two vertices u, v ∈ V (G) there exists an automorphism of G mapping u to v. Similarly, G is said to be edge-transitive if for any two edges e, f ∈ E(G) there exists an automorphism of G mapping e to f . By Theorem 1.4, the midpoint of any induced P 3 in a vertex-transitive graph is avoidable. This implies the following consequence for vertex-transitive graphs.
Corollary 7.1. Every induced P 3 in a vertex-transitive graph closes to an induced cycle.
As shown by the example in Figure 4 , a statement analogous to that of Corollary 7.1 fails for longer paths. A similar consequence can be derived for edge-transitive graphs, by considering avoidable vertices in the line graph of a graph. By Corollary 3.2, the middle edge of any 3-edge path in an edge-transitive graph is pseudo-avoidable. Corollary 7.2. Every 3-edge path in an edge-transitive graph closes to a cycle.
A statement analogous to that of Corollary 7.2 fails for longer paths. The graph shown in Figure 4 is the line graph of the complete bipartite graph K 2,3 , which is edge-transitive. The 4-vertex induced path depicted bold in the figure corresponds to a 4-edge path in K 2,3 that does not close to a cycle.
By Theorem 6.4, the middle edge of any induced P 4 in an edge-transitive graph is avoidable. This implies the following consequence for edge-transitive graphs.
Corollary 7.3. Every induced P 4 in an edge-transitive graph closes to an induced cycle.
As shown by the example in Figure 5 , a statement analogous to that of Corollary 7.3 fails for longer paths. This 13-vertex example was found using a computer-assisted search based on a catalogue of vertex-transitive graphs due to McKay and Royle [36] (which has been extended in the years since then) and performed using SageMath [43] . Once the graph was found, a drawing of it given in the figure was identified with the help of House of Graphs [15] . is not avoidable. However, there also exists an avoidable P 3 , in accordance with Conjecture 1.
Conclusion
We have introduced the notion of avoidability in graphs, a concept that has been implicitly used in a variety of contexts in algorithmic graph theory. We discussed both structural and algorithmic aspects of avoidable vertices, including a characterization of avoidable vertices as simplicial vertices in some minimal triangulation of the graph, a new proof of the existence of avoidable vertices, and the fact that one or two avoidable vertices in a graph can be found in linear time using a simple application of Lexicographic Breadth-First Search. This approach was then used to construct a polynomial-time algorithm for the maximum weight clique problem in the class of 1-perfectly orientable graphs and a superclass of these, the graphs admitting an orientation in which every hole is oriented cyclically. We suggested a generalization of the concept of avoidability from vertices to nontrivial induced paths and proposed a conjecture about their existence (Conjecture 1). In this respect we showed the validity of the conjectures for edges, that is, two-vertex paths. Many interesting questions remain open. The main one is Conjecture 1. Theorems 1.4 and 6.4 imply that it is true for k ∈ {1, 2}. In turn, this fact and Theorem 1.6 imply that the conjecture is true for the class of {C 6 , C 7 , . . .}-free graphs, which includes several well studied graph classes such as weakly chordal graphs, cocomparability graphs, and AT-free graphs.
While we have given a linear-time algorithm to compute two distinct avoidable vertices in any nontrivial graph (Theorem 4.5), it would also be of interest to devise an algorithm to compute all avoidable vertices that is more efficient than the naïve approach.
Having introduced the class of hole-cyclically orientable graphs as a generalization of 1-perfectly orientable graphs, we can ask for structural properties of these graphs. In particular, it is not known whether they can be recognized in polynomial time. The complexity of the maximum independent set and k-coloring problems (for fixed k ≥ 3) is also open both for 1-perfectly orientable and for hole-cyclically orientable graphs.
