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Abst rac t - -We shall provide xistence criteria for double positive solutions of the (n, p) boundary 
value problem 
Any + F (k,y, Ay ..... An-2y) = G (k,y, Ay ..... An-ly), 
A~y(0) = 0, 
APy(NTn--p)  =0, 
n- l<k<N,  
0<i<n- -2 ,  
where n ~ 2 and 0 _ p ~ n - 1 is fixed. Upper and lower bounds for the two positive solutions are 
also established for a particular boundary value problem when n = 2. Several examples are included 
to dwell upon the importance of the results obtained. 
Keywords - -Pos i t ive  solutions, Boundary value problems, Upper and lower solutions. 
1. INTRODUCTION 
Let c, d (d > c) be integers. We shall denote [c, d] = {c, c + 1 , . . . ,  d}. All other interval notation 
will carry its standard meaning, e.g., [0, oo) denotes the set of nonnegative real numbers. Also, 
the symbol A i denotes the ith forward difference operator with stepsize 1. 
In this paper, we shall consider the n th order difference quation 
A'~y+F(k ,y ,  Ay, . . . ,An-2y)  =G(k ,y ,  Ay , . . . ,An- ly ) ,  kE  [n -  1, g ]  (1.1) 
together with the (n, p) boundary conditions 
Aiy(0) = 0, 0 < i < n -  2, 
APy(N  + n - p) = 0, (1.2) 
where n, N _> 2, and p is a fixed integer satisfying 0 < p < n - 1. Throughout,  it is assumed 
that  there exist functions f : [0, co) --* (0, oo) and a, a', b, b' : [0, N] --* ~ such that  
(A1) for u e [0, co), 
a(k) < F(k,u,  ul,. . . ,un_2) < a'(k), 
- f (u )  - 
b(k)  < G(k,u, ul , . . . ,un-1) < b'(k), 
- -  f (u )  - 
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(A2) a(k) - bl(k) is nonnegative on [0, N] and is not identically zero on [n - 1, N]. 
We also introduce the notations 
fo = lira f(u),  foo = lim f(u) 
u--*0 U u--~oo U 
We shall offer sufficient conditions for the existence of two positive solutions of the (n,p) 
boundary value problem (1.1),(1.2). By a positive solution y of (1.1),(1.2) we mean a nontrivial 
y : [0, N + n] --* [0, oo) satisfying (1.1),(1.2). The technique used here depends on the theory of 
operators on a cone which is developed by Krasnosel'skii [1], and Guo and Lakshmikantham [2]. 
Next, we shall consider the (2,p) boundary value problem 
A2y + O(k) (ya + y~) = 0, k e [1, g],  (1.3) 
y(O) = APy(N + 2 - p) = 0, (1.4) 
where p = 0 or 1 but fixed, 0 < a < 1 < ~, and 8(k) is nonnegative on [0, N] and O(N) 0. Besides 
providing conditions under which (1.3),(1.4) has double positive solutions, we also establish upper 
and lower bounds for these positive solutions. It is noted that in [2,3], respectively, the importance 
of particular cases of (1.3),(1.4), and of its continuous version have been well illustrated. 
The motivation for the present work stems from many recent investigations. In fact, particular 
and related cases of (1.1),(1.2) have been the subject matter of many recent publications on 
singular boundary value problems, e.g., see [4-10]. Further, in the case of second-order boundary 
value problems (1.1),(1.2) arises in applications involving nonlinear elliptic problems in annular 
regions, for this we refer to [11-14]. Moreover, the continuous version of (1.1),(1.2) (when n = 2) 
describes a vast spectrum of scientific phenomena such as gas diffusion through porous media, 
nonlinear diffusion generated by nonlinear sources, thermal self ignition of a chemically active 
mixture of gases in a vessel, catalysis theory, chemically reacting systems, adiabatic tubular 
reactor processes, as well as concentration i chemical or biological problems, e.g., see [15-21]. 
In all these applications, it is frequent that only solutions that are positive are meaningful and 
useful. 
Recently, Eloe and Henderson [22,23] have considered two special cases of the continuous analog 
of (1.1),(1.2), namely, the n th order differential equation 
y(") + q(t ) l (y)  = o, 
subject o the boundary conditions 
= = o ,  
and 
te  (0, 1), 
0<i<n-2  
= y(1)  = 0 ,  0 < i < n - 2 .  
In both problems they have shown that a positive solution exists if ] is superlinear or sublinear. 
Their work has been generalized and extended in [24-26]. For related investigations, we refer 
to [27-37]. In the case of double positive solutions, several studies on boundary value problems 
different from (1.1),(1.2) can be found in [3,38-41]. Our results not only generalize and extend 
their work to (n,p) boundary value problem, but also include several other criteria discussed 
i n  [42] .  
The plan of this paper is as follows: in Section 2, we shall state a fixed point theorem due to [1,2] 
and present some properties of certain Green's function which are needed later. In Section 3, by 
defining an appropriate Banach space and cone, the fixed point theorem from [1,2] is used to give 
existence results for two positive solutions of (1.1),(1.2). The treatment of (1.3),(1.4) is dealt 
with in Section 4. 
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2. PREL IMINARIES  
THEOREM 2.1. (See [1,2].) Let B be a Banach space, and let C(C B) be a cone. Assume i l l ,  ~2 
are open subsets orB with 0 • i l l ,  fll C f12, and let 
s :  c n (~\n , )  -~ c 
be a completely continuous operator such that, either 
(a) IlSyll < Ilylh y • c n on1, and IlSyll > Ilyll, y • c n o~2, or 
(b) IlSyll _> I1~11, y • c n on1, and IlSyll <- IlYlI, Y • c n 0~.  
Then, S has a fixed point in C D (~2\~'~1). 
To obtain a solution for (1.1),(1.2), we require a mapping whose kernel g(k, ~) is the Green's 
function of the boundary value problem 
-A  n y = 0, 
APy(N + n - p) = A ~ y(O) = O, 
where 0 _< p _< n - 1 but fixed. From [43] we have 
1 [ k('*-'l) (N÷n-p-1- / ) (n -~- l )  
g(k,/) -- (n -  1)-------7 / 
and also 
LEMMA 2.1. 
where 
LEMMA 2.2. 
0<i<n-2 ,  
- (k - t - l )  (n-l) ' 
(N +n_p)("~v-1) 
k (n-l) (N+n-p-  1 _/)(n-~-l) 
( N +n_p)(,~-v-1) 
A ig(k , / )  >_ O, (k,/) • [O ,N+n- i ]  x [0, N], 
(See [24].) For (k, / )  • [0, N + n] x [0, N], we have 
g(k,/) <_ L (N  + n -  p -  1 _ / ) (n -p - l ) ,  
L = (N ÷ n) (n - l )  
(n - 1)! (N ÷ n - p)(n-p-U" 
(See [24].) For (k, t) • [n - 1, N + n - p] x [0, N], we have 
g(k,/) > g(N+n-p-  1 _ /)(n--p--I) ¢( / ) ,  
where 0 <_ ¢(/)  _< 1 is given by 
[ 
¢(t) = 
1 
( 1, 
and 
(N - / ) (P )  
(N  + 1)(P) ' 
/ • [o, k - n], 
/E  [k -n+l ,N] ,  
K = (N + n - p)(n-p-1) • 
We shall need the following notations later. 
on [0, N + hi, we denote 
N 
r = ~ (g  + n - p - 1 - / ) (n -v - l )  [a'(g) - b(/)l f (y(/)) 
t=0 
and 
/ • [0, k-n],  
/ E [k -n+l ,N] ,  
(2.1) 
O<i<p.  (2.2) 
(2.3) 
(2.4) 
(2.s) 
(2.6) 
(2.7) 
(2 .10)  
(2.9) 
(2.8) 
N 
q ---- E (N -b n -p  - 1 - / ) (n -p - I )  ¢( / ) [a( / )  - b'(/)] f (y( /)) .  
t----0 
In view of (A1) and (A2), it is clear that  r > q > 0. Further, we define the constant 
Kq 
L r "  
It is noted that  0 < a < 1. 
For a nonnegative y which is not identically zero 
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3. EX ISTENCE OF  DOUBLE POSIT IVE  SOLUTIONS 
Let B he the Banach space defined by 
B = {y: [0, N + n] --* ~}, 
with norm IlYll = maxke[0,/V+nl lY(k)l, and let 
C = {y  • B I y(k) is nonnegative on [0, N + n] ; min 
kE[n- 1,N-Fn-p] 
We note that C is a cone in B. 
We define the operator S : C --, B by 
N 
Sy(k )= E g (k,£ ) [F (£,y, Ay,  . . . , An -2y)  -a  (£,y, Ay,  . . . , An- ly ) ] ,  
tffiO 
y(k) > ~ Ilyll } .  
k • [0,N+n]. (3.1) 
Therefore, 
min Sy(k) > ~ IlSyll • 
kE[n- 1,N+n-p] 
Inequalities (3.3) and (3.5) lead to Sy • C. Hence, S(C)  c_ C. 
yield that S is completely continuous. By Schauder fixed point theorem, S has a fixed point in C. 
(3.3) 
(3.4) 
(3.5) 
Also, the standard arguments 
N 
Sy(k)  > Eg(k ,~. ) [a (g)  -b ' (£ ) ] f (y (£ ) )  > O, k • [0, N + n]. 
t ffiO 
Next, it follows from (3.2) and Lemma 2.1 that for k • [0,N + n], 
N 
Sy(k) <_ y~ g(k, 0 [a'(e) - b(e)] f (y(e)) 
t----0 
N 
_< L ~ iN  + n - p - 1 - e) (n - ' - l )  [~'(e) - b(e)l S (y(e))  -- Lr. 
t----0 
Thus ,  IlSyll _< Lr  or 
1 > IlSyll 
- Lr 
Now, on using (3.2), Lemma 2.2 and (3.4), we find for k • In - 1, N + n - p], 
N 
Sy( k ) > E g( k, £) [a(1) - b'(£)] f (y(£)) 
if0 
N 
> K E (N + n - p - 1 - 0 (n-p-l) ¢(0 [a(0 - b'(£)] f (y(£)) 
t - -0  
_ gq  IISyll 
= gq > ~ = a IISyII. 
To obtain a positive solution of (I.I),(1.2), we shall seek a fixed point of the operator S in the 
cone C. 
It is clear from (A1) that for k E [0,N +n], 
N N 
g (k, e) [a (0  - b'(l)] f (Y(0) < Sy(k) < ~,  g (k, ~) [a'(~) - b(e)] / (y(0)  • (3.2) 
tffiO t--O 
We shall show that the operator S defined in (3.1) maps C into itself. For this, let y E C. 
From (3.2) and (A2), we find 
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THEOREM 3.1. Let "r > 0 be given. Suppose that f satisfies }1 
0 < f (u)  <_'r LE(N+n-p- l -g ) ( '~-P -1 ) [a ' (g ) -b (g) ]  , 
t=0 
and 
O<u<7 
fO•(X). 
Then, the boundary value problem (1.1),(I.2) has a positive solution y, such that 
o < Ilyll < 7. 
PROOF. Since f0 = o0, there exist M > 0, 0 < 5 < "r such that 
f(u) > Mu, 0 < u < 6 
and 
N 
Ma E g( N, g) [a( g) - b'(g)] > 1. 
~=n-  1 
Let y • C be such that Ilyll = 5. On using (3.2),(3.9) and (3.10) successively, we get 
N 
Sy(N) > E g(N, g) [a(g) - b'(g)] f (y(g)) 
t=0 
N 
> E g(g,g) [a(g) - b'(g)] f (y(g)) 
~=n-1  
N 
> E g(Y,g)[a(g) - b'(g)] My(t) 
l=n-  1 
N 
> E g(N, g) [a(g) - b'(g)] Ma IlYll -> llyll. 
t=n-  1 
This immediately implies that  
(3.6) 
If we set 
(3.7) 
(3.s) 
(3.9) 
(3.10) 
~ = {y • B i tiYil < 7} ,  
then (3.12) holds for y • C f3 0f12. 
Having obtained (3.11) and (3.12), it follows from Theorem 2.1 that  S has a fixed point 
y • C f-I ( f l2 \ fh )  such that  
< tlyli < 7. 
Clearly, this y is a positive solution of (1.1),(1.2) that  fulfills (3.8). 
Hence, 
I f  we  set 
HSYl]-< ]]YHi - (3.12) 
~1 = {y e B I iiYii < ~}, 
then (3.11) holds for y E C f3 0f/1. 
Next, let y • C be such that ]]yi] -- "7. Then, in view of (3.2), Lemma 2.1 and (3.6), we find 
N 
Sy(k) < Eg(k,e)[a'(e) - b(e)] f (y(e)) 
t=0 
N 
< L E (Y  + n - p - 1 - g)(n-p-1) [a'(g) -- b(g)] f (y(g)) 
t=0 
<- 3' = IlYlI, k • [0, Y + n]. 
tlsyil > ilyii. (3.11) 
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THEOREM 3.2. Let 7 > 0 be given. Suppose that f satisfies condition (3.6) and 
Then, the boundary value problem (1.1),(1.2) has a positive solution y such that 
(3.13) 
Ilyll (3.14) 
PROOF. As in the proof of Theorem 3.1, the condition (3.6) gives rise to (3.12). If we set 
f~l = {Y • B I IlYll < 3'}, 
then (3.12) holds for y • C n 0~1. 
Next, since foo = oo, we may choose J > 0, T > "7 such that 
f(u) >_ Ju, u >_ T (3.15) 
and 
N 
Jo~ E g(N, £) [a(£) - b'(£)] >_ 1. 
t=n- -  1 
Let y E C be such that  Ilyll = T /a .  Then, for k E [n - 1, N + n - p], 
T 
y(k) >_ aliYi] = a .  -- = T, 
c~ 
which in view of (3.15) leads to 
f (y(k)) > Jy(k), k e [n - 1, N + n - p]. 
(3.16) 
(3.17) 
Using (3.2),(3.17) and (3.16), we find 
N 
Sy(N) >_ E g(Y, £)[a(e) - b'(/)] f (y(e)) 
l=0  
N 
>- E g(Y,e)[a(£) - b'(£)] f (y(e)) 
£=n --  1 
N 
> E g(N,£)[a(£) - b'(£)] Jy(£) 
£=n- -  1 
N 
> E g(N,~.)[a(£) - b'(£)] JaHyi] > Ilyll. 
, e=n --  1 
Therefore, (3.11) holds. If we set 
122 = { y E B I lIyll < T } 
ot  
then (3.11) holds for y E C fq 0ft2. 
Now that  we have obtained (3.12) and (3.11), it follows from Theorem 2.1 that  S has a fixed 
point y E CA (~2\f~1) such that 
T 
< Ilyll < - .  
It is clear that  this y is a positive solution of (1.1),(1.2) satisfying (3.14). 
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THEOREM 3.3. Let 7 > 0 be given. Suppose that f satisfies conditions (3.6),(3.7) and (3.13). 
Then, the boundary value problem (1.1),(I.2) has two positive solutions Yl and Y2 such that 
0< Ilyxll ~ Ily211. (3.18) 
PROOF. This is a direct consequence of Theorems 3.1 and 3.2. 
The following examples illustrate Theorem 3.3. 
EXAMPLE 3.1. Consider the boundary value problem 
2 
A2y + h(k,y) + [90-  (10-  k)(2)] 2 
(y2 + M) = h(k,y) (y2 + M) ,  
+ M ] 
y(o) = ay(9)  = o, 
k • [1, S], 
where M > 0 and h(k, y), is any function of k and y. 
Let f(y) = y2 + M. Then, we have 
2 
and 
Hence, we may take 
and 
F(k,y) =h(k,y)+ 
/(Y) 90 - (10 - k) (2)] 2 + M 
G(k,y, Ay) =h(k,y). 
I(Y) 
a(k)=a'(k) = h(k,y)+ 
90 - (10 - k) (2)] 2 + _M 
b(k) = b'(k) = h(k, y). 
The hypotheses (A1) and (A2) are fulfilled. Further, with n = 2, N = 8 and p = 1, we find that 
L= 10. 
It is clear that f satisfies (3.7) and (3.13). We aim to find some 7 > 0 such that (3.6) holds. 
For this, we note that 
N 
n ~ (N  + n - p - 1 - g ) (n -p -1)  [a'(~) - b(g)] 
~=0 
Therefore, 
s s 
1 180 
= 20 ~-"~ 1 20~--~ M M 
,=0 [90 - (10  - ~)(2)] 2 + M < e=0 -- 
7 ~ <- 3' L (N + n - p - 1 - g)(n-p-x) [a'(g) - b(g)] 
Also, 
f (u)  < ~/2 + M, 0 < u < % 
In view of (3.19) and (3.20), it is obvious that condition (3.6) is satisfied if 
.f(u) _< -~2 + M _< 7 i-g-d <_ -y L (N+n-p-  
-1  
-1  
1 - g)(n-p-1) [a'(e) - b(e)]} , 
(3.19) 
(3.20) 
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or equivalently 
M 
72-7  1-~ +M < 0. 
The above inequality holds for some 7 > 0, if and only if, M > 129600. 
As an example, we choose M = 129600. Then, in order that (3.6) is fulfilled, we set 
{N } f (u) ~ ,y2 + M _< 7 L ~ (N + n - p - 1 - ~) (n -p -1 )  [at(~) - b(~)] 
t=0 
= ~ (740.16/, 
-1  
which leads to 
284.30 < 7 -< 455.86. 
Hence, (3.6) holds for any 7 E [284.30,455.86]. By Theorem 3.3, the boundary value problem 
(with M = 129600) has two positive solutions yl and Y2, such that 0 < IlYlll -< 7 -< Ily21l. Since 
E [284.30, 455.86], it is clear that 
o < Ilyxll ~ 284.30 and Ily~ll -> 455.86. (3.21) 
In fact, one positive solution is given by y(k) = 90 - (10 - k) (2) and we note that HyH = 90. 
EXAMPLE 3.2. Consider the boundary value problem 
Asy+ {h  (k, V, Ay)4 6 } (y2+M)=h(k,y,  Ay)(y2+M) 
[k( k_ l )(13_k )]2 + M 
y(o) = ~y(o)  = v(13) = o, 
k e [2, 10], 
where M > 0 and h(k, y, Ay) is any function of k, y and Ay. 
Choosing f(y) = y2 + M, we may take 
and 
a(k) = a'(k) = h (k, y, Ay) + 
[k(k - 1)(13 - k)] 2 + M 
b(k) = b'(k) = h (k, y, Ay). 
All the hypotheses (A1),(A2), (3.7) and (3.13) are satisfied. Further, with M = 1.18 x 107, as in 
Example 3.1 we find that (3.6) holds for any 7 E [3233.77, 3648.99]. It follows from Theorem 3.3 
that the boundary value problem considered has two positive solutions Yl and Y2 such that 
0 < ]IylH -< 7 ~ Ily2ll. Corresponding to (3.21), we have 
0 < I]Y~]] ~ 3233.77 and ]]y2]l ~ 3648.99. (3.22) 
It is noted that one positive solution is given by y(k) = k(k - 1)(13 - k) and Ilyll = 288. 
EXAMPLE 3.3. Consider the boundary value problem 
6 } (y2+M)=h(k ,y ,  Ay)(y2+M) kE [2,5], A3y-I - h(k,y, Ay)-t- [k(k_l)(l~_k)]2 + M 
v(0) = A~(0) = AV(7) = 0, 
where M > 0 and h(k, y, Ay) is any function of k, y and Ay. 
Double Positive Solutions 
Taking f(y) = y2 + M, we may choose 
a(k) = a'(k) = h (k, y, Ay) + 
and 
[k(k - 1)(11 - k)] 2 + M 
and 
a(k) = a'(k) = h (k, y, a~,  a~)  + 
b(k) = b'(k) = h (k, y, ay ,  ~2y) .  
[k(3)(16 - k)] 2 + M 
24 
Once again, all the hypotheses (A1),(A2), (3.7) and (3.13) are satisfied. With M = 7.64 × 109, 
we find that (3.6) holds for any "y E [84369.74, 90553.80]. By Theorem 3.3, the boundary value 
problem considered has two positive solutions Yl and Y2 such that 0 < ]IYlll -< "Y -< IlY211. In fact, 
corresponding to (3.21), we have 
0 < IlYlll ~-- 84369.74 and IlY211 ~-- 90553.80. (3.24) 
Indeed, one positive solution is given by y(k) -- k(3)(16 - k) with IlYll -- 5280. 
4. DOUBLE POSIT IVE  SOLUTIONS OF  (1 .3 ) , (1 .4 )  
THEOREM 4.1. Let ~ > 0 be given. Suppose that 
N 
N + 2 ~ (4.1) 
(N + 2 p)(1-p) Z (N + 1 - p - g)(1-p) 0(g) _< ~/a + 7------~" 
Then, the boundary value problem (1.3),(1.4) has two positive solutions Yl and Y2 such that 
0 < Ily~lI < 7 < Ily211- (4.2) 
PROOF. Let f(u) = u a + u ~. Then, f satisfies (3.7) and (3.13). Further, we may take 
a(k) = a'(k) = ~(k) and b(k) -- b'(k) = O. 
b(k) = b'(k) = h(k, y, ~y) .  
Again, all the hypotheses (A1),(A2), (3.7) and (3.13) are fulfilled. Using a similar method as 
in Example 3.1, we find that with M = 10.17 x 105, (3.6) holds for any ~ E [944.20,1077.11]. By 
Theorem 3.3, the boundary value problem considered has two positive solutions Yl and Y2 such 
that 0 < ]IYlll -< ~/-< IlY211- In fact, we have 
0 < IlYlll -< 944.20 and IlY211 -> 1077.11. (3.23) 
We note that one positive solution is given by y(k) = k(k - 1)(11 - k) and IlYll = 168. 
EXAMPLE 3.4. Consider the boundary value problem 
A4y+{h(k ,y ,  Ay, A2y)q [k(3)(16~k)]2+M}(Y2+M)=h(k,y,  A A2y)(y2+M),  kE [3, 12], 
A~y(0) = y(16) = 0, 0 < i < 2, 
where M > 0 and h(k, y, Ay, A2y) is any function of k, y, Ay and A2y. 
Let f(y) = y2 + M. Then, we may take 
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Clearly, 
f (u) ~ 7 a + 'y~, 
So, to ensure that (3.6) is satisfied, we impose 
0<u_<7.  
N / - I  
7 a + 7 ~ < 7 L E (g  + n - p - 1 - g)(n-p-1) [at(e) _ b(g)] , 
t=0 
which is exactly (4.1). 
The conclusion ow follows from Theorem 3.3. 
EXAMPLE 4.1. Consider the boundary value problem 
A2y+e(k)(yl/2+y2), k • [1,51, 
v(o) = Av(6)  = o, 
where O(k) is nontrivial and is nonnegative on [0, 5]. 
Here, N = 5, p = 1, a = 1/2 and/~ = 2. Let 7 = 4 be given. Then, condition (4.1) reduces to 
5 2 
E 0(g) _< ~-~. (4.3) 
t=O 
By Theorem 4.1, for those O(k) that fulfills (4.3), the boundary value problem has double positive 
solutions Yl and Y2 such that 
0 < HYl[I < 4 < []Y21[ • 
Two examples of such O(k) are 
1 1 k 
O(k)=4(k+90) and O(k)=~-~sin~. 
Now, we shall establish upper and lower bounds for the two positive solutions of (1.3),(1.4). 
The cases p = 0 and p = 1 are considered separately. 
CASE A: p = 0. 
LEMMA 4.1. For (k,£) • [0, N + 2] x [0, N], we have 
g(k,£) < (N + 1)(N +2)  
- N + 3 g (g' g)" (4.4) 
PROOF. From (2.1) we obtain 
and 
g(k,£) = { 
Let c > 0 be such that 
For £ • [k - 1, N], (4.7) reduces to 
g(£,£)= £(N+l -g )  (4.5) 
N+2 
(£ + 1)(N + 2 - k) 
gc [0,k- 21, 
N+2 
k(N + 1 - g) 
ge [k - 1,N]. 
N+2 ' 
g(k,O <  g(g,O. 
k_<cL 
(4.6) 
(4.7) 
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The above inequality holds if 
Hence, we may take c = 2. 
For t e [0, k - 2], (4.7) is the same as 
k<_c(k-1).  
s' 
( t+  1)(N +2-  k) <_ cg(N + l -g ) .  
It is clear that the above inequality holds if 
(k -  2 + 1) (N + 2 -  k) < c [N+ 1 - (k -  2)], 
or  ( 1)  
e> 1 N+3-k  (k - l ) .  
If we take 
( 1 ) (N+2_ I )=(N+I ) (N+2)  
c= 1 N~-3  N+3 
then (4.8) is fulfilled and so is (4.7). 
Combining both cases, we shall take 
(N + I) (N + 2) } (N + 1) (N + 2) 
c=max 2, N+3 = N+3 
Then, (4.7) is exactly (4.4). 
LEMMA 4.2. Let m e [2, N]. For (k, ~) E [m, N]x  [0, N], we have 
2 
g(k,t) >_ -~g(g,g). 
PROOF. From (4.5) and (4.6), we have for t E [k - 1, N], 
g(k,e) k m 2 
g(t, e) = ~ > -~ > -~' 
which is (4.9). 
For g E [0, k - 2], we find 
g(k,g) ~+1 N+2-k  > N+I  N+2-k  
g(g,g) g N + I -g  - N N + I -  
N+I  N+2-k  > - -  
- N N+I  
N+I  N+2-N > - -  
- N N+I  
2 =-~, 
which is the same as (4.9). 
LEMMA 4.3. (See [43].) For (k, g) e [0, N] x [0, g], we have 
1 
max g( r , t ) .  g(k, t) > N + 1 re[0.N+2l 
(4.8) 
(4.9) 
(4.10) 
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THEOREM 4.2. Let p = 0. Suppose that O(k) is nondecreasing or nonincreasing on [1,N], 
N 
2 E iN + 1 - e) O(e) _< 1 
t---0 
(4.11) 
and 
where 
2 (N + 2) > max {dp ~, dip?}, (4.12) 
2 (N + 3) 1 
P= N(N+I ) (N+2) '  Px---- N+I '  
{ 0(rn), 0 is nondecreasing, 
u(m) = iN + 2 - m) (2) m x 0(N), 0 is nonincreasing, 
d= max u(m) and dl = max u(m). 
rne[2,N] me[1,N] 
(4.13) 
(4.14) 
(4.15) 
Then, the boundary value problem (1.3),(1.4) has two positive solutions Yl and Y2 such that 
{ [2(N + 2)]'/('~-" [2(~_+_2)11/('~-~' } 
max L d~ ' L dlp~ J -<llyxll-<l 
and ''` '-I) } 
1 _< Ily~ll -< min L d~ ]'/(~-~)' L ~ J 
PROOF. Let m E [2, N], and let Cm be a cone in B defined by 
Cm = ~y E B ly(k ) is nonnegative on [0 ,g  + 2]; rain y(k) > PllYl]~. 
t kE[m,N] J 
Define the operator S : Cm --* B by 
(4.16) 
(4.1~) 
N 
syck) = ~(k,e)o(~)[y(~,),:, +, ,(~)~], k ,~ [o,N + 21. (4.18) 
~=0 
We shall show that S maps Cm into itself. For this, let y E Cm. It is clear that Sy(k) is 
nonnegative on [0, N + 2]. Further, by Lemma 4.1 we have 
N (N+ 1) (N+2) 
Sy(k) _< E N + 3 g (l, ~) 0(l) [y(l) ~ + y(~)~], 
l=0 
k e [0, N + 2], 
which implies 
N (N+ 1) (N+2)  
IlSyll ~ ~ N+3 g (l,~) 0(g) [y(e) a + y(g)3]. (4.19) 
t----0 
Next, for k E Ira, N], it follows from Lemma 4.2 and (4.19) that 
N 2 
SyCk) _> ~ ~ 0 (~e, l) oc.e ) [y(t) °' + yCl) ~] 
t=O 
2 N+3 
>- N (N + i) (N + 2) Ilsyll = p IISyll " 
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This leads to 
min Sy(k) > PlISulI, 
keI~,Nl 
and so Sy ECm. Also, the standard arguments yield that S is completely continuous. 
Let y ECm be such that Ilyll = 1. In view of Lemma 2.1 and (4.11), we find 
Therefore, 
If we set 
N 
Sy(k) < E (N + 1 - e) 0(e) [y(e) a + y(e) ~] 
~=0 
N 
< 2 E (N + 1 - e) O(e) < 1 = Ilyll, 
,e=O 
then (4.20) holds for y ECm N 0f~. 
Now, let y E Cm. We have 
where 
IlSyll _< Ilyll. 
a={yeBI I lY l l  < 1}, 
k E [0, N + 2]. 
N 
IlSyll = max Eg(k ,e )o(e)  [y(e) ~ +y(e) ~] 
ke[0,N+2] t=0 
N 
> ~ g (m, el 0(el [~(e) ~ + y(e)~] 
~=0 
N 
> ~ g (m, el 0(el [y(e) o + y(e)~] 
N m(N+l -g )  
= ~ ~v;~ 0(el [y(e) ~ + y(e)~] 
~=rn 
g m(N + 1-/~) 
> ~ 7v ~- ~ 0(e) (fllyll ~ + p~llyll ~) 
k EN m(N+l~r.~_.~.-e) 0* ( f l ly l l  ~ + Yl ly l la) ,  
O* = ~ O(m), 0 is nondecreasing, 
t O(N), 0 is nonincreasing. 
On simplification, we obtain 
1 
I[SYll >- 2(Y + 2) Pa[[Y[[av(m) + 
Taking maximum over m, from (4.22) we get 
1 
[[Sy[[ >_ 2 (g  + 2) dP'~[[YlI'~ + - -  
Let y ECm be such that 
[2(N + 2)] U(a-1) 
II~II = L 3~ 
1 
1 
2(N + 2) ~-~" "uv"U"~" 
(< 1 by (4.12)). 
(4.20) 
(4.21) 
(4.22) 
(4.23) 
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Then, (4.23) provides 
IlSyll > 
1 1 
2(N + 2) dp:IIYlI: = 2(N + 2) " " " " UPalIYlI'~-tlIYll II~II. (4.24) 
If we set 
{ r2(N + 2)11/(~-1)} 
~'= ye B IIMI < L ~ J 
then (4.24) holds for y e Cm n Of/'. Now that we have obtained (4.20) and (4.24), it follows from 
Theorem 2.1 that S has a fixed point Yl ECm n (~\fY) such that 
2(N + 2)] l/(a-1) 
j 
Likewise, if we let y e C~ be such that 
[2(N + 2)] ~/(~-~), 
Ilyll = L d~ 
then from (4.23) we get 
s Ily~ll s i. (4.25) 
(> 1 by (4.12) as p < 1, p'~ > p~), 
1 1 
IISyll > 2(N + 2) dp~llYlln = 2(N)2  ~ +  d/l lul ln- ' l lYl l  = IlYlI. (4.26) 
If we set 
r2(N + 2)] '/c~-1)/> 
r l" = y e B IIlYll < L d,,~ J J' 
then (4.26) holds for y e CmnOfl". Having obtained (4.20) and (4.26), it follows from Theorem 2.1 
that S has a fixed point Y2 e Cm M (~"\f/) such that 
[2(N + 2)] 1/(~-:) 
1 _< lly~ll-< L d~ (4.27) 
Coupling (4.25) and (4.27), we get 
-< IMII < 1 < lly211 -< L d~ 
It is clear that Yl and y2 are positive solutions of (1.3),(1.4). 
Now, we shall consider a different cone 
C~ = { y E B l y(k) is n°nnegative °n [O'N + 2]; kE[m,N]min y(k) > plllyll} , 
where m 6 [1, N]. Define the operator S : C~ --* B by (4.18). 
Again, we shall show that S maps C~ into itself. For this, let y E C~m. We have 
(4.28) 
N 
SyCk) < ~ max g (r,0 e(0 [y(0 ~ + y(0~], 
- ~ ~elO,N+2i 
kE [0, N + 2], 
which implies 
N 
llSyll _< ~ .max . g (r, 0 eCe) [y(O <' + y(~)~]. 
~'E 10,N+2] 
(4,29) 
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Then, for k E [m, N], it follows from Lemma 4.3 and (4.29) that 
N 
1 max g (r,£) 8(g) [y(g)a + y(g)S~] 
Sy(k)  > E N + 1 reiO,N+2i 
t-----O 
1 _> N + I IlSyll =/,1 "°'"',<,~, • 
Hence, 
rain &(k)  > pl II&ll, 
kfi[m,N] 
and so Sy  E C~m. 
Let y G C~ be such that IlYll = 1. As before we obtain (4.20) for y E C~ N a l l  Then, 
following a similar argument as before (with p and d replaced by Pl and dl, respectively), it 
follows from Theorem 2.1 that (1.3),(1.4) has two positive solutions Yl and Y2 satisfying the 
following inequalities (which correspond to (4.25) and (4.27)) 
2),] l l (a - l )  2(N+ < Ilylll < 1, (4.30) 
dlp~ J - - 
[=¢N + 2)] 
1 _< Ily~ll-< t 7~ J 
11(~'--1) 
(4.31) 
Further, a combination of (4.30) and (4.31) yields the corresponding inequality to (4.28) as follows 
2(N + 2)] 1/(]~-1) 
f2~--+ 2),] 'a<'-1, < Ily, II < 1 < Ily~ll < 
L L dlp~ J . . . .  J 
(4.32) 
Finally, from (4.25),(4.27),(4.30) and (4.31), we obtain (4.16) and (4.17) immediately. 
REMARK 4.1. It is noted that pl > p for N > 3, and also dl > d. Hence, for N > 3 the 
inequalities (4.16) and (4.17) reduce to (4.32). 
REMARK 4.2. We remark that condition (4.11) is actually (4.1) with p = 0 and ~/= 1. 
EXAMPLE 4.2. Consider the boundary value problem 
y(0)  = y(7)  = 0. 
Here, O(k) = k/80 is increasing and so 
v(~)  = (r - ~)c=) ~ O(m) = (7 - ~)c=) ~_._~= . 
80 
We find that d = dl -- 27/20. It can be checked that all the conditions of Theorem 4.2 are 
fulfilled. Hence, the boundary value problem has two positive solutions Yl and Y2 such that 
0.0243 S Ily:l] ~ 1 _< Ily211 <- 373. 
CAsEB:p=I .  
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LEMMA 4.4. For (k,t) E [0, N + 2] x [0, N], wehave 
g(k,e) <_ 2g(e,e). (4.33) 
PROOF. 
and 
From (2.1) we obtain 
Let c > 0 be such that 
g(e,e) =e 
t+ l ,  t E [0 ,k -  2], 
g (k , t )= k, t c [k - l ,N ] .  
g(k,t) <_ cg(t,e). 
For £ E [k - 1, N], the inequality (4.36) is equivalent to 
(4.34) 
(4.35) 
(4.36) 
k<_ct. 
The above inequality holds if 
k<c(k -1 ) .  
By taking c = 2, (4.37) is fulfilled and so is (4.36). 
For £ G [0, k - 2], (4.36) reduces to 
t+ l  <_ct, 
(4.37) 
which is satisfied with c = 2. 
The proof of the lemma is complete. 
LEMMA 4.5. Let m E [1, N]. For (k, ~) E [m, N] x [0, N], we have 
m 
g(k,t) >_ --~g(t,t). (4.38) 
PROOF. From (4.34) and (4.35), we find for (k, £) e [m, N] x [0, N], 
e [o, k - 2], g(k, t) 
= ~, t G [k - 1, N], 
1, t c [O ,k -2 ] ,  
>_ m 
~, te [~- 1,NI, 
m >- -  -g '  
from which (4.38) is immediate. 
THEOREM 4.3. Let p = 1. Suppose that O(k) is nondecreasing or nonincreasing on [1,N], 
N 
2~-'~(£+ 1)8(£) < 1, 
t----0 
2(2N) ~ > ~/~ -- max ~b~(m), 
me[1,N] 
(4.39) 
(4.40) 
and 
2(2N) ~ > ~/~ - max ¢~(m), (4.41) 
me[1,N] 
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where 
0(m), 0 is nondecreasing, 
¢~(m) ---- [(Y + 2) (2) - (m +1)  (2)] m a × (4.42) 
O(N), 0 is nonincreasing, 
and ¢~(m) is the same as Ca(m) with a replaced by ft. Then, the boundary value prob- 
lem (1.3),(1.4) has two positive solutions Yl and Y2 such that 
[2 (2N)  a ] 1/ (a- l )  [2 (2N)B]  1/(/3-1) 
-< Ilylll -< 1 _< Ily2ll _< (4.43) 
PROOF. Let m • [1,N] and let Cm be a cone in B defined by 
Cm={y•Bly (k )  is nonnegativeon [0 ,N+2] ;  min y (k )> m } k~tm,N] - ~-~ Ilyll 
Define the operator S : Cm -* B by (4.18). 
First, we shall show that S(Cm) C Ca. For this, let y • Cm. Clearly, Sy(k) is nonnegative on 
[0, N + 2]. Further, by Lemma 4.4 we have 
N 
Sy(k) <_ E 2 g (e, £) 0(£) [y(e) a + y(£)e], 
t=0 
which leads to 
k•  [0, N + 2], 
N 
IlSyll ~ ~ 2 g (~, 0 e(g) [y(0 ~ + y(t)~]. (4.44) 
t=0 
Now, for k • [m, N], it follows from Lemma 4.5 and (4.44) that 
Therefore, 
N 
m ml  
Su(k) >_ ~ -~ g (e, e) o(e) [y(e)~ + y(e)~] _> ~ ~ IISull • 
t----O 
rain Sy(k) > m k~Im,Nl _ ~-~ IISyll, 
and so Sy • Cm. Also, the standard arguments yield that S is completely continuous. 
Let y • Cm be such that [[y[[ = 1. In view of (2.2) and p = 1, we see that g(k, £) is nondecreasing 
in k. Using this as well as (4.39), we find that 
IlSyll = 
If we set 
N 
max ~g(k,t)o(t) [y(t) ~ + y(t)~] 
k~[0,N+2] t=o 
N 
= E g (N + 2, t) 0(£) [y(t) a + y(g)~] 
t=0 
N 
= ~ (e + 1)0(0 [y(e) ° + y(e)~] 
t=0 
N 
< 2 E (e + 1)0(t) _< 1 --- IlYll. 
t=0 
n={u•S l l l y l l  < 1}, 
then (4.45) holds for y • Cm n Off. 
(4.45) 
(4.46) 
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Now, let y E C,n. From (4.45) we have 
N 
IlSyll = 
t=O 
N 
->F+ 
N 
l~----m, 
N 
(t+l)O(t) [v(t)~+y(t) ~]
(t + 1)eCt) Iv(t) ° + y(t) a] 
(t+l)O(t) ~-~ Ilvll~+ ~-~ Ilyll ~ 
(e+i)o* ~-~ Ilyll ~+ ~ Ilyll ~ , 
where 0* is defined in (4.21). It follows that 
1 
IISyll _> 2(2N)-------- ~ [[YllaCa(m) + - -  
Taking maximum over m, from (4.47) we get 
1 
IlSyll > 2(2N)------g ~llyll~ + 
Let y ECm be such that 
Ilyll = L r/o, j ' 
Then, (4.48) implies 
If we set 
1 
2(2N)~ IlyllaCa(m)" (4.47) 
1 
2(2N)~ uallylla" (4.48) 
(< 1 by (4.40)). 
IlSyll ~ - -  
1 1 
~llvll ~ = ~llyll~-~llyll = Ilyll. 2(2N) a 2(2N) a (4.49) 
{ 1/'o-1' } 
n '= y•BI I I v l l  < 
then (4.49) holds for y ECm N Off'. Now that we have obtained (4.46) and (4.49), it follows from 
Theorem 2.1 that S has a fixed point Yl ECm N (~\f~') such that 
[ ~ ]  '/(~-') 
Similarly, if we let y ECm be such that 
[2(2N)~1 
1/(8--1) 
IMI = L '~ ' -~ J ' 
then it follows from (4.48) that 
If we set 
-< Ilylll <- 1. (4.50) 
(> 1 by (4.41)), 
IlSull > - -  
1 1 
2(2N)B ~allylla = ~ ~allylla-~llull = Ilyll. 
{ [2(2N)Bll/(B-1) ~ 
n"= Ye B IIlyll < k----~a J J '  
(4.51) 
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then (4.51) holds for y • C, nNOf~". Having obtained (4.46) and (4.51), it follows from Theorem 2.1 
that S has a fixed point Y2 • C,~ n (~"\f~) such that 
[2(2N)~] I/(~--1) 
1 < Ily211-< t~~- -~ J (4.52) 
Coupling (4.50) and (4.52), we get (4.43) immediately. 
REMARK 4.3. The condition (4.1) when p -- 1 and '7 = 1 is 
N 
2(N+ 2) Z0(~) _< 1. 
t=0 
Since 
N N N 
2 Z (e + 1) 0(g) _< 2 Z (N + 1) 0(e) _< 2 (N + 2) ~ 0(e), 
/=0 t=O £=0 
the condition (4.39) is weaker than (4.1), and hence, is an improvement over (4.1). 
EXAMPLE 4.3. Consider the boundary value problem 
u(0) = ~u(6)  = 0. 
k • [1, 5], 
Here, O(k) = 1/27 cos k/4 is decreasing, and so 
Ca(m) = ¢1/3(m) ---- [42 -- (m -~- 1) (2) ] m 1/3 0(5) 
and 
¢~(m) = ¢3(m)= [42- (m + 1)(2)] m 3 0(5). 
By direct computation, we have 
7/a = ¢a(2) = 0.530 and ~/~ = ¢~(5) -- 17.5. 
It can be checked that all the conditions of Theorem 4.3 are satisfied. Hence, the boundary value 
problem has two positive solutions Yl and Y2 such that 
0.0431 <_ Ily, l[ ~ 1 < Ily211 ~ 10.7. 
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