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Abstract
There has been much recent progress in forecasting the next observation
of a linear dynamical system (LDS), which is known as the improper
learning, as well as in the estimation of its system matrices, which is
known as the proper learning of LDS. We present an approach to proper
learning of LDS, which in spite of the non-convexity of the problem,
guarantees global convergence of numerical solutions to a least-squares
estimator. We present promising computational results.
1 Introduction
We consider the identification of vector autoregressive processes with hidden
components from time series of observations. This problem is also known as
proper learning of linear dynamical systems (LDS), and provides a very general
approach to time-series analysis. Its applications include most epidemiological
models [1], which have recently gained some notoriety, but are too many to
list. Indeed, one encounters either partially observable processes [2] or questions
of causality [3] that can be tied to proper learning of LDS [4] in almost any
application domain.
To state the problem formally, let us define an observable linear system
L = (G,F, ν,W ) as in [5]:
φt = Gφt−1 + ωt,
Yt = F
′φt + νt,
where φt ∈ Rn is the hidden state, Yt ∈ Rm is the observed output of L
(measurements, observations), G ∈ Rn×n and F ∈ Rn×m are system matrices,
and {ωt, νt}t∈N are process and observation noises with zero mean and covariance
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of W and ν respectively. Proper learning refers to identifying the quadruple
(G,F, ν,W ) given the output {Yt}t∈N of L.
Proper learning is desirable for a number of reasons: outside of the discovery
of the actual dynamics, proper learning makes it possible to consider shape
constraints easily and to compare the learned model with prior information to
check its consistency. For example, the measurement chain has guarantees on the
overall error in many applications, which makes it possible to develop guarantees
on the magnitude of the measurement noise from above. Proper learning also
allows for the estimation of subsequent observations, which is known as the
“prediction-error” approach to improper learning [6].
There are three complications. First, the corresponding optimization problem
is non-convex, and guarantees of global convergence have consequently been
available only for certain special cases so far. Second, the optimisation problem in
matricial variables is non-commutative, and hence much work on general-purpose
commutative non-convex optimisation is not applicable. Finally, the dimension
n of the hidden state φt is not known, in general. Although [7] have shown that
a lower-dimensional model can approximate a higher-dimensional one rather
well, in many cases, it is hard to pick n in practice.
Overall, our goal is to develop a method for proper learning of LDS that
could also estimate the dimension of the hidden state and that would do so
with guarantees of global convergence to the best possible estimate, given
the observations. This would promote explainability beyond what forecasting
methods without global convergence guarantees allow for. Informally speaking,
our approach to proper learning makes it easy to claim “what you see is what
you get” (because of the convergence guarantees) as well as to explain “the why”
(because the recovery of the dynamics). In particular, our contributions are:
• We cast proper learning of a linear dynamical system as a non-commutative
polynomial optimization problem (NCPOP). This makes it possible to
utilize prior information as shape constraints in the NCPOP.
• For the first time, we present numerical methods for the proper learning
problem with guarantees of global convergence, by solving the resulting
NCPOP via a hierarchy of convexifications and extracting the optimizer.
The runtime is independent of the (unknown) dimension of the hidden
state.
• On two well-established numerical examples [8, 9, 10], our approach out-
performs standard subspace and least-squares methods, as implemented in
MatlabTM System Identification ToolboxTM.
1.1 Motivation
While there are numerous important applications involving non-trivial hidden
components [2, 3, 11, 4], let us illustrate the importance of the identification
of system matrices on a simple example of the age-structured matrix model
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Figure 1: An illustration of the age-structured matrix model [12], where Pi,j
j ≥ i ∈ [1, 2, . . . , n], is the probability of an individual at the ith age class
surviving to the jth age class. Fi, i ∈ [1, 2, . . . , n] is the fecundity of the the ith
age class, i.e., the product of birth rate and surviving probability.
in actuarial science and mathematical biology [12]. There, the growth of the
population has the form:
Nt+1 = ANt, (1)
where Nt and Nt+1 are the vectors of abundance at time t and t+1 respectively.
To be more specific, if we divide a species into n age classes according to their life
cycles, there will be n elements in the vector Nt, denoted by N
(1)
t , N
(2)
t , . . . , N
(n)
t ,
where N (i)t is defined to be the number of individuals in the ith age class.
A ∈ Rn×n is the transition matrix. Since Nt and Nt+1 have a linear relation, it
is obvious that (1) is a linear dynamical system. Assuming the first age class is
pre-reproductive and the rest are reproductive, the age-structured matrix model
in (1) can be rewritten in a matrix notation, as illustrated in Figure 1.
2 Background
In Section 2.1, we set our work in the context of related work. In Section 2.2, we
provide a brief overview of non-commutative polynomial optimization, pioneered
by [13] and nicely surveyed by [14], which is our key technical tool. Prior to
introducing our own results, we introduce some common notation in Section 2.3,
following [5] and [10].
2.1 Related Work in System Identification and Control
Research within System Identification variously appears in venues associated
with Control Theory, Statistics, and Machine learning. We refer to [6] and [15]
for excellent overviews of the long history of research in the field, going back at
least to [16]. In this section, we focus on pointers to key more recent publications.
In improper learning of LDS, a considerable progress has been made in
the analysis of predictions for the expectation of the next measurement using
auto-regressive (AR) processes. In [17], first guarantees were presented for auto-
regressive moving-average (ARMA) processes. In [8], these results were extended
to a subset of autoregressive integrated moving average (ARIMA) processes. [10]
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have shown that up to an arbitrarily small error given in advance, AR(s) will
perform as well as any Kalman filter on any bounded sequence. This has been
extended by [18] to Kalman filtering with logarithmic regret. Another stream of
work within improper learning focuses on sub-space methods [19, 20] and spectral
methods. [21, 22] presented the present-best guarantees for traditional sub-space
methods. Within spectral methods, [9] and [23] have considered learning LDS
with input, employing certain eigenvalue-decay estimates of Hankel matrices in
the analyses of an auto-regressive process in a dimension increasing over time. We
stress that none of these approaches to improper learning are “prediction-error”:
They do not estimate the system matrices.
In proper learning of LDS, many state-of-the-art approaches consider the
least-squares method, despite complications encountered in unstable systems [24].
[25] have provided non-trivial guarantees for the ordinary least-squares (OLS)
estimator in the case of stable G and there being no hidden component, i.e., F ′
being an identity and Yt = φt. Surprisingly, they have also shown that more
unstable linear systems are easier to estimate than less unstable ones, in some
sense. [26] extended the results to allow for a certain pre-filtering procedure. [27]
extended the results to cover stable, marginally stable, and explosive regimes.
Our work could be seen as a continuation of the least squares method to processes
with hidden components, with guarantees of global convergence. In Computer
Science, our work could be seen as an approximation scheme [28], as it allows
for  error for any  > 0.
2.2 Non-Commutative Polynomial Optimization
Our key technical tool is non-commutative polynomial optimization (NCPOP),
first introduced by [13]. Here, we provide a brief sumary of their results, and
refer to [14] for a book-length introduction. NCPOP is an operator-valued
optimization problem with a standard form in 2:
P :
p∗ = min
(H,X, φ)
〈φ, p(X)φ〉
s.t. qi(X) < 0,i = 1, . . . ,m,
〈φ, φ〉 = 1,
(2)
where X = (X1, . . . , Xn) is a bounded operator on a Hilbert space H. The
normalized vector φ, i.e., ‖φ‖2 = 1 is also defined on H with inner product 〈φ, φ〉
equals to 1. p(X) and qi(X) are polynomials and qi(X) < 0 denotes that the
operator qi(X) is positive semi-definite. Polynomials p(X) and qi(X) of degrees
deg(p) and deg(qi), respectively, can be written as:
p(X) =
∑
|ω|≤deg(p)
pωω, qi(X) =
∑
|µ|≤deg(qi)
qi,µµ, (3)
where i = 1, . . . ,m. Following [29], we can define the moments on field R or
C, with a feasible solution (H,X, φ) of problem (2):
yω = 〈φ, ω(X)φ〉, (4)
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for all ω ∈ W∞ and y1 = 〈φ, φ〉 = 1. Given a degree k, the moments whose
degrees are less or equal to k form a sequence of y = (yω)|ω|≤2k. With a finite
set of moments y of degree k, we can define a corresponding kth order moment
matrix Mk(y):
Mk(y)(ν, ω) = yν†ω = 〈φ, ν†(X)ω(X)φ〉, (5)
for any |ν|, |ω| ≤ k and a localizing matrix Mk−di(qiy):
Mk−di(qiy)(ν, ω) =
∑
|µ|≤deg(qi)
qi,µyν†µω (6)
=
∑
|µ|≤deg(qi)
qi,µ〈φ, ν†(X)µ(X)ω(X)φ〉,
for any |ν|, |ω| ≤ k − di, where di = ddeg(qi)/2e. The upper bounds of |ν|
and |ω| are lower than that of moment matrix because yν†µω is only defined on
ν†µω ∈ W2k while µ ∈ Wdeg(qi).
If (H,X, φ) is feasible, one can utilize the Sums of Squares theorem of [30]
and [31] to derive semidefinite programming (SDP) relaxations. In particular,
we can obtain a kth order SDP relaxation of the non-commutative polynomial
optimization problem (2) by choosing a degree k that satisfies the condition of
2k ≥ max{deg(p),deg(qi)}. The SDP relaxation of order k, which we denote Rk,
has the form:
Rk :
pk = min
y = (yω)|ω|≤2k
∑
|ω|≤d
pωyω
s.t. Mk(X) < 0,
Mk−di(qiX) < 0,i = 1, . . . ,m,
y1 = 1,
〈φ, φ〉 = 1,
(7)
Let us define the quadratic module, following [13]. Let Q = {qi} be the
set of polynomials determining the constraints. The positivity domain SQ of
Q are tuples X = (X1, . . . , Xn) of bounded operators on a Hilbert space H
making all qi(X) positive semidefinite. The quadratic module MQ is the set of∑
i f
†
i fi +
∑
i
∑
j g
†
ijqigij where fi and gij are polynomials from the same ring.
As in [13], we assume:
Assumption 1 (Archimedean). Quadratic module MQ of (2) is Archimedean,
i.e., there exists a real constant C such that C2− (X†1X1+ · · ·+X†2nX2n) ∈MQ.
We refer to the Supplementary Material for further discussion. If the
Archimedean assumption is satisfied, [13] have shown that limk→∞ pk = p∗
for a finite k. We can use the so-called rank-loop condition of [13] to detect
global optimality. Once detected, it is possible to extract the global optimum
5
(H∗, X∗, φ∗) from the optimal solution y of problem Rk, by Gram decomposi-
tion; cf. Theorem 2 in [13]. Simpler procedures for the extraction have been
considered, cf. [32], but remain less well understood.
More complicated procedures for the extraction are also possible. Notably,
the Gelfand–Naimark–Segal (GNS) construction [33, 34] does not require the
rank-loop condition to be satisfied, as is well explained in Section 2.2 of [35]; cf.
also Section 2.6 of [36]. See Section 3 for our use of this procedure.
2.3 Notation and Definitions
In the following text, we will assume that linear dynamical system L = (G,F, v,W )
is observable [20], i.e., its observability matrix [5]:
F ′
F ′G
.
.
F ′Gn−1
 (8)
is of full rank. Note that a minimal representation is necessarily observable and
controllable, cf. Theorem 4.1 in [15], so the assumption is not too strong.
The central quantity within system identification is the estimate of the next
observation, given the current data, i.e., the expectation of Yt conditional on
Y1 . . . Yt−1:
ft+1 := E (Yt+1 | Y1 . . . Yt−1) := F ′at+1. (9)
Traditionally, one writes down the recursive formula:
at+1 = Gmt = GAtYt + Ztat
= GAtYt + ZtGAt−1Yt−1 + ZtZt−1at−1 (10)
. . .
from the recursive update equations of Kalman filter (cf. the Supplementary
Material), where Zt denotes G(I−F ⊗At). Once the recursive update equations
are unrolled, at+1 can be expressed in terms of at−s and observations Yt−s, . . . , Yt.
Hence, substituting at+1 in (9) by the recursive formula (10), one extends the
forecast of Yt+1 given Y1, . . . , Yt to an auto-regressive model with the degree
of s+ 1 plus a remainder term. This approach also yields a non-commutative
polynomial optimization problem, but of a considerable degree, as we explain in
the Supplementary Material.
Our main result hence considers a rather different approach.
3 Main result
Given a trajectory of observations Y1,...,Yt−1, one-step error function (loss) at
time t compares the estimate ft with the actual observation Yt. Within the
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least-squares estimator, we aim to minimize the sum of square loss functions,
i.e.,
min
ft,t≥s+2
∑
t≥s+2
(Yt − ft)2 (11)
where the estimates ft, t ≥ s+ 2 are decision variables. We also need several
auxiliary variables to model the state evolution: mt represents the estimated
state while ωt and νt denote the process noise and observation noise at time t
respectively. Since the process and observation noises are normally distributed
with mean zero by assumption, we would expect a sum of ωt and a sum of νt over
t to be close to 0, for sufficiently large number of summands. Therefore, if we
add the sum of the squares of ωt and that of νt to the objective with sufficiently
large multipliers and minimize the resulting objective, we should reach a feasible
solution with the process noise ωt and observation noise νt being close to zero.
Overall, such a formulation has the following form: The input are Yt, t ≥ 1,
i.e., the time series of the actual measurements, of a time-window thereof, and
multipliers c1, c2. Decision variables are system matrices G, F ; forecasts ft,
realizations ωt, νt of noise, t ≥ 1, and state estimates mt, t ≥ 0, which includes
the initial state m0. We minimize the objective function:
min
ft,mt,G,F,ωt,νt
∑
t≥1
(Yt − ft)2 + c1
∑
t≥1
ω2t + c2
∑
t≥1
ν2t (12)
over the feasible set given by constraints for t ≥ 1:
mt = Gmt−1 + ωt (13)
ft = F
′mt + νt. (14)
Equations (56) subject to (13)–(14) give us the least-squares model. We
can now apply the techniques of non-commutative polynomial optimization to
the model so as to recover the system matrices of the underlying linear system.
Theorem 2. For any observable linear system L = (G,F, ν,W ), for any length
T of a time window, and any error  > 0, under Assumption 1, there is a
convex optimization problem from whose solution one can extract the best possible
estimate of system matrices of the system L based on the T observations (56
subject to 13–14), up to an error of at most  in Frobenius norm.
Proof is in the Supplementary Material.
Notice that there are several other approaches possible, as discussed in
the Supplementary Material, and the same reasoning can be applied there as
well. Further, this reasoning can be applied to more complicated formulations,
involving shape constraints. For instance, covariance matrices are naturally
symmetric square matrices and this constraint can be added to the least-squares
formulation.
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3.1 Pre-Processing and Reductions
In the commutative case, a number of excellent pre-processing techniques have
been developed [37]. Most of them may plausibly have their non-commutative
counter-parts, although these are less well understood, at the moment. Con-
sider, for example, equality constraints, which perhaps unnecessarily increase
the complexity of the problem. One option is to replace each equality con-
straint by a pair of inequality constraints. For example, an equality constraint
q(X) = 0 can be enforced by q(X)  0 and −q(X)  0 together. Another
options, applicable to equality constraints that only involve two monomials, uses
the substitution method in the monomial basis and moment matrix. For example,
given X = (X1, X2) and one equality constraint X21 −X2 = 0, we can use X2 as
the substitute for X21 . In other words, the original degree-2 monomial basisW2 =
{X1, X2, X1X2, X2X1, X21 , X22} reduces to W2 = {X1, X2, X1X2, X2X1, X22} af-
ter applying the substitution method. The dimensions of moment matrices
decrease correspondingly. Alternatively, further formulations can be obtained
by lifting [38]: Given a bilinear positive-semidefinite constraint A−BC  0, we
can lower its degree by introducing a new variable D and replacing the original
constraint by A−D  0 and D = BC. This way, one introduces new equality
constraint, but reduces the degree of the polynomials involved. Finally, one can
utilize a wide array of reduction techniques on the resulting SDP relaxations.
Notable examples include facial reduction [39, 40] and exploiting sparsity [41].
Clarly, these can be applied to any SDPs, irrespective of the non-commutative
nature of the original problem, but can also introduce [42] numerical issues. We
refer to [43] for an up-to-date discussion.
4 Numerical illustrations
Let us now present an implementation of solvers for the least-squares formulation,
using the techniques of non-commutative polynomial optimization [13, 14] and
to compare the results with traditional system-identification methods.
In our implementation, we make use of a globally convergent Navascués-
Pironio-Acín (NPA) hierarchy [13] of semidefinite programming (SDP) relax-
ations, as utilized in the proof of Theorem 2, and its sparsity-exploiting variant,
known as the term-sparsity exploiting moment/SOS (TSSOS) hierarchy [44, 45].
Because the degrees of objective (56) and constraints in (13–14) are all less or
equal to 2, the order k within the respective hierarchy can start from k = 1
and increase by 1 in each iteration. The SDP of a given order in the respective
hierarchy is constructed using ncpol2sdpa1 of Wittek [46] or the tssos2 of
Wang et al. [44, 45] and solved by sdpa of Yamashita et al. [47]. As in most
primal-dual interior-point methods [48], solving the relaxation to  error run
in time polynomial in its dimension and logarithmic in 1/, but it should be
noted that the dimension of the relaxation grows fast in the length T of the
1https://github.com/peterwittek/ncpol2sdpa
2https://github.com/wangjie212/TSSOS
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time-window and the order k of the relaxation.
Our implementation is available on-line for review purposes and will be
open-sourced upon acceptance.
4.1 Experiments on the example of Hazan et al.
In our first experiment, we explore the statistical performance of the feasible
solutions of the SDP relaxation, in comparison with other system-identification
methods. To measure the goodness of fit between the ground truth (estimation
data) and the forecast using different system identification methods, we can
introduce the normalized root mean squared error (nrmse) fitness value:
nrmse := 1− ‖Y − f‖2‖Y −mean(Y )‖2
(15)
Note that higher nrmse fitness value indicates better simulation. In order to
generate the sequence of observations, we build a linear system (i.e., the ground
true) with the underlying dynamic being 2-dimensional. Utilizing the same LDS
as in [9, 10], we consider: G =
(
0.99 0
1 0.2
)
, F ′ =
(
1 0.8
)
and the starting point
m0 =
(
1 1
)T . Standard deviations of process noise and observation noise are
chosen from 0.1,0.2,. . . ,1.0. We hence perform 100 experiments with different
combinations of standard deviations of process and observation noise. In each
experiment, we use the output from the LDS with length of time window being
T = 20. The nrmse values of 100 experiments of our method are illustrated in
Figure 2. Note that we only use the feasible solutions of the relaxation problems,
which may explain some of the “non-linear” nature of the plot.
Next, we have compared our method against other leading methods for
estimating state-space models, as implemented in MathWorksTM MatlabTM
System Identification ToolboxTM. Specifically, we have tested against a combi-
nation of least-squares algorithms implemented in routine ssest with focus set
to simulation (“least-squares auto”), subspace methods of [20] implemented in
routine n4sid (“sub-space auto”), and a subspace identification method of [49]
with an ARX-based algorithm to compute the weighting, again utilized via n4sid
(“SSARX”). Throughout, we use the same time series with standard deviation of
both process noise and observation noise (“noise std”) increasing in lockstep from
0.1 to 1.0. For each noise std, we conduct 30 experiments with each method,
whose output are 30 nrmse values for each method. We report the corresponding
mean and standard deviation in Figure 3, where the solid lines and dashed lines
indicate mean and mean ± one standard deviation, respectively. Notice that
higher is better.
As Figure 3 suggests, the nrmse values of our method on this example are
higher than 85%, while those of other methods can rarely reach 50%. Additionally,
our method shows better stability as the gap between the corresponding dashed
lines, which suggest the width of 2 standard deviations, are relatively small.
Further details are exhibited in the Supplementary Material. We can conclude
that our method compares favorably with other system identification methods
in terms of statistical performance (simulation).
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Figure 2: The nrmse fitness values (15)
of our method as a function of stan-
dard deviation of process noise std(ωt)
and standard deviation of observation
noise std(νt), as indicated by colours.
Figure 3: The nrmse fitness values
(15) of our method compared to lead-
ing system identification methods im-
plemented in MatlabTM System Iden-
tification ToolboxTM, for varying stan-
dard deviations std(ωt) = std(νt) of
process and observation noise, respec-
tively.
4.2 Experiments with stock-market data
Our approach to proper learning of linear dynamical system could also be used in
a “prediction-error” method for improper learning of a linear dynamical system,
i.e., forecasting its next observation (output, measurement). As such, it can be
applied to any time series. To exhibit this, we consider a real-world stock-market
data first used in [8] and attached in the Supplementary Material. (The data
are believed to be related to the evolution of daily adjusted closing prices of
stocks within the Dow Jones Industrial Average, starting on February 16, 1885.
Unfortunately, the data are no longer available from the website of the authors of
[8].) We sample every four periods from the first 200 periods of the stock-market
data and estimate the evolution for the 50 selected periods. Our method is
compared to a combination of least-squares algorithms implemented in MatlabTM
System Identification ToolboxTM routine ssest with order set to 1 (“least-squares
auto”). The simulation results are shown in Figure 4. The percentages in the
legend correspond to nrmse values (15), and both from the nrmse and the shape
of the two curves, it seems clear that our method is superior.
In Figure 5, we illustrate the runtime and size of the first-order relaxations
as a function of the length of the time window. The orange curve displays
the number of variables in the SDP relaxation of NPA hierarchy [13] of the
experiment on stock-market data against the length of time window. The green
and red curves show the runtime of the SDP relaxation of NPA hierarchy [13]
and of the TSSOS hierarchy [44, 45], respectively. Since each experiment is
repeated three times, the mean and mean ± 1 standard deviation of runtime
are presented by lines with shaded error bands. It is clear that the runtime of
TSSOS exhibits a modest growth with the length of time window, while that of
10
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Figure 4: The results of our method
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the plain-vanilla NPA hierarchy surges. This should be expected, given that the
number of elements in positive-semidefinite constraints in the NPA hierarchy [13]
is equivalent to the number of entries in the moment matrix Mk(y), as defined
in the Supplementary Material.
5 Conclusions
We have presented an approach to the recovery of hidden dynamic underlying a
time series, without assumptions on the dimension of the hidden state. Consider-
ing the objective of our formulations is the sum of squares of forecast errors, our
approach can be seen as minimizing the loss of accuracy with global convergence
guarantees.
For the first time in System Identification and Machine Learning, more
broadly, this approach utilizes non-commutative polynomial programming (NCPOP),
which has been recently developed within mathematical optimization [13, 14].
This builds upon a long history of work on the method of moments [29] and
its applications in Machine Learning [50], as well as recent progress [43] in the
scalability of semidefinite programming.
Further research may speed up solving the NCPOP by the development of
custom solvers, following [43], once the breadth of the possible formulations is
better understood. Further research may also consider specific applications, with
specific shape constraints.
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A Linear Dynamic Systems
The basic idea of state space model is that an unseen state process {φt}t∈N
follows a Markov model, so the distribution of φt depends only on φt−1. There
is an observable process {Yt}t∈N+ such that Yt depends only on φt. It is known
as the observation process. Hence, the general state space model has the form in
(16)-(17). Initially, we assume φt and Yt are n× 1 and m× 1 matrices.
φt ∼ G(φt | φt−1) (16)
Yt ∼ F(Yt | φt), (17)
for t ∈ N+, where G(φt | φt−1) is the model dynamic which determines the
evolution of {φt} and F(Yt | φt) determines the observation process in terms of
φt. Note that G(φt | φt−1) and F(Yt | φt) might vary with time t.
In linear Gaussian state space model, the state process (16) employs an or-
der one, n-dimensional vector autoregression as the state equation.
φt = Gtφt−1 + ωt, ωt ∼ Nn(0,W ) (18)
for t ∈ N+, where Gt ∈ Rn×n is the state transition matrix which defines the
system dynamics, and the process-noise term ωt ∈ Rn×1 is a random variable
from a normal distribution with mean 0 and covariance W for t ∈ N+. We
assume the process starts with a normal vector φ0, such that φ0 ∼ N (m0, C0).
We observe Yt by a linear transformed version of φt with an additive obser-
vation noise νt, i.e.,
Yt = F
′
tφt + νt, νt ∼ Nm(0, ν) (19)
for t ∈ N+, where Yt ∈ Rm×1 is the observation at time t and Ft ∈ Rn×m is
the observation direction. Similarly, the observation-noise term νt ∈ Rm×1 is
defined to be a mean 0 and covariance ν normally distribution random variable.
For simplicity, we assume that φ0, {ωt} and {νt} are uncorrelated. Also, Gt
and F ′t for t ∈ N+ are assumed to be not changing over time, so they will be
replaced by G and F ′ in the following text.
Let m = 1 and define a linear system L = (G,F, v,W ) as in the literature
[5] and hence, Yt is a scalar observation. Therefore, the linear system L has the
form that for t ∈ N+,
φt = Gφt−1 + ωt, ωt
i.i.d∼ Nn×1(0,W ) (20)
Yt = F
′φt + νt, νt
i.i.d∼ N1×1(0, ν) (21)
B Recursive Update Equations of Kalman Filters
For linear system defined in (20) and (21), the model dynamic and the state
observation are linear while The “noise” sequences in the system dynamic and
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observations, as well as the initial condition are Gaussian. Hence, the filtering
density P (φt | Y0, . . . , Yt) is Gaussian with mean mt and covariance Ct such that
mt = E(φt | Y1:t), (22)
Ct = Var(φt | Y1:t), (23)
where the term Y1:t denotes Y1, . . . , Yt.
Hence, given observations Y1:t, the distribution of φt can be written as
φt | Y1:t ∼ N (mt, Ct) (24)
The prediction of φt is determined by (20) and ωt, t ∈ N+ is independent. Given
the observations from 1 to t− 1, the predicted φt has a Gaussian distribution
with mean at and covariance Rt such that
at = E (φt | Y1:t−1)
= E (Gφt−1 | Y1:t−1) + E (ωt | Y1:t−1)
= Gmt−1
Similarly, since ωt
i.i.d∼ Nn×1(0,W ), we have
Rt = E ((φt − at)(φt − at)′ | Y1:t−1)
= E (G(φt−1 −mt−1)(φt−1 −mt−1)′G′ | Y1:t−1)
+E (ωt(φt−1 −mt−1)′G′ | Y1:t−1)
+E (G(φt−1 −mt−1)ω′t | Y1:t−1)
+E (ωtω′t | Y1:t−1)
= GE ((φt−1 −mt−1)(φt−1 −mt−1)′ | Y1:t−1)G′ +W
= GCt−1G′ +W
Hence, given observations Y1:t−1, the distribution of φt can be written as
φt | Y1:t−1 ∼ N (at, Rt) (25)
Since Yt only depends on φt and the observation process is decided by (21), it is
intuitively straightforward that given φt, the observation Yt follows a Gaussian
distribution such that
Yt | φt ∼ N (F ′φt, v) (26)
Further, we can obtain the joint distribution of Yt and φk, given Y1:t−1
P (Yt, φt | Y1:t−1) = P (Yt | φt, Y1:t−1)P (φt | Y1:t−1)
= P (Yt | φt)P (φt | Y1:t−1)
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From equations (25) and (26), we have already know the densities P (Yt|φt)
and P (φt | Y1:t−1). Using the thermos for joint distribution of Gaussian variable,
we can write down a more detailed joint distribution of Yt and φk, given Y1:t−1,
by substituting for the distributions of Yt | φt and φt | Y1:t−1.
φt
Yt
∣∣∣∣ Y1:t−1 ∼ N( atF ′at , Rt RtFF ′Rt F ′RtF + ν
)
(27)
From (27), the marginal distribution of Yt | Y1:t−1 is also a Gaussian distribution
with mean ft and covariance Qt such that
ft = F
′at, Qt = F ′RtF + ν (28)
Hence, given observations Y1:t−1, the distribution of Yt can be written as
Yt | Y1:t−1 ∼ N (ft, Qt) (29)
Further, from (27), we can deduce the expressions of the conditional distribution
of φt | Yt | Y1:t−1 (i.e., φt | Y1:t). Note that we have defined the mean mt and
covariance Ct of φt | Y1:t in (24). Hence mt and Ct can be expressed in terms of
other parameters and observations.
mt = at +RtF (F
′RtF + ν)−1(Yt − F ′at) (30)
Ct = Rt −RtF (F ′RtF + ν)−1F ′Rt (31)
Let At = RtFQ−1t , then mt and Ct can be rearranged as
mt = at +RtF (F
′RtF + ν)−1(Yt − F ′at)
= at +RtFQ
−1
t (Yt − ft)
= at +At(Yt − ft)
= AtYt + at −AtF ′at
= AtYt + (I −AtF ′)at
Ct = Rt −RtF (F ′RtF + ν)−1F ′Rt
= (I −RtF (F ′RtF + ν)−1F ′)Rt
= (I −AtF ′)Rt
Gather those definitions of at, Rt, ft, Qt, mt and Ct, we obtain the following re-
cursive update equations of Kalman filter. Note that the Kalman filter equations
are often divided into prediction and update steps as follows.
1. Prediction step:
mt = at +At(Yt − ft) = AtYt + (I − F ⊗At)at
Ct = (I −AtF ′)Rt
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2. Update step:
at = Gmt−1
Rt = GCt−1G′ +W
Qt = F
′RtF + ν
At = RtFQ
−1
t
where the matrix of x⊗ y is given by the outer product yx′, x, y ∈ Rn×1.
C Non-commutative Polynomial optimization
Considering that our approach utilizes non-commutative polynomial program-
ming (NCPOP) for the first time in Machine Learning, as far as we know, this
section gives a brief introduction to non-commutative polynomial optimization,
to make our presentation self-contained. Notice that this section is based on the
content of [13] and should not be misconstrued as original material.
A standard polynomial optimization problem with scalar (commutative)
variables has the form:
min
x ∈ Rn
p(x)
s.t. qi(x) ≥ 0,i = 1, . . . ,m
(32)
where p(x) and qi(x) are polynomials in variables x ∈ Rn. The variable
x which also be a matrix or an operator. If the variable x is considered to
be non-commutative, one can see it as bounded operators X = (X1, . . . , Xn)
on a Hilbert space H whose dimension is not fixed [13]. Another property of
non-commutative variables is that XiXj 6= XjXi, for i, j ≤ n and i 6= j.
Substituting x with operator X, we can write down the non-commutative
version of the commutative problem with a normalized vector φ from H, i.e.,
‖φ‖2 = 1:
P :
p∗ = min
(H,X, φ)
〈φ, p(X)φ〉
s.t. qi(X) < 0,i = 1, . . . ,m,
〈φ, φ〉 = 1,
(33)
where 〈·, ·〉 is the inner product and qi(x) < 0 denotes that the operator
qi(X) is positive semi-definite. We hence seek the global minimum (H∗, X∗, φ∗)
that satisfies the constraints and wherein the operators X∗ and the normalized
vector φ∗ are on the Hilbert space H∗.
C.1 Notation and Definitions
C.1.1 Monomials
[13] introduce the †-algebra that can be viewed as conjugate transpose. There,
for each Xi in X, there is a corresponding X
†
i . For simplicity, we will view
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the 2n operators X1, . . . , Xn and X
†
1 , . . . , X
†
n as X1, . . . , Xn, Xn+1, . . . , X2n by
substituting X†i by Xn+i for i = 1, . . . , n. Let [X,X
†] denotes these 2n operators.
A monomial ω(X) is defined to be a product of powers of variables from
[X,X†]. The empty monomial is 1. Since X is non-commutative, two monomials
with same variables but different order of variables are regarded as different
monomials. Also, for monomials, we have ω† = ω†1ω
†
2 . . . ω
†
k when ω = ω1ω2 . . . ωk.
The degree of a monomial, denoted by |ω|, refers to the sum of the exponents
of all operators in the monomial ω. LetWd denote the collection of all monomials
whose degrees |ω| are less than or equal to d and notice that the magnitude of
Wd is larger than in the case of commutative variables.
Moreover, a polynomial p or p(X) of degree d is defined to be a linear
combination of monomials ω ∈ Wd with the coefficients pωs in the field of real
or complex numbers. Hence, Wd can also be understood as the monomial basis
for polynomials of degree d.
For instance, if X = [X1, X2], W2 includes X1, X2, X1X2 and X2X1. If
there are monomials ω1 = X1, ω2 = X21X2 and ω3 = X2X21 . The degrees are
1, 3, and 3, respectively, and ω2 6= ω3 but ω†2 = ω3. If there is a polynomial
f = X1 −X21X2, it has the degree of 3 and f† = X1 −X2X21 .
Looking back to the problem (2), if we assume that the degree of p(X)
and qi(X) to be deg(p) and deg(qi) respectively, then those non-commutative
polynomials can be written as:
p(X) =
∑
|ω|≤deg(p)
pωω, qi(X) =
∑
|µ|≤deg(qi)
qi,µµ, (34)
where i = 1, . . . ,m.
C.1.2 Moments
Under Assumption 1, [13] define the moments on field R or C, with a feasible
solution (H,X, φ) of problem (2):
yω = 〈φ, ω(X)φ〉, (35)
for all ω ∈ W∞ and y1 = 〈φ, φ〉 = 1.
Given a degree k, those moments whose degree are less or equal to k form a
sequence of y = (yω)|ω|≤2k.
C.1.3 Moment Matrices
With a finite set of moments y of degree k, [13] define a corresponding order-k
moment matrix Mk(y) whose entries have the form:
Mk(y)(ν, ω) = yν†ω = 〈φ, ν†(X)ω(X)φ〉, (36)
for any |ν|, |ω| ≤ k.
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With the finite set of moments y of degree k, [13] define a localizing matrix
Mk−di(qiy) whose entries are given by:
Mk−di(qiy)(ν, ω) =
∑
|µ|≤deg(qi)
qi,µyν†µω (37)
=
∑
|µ|≤deg(qi)
qi,µ〈φ, ν†(X)µ(X)ω(X)φ〉, (38)
for any |ν|, |ω| ≤ k − di, where di = ddeg(qi)/2e. The upper bounds of |ν|
and |ω| are lower than that of moment matrix because yν†µω is only defined on
ν†µω ∈ W2k while µ ∈ Wdeg(qi).
C.2 A Hierarchy of SDP Relaxations
If there is a feasible solution (H,X, φ) of problem (2), we can consider an order-k
SDP relaxation of the non-commutative polynomial optimization problem (2) for
any order k such that 2k ≥ max{deg(p),deg(qi)}. Note that deg(p) and deg(qi)
denote the degree of p(X) and qi(X) for i = 1, . . . ,m. Other authors may call
the order k the relaxation level or degree.
C.2.1 The Objective
Considering a linear expansion of p(X) in (34) and the definition of moments in
(35), the objective p(X) can be replaced with:
〈φ, p(X)φ〉 = 〈φ,
∑
|ω|≤deg(p)
pωω(X)φ〉
=
∑
|ω|≤deg(p)
pω〈φ, ω(X)φ〉
=
∑
|ω|≤deg(p)
pωyω
C.2.2 The Constraints
The Positivity of Mk(y): After introducing new variables y = (yω)|ω|≤2k
into the SDP relaxation, we need to constrain y. Notice that within the sequence
of moments y = (yω)|ω|≤2k, yω are not independent. Hence, there should be
constraints:
yν†ω = 〈φ, ν†(X)ω(X)φ〉, (39)
for all ν†ω ∈ W2k.
Such constraints can be relaxed to the moment matrix Mk(y) being positive
semi-definite (PSD). In particular, for any vector z ∈ R|Wk| or z ∈ C|Wk|, [13]
21
show that:
z†Mk(y)z =
∑
|ν|≤k
∑
|ω|≤k
z†νMk(y)(ν, ω)zω
=
∑
|ν|≤k
∑
|ω|≤k
z†νyν†ωzω
=
∑
|ν|≤k
∑
|ω|≤k
z†ν〈φ, ν†(X)ω(X)φ〉zω
= 〈φ,
∑
|ν|≤k
z†νν
†(X)
∑
|ω|≤k
zωω(X)φ〉
= 〈φ,
∑
|ω|≤k
zωω(X)
† ∑
|ω|≤k
zωω(X)φ〉
≥ 0
Hence, when the constraints (39) are satisfied, Mk(y) is positive semi-definite.
Thus Mk(y) < 0 can be regarded as a relaxed constraint.
The Positivity of Mk−ddi/2e(y): The constraints qi(X) < 0,∀i = 1, . . . ,m
can also be relaxed by imposing the localizing matrix Mk−di(qiy) to be positive
semi-definite, where di = ddeg(qi)/2e. For any vector z ∈ R|Wk| or z ∈ C|Wk|,
[13] show that:
z†Mk−di(qiy)z
=
∑
|ν|≤k−di
∑
|ω|≤k−di
z†νMk−qi(qiy)(ν, ω)zω
=
∑
|ν|≤k−di
∑
|ω|≤k−di
z†ν
 ∑
|µ|≤deg(qi)
qi,µyν†µω
 zω
= 〈φ,
∑
|ω|≤k
zωω(X)
† qi(X) ∑
|ω|≤k
zωω(X)φ〉 ≥ 0
Hence, when the constraints qi(X) < 0,∀i = 1, . . . ,m are satisfied,Mk−di(qiy)
is positive semi-definite. Thus Mk−di(qiy) < 0,∀i = 1, . . . ,m can be regarded as
relaxed constraints.
22
C.2.3 The SDP Relaxation
Subsequently, the SDP relaxation of the non-commutative polynomial optimiza-
tion problem reads:
Rk :
pk = min
y = (yω)|ω|≤2k
∑
|ω|≤d
pωyω
s.t. Mk(X) < 0,
Mk−di(qiX) < 0, ,
y1 = 1,
〈φ, φ〉 = 1,
(40)
where i = 1, . . . ,m. Note that given a feasible solution of problem P in (2),
and for any k subjecting to 2k ≥ {d,deg(qi)}, the sequence y corresponding to
the feasible solution is also feasible for problem Rk in (40). Therefore, problem
Rk is a relaxation of problem P [13].
Moreover, Rk is a relaxation of Rk+1 because the moments yω for 2k < |ω| ≤
2(k+1) are not included in Rk but in Rk+1. Further, if Archimedean assumption
is satisfied, limk→∞ pk = p∗ [13]. Also, when the rank of moment matrix Mk(y)
equals to the rank of Mk−d(y), where d is the highest degree of constraints and
d ≥ 1, the global optimum has been reached [13] and optimal solution H∗ of the
original problem (2) has the dimension of the rank of Mk(y) [13].
D Proof of Theorem 2
Putting together the material of the previous Appendix, we can Theorem 2:
Proof. First, we need to show the existence of a sequence of convex optimiza-
tion problems, whose objective function approaches the optimum of the non-
commutative polynomial optimization problem. As explained in Section 2.2
above, [13] shows that, indeed, there are natural semidefinite programming prob-
lems, which satisfy this property. In particular, the existence and convergence
of the sequence is shown by Theorem 1 of [13], which requires Assumption
1. Second, we need to show that the extraction of the minimizer from the
SDP relaxation of order k() in the series is possible. There, one utilizes the
Gelfand–Naimark–Segal (GNS) construction [33, 34], as explained in Section 2.2
of [35].
E Additional Results
E.1 Details of the Empirical Comparison
For better clarity of presentation, the experiment in Figure 3 has been performed
again with the same experimental set-up and the results are displayed in Figure
6 as four box-plots. Each box-plot shows the nrmse fitness values of one method
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Figure 6: Details of the performance of three other methods and our method
used for comparison of Figure 4, in the same experimental set-up.
at varying standard deviation of both process noise and observation noise (“noise
std”) from 0.1 to 1.0 and each box inside indicates the first quartile, mean and
the third quartile of 30 nrmse values with the outliers marked by “o” symbols.
The nrmse values of our method fall between 80% and 100% while increase
swiftly to more than 90% when noise std gets higher than 0.1. Relatively
speaking, “least squares auto” is also a reasonable method and we do compare
our method against it in the following experiment on stock-market data.
F Three Models
In Section 2.3, we have seen the standard derivation of Kalman filtering. Let us
now develop a corresponding non-commutative optimization formulation of the
proper learning of linear dynamical systems.
Using prediction equations in Figure ?? without the remainder term, we can
forecast the value of Yt given the actual output of Y1,...,Yt−1. Then, forecast
error t compares the output of prediction equations with the actual output:
t := Yt − ft, t ≥ s+ 2 (41)
With the least-squares method, the most accurate prediction can be a se-
quence of ft, t ≥ s+ 2 that minimizes the sum of the squares of forecast errors.
Hence, our objective is
min
ft,t≥s+2
∑
t≥s+2
(Yt − ft)2 (42)
Using the definitions of ft, t ≥ s + 2 given in Figure ??, we can construct
several models sharing the same objective (42).
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F.1 General Formulation
The general formulation utilizes matrices from the recursive update equations
directly. The input are Yt, t ≥ 1, i.e., the time series of the actual measurements,
of a time-window thereof. The decision variables are necessarily G, F ′, W , ν; ft,
t ≥ s+ 2. For clarity of the presentation, we also introduce auxiliary variables
Rt, Qt, At, Zt, Xt, t ≥ 1; Ct, t ≥ 0. The constraints for t ≥ s+ 1 read:
ft+1 = F
′GAtYt + F ′
s−1∑
j=0
[(
j∏
i=0
Zt−i
)
GAt−j−1Yt−j−1
]
(43)
and then for t ≥ 1:
Rt = GCt−1G′ +W, (44)
Qt = F
′RtF + ν (45)
At = RtFXt (46)
XtQt = I (47)
Ct = Rt −AtQtA′t (48)
Zt = G(I −AtF ′) (49)
Notice that constraints (46) and (47) implement At = RtFQ−1t , t ≥ 1.
We minimize the objective (42) over the feasible set (43–49) defined by the
constraints.
F.2 A Formulation Considering Convergence
In the general formulation above, some auxiliary decision variables (e.g., Qt At,
Zt for t ≥ 1) can be substituted either using the equality constraints decision
variables or, under further assumptions, input.
Let us consider substitutions involving Qt, t ≥ 1 first, assuming convergence
[51]. That is: if the linear system L is observable, after a certain warm-up period,
the variables Rt, At, Zt, Xt and Ct converge to R,A,Z,X,C respectively.
In that case, the general formulation can be simplified as follows: The decision
variables include G, F ′, W , ν; ft t ≥ s+ 2 and auxiliary variables R,A,Z,X,C.
The constraints read:
ft+1 = F
′GAYt + F ′
s−1∑
j=0
(Zj+1GAYt−j−1), t ≥ s+ 1 (50)
R = GCG′ +W (51)
C = R−AF ′R (52)
A = RFX (53)
I = X(F ′RF + ν) (54)
Z = G(I −AF ′) (55)
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Notice that constraints (53) and (54) implement A = RF (F ′RF + ν)−1.
Overall, we again minimize the objective (42) over the feasible set (50–55)
defined by the constraints.
F.3 A Formulation with an Explicit Decision Variable for
Noise
Finally, one can model the state evolution directly, without considering the
recursive update equations. In this model,mt represents the estimated state while
ωt and νt denote the process noise and observation noise at time t respectively.
Since the observation noise is normally distributed with mean zero by assumption,
we would expect a sum of νt over t to be close to 0, for sufficiently large number
of summands. Therefore, if we add the sum of the squares of νt to the objective
with a sufficiently large multiplier λ and minimize the resulting objective, we
should reach a feasible solution with the observation noise νt being close to zero.
Overall, such a formulation has the following form: The input are Yt, t ≥ 1,
i.e., the time series of the actual measurements, of a time-window thereof, and
a multiplier B. Decision variables are G, F ′; ft, ωt, νt, t ≥ 1; mt, t ≥ 0. We
minimize the objective function.
min
∑
t≥1
(Yt − ft)2 +B
∑
t≥1
ν2t (56)
over the feasible set given by constraints for t ≥ 1:
mt = Gmt−1 + ωt (57)
ft = F
′mt + νt. (58)
We stress that these three formulations are not equivalent. Notably, the formula-
tion (56 s.t. 13–14) is obtained from the general formulation (42 s.t. 43–49) by
a number of non-trivial simplifications.
When the observations are scalar, the corresponding forecast ft and the
observation-noise νt are scalars as well, without any loss of generality. The
equality constraints (13)-(14) in the formulation of Section F.3 can be replaced
by pairs of inequality constraints, again without a loss of generality, but possibly
with some loss of regularity in the relaxations (e.g., LICQ). In order to decrease
the size of the monomial basis, we can assume the operators are Hermitian, and
consider only a time window T , defined as {t ∈ R : 1 ≤ t ≤ T}, for some length
T of the time window. These final simplifications are not without some loss of
generality, though. Altogether, we can write down a variant of the noise-free
formulation as (59) in Figure 7.
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min
〈
φ,
∑
t∈T
(Yt − ft)2 + λ
∑
t∈T
ν2t φ
〉
s.t. ft − F ′mt − νt  0, t ∈ T ,
−ft + F ′mt + νt  0, t ∈ T ,
mt −Gmt−1 − ωt  0, t ∈ T ,
−mt +Gmt−1 + ωt  0, t ∈ T ,
〈φ, φ〉 = 1,
(59)
Figure 7: The NCPOP considering a time window T , whose SDP relaxations
are solved in the numerical illustrations.
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