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Abstract
We focus on the commonly used synchronous Gradient Descent paradigm for large-scale distributed learning, for which
there has been a growing interest to develop efficient and robust gradient aggregation strategies that overcome two key system
bottlenecks: communication bandwidth and stragglers’ delays. In particular, Ring-AllReduce (RAR) design has been proposed
to avoid bandwidth bottleneck at any particular node by allowing each worker to only communicate with its neighbors that are
arranged in a logical ring. On the other hand, Gradient Coding (GC) has been recently proposed to mitigate stragglers in a
master-worker topology by allowing carefully designed redundant allocation of the data set to the workers. We propose a joint
communication topology design and data set allocation strategy, named CodedReduce (CR), that combines the best of both RAR
and GC. That is, it parallelizes the communications over a tree topology leading to efficient bandwidth utilization, and carefully
designs a redundant data set allocation and coding strategy at the nodes to make the proposed gradient aggregation scheme robust
to stragglers. In particular, we quantify the communication parallelization gain and resiliency of the proposed CR scheme, and
prove its optimality when the communication topology is a regular tree. Furthermore, we empirically evaluate the performance
of our proposed CR design over Amazon EC2 and demonstrate that it achieves speedups of up to 27.2× and 7.0×, respectively
over the benchmarks GC and RAR.
I. INTRODUCTION
Modern machine learning algorithms are now used in a wide variety of domains. However, training a large-scale model over
a massive data set is an extremely computation and storage intensive task, e.g. training ResNet with more than 150 layers and
hundreds of millions of parameters over the data set ImageNet with more than 14 million images. As a result, there has been
significant interest in developing distributed learning strategies that speed up the training of learning models (e.g., [1]–[7]).
In the commonly used Gradient Descent (GD) paradigm for learning, parallelization can be achieved by arranging the
machines in a master-worker setup. Through a series of iterations, the master is responsible for updating the underlying
model from the results received from the workers, where they compute the partial gradients using their local data batches and
upload to the master at each iteration. For the master-worker setup, both synchronous and asynchronous methods have been
developed [1]–[6]. In synchronous settings, all the workers wait for each other to complete the gradient computations, while
in asynchronous methods, the workers continue the training process after their local gradient is computed. While synchronous
approaches provide better generalization behaviors than the asynchronous ones [3], [8], they face major system bottlenecks
due to (1) bandwidth congestion at the master due to concurrent communications from the workers to the master [9]; and (2)
the delays caused by slow workers or stragglers that significantly increase the run-time [4].
To alleviate the communication bottleneck in distributed learning, various bandwidth efficient strategies have been proposed
[10]–[12]. Particularly, Ring-AllReduce (RAR) [9] strategy has been proposed by allowing each worker to only communicate
with its neighbors that are arranged in a logical ring. More precisely, the data set, D, is uniformly distributed among N
workers and each node combines and passes its partial gradient along the ring such that at the end of the collective operation,
each worker has a copy of the full gradient g (Figure 1). Due to the master-less topology of RAR, it avoids bandwidth
bottleneck at any particular node. Furthermore, as shown in [10], RAR is provably bandwidth optimal and induces O(1)
communication overhead that does not depend on the number of distributed workers. As a result, RAR has recently become a
central component in distributed deep learning for model updating [13]–[15]. More recent approaches to mitigate bandwidth
bottleneck in distributed gradient aggregation include compression and quantization of the gradients [16], [17].
Despite being bandwidth efficient, AllReduce-type algorithms are inherently sensitive to stragglers, which makes them prone
to significant performance degradation and even complete failure if any of the workers slows down. Straggler bottleneck
becomes even more significant as the cluster size increases [18], [19].
One approach to mitigate stragglers in distributed computation is to introduce computational redundancy via replication. [20]
proposes to replicate the straggling task on other available nodes. In [21], the authors propose a partial data replication for
robustness. Other relevant replication based strategies have been proposed in [22]–[24]. Recently, coding theoretic approaches
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Fig. 1: Illustration of RAR, GC and CR: In RAR, workers communicate only with their neighbors on a ring, which results in high bandwidth
utilization; however, RAR is prone to stragglers. GC is robust to stragglers by doing redundant computations at workers; however, GC
imposes bandwidth bottleneck at the master. CR achieves the benefits of both worlds, providing high bandwidth efficiency along with
straggler resiliency.
have also been proposed for straggler mitigation [25]–[31]. Specifically, Gradient Coding (GC) [32] has been proposed to
alleviate stragglers in distributed gradient aggregation in a master-worker topology (Figure 1). In GC, the data set D is
carefully and redundantly distributed among the N workers where each worker computes a coded gradient from its local
batch. The master node waits for the results of any N − S workers and recovers the total gradient g, where the design
parameter S denotes the maximum number of stragglers that can be tolerated. Therefore, GC prevents the master from waiting
for all the workers to finish their computations, and it was shown to achieve significant speedups over the classical uncoded
master-worker setup [32].
However, as the cluser size gets large, GC suffers from significant network congestion at the master. In particular, the
communication overhead increases to O(N), as the master needs to receive messages from O(N) workers. Thus, it is essential
to design distributed learning strategies that alleviate stragglers while imposing low communication overhead across the cluster.
Consequently, our goal in this paper is to answer the following fundamental question:
Can we achieve the communication parallelization of RAR and the straggler toleration of GC simultaneously in
distributed gradient aggregation?
We answer this question in the affirmative. As the main contribution of this paper, we propose a joint design of data allocation
and communication strategy that is robust to stragglers, alongside being bandwidth efficient. Specifically, we propose a scalable
and robust scheme for synchronous distributed gradient aggregation, called CodedReduce (CR).
There are two key ideas behind CR. Firstly, we use a logical tree topology for communication consisting of a master
node, L layers of workers, where each parent node has n children nodes (Figure 1). In the proposed configuration, each node
communicates only with its parent node for downloading the updated model and uploading partial gradients. As in the classical
master-worker setup, the root node (master) recovers the full gradient and updates the model. Except for the leaf nodes, each
node receives enough number of coded partial gradients from its children, combines them with its local and partial gradient
and uploads the result to its parent. This distributed communication strategy alleviates the communication bottleneck at the
nodes, as multiple parents can concurrently receive from their children. Secondly, the coding strategy utilized in CR provides
robustness to stragglers. Towards this end, we exploit ideas from GC and propose a data allocation and communication strategy
3such that each node needs to only wait for any n− s of its children to return their results.
The theoretical guarantees of the proposed CR scheme are two-fold. First, we characterize the computation load introduced
by the proposed CR and prove that for a fixed straggler resiliency, CR achieves the optimal computation load (relative size
of the assigned local data set to the total data set) among all the robust gradient aggregation schemes over a fixed tree
topology. Moreover, CR significantly improves upon GC in the computation load of the workers. More precisely, to be robust
to straggling/failure of α fraction of the children, GC loads each worker with ≈ α fraction of the total data set, while CR
assigns only ≈ αL fraction of the total data set, which is a major improvement. Secondly, we model the workers’ computation
times as shifted exponential random variables and asymptotically characterize the average latency of CR, that is the expected
time to aggregate the gradient at the master node as the number of workers tends to infinity. This analysis further demonstrates
how CR alleviates the bandwidth efficiency and speeds up the training process by parallelizing the communications via a tree.
In addition to provable theoretical guarantees, the proposed CR scheme offers substantial improvements in practice. As a
representative case, Figure 2 provides the gradient aggregation time averaged over many gradient descent iterations implemented
over Amazon EC2 clusters. Compared to three benchmarks – classical Uncoded Master-Worker (UMW), GC, RAR – the
proposed CR scheme attains speedups of 22.5×, 6.4× and 4.3×, respectively. 3
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Fig. 2: Average iteration time for gradient aggregation in different schemes CR, RAR, GC and UMW: Training a linear model is implemented
on a cluster of N = 84 t2.micro instances using Python with mpi4py.
since stragglers are fairly infrequent in Amazon clusters; moreover, in our experiments, no artificial delay is manufactured in
the workers’ run-times. These indeed make the proposed CR applicable and efficient for the real world training tasks as well.
Related Work. There has been a significant interest in developing distributed learning strategies that speed up the training of
learning models [1], [4]–[9]). For the master-worker setup, both synchronous and asynchronous methods have been developed
[1], [4]–[8]. In synchronous settings, all the workers wait for each other to complete the gradient computations, while in
asynchronous methods, the workers continue the training process after their local gradient is computed. While synchronous
approaches provide better generalization behaviours than the asynchronous ones [6], [10], they however face the two major
bandwidth congestion and straggler toleration bottlenecks as discussed before.
Various bandwidth efficient strategies have been proposed [11]–[13], however, straggler bottleneck becomes increasingly
significant as the cluster size increases [14], [15]. One of the general system approaches to mitigate stragglers in distributed
computation is to introduce computational redundancy via replication. [16] proposes to replicate the straggling task on other
available nodes. In [17], the authors propose a partial data replication for robustness. Other relevant replication based strategies
have been proposed in [18]–[20]. Recently, coding theoretic approaches have also been proposed for straggler mitigation
(e.g., [21]–[25]). However, our approach is close in spirit to coding theoretic techniques used in the recently proposed Gradient
Coding [3].
II. PROBLEM SETUP AND BACKGROUND
In this section, we provide the problem setup followed by a brief background on RAR and GC designs and their corresponding
resiliency and efficiency properties.
A. Problem Setting
Many machine learning tasks involve fitting a model over a training data set by minimizing a loss function. For a given
labeled data set D = {xj 2 Rp+1 : j = 1, · · · , d}, the goal is to solve the following optimization problem:
✓⇤ = argmin
✓2Rp
X
x2D
` (✓;x) +  R(✓), (1)
where `(·) and R(·) respectively denote the loss and regularization functions, and the optimization problem is parameterized by
 . The most popular way of solving (1) in distributed learning is to use Gradient Descent (GD) algorithm. More specifically,
under standard convexity assumptions, the following sequence of model updates {✓(t)}1t=0 converges to the optimal solution
✓⇤:
✓(t+1) = hR
⇣
✓(t),g
⌘
, (2)
where hR(·) is a gradient-based optimizer depending on the regularizer R(·) and
g =
X
x2D
r`
⇣
✓(t);x
⌘
, (3)
denotes the gradient of the loss function evaluated at the model at iteration t over the data set D. Under certain assumptions,
the iterations in (2) converge to a local optimum in the non-convex case, as well. As the core component of the iterations
defined in (2), it involves with computing the total gradient g each time at a new model and over the potentially large data set
D. Due to limited storage and computation capacity of the computing nodes, gradient aggregation task (3) has to be carried
out over distributed nodes. This parallelization, as we discussed earlier, introduces two major bottlenecks, i.e. resiliency to
stragglers and bandwidth efficiency at busy nodes.Roughly speaking, straggler resiliency refers to the fraction of the straggling
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II. PROBLEM SETUP AND BACKGROUND
In this section, we provide the problem setup followed by a brief background on RAR and GC and their corresponding
straggler resiliency and communication parallelization.
A. Problem Setting
Many machine learning tasks involve fitti g a model over a training data set by minimizing a loss function. For a given
labeled data set D = {xj ∈ Rp+1 : j = 1, · · · , d}, the goal is to solve the following optimization problem:
θ∗ = arg min
θ∈Rp
∑
x∈D
` (θ;x) + λR(θ), (1)
where `(·) and R(·) respectively denote the loss and regularization functions, and the optimization problem is parameterized
by λ. One of the most popular ways of solving (1) in distributed learning is to use the Gradient Descent (GD) algorithm.
More specifically, under standard convexity assumptions, the following sequence of model updates {θ(t)}∞t=0 converges to the
optimal solution θ∗:
θ(t+1) = hR
(
θ(t),g
)
, (2)
where hR(·) is a gradient-based optimizer depending on the regularizer R(·) and
g =
∑
x∈D
∇`
(
θ(t);x
)
, (3)
denotes the gradient of the loss function evaluated at the model at iteration t over the data set D. Under certain assumptions, the
iterations in (2) converge to a local optimum in the non-convex case, as well. The core component of the iterations defined in
(2) is the computation of the gradient vector g at each iteration. At scale, due to limited storage and computation capacity of the
computing nodes, gradient aggregation task (3) has to be carried out over distributed nodes. This parallelization, as we discussed
earlier, introduces two major bottlenecks: stragglers and bandwidth contention. The goal of the distributed gradient aggregation
scheme is to provide straggler resiliency as well as communication parallelization. At a high level, straggler resiliency, α, refers
4to the fraction of the straggling workers that the distributed aggregation scheme is robust to, and communication parallelization
gain, β, quantifies the number of simultaneous communications in the network by distributed nodes compared to only one
simultaneous communication in a single-node (master-worker) aggregation scheme.
Next, we discuss the data allocation and communication strategy of two synchronous gradient aggregation schemes in
distributed learning and their corresponding straggler resiliency and communication parallelization gain.
B. Ring-AllReduce
In AllReduce-type aggregation schemes, the data set is uniformly distributed over N worker nodes {W1, · · · ,WN} which
coordinate among themselves in a master-less setting to aggregate their partial gradients and compute the aggregate gradient
g at each worker. Particularly in RAR, each worker Wi partitions its local partial gradient into N segments v1,i, · · · ,vN,i. In
the first round, Wi transmits vi,i to Wi+1. Each worker then adds up the received segment to the corresponding segment of its
local gradient, i.e., Wi obtains vi−1,i−1 + vi−1,i. In the second round, the reduced segment is forwarded to the neighbor and
added up to the corresponding segment. Proceeding similarly, at the end of N − 1 rounds, each worker has a unique segment
of the full gradient, i.e., Wi has vi+1,1 + . . . + vi+1,N . After the reduce-scatter phase, the workers execute the collective
operation of AllGather where the full gradient g becomes available at each node. The RAR operation for a cluster of three
workers is illustrated in Figure 3.
It is clear that RAR cannot tolerate any straggling nodes since the communications are carried out over a ring and each
node requires its neighbor’s result to proceed in the ring, i.e., the straggler resiliency for RAR is αRAR = 0. However, the
ring communication design in RAR alleviates the communication congestion at busy nodes, and achieves communication
parallelization gain βRAR = Θ(N) which is optimal [9].
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Fig. 3: Illustration of communication strategy in RAR for N = 3 workers.
C. Gradient Coding
Gradient Coding (GC) [32] was recently proposed to provide straggler resiliency in a master-worker topology with one
master node and N distributed worker nodes {W1, · · · ,WN} as depicted in Figure 1. We start the description of GC with an
illustrative example.
Example 1 (Gradient Coding). To make gradient aggregation over N = 3 workers robust to any S = 1 straggler, GC partitions
the data set to {D1,D2,D3} and assigns 2 partitions to each worker as depicted in Figure 4. Full gradient g = g1 + g2 + g3
can be recovered from any N − S = 2 workers, e.g., the master recovers g from W1 and W2 by combining their results as
g = 2
(
1
2g1 + g2
)− (g2 − g3).
In general, to be robust to any S ∈ [N ] = {1, · · · , N} stragglers, GC uniformly partitions the data set D to {D1, · · · ,Dk}
(e.g. k = N ) with corresponding partial gradients g1, · · · ,gk and distributes them redundantly among the workers such that each
partition is placed in S+ 1 workers, thus achieving a computation load of rGC = S+1N . Let matrix G = [g1, · · · ,gk]> ∈ Rk×p
denote the collection of partial gradients. Each worker Wi then computes its local partial gradients and sends biG to the
master, where B = [b1; · · · ;bN ] ∈ RN×k denotes the encoding matrix, i.e. non-zero elements in bi specifies the partitions
stored in worker Wi. Upon receiving the results of any N − S workers, the master recovers the total gradient g by linearly
5M
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<latexit sha1_base64="oG4TX4rHdfsjn0lJrT5eSgVi5lU=">AA AB+HicbVC7TsMwFL0pr1IeDTCyWLRITFXSBcYKGBiLRB9SG0WO67RWHSeyHaQS9UtYGECIlU9h429w2gzQciRLR+fcq3t8goQzpR3n2ypt bG5t75R3K3v7B4dV++i4q+JUEtohMY9lP8CKciZoRzPNaT+RFEcBp71gepP7vUcqFYvFg54l1IvwWLCQEayN5NvV+jDCekIwz27nvlv37Zr TcBZA68QtSA0KtH37aziKSRpRoQnHSg1cJ9FehqVmhNN5ZZgqmmAyxWM6MFTgiCovWwSfo3OjjFAYS/OERgv190aGI6VmUWAm85Rq1cvF/ 7xBqsMrL2MiSTUVZHkoTDnSMcpbQCMmKdF8ZggmkpmsiEywxESbriqmBHf1y+uk22y4TsO9b9Za10UdZTiFM7gAFy6hBXfQhg4QSOEZXuHN erJerHfrYzlasoqdE/gD6/MH15mSiQ==</latexit><latexit sha1_base64="oG4TX4rHdfsjn0lJrT5eSgVi5lU=">AA AB+HicbVC7TsMwFL0pr1IeDTCyWLRITFXSBcYKGBiLRB9SG0WO67RWHSeyHaQS9UtYGECIlU9h429w2gzQciRLR+fcq3t8goQzpR3n2ypt bG5t75R3K3v7B4dV++i4q+JUEtohMY9lP8CKciZoRzPNaT+RFEcBp71gepP7vUcqFYvFg54l1IvwWLCQEayN5NvV+jDCekIwz27nvlv37Zr TcBZA68QtSA0KtH37aziKSRpRoQnHSg1cJ9FehqVmhNN5ZZgqmmAyxWM6MFTgiCovWwSfo3OjjFAYS/OERgv190aGI6VmUWAm85Rq1cvF/ 7xBqsMrL2MiSTUVZHkoTDnSMcpbQCMmKdF8ZggmkpmsiEywxESbriqmBHf1y+uk22y4TsO9b9Za10UdZTiFM7gAFy6hBXfQhg4QSOEZXuHN erJerHfrYzlasoqdE/gD6/MH15mSiQ==</latexit><latexit sha1_base64="oG4TX4rHdfsjn0lJrT5eSgVi5lU=">AA AB+HicbVC7TsMwFL0pr1IeDTCyWLRITFXSBcYKGBiLRB9SG0WO67RWHSeyHaQS9UtYGECIlU9h429w2gzQciRLR+fcq3t8goQzpR3n2ypt bG5t75R3K3v7B4dV++i4q+JUEtohMY9lP8CKciZoRzPNaT+RFEcBp71gepP7vUcqFYvFg54l1IvwWLCQEayN5NvV+jDCekIwz27nvlv37Zr TcBZA68QtSA0KtH37aziKSRpRoQnHSg1cJ9FehqVmhNN5ZZgqmmAyxWM6MFTgiCovWwSfo3OjjFAYS/OERgv190aGI6VmUWAm85Rq1cvF/ 7xBqsMrL2MiSTUVZHkoTDnSMcpbQCMmKdF8ZggmkpmsiEywxESbriqmBHf1y+uk22y4TsO9b9Za10UdZTiFM7gAFy6hBXfQhg4QSOEZXuHN erJerHfrYzlasoqdE/gD6/MH15mSiQ==</latexit><latexit sha1_base64="oG4TX4rHdfsjn0lJrT5eSgVi5lU=">AA AB+HicbVC7TsMwFL0pr1IeDTCyWLRITFXSBcYKGBiLRB9SG0WO67RWHSeyHaQS9UtYGECIlU9h429w2gzQciRLR+fcq3t8goQzpR3n2ypt bG5t75R3K3v7B4dV++i4q+JUEtohMY9lP8CKciZoRzPNaT+RFEcBp71gepP7vUcqFYvFg54l1IvwWLCQEayN5NvV+jDCekIwz27nvlv37Zr TcBZA68QtSA0KtH37aziKSRpRoQnHSg1cJ9FehqVmhNN5ZZgqmmAyxWM6MFTgiCovWwSfo3OjjFAYS/OERgv190aGI6VmUWAm85Rq1cvF/ 7xBqsMrL2MiSTUVZHkoTDnSMcpbQCMmKdF8ZggmkpmsiEywxESbriqmBHf1y+uk22y4TsO9b9Za10UdZTiFM7gAFy6hBXfQhg4QSOEZXuHN erJerHfrYzlasoqdE/gD6/MH15mSiQ==</latexit>
D2
<latexit sha1_base64="2Uj/Tsv+JIUDsB4tV6vIzdWZfEc=">AA AB+HicbVC7TsMwFL0pr1IeDTCyWLRITFXSBcYKGBiLRB9SG0WO67RWHSeyHaQS9UtYGECIlU9h429w2gzQciRLR+fcq3t8goQzpR3n2ypt bG5t75R3K3v7B4dV++i4q+JUEtohMY9lP8CKciZoRzPNaT+RFEcBp71gepP7vUcqFYvFg54l1IvwWLCQEayN5NvV+jDCekIwz27nfrPu2zW n4SyA1olbkBoUaPv213AUkzSiQhOOlRq4TqK9DEvNCKfzyjBVNMFkisd0YKjAEVVetgg+R+dGGaEwluYJjRbq740MR0rNosBM5inVqpeL/ 3mDVIdXXsZEkmoqyPJQmHKkY5S3gEZMUqL5zBBMJDNZEZlgiYk2XVVMCe7ql9dJt9lwnYZ736y1ros6ynAKZ3ABLlxCC+6gDR0gkMIzvMKb 9WS9WO/Wx3K0ZBU7J/AH1ucP2R6Sig==</latexit><latexit sha1_base64="2Uj/Tsv+JIUDsB4tV6vIzdWZfEc=">AA AB+HicbVC7TsMwFL0pr1IeDTCyWLRITFXSBcYKGBiLRB9SG0WO67RWHSeyHaQS9UtYGECIlU9h429w2gzQciRLR+fcq3t8goQzpR3n2ypt bG5t75R3K3v7B4dV++i4q+JUEtohMY9lP8CKciZoRzPNaT+RFEcBp71gepP7vUcqFYvFg54l1IvwWLCQEayN5NvV+jDCekIwz27nfrPu2zW n4SyA1olbkBoUaPv213AUkzSiQhOOlRq4TqK9DEvNCKfzyjBVNMFkisd0YKjAEVVetgg+R+dGGaEwluYJjRbq740MR0rNosBM5inVqpeL/ 3mDVIdXXsZEkmoqyPJQmHKkY5S3gEZMUqL5zBBMJDNZEZlgiYk2XVVMCe7ql9dJt9lwnYZ736y1ros6ynAKZ3ABLlxCC+6gDR0gkMIzvMKb 9WS9WO/Wx3K0ZBU7J/AH1ucP2R6Sig==</latexit><latexit sha1_base64="2Uj/Tsv+JIUDsB4tV6vIzdWZfEc=">AA AB+HicbVC7TsMwFL0pr1IeDTCyWLRITFXSBcYKGBiLRB9SG0WO67RWHSeyHaQS9UtYGECIlU9h429w2gzQciRLR+fcq3t8goQzpR3n2ypt bG5t75R3K3v7B4dV++i4q+JUEtohMY9lP8CKciZoRzPNaT+RFEcBp71gepP7vUcqFYvFg54l1IvwWLCQEayN5NvV+jDCekIwz27nfrPu2zW n4SyA1olbkBoUaPv213AUkzSiQhOOlRq4TqK9DEvNCKfzyjBVNMFkisd0YKjAEVVetgg+R+dGGaEwluYJjRbq740MR0rNosBM5inVqpeL/ 3mDVIdXXsZEkmoqyPJQmHKkY5S3gEZMUqL5zBBMJDNZEZlgiYk2XVVMCe7ql9dJt9lwnYZ736y1ros6ynAKZ3ABLlxCC+6gDR0gkMIzvMKb 9WS9WO/Wx3K0ZBU7J/AH1ucP2R6Sig==</latexit><latexit sha1_base64="2Uj/Tsv+JIUDsB4tV6vIzdWZfEc=">AA AB+HicbVC7TsMwFL0pr1IeDTCyWLRITFXSBcYKGBiLRB9SG0WO67RWHSeyHaQS9UtYGECIlU9h429w2gzQciRLR+fcq3t8goQzpR3n2ypt bG5t75R3K3v7B4dV++i4q+JUEtohMY9lP8CKciZoRzPNaT+RFEcBp71gepP7vUcqFYvFg54l1IvwWLCQEayN5NvV+jDCekIwz27nfrPu2zW n4SyA1olbkBoUaPv213AUkzSiQhOOlRq4TqK9DEvNCKfzyjBVNMFkisd0YKjAEVVetgg+R+dGGaEwluYJjRbq740MR0rNosBM5inVqpeL/ 3mDVIdXXsZEkmoqyPJQmHKkY5S3gEZMUqL5zBBMJDNZEZlgiYk2XVVMCe7ql9dJt9lwnYZ736y1ros6ynAKZ3ABLlxCC+6gDR0gkMIzvMKb 9WS9WO/Wx3K0ZBU7J/AH1ucP2R6Sig==</latexit>
W2
<latexit sha1_base64="jHTncxvr33zmOXPqsSMmSs4GGz8=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFoueiR68YiJBRNoyHaZwo btttndmpCG3+DFg8Z49Qd589+4QA8KvmSSl/dmMjMvTAXXxnW/ndLG5tb2Tnm3srd/cHhUPT7p6CRTDH2WiEQ9hlSj4BJ9w43Ax1QhjUOB3XByO/e7T6g0T+SDmaYYxHQkecQZNVby691Bsz6o1tyGuwBZJ15BalCgPah+9YcJy2KUhgmqdc9zUxPkVBnOBM4q/UxjStmEjrBnqaQx6 iBfHDsjF1YZkihRtqQhC/X3RE5jradxaDtjasZ61ZuL/3m9zETXQc5lmhmUbLkoygQxCZl/ToZcITNiagllittbCRtTRZmx+VRsCN7qy+uk02x4bsO7b9ZaN0UcZTiDc7gED66gBXfQBh8YcHiGV3hzpPPivDsfy9aSU8ycwh84nz+SuI3a</latexit><latexit sha1_base64="jHTncxvr33zmOXPqsSMmSs4GGz8=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFoueiR68YiJBRNoyHaZwo btttndmpCG3+DFg8Z49Qd589+4QA8KvmSSl/dmMjMvTAXXxnW/ndLG5tb2Tnm3srd/cHhUPT7p6CRTDH2WiEQ9hlSj4BJ9w43Ax1QhjUOB3XByO/e7T6g0T+SDmaYYxHQkecQZNVby691Bsz6o1tyGuwBZJ15BalCgPah+9YcJy2KUhgmqdc9zUxPkVBnOBM4q/UxjStmEjrBnqaQx6 iBfHDsjF1YZkihRtqQhC/X3RE5jradxaDtjasZ61ZuL/3m9zETXQc5lmhmUbLkoygQxCZl/ToZcITNiagllittbCRtTRZmx+VRsCN7qy+uk02x4bsO7b9ZaN0UcZTiDc7gED66gBXfQBh8YcHiGV3hzpPPivDsfy9aSU8ycwh84nz+SuI3a</latexit><latexit sha1_base64="jHTncxvr33zmOXPqsSMmSs4GGz8=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFoueiR68YiJBRNoyHaZwo btttndmpCG3+DFg8Z49Qd589+4QA8KvmSSl/dmMjMvTAXXxnW/ndLG5tb2Tnm3srd/cHhUPT7p6CRTDH2WiEQ9hlSj4BJ9w43Ax1QhjUOB3XByO/e7T6g0T+SDmaYYxHQkecQZNVby691Bsz6o1tyGuwBZJ15BalCgPah+9YcJy2KUhgmqdc9zUxPkVBnOBM4q/UxjStmEjrBnqaQx6 iBfHDsjF1YZkihRtqQhC/X3RE5jradxaDtjasZ61ZuL/3m9zETXQc5lmhmUbLkoygQxCZl/ToZcITNiagllittbCRtTRZmx+VRsCN7qy+uk02x4bsO7b9ZaN0UcZTiDc7gED66gBXfQBh8YcHiGV3hzpPPivDsfy9aSU8ycwh84nz+SuI3a</latexit><latexit sha1_base64="jHTncxvr33zmOXPqsSMmSs4GGz8=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFoueiR68YiJBRNoyHaZwo btttndmpCG3+DFg8Z49Qd589+4QA8KvmSSl/dmMjMvTAXXxnW/ndLG5tb2Tnm3srd/cHhUPT7p6CRTDH2WiEQ9hlSj4BJ9w43Ax1QhjUOB3XByO/e7T6g0T+SDmaYYxHQkecQZNVby691Bsz6o1tyGuwBZJ15BalCgPah+9YcJy2KUhgmqdc9zUxPkVBnOBM4q/UxjStmEjrBnqaQx6 iBfHDsjF1YZkihRtqQhC/X3RE5jradxaDtjasZ61ZuL/3m9zETXQc5lmhmUbLkoygQxCZl/ToZcITNiagllittbCRtTRZmx+VRsCN7qy+uk02x4bsO7b9ZaN0UcZTiDc7gED66gBXfQBh8YcHiGV3hzpPPivDsfy9aSU8ycwh84nz+SuI3a</latexit>
D3
<latexit sha1_base64="O81KhoWf72zoGfBYiYsg0bzuyo0=">AAAB+HicbVA9T8MwFHwpX6V8NMDIYtEiMVVJGWCsgIGxSLRUaqPIcZ 3WquNEtoNUov4SFgYQYuWnsPFvcNoM0HKSpdPde3rnCxLOlHacb6u0tr6xuVXeruzs7u1X7YPDropTSWiHxDyWvQArypmgHc00p71EUhwFnD4Ek+vcf3ikUrFY3OtpQr0IjwQLGcHaSL5drQ8irMcE8+xm5p/XfbvmNJw50CpxC1KDAm3f/hoMY5JGVGjCsVJ910m0l2GpGeF0Vhmkii aYTPCI9g0VOKLKy+bBZ+jUKEMUxtI8odFc/b2R4UipaRSYyTylWvZy8T+vn+rw0suYSFJNBVkcClOOdIzyFtCQSUo0nxqCiWQmKyJjLDHRpquKKcFd/vIq6TYbrtNw75q11lVRRxmO4QTOwIULaMEttKEDBFJ4hld4s56sF+vd+liMlqxi5wj+wPr8Adqjkos=</latexit><latexit sha1_base64="O81KhoWf72zoGfBYiYsg0bzuyo0=">AAAB+HicbVA9T8MwFHwpX6V8NMDIYtEiMVVJGWCsgIGxSLRUaqPIcZ 3WquNEtoNUov4SFgYQYuWnsPFvcNoM0HKSpdPde3rnCxLOlHacb6u0tr6xuVXeruzs7u1X7YPDropTSWiHxDyWvQArypmgHc00p71EUhwFnD4Ek+vcf3ikUrFY3OtpQr0IjwQLGcHaSL5drQ8irMcE8+xm5p/XfbvmNJw50CpxC1KDAm3f/hoMY5JGVGjCsVJ910m0l2GpGeF0Vhmkii aYTPCI9g0VOKLKy+bBZ+jUKEMUxtI8odFc/b2R4UipaRSYyTylWvZy8T+vn+rw0suYSFJNBVkcClOOdIzyFtCQSUo0nxqCiWQmKyJjLDHRpquKKcFd/vIq6TYbrtNw75q11lVRRxmO4QTOwIULaMEttKEDBFJ4hld4s56sF+vd+liMlqxi5wj+wPr8Adqjkos=</latexit><latexit sha1_base64="O81KhoWf72zoGfBYiYsg0bzuyo0=">AAAB+HicbVA9T8MwFHwpX6V8NMDIYtEiMVVJGWCsgIGxSLRUaqPIcZ 3WquNEtoNUov4SFgYQYuWnsPFvcNoM0HKSpdPde3rnCxLOlHacb6u0tr6xuVXeruzs7u1X7YPDropTSWiHxDyWvQArypmgHc00p71EUhwFnD4Ek+vcf3ikUrFY3OtpQr0IjwQLGcHaSL5drQ8irMcE8+xm5p/XfbvmNJw50CpxC1KDAm3f/hoMY5JGVGjCsVJ910m0l2GpGeF0Vhmkii aYTPCI9g0VOKLKy+bBZ+jUKEMUxtI8odFc/b2R4UipaRSYyTylWvZy8T+vn+rw0suYSFJNBVkcClOOdIzyFtCQSUo0nxqCiWQmKyJjLDHRpquKKcFd/vIq6TYbrtNw75q11lVRRxmO4QTOwIULaMEttKEDBFJ4hld4s56sF+vd+liMlqxi5wj+wPr8Adqjkos=</latexit><latexit sha1_base64="O81KhoWf72zoGfBYiYsg0bzuyo0=">AAAB+HicbVA9T8MwFHwpX6V8NMDIYtEiMVVJGWCsgIGxSLRUaqPIcZ 3WquNEtoNUov4SFgYQYuWnsPFvcNoM0HKSpdPde3rnCxLOlHacb6u0tr6xuVXeruzs7u1X7YPDropTSWiHxDyWvQArypmgHc00p71EUhwFnD4Ek+vcf3ikUrFY3OtpQr0IjwQLGcHaSL5drQ8irMcE8+xm5p/XfbvmNJw50CpxC1KDAm3f/hoMY5JGVGjCsVJ910m0l2GpGeF0Vhmkii aYTPCI9g0VOKLKy+bBZ+jUKEMUxtI8odFc/b2R4UipaRSYyTylWvZy8T+vn+rw0suYSFJNBVkcClOOdIzyFtCQSUo0nxqCiWQmKyJjLDHRpquKKcFd/vIq6TYbrtNw75q11lVRRxmO4QTOwIULaMEttKEDBFJ4hld4s56sF+vd+liMlqxi5wj+wPr8Adqjkos=</latexit>
D2
<latexit sha1_base64="2Uj/Tsv+JIUDsB4tV6vIzdWZfEc=">AAAB+HicbVC7TsMwFL0pr1IeDTCyWLRITFXSBcYKGBiLRB9SG0WO 67RWHSeyHaQS9UtYGECIlU9h429w2gzQciRLR+fcq3t8goQzpR3n2yptbG5t75R3K3v7B4dV++i4q+JUEtohMY9lP8CKciZoRzPNaT+RFEcBp71gepP7vUcqFYvFg54l1IvwWLCQEayN5NvV+jDCekIwz27nfrPu2zWn4SyA1olbkBoUaPv213AUkzSiQhOOlRq4TqK9DEvNCK fzyjBVNMFkisd0YKjAEVVetgg+R+dGGaEwluYJjRbq740MR0rNosBM5inVqpeL/3mDVIdXXsZEkmoqyPJQmHKkY5S3gEZMUqL5zBBMJDNZEZlgiYk2XVVMCe7ql9dJt9lwnYZ736y1ros6ynAKZ3ABLlxCC+6gDR0gkMIzvMKb9WS9WO/Wx3K0ZBU7J/AH1ucP2R6Sig==</la texit><latexit sha1_base64="2Uj/Tsv+JIUDsB4tV6vIzdWZfEc=">AAAB+HicbVC7TsMwFL0pr1IeDTCyWLRITFXSBcYKGBiLRB9SG0WO 67RWHSeyHaQS9UtYGECIlU9h429w2gzQciRLR+fcq3t8goQzpR3n2yptbG5t75R3K3v7B4dV++i4q+JUEtohMY9lP8CKciZoRzPNaT+RFEcBp71gepP7vUcqFYvFg54l1IvwWLCQEayN5NvV+jDCekIwz27nfrPu2zWn4SyA1olbkBoUaPv213AUkzSiQhOOlRq4TqK9DEvNCK fzyjBVNMFkisd0YKjAEVVetgg+R+dGGaEwluYJjRbq740MR0rNosBM5inVqpeL/3mDVIdXXsZEkmoqyPJQmHKkY5S3gEZMUqL5zBBMJDNZEZlgiYk2XVVMCe7ql9dJt9lwnYZ736y1ros6ynAKZ3ABLlxCC+6gDR0gkMIzvMKb9WS9WO/Wx3K0ZBU7J/AH1ucP2R6Sig==</la texit><latexit sha1_base64="2Uj/Tsv+JIUDsB4tV6vIzdWZfEc=">AAAB+HicbVC7TsMwFL0pr1IeDTCyWLRITFXSBcYKGBiLRB9SG0WO 67RWHSeyHaQS9UtYGECIlU9h429w2gzQciRLR+fcq3t8goQzpR3n2yptbG5t75R3K3v7B4dV++i4q+JUEtohMY9lP8CKciZoRzPNaT+RFEcBp71gepP7vUcqFYvFg54l1IvwWLCQEayN5NvV+jDCekIwz27nfrPu2zWn4SyA1olbkBoUaPv213AUkzSiQhOOlRq4TqK9DEvNCK fzyjBVNMFkisd0YKjAEVVetgg+R+dGGaEwluYJjRbq740MR0rNosBM5inVqpeL/3mDVIdXXsZEkmoqyPJQmHKkY5S3gEZMUqL5zBBMJDNZEZlgiYk2XVVMCe7ql9dJt9lwnYZ736y1ros6ynAKZ3ABLlxCC+6gDR0gkMIzvMKb9WS9WO/Wx3K0ZBU7J/AH1ucP2R6Sig==</la texit><latexit sha1_base64="2Uj/Tsv+JIUDsB4tV6vIzdWZfEc=">AAAB+HicbVC7TsMwFL0pr1IeDTCyWLRITFXSBcYKGBiLRB9SG0WO 67RWHSeyHaQS9UtYGECIlU9h429w2gzQciRLR+fcq3t8goQzpR3n2yptbG5t75R3K3v7B4dV++i4q+JUEtohMY9lP8CKciZoRzPNaT+RFEcBp71gepP7vUcqFYvFg54l1IvwWLCQEayN5NvV+jDCekIwz27nfrPu2zWn4SyA1olbkBoUaPv213AUkzSiQhOOlRq4TqK9DEvNCK fzyjBVNMFkisd0YKjAEVVetgg+R+dGGaEwluYJjRbq740MR0rNosBM5inVqpeL/3mDVIdXXsZEkmoqyPJQmHKkY5S3gEZMUqL5zBBMJDNZEZlgiYk2XVVMCe7ql9dJt9lwnYZ736y1ros6ynAKZ3ABLlxCC+6gDR0gkMIzvMKb9WS9WO/Wx3K0ZBU7J/AH1ucP2R6Sig==</la texit>
W3
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Fig. 4: Illustration of data allocation and communication strategy in GC for N = 3 workers.
TABLE I: Communication parallelization gain and straggler resiliency of three designs RAR, GC, and CR in a system with N nodes with
computation load r, where CR has a tree communication topology of L layers.
SCHEME
STRAGGLER
RESILIENCY
(α)
COMMUNICATION
PARALLELIZATION GAIN
(β)
RAR 0 Θ(N)
GC r Θ(1)
CR r1/L Θ
(
N1−1/L
)
combining the received results, that is g = afBG where the row vector af ∈ R1×N corresponds to a particular set of S
stragglers and A = [a1; · · · ;aF ] denotes the decoding matrix with F =
(
N
S
)
distinct straggling scenarios. The GC algorithm
designs encoding and decoding matrices (B,A) such that, in the worst case, the full gradient g is recoverable from the results
of any N − S out of N workers, i.e. straggler resiliency αGC = S/N is attained. Although GC prevents the master to wait
for all the workers to finish their computations, it requires simultaneous communications from the workers that will cause
congestion at the master node, and lead to parallelization gain βGC = Θ(1) for a constant resiliency.
Having reviewed RAR and GC strategies and their resiliency and parallelization properties, we now informally provide the
guarantees of our proposed CR scheme in the following remark.
Remark 1. CR arranges the available N workers via a tree configuration with L layers of nodes and each parent having n
children, i.e. N = n + · · · + nL. The proposed data allocation and communication strategy in CR results in communication
parallelization gain βCR = Θ(N1−1/L) which approaches βRAR = Θ(N) for large L. Moreover, given a computation load
0 ≤ r ≤ 1, CR is robust to straggling of αCR ≈ r1/L fraction of the children per any parent in the tree, while GC is robust
to only αGC ≈ r fraction of nodes and RAR has no straggler resiliency. Therefore, CR achieves the best of RAR and GC,
simultaneously. Table I summarizes these results and Theorems 1 and 2 formally characterize such guarantees.
III. PROPOSED CODEDREDUCE SCHEME
In this section, we first present our proposed CodedReduce (CR) scheme by describing data set allocation and communication
strategy at the nodes followed by an illustrative example. Then, we provide theoretical guarantees of CR and conclude the
section with optimality of CR.
A. Description of CR Scheme
Let us start with the proposed network configuration. CR arranges the communication pattern among the nodes via a regular
tree structure as defined below. An (n,L)–regular tree graph T consists of a master node and L layers of worker nodes. At
any layer (except for the lowest), each parent node is connected to n children nodes in the lower layer, i.e. there is a total
of N = n + · · · + nL nodes (See Figure 5). Each node of the tree is identified with a pair (l, i), where l ∈ [L] and i ∈ [nl]
denote the corresponding layer and the node’s index in that layer, respectively. Furthermore, T (l, i) denotes the sub-tree with
the root node (l, i).
We next introduce a notation that eases the algorithm description. We associate a real scalar b to all the data points in a
generic data set D, denoting it by bD, and define the gradient over bD as gbD = bgD = b
∑
x∈D∇`(θ(t);x). As a building
block of CR, we define the sub-routine COMPALLOC in which given a generic data set D, n workers are carefully assigned
with data partitions and combining coefficients such that the full gradient over D is retrievable from the computation results
of any n− s workers (Pseudo-code in Appendix A).
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· · ·<latexit sha1_base64="Ta7vWz YkYrn031JxQLrrQTiFx2o=">AAAB73icbVA9TwJBEJ3DL8Qv1NJmI5 hYkTsaLYk2lpjIRwIXsre3wIa9vXN3zoRc+BM2Fhpj69+x89+4wBUK vmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslr HuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94DThfkRHSgwFo2ilb rXPwhhNdVCuuDV3AbJOvJxUIEdzUP7qhzFLI66QSWpMz3MT9DOqUTD JZ6V+anhC2YSOeM9SRSNu/Gxx74xcWCUkw1jbUkgW6u+JjEbGTKPAd kYUx2bVm4v/eb0Uh9d+JlSSIldsuWiYSoIxmT9PQqE5Qzm1hDIt7K2 EjammDG1EJRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcLsGDK2jAHTShBQ wkPMMrvDmPzovz7nwsWwtOPnMKf+B8/gBoOY+J</latexit><latexit sha1_base64="Ta7vWz YkYrn031JxQLrrQTiFx2o=">AAAB73icbVA9TwJBEJ3DL8Qv1NJmI5 hYkTsaLYk2lpjIRwIXsre3wIa9vXN3zoRc+BM2Fhpj69+x89+4wBUK vmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslr HuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94DThfkRHSgwFo2ilb rXPwhhNdVCuuDV3AbJOvJxUIEdzUP7qhzFLI66QSWpMz3MT9DOqUTD JZ6V+anhC2YSOeM9SRSNu/Gxx74xcWCUkw1jbUkgW6u+JjEbGTKPAd kYUx2bVm4v/eb0Uh9d+JlSSIldsuWiYSoIxmT9PQqE5Qzm1hDIt7K2 EjammDG1EJRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcLsGDK2jAHTShBQ wkPMMrvDmPzovz7nwsWwtOPnMKf+B8/gBoOY+J</latexit><latexit sha1_base64="Ta7vWz YkYrn031JxQLrrQTiFx2o=">AAAB73icbVA9TwJBEJ3DL8Qv1NJmI5 hYkTsaLYk2lpjIRwIXsre3wIa9vXN3zoRc+BM2Fhpj69+x89+4wBUK vmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslr HuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94DThfkRHSgwFo2ilb rXPwhhNdVCuuDV3AbJOvJxUIEdzUP7qhzFLI66QSWpMz3MT9DOqUTD JZ6V+anhC2YSOeM9SRSNu/Gxx74xcWCUkw1jbUkgW6u+JjEbGTKPAd kYUx2bVm4v/eb0Uh9d+JlSSIldsuWiYSoIxmT9PQqE5Qzm1hDIt7K2 EjammDG1EJRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcLsGDK2jAHTShBQ wkPMMrvDmPzovz7nwsWwtOPnMKf+B8/gBoOY+J</latexit><latexit sha1_base64="Ta7vWz YkYrn031JxQLrrQTiFx2o=">AAAB73icbVA9TwJBEJ3DL8Qv1NJmI5 hYkTsaLYk2lpjIRwIXsre3wIa9vXN3zoRc+BM2Fhpj69+x89+4wBUK vmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslr HuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94DThfkRHSgwFo2ilb rXPwhhNdVCuuDV3AbJOvJxUIEdzUP7qhzFLI66QSWpMz3MT9DOqUTD JZ6V+anhC2YSOeM9SRSNu/Gxx74xcWCUkw1jbUkgW6u+JjEbGTKPAd kYUx2bVm4v/eb0Uh9d+JlSSIldsuWiYSoIxmT9PQqE5Qzm1hDIt7K2 EjammDG1EJRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcLsGDK2jAHTShBQ wkPMMrvDmPzovz7nwsWwtOPnMKf+B8/gBoOY+J</latexit>
··
·
<latexit sha1_base64="Ta7vWzYkYrn031JxQLrrQTiFx2o=">AAAB73icbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lpjIRwIXsre3wIa9vXN3zoRc+BM2Fhpj69+x89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94DThfkRHSgwFo2ilbrXPwhhNdVCuuDV3AbJOvJxUIEdzUP7qhzFLI66QSWpMz3MT9DOqUTDJZ6V+anhC2YSOeM9SRSNu/Gxx74xcWCUkw1jbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uh9d+JlSSIldsuWiYSoIxmT9PQqE5Qzm1hDIt7K2EjammDG1EJRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcLsGDK2jAHTShBQwkPMMrvDmPzovz7nwsWwtOPnMKf+B8/gBoOY+J</latexit><latexit sha1_base64="Ta7vWzYkYrn031JxQLrrQTiFx2o=">AAAB73icbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lpjIRwIXsre3wIa9vXN3zoRc+BM2Fhpj69+x89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94DThfkRHSgwFo2ilbrXPwhhNdVCuuDV3AbJOvJxUIEdzUP7qhzFLI66QSWpMz3MT9DOqUTDJZ6V+anhC2YSOeM9SRSNu/Gxx74xcWCUkw1jbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uh9d+JlSSIldsuWiYSoIxmT9PQqE5Qzm1hDIt7K2EjammDG1EJRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcLsGDK2jAHTShBQwkPMMrvDmPzovz7nwsWwtOPnMKf+B8/gBoOY+J</latexit><latexit sha1_base64="Ta7vWzYkYrn031JxQLrrQTiFx2o=">AAAB73icbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lpjIRwIXsre3wIa9vXN3zoRc+BM2Fhpj69+x89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94DThfkRHSgwFo2ilbrXPwhhNdVCuuDV3AbJOvJxUIEdzUP7qhzFLI66QSWpMz3MT9DOqUTDJZ6V+anhC2YSOeM9SRSNu/Gxx74xcWCUkw1jbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uh9d+JlSSIldsuWiYSoIxmT9PQqE5Qzm1hDIt7K2EjammDG1EJRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcLsGDK2jAHTShBQwkPMMrvDmPzovz7nwsWwtOPnMKf+B8/gBoOY+J</latexit><latexit sha1_base64="Ta7vWzYkYrn031JxQLrrQTiFx2o=">AAAB73icbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lpjIRwIXsre3wIa9vXN3zoRc+BM2Fhpj69+x89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94DThfkRHSgwFo2ilbrXPwhhNdVCuuDV3AbJOvJxUIEdzUP7qhzFLI66QSWpMz3MT9DOqUTDJZ6V+anhC2YSOeM9SRSNu/Gxx74xcWCUkw1jbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uh9d+JlSSIldsuWiYSoIxmT9PQqE5Qzm1hDIt7K2EjammDG1EJRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcLsGDK2jAHTShBQwkPMMrvDmPzovz7nwsWwtOPnMKf+B8/gBoOY+J</latexit>
M
(1, 1)
<latexit sha1_base64="s4eWoGIpNYl4/1ITXAVd/JekbZI=">AAAB7nicbVBNSwMxEJ2tX7V+VT16CbZCBSmbXvRY9OKxgv2AdinZNNuGZrNLkhWWpT/CiwdFvPp7vPl vTNs9aOuDgcd7M8zM82PBtXHdb6ewsbm1vVPcLe3tHxwelY9POjpKFGVtGolI9XyimeCStQ03gvVixUjoC9b1p3dzv/vElOaRfDRpzLyQjCUPOCXGSt1qDV/hy+qwXHHr7gJoneCcVCBHa1j+GowimoRMGiqI1n3sxsbLiDKcCjYrDRLNYkKnZMz6lkoSMu1li3Nn6MIqIxREypY0aKH+nshIqHUa+rYzJGaiV725+J/XT0xw42Vcxolhki4XBYlAJkL z39GIK0aNSC0hVHF7K6ITogg1NqGSDQGvvrxOOo06duv4oVFp3uZxFOEMzqEGGK6hCffQgjZQmMIzvMKbEzsvzrvzsWwtOPnMKfyB8/kDz9yN5Q==</latexit><latexit sha1_base64="s4eWoGIpNYl4/1ITXAVd/JekbZI=">AAAB7nicbVBNSwMxEJ2tX7V+VT16CbZCBSmbXvRY9OKxgv2AdinZNNuGZrNLkhWWpT/CiwdFvPp7vPl vTNs9aOuDgcd7M8zM82PBtXHdb6ewsbm1vVPcLe3tHxwelY9POjpKFGVtGolI9XyimeCStQ03gvVixUjoC9b1p3dzv/vElOaRfDRpzLyQjCUPOCXGSt1qDV/hy+qwXHHr7gJoneCcVCBHa1j+GowimoRMGiqI1n3sxsbLiDKcCjYrDRLNYkKnZMz6lkoSMu1li3Nn6MIqIxREypY0aKH+nshIqHUa+rYzJGaiV725+J/XT0xw42Vcxolhki4XBYlAJkL z39GIK0aNSC0hVHF7K6ITogg1NqGSDQGvvrxOOo06duv4oVFp3uZxFOEMzqEGGK6hCffQgjZQmMIzvMKbEzsvzrvzsWwtOPnMKfyB8/kDz9yN5Q==</latexit><latexit sha1_base64="s4eWoGIpNYl4/1ITXAVd/JekbZI=">AAAB7nicbVBNSwMxEJ2tX7V+VT16CbZCBSmbXvRY9OKxgv2AdinZNNuGZrNLkhWWpT/CiwdFvPp7vPl vTNs9aOuDgcd7M8zM82PBtXHdb6ewsbm1vVPcLe3tHxwelY9POjpKFGVtGolI9XyimeCStQ03gvVixUjoC9b1p3dzv/vElOaRfDRpzLyQjCUPOCXGSt1qDV/hy+qwXHHr7gJoneCcVCBHa1j+GowimoRMGiqI1n3sxsbLiDKcCjYrDRLNYkKnZMz6lkoSMu1li3Nn6MIqIxREypY0aKH+nshIqHUa+rYzJGaiV725+J/XT0xw42Vcxolhki4XBYlAJkL z39GIK0aNSC0hVHF7K6ITogg1NqGSDQGvvrxOOo06duv4oVFp3uZxFOEMzqEGGK6hCffQgjZQmMIzvMKbEzsvzrvzsWwtOPnMKfyB8/kDz9yN5Q==</latexit><latexit sha1_base64="s4eWoGIpNYl4/1ITXAVd/JekbZI=">AAAB7nicbVBNSwMxEJ2tX7V+VT16CbZCBSmbXvRY9OKxgv2AdinZNNuGZrNLkhWWpT/CiwdFvPp7vPl vTNs9aOuDgcd7M8zM82PBtXHdb6ewsbm1vVPcLe3tHxwelY9POjpKFGVtGolI9XyimeCStQ03gvVixUjoC9b1p3dzv/vElOaRfDRpzLyQjCUPOCXGSt1qDV/hy+qwXHHr7gJoneCcVCBHa1j+GowimoRMGiqI1n3sxsbLiDKcCjYrDRLNYkKnZMz6lkoSMu1li3Nn6MIqIxREypY0aKH+nshIqHUa+rYzJGaiV725+J/XT0xw42Vcxolhki4XBYlAJkL z39GIK0aNSC0hVHF7K6ITogg1NqGSDQGvvrxOOo06duv4oVFp3uZxFOEMzqEGGK6hCffQgjZQmMIzvMKbEzsvzrvzsWwtOPnMKfyB8/kDz9yN5Q==</latexit>
(1, n)
<latexit sha1_base64="+cGcH/OFcfhvma3wl8pf+49txzw=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBhMhgoTdXPQY9OIxgnlAEsLspDcZMju7zMwKYclHePGgiFe/x5t/ 4yTZgyYWNBRV3XR3+bHg2rjut5Pb2Nza3snvFvb2Dw6PiscnLR0limGTRSJSHZ9qFFxi03AjsBMrpKEvsO1P7uZ++wmV5pF8NNMY+yEdSR5wRo2V2uWKdyUvy4Niya26C5B14mWkBBkag+JXbxixJERpmKBadz03Nv2UKsOZwFmhl2iMKZvQEXYtlTRE3U8X587IhVWGJIiULWnIQv09kdJQ62no286QmrFe9ebif143McFNP+UyTgxKtlwUJIKYiMx/J0Ou kBkxtYQyxe2thI2poszYhAo2BG/15XXSqlU9t+o91Er12yyOPJzBOVTAg2uowz00oAkMJvAMr/DmxM6L8+58LFtzTjZzCn/gfP4ALNmOIg==</latexit><latexit sha1_base64="+cGcH/OFcfhvma3wl8pf+49txzw=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBhMhgoTdXPQY9OIxgnlAEsLspDcZMju7zMwKYclHePGgiFe/x5t/ 4yTZgyYWNBRV3XR3+bHg2rjut5Pb2Nza3snvFvb2Dw6PiscnLR0limGTRSJSHZ9qFFxi03AjsBMrpKEvsO1P7uZ++wmV5pF8NNMY+yEdSR5wRo2V2uWKdyUvy4Niya26C5B14mWkBBkag+JXbxixJERpmKBadz03Nv2UKsOZwFmhl2iMKZvQEXYtlTRE3U8X587IhVWGJIiULWnIQv09kdJQ62no286QmrFe9ebif143McFNP+UyTgxKtlwUJIKYiMx/J0Ou kBkxtYQyxe2thI2poszYhAo2BG/15XXSqlU9t+o91Er12yyOPJzBOVTAg2uowz00oAkMJvAMr/DmxM6L8+58LFtzTjZzCn/gfP4ALNmOIg==</latexit><latexit sha1_base64="+cGcH/OFcfhvma3wl8pf+49txzw=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBhMhgoTdXPQY9OIxgnlAEsLspDcZMju7zMwKYclHePGgiFe/x5t/ 4yTZgyYWNBRV3XR3+bHg2rjut5Pb2Nza3snvFvb2Dw6PiscnLR0limGTRSJSHZ9qFFxi03AjsBMrpKEvsO1P7uZ++wmV5pF8NNMY+yEdSR5wRo2V2uWKdyUvy4Niya26C5B14mWkBBkag+JXbxixJERpmKBadz03Nv2UKsOZwFmhl2iMKZvQEXYtlTRE3U8X587IhVWGJIiULWnIQv09kdJQ62no286QmrFe9ebif143McFNP+UyTgxKtlwUJIKYiMx/J0Ou kBkxtYQyxe2thI2poszYhAo2BG/15XXSqlU9t+o91Er12yyOPJzBOVTAg2uowz00oAkMJvAMr/DmxM6L8+58LFtzTjZzCn/gfP4ALNmOIg==</latexit><latexit sha1_base64="+cGcH/OFcfhvma3wl8pf+49txzw=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBhMhgoTdXPQY9OIxgnlAEsLspDcZMju7zMwKYclHePGgiFe/x5t/ 4yTZgyYWNBRV3XR3+bHg2rjut5Pb2Nza3snvFvb2Dw6PiscnLR0limGTRSJSHZ9qFFxi03AjsBMrpKEvsO1P7uZ++wmV5pF8NNMY+yEdSR5wRo2V2uWKdyUvy4Niya26C5B14mWkBBkag+JXbxixJERpmKBadz03Nv2UKsOZwFmhl2iMKZvQEXYtlTRE3U8X587IhVWGJIiULWnIQv09kdJQ62no286QmrFe9ebif143McFNP+UyTgxKtlwUJIKYiMx/J0Ou kBkxtYQyxe2thI2poszYhAo2BG/15XXSqlU9t+o91Er12yyOPJzBOVTAg2uowz00oAkMJvAMr/DmxM6L8+58LFtzTjZzCn/gfP4ALNmOIg==</latexit>
(L, 1)
<latexit sha1_base64="Se6oF+W/QwF3d+42ec5ryOc5+Eo=">AAAB7nicbVA9S wNBEJ3zM8avqKXNYiJEkHCXRsugjYVFBPMByRH2NpNkyd7esbsnhCM/wsZCEVt/j53/xk1yhSY+GHi8N8PMvCAWXBvX/XbW1jc2t7ZzO/ndvf2Dw8LRcVNHiWLYYJGIVDu gGgWX2DDcCGzHCmkYCGwF49uZ33pCpXkkH80kRj+kQ8kHnFFjpVapfH/pXZR6haJbcecgq8TLSBEy1HuFr24/YkmI0jBBte54bmz8lCrDmcBpvptojCkb0yF2LJU0RO2n8 3On5NwqfTKIlC1pyFz9PZHSUOtJGNjOkJqRXvZm4n9eJzGDaz/lMk4MSrZYNEgEMRGZ/U76XCEzYmIJZYrbWwkbUUWZsQnlbQje8surpFmteG7Fe6gWazdZHDk4hTMogw dXUIM7qEMDGIzhGV7hzYmdF+fd+Vi0rjnZzAn8gfP5A/k0jgA=</latexit><latexit sha1_base64="Se6oF+W/QwF3d+42ec5ryOc5+Eo=">AAAB7nicbVA9S wNBEJ3zM8avqKXNYiJEkHCXRsugjYVFBPMByRH2NpNkyd7esbsnhCM/wsZCEVt/j53/xk1yhSY+GHi8N8PMvCAWXBvX/XbW1jc2t7ZzO/ndvf2Dw8LRcVNHiWLYYJGIVDu gGgWX2DDcCGzHCmkYCGwF49uZ33pCpXkkH80kRj+kQ8kHnFFjpVapfH/pXZR6haJbcecgq8TLSBEy1HuFr24/YkmI0jBBte54bmz8lCrDmcBpvptojCkb0yF2LJU0RO2n8 3On5NwqfTKIlC1pyFz9PZHSUOtJGNjOkJqRXvZm4n9eJzGDaz/lMk4MSrZYNEgEMRGZ/U76XCEzYmIJZYrbWwkbUUWZsQnlbQje8surpFmteG7Fe6gWazdZHDk4hTMogw dXUIM7qEMDGIzhGV7hzYmdF+fd+Vi0rjnZzAn8gfP5A/k0jgA=</latexit><latexit sha1_base64="Se6oF+W/QwF3d+42ec5ryOc5+Eo=">AAAB7nicbVA9S wNBEJ3zM8avqKXNYiJEkHCXRsugjYVFBPMByRH2NpNkyd7esbsnhCM/wsZCEVt/j53/xk1yhSY+GHi8N8PMvCAWXBvX/XbW1jc2t7ZzO/ndvf2Dw8LRcVNHiWLYYJGIVDu gGgWX2DDcCGzHCmkYCGwF49uZ33pCpXkkH80kRj+kQ8kHnFFjpVapfH/pXZR6haJbcecgq8TLSBEy1HuFr24/YkmI0jBBte54bmz8lCrDmcBpvptojCkb0yF2LJU0RO2n8 3On5NwqfTKIlC1pyFz9PZHSUOtJGNjOkJqRXvZm4n9eJzGDaz/lMk4MSrZYNEgEMRGZ/U76XCEzYmIJZYrbWwkbUUWZsQnlbQje8surpFmteG7Fe6gWazdZHDk4hTMogw dXUIM7qEMDGIzhGV7hzYmdF+fd+Vi0rjnZzAn8gfP5A/k0jgA=</latexit><latexit sha1_base64="Se6oF+W/QwF3d+42ec5ryOc5+Eo=">AAAB7nicbVA9S wNBEJ3zM8avqKXNYiJEkHCXRsugjYVFBPMByRH2NpNkyd7esbsnhCM/wsZCEVt/j53/xk1yhSY+GHi8N8PMvCAWXBvX/XbW1jc2t7ZzO/ndvf2Dw8LRcVNHiWLYYJGIVDu gGgWX2DDcCGzHCmkYCGwF49uZ33pCpXkkH80kRj+kQ8kHnFFjpVapfH/pXZR6haJbcecgq8TLSBEy1HuFr24/YkmI0jBBte54bmz8lCrDmcBpvptojCkb0yF2LJU0RO2n8 3On5NwqfTKIlC1pyFz9PZHSUOtJGNjOkJqRXvZm4n9eJzGDaz/lMk4MSrZYNEgEMRGZ/U76XCEzYmIJZYrbWwkbUUWZsQnlbQje8surpFmteG7Fe6gWazdZHDk4hTMogw dXUIM7qEMDGIzhGV7hzYmdF+fd+Vi0rjnZzAn8gfP5A/k0jgA=</latexit>
(L, n)
<latexit sha1_base64="YYpyWelrh43fg11Chnz/WhzeGyQ=">AAAB7nicbVA9SwNBEJ3zM8avqKXNYiJEkHCXRsugjYVFBPMByRH2NpNkyd7esbsnhCM/wsZCEVt/j53/x k1yhSY+GHi8N8PMvCAWXBvX/XbW1jc2t7ZzO/ndvf2Dw8LRcVNHiWLYYJGIVDugGgWX2DDcCGzHCmkYCGwF49uZ33pCpXkkH80kRj+kQ8kHnFFjpVapfH8pL0q9QtGtuHOQVeJlpAgZ6r3CV7cfsSREaZigWnc8NzZ+SpXhTOA03000xpSN6RA7lkoaovbT+blTcm6VPhlEypY0ZK7+nkhpqPUkDGxnSM1IL3sz8T+vk5jBtZ9yGScGJVssGiSCmIjMfid9rp AZMbGEMsXtrYSNqKLM2ITyNgRv+eVV0qxWPLfiPVSLtZssjhycwhmUwYMrqMEd1KEBDMbwDK/w5sTOi/PufCxa15xs5gT+wPn8AVYxjj0=</latexit><latexit sha1_base64="YYpyWelrh43fg11Chnz/WhzeGyQ=">AAAB7nicbVA9SwNBEJ3zM8avqKXNYiJEkHCXRsugjYVFBPMByRH2NpNkyd7esbsnhCM/wsZCEVt/j53/x k1yhSY+GHi8N8PMvCAWXBvX/XbW1jc2t7ZzO/ndvf2Dw8LRcVNHiWLYYJGIVDugGgWX2DDcCGzHCmkYCGwF49uZ33pCpXkkH80kRj+kQ8kHnFFjpVapfH8pL0q9QtGtuHOQVeJlpAgZ6r3CV7cfsSREaZigWnc8NzZ+SpXhTOA03000xpSN6RA7lkoaovbT+blTcm6VPhlEypY0ZK7+nkhpqPUkDGxnSM1IL3sz8T+vk5jBtZ9yGScGJVssGiSCmIjMfid9rp AZMbGEMsXtrYSNqKLM2ITyNgRv+eVV0qxWPLfiPVSLtZssjhycwhmUwYMrqMEd1KEBDMbwDK/w5sTOi/PufCxa15xs5gT+wPn8AVYxjj0=</latexit><latexit sha1_base64="YYpyWelrh43fg11Chnz/WhzeGyQ=">AAAB7nicbVA9SwNBEJ3zM8avqKXNYiJEkHCXRsugjYVFBPMByRH2NpNkyd7esbsnhCM/wsZCEVt/j53/x k1yhSY+GHi8N8PMvCAWXBvX/XbW1jc2t7ZzO/ndvf2Dw8LRcVNHiWLYYJGIVDugGgWX2DDcCGzHCmkYCGwF49uZ33pCpXkkH80kRj+kQ8kHnFFjpVapfH8pL0q9QtGtuHOQVeJlpAgZ6r3CV7cfsSREaZigWnc8NzZ+SpXhTOA03000xpSN6RA7lkoaovbT+blTcm6VPhlEypY0ZK7+nkhpqPUkDGxnSM1IL3sz8T+vk5jBtZ9yGScGJVssGiSCmIjMfid9rp AZMbGEMsXtrYSNqKLM2ITyNgRv+eVV0qxWPLfiPVSLtZssjhycwhmUwYMrqMEd1KEBDMbwDK/w5sTOi/PufCxa15xs5gT+wPn8AVYxjj0=</latexit><latexit sha1_base64="YYpyWelrh43fg11Chnz/WhzeGyQ=">AAAB7nicbVA9SwNBEJ3zM8avqKXNYiJEkHCXRsugjYVFBPMByRH2NpNkyd7esbsnhCM/wsZCEVt/j53/x k1yhSY+GHi8N8PMvCAWXBvX/XbW1jc2t7ZzO/ndvf2Dw8LRcVNHiWLYYJGIVDugGgWX2DDcCGzHCmkYCGwF49uZ33pCpXkkH80kRj+kQ8kHnFFjpVapfH8pL0q9QtGtuHOQVeJlpAgZ6r3CV7cfsSREaZigWnc8NzZ+SpXhTOA03000xpSN6RA7lkoaovbT+blTcm6VPhlEypY0ZK7+nkhpqPUkDGxnSM1IL3sz8T+vk5jBtZ9yGScGJVssGiSCmIjMfid9rp AZMbGEMsXtrYSNqKLM2ITyNgRv+eVV0qxWPLfiPVSLtZssjhycwhmUwYMrqMEd1KEBDMbwDK/w5sTOi/PufCxa15xs5gT+wPn8AVYxjj0=</latexit>
(L, nL)
<latexit sha1_base64="T7tKwJBl9xb74ZGC+ctnijQ67IY=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBhMhgoTdXPQY9OIhhwjmIckaZiezyZCZ2WVmVghLvsKLB0W8+jne /Bsnj4MmFjQUVd10dwUxZ9q47reTWVvf2NzKbud2dvf2D/KHR00dJYrQBol4pNoB1pQzSRuGGU7bsaJYBJy2gtHN1G89UaVZJO/NOKa+wAPJQkawsdJDsVS7kI+182IvX3DL7gxolXgLUoAF6r38V7cfkURQaQjHWnc8NzZ+ipVhhNNJrptoGmMywgPasVRiQbWfzg6eoDOr9FEYKVvSoJn6eyLFQuuxCGynwGaol72p+J/XSUx45adMxomhkswXhQlHJkLT 71GfKUoMH1uCiWL2VkSGWGFibEY5G4K3/PIqaVbKnlv27iqF6vUijiycwCmUwINLqMIt1KEBBAQ8wyu8Ocp5cd6dj3lrxlnMHMMfOJ8/peCO+w==</latexit><latexit sha1_base64="T7tKwJBl9xb74ZGC+ctnijQ67IY=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBhMhgoTdXPQY9OIhhwjmIckaZiezyZCZ2WVmVghLvsKLB0W8+jne /Bsnj4MmFjQUVd10dwUxZ9q47reTWVvf2NzKbud2dvf2D/KHR00dJYrQBol4pNoB1pQzSRuGGU7bsaJYBJy2gtHN1G89UaVZJO/NOKa+wAPJQkawsdJDsVS7kI+182IvX3DL7gxolXgLUoAF6r38V7cfkURQaQjHWnc8NzZ+ipVhhNNJrptoGmMywgPasVRiQbWfzg6eoDOr9FEYKVvSoJn6eyLFQuuxCGynwGaol72p+J/XSUx45adMxomhkswXhQlHJkLT 71GfKUoMH1uCiWL2VkSGWGFibEY5G4K3/PIqaVbKnlv27iqF6vUijiycwCmUwINLqMIt1KEBBAQ8wyu8Ocp5cd6dj3lrxlnMHMMfOJ8/peCO+w==</latexit><latexit sha1_base64="T7tKwJBl9xb74ZGC+ctnijQ67IY=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBhMhgoTdXPQY9OIhhwjmIckaZiezyZCZ2WVmVghLvsKLB0W8+jne /Bsnj4MmFjQUVd10dwUxZ9q47reTWVvf2NzKbud2dvf2D/KHR00dJYrQBol4pNoB1pQzSRuGGU7bsaJYBJy2gtHN1G89UaVZJO/NOKa+wAPJQkawsdJDsVS7kI+182IvX3DL7gxolXgLUoAF6r38V7cfkURQaQjHWnc8NzZ+ipVhhNNJrptoGmMywgPasVRiQbWfzg6eoDOr9FEYKVvSoJn6eyLFQuuxCGynwGaol72p+J/XSUx45adMxomhkswXhQlHJkLT 71GfKUoMH1uCiWL2VkSGWGFibEY5G4K3/PIqaVbKnlv27iqF6vUijiycwCmUwINLqMIt1KEBBAQ8wyu8Ocp5cd6dj3lrxlnMHMMfOJ8/peCO+w==</latexit><latexit sha1_base64="T7tKwJBl9xb74ZGC+ctnijQ67IY=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBhMhgoTdXPQY9OIhhwjmIckaZiezyZCZ2WVmVghLvsKLB0W8+jne /Bsnj4MmFjQUVd10dwUxZ9q47reTWVvf2NzKbud2dvf2D/KHR00dJYrQBol4pNoB1pQzSRuGGU7bsaJYBJy2gtHN1G89UaVZJO/NOKa+wAPJQkawsdJDsVS7kI+182IvX3DL7gxolXgLUoAF6r38V7cfkURQaQjHWnc8NzZ+ipVhhNNJrptoGmMywgPasVRiQbWfzg6eoDOr9FEYKVvSoJn6eyLFQuuxCGynwGaol72p+J/XSUx45adMxomhkswXhQlHJkLT 71GfKUoMH1uCiWL2VkSGWGFibEY5G4K3/PIqaVbKnlv27iqF6vUijiycwCmUwINLqMIt1KEBBAQ8wyu8Ocp5cd6dj3lrxlnMHMMfOJ8/peCO+w==</latexit>· · ·<latexit sha1_base64="Ta7vWzYkYrn031JxQLrrQTiFx2o=">AAA B73icbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lpjIRwIXsre3wIa9vXN3zoRc+BM2Fhpj69+x89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t 7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94DThfkRHSgwFo2ilbrXPwhhNdVCuuDV3AbJOvJxUIEdz UP7qhzFLI66QSWpMz3MT9DOqUTDJZ6V+anhC2YSOeM9SRSNu/Gxx74xcWCUkw1jbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uh9d+JlSSIlds uWiYSoIxmT9PQqE5Qzm1hDIt7K2EjammDG1EJRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcLsGDK2jAHTShBQwkPMMrvDmPzovz7nwsWwtOPnMKf +B8/gBoOY+J</latexit><latexit sha1_base64="Ta7vWzYkYrn031JxQLrrQTiFx2o=">AAA B73icbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lpjIRwIXsre3wIa9vXN3zoRc+BM2Fhpj69+x89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t 7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94DThfkRHSgwFo2ilbrXPwhhNdVCuuDV3AbJOvJxUIEdz UP7qhzFLI66QSWpMz3MT9DOqUTDJZ6V+anhC2YSOeM9SRSNu/Gxx74xcWCUkw1jbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uh9d+JlSSIlds uWiYSoIxmT9PQqE5Qzm1hDIt7K2EjammDG1EJRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcLsGDK2jAHTShBQwkPMMrvDmPzovz7nwsWwtOPnMKf +B8/gBoOY+J</latexit><latexit sha1_base64="Ta7vWzYkYrn031JxQLrrQTiFx2o=">AAA B73icbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lpjIRwIXsre3wIa9vXN3zoRc+BM2Fhpj69+x89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t 7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94DThfkRHSgwFo2ilbrXPwhhNdVCuuDV3AbJOvJxUIEdz UP7qhzFLI66QSWpMz3MT9DOqUTDJZ6V+anhC2YSOeM9SRSNu/Gxx74xcWCUkw1jbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uh9d+JlSSIlds uWiYSoIxmT9PQqE5Qzm1hDIt7K2EjammDG1EJRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcLsGDK2jAHTShBQwkPMMrvDmPzovz7nwsWwtOPnMKf +B8/gBoOY+J</latexit><latexit sha1_base64="Ta7vWzYkYrn031JxQLrrQTiFx2o=">AAA B73icbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lpjIRwIXsre3wIa9vXN3zoRc+BM2Fhpj69+x89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t 7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94DThfkRHSgwFo2ilbrXPwhhNdVCuuDV3AbJOvJxUIEdz UP7qhzFLI66QSWpMz3MT9DOqUTDJZ6V+anhC2YSOeM9SRSNu/Gxx74xcWCUkw1jbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uh9d+JlSSIlds uWiYSoIxmT9PQqE5Qzm1hDIt7K2EjammDG1EJRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcLsGDK2jAHTShBQwkPMMrvDmPzovz7nwsWwtOPnMKf +B8/gBoOY+J</latexit>
· · ·<latexit sha1_base64="Ta7vWzYkYrn031JxQLrrQTiFx2o=">AAA B73icbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lpjIRwIXsre3wIa9vXN3zoRc+BM2Fhpj69+x89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t 7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94DThfkRHSgwFo2ilbrXPwhhNdVCuuDV3AbJOvJxUIEdz UP7qhzFLI66QSWpMz3MT9DOqUTDJZ6V+anhC2YSOeM9SRSNu/Gxx74xcWCUkw1jbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uh9d+JlSSIlds uWiYSoIxmT9PQqE5Qzm1hDIt7K2EjammDG1EJRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcLsGDK2jAHTShBQwkPMMrvDmPzovz7nwsWwtOPnMKf +B8/gBoOY+J</latexit><latexit sha1_base64="Ta7vWzYkYrn031JxQLrrQTiFx2o=">AAA B73icbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lpjIRwIXsre3wIa9vXN3zoRc+BM2Fhpj69+x89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t 7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94DThfkRHSgwFo2ilbrXPwhhNdVCuuDV3AbJOvJxUIEdz UP7qhzFLI66QSWpMz3MT9DOqUTDJZ6V+anhC2YSOeM9SRSNu/Gxx74xcWCUkw1jbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uh9d+JlSSIlds uWiYSoIxmT9PQqE5Qzm1hDIt7K2EjammDG1EJRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcLsGDK2jAHTShBQwkPMMrvDmPzovz7nwsWwtOPnMKf +B8/gBoOY+J</latexit><latexit sha1_base64="Ta7vWzYkYrn031JxQLrrQTiFx2o=">AAA B73icbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lpjIRwIXsre3wIa9vXN3zoRc+BM2Fhpj69+x89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t 7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94DThfkRHSgwFo2ilbrXPwhhNdVCuuDV3AbJOvJxUIEdz UP7qhzFLI66QSWpMz3MT9DOqUTDJZ6V+anhC2YSOeM9SRSNu/Gxx74xcWCUkw1jbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uh9d+JlSSIlds uWiYSoIxmT9PQqE5Qzm1hDIt7K2EjammDG1EJRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcLsGDK2jAHTShBQwkPMMrvDmPzovz7nwsWwtOPnMKf +B8/gBoOY+J</latexit><latexit sha1_base64="Ta7vWzYkYrn031JxQLrrQTiFx2o=">AAA B73icbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lpjIRwIXsre3wIa9vXN3zoRc+BM2Fhpj69+x89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t 7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94DThfkRHSgwFo2ilbrXPwhhNdVCuuDV3AbJOvJxUIEdz UP7qhzFLI66QSWpMz3MT9DOqUTDJZ6V+anhC2YSOeM9SRSNu/Gxx74xcWCUkw1jbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uh9d+JlSSIlds uWiYSoIxmT9PQqE5Qzm1hDIt7K2EjammDG1EJRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcLsGDK2jAHTShBQwkPMMrvDmPzovz7nwsWwtOPnMKf +B8/gBoOY+J</latexit>
Fig. 5: (n,L)–regular tree topology.
COMPALLOC: For specified n and s, GC (Algorithm 2 in [32]) constructs the encoding matrix B = [b1; · · · ;bn] = [biκ].
In COMPALLOC, the input data set D is partitioned to D = ∪kκ=1Dκ and distributed among the n workers along with the
corresponding coefficients. That is, each worker i ∈ [n] is assigned with D(i) = ∪kκ=1biκDκ which specifies its local data set
and corresponding combining coefficients. The parent of the n workers is then able to recover the gradient over D, i.e. gD
upon receiving the partial coded gradients of any n− s workers and using the decoding matrix A designed by GC (Algorithm
1 in [32]).
CodedReduce: CR is implemented in two phases. It first allocates each worker with its local computation task via
CR.ALLOCATE procedure. This specifies each worker with its local data set and combining coefficients. Then, the
communication strategy is determined by CR.EXECUTE.
CR.ALLOCATE:
1) Starting from the master, data set DT (1,i) is assigned to sub-tree T (1, i) for i ∈ [n] via the allocation module
COMPALLOC (Figure 6).
2) In layer l = 1, each worker (1, i), i ∈ [n], picks rCRd data points from the corresponding sub-tree’s data set DT (1,i) as
its local data set D(1, i) and passes the rest DT (1,i) = DT (1,i) \ D(1, i) to its children and their sub-trees (Figure 6).
3) Step (1) is repeated by using the module COMPALLOC and treating DT (1,i) as the input data set to distribute it among
the children of node (1, i).
4) Same procedure is applied till reaching the bottom layer (Figure 6). By doing so, the data set D is redundantly distributed
across the tree while all the workers are equally loaded with rCRd data points, where in Theorem 1 we will show that
rCR is a self-derived pick for CR given in (5).
CR.EXECUTE:
1) All the N nodes start their local partial coded gradient computations on the current model θ(t), i.e. gD(l,i) for all nodes
(l, i). Note that gD(l,i) is a coded gradient (i.e. a linear combination of partial gradients) since D(l, i) carries combining
coefficients along with its data points.
2) Starting from the leaf nodes, they send their partial coded gradient computation results (messages) m(L,i) = gD(L,i)
up to their parents.
3) Upon receiving enough results from their children (any n − s of them), workers in layer L − 1 recover a linear
combination of their children’s messages via proper row in the decoding matrix A, e.g., parent node (L−1, 1) recovers
from its children’s messages [m(L,1); · · · ;m(L,n)] via the proper decoding row af(L−1,1).
4) Recovered partial gradient is added to the local partial coded gradient and is uploaded to the parent, e.g. node (L−1, 1)
uploads m(L−1,1) to its parent, where
m(L−1,1) = af(L−1,1)[m(L,1); · · · ;m(L,n)] + gD(L−1,1).
5) The same procedure is repeated till reaching the master node which is able to aggregate the total gradient gD.
The pseudo-code for CR is available in Appendix B.
B. An Example for CR
In this section, we provide a simple example to better illustrate the proposed CR scheme.
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DT (1,1)
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
DT (L 1,1)
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
DT (L 1,1)
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
D(1, 1)
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
D(2, 1)
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
D(2, n)
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
D(L  1, 1)
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
D(L, 1)
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
D(L, n)
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
……
…
DT (1,1)
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
Fig. 6: Illustration of task allocation in CR.
=<latexit sha1_base64="kaDWDxarIbt8b7begmsQdMm2hCQ=">AAAB 6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsabUyINpYYBUngQvaWOdiwt3fZ3TMhF36CjYXG2PqL7Pw3LnCFgi+Z5OW9mczMCxLBtXHdb6ewtr6xuVXc Lu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4GMwvpn5j0+oNI/lg5kk6Ed0KHnIGTVWuq9eVfvliltz5yCrxMtJBXI0++Wv3iBmaYTS MEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzU6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDSz7hMUoOSLRaFqSAmJrO/yYA rZEZMLKFMcXsrYSOqKDM2nZINwVt+eZW06zXPrXl39UrjOo+jCCdwCufgwQU04Baa0AIGQ3iGV3hzhPPivDsfi9aCk88cwx84nz9Dq40b</latex it><latexit sha1_base64="kaDWDxarIbt8b7begmsQdMm2hCQ=">AAAB 6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsabUyINpYYBUngQvaWOdiwt3fZ3TMhF36CjYXG2PqL7Pw3LnCFgi+Z5OW9mczMCxLBtXHdb6ewtr6xuVXc Lu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4GMwvpn5j0+oNI/lg5kk6Ed0KHnIGTVWuq9eVfvliltz5yCrxMtJBXI0++Wv3iBmaYTS MEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzU6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDSz7hMUoOSLRaFqSAmJrO/yYA rZEZMLKFMcXsrYSOqKDM2nZINwVt+eZW06zXPrXl39UrjOo+jCCdwCufgwQU04Baa0AIGQ3iGV3hzhPPivDsfi9aCk88cwx84nz9Dq40b</latex it><latexit sha1_base64="kaDWDxarIbt8b7begmsQdMm2hCQ=">AAAB 6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsabUyINpYYBUngQvaWOdiwt3fZ3TMhF36CjYXG2PqL7Pw3LnCFgi+Z5OW9mczMCxLBtXHdb6ewtr6xuVXc Lu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4GMwvpn5j0+oNI/lg5kk6Ed0KHnIGTVWuq9eVfvliltz5yCrxMtJBXI0++Wv3iBmaYTS MEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzU6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDSz7hMUoOSLRaFqSAmJrO/yYA rZEZMLKFMcXsrYSOqKDM2nZINwVt+eZW06zXPrXl39UrjOo+jCCdwCufgwQU04Baa0AIGQ3iGV3hzhPPivDsfi9aCk88cwx84nz9Dq40b</latex it><latexit sha1_base64="kaDWDxarIbt8b7begmsQdMm2hCQ=">AAAB 6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsabUyINpYYBUngQvaWOdiwt3fZ3TMhF36CjYXG2PqL7Pw3LnCFgi+Z5OW9mczMCxLBtXHdb6ewtr6xuVXc Lu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4GMwvpn5j0+oNI/lg5kk6Ed0KHnIGTVWuq9eVfvliltz5yCrxMtJBXI0++Wv3iBmaYTS MEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzU6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDSz7hMUoOSLRaFqSAmJrO/yYA rZEZMLKFMcXsrYSOqKDM2nZINwVt+eZW06zXPrXl39UrjOo+jCCdwCufgwQU04Baa0AIGQ3iGV3hzhPPivDsfi9aCk88cwx84nz9Dq40b</latex it>D(2, 1)
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
D(2, 2)
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
D(2, 3)
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
DT (1,1)3
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
DT (1,1)4<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
DT (1,1)4<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit> DT (1,1)3
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
DT (1,1)5
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
DT (1,1)5
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
=<latexit sha1_base64="kaDWDxarIbt8b7begmsQdMm2hCQ=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsabUyINpYYBUngQvaWOdiwt3fZ3TMhF36 CjYXG2PqL7Pw3LnCFgi+Z5OW9mczMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4GMwvpn5j0+oNI/lg5kk6Ed0KHnIGTVWuq9eVfvliltz5yCrxMtJBXI0++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzU6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgv ezPxP6+bmvDSz7hMUoOSLRaFqSAmJrO/yYArZEZMLKFMcXsrYSOqKDM2nZINwVt+eZW06zXPrXl39UrjOo+jCCdwCufgwQU04Baa0AIGQ3iGV3hzhPPivDsfi9aCk88cwx84nz9Dq40b</latexit><latexit sha1_base64="kaDWDxarIbt8b7begmsQdMm2hCQ=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsabUyINpYYBUngQvaWOdiwt3fZ3TMhF36 CjYXG2PqL7Pw3LnCFgi+Z5OW9mczMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4GMwvpn5j0+oNI/lg5kk6Ed0KHnIGTVWuq9eVfvliltz5yCrxMtJBXI0++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzU6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgv ezPxP6+bmvDSz7hMUoOSLRaFqSAmJrO/yYArZEZMLKFMcXsrYSOqKDM2nZINwVt+eZW06zXPrXl39UrjOo+jCCdwCufgwQU04Baa0AIGQ3iGV3hzhPPivDsfi9aCk88cwx84nz9Dq40b</latexit><latexit sha1_base64="kaDWDxarIbt8b7begmsQdMm2hCQ=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsabUyINpYYBUngQvaWOdiwt3fZ3TMhF36 CjYXG2PqL7Pw3LnCFgi+Z5OW9mczMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4GMwvpn5j0+oNI/lg5kk6Ed0KHnIGTVWuq9eVfvliltz5yCrxMtJBXI0++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzU6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgv ezPxP6+bmvDSz7hMUoOSLRaFqSAmJrO/yYArZEZMLKFMcXsrYSOqKDM2nZINwVt+eZW06zXPrXl39UrjOo+jCCdwCufgwQU04Baa0AIGQ3iGV3hzhPPivDsfi9aCk88cwx84nz9Dq40b</latexit><latexit sha1_base64="kaDWDxarIbt8b7begmsQdMm2hCQ=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsabUyINpYYBUngQvaWOdiwt3fZ3TMhF36 CjYXG2PqL7Pw3LnCFgi+Z5OW9mczMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4GMwvpn5j0+oNI/lg5kk6Ed0KHnIGTVWuq9eVfvliltz5yCrxMtJBXI0++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzU6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgv ezPxP6+bmvDSz7hMUoOSLRaFqSAmJrO/yYArZEZMLKFMcXsrYSOqKDM2nZINwVt+eZW06zXPrXl39UrjOo+jCCdwCufgwQU04Baa0AIGQ3iGV3hzhPPivDsfi9aCk88cwx84nz9Dq40b</latexit> =<latexit sha1_base64="kaDWDxarIbt8b7begmsQdMm2hCQ=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsabUyINpYYBUngQvaWOdiwt3fZ 3TMhF36CjYXG2PqL7Pw3LnCFgi+Z5OW9mczMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4GMwvpn5j0+oNI/lg5kk6Ed0KHnIGTVWuq9eVfvliltz5yCrxMtJBXI0++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzU6fkzCoDEsbKljR krv6eyGik9SQKbGdEzUgvezPxP6+bmvDSz7hMUoOSLRaFqSAmJrO/yYArZEZMLKFMcXsrYSOqKDM2nZINwVt+eZW06zXPrXl39UrjOo+jCCdwCufgwQU04Baa0AIGQ3iGV3hzhPPivDsfi9aCk88cwx84nz9Dq40b</latexit><latexit sha1_base64="kaDWDxarIbt8b7begmsQdMm2hCQ=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsabUyINpYYBUngQvaWOdiwt3fZ 3TMhF36CjYXG2PqL7Pw3LnCFgi+Z5OW9mczMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4GMwvpn5j0+oNI/lg5kk6Ed0KHnIGTVWuq9eVfvliltz5yCrxMtJBXI0++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzU6fkzCoDEsbKljR krv6eyGik9SQKbGdEzUgvezPxP6+bmvDSz7hMUoOSLRaFqSAmJrO/yYArZEZMLKFMcXsrYSOqKDM2nZINwVt+eZW06zXPrXl39UrjOo+jCCdwCufgwQU04Baa0AIGQ3iGV3hzhPPivDsfi9aCk88cwx84nz9Dq40b</latexit><latexit sha1_base64="kaDWDxarIbt8b7begmsQdMm2hCQ=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsabUyINpYYBUngQvaWOdiwt3fZ 3TMhF36CjYXG2PqL7Pw3LnCFgi+Z5OW9mczMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4GMwvpn5j0+oNI/lg5kk6Ed0KHnIGTVWuq9eVfvliltz5yCrxMtJBXI0++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzU6fkzCoDEsbKljR krv6eyGik9SQKbGdEzUgvezPxP6+bmvDSz7hMUoOSLRaFqSAmJrO/yYArZEZMLKFMcXsrYSOqKDM2nZINwVt+eZW06zXPrXl39UrjOo+jCCdwCufgwQU04Baa0AIGQ3iGV3hzhPPivDsfi9aCk88cwx84nz9Dq40b</latexit><latexit sha1_base64="kaDWDxarIbt8b7begmsQdMm2hCQ=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsabUyINpYYBUngQvaWOdiwt3fZ 3TMhF36CjYXG2PqL7Pw3LnCFgi+Z5OW9mczMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4GMwvpn5j0+oNI/lg5kk6Ed0KHnIGTVWuq9eVfvliltz5yCrxMtJBXI0++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzU6fkzCoDEsbKljR krv6eyGik9SQKbGdEzUgvezPxP6+bmvDSz7hMUoOSLRaFqSAmJrO/yYArZEZMLKFMcXsrYSOqKDM2nZINwVt+eZW06zXPrXl39UrjOo+jCCdwCufgwQU04Baa0AIGQ3iGV3hzhPPivDsfi9aCk88cwx84nz9Dq40b</latexit>
DT (1,1)
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
D1
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
D2
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
DT (1,1)1<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
DT (1,1)2<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
DT (1,1)3
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
DT (1,1)4<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
DT (1,1)5
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
=<latexit sha1_base64="kaDWDxarIbt8b7begmsQdMm2hCQ=">AAAB6nic bVA9TwJBEJ3DL8Qv1NJmI5hYkTsabUyINpYYBUngQvaWOdiwt3fZ3TMhF36CjYXG2PqL7Pw3LnCFgi+Z5OW9mczMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA +P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4GMwvpn5j0+oNI/lg5kk6Ed0KHnIGTVWuq9eVfvliltz5yCrxMtJBXI0++Wv3iBmaYTSMEG17npuYvyMKsOZw Gmpl2pMKBvTIXYtlTRC7WfzU6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDSz7hMUoOSLRaFqSAmJrO/yYArZEZMLKFMcXsrYSOqKDM2nZIN wVt+eZW06zXPrXl39UrjOo+jCCdwCufgwQU04Baa0AIGQ3iGV3hzhPPivDsfi9aCk88cwx84nz9Dq40b</latexit><latexit sha1_base64="kaDWDxarIbt8b7begmsQdMm2hCQ=">AAAB6nic bVA9TwJBEJ3DL8Qv1NJmI5hYkTsabUyINpYYBUngQvaWOdiwt3fZ3TMhF36CjYXG2PqL7Pw3LnCFgi+Z5OW9mczMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA +P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4GMwvpn5j0+oNI/lg5kk6Ed0KHnIGTVWuq9eVfvliltz5yCrxMtJBXI0++Wv3iBmaYTSMEG17npuYvyMKsOZw Gmpl2pMKBvTIXYtlTRC7WfzU6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDSz7hMUoOSLRaFqSAmJrO/yYArZEZMLKFMcXsrYSOqKDM2nZIN wVt+eZW06zXPrXl39UrjOo+jCCdwCufgwQU04Baa0AIGQ3iGV3hzhPPivDsfi9aCk88cwx84nz9Dq40b</latexit><latexit sha1_base64="kaDWDxarIbt8b7begmsQdMm2hCQ=">AAAB6nic bVA9TwJBEJ3DL8Qv1NJmI5hYkTsabUyINpYYBUngQvaWOdiwt3fZ3TMhF36CjYXG2PqL7Pw3LnCFgi+Z5OW9mczMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA +P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4GMwvpn5j0+oNI/lg5kk6Ed0KHnIGTVWuq9eVfvliltz5yCrxMtJBXI0++Wv3iBmaYTSMEG17npuYvyMKsOZw Gmpl2pMKBvTIXYtlTRC7WfzU6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDSz7hMUoOSLRaFqSAmJrO/yYArZEZMLKFMcXsrYSOqKDM2nZIN wVt+eZW06zXPrXl39UrjOo+jCCdwCufgwQU04Baa0AIGQ3iGV3hzhPPivDsfi9aCk88cwx84nz9Dq40b</latexit><latexit sha1_base64="kaDWDxarIbt8b7begmsQdMm2hCQ=">AAAB6nic bVA9TwJBEJ3DL8Qv1NJmI5hYkTsabUyINpYYBUngQvaWOdiwt3fZ3TMhF36CjYXG2PqL7Pw3LnCFgi+Z5OW9mczMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA +P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4GMwvpn5j0+oNI/lg5kk6Ed0KHnIGTVWuq9eVfvliltz5yCrxMtJBXI0++Wv3iBmaYTSMEG17npuYvyMKsOZw Gmpl2pMKBvTIXYtlTRC7WfzU6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDSz7hMUoOSLRaFqSAmJrO/yYArZEZMLKFMcXsrYSOqKDM2nZIN wVt+eZW06zXPrXl39UrjOo+jCCdwCufgwQU04Baa0AIGQ3iGV3hzhPPivDsfi9aCk88cwx84nz9Dq40b</latexit>
1/2
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
1<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
=<latexit sha1_base64="kaDWDxarIbt8b7begmsQdMm2hCQ=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsabUyINpYYBUngQvaWOdiwt3fZ3TMhF36 CjYXG2PqL7Pw3LnCFgi+Z5OW9mczMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4GMwvpn5j0+oNI/lg5kk6Ed0KHnIGTVWuq9eVfvliltz5yCrxMtJBXI0++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzU6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgv ezPxP6+bmvDSz7hMUoOSLRaFqSAmJrO/yYArZEZMLKFMcXsrYSOqKDM2nZINwVt+eZW06zXPrXl39UrjOo+jCCdwCufgwQU04Baa0AIGQ3iGV3hzhPPivDsfi9aCk88cwx84nz9Dq40b</latexit><latexit sha1_base64="kaDWDxarIbt8b7begmsQdMm2hCQ=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsabUyINpYYBUngQvaWOdiwt3fZ3TMhF36 CjYXG2PqL7Pw3LnCFgi+Z5OW9mczMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4GMwvpn5j0+oNI/lg5kk6Ed0KHnIGTVWuq9eVfvliltz5yCrxMtJBXI0++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzU6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgv ezPxP6+bmvDSz7hMUoOSLRaFqSAmJrO/yYArZEZMLKFMcXsrYSOqKDM2nZINwVt+eZW06zXPrXl39UrjOo+jCCdwCufgwQU04Baa0AIGQ3iGV3hzhPPivDsfi9aCk88cwx84nz9Dq40b</latexit><latexit sha1_base64="kaDWDxarIbt8b7begmsQdMm2hCQ=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsabUyINpYYBUngQvaWOdiwt3fZ3TMhF36 CjYXG2PqL7Pw3LnCFgi+Z5OW9mczMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4GMwvpn5j0+oNI/lg5kk6Ed0KHnIGTVWuq9eVfvliltz5yCrxMtJBXI0++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzU6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgv ezPxP6+bmvDSz7hMUoOSLRaFqSAmJrO/yYArZEZMLKFMcXsrYSOqKDM2nZINwVt+eZW06zXPrXl39UrjOo+jCCdwCufgwQU04Baa0AIGQ3iGV3hzhPPivDsfi9aCk88cwx84nz9Dq40b</latexit><latexit sha1_base64="kaDWDxarIbt8b7begmsQdMm2hCQ=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsabUyINpYYBUngQvaWOdiwt3fZ3TMhF36 CjYXG2PqL7Pw3LnCFgi+Z5OW9mczMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4GMwvpn5j0+oNI/lg5kk6Ed0KHnIGTVWuq9eVfvliltz5yCrxMtJBXI0++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzU6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgv ezPxP6+bmvDSz7hMUoOSLRaFqSAmJrO/yYArZEZMLKFMcXsrYSOqKDM2nZINwVt+eZW06zXPrXl39UrjOo+jCCdwCufgwQU04Baa0AIGQ3iGV3hzhPPivDsfi9aCk88cwx84nz9Dq40b</latexit>
1/2
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
1/2
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
1/2
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
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Fig. 7: Illustration of data allocation and communication strategy in CR for a (3, 2)–regular tree.
Example 2 (CodedReduce). Consider a (3, 2)–regular tree with N = 12 nodes and s = 1 straggler per parent. From GC, we
have the decoding and encoding matrices
A =
0 1 21 0 1
2 −1 0
 , B =
1/2 1 00 1 −1
1/2 0 1
 . (4)
Following CR’s description, we partition the data set of size d as D = {D1,D2,D3} and assign DT (1,1) = 12D1 ∪ D2 to
sub-tree T (1, 1). Node (1, 1) then picks rCRd = 415d data points from DT (1,1) as D(1, 1). To do so, DT (1,1) is partitioned to
5 sub-sets as DT (1,1) = DT (1,1)1 ∪ · · · ∪ DT (1,1)5 and node (1, 1) picks the first two sub-sets, i.e. D(1, 1) = DT (1,1)1 ∪ DT (1,1)2
and the rest DT (1,1) = DT (1,1)3 ∪ DT (1,1)4 ∪ DT (1,1)5 is passed to layer 2. Note that data points in D(1, 1) carry on the linear
combination coefficients associated with DT (1,1) = 12D1 ∪ D2. Figure 7 demonstrates each node in sub-tree T (1, 1) with its
allocated data set along with the encoding coefficients. Moving to layer 2, DT (1,1) is partitioned to 3 subsets and according to
B in (4), the allocations to nodes (2, 1), (2, 2) and (2, 3) are as follows:
D(2, 1) = 1
2
DT (1,1)3 ∪ DT (1,1)4 ,
D(2, 2) = DT (1,1)4 ∪ (−1)DT (1,1)5 ,
D(2, 3) = 1
2
DT (1,1)3 ∪ DT (1,1)5 .
8Similarly for other sub-trees, each node now is allocated with a data set for which each data point is associated with a scalar.
For instance, node (2, 1) uploads m(2,1) = gD(2,1) = 12gDT (1,1)3
+ gDT (1,1)4
to its parent (1, 1). Node (1, 1) can recover from
any 2 surviving children, e.g. from (2, 1) and (2, 1) and using the first row in A, it uploads
m(1,1) = [2,−1, 0][m(2,1);m(2,2);m(2,3)] + gD(1,1)
= 2m(2,1) −m(2,2) + gD(1,1)
=
1
2
gD1 + gD2
to the master. Similarly for other nodes, the master can recover the full gradient from any two children, e.g. using the second
row of decoding matrix A and surviving children (1, 1) and (1, 3):
[1, 0, 1][m(1,1);m(1,2);m(1,3)] = m(1,1) +m(1,3)
=
(
1
2
gD1 + gD2
)
+
(
1
2
gD1 + gD3
)
= gD.
C. Theoretical Guarantees of CR
In this section, we formally present the theoretical guarantees of CR. We first characterize the computation load induced by
CR and demonstrate its significant improvement over GC. Then, we consider the commonly-used shifted exponential run-time
computation distribution and a single-port communication model for workers and asymptotically characterize the expected
run-time of CR and conclude with a discussion on its communication parallelization gain.
Computation Load Optimality: We show that for a fixed tree topology, the proposed CR is optimal in the sense that
it achieves the minimum per-node computation load for a target resiliency. This optimality is established in two steps per
Theorem 1: (i) we first show the achievability by characterizing the computation load of CR; and (ii) we establish a converse
showing that CR’s computation load is as small as possible. Proof is available in Appendix C.
Theorem 1. For a fixed (n,L)–regular tree, any gradient aggregation scheme robust to any s stragglers per any parent requires
computation load r where
r ≥ rCR = 1(
n
s+1
)
+ · · ·+
(
n
s+1
)L . (5)
Remark 2. While CR is α-resilient, i.e. robust to any s = αn stragglers per any parent node, it significantly improves the
per-node computation (and storage) load compared to an equivalent GC scheme with the same resiliency. In particular, GC
loads each worker with rGC = S+1N =
αN+1
N ≈ α fraction of the data set, while CR considerably reduces it to rCR =
1/
∑L
l=1
(
n
αn+1
)l
≈ αL. For α = 0.5 as an instance, CR reduces the computation load 7× by rearranging the nodes from 1
layer to 3 layers.
Remark 3. CR makes the distributed GD strategy α-resilient, that is any s = αn stragglers per any parent node which sums
up to a total of S = αN stragglers – the same as the worst case number of stragglers in GC. It is clear than if the stragglers
are picked adversarially, for instance all the nodes in layer 1, then CR fails to recover the total gradient at the master. However,
our experiments over Amazon EC2 confirm that stragglers are randomly distributed over the tree and not adversarially picked,
which is aligned with the random stragglers pattern considered in this paper.
Latency Performance: While we have derived the straggler resiliency of CR, the ultimate goal of a distributed gradient
aggregation scheme is to have small latency which is partly attained by establishing higher communication parallelization.
Computation Time Model: We consider random computation time model for workers with shifted exponential distribution
which is used in several prior works [33]–[35]. More precisely, for a worker Wi with assigned data set of size di, we model
the computation time as a random variable with a shifted exponential distribution as follows:
P[Ti ≤ t] = 1− e−
µ
di
(t−adi), for t ≥ adi, (6)
where system parameters a = Θ(1) and µ = Θ(1) respectively denote the shift and the exponential rate. We assume that Ti’s
are independent.
Communication Time Model: To model the communication time and bandwidth bottleneck, we assume that each node is able
to receive messages from only one other node at a time, and the total available bandwidth is dedicated to the communicating
node. We also assume that communicating a partial gradient vector (of size p) from a child to its parent takes a constant time
tc.
9The following theorem asymptotically characterizes the expected run-time of CR which we denote by TCR (Proof is available
in Appendix D). More precisely, we consider the regime of interest where the data set size d and the number of layers L
in the tree are fixed, while the number of children per parent, i.e. n is approaching infinity with a constant straggler ratio
α = s/n = Θ(1).
Theorem 2. Considering the computation time model in (6) for workers, the expected run-time of CR on an (n,L)–regular
tree with resiliency α = Θ(1) satisfies the followings:
E [TCR] ≥ rCRd
µ
log
(
1
α
)
+ arCRd+
(
n(1− α)− o(n) + L− 1) ((1− o(1)) tc + o(1), (7)
E [TCR] ≤ rCRd
µ
log
(
1
α
)
+ arCRd+ n
(
1− o(1))Ltc + o(1). (8)
Remark 4. Theorem 2 implies that the expected run-time of the proposed CR algorithm breaks down into two terms: E [TCR] =
Θ(1) + Θ(n), where the two terms Θ(1) and Θ(n) correspond to computation and communication times, respectively. As a
special case, it also implies that the average run-time for GC is E [TGC] = Θ(1) + Θ(N). This clearly demonstrates that CR
is indeed alleviating the bandwidth bottleneck and it improves the communication parallelization gain from βGC = Θ(1) to
βCR = Θ(N/n) = Θ(N
1−1/L) by parallelizing the communications over an L-layer tree structure.
IV. EMPIRICAL EVALUATION OF CR
In this section, we provide the results of our experiments conducted over Amazon EC2, for which we used Python
with mpi4py package. Our results demonstrate significant speedups of CR over baseline approaches. We consider two sets of
machine learning experiments, one with a real data set, and another with an artificial data set. For each machine learning setting,
we consider two cluster configurations, one with N = 84 workers, and another with N = 156 workers, using t2.micro
instance for master and all workers. Furthermore, each experiment is run for 300 rounds. Next, we describe the experiments
in detail and provide the results.
A. Real Data Set
We consider the machine learning problem of logistic regression via gradient descent (GD) over the real data set GISETTE
[36]. The problem is to separate the often confused digits ‘9’ and ‘4’. We use d = 6552 training samples, with model size
p = 5001. The following relative error rate is considered for model estimation:
Relative Error Rate =
∥∥∥θ(t) − θ(t−1)∥∥∥2∥∥θ(t−1)∥∥2 , (9)
where θ(t) denotes the estimated model at iteration t. The following schemes are considered for data allocation and gradient
aggregation:
Fig. 8: Convergence curves for relative error rate vs wall-clock time for logistic regression over N = 84 workers. The straggler resiliency
is α = 1/4. CR achieves a speedup of up to 32.8×, 5.3×, 3.8× and 3.2× respectively over UMW, GC, RAR and SGD.
1) Uncoded Master-worker (UMW): This is the naive scheme in which the data set is uniformly partitioned among the
workers, and the master waits for results from all the workers to aggregate the gradient.
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2) Gradient Coding (GC): We implement GC as described in Section II-C, with the straggler parameter S = αN .
3) Ring-AllReduce (RAR): The data set is uniformly partitioned over the workers and the MPI function MPI_Allreduce()
is used for gradient aggregation.
4) Stochastic Gradient Descent (SGD): The data allocation is the same as UMW. However, the master updates the model
using the partial gradient obtained via aggregating the results from results of only the first N − S children. Furthermore,
as is typical in SGD experiments, we used a learning rate of c1/(t+ c2) where c1 and c2 were numerically optimized.
5) CodedReduce (CR): We implement our proposed scheme as presented in Section III on a tree with (n,L) = (12, 2),
while the straggler parameter s = αn.
(a) Convergence curves for α = 1/12. CR achieves a speed up
of up to 32.3×, 27.2×, 7.0× and 25.4× respectively over UMW,
GC, RAR and SGD.
(b) Convergence curves for α = 2/12. CR achieves a speed up
of up to 29.3×, 23.3×, 6.4× and 21.9× respectively over UMW,
GC, RAR and SGD.
(c) Convergence curves for α = 3/12. CR achieves a speed up
of up to 25.0×, 16.8×, 5.4× and 15.4× respectively over UMW,
GC, RAR and SGD.
Fig. 9: Convergence results for relative error rate vs wall-clock time for logistic regression over N = 156 workers with different straggler
resiliency α.
Next, we plot the relative error rate defined in (9) as a function of wall-clock time for our logistic regression experiments
with N = 84 workers and N = 156 workers respectively in Fig. 8 and Fig. 9. For N = 84, we consider a straggler-resiliency
of α = 1/4, while for N = 156, we consider three different values of α : 1/12, 2/12 and 3/12.
We make the following observations from the plots:
• As demonstrated by Fig. 8 and 9, CR achieves significant speedups over the baseline approaches. Specifically, for (N,α) =
(84, 1/4), CR is faster than UMW, GC, RAR and SGD by 32.8×, 5.3×, 3.8× and 3.2× respectively. For (N,α) =
(156, 1/12), CR achieves speedups of 32.3×, 27.2×, 7.0× and 25.4× respectively over UMW, GC, RAR and SGD.
Similar speedups are obtained with (N,α) = (156, 2/12) and (N,α) = (156, 3/12), as demonstrated by Fig. 9b and Fig.
9c respectively.
• Although GC gains over UMW by avoiding stragglers, its performance is still bottlenecked by bandwidth congestion,
and the increase in computation load at each worker by a factor of (S + 1) in comparison to UMW. The bottlenecks
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are reflected in comparison with SGD, which has similar or better performance in comparison to GC due to much less
computation load per worker.
• RAR significantly outperforms UMW as well as GC for N = 84 as well as N = 156 worker settings. Although RAR
achieves similar performance in comparison to SGD for N = 84 workers scenario, it ultimately beats all the schemes
with the generic master-worker topology when the cluster size is increased to N = 156. Our proposed CR algorithm
combines the best of GC and RAR by providing straggler robustness via coding and alleviating bandwidth bottleneck via
a tree topology.
B. Artificial Data Set
Fig. 10: Convergence curves for normalized error rate vs wall-clock time for linear regression over N = 84 workers. The straggler resiliency
is α = 1/4. CR achieves a speedup of up to 24.1×, 4.6×, 3.0× and 2.8× respectively over UMW, GC, RAR and SGD.
Next we solve a linear regression problem via GD over a synthetic data set with parameters (d, p) = (7644, 6500). We
generate the data set using the following model:
xj(p+ 1) = xj(1 : p)
>θ∗ + zj , for j ∈ [d], (10)
where the true model θ∗ and features xj(1 : p) = [xj(1); · · · ;xj(p)] are drawn randomly from N (0, Ip) distribution and zj
is a standard Gaussian noise. We consider the following normalized error rate:
Normalized Error Rate =
∥∥∥θ(t) − θ∗∥∥∥2
‖θ∗‖2
. (11)
In Fig. 10 and 11, we plot the normalized error rate defined in (11) as a function of wall-clock time for N = 84 and
N = 156 respectively. We consider similar configuration and schemes as for the experiments with real data set. The following
observations are made with regard to the experiments:
• As in the previous case of logistic regression with real data set, CR achieves significant speedups over baseline approaches
for linear regression as well. Particularly, for (N,α) = (84, 1/4), CR achieves speedups of 24.1×, 4.6×, 3.0× and
2.8× over UMW, GC, RAR and SGD respectively. When (N,α) = (156, 1/12), CR achieves speedups of 31.7×,
22.0×, 5.2× and 20.7× in comparison to UMW, GC, RAR and SGD respectively. Similar speedups are obtained for
(N,α) = (156, 2/12) and (N,α) = (156, 3/12).
• GC performs better than UMW by avoiding stragglers. However, its performance is still bottlenecked by bandwidth
congestion and the increase in computation load at each worker by a factor of (S + 1) in comparison to UMW.
• SGD achieves a gain in per iteration time over UMW and GC. However, it has higher normalized error with respect to
the true model.
• Combined with the results of logistic regression, our experiments complement the theoretical gains of CR that have
been established earlier. As demonstrated by the results, a tree-based topology is well-suited for bandwidth bottleneck
alleviation in large-scale commodity clusters. Furthermore, the data allocation and coding strategy provide resiliency to
stragglers.
Remark 5. Till now, we have considered small-scale datasets in our experiments, which is motivated by the fact that in edge
based devices with non-dedicated resources, the amount of memory available for computation shall be low. Nevertheless, our
proposed scheme CR can speedup general machine learning in cloud environments. To illustrate this point, we have carried
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(a) Convergence curves for α = 1/12. CR achieves a speed up
of up to 31.7×, 22.0×, 5.2× and 20.7× respectively over UMW,
GC, RAR and SGD.
(b) Convergence curves for α = 2/12. CR achieves a speed up
of up to 27.1×, 18.1×, 4.4× and 16.8× respectively over UMW,
GC, RAR and SGD.
(c) Convergence curves for α = 3/12. CR achieves a speed up
of up to 22.2×, 13.7×, 3.6× and 13.0× respectively over UMW,
GC, RAR and SGD.
Fig. 11: Convergence results for normalized error rate vs wall-clock time for linear regression over N = 156 workers with different straggler
resiliency α.
Fig. 12: Convergence curves for normalized error rate vs wall-clock time for linear regression over N = 156 workers and (d, p) =
(32760, 5000). The straggler resiliency is α = 1/4 and the number of rounds is 50. CR achieves a speedup of up to 11.3×, 9.7×, 1.69×
and 6.1× respectively over UMW, GC, RAR and SGD.
out another experiment with a larger dataset (d, p) = (32760, 500), with (N,α) = (156, 1/4). As illustrated by Fig. 12, CR
outperforms the baseline approaches by considerable margins. Specifically, CR achieves a speedup of 11.3×, 9.7×, 1.69× and
6.1× over UMW, GC, RAR and SGD respectively.
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APPENDIX A
PSEUDO-CODE FOR COMPUTATION ALLOCATION SUB-ROUTINE
Algorithm 1 Computation Allocation
Input: dataset D, n workers, straggler toleration s, computation matrix B = [b1; · · · ;bn] ∈ Rn×k
Output: data set allocation {D(1), · · · ,D(n)} for n workers
1: procedure COMPALLOC(D,B)
2: uniformly partition D = ∪kκ=1Dκ
3: for worker i← 1 to n do
4: D(i) ← ∪kκ=1biκDκ . D(i) is assigned to worker Wi
5: end for
6: end procedure
APPENDIX B
PSEUDO-CODE FOR CODEDREDUCE SCHEME
Algorithm 2 CodedReduce
Input: dataset D, (n,L)–regular tree T , straggler toleration s (per parent), model θ(t)
Output: gradient gD =
∑
x∈D∇`(θ(t);x) aggregated at the master
1: procedure CR.ALLOCATE
2: GC generates B specified by n, s
3: for l← 1 to L do
4: for i← 1 to nl−1 do
5: {DT (l,n(i−1)+1), · · · ,DT (l,ni)} = COMPALLOC(DT (l−1,i),B)
6: end for
7: for i← 1 to nl do
8: pick rCR · d data points of DT (l,i) as D(l, i)
9: DT (l,i) ← DT (l,i) \ D(l, i)
10: end for
11: end for
12: end procedure
13: procedure CR.EXECUTE
14: GC generates A from B
15: all the workers compute their local partial gradients gD(l,i)
16: for l← L− 1 to 1 do
17: for i← 1 to nl do
18: worker nodes (l, i):
19: receives [m(l+1,n(i−1)+1); · · · ;m(l+1,ni)] from its children
20: uploads m(l,i) = af(l,i)[m(l+1,n(i−1)+1); · · · ;m(l+1,ni)] + gD(l,i) to its parent
21: end for
22: end for
23: master node:
24: receives [m(1,1); · · · ;m(l,n)] from its children
25: recovers g = af(0,1)[m(1,1); · · · ;m(1,n)]
26: end procedure
APPENDIX C
PROOF OF THEOREM 1
Achievability: According to the data allocation described in Algorithm 2, to be robust to any s straggling children of the
master, the data set D is redundantly assigned to sub-trees T (1, 1), · · · , T (1, n) such that each data point is placed in s + 1
sub-trees, which yields
|DT (1,i)| =
(
s+ 1
n
)
d, for all i ∈ [n]. (12)
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Then, nodes in layer l = 1 pick rCRd data points as their corresponding data sets and similarly distribute the remaining among
their children which together with (12) yields
|DT (2,i)| =
(
s+ 1
n
)((
s+ 1
n
)
d− rCRd
)
=
(
s+ 1
n
)((
s+ 1
n
)
− rCR
)
d, for all i ∈ [n2].
By the same argument for each layer, we have
|DT (L,i)| =
(
s+ 1
n
)((
s+ 1
n
)L−1
−
(
s+ 1
n
)L−2
rCR − · · · −
(
s+ 1
n
)
rCR − rCR
)
d, for all i ∈ [nL]. (13)
Putting (13) together with |DT (L,i)| = rCRd yields
rCR =
1(
n
s+1
)
+ · · ·+
(
n
s+1
)L .
Optimality: In an α–resilient scheme, the master node is able to recover from any s = αn straggling sub-trees
T (1, 1), · · · , T (1, n). Therefore, each data point has to be placed in at least s+ 1 of such sub-trees, which yields
|DT (1,1)|+ · · ·+ |DT (1,n)| ≥ (s+ 1)d, (14)
where the equality is achieved only if each data point is assigned to only s+ 1 sub-trees. Hence, we can assume the optimal
scheme satisfies (14) with equality. Moving to the second layer, the following claim bounds the required redundancy assigned
to sub-trees T (2, 1), · · · , T (2, n). Similar claim holds for any other group of the siblings in this layer.
Claim 1. The following inequality holds:
|DT (2,1)|+ · · ·+ |DT (2,n)| ≥ (s+ 1)
(
|DT (1,1)| − rd
)
.
Proof of Claim 1. First, note that |DT (1,1) \D(1, 1)| ≥ |DT (1,1)| − rd. If the claim does not hold, then there exists data point
x ∈ DT (1,1) \ D(1, 1) such that x is placed in at most s sub-trees rooting in the node (1, 1), e.g. T (2, 1), · · · , T (2, s). Note
that besides sub-tree T (1, 1), x is placed in only s more sub-trees, e.g. T (1, 2), · · · , T (1, s + 1). Now consider a straggling
pattern where T (1, 2), · · · , T (1, s+1) and T (2, 1), · · · , T (2, s) fail to return their results. Therefore, x is missed at the master
and fails the aggregation recovery.
By the same logic used in the above proof, Claim 1 holds for any parent node and its children, i.e. for any layer l ∈ [L]
and i ∈ [nl−1],
|DT (l,n(i−1)+1)|+ · · ·+ |DT (l,ni)| ≥ (s+ 1)
(
|DT (l−1,i)| − rd
)
. (15)
Specifically applying (15) to layer L and noting that |DT (L,i)| = |D(L, i)| = rd for any i, we conclude that
rd
((
n
s+ 1
)
+ 1
)
≥ |DT (L−1,1)|.
We can then use the above inequality and furthermore write (15) for layer L− 1 which results in
rd
((
n
s+ 1
)2
+
(
n
s+ 1
)
+ 1
)
≥ |DT (L−2,1)|.
By deriving the above inequality recursively up to the master node, we get
rd
((
n
s+ 1
)L−1
+ · · ·+
(
n
s+ 1
)
+ 1
)
≥ s+ 1
n
d,
which concludes the optimality in Theorem 1.
16
APPENDIX D
PROOF OF THEOREM 2
Let us begin with the lower bound
E [TCR] ≥ rCRd
µ
log
(
1
α
)
+ arCRd+
(
n(1− α)− o(n) + L− 1) ((1− o(1)) tc + o(1).
Consider the group of siblings1 placed in layer L whose result reaches their parent nodes first. Let T̂ denote the time at
which the parent of such group is able to recover the partial gradient from its fastest children’s computations, i.e. fastest
n− s of them. We also denote by T1, · · · , Tn the partial gradient computation times for the siblings. According to the random
computation time model described in the paper and the computation load of CR, each Ti is shifted exponential with the shift
parameter adi = arCRd and the rate parameter
µ
di
= µrCRd . Since CR is robust to any s stragglers per parent, the partial
gradient computation time for any group of siblings is T(n−s), i.e. the (n − s)’th order statistics of {T1, · · · , Tn}. In [27],
authors consider coded computation scenarios in a master-worker topology where the master only needs to wait for results of
the first α fraction of the workers. However, as in the scenario here, the limited bandwidth at the master only allows for one
transmission at the time. From the latency analysis in [27], we have the following.
Lemma 1 (Theorem 2, [27]). With probability 1− o(1), we have
T̂ ≥ T(n−s) +
(
n (1− α)− o(n)) tc. (16)
Now, conditioned on the event in (16) we can write
E [TCR] ≥
(
E
[
T(n−s)
]
+
(
n (1− α)− o(n)) tc)(1− o(1))+ (E [T(n−s)]+ Ltc) o(1)
≥ E
[
T(n−s)
]
+
(
n(1− α)− o(n) + L− 1) ((1− o(1)) tc
(a)
≥ rCRd
µ
log
(
1
α
)
+ arCRd+
(
n(1− α)− o(n) + L− 1) ((1− o(1)) tc + o(1),
where inequality (a) uses the fact that E
[
T(n−s)
]
= rCRdµ (Hn −Hs)+arCRd and log(i) < Hi = 1+ 12 + · · ·+ 1i < log(i+1)
for any positive integer i.
To derive upper bound on E[TCR], that is
E [TCR] ≤ rCRd
µ
log
(
1
α
)
+ arCRd+ n
(
1− o(1))Ltc + o(1),
we prove the following concentration inequality on the computation time for any group of siblings.
Lemma 2. Let T1, · · · , Tn denote i.i.d. exponential random variables with constant rate λ = Θ(1). For ε = Θ
(
1
n1/4
)
and
constant α = sn , we have the following concentration bound for the order statistics T(n−s):
P
[
T(n−s) − E
[
T(n−s)
]
≥ ε
]
≤ e−Θ(
√
n). (17)
Proof of Lemma 2. Given i.i.d. exponentials T1, · · · , Tn ∼ exp(λ), we can write the successive differences of order statistics
as independent exponentials. That is, we have
T(1) = E1 ∼ exp
(
λ
n
)
,
T(2) − T(1) = E2 ∼ exp
(
λ
n− 1
)
,
...
T(n−s) − T(n−s−1) = En−s ∼ exp
(
λ
s+ 1
)
,
...
T(n) − T(n−1) = En ∼ exp (λ) ,
1A group of siblings refers to n nodes with the same parent.
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where Ei’s are independent. Thus, T(n−s) =
∑n−s
i=1 Ei. We have the following for independent exponentials Ei’s and λ = Θ(1):
E
[
|Ei|k
]
= E
[
Eki
]
=
(
λ
n− i+ 1
)k
k!
=
1
2
E
[
E2i
]( λ
n− i+ 1
)k−2
k!
≤ 1
2
E
[
E2i
]
Bk−2k!,
for B = λs =
λ
αn = Θ
(
1
n
)
. Moreover,
n−s∑
i=1
E
[
E2i
]
= 2λ2
(
1
n2
+ · · ·+ 1
(s+ 1)2
)
≤ 2λ2 · n− s
s2
=
2λ2(1− α)
α2
· 1
n
= Θ
(
1
n
)
.
According to Bersterin’s Lemma (See Lemma 3), for ε = Θ
(
1
n1/4
)
we have
P
[
T(n−s) − E
[
T(n−s)
]
≥ ε
]
≤ exp
− ε2
2
(∑n−s
i=1 E
[
E2i
]
+ εB
)

≤ exp
− ε2
2
(
Θ
(
1
n
)
+ εΘ
(
1
n
))

= e−Θ(
√
n).
As described in Section III-A, in the proposed CR scheme all the worker nodes start their assigned partial gradient
computations simultaneously; each parent waits for enough number of children to receive their results; combines with its
partial computation and sends the result up to its parent. To upper bound the total aggregation time TCR, one can separate all
the local computations from the communications. Let Tcomp denote the time at which enough number of workers have executed
their local gradient computations and no more local computation is needed for the final gradient recovery. Moreover, we assume
that all the communications from children to parent are pipe-lined. Hence, we have E [TCR] ≤ E
[
Tcomp
]
+ L(n − s)tc. To
bound the computation time Tcomp, consider the following event which keeps the local computation times for all the N/n
groups of siblings concentrated below their average deviated by ε = Θ
(
1
n1/4
)
:
E1 :=
{
T gr(n−s) ≤ E
[
T gr(n−s)
]
+ ε for all the N/n groups gr
}
,
where a group gr is a collection of n children with the same parent, i.e. there are N/n groups in the (n,L)–regular tree. For
a group gr, {T gr1 , · · · , T grn } denote the random run-times of the nodes in the group and T gr(n−s) represents its (n− s)’th order
statistics. Clearly,
E
[
Tcomp|E1
] ≤ E [T(n−s)]+ o(1). (18)
Now let T˜ denote the computation time corresponding to the slowest group of siblings, i.e.
T˜ := max
over all N/n groups gr
T gr(n−s).
Consider the following event:
E2 :=
{
T˜ > Θ(log n)
}
.
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We can write
E
[
Tcomp|Ec1 ∩ Ec2
] ≤ Θ(log n), (19)
and
E
[
Tcomp|Ec1 ∩ E2
]
P [E2] ≤ E
[
T˜ |Ec1 ∩ E2
]
P [E2]
= E
[
T˜ |T˜ ≤ Θ(log n)
]
P
[
T˜ ≤ Θ(log n)
]
≤ E
[
T˜
]
≤ E [Tmax]
=
rCRd
µ
HN + arCRd
= Θ (logN)
= LΘ (log n) . (20)
In the above derivation, Tmax denotes the largest computation time over all the N nodes. Putting (19) and (20) together, we
can write
E
[
Tcomp|Ec1
]
= E
[
Tcomp|Ec1 ∩ E2
]
P [E2] + E
[
Tcomp|Ec1 ∩ Ec2
]
P [Ec2 ] ≤ Θ (log n) . (21)
Moreover, using union bound on the N/n groups of workers, we derive the following inequality.
P [Ec1 ] ≤
N
n
P
[
T(n−s) ≥ E
[
T(n−s)
]
+ ε
]
≤ Θ
(
nL−1
)
e−Θ(
√
n). (22)
Putting (18), (21) and (22) together, we have
E
[
Tcomp
]
= E
[
Tcomp|E1
]
P [E1] + E
[
Tcomp|Ec1
]
P [Ec1 ]
≤ E
[
T(n−s)
]
+ ε+ Θ (log n) Θ
(
nL−1
)
e−Θ(
√
n)
= E
[
T(n−s)
]
+ o(1)
=
rCRd
µ
(Hn −Hs) + arCRd+ o(1).
Therefore,
E [TCR] ≤ E
[
Tcomp
]
+ Ln(1− α)tc
=
rCRd
µ
(Hn −Hs) + arCRd+ Ln(1− α)tc + o(1)
≤ rCRd
µ
log
(
1
α
)
+ arCRd+ n
(
1− o(1))Ltc + o(1),
which completes the proof.
Lemma 3 (Bernstein’s Inequality). Suppose E1, · · · , Em are independent random variables such that
E
[
|Ei|k
]
≤ 1
2
E
[
E2i
]
Bk−2k!,
for some B > 0 and every i = 1, · · · ,m, k ≥ 2. Then, for ε > 0,
P
 m∑
i=1
Ei −
m∑
i=1
E [Ei] ≥ ε
 ≤ exp
− ε2
2
(∑m
i=1 E
[
E2i
]
+ εB
)
 .
