We explore the impact of large banks and of financial openness for aggregate growth. Large banks matter because of granular effects: if markets are very concentrated in terms of the size distribution of banks, idiosyncratic shocks at the bank-level do not cancel out in the aggregate but can affect macroeconomic outcomes. Financial openness may affect GDP growth in and of itself, and it may also influence concentration in banking and thus the impact of bank-specific shocks for the aggregate economy. To test these relationships, we use different measures of de jure and de facto financial openness in a linked micro-macro panel dataset. Our research has three main findings: First, bank-level shocks significantly impact on GDP. Second, financial openness lowers GDP growth. Third, granular effects tend to be stronger in financially closed economies.
1 Motivation
This paper contributes to an improved understanding of links between the real and financial sector. We focus on granular effects in banking and how these effects are influenced by financial openness. Granular effects arise if markets are very concentrated. If a few large banks coexist with many small banks, idiosyncratic shocks to individual banks do not have to cancel out in the aggregate but can affect macroeconomic growth. The importance of granular effects has been shown for aggregate fluctuations in the US (Gabaix 2011) , for international trade (Di Giovanni and Levchenko 2009) , and for domestic banking markets (Amiti and Weinstein 2013, Bremus et al. 2013) . Thus, besides issues of connectedness or moral hazard, large banks can affect aggregate growth simply by being large.
Consequently, many current policy initiatives aim at restricting bank size by imposing bank levies with progressive tax rates or by imposing higher capital buffers on systemically important banks. At the same time, banking markets are becoming increasingly segmented, and many policy initiativesexplicitly or implicitlyaim at reducing financial openness. 1 Yet, we know little, both empirically and theoretically, on the interaction between size effects in banking, financial openness, and macroeconomic outcomes. Closing this gap is the purpose of this paper.
We use a linked micro-macro panel dataset to analyze how granular effects in banking and financial openness affect aggregate output. Our bank-level data are obtained from Bankscope. In line with Gabaix (2011) , we measure granular effects -the "banking granular residual"as the weighted sum of bank-specific shocks to total assets where the weights reflect banks' market shares. We account for the fact that the impact of bank-level shocks may differ for countries with different degrees of financial openness. Our research has three main findings: (i) idiosyncratic bank-level shocks are positively related to GDP growth, (ii) a high degree of financial openness lowers growth, and (iii) granular effects from the banking sector tend to be more pronounced in economies which have a low degree of financial openness.
Previous literature has shown that the link between financial openness and aggregate outcomes is non-linear (Kose et al. 2011) : At low levels of institutional or financial development, financial openness may harm growth. At high levels of institutional development, financial openness increases growth. Klein and Olivei (2008) show that capital account openness increases financial depth and thereby economic growth. The link between financial openness and growth volatility depends on the size of domestic credit markets in a non-linear way as well (Kose et al. 2003 (Kose et al. , 2009 ). We complement this research by analyzing inter-linkages between granular effects in banking and financial openness. Granul effects reflect distortions in the domestic banking sector in the form of a dominance of large banks. In financially closed economies, firms have few substitutes to bank credit. They cannot easily switch to non-bank or foreign suppliers of finance. Hence, the effects of idiosyncratic shocks hitting large banks may be particularly severe. The impact of large banks may become less important for domestic macroeconomic developments if a country is financially more open.
Granularity in banking has, so far, been analyzed in closed-economy settings.
Empirically, size distributions in banking resemble a fat-tailed power law distribution which is necessary to generate granular effects . Moreover, granularity in banking matters for short-run output fluctuations in Eastern Europe (Buch and Neugebauer 2011) , and shocks to large banks affect the probability of default of smaller banks in Germany (Blank et al. 2009 ). Using credit register data to isolate loan supply shocks, Amiti and Weinstein (2013) show that credit supply shocks matter for aggregate loan supply and investment in Japan.
Analyzing granular effects in open economies is a straight-forward extension of previous work. In the international trade literature, Di Giovanni and Levchenko (2009) extend the original idea by Gabaix (2011) and show the implications of greater trade openness for macroeconomic volatility. They use a Melitz-type model of heterogeneous firms in which firm size distributions that follow a power law evolve (Melitz 2003) . The model can be used to show that macroeconomic volatility is a function of idiosyncratic shocks and of market structure, measured through an 6 industry's Herfindahl index. Following the liberalization of external trade, large firms emerge endogenously because the most productive firms get bigger and the least productive, smallest firms exit. This mechanism can explain the positive correlation between trade openness and output volatility found in many empirical studies (Di Giovanni and Levchenko 2009) .
Comparable models in international banking have been developed more recently.
Financial openness may affect market structure in banking markets. De Russ (2010, 2013) model financial openness through FDI of banks and through crossborder lending in the presence of heterogeneous banks. These two forms of financial openness may have different effects on the banking sector's Herfindahl index. Crossborder lending puts competitive pressure on domestic banks, market shares may become more similar, and the degree of concentration falls (Bremus 2013) . If competition gets more intense, banks absorb a larger part of idiosyncratic shocks by adjusting markups instead of lending rates. As a result, the pass-through of bank-level shocks to the real economy gets weaker. This mitigates granular effects. Bank FDI may increase or decrease concentration. If the most efficient banks from abroad merge with the most efficient domestic banks and if the smallest banks drop out of the market, the big banks would get bigger. This would magnify the link between banklevel shock and macroeconomic outcomes via increased concentration. But bank FDI may also decrease concentration if banks' market shares get more similar as presented by Bremus (2013) . Hence, different channels of financial openness can have different implications for the strength of granular effects. It ultimately remains an empirical question whether financial openness affects the strength of granular effects in banking.
In order to analyze these linkages, Part 2 introduces the data and explains how we measure granularity, growth, and financial openness. Part 3 has the empirical model and results, and Part 4 concludes.
Data and Measurement of Granular Effects
In this paper, we analyze whether idiosyncratic shocks affecting large banks influence the aggregate economy and whether this link depends on the degree of financial openness. Below, we describe how we measure idiosyncratic and macroeconomic growth as well as financial openness. Details on the measurement and the data sources are given in the Data Appendix.
Granularity in Banking
We apply the concept of granularity to the banking sector. Granularity effects arise if the distribution of firm sizes is highly dispersed. If many small firms coexist with a few very large ones such that concentration is high, idiosyncratic shocks to large firms can be felt in the aggregate (Gabaix 2011) . Hence, market structure matters for macroeconomic outcomes.
Technically speaking, the necessary condition for granularity to emerge is that firm sizes are power-law distributed. Under a normal distribution, idiosyncratic shocks cancel out across a large number of firms in the aggregate because the Central Limit Theorem holds. Under a fat-tailed power law distribution, however, the Central Limit Theorem breaks down. As a consequence, firm-specific fluctuations can have aggregate effects.
Gabaix's original application of granularity links variation in GDP growth to idiosyncratic shocks hitting large US manufacturing firms. He shows that GDP growth is proportional to the growth rate of total factor productivity (TFP), which can be expressed as the sum over firms' market shares times idiosyncratic TFP-shocks ( it d ). GDP growth can thus be written as
where it S are firm i's sales in period t, and  is a factor which determines proportionality. 2 Gabaix (2011) labels the sum across the weighted idiosyncratic shock terms the "granular residual". He computes the granular residual, t  , as the weighted sum of idiosyncratic firm-level productivity shocks which is given by
2 Depending on the model framework,  can reflect different parameter combinations. See the original paper by Gabaix (2011) for a detailed derivation.
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where it g is firm i's productivity growth while t g is the average productivity growth in an economy at time t, and the weights are firm i's sales market share.
We apply the concept of granularity to the banking sector. Our source for bank-level data is Bankscope, a commercial database provided by Bureau van Dijck. Bankscope provides income statements and balance sheets for banks worldwide. This restricts the time frame for our analysis. While macroeconomic data are available for a much longer time period, reliable micro-level bank data start only in the mid-1990s. We compute the banking granular residual (BGR) for a set of 80 countries as the weighted sum of bank-level shocks to assets or credit in each country and year, the weights being banks' asset (credit) market shares.
A number of screens are imposed on the banking data in order to eliminate errors due to misreporting. We exclude the bottom 1% of the observations for total assets, and we drop observations where the credit-to-assets or the equity-to-assets ratio is larger than one. We drop banks with negative assets, credits, or equity. In order to eliminate large (absolute) growth rates that might be due to bank mergers, we winsorize growth rates at the top or bottom percentile, i.e. we replace them with the respective percentiles. In terms of specializations of banks, we keep bank holding companies, commercial banks, cooperative banks, and savings banks.
Our measure of granular shocks closely follows Gabaix's (2011) original proposal to calculate the growth rate of a firm's sales and subtracting the average growth rate across all firms for each year. This difference is a simple proxy of firms' idiosyncratic growth shocks. Because we are using data for banks from many countries, we slightly modify this method by subtracting, from each bank's growth rate of assets (or loans), the mean growth rates across all banks (except bank j) in each country and year. The reason for taking the average across all banks except bank j is that, for some countries, a rather small number of bank observations is available only. If we subtract the average across all banks (including bank j) from bank j's asset (credit) growth, we may eliminate most of bank j's idiosyncratic variation. This holds in particular if there is a small number of bank observations and if bank j is large.
Finding a clear analogy between the sales of non-financial firms (used by Gabaix) and the turnover or the sales of banks is not straightforward. We instead compute both banks' asset and credit growth shocks for three reasons. First, differences in accounting systems across countries may impair the comparability of balance sheet and profit and loss items across countries and over time. Therefore, we opt for relatively simple and straightforward balance sheet itemstotal assets and loansto measure the activities of banks. Second, differences in productivity or efficiency of banks translate into differences in lending or bank size, which we can proxy through a bank's loans or assets (De Blas and Russ 2013) . Direct measures of bank productivity or efficiency would be much more dependent on data quality and comparability across countries.
Three, the volume of credit issued by banks is the most direct measure of banks' link to the real economy. The bank lending channel literature discusses how monetary policy and thus macro shocks affect the real economy through changes in bank behaviour. Using linked bank-firm data, Amiti and Weinstein (2013) find that idiosyncratic shocks at the bank-level can have a significant impact on aggregate loan supply and investment, and hence on the real economy. Bremus et al. (2013) show how shocks to bank efficiency translate to macroeconomic output in a simple general equilibrium model which features banks of different efficiency and of different size.
Having computed asset (credit) growth shocks for each individual bank, we calculate a measure of granular effects in the banking sector for each country and year. The (Table 1) . Finding a zero mean for the panel dataset does not mean that idiosyncratic shocks average out at each point in time. Figure 1 rather shows that average fluctuations in bank-level asset and credit growth shocks rather vary between -0.55 and 0.52.
Note that we do not have information for each individual bank on the share of assets abroad or at home. Because international banking markets are dominated by the large banks, the idiosyncratic shocks that we measure might also contain elements of idiosyncratic risk stemming from developments on international markets. This, however, does not affect the general validity of our approach because we are interested in the effects of idiosyncratic shocks affecting large banks on the domestic economy, irrespective of where these shocks originate. We also account for the effects of aggregate financial openness by allowing granular effects to differ between financially closed and open economies.
Macroeconomic Growth
To calculate macroeconomic growth, we use a country-sample which is sufficiently diverse to capture possible non-linearities and cross-country differences. We thus start from a dataset which includes a large set of countries. We keep those with complete strings of observations for at least ten years for key variables such as cross-border assets and liabilities, GDP growth, and domestic credit. We also include a set of standard growth regressors. Macroeconomic data for GDP, GDP per capita, domestic credit relative to GDP, inflation, school enrolment rates, the trade share, and government expenditure relative to GDP are taken from the World Development Indicators (WDI) by the World Bank.
This sample includes 80 countries for 14 years (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) . Our dependent variable is growth of real GDP per capita. It is calculated by taking the first differences of log real GDP per capita. In order to prevent large outliers from affecting the results, growth rates are winsorized at the top and bottom percentile. The effects of winsorizing on sample means are minimal: winsorizing slightly increases the mean from 2.53%, to 2.537% while it somewhat lowers the standard deviation from 3.63% to 3.59%. Table 1 shows that the mean growth of GDP per capita in the sample is 3% with a minimum growth rate of -15% (Estonia 2009 , Latvia 2009 , Lithuania 2009 and a maximum growth rate of +12% (China 2007 , Kuwait 2003 , Latvia 2006 , Venezuela 2004 . Figure 1 shows the evolution of GDP growth and of the banking granular residual over time. The median growth rate of real GDP per capita is in the range of -3 to 5% in our sample, whereas GDP growth has been higher with median rates between -3 and 6%. On average, GDP growth has trended upward since the mid-2000s, but this increase has reversed with a significant drop since the onset of the global financial crisis in 2007.
Financial Openness
To measure financial openness at the country-level, we use three de facto and two de jure measures. The first de facto measure is taken from the dataset on cross-border assets and liabilities by Lane and Milesi-Ferretti (2007) . We extend their data for the period 2008-2009 using data from the International Investment Positions (IIP) which are available from the International Financial Statistics (IFS) by the IMF. 3 In similar empirical models in the international trade literature, the degree of openness is measured as the sum of imports and exports relative to GDP. We thus use the sum of total foreign assets and total foreign liabilities relative to GDP as a proxy for financial openness.
As a second de facto measure, we use the sum of cross-border bank loans (assets and liabilities) relative to GDP. These data come from the IFS and are available for a smaller set of countries only. 4 The maximum number of country-year observations is 922 in our baseline regression using total cross-border assets and liabilities as a measure of de facto financial openness. It declines to 562 if we include cross-border bank assets and liabilities as a measure of financial openness instead.
The third de facto measure captures FDI in banking. We use information on the share of foreign banks in the number of all banks in a given country. Our measure is a count variable on the total number of banks (domestically and foreign owned) which we retrieve from Claessens and van Horen (2013) .
Our first measure of de jure financial openness comes from Ito (2006, 2008) . These authors use the IMF's Annual Report on Exchange Restrictions and 12 Regulations to construct a measure of capital controls. It is based on dummy variables which codify restrictions on cross-border financial transactions. The minimum number is -1.82 (financially closed), the maximum number is 2.46 (financially open).
In addition, we employ information on the de jure openness of the banking sector, namely an index of inflow restrictions and an index of outflow restrictions on financial credit which has been computed by Schindler (2009) from the Annual Report of Exchange Arrangements and Exchange Restrictions of the IMF for the period 1995-2005. The dataset has been extended by Klein (2012) . and it is available for 72 out of the 83 countries which are included in our regression sample. 5 The original indicators assume a value of 1 if there are restrictions on inflows or outflows of financial credits and a value of 0 if no such restrictions are imposed. We rescale the binary variables such that a value of zero indicates financial restrictions and a value of 1 indicates no restrictions on inflows or outflows of financial credit. Hence, all openness measures are scaled in the same way, and a higher value indicates a higher degree of financial openness. Table 2 shows the correlations between our measures of financial openness.
Correlations between total cross-border assets and cross-border assets of banks are quite high (0.74). Also, the measures of de jure openness are quite closely correlated with each other (around 0.7). The remaining correlations are much smaller and below 0.5. The main reason for these low correlations is that the de jure measures are less dispersed than the de facto measures of financial openness: most advanced economies have liberalized capital accounts. But the actual degree of financial openness may be very different across countries.
Additional Control Variables
In addition to effects of granularity, we study the impact of credit to GDP for GDP growth. Credit to GDP is often used as a proxy for the size of the financial system.
The largerand the more developeda banking sector is, the higher should be aggregate growth and the lower should be macroeconomic volatility because banks can allocate savings more efficiently. However, credit to GDP and thus leverage can also be taken as an indicator for overheating of the banking system, thus harming growth (Arcand et al. 2012, Cecchetti and Kharroubi 2012) and increasing macroeconomic volatility (Beck et al. 2013, Huinzinga and Zhu 2006) . Historical evidence shows that leverage cycles have implications for macroeconomic instability and crises (Taylor 2012) . Overall, the expected sign of the credit variable is thus not clear. Figure 3 shows the evolution of the credit to GDP ratio over time. Especially in the 2000s, credit to GDP has significantly increased.
We also include consumer price inflation, initial income as measured by log GDP per capita in 1996, the logarithm of the secondary school enrolment rate, the ratio of exports plus imports to GDP, and government final consumption expenditure relative to GDP as typical additional macroeconomic control variables.
Regression Model and Results
In order to analyze whether the impact of the Banking Granular Residual on the aggregate economy is related to the degree of financial openness, we proceed in three main steps. First, we estimate a panel regression model (Tables 4a -4c) where we also include interaction terms for the BGR and financial openness. Second, we explore the link between granularity in banking, financial openness, and GDP growth by estimating a panel threshold model (Table 5) . Moreover, we test the robustness of our findings with respect to time (Table 6 ). Finally, use instrumental variables regression to address potential endogeneity issues (Table 7) .
Empirical Model
With data on idiosyncratic credit growth shocks at hand, we regress aggregate growth on the banking granular residual, on macroeconomic characteristics, and on financial openness:
Growth , is growth of real GDP per capita, t  is a vector of time fixed effects capturing global macroeconomic factors, and t i BGR , is the banking granular residual.
, it X is a vector of macroeconomic control variables which comprises the ratio of domestic bank credit to GDP, inflation, initial income, the log of the secondary school enrollment rate, the trade share and government final consumption expenditure relative to GDP. In a second step, we add interaction terms between the BGR and our six different measures of financial openness to equation (3), such that the model becomes
This allows us to study the interplay between the degree of financial openness and the effect of bank-specific shocks on GDP per capita growth. Table 4 presents the regression results based on equations (3) and (4) for different de facto (Table 4a ) and de jure measures of financial openness (Tables 4b and 4c ) as explanatory variables.
Granularity and aggregate growth
Our results show that the banking granular residual matters. Shocks hitting large banks' asset growth do not cancel out in the aggregate but affect aggregate outcomes.
The banking granular residual has a positive and significant impact on GDP growth with coefficient estimates between 0.03 and 0.09. The results are very similar if the BGR based on banks' loans is used (not reported). Given that the standard deviation of GDP per capita growth is 0.04 while the standard deviation of the BGR based on assets is 0.07 (Table 1) , the normalized beta coefficient for the BGR is between 0.05 and 0.16 depending on the model specification. Or, in other words, about 5-16% of the variation in GDP per capita growth in our sample can be attributed to bankspecific shocks to asset growth. In a study using bank and firm-level data for the Japanese economy, Amiti and Weinstein (2013) find an even larger effect of granular shocks at the bank-level; in their study, bank-specific shocks account for approximately 40% of aggregate lending and investment fluctuations.
Openness and growth
De facto financial openness has a significantly negative impact on GDP growth in our sample (Table 4a ). The economic significance of the impact of cross-border assets and liabilities and of foreign bank loans is larger than the economic significance of the BGR with normalized beta coefficients of 0.2. The share of foreign banks is insignificant.
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The result that greater openness lowers short-run growth may seem surprising, given that increased financial openness should improve the reallocation of capital across countries and thus stimulate growth. However, it links into a large body of literature analyzing the fact that capital does not necessarily flow from rich to poor countries (the "Lucas Paradox") and that institutional constraints may prevent an efficient relocation of capital across countries (Alfaro et al. 2008 ). Hence, we have checked whether this result is driven by countries which have weaker financial institutions or lower financial development such that increased financial openness cannot unfold growth-enhancing effects. When including interactions between financial openness and credit to GDP as in Kose et al. (2011) , the direct effect of financial openness becomes insignificant in many cases. When including, both, the interaction between financial openness and credit to GDP and the interaction between financial openness and the square of credit to GDP, we find that financial openness measured by crossborder bank loans has a negative effect on growth if financial depth is low. As credit to GDP increases, the effect gets positive. For very high levels of credit to GDP, the effect gets weaker again. Thus, the impact of financial openness on growth depends on the level of credit over GDP of an economy.
Are granular effects weaker or stronger in financially open economies?
We answer the question whether financial openness affects the strength of granular effects by including interactions between the different openness measures and the banking granular residual. These interaction terms are significant for total assets and liabilities and thus for a broader measure of openness. They are insignificant for foreign bank loans relative to GDP and for the shares of foreign banks. This finding indicates that different types of international capital flows are needed in order to weaken the link between bank-specific asset or credit shocks and aggregate outcomes.
Besides foreign bank lending, other substitutes for domestic credit seem to be useful to shield an economy from idiosyncratic bank-level shocks. Figure 4 illustrates the marginal effect of the BGR on GDP growth depending on the level of financial openness (Column 3 of Table 4a ). The relationship between the BGR and aggregate growth is decreasing in the share of foreign assets and liabilities.
For low levels of financial openness, the BGR has a positive and significant impact on GDP growth. As foreign openness increases, the effect of the BGR gets weaker. For values of financial openness above roughly 3.9, the marginal effect of the BGR on 16 GDP per capita turns insignificant. Typical countries which fall in this group are Belgium, the Netherlands, Sweden or the UK and thus high-income countries.
Countries which fall in the group below this threshold are, for example, Bulgaria, China, Mexico, but also Spain and the United States.
De jure measures of financial openness do not matter for GDP growth (Table 4b ). One reason is that the measures of de jure openness are less dispersed than the de facto measures. The maximum value of the de jure measures is observed much more frequently than the highest values of de facto openness are. Hence, the de jure openness indicators are less differentiated and do not allow for studying the effects of the high levels of openness. For example, the Chinn-Ito index for Germany has taken on the maximum value of de jure capital account openness (2.46) across the entire sample period, whereas German de facto openness, measured by foreign assets plus liabilities relative to GDP, has increased by about 150% between 1996 and 2009.
Most of the countries in our sample have not changed the degree of financial openness over time. To account for the persistence of the de jure measure of financial openness, we re-run the regression models presented in Table 4b on the sub-sample of countries which experienced changes in the respective de jure measures at least once in the sample period. This specification is more in line with Henry (2007) who points out that the neoclassical growth model suggests a temporary increase in growth as a result of a change in financial openness and a permanent level effect. Using data for countries that changed the degree of financial openness only significantly reduces sample size. . The direct effects of the de jure financial openness measures remain insignificant.
Control variables
We control for standard determinants of growth as well as the ratio of credit over GDP. This ratio is highly significant and negative with point estimates between 0.016 and 0.035. As the standard deviation of credit to GDP is 0.58 and the standard deviation of GDP growth is 0.04, the beta coefficient lies in the range of 0.23 and 0.5.
Hence, the fraction of GDP growth that can be explained by the level of credit to GDP is much higher than the fraction explained by the BGR. We obtain similar results in unreported regressions using private credit by deposit money banks relative to GDP.
The sign of credit to GDP clearly supports the interpretation of this variable as a proxy for leverage in the financial sector: the higher leverage, the lower is growth. If credit to GDP was solely a proxy for financial development, we would expect to find a positive impact on growth. In this vein, Beck et al. (2013) Hence, we have re-run our model for medium-and long-run averages instead. 6 In models using the cross-sectional, long-run variation in growth across countries or using non-overlapping 4-year averages of the data, credit over GDP is insignificant.
Hence, the negative growth effect is confined to short-run fluctuations of growth only.
The direct effect of financial openness on growth remains negative and significant for foreign assets plus liabilities to GDP and for foreign bank credit in the regressions using 4-year averages of the data. The coefficient on the BGR remains positive and significant in the model specifications where foreign assets plus liabilities to GDP or the Chinn-Ito index is included. In the cross-sectional regressions, the effects of financial openness and the BGR become insignificant.
Results for the remaining determinants of growth are largely in line with expectations (Table 4 ). Higher inflation reduces growth, which is in line an interpretation of inflation as a measure of uncertainty whichdepresses GDP growth (Kremer et al. 2013 ). As expected, the impact of initial income is mostly negative but insignificant, while a higher secondary school enrolment rate fosters growth. Trade has a slightly positive and significant impact, and government expenditure relative to GDP harms growth. This is in line with the results presented by Beck et al. (2013) for medium and long-term growth.
Using 
Robustness with respect to time
How robust are our results to modifications of the time period? In particular, does including or excluding the crises years affect our results? In Table 5 , we address this question by estimating the model specification from Table 4a In unreported regressions, we drop each year, one-by-one, from the regressions based on Table 4a , Column 3 in order to check whether our findings are driven by individual years. The effect of the BGR stays positive and significant throughout, while the effect of its interaction with financial openness remains negative and significant. Also, the results for domestic credit to GDP, inflation, initial income, and foreign assets plus liabilities relative to GDP are unaffected from excluding individual years from the sample.
In sum, the results from our baseline regressions are in support of granularity effects:
variation in aggregate growth can be explained by bank-level, idiosyncratic shocks, weighted by banks' market shares. GDP growth is weaker in countries with high credit to GDP and thus high leverage. Financial openness as measured by different de facto measures mitigates growth. De jure financial openness has no significant impact on aggregate output growth. Also, granular effects tend to be weaker in financially open economies.
Testing for Non-Linearities

Sample Splits
In unreported regressions, we have experimented with different sample splits into
groups of financially open and financially closed countries. The difficulty with this approach is that any classification of countries is inevitably arbitrary. Tables 3a and b provide lists of the countries that fall into each of the categories for our two key measures of de facto and de jure openness.
Using a de facto measure to split the sample, all countries which have a ratio of foreign assets plus liabilities to GDP below 2.21 fall into the subset of "financially closed" economies. However, these are not necessarily countries with restrictions on cross-border financial transactions. Italy, for instance, is a country with a degree of de facto financial openness close to the sample mean. For de jure financial openness, all countries with a value of the Chinn-Ito index below 1.01 fall into the subset of "financially closed" countries. The Chinn-Ito measure of financial openness provides a more accurate picture of financial openness in a regulatory sense, and it is also the less dispersed measure. Table 3a groups countries with respect to de facto financial openness. There are much more countries which have an average stock of foreign assets plus liabilities relative to GDP below the sample mean ("financially closed") than countries which have de facto financial openness above the sample mean. When splitting up countries according to the mean of de jure openness (Table 3b ), many countries switch to the group of financially open economies.
In sum, results based on sample splits are rather ad hoc, and results are very sensitive to the specific choice we made with regard to classifying entire countries. We thus refrain from reporting and interpreting these results which, of course, are available upon request.
Panel Threshold Model
Having seen that the link between bank-level and aggregate growth varies with financial openness, we will now shed more light on possible breakpoints in this relationship. For this purpose, we estimate a panel-threshold model which endogenously allows estimating possible threshold effects of financial openness. The 20 panel-threshold approach takes into account that the effect of the BGR on GDP growth may depend on the degree of financial openness. In each sub-domain of financial openness identified, the relationship between the BGR and GDP growth is linear. The slope coefficients are allowed to differ, which was not possible in the regression approach using interactions above.
In order to study whether the link between the BGR and growth differs across different ranges of financial openness, we estimate the following regression model: BGR is allowed to differ across the two regimes. If the threshold variable is below  , the effect of bank-level shocks on aggregate growth is given by 1  , while it is given by 2  if the threshold variable assumes values larger than  . Following Bick (2010), we control for differences in the regime-specific intercept by including a regime-specific constant 1  .
The panel threshold model is estimated in two steps (Hansen 1999) . In a first step, the threshold (  ) is estimated by least squares. In a second step, we estimate the slope coefficients ( 1  and 2  ) using this threshold estimate. 7
Following Hansen (1999 Hansen ( , 2000 , confidence intervals for the threshold estimate are based on the likelihood ratio statistic for testing the null hypothesis that the threshold  equals its true value. The asymptotic confidence interval for  is given by the "non-rejection region" for this test on  , i.e. it is given by the set of values for which the likelihood ratio statistic does not exceed the critical value. Inference on the regime-dependent slope coefficients can be performed as if the estimated threshold were the true value (Hansen 1999: 352) . Table 6 has the regression results based on an unbalanced panel for the period 1996-2009. We run threshold regressions for all de facto measures of financial openness and for the Chinn-Ito index. Restrictions on financial credits are left out, because they are binary variables. The effects of the macroeconomic control variables are qualitatively the same as in the regressions presented above.
For foreign assets plus liabilities to GDP as well as for the share of foreign banks, we confirm that the impact of the BGR on GDP growth depends on financial openness. If these two measures of de facto financial openness are below their estimated thresholds, the BGR and growth are positively linked. The threshold estimate is 2.8
for foreign assets plus liabilities to GDP which is a little higher but close to the sample mean. For the share of foreign banks, the estimated threshold of 0.09 is significantly lower than the sample mean (0.29). If financial openness is higher than the estimated thresholds, GDP growth is not affected by bank-specific shocks. This finding is in line with the results using interaction terms discussed above (Table 4a) :
Countries with a low degree of de facto financial openness are affected more by banklevel shocks.
If we take the Chinn-Ito index as a threshold variable, the BGR has a positive and significant effect on GDP per capita growth if the Chinn-Ito index is larger than -0.9.
This threshold is very low compared to the sample mean (1.01). Hence, as the dispersion of the Chinn-Ito index is very low compared to the de facto openness measures, the effect is driven by countries with a rather low degree of financial openness.
When taking the BGR based on banks loans as a regime-dependent regressor (not reported), the results point into the same direction: In this case, the BGR has a positive and significant effect on growth if the three de facto measures of financial openness are below their estimated thresholds. For the Chinn-Ito index as a threshold variable, the BGR positively impacts on growth for values of the index above -0.9, as for the BGR based on bank assets.
Instrumental Variable Regressions
Endogeneity of the banking granular residual with regard to macroeconomic volatility should not be a concern in our model: The idiosyncratic shocks are deliberately cleaned from macroeconomic effects, and market structure in banking does not vary with the cycle.
Yet, the degree of financial openness as well as credit to GDP, and the remaining macroeconomic control variables (initial income, the trade share, government consumption expenditures relative to GDP and inflation) might be endogenous with regard to GDP per capita growth. Countries may, for instance, close their financial systems in times of crisis or they may export and import more when growth is high.
In Table 7 , we thus estimate the regression models (without interactions) from Table   4a and 4b using instrumental variables regressions. We use the third lags of each potentially endogenous variable as instruments, apart from inflation where the first lag is used. 8 In addition, we use heteroskedasticity-based generated instruments as proposed by Lewbel (2012) and implemented in Stata by Baum and Schaffer (2012) .
Lewbel's method allows constructing instruments as simple functions of the model variables when no external instruments are available. It can also be used, as we do here, to add heteroscedasticity-based instruments to the set of external instruments in order to increase efficiency. Hence, this result is even more pronounced than in the baseline OLS-regressions presented above. The impact of credit to GDP remains negative if instrumented, but turns insignificant in many cases. The degree of secondary school enrollment significantly increases growth throughout, whereas initial income has a negative and significant effect which points to convergence. Inflation does not affect growth when instrumented.
4 Summary
We have explored how the structure and the openness of the banking system affect aggregate growth. Our special focus has been on granular effects. Granularity arises if the market structure in an industry is highly concentrated such that very few large firms coexist with many small firms. Such size patterns prevail in banking. In this case, idiosyncratic shocks to large banks do not have to cancel out across a large number of banks in the aggregate. We find that bank-specific shocks matter: The banking granular residual has a positive and significant impact on the growth of real GDP per capita. Hence, the higher is the size concentration in banking markets or the larger idiosyncratic shocks, the stronger are linkages between bank-level and macroeconomic growth fluctuations.
We find that financial openness, measured through the ratio of cross-border assets and liabilities over GDP is associated with lower growth. What matters is the actual, de facto, degree of financial openness. All de jure measures of openness, which measure the presence of capital controls, are insignificant. Financial openness also affects the strength of granular effects. Effects of bank-level shocks tend to be of little importance for macroeconomic outcomes in financially more open countries.
Financially closed countries experience stronger granular effects from the banking sector.
A higher ratio of bank credit relative to GDP -and thus a higher degree of "leverage" in the banking systemharms short-run GDP growth. The potential destabilizing effect of high leverage is acknowledged in the macroprudential policies, and credit to GDP serves as a basis for the calculation of countercyclical capital buffers for banks (Houben et al. 2012) . Our results show that this result is driven by the pre-crisis period; the effect of leverage on growth has been insignificant for the period 2006-
2009.
Our results imply that there are different channels through which the linkages between bank-level shocks and macroeconomic outcomes can be weakened. First, reducing the degree of size concentration in banking mitigates the importance of bank-level shocks for the macroeconomy. Higher competitive pressures in the banking sector could thus extenuate the pass-through of bank-level shocks to the real economy. This, in turn, would reduce granular effects and hence macroeconomic fluctuations. Second, higher 24 competitive pressure could also increase idiosyncratic risk at bank level because compressed profit margins could induce banks to move into riskier activities.
Accounting for this endogenous link between market structure in banking and (banklevel) risk is an issue that we have not addressed in this paper. Third, the increasing fragmentation of financial markets that we observe as a response to the financial crisis could aggravate granular effects.
Data Appendix
List Banking granular residual: To compute the banking granular residual as described in the text, we use bank-level data on total net credits and total assets from the Bankscope database for the period 1995-2009.
Capital controls: We use the Chinn-Ito Index as a de jure measure for financial openness. This variable measures a country's degree of capital account openness and is available for the period 1970-2010 and 182 countries. It ranges from -1.82 to 2.46 with a sample mean of zero. The smaller the Chinn-Ito Index, the lower (de jure) financial openness.
Credit to GDP: Domestic credit provided by the banking sector (in % of GDP) is taken from the WDI. Inflow/outflow controls on financial credit: Indexes on inflow and outflow restrictions on commercial credit have been provided by Michael Klein. The measures are based on the Annual Report of Exchange Arrangements and Exchange Restrictions from the IMF and take on a value of zero if there are no restrictions on financial credit in place. A value of one reflects restrictions. We rescale this variable such that it can be interpreted in line with the other openness measures. That is, a value of zero means that restrictions are in place and hence financial openness is low, while a value of one means that no such restrictions are in place and hence financial openness is higher.
Schooling: Gross secondary school enrolment rate, WDI.
Share of foreign banks:
We compute the number of foreign banks relative to all banks in a given country and year from data provided by Claessens and van Horen (2013) .
Total foreign assets and liabilities: We use data on total foreign assets and liabilities in US-Dollars from the database by Lane and Milesi-Feretti (2007) which is available for the period 1970-2007 for 178 countries. We extend the time series for the year 2008 and 2009 using corresponding data from the International Financial Statistics by the IMF. We deflate the data using the US-Consumer Price Index (2005=100) from the World Development Indicators.
Figure 1: GDP and Idiosyncratic Growth
This figure shows growth in real GDP per capita, real GDP, and idiosyncratic growth at the bank-level, once based on banks total assets and once based on credit. The banking granular residual is the weighted average of idiosyncratic asset (credit) growth shocks where the weights correspond to the market shares of each bank. Credit growth shocks are the difference between bank j's asset (credit) growth and the country mean excluding bank j.
Source: World Development Indicators, Bankscope, own calculations.
Figure 2: Financial Openness
This figure shows the evolution of different measures of financial openness across our sample period. The left panel plots three de facto measures of financial openness, namely total foreign assets plus liabilities relative to GDP, total foreign bank loans (assets plus liabilities) relative to GDP, and the share of foreign banks in the total number of banks. The right panel plots the Chinn-Ito index of capital controls, the index of financial inflow openness and the index of financial outflow openness, i.e. three de jure measure of financial openness. The graph shows the mean values for the full country sample, with all variables being normalized by their values in 1996 in order to enhance visibility.
Source: International Financial Statistics, Claessens and van Horen (2013), Chinn and Ito (2008) , Klein (2012) , own calculations.
Figure 3: Banking Market Structures
This figure shows the evolution of aggregate leverage, i.e. the mean share of domestic credit to GDP taken from the World Development Indicators at the left panel. The right panel plots the sample mean of the three-bank concentration ratio from the Financial Structures Database across the sample period.
Source: World Development Indicators, Financial Structures Database, own calculations.
Figure 4: Interaction between the Banking Granular Residual and Financial Openness
This figure shows the marginal effect of the Banking Granular Residual (BGR) on GDP growth for different levels of financial openness, measured as the ratio of foreign assets plus liabilities to GDP. The computation of the marginal effect depending on de facto financial openness is based on the regression in Table 4a , Column (3). Dashed lines show the 95%-confidence bands. 
4: Baseline Regressions and Interaction with Financial Openness Measures
The dependent variable is the annual growth rate of real GDP per capita. Time fixed effects are included in all regressions but are not reported. The Banking Granular Residual is a measure for idiosyncratic shocks at the bank-level and is computed as described in the main text. ***, **, * = significant at the 1%, 5%, 10% level. "FO" is financial assets plus liabilities to GDP while "FO (banks)" stands for foreign bank loans (assets and liabilities) to GDP.
(a) GDP growth and de facto financial openness -0.000*** -0.000*** -0.000*** -0.000*** -0.000*** -0.000*** -0.000*** (-3.412) (-3.612) (-3.579) (-4.532) (-4.321) (-2.701) (-2.671) log real GDP/capita in 1996 -0.001 -0.002 -0.002 -0.005 -0.006 -0.015*** -0.015*** (-0.248) (-0.822) (-0.733) (-0.760) (-0.757) (-2.650) (-2.678) Schooling 0.013** 0.020** 0.020** 0.051 0. The dependent variable is growth of real GDP per capita. Columns (1) -(3) show regression results for different measures of de facto financial openness as a threshold variable. In column (4) the Chinn-Ito index as a de jure measure of financial openness is used as a threshold variable. Time-fixed effects are included in all regressions. Standard errors are given in parentheses. Grey markers indicate statistical significance. "FO" is financial assets plus liabilities to GDP while "FO (banks)" stands for foreign bank loans (assets and liabilities) to GDP.
(1) The dependent variable is the annual growth rate of real GDP per capita. Time fixed effects are included in all regressions but are not reported. BGR is the banking granular residual based on banks' assets. ***, **, * = significant at the 1%, 5%, 10% level.
(1) (2) (3) (4) (5) (6) (7) (8) Full sample 1996-2000 2001-2005 2006-2009 1996-1999 2000-2009 1996-2006 2007-2009 Banking Granular Residual (assets) 0.062*** 0.019 -0.013 0.114** 0.014 0.062** 0.031 0.104* (2.732) (0.524) (0.400) (2.209) (0.297) (2.528) (1.086) (1.915) Domestic credit / GDP -0.017** -0.015* -0.014** -0.002 -0.017* -0.016** -0.016** 0.000 (-2.560) (-1.791) (-2.079) (-0.241) (-1.825) (-2.295) (-2.267) (0.030) Inflation, consumer prices (annual %) -0.000*** -0.000*** -0.001*** 0.001* -0.000*** -0.001** -0.000*** 0.001 (-3.450) (-4 0.000*** 0.000 0.000*** 0.000 0.000 0.000*** 0.000*** 0.000 (-3.345) (-1.383) (-2.968) (-1.343) (0.647) (-3.875) (-3.240) (0.745) General government consumption (% of GDP) -0.001** -0.000 -0.001** -0.002*** -0.000 -0.001*** -0.001 -0.002*** (-2.404) (-0.222) (-2.102) (-2.824) (-0.165) (-3.083) (-1.570) (-3.321) (Foreign assets + liabilities) / GDP -0.002*** 0.002 -0.002** -0.001** 0.003* -0.002*** -0.002*** -0.000 (-3.167) (-1.203) (-2.053) (-1.979) (-1.921) (-2.689) (-2.949) (-0.969) (Foreign assets + liabilities) / GDP * BGR (asset) -0.009*** 0.010 0.003 -0.016*** 0.018 -0.011*** -0.002 -0.016** (-2.577) (0 Table presents instrumental variable regressions. Domestic credit to GDP, log GDP per capita, inflation, school enrollment, the trade share, government expenditures relative to GDP and the financial openness measures are instrumented using their own (third) lags as instruments as well as generated instruments using Lewbel's (2012) method. "FO" is financial assets plus liabilities to GDP while "FO (banks)" stands for foreign bank loans (assets and liabilities) to GDP.
(1) 
