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Salah satu indikator ekonomi makro yang digunakan dalam penyusunan kebijakan 
pemerintah di bidang ekonomi adalah inflasi. Inflasi merupakan data time series 
bulanan yang diduga dipengaruhi oleh aspek antar lokasi. Salah satu metode time 
series multivariat yang menggabungkan unsur dependensi waktu dan lokasi 
(space time) adalah model Generalized Space Time Autoregressive (GSTAR). 
Dalam perkembangan model space time, tidak hanya dipengaruhi oleh dependensi 
waktu dan lokasi, tetapi juga terdapat faktor lain yang bisa digunakan untuk 
menambah akurasi dalam peramalan yaitu berupa variabel eksogen. Model 
GSTAR dengan melibatkan variabel eksogen dikenal dengan model GSTARX. 
Variabel eksogen yang digunakan adalah skala metrik (curah hujan) dan skala non 
metrik yaitu variasi kalender dan intevensi berupa kenaikan harga bahan bakar 
minyak (BBM). Studi kasus dalam penelitian ini diterapkan untuk peramalan 
inflasi enam kota di Kalimantan yaitu Pontianak, Sampit, Palangkaraya, 
Banjarmasin, Balikpapan dan Samarinda. Tujuan penelitian ini adalah ingin 
mendapatkan model GSTARX yang sesuai untuk peramalan inflasi enam kota di 
Kalimantan, sehingga hasil ramalannya bisa dijadikan informasi awal bagi 
pemerintah dalam menentukan kebijakan. Hasil pemodelan GSTARX untuk 
inflasi enam kota di Kalimantan adalah GSTARX-GLS ([1,12]1). Pemodelan 
univariat dengan menambahkan variabel eksogen memberikan nilai RMSE yang 
lebih kecil dibandingkan tanpa melibatkan variabel eksogen. Demikian juga 
tingkat akurasi peramalan menunjukkan bahwa model univariat lebih baik 
dibandingkan dengan GSTARX-GLS. Hal ini berdasarkan dari nilai RMSE out-
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One of the macroeconomic indicators that used in the formulation of 
government’s economic policy is inflation. Inflation is a monthly time series that 
also is influenced by location effects. Generalized Space-Time Autoregressive 
(GSTAR) is a multivariate time series model that combines time and location 
effects. The space-time data is not only influenced by time and inter-dependencies 
of location, but also there are other factors to increase the accuracy of 
forecasting time series, that can be expressed in exogenous variables. GSTAR 
model involving exogenous variable is known GSTARX model. The exogenous 
variable consists of the metric and non-metric scales. In this research, exogenous 
variables were taken into consideration as metric scale i.e. rainfall and non-
metric scales that are the calendar variation and intervention in the form of the 
increase of fuel price. The case study is applied of GSTARX for forecasting 
inflation in six cities in Kalimantan i.e. Pontianak, Sampit, Palangkaraya, 
Banjarmasin, Balikpapan and Samarinda. The objection of this research is to 
obtain appropriate GSTARX model for inflation prediction so that the results of 
prediction can be used early information for government decision of policy. 
GSTAR modeling results for the inflation in six cities in Kalimantan is 
GSTAR([1,12]1). By using the inverse distance weighting, showed that inflation in 
a region influenced by other regions in the previous twelve month period. The 
empirical result of GSTARX model for the inflation in six cities in Kalimantan is 
GSTARX-GLS ([1,12]1). Modelling by univariate gives better results than model 
GSTARX-GLS. It is shown by the smallest of RMSE at in-sample dataset. 
Similarly, the accuracy of forecasting using out-sample RMSE shows that the 
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1.1. Latar Belakang 
Inflasi merupakan salah satu indikator ekonomi makro yang penting dan 
dapat memberikan gambaran stabilitas perekonomian suatu negara. Inflasi 
didefinisikan sebagai kenaikan harga barang dan jasa yang berlangsung secara 
terus-menerus (BPS, 2016). Makna inflasi adalah persentase tingkat kenaikan 
harga sejumlah barang dan jasa yang secara umum dikonsumsi rumah tangga. 
Inflasi disusun untuk mendapatkan indikator yang menggambarkan 
kecenderungan umum tentang perkembangan harga. Secara spesifik angka inflasi 
digunakan sebagai penentuan indeksasi upah dan gaji, penentuan target inflasi, 
dan indeksasi Anggaran Pendapatan dan Belanja Negara (BPS, 2013). Angka 
inflasi juga digunakan pemerintah sebagai salah satu asumsi dasar ekonomi makro 
dalam penyusunan nota keuangan yang menjadi acuan pada pembahasan 
rancangan APBN (Kemenkeu, 2016). 
Menurut Kahalwaty (2000:5) dalam Dwijayanthy (2009) definisi lain 
inflasi merupakan keadaan dimana terjadi kenaikan harga-harga secara tajam 
(absolute), berlangsung secara terus-menerus dalam jangka waktu yang cukup 
lama, diikuti menurunnya nilai mata uang suatu  negara. Menurut teori Keynes, 
inflasi terjadi karena pola konsumsi masyakarat yang berlebihan sehingga 
permintaan masyarakat terhadap barang dan jasa melebihi jumlah barang dan jasa 
yang tersedia, akibatnya akan terjadi inflationary gap (Atmadja, 1999).  
Inflasi pada dasarnya merupakan potret keadaan harga barang dan jasa di 
pasar. Inflasi menjadi indikator yang penting karena berkaitan erat dan 
berhubungan langsung dengan masyarakat dan dunia usaha. Inflasi yang tingi 
akan berdampak pada tingkat daya beli masyarakat yang menurun. Dalam dunia 
usaha, inflasi yang tinggi akan berpengaruh pada produktivitas usaha karena 
sebagian harga bahan baku tentunya akan semakin melonjak tinggi. 
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Inflasi dihitung berdasarkan pada perubahan Indeks Harga Konsumen 
yang dikelompokkan dalam tujuh kelompok pengeluaran (BPS, 2013) yaitu: (1) 
Bahan makanan, (2) Makanan jadi, minuman, rokok dan tembakau, (3) 
Perumahan, air, listrik, gas dan bahan  bakar, (4) Sandang, (5) Kesehatan, (6) 
Pendidikan, rekreasi dan olahraga dan (7) Transportasi, komunikasi dan jasa 
keuangan. Dalam penyajiannya, selain inflasi umum juga terdapat inflasi menurut 
kelompok pengeluaran. Besaran perubahan harga yang didasarkan pada 
mekanisme harga pasar untuk kelompok pengeluaran dipengaruhi oleh beberapa 
faktor diantaranya tingginya harga bahan baku, ketidakseimbangan antara 
permintaan dan ketersediaan barang dan jasa serta tingkat kesulitan dalam arus 
distribusi barang sehingga berakibat meningkatnya biaya/ongkos transportasi.  
Berdasarkan penyebabnya, inflasi terjadi karena adanya demand pull 
inflation dan cost push inflation. Demand pull inflation terjadi karena adanya 
peningkatan permintaan masyarakat terhadap komoditi-komoditi hasil produksi di 
pasar barang dan jasa, sedangkan cost push inflation terjadi karena meningkatnya 
harga faktor-faktor produksi (baik yang berasal dari dalam negeri maupun luar 
negeri) di pasar faktor produksi. Tingkat inflasi dari waktu ke waktu terkadang 
tidak menentu, bahkan meningkatnya laju inflasi acapkali karena faktor kejadian 
diluar dugaan atau bersifat kejutan (shock) seperti terjadinya bencana alam (banjir, 
kekeringan, kebakaran hutan, gempa bumi) serta adanya faktor kebijakan 
pemerintah seperti kenaikan bahan bakar minyak (BBM) atau kenaikan tarif dasar 
listrik (TDL). Di Indonesia angka inflasi juga mengikuti pola atau siklus 
musiman, salah satunya ketika memasuki bulan puasa dan menjelang perayaan 
lebaran Idul Fitri. Kenaikan inflasi terjadi karena adanya kenaikan permintaan 
masyarakat terhadap barang dan jasa khususnya pada saat memasuki Ramadhan 
dan menjelang Hari Raya Idul Fitri (Bank Indonesia, 2015). 
Perkembangan laju inflasi merupakan indikator penting untuk melihat 
pertumbuhan ekonomi yang berkelanjutan. Mengacu pada pertumbuhan ekonomi, 
secara garis besar selama tahun 2015 perekonomian nasional mengalami 
perlambatan dan hanya mampu tumbuh sebesar 4,79 persen. Angka ini lebih 
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rendah dibandingkan dengan target yang ditetapkan oleh pemerintah dalam 
Anggaran Pendapatan daan Belanja Negara Perubahan (APBN-P) 2015 sebesar 
5,7 persen. Menurut BPS (2016), pertumbuhan ekonomi Indonesia pada 2015 
merupakan pertumbuhan terendah selama 6 tahun terakhir dan merupakan kali 
pertama ekonomi Indonesia berada di bawah 5 persen sejak tahun 2009 ketika 
terjadi krisis keuangan global. Perlambatan pertumbuhan ekonomi Indonesia juga 
berdampak di sebagian wilayah Indonesia, seperti pulau Sumatera, Jawa, dan 
Kalimantan. Perlambatan yang paling signifikan terjadi di Pulau Kalimantan yaitu 
dari 3,29 persen pada tahun 2014 menjadi 1,31 persen pada tahun 2015.  
Pulau Kalimantan sebagai salah satu pulau terbesar di Indonesia, 
memiliki 9 kota penghitung inflasi yang bisa memberikan gambaran adanya 
dinamika perubahan harga di pulau Kalimantan. Pada tahun 2015 dari 9 kota 
inflasi di Kalimantan, kota Tarakan di provinsi Kalimantan Timur merupakan 
kota dengan inflasi terendah yaitu sebesar 3,42 persen. Adapun kota Tanjung di 
provinsi Kalimantan Selatan pada tahun 2015 merupakan kota dengan tingkat 
inflasi tertinggi yang mencapai 6,69 persen. Dilihat menurut provinsi di regional 
Kalimantan, inflasi Kalimantan Timur (4,89 persen) menempati posisi terendah 
kedua setelah Kalimantan Tengah (4,74 persen). Sementara inflasi di Kalimantan 
Selatan dan Kalimantan Barat berada di atas inflasi Kalimantan Timur masing-
masing 5,14 persen dan 5,79 persen. Dengan demikian, bisa disimpulkan bahwa 
selama tahun 2015 Inflasi seluruh provinsi di Kalimantan, masih berada di atas 
realisasi inflasi nasional yang sebesar 3,35 persen.  
Salah satu faktor yang mempengaruhi inflasi di Kalimantan adalah 
adanya cuaca yang kurang kondusif yaitu curah hujan tinggi (Bank Indonesia 
dalam Kajian Ekonomi dan Keuangan Daerah di wilayah Kalimantan Selatan 
pada triwulan I-2015). Curah hujan yang tinggi tentunya akan bisa merubah waktu 
atau masa tanam untuk beberapa komoditas di sektor pertanian yang berimplikasi 
akan berubah pula waktu panen, akibatnya ketersediaan barang di pasar akan 
terganggu pada waktu tertentu. Intensitas hujan yang tinggi bisa mengakibatkan 
terjadinya banjir sehingga kerapkali menjadi pemicu gagal panen suaut komoditas 
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tertentu dan berimplikasi pada kurangnya ketersediaan barang. Dengan kata lain 
curah hujan bisa mempengaruhi dari sisi produksi barang. Inflasi di Kalimantan 
juga tidak lepas dari faktor musiman salah satunya pada saat memasuki bulan 
puasa dan menjelang perayaan hari raya Idul Fitri. Hal ini didukung berdasarkan 
laporan kajian dari Bappenas (2010) yang menyatakan bahwa terjadi peningkatan 
konsumsi barang dan jasa pada bulan Ramadhan dan perayaan hari raya Idul Fitri. 
Menurut Hasbullah (2012) inflasi juga bisa terjadi karena adanya output 
gap yang berupa ketidakseimbangan antara permintaan dan pasokan. Di daerah 
(tidak terkecuali Kalimantan), faktor ketidakseimbangan antara permintaan dan 
pasokan merupakan komponen yang paling berpengaruh pada inflasi. Hal tersebut 
berkaitan dengan karakteristik sosial dan geografis setiap wilayah di indonesia 
yang berbeda-beda dan sangat kompleks. Ditinjau dari supply barang dan jasa, 
tidak semua barang dan jasa bisa diproduksi di regional Kalimantan. selain 
produksi lokal, sebagian kebutuhan barang dan jasa masyarakat di Kalimantan di 
datangkan dari luar Kalimantan.  
Arus distribusi barang dari luar Kalimantan lebih banyak melalui jalur 
perairan, sehingga adanya cuaca yang buruk bisa berpengaruh pada ketersediaan 
barang akibat arus distribusi yang tidak lancar. Arus distribusi barang dan jasa 
juga terjadi antar provinsi di Kalimantan. Bappenas (2010) menjelaskan adanya 
pola pergerakan barang pada wilayah antar provinsi di Kalimantan. Kajian 
tersebut lebih rinci menyebutkan bahwa pergerakan barang dari provinsi 
Kalimantan Barat sebagian besar bertujuan ke provinsi Sumatera Selatan, 
Lampung, dan Kalimantan Selatan. Pergerakan barang dari daerah asal provinsi 
Kalimantan Selatan sebagian besar bertujuan ke provinsi Jawa Timur, Jawa Barat, 
Kalimantan Timur dan Sulawesi Selatan. Pergerakan barang dari provinsi 
Kalimantan Tengah bertujuan menuju provinsi Jawa Timur, Jawa tengah, Jawa 
Barat, dan Bali. Sementara pergerakan barang dari provinsi Kalimantan Timur 
sebagian besar bertujuan ke provinsi Kalimantan Selatan, Kalimantan Barat, Bali 
dan Jawa Timur. Kelancaran arus atau pergerakan distribusi barang baik melalui 
jalur perairan maupun darat tidak lepas dari faktor cuaca yang pada implikasinya 
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bisa berdampak pada kurangnya supply barang di pasar sehingga bisa memicu 
adanya inflasi.  
Permasalahan inflasi di Indonesia cukup dilematis, di satu sisi inflasi 
yang tinggi bisa berdampak buruk bagi pertumbuhan ekonomi dan menurunnya 
kemampuan daya beli masyarakat terutama untuk kalangan menengah ke bawah. 
Namun di sisi lain inflasi yang rendah justru berdampak pada terganggunya iklim 
investasi (Widaryoko, 2013). Sehingga dalam menghadapi inflasi perlu adanya 
program pemerintah guna menjaga kestabilan inflasi yang bertujuan untuk 
menjaga daya beli masyarakat. Pemerintah melalui Bank Indonesia menggunakan 
kebijakan moneter yaitu mengatur keseimbangan persediaan uang dengan 
persediaan barang untuk menjaga kestabilan inflasi. Namun demikian, selain 
faktor kebijakan tersebut juga terdapat faktor-faktor lain yang berpengaruh 
terhadap tinggi rendahnya laju inflasi. Untuk itu perlu adanya suatu pemodelan 
yang bisa meramalkan inflasi yang akan datang dengan melibatkan faktor-faktor 
yang berpengaruh terhadap inflasi. Dengan demikian kebijakan pemerintah dalam 
bidang moneter yang bertujuan untuk menjaga tingkat inflasi akan terarah. 
Penelitian mengenai pemodelan dan peramalan inflasi telah banyak 
dilakukan dengan berbagai metode yang berbeda. Tercatat dalam situs pencarian 
sciencedirect pada tanggal 8 September 2016 terdapat sekitar 23.111 jurnal/artikel 
yang mengkaji masalah peramalan inflasi. Di beberapa negara, pemodelan dan 
peramalan inflasi antara lain dilakukan oleh Chan dan Pham (1990) yang 
melakukan perbandingan kekuatan peramalan dari tiga model inflasi (interest 
rate, time series dan survey forecasts) di Australia dengan suatu kesimpulan 
bahwa model inflasi dengan survey forecasts memiliki tingkat kekuatan 
peramalan yang paling tinggi dibandingkan kedua model inflasi lainnya. Stock 
dan Watson (1999) di Amerika Serikat serta Kapur (2013) di India meramalkan 
inflasi dengan menggunakan model Phillips Curve. Kajian dan peramalan inflasi 
periode 1974-1996 di Kenya dilakukan oleh Durevall dan Ndung’u (2001) dengan 
menggunakan model dinamis (A Dynamic Model). Kichian dan Rumler (2014) 
dengan pendekatan Semi-Structural New Keynessian Phillips Curve melakukan 
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peramalan inflasi di Kanada. Sementara Kapetanios et al. (2015) melakukan 
peramalan inflasi dan pertumbuhan PDB di wilayah Uni Eropa (EA) dengan 
menggunakan metode Heuristic Optimisation of Information Criteria and 
Variable Reduction. Adapun Pierdzioch et al. (2016) melakukan penelitian 
dengan menggunakan pendekatan Asymmetric Loss Function and Forecast 
Rationality untuk meramalkan tingkat inflasi di Afrika Selatan.  
Inflasi merupakan data yang bersifat time series, sehingga banyak kajian 
dan penelitian tentang inflasi menggunakan pendekatan atau analisis time series. 
Metode time series yang cukup populer digunakan adalah Autoregressive 
Integrated Moving Average (ARIMA). ARIMA digunakan pada data runtun 
waktu yang univariat. Beberapa penelitian mengenai inflasi berbagai negara 
dengan pendekatan ARIMA antara lain di Indonesia (Tripena, 2011), Bangladesh 
(Faisal, 2012) dan Rumania (Baciu, 2015). 
Model ARIMA hanya memperhitungkan kejadian pada waktu 
sebelumnya terhadap data yang diobservasi, pada kenyataannya kejadian data time 
series juga dipengaruhi oleh faktor lain atau variabel prediktor. Hal ini mendorong 
para peneliti dalam membangun suatu pemodelan dan peramalan (forecasting) 
memasukkan faktor lain atau variabel prediktor (variabel eksogen) untuk 
meningkatkan akurasi model dan peramalannya. Pemodelan ARIMA dengan 
menambahkan variabel prediktor atau variabel eksogen dikenal sebagai model 
ARIMAX. Variabel eksogen dalam analisis time series bisa berupa data berskala 
metrik (interval atau rasio) atau non-metrik (nominal atau ordinal).  
Pada model time series khususnya model ARIMA, penambahan variabel 
eksogen yang digunakan berupa skala metrik dikenal sebagai Fungsi Transfer 
(Box, Jenkins, dan Reinsel, 2008). Adapun model time series dengan jenis 
variabel eksogen berupa skala non-metrik dikenal sebagai Intervensi (Bowerman 
dan O’Connell, 1993) atau Variasi Kalender (Liu, 1980). Wu dan Tsay (2003) 
pernah melakukan penelitian melalui simulasi dan menunjukkan bahwa koefisien 
model mengalami peningkatan akurasi peramalan dengan cara menambahkan data 
metrik sebagai variabel eksogen. Beberapa penelitian telah dilakukan terhadap 
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data time series dengan melibatkan variabel eksogen pada berbagai kasus antara 
lain model fungsi transfer (Listyowati dan Ulama, 2013; Reganata dan Suhartono, 
2015), model intervensi (Suhartono, 2007; Nuvitasari, 2009; Lee et al., 2010; 
Budiarti et al., 2013; Eksiandayani, 2016) dan model variasi kalender (Lee et al., 
2010; Arini dan Bendesa, 2012; Suhartono et al., 2015; Setiawan et al., 2015; 
Ahmad et al., 2015; Wulandari, et al., 2016).  
Adakalanya data runtun waktu mempunyai hubungan yang saling 
mempengaruhi antar variabel. Hal ini yang mendorong beberapa peneliti 
melakukan kajian dan analisis time series multivariat dengan melibatkan beberapa 
variabel yang berhubungan (Wei, 2006). Analisis time series multivariat yang 
biasa digunakan adalah Vector Autoregressive (VAR), Vector Autoregressive 
Moving Average (VARMA) atau Vector Autoregressive Integrated Moving 
Average (VARIMA). Beberapa penelitian inflasi dengan pendekatan multivariat 
pernah dilakukan oleh peneliti diantaranya Lack (2006), Clements dan Galvao 
(2013) menggunakan model Vector Autoregressive (VAR) untuk meramalkan 
tingkat inflasi. Moser et al. (2007) yang melakukan perbandingan terhadap 
models VAR dan ARIMA dalam meramalkan inflasi di Austria. Higgins et al. 
(2016) menerapkan model Bayesian VAR dalam melakukan peramalan 
pertumbuhan ekonomi dan inflasi di Cina.  
Ditinjau dari model persamaan dalam metode statistik terdapat dua jenis 
yaitu linear dan non-linear. Model time series nonlinier berarti hubungan antara 
kejadian masa lalu dengan sekarang bersifat nonlinier. Metode runtun bersifat 
nonlinier adalah diantaranya Artificial Neural Network (ANN) atau biasa dikenal 
dengan Neural Network (NN), Adaptive Network-based Fuzzy Inference System 
(ANFIS) dan Self-Exciting Threshold Autoregressive (SETAR). Penggunaan 
metode nonlinier juga pernah diaplikasikan dalam penelitian tentang inflasi 
diantaranya Nakamura (2005) yang mengaplikasikan metode NN dalam 
peramalan inflasi di Amerika Serikat. Moshiri dan Cameron (2000) dalam 
penelitiannya menggunakan model Hybrid BPN (Back-Propagation Artificial 
Neural Network) dan membandingkan-nya dengan model ekonometrik untuk 
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melakukan peramalan inflasi di Kanada. Silfiani dan Suhartono (2012) 
menggunakan metode Ensembel (gabungan) ARIMA dan ANN untuk 
meramalkan inflasi di Indonesia. Adapun Nuhad (2013) menerapkan model 
SETAR untuk meramalkan inflasi di Indonesia. Enke dan Mehdiyev (2014) 
melakukan peramalan inflasi di Amerika dengan menggunakan model Hybrid 
Neuro-Fuzzy. Stephani, Suharsono dan Suhartono (2015) membuat pemodelan 
dan peramalan inflasi berdasarkan faktor ekonomi makro dengan menggunakan 
pendekatan time series klasik dan ANFIS. 
Perkembangan metode statistik khususnya pada data time series tidak 
hanya didasarkan pada keterkaitan waktu namun saat ini sudah melibatkan faktor 
keterkaitan antar lokasi. Dalam hukum pertama tentang geografi yang 
dikemukakan oleh Tobler (1979) dalam Anselin (1988:8) menyatakan 
bahwa:“Everything is related to everything else, but near thing are more related 
than distant things”. Segala sesuatu saling berhubungan satu dengan yang 
lainnya, tetapi sesuatu yang dekat lebih mempunyai pengaruh daripada sesuatu 
yang jauh. Hukum itulah yang menjadi pilar tentang kajian sains regional. Adanya 
efek spasial merupakan hal yang lazim terjadi antara satu region dengan region 
yang lain. Seperti diketahui Inflasi dihitung berdasarkan pada IHK, sedangkan di 
sisi lain IHK antar kota yang berdekatan dimungkinkan memiliki keterkaitan antar 
lokasi (Hasbullah, 2012). Keterkaitan tersebut dicerminkan adanya hubungan 
saling ketergantungan dalam memenuhi kebutuhan barang dan jasa. Keterbatasn 
infrastruktur dan kondisi geografis pada suatu wilayah akan mempengaruhi 
ketersediaan barang dan jasa pada wilayah lain yang tidak dapat memproduksi 
barang dan jasa sendiri sehingga berdampak pada biaya dan harga antar wilayah.  
Penggunaan metode multivariat seperti VAR dan lainnya masih belum 
bisa menjelaskan keterkaitan antar lokasi, demikian juga untuk penggunaan non-
linier yang cenderung sulit untuk diinterpretasikan hasilnya apalagi yang bisa 
menjelaskan keterkaitan antar wilayah/lokasi. Dalam analisis time series terdapat 
suatu model yang bisa menggabungkan keterkaitan antar waktu dan lokasi yang 
dinamakan model space-time. Model space-time pertama kali diperkenalkan oleh 
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Cliff dan Ord (1975), yang kemudian dikaji lebih lanjut oleh oleh Pfeifer dan 
Deutsh (1980a, 1980b) dalam bentuk model Space Time Autoregressive (STAR). 
Nilai parameter yang dihasilkan model STAR berlaku hanya pada lokasi yang 
homogen dan kurang sesuai jika diterapkan pada lokasi yang heterogen. Ruchjana 
(2002) melakukan pengembangan model STAR untuk mengatasi kelemahan pada 
nilai parameter untuk lokasi yang bersifat heterogen yaitu dengan menggunakan 
Generalized Space Time Autoregressive (GSTAR) yang memungkinkan nilai 
parameter autoregressive (AR) bervariasi pada setiap lokasi. Dengan demikian 
parameter pada model GSTAR lebih fleksibel dan memungkinkan untuk bisa 
diterapkan pada lokasi yang heterogen. Adapun perbedaan antar lokasi 
ditunjukkan dalam bentuk matriks pembobot. 
Banyak para peneliti menggunakan model GSTAR untuk menganalisis 
suatu kasus diantaranya Ruchjana (2002), Wutsqa dan Suhartono (2010), 
Nurhayati, Pasaribu dan Neswan (2012), Wutsqa, Suhartono dan Sutijo (2012), 
Diani, Setiawan dan Suhartono (2013), Setiawan, Suhartono dan Prastuti (2016). 
Adapun untuk aplikasi model GSTAR dalam pemodelan inflasi diantaranya 
dilakukan oleh Faizah dan Setiawan (2013), Ardianto (2014), Mulyaningsih 
(2015), Irawati, Tarno dan Yasin (2015). 
Seperti halnya dalam model univariat, pada model time series multivariat 
juga diperlukan variabel prediktor (eksogen) yang diharapkan bisa meningkatkan 
atau menambah akurasi dalam pemodelan dan hasil ramalannya. Model STARX 
dan GSTARX merupakan pengembangan model time series multivariat untuk 
data space time yang melibatkan variabel eksogen. Kedua metode tersebut 
masing-masing memiliki kelebihan tergantung dalam tujuan penelitiannya. 
Namun demikian, metode GSTARX dinilai mampu menjelaskan adanya pengaruh 
suatu wilayah terhadap wilayah lain dalam variabel time series seperti inflasi, 
IHK, kunjungan turis dan lain-lain. 
Penelitian dengan model GSTARX dalam berbagai kasus pernah 
dilakukan antara lain oleh Oktanidya (2015), Kurnia (2015), Ditago (2015), 
Mubarak (2015), Astuti (2016). Adapun penerapan model GSTARX pada kasus 
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inflasi antara lain dilakukan oleh Muryanto (2016) yang melakukan pemodelan 
dan peramalan IHK di empat kota di Kalimantan dengan GSTARX dimana 
variabel eksogen yang digunakan sebagai prediktor berupa jumlah uang beredar 
yang masuk (inflow) dan keluar (outflow). Suhartono et al. (2016) menerapkan 
model GSTARX-GLS untuk meramalkan inflasi di empat kota besar di Indonesia 
yaitu Surabaya, Malang, Jember dan Kediri dengan menggunakan variabel 
eksogen berupa kenaikan harga bahan bakar minyak dan libur Idul Fitri. 
Mengacu pada penelitian sebelumnya tentang inflasi dan variabel 
eksogen yang digunakan, sejauh ini belum terdapat penelitian yang melibatkan 
variabel eksogen berupa skala metrik (fungsi transfer) dan non metrik (intervensi 
dan variasi kalender) secara simultan. Maka dalam penelitian ini penulis akan 
melakukan pemodelan dan peramalan inflasi pada wilayah Kalimantan dengan 
menggunakan metode GSTAR dengan melibatkan variabel eksogen dengan skala 
metrik (curah hujan) dan skala non-metrik (variasi kalender dan intervensi). 
Variasi kalender yang dimaksud adalah kejadian perayaan hari raya Idul Fitri, 
sedangkan intervensi yang dicakup berupa kebijakan kenaikan harga bahan bakar 
minyak (BBM). Penyertaan variabel curah hujan didasarkan pada penjelasan 
sebelumnya yang didukung adanya suatu penelitian oleh Diouf (2007) tentang 
pemodelan inflasi di Mali dan laporan Bank Indonesia (2015). Penelitian Diouf 
menyatakan bahwa rata-rata curah hujan merupakan salah satu faktor yang 
mempengaruhi terjadinya inflasi.  
 
1.2. Rumusan Masalah 
Berdasarkan pada latar belakang di atas, maka rumusan masalah dalam 
penelitian ini bagaimana implementasi suatu pemodelan inflasi dengan GSTAR 
yang melibatkan variabel eksogen secara simultan. Variabel eksogen dimaksud 





1.3. Tujuan Penelitian 
Berdasarkan rumusan masalah, maka tujuan penelitian ini adalah : 
1. Mendapatkan orde autoregressive (AR) untuk keterkaitan waktu dan 
lokasi (spatio temporal) serta pengaruh variabel eksogen berupa skala 
metrik dan non metrik pada pemodelan GSTARX.  
2. Mendapatkan model GSTARX yang sesuai untuk peramalan data inflasi 
pada enam kota di Kalimantan.  
3. Memperoleh angka ramalan yang dihasilkan dari model GSTARX.  
4. Memperoleh perbandingan akurasi hasil peramalan model ARIMAX dan 
GSTARX untuk data inflasi pada enam kota di Kalimantan. 
 
1.4. Manfaat Penelitian 
Penelitian ini diharapkan dapat memberikan manfaat sebagai berikut : 
1. Menghasilkan model GSTARX yang bisa menjelaskan keterkaitan inflasi 
pada beberapa kota di Kalimantan dan dapat digunakan untuk 
meramalkan inflasi pada kota yang bersangkutan pada beberapa periode 
mendatang.  
2. Mengetahui efek dari faktor-faktor yang berpengaruh terhadap inflasi 
sebagai dasar antisipasi suatu kebijakan bagi pemerintah atau 
stakeholders di masa yang akan datang. 
3. Hasil ramalan yang diperoleh dapat dijadikan bahan masukan bagi 
pemerintah daerah atau stakeholders maupun peneliti lainnya yang 
berkepentingan dengan data inflasi untuk pengambilan suatu keputusan. 
4. Tambahan referensi dan acuan empiris tentang model space time bagi 
para peneliti dalam melakukan penelitian selanjutnya untuk menganalisis 
variabel data time series dengan melihat keterkaitan waktu dan lokasi 




1.5. Batasan Penelitian 
Penelitian ini dibatasi pada hal-hal sebagai berikut : 
1. Metode estimasi parameter dalam model time series bisa menggunakan 
metode Ordinary Least Square (OLS), Generalized Least Square (GLS), 
Maximum Likelihood, Moment dan Bayesian. Dalam penelitian ini, untuk 
estimasi parameter yang digunakan dalam GSTAR adalah metode 
Generalized Least Square (GLS). Penggunaan metode GLS karena 
metode tersebut bisa digunakan untuk mengestimasi model Seemingly 
Unrelated Regression (SUR) (Greene, 2007), dimana model SUR bisa 
mengatasi adanya korelasi residual antar persamaan (Zellner, 1962).  
2. Daerah/kota yang menjadi obyek penelitian adalah beberapa kota 
penghitung inflasi di pulau Kalimantan yang memiliki hubungan 
langsung antar kota sehingga ordo spasial yang digunakan dibatasi hanya 
pada ordo satu.  
3. Wilayah yang menjadi obyek penelitian sebanyak enam kota dari 
sembilan kota penghitung inflasi yaitu Pontianak (Kalimantan Barat), 
Sampit dan Palangkaraya (Kalimantan Tengah), Banjarmasin 
(Kalimantan Selatan), Balikpapan dan Samarinda (Kalimantan Timur). 





















Pada bab ini dijelaskan analisis yang digunakan dalam penelitian yang 
meliputi konsep dasar time series, model ARIMA, model fungsi transfer, model 
analisis intervensi, variasi kalender, dan model GSTARX. Selain itu juga akan 
diuraikan pembahasan tentang inflasi.  
 
2.1. Model Time Series Univariat 
Data time series adalah rangkaian data yang berupa nilai pengamatan 
yang diukur selama kurun waktu tertentu, berdasarkan waktu dengan interval 
yang sama. Analisis time series, merupakan metode yang mempelajari data deret 
waktu, baik dari segi teori yang menaunginya maupun untuk membuat peramalan 
(prediksi). Analisis data time series univariat mengacu kepada data deret waktu 
yang terdiri dari satu observasi yang diukur dalam kurun waktu tertentu pada 
interval yang sama, sedangkan multivariat untuk data lebih dari satu observasi. 
Model time series, baik model univariat maupun multivariat, banyak 
digunakan untuk analisis data ekonomi dan bisnis, karena dengan model time 
series bisa melihat pola gerakan nilai-nilai variabel pada satu interval waktu yang 
teratur. Pemodelan time series bisa digunakan untuk membuat keputusan pada 
saat ini, untuk peramalan, dan perencanaan masa depan. 
Model deret waktu univariat yang sering digunakan adalah 
Autoregressive Moving Average (ARMA). Model ARMA merupakan gabungan 
dari model Autoregressive (AR) dengan ordo p dan Moving Average (MA) 
dengan ordo q. Model ARMA (p,q) dari Box-Jenkins dengan rataan 𝐸[𝑌𝑡] = 0 








𝑎𝑡−𝑘 + 𝑎𝑡 (2.1) 
 
dengan 𝑎𝑡 ~ 𝑖𝑖𝑑 𝑁(0, 𝜎
2), 𝑡 ∈ 𝑵, dan N merupakan bilangan asli {1,2,..,T}.  
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Jika data deret waktu tidak stasioner dalam rata-rata maka dilakukan 
differencing sehingga memunculkan ordo pembeda d sehingga menghasilkan 
model yang dikenal dengan Autoregressive Integrated Moving Average ARIMA. 
Model ARIMA (p,d,q) secara umum dapat ditulis sebagai berikut (Wei, 2006:72):  
 𝜙𝑝(𝐵)(1 − 𝐵)
𝑑𝑌𝑡 = 𝜃0 + 𝜃𝑞(𝐵) 𝑎𝑡 (2.2) 
 
dengan 𝜙𝑝(𝐵) = 1 − 𝜙1𝐵 − 𝜙2𝐵
2 −⋯− 𝜙𝑝𝐵
𝑝 merupakan operator AR yang 
stasioner,  𝜃𝑝(𝐵) = 1 − 𝜃1𝐵 − 𝜃2𝐵
2 −⋯− 𝜃𝑞𝐵
𝑞 adalaha operator MA yang 
invertible, 𝜃0 merupakan suatu konstanta dan 𝑎𝑡 adalah residual yang white noise 
dengan mean nol dan varians 𝜎𝑎
2 atau 𝑎𝑡~ 𝑊𝑁(0, 𝜎𝑎
2). 
Adapun untuk data time series yang memiliki pola musiman periode S 
dengan differencing D, dapat dinotasikan sebagai ARIMA (P,D,Q)
S
. Secara 
umum model ARIMA (p,d,q)(P,D,Q)
S




𝑠)(1 − 𝐵)𝑑(1 − 𝐵𝑆)𝐷𝑌𝑡 = 𝜃0 + 𝜃𝑞(𝐵)Θ𝑄(𝐵
𝑠) 𝑎𝑡 (2.3) 
 
dengan Φ𝑃(𝐵









 (1 − 𝐵)𝑑 =  differencing non musiman dengan orde d 
 (1 − 𝐵𝑆)𝐷 = differencing musiman periode S dengan orde D 
 𝑎𝑡 = residual yang white noise dengan mean nol dan varians 𝜎𝑎
2 
atau 𝑎𝑡~ 𝑊𝑁(0, 𝜎𝑎
2). 
 
2.2. Model ARIMA Box-Jenkins 
Model Box-Jenkins adalah salah satu teknik peramalan model time series 
didasarkan pada perilaku data variabel yang diamati. Model Box-Jenkins secara 
teknis dikenal sebagai model Autoregressive Integrated Moving Average atau 
ARIMA (Makridakis et al., 1999). Prosedur Box dan Jenkins digunakan untuk 
memilih model ARIMA yang sesuai pada data deret waktu.  
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Dalam menyusun model ARIMA dengan prosedur Box-Jenkins 
memerlukan beberapa tahapan yaitu dimulai dari tahap identifikasi model, 
estimasi parameter, cek diagnosa dan peramalan, seperti diperlihatkan pada 
Gambar 2.1. berikut (Box et al., 2008) : 
 
Gambar 2.1.  
Tahapan Pembentukan Model ARIMA dengan Prosedur Box-Jenkins 
 
2.2.1. Identifikasi Model 
Dalam identifikasi model seperti pada persamaan (2.2) menurut Wei 
(2006 : 108-109) dilakukan dalam tahapan sebagai berikut : 
Tahap 1. Melakukan plotting data time series dan transformasi yang sesuai. 
Dalam pembentukan model ARIMA, syarat pertama yang harus dipenuhi 
adalah kestasioneran data time series dalam mean ataupun varians. Data 
dikatakan stasioner dalam mean apabila memiliki rata-rata yang konstan (tidak 
Ya 
Postulasikan Kelas Umum Model 
1. Tahap Identifikasi  
(Identifikasi model dugaan sementara) 
2. Tahap Estimasi 
(Identifikasi parameter model) 
Tidak 
4. Apakah Residual memenuhi 
asumsi White Noise dan Normal? 
5. Tahap Forecasting 
(Gunakan model untuk peramalan) 
3. Tahap Diagnostik Cek 
(Plot ACF dan PACF Residual) 
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dipengaruhi waktu) dengan varians tetap (homoskedastic) dan tidak mengandung 
autokorelasi. Apabila data belum stasioner dalam mean maka bisa atasi dengan 
melakukan proses differencing. 
Proses differencing merupakan proses dengan melakukan pengurangan 
atau pembedaan suatu data dengan data sebelumnya sampai data tersebut menjadi 
stasioner. Proses pembedaan pertama (first difference) sebagai berikut : 
 𝑌𝑡
′ = 𝑌𝑡 − 𝑌𝑡−1. (2.4) 
Menggunakan backshift operator (B), persamaan (2.4) dapat dituliskan menjadi 
sebagai berikut : 
 𝑌𝑡
′ = 𝑌𝑡 − 𝐵𝑌𝑡     
 𝑌𝑡
′ = (1 − 𝐵)𝑌𝑡. (2.5) 
Pembedaan pertama dinyatakan oleh (1 − 𝐵). 
Jika setelah proses first difference data masih belum stasioner, maka 
dilakukan proses differencing kedua (second difference), yaitu differencing satu 
dari hasil differencing pertama sebelumnya sebagai berikut : 
   𝑌𝑡
′′ = 𝑌𝑡
′ − 𝑌𝑡−1
′   
 𝑌𝑡
′′ = 𝑌𝑡 − 2𝑌𝑡−1 + 𝑌𝑡−2  
 𝑌𝑡
′′ = (1 − 𝐵)2𝑌𝑡. (2.6) 
 
Sehingga proses second difference diberi notasi (1 − 𝐵)2, sedangkan first 
difference (1 − 𝐵). Maka secara umum apabila terdapat pembedaan orde d untuk 
mencapai stasioneritas, dapat dituliskan sebagai berikut : 
 ∆𝑑𝑌𝑡 = (1 − 𝐵)
𝑑𝑌𝑡. (2.7) 
 
Adapun untuk data yang tidak stasioner dalam varians maka bisa diatasi 
dengan melakukan transformasi, salah satunya adalah transformasi Box-Cox. 
Untuk suatu nilai parameter 𝜆 (lambda), transformasi didefinisikan dengan 




















Bentuk transformasi Box-Cox untuk beberapa nilai estimasi λ yang sering 
digunakan bisa dilihat pada Tabel 2.1 (Wei, 2006:85). 
 
Tabel 2.1. Nilai Transformasi Box-Cox 









0 𝑙𝑛 𝑌𝑡 
0,5 √𝑌𝑡 
1 𝑌𝑡 tidak ditransformasi 
 
Uji stasioneritas varians tersebut ditampilkan dalam bentuk plot Box-
Cox. Varians data dikatakan sudah stasioner atau stabil jika nilai batas bawah dan 
batas atas λ dari data time series mengandung nilai satu. 
Tahap 2. Menghitung dan memeriksa sampel Autocorrelation Function (ACF) 
dan sampel Partial Autocorrelation Function (PACF) dari data awal, untuk 
menentukan perlu tidaknya dilakukan differencing. Beberapa langkah atau aturan 
umum yang dapat diikuti : 
1. Bila ACF turun secara lambat dan PACF cuts off setelah lag 1, ini 
mengindikasikan perlu dilakukan differencing yaitu (1 − 𝐵)𝑌𝑡. Selain itu 
dapat pula menggunakan unit root test yang diusulkan oleh Dickey dan 
Fuller (1979) dalam Wei (2006:109). 
2. Untuk mengatasi data yang tidak stasioner dapat dipertimbangkan untuk 
menggunakan order differencing yang lebih tinggi atau untuk 𝑑 > 1 seperti 
pada persamaan (2.7). 
Tahap 3. Menghitung dan memeriksa ACF dan PACF dari data yang telah 
stasioner, untuk menentukan order dari p dan q.  
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Untuk penentuan orde dari model AR(p), MA(q), ARMA(p,q), dan 
ARIMA (p,d,q) bisa diketahui dari plot ACF dan PACF. Karakteristik dari model 
AR, MA, ARMA dan ARIMA yang didasarkan pada plot ACF dan PACF untuk 
data yang telah stasioner bisa dilihat pada Tabel 2.2 berikut (Wei, 2006:109) :  
 
Tabel 2.2.  Pola Plot ACF dan PACF dari Model ARMA (p,q) 
Proses ACF PACF 
AR(p) 
Menurun secara 
eksponensial (dies down) 
Terpotong setelah lag p 
(cut off) 
MA(q) 
Terpotong setelah lag q 
(cut off) 
Menurun secara 
eksponensial (dies down) 
ARMA (p,q) 
Menurun secara 
eksponensial (dies down) 
setelah lag (q-p) 
Menurun secara 
eksponensial (dies down) 
setelah lag (p-q) 
 
2.2.2. Tahap Estimasi dan Uji Signifikansi Parameter 
Salah satu metode estimasi yang digunakan adalah least square (LS). 
Metode ini bekerja dengan membuat error yang tidak diketahui sama dengan nol 
dan meminimumkan jumlah kuadrat error (SSE). Misalkan diterapkan pada model 
AR(1) dan dinyatakan sebagai berikut (Cryer dan Chan, 2008:154-155) : 
 𝑌𝑡 − 𝜇 = 𝜙(𝑌𝑡−1 − 𝜇) + 𝑎𝑡 (2.9) 
 












Kemudian persamaan (2.10) diturunkan terhadap 𝜇 menjadi 
 𝜕𝑆
𝜕𝜇
=∑2[(𝑌𝑡 − 𝜇) − 𝜙(𝑌𝑡−1 − 𝜇)](−1 + 𝜙)
𝑛
𝑡=2
= 0.  
 


































(?̅? − 𝜙?̅?) = ?̅?. (2.12) 
 
Adapun persamaan (2.10) diturunkan terhadap 𝜙 menjadi 
 𝜕𝑆
𝜕𝜙
=∑2[(𝑌𝑡 − 𝜇) − 𝜙(𝑌𝑡−1 − 𝜇)](−1 + 𝜙)
𝑛
𝑡=2
= 0  
 
Untuk 𝜇 = ?̅? maka diperoleh nilai taksiran parameter terhadap 𝜙 sebagai berikut : 
 
?̂? =
∑ (𝑌𝑡 − ?̅?)(𝑌𝑡−1 − ?̅?)
𝑛
𝑡=2
∑ (𝑌𝑡−1 − ?̅?)2
𝑛
𝑡=2
 . (2.13) 
 
Tahap selanjutnya adalah melakukan uji kelayakan model ARIMA 
(sementara) yang diperoleh. Jika uji terhadap parameter adalah signifikan, maka 
model dianggap layak. Uji signifikansi parameter dilakukan setelah mendapatkan 
hasil estimasi parameter model ARIMA sementara. Hipotesis yang digunakan 
dalam uji signifikansi parameter adalah sebagai berikut:  
 H0: 𝜙 = 0 
 H1: 𝜙 ≠ 0. 
Dengan ?̂? adalah estimasi parameter model, statistik uji yang digunakan adalah 









Daerah penolakan H0 adalah  |𝑡ℎ𝑖𝑡| > 𝑡(𝛼
2
;𝑛−𝑛𝑝)
, dimana 𝑠?̂?(?̂? ) adalah 
nilai taksiran standar error dari ?̂? dan np adalah jumlah parameter dalam model. 
 
2.2.3. Tahap Diagnostic Check Model 
Proses diagnostic checking dimaksudkan untuk mendapatkan model yang 
sesuai setelah mendapatkan parameter yang siginfikan. Diagnostic checking 
dilakukan dengan memeriksa residual hasil pemodelan. Model dikatakan sesuai 
jika memenuhi asumsi residual yang white noise. Residual yang white noise (Wei, 
2006: 15) mengandung makna bahwa residual tersebut bersifat independen yang 
berasal dari distribusi tertentu dengan mean konstan 𝐸(𝑎𝑡) = 𝜇𝑎, biasanya 
diasumsikan dengan 0 (nol) atau berdistribusi normal, variansi konstan 𝑉𝑎𝑟(𝑎𝑡) =
𝜎𝑎
2 dan 𝛾𝑘 = 𝐶𝑜𝑣(𝑎𝑡, 𝑎𝑡+𝑘) = 0 untuk 𝑘 ≠ 0.  
 
2.2.3.1. Independensi 
Suatu residual dalam time series dikatakan independen jika tidak terdapat 
korelasi antar residual dengan mean nol dan varians konstan (𝜎𝑎
2). Hipotesis 
untuk uji residual (αt) yang white noise adalah sebagai berikut (Wei, 2006: 153).:  
H0: 𝜌1 = 𝜌2 = ⋯ = 𝜌𝐾 = 0  
H1:minimal ada satu 𝜌𝑘 ≠ 0; 𝑘 = 1,2, … , 𝐾. 
Adapun statistik uji yang digunakan adalah : 
 








dimana ?̂?𝑘 adalah estimasi ACF residual pala lag-k dan n adalah banyaknya 





2.2.3.2. Uji Normalitas 
Untuk menguji kenormalan residual model dengan menggunakan uji 
Kolmogorov-Smirnov. Hipotesis yang digunakan untuk uji kenormalan 
Kolmogorov-Smirnov adalah sebagai berikut :  
H0: 𝐹(𝑎𝑡) = 𝐹0(𝑎𝑡) (residual berdistribusi normal) 
H1: 𝐹(𝑎𝑡) ≠ 𝐹0(𝑎𝑡) (residual tidak berdistribusi normal). 
Sedangkan statistik uji yang digunakan adalah  
 𝐷 = 𝑆𝑢𝑝𝑥|𝑆(𝑎𝑡) − 𝐹0(𝑎𝑡)|. (2.16) 
 
Daerah  penolakan  H0 adalah 𝐷 ≥ 𝐷(𝑛,1−𝛼), dengan  
𝑆(𝑎𝑡) = fungsi distribusi kumulatif dari data asal (sampel) 
𝐹0(𝑎𝑡) = fungsi peluang kumulatif distribusi normal atau fungsi yang 
dihipotesiskan 
Sup  = nilai supremum (maksimum) semua x dari |𝑆(𝑎𝑡) − 𝐹0(𝑎𝑡)|. 
 
2.2.4. Peramalan (Forecasting) 
Tahapan terakhir yang dilakukan dalam analisis time series adalah tahap 
peramalan (Wei, 2006 :89-90). Suatu model ARIMA dengan d = 0 atau ARMA 
(p,q) yang stasioner secara umum didefinisikan dalam bentuk : 
 𝜙(𝐵)𝑌𝑡 = 𝜃(𝐵)𝑎𝑡, (2.17) 
 
atau dapat ditulis dalam representasi MA, yaitu  





















dengan menggunakan ramalan Minimum Mean Square Error akan diperoleh  
 ?̂?𝑛(𝑙) = 𝜓𝑙𝑎𝑛 + 𝜓𝑙+1𝑎𝑛−1 + 𝜓𝑙+2𝑎𝑛−2 +⋯. (2.20) 
?̂?𝑛(𝑙) biasa dibaca sebagai ramalan pada langkah ke-l dari 𝑌𝑛, sehingga untuk 
kesalahan ramalan pada l  langkah ke depan diperoleh 
 














Error ramalan 𝑒𝑛(𝑙) seperti ditunjukkan pada persamaan (2.21) adalah saling 
independen dan kombinasi linier setelah waktu n. Untuk error ramalan pertama 
bisa ditulis 
 𝑒𝑛(1) = 𝑌𝑛+1 − ?̂?𝑛(1) = 𝑎𝑛+1 (2.23) 
 
dimana ?̂?𝑛(1) adalah ramalan terbaik untuk 𝑌𝑛+1.  
 
2.3. Model Fungsi Transfer 
Model fungsi transfer merupakan suatu model yang menggambarkan 
bahwa ramalan masa depan dari suatu deret waktu (output series atau 𝑦𝑡) adalah 
berdasarkan pada nilai-nilai masa lalu dari deret waktu itu sendiri serta didasarkan 
pada satu atau lebih deret waktu yang lain (input series atau 𝑥𝑡) yang 
berhubungan dengan output series tersebut.  
Model fungsi transfer terbentuk melalui Auto Correlation Function 
(ACF) dan Cross Correlation Function (CCF) sehingga dapat digunakan untuk 
meramal suatu variabel berdasarkan informasi dari variabel  lainnya. Bentuk 
umum model fungsi transfer untuk input tunggal, 𝑥𝑡, dan output tunggal, 𝑦𝑡, 
adalah sebagai berikut (Wei, 2006: 322) : 




dengan 𝑦𝑡  = deret output yang stasioner 
𝑥𝑡  = deret input yang stasioner 
𝑛𝑡  = komponen error yang mengikuti model ARIMA tertentu  
𝑣(𝐵) = 𝑣0 + 𝑣1𝐵 + 𝑣2𝐵
2 +⋯ yaitu koefisien model fungsi transfer 
atau bobot respon impuls. 






















b = banyaknya periode sebelum deret input mulai berpengaruh 
terhadap deret output 
ωs(𝐵) = ω0 −ω1𝐵 − ω2𝐵
2 −⋯−ωs𝐵
𝑠 merupakan operator dengan 
orde s, yang mempresentasikan jumlah pengamatan masa lalu 
𝑥𝑡 yang berpengaruh terhadap 𝑦𝑡 
𝛿𝑟(𝐵) = 1 − δ1𝐵 − δ2𝐵
2 −⋯− δ𝑟𝐵
𝑟 merupakan  operator dengan orde 
r, yang mempresentasikan jumlah pengamatan masa lalu dari 
deret ouput itu sendiri yang berpengaruh terhadap 𝑦𝑡 
𝜃𝑞(𝐵) = merupakan operator moving average orde ke-q, dari 𝑛𝑡 
𝜙𝑝(𝐵) = merupakan operator autoregressive orde ke-p, dari 𝑛𝑡 
𝑎𝑡  = merupakan residual yang white noise dari deret 𝑛𝑡. 
 
2.3.1. Cross Correlation Function (CCF) 
CCF digunakan untuk mengukur kekuatan dan arah hubungan antara dua 
variabel random dimana bentuk fungsi kovarian silang antara 𝑥𝑡 dan 𝑦𝑡+𝑘 (Wei, 
2006: 325-326) dinyatakan sebagai berikut : 




dengan 𝑘 = 0, ±1, ±2,… , 𝜇𝑥 = 𝐸(𝑥𝑡) dan 𝜇𝑦 = 𝐸(𝑦𝑡). Bentuk fungsi korelasi 







dengan 𝜎𝑥 dan 𝜎𝑦 adalah standar deviasi dari 𝑥𝑡 dan 𝑦𝑡.  
 
2.3.2. Tahapan Pembentukan Fungsi Transfer 
Dalam membangun model fungsi transfer, terdapat empat tahapan yaitu :  
2.3.2.1. Identifikasi Model Fungsi Transfer  






dengan 𝛼𝑡 merupakan deret input yang mengalami prewhitening dan error 
model ARIMA yang white noise dan 𝑁(0, 𝜎𝑎
2), dan 𝑥𝑡 merupakan deret input 
yang stasioner. 






dengan 𝛽𝑡 merupakan deret output yang mengalami prewhitening berdasarkan 
parameter deret input dan 𝑦𝑡 merupakan deret output yang stasioner. 
 Menghitung sampel CCF antara 𝛼𝑡 dan 𝛽𝑡 
 
?̂?𝛼𝑡𝛽𝑡+𝑘 = 𝑟𝑘(𝛼𝑡, 𝛽𝑡+𝑘) =
1
𝑛
∑(𝛼𝑡 − ?̅?)(𝛽𝑡+𝑘 − ?̅?)
𝑛−𝑘
𝑡=1








 dan 𝑆𝑦 = √
1
𝑛






 Penetapan orde b, s, r yang menghubungkan deret input dan deret output 
(Makridakis et al., 1999). 
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1. Nilai b menyatakan bahwa 𝑦𝑡 tidak dipengaruhi oleh 𝑥𝑡 sampai pada periode 
t+b. 
2. Nilai s menyatakan bahwa berapa lama deret output (𝑦𝑡) secara terus 
menerus dipengaruhi oleh nilai-nilai baru dari deret input (𝑥𝑡) atau 𝑦𝑡 
dipengaruhi oleh 𝑥𝑡−𝑏 , 𝑥𝑡−𝑏−1, … , 𝑥𝑡−𝑏−𝑠.  
3. Nilai r menunjukkan bahwa 𝑦𝑡 berkaitan dengan nilai-nilai masa lalu dari y, 
yaitu 𝑦𝑡−1, 𝑦𝑡−2, … , 𝑦𝑡−𝑟.  








 Penaksiran awal deret noise (?̂?𝑡) 
 





 Penetapan model fungsi transfer dan ARMA (p,q) dari deret noise seperti pada 
persamaan (2.25). 
 
2.3.2.2. Estimasi Parameter Model Fungsi Transfer 
Metode estimasi parameter model ARIMA dapat pula digunakan untuk 
estimasi parameter model fungsi transfer. Estimasi parameter model fungsi 
transfer menggunakan metode conditional least square, dengan parameter 
𝜔, 𝛿, 𝜙, 𝜃. Setelah melakukan identifikasi model fungsi transfer sementara pada 
persamaan (2.32) selanjutnya parameter 𝜔 = (𝜔0, 𝜔1, … , 𝜔𝑠), 𝛿 = (𝛿1, 𝛿2, … , 𝛿𝑠), 
𝜙 = (𝜙1, … , 𝜙𝑝), 𝜃 = (𝜃1, … , 𝜃𝑞), dan 𝜎𝑎
2 akan diestimasi. Persamaan (2.25) 
dapat ditulis dalam bentuk berikut (Wei, 2006: 332-333) :  
 𝛿𝑟(𝐵)𝜙(𝐵)𝑦𝑡 = 𝜙(𝐵)𝜔𝑠(𝐵)𝑥𝑡−𝑏 + 𝛿𝑟(𝐵)𝜃(𝐵)𝑎𝑡 (2.33) 
 
atau dapat juga ditulis : 




𝑐(𝐵) = 𝛿𝑟(𝐵)𝜙(𝐵)  = (1 − 𝛿1𝐵 −⋯𝛿𝑟𝐵
𝑟)(1 − 𝜙1𝐵 −⋯− 𝜙𝑝𝐵
𝑝) 




𝑑(𝐵) = 𝜙(𝐵)𝜔𝑠(𝐵) = (1 − 𝜙1𝐵 −⋯− 𝜙𝑝𝐵
𝑝)(𝜔0 − 𝜔1𝐵 −⋯−𝜔𝑠𝐵
𝑠) 




𝑒(𝐵) = 𝛿𝑟(𝐵)𝜃(𝐵) = (1 − 𝛿1𝐵 −⋯𝛿𝑟𝐵
𝑟)(1 − 𝜃1𝐵 −⋯− 𝜃𝑞𝐵
𝑞) 





 𝑎𝑡 = 𝑦1 − 𝑐1𝑦𝑡−1 −⋯− 𝑐𝑝+𝑟𝑦𝑡−𝑝−𝑟 − 𝑑0𝑥𝑡−𝑏 + 𝑑1𝑥𝑡−𝑏−1  
 +⋯+ 𝑑𝑝+𝑠𝑥𝑡−𝑏−𝑝−𝑠 + 𝑒𝑟+𝑞𝑎𝑡−𝑟−𝑞 
(2.35) 
 
dengan 𝑐𝑖, 𝑑𝑗, dan 𝑒𝑘 adalah fungsi dari 𝛿𝑖, 𝜔𝑗, 𝜙𝑘, dan 𝜃𝑙. Dengan asumsi bahwa 
𝑎𝑡 adalah deret white noise 𝑁(0, 𝜎𝑎
2), sehingga fungsi conditional likelihood : 
 
𝐿(𝛿, 𝜔, 𝜙, 𝜃, 𝜎𝑎










dengan 𝑥0, 𝑦0, 𝑎0 adalah beberapa nilai awal yang sesuai untuk menghitung 𝑎𝑡 
dari persamaan (2.35) sama dengan nilai awal yang diperlukan dalam pendugaan 
model ARIMA univariat. 
Metode estimasi maximum likelihood bisa digunakan untuk menduga 
paramater 𝛿, 𝜔, 𝜙, 𝜃, 𝜎𝑎
2. Dengan mengatur nilai a sama dengan 0 sebagai nilai 
ekspektasi bersyarat, estimasi kuadrat terkecil nonlinier dari parameter tersebut 
diperoleh dengan nilai SSE, yaitu :  
 






dengan 𝑡0 = max {𝑝 + 𝑟 + 1, 𝑏 + 𝑝 + 𝑠 + 1}. 
Sejauh ini dengan asumsi b diketahui. Adapun nilai-nilai yang diberikan 
untuk s, r, p, dan q, jika penduga dari b juga dibutuhkan, maka persamaan (2.37) 
dapat dioptimisasi untuk nilai-nilai dari b. maka nilai b dipilih untuk nilai yang 




2.3.2.3. Uji Kesesuaian Model 
Langkah dalam uji kesesuaian model fungsi transfer adalah sebagai 
berikut (Wei, 2006: 334-335) : 
 Melakukan uji korelasi silang antara residual model deret noise (𝑎𝑡) dengan 
deret input yang telah melalui prewhitening (𝛼𝑡) untuk memastikan bahwa 
kedua deret tersebut bersifat independen dengan memperhatikan korelasi silang 
(?̂?𝛼?̂?(𝑘)) yang terletak diantara dua standar error 2(𝑛 − 𝑘)
−1/2. Pengujian ini 
dinamakan uji portmanteau yang ditulis sebagai berikut : 
 







yang mengikuti distribusi 𝜒2 dengan derajat bebas adalah  (𝐾 + 1) − 𝑀, 
𝑚 = 𝑛 − 𝑡0 + 1 dan 𝑚 menyatakan banyaknya parameter 𝛿𝑖 dan 𝜔𝑗 yang 
diduga. Daerah penolakan adalah jika 𝑄0 > 𝜒𝛼;(𝐾+1)−𝑀
2  
 Pengujian autokorelasi residual model deret noise (?̂?𝑡) atau disebut uji white 
noise dengan menggunakan statistik uji Ljung-Box seperti pada persamaan 
(2.39), selain itu dilakukan uji residual model deret noise berdistribusi normal. 
 







dengan daerah penolakan adalah jika 𝑄1 > 𝜒𝛼;(𝐾−𝑝−𝑞)
2 . 
 
2.3.2.4. Peramalan Menggunakan Model Fungsi Transfer 
Setelah model fungsi transfer yang sesuai diperoleh, pada tahap 
selanjutnya dilakukan peramlan terhadap nilai dari deret output (𝑦𝑡) berdasarkan 
nilai masa lalu dari deret ouput dan deret input (𝑥𝑡) yang mempengaruhinya. 
Misalkan bahwa 𝑦𝑡 dan 𝑥𝑡 adalah stasioner dan berhubungan dalam model fungsi 












dimana ω(𝐵), 𝛿(𝐵), 𝜃(𝐵), 𝜙(𝐵), 𝜙𝑥(𝐵) dan 𝜃𝑥(𝐵) orde terbatas polinomial 
dalam B, untuk 𝑎𝑡 dan 𝛼𝑡 adalah independen dan merupakan deret yang white 








= 𝑢0 + 𝑢1𝐵 + 𝑢2𝐵






= 1 + 𝜓1𝐵 + 𝜓2𝐵
2 +⋯ (2.41) 
maka dapat ditulis  
 








dimana 𝜓 = 1, demikian juga 𝑦𝑡+𝑙 = ∑ 𝑢𝑗𝛼𝑡+𝑙−𝑗
∞
𝑗=0 + ∑ 𝜓𝑗𝑎𝑡+𝑙−𝑗
∞




𝑗=0 + ∑ 𝜓𝑙+𝑗
∗ 𝑎𝑡−𝑗
∞
𝑗=0  merupakan ramalan ke-l dari 𝑦𝑡+𝑙, maka error 
ramalan bisa ditulis sebagai berikut : 
 








         − ∑ (𝜓𝑙+𝑗
∗ − 𝜓𝑙+𝑗)
∞
𝑗=0 𝑎𝑡−𝑗 (2.43) 
   
2.4. Model ARIMAX Untuk Variasi Kalender 
Menurut Lee et al. (2010), regresi dalam time series  mempunyai konteks 
yang sama dengan regresi linier pada umumnya. Dengan mengasumsikan deret 
output atau dependen, 𝑦𝑡, 𝑡 = 1,2, … , 𝑛 yang dipengaruhi oleh beberapa 
kemungkinan input (variabel independen), dengan input tersebut fixed dan 
diketahui. Hubungan ini dapat dinyatakan sebagai model regresi linier (Shumway  
and Stoffer (2006) dalam Lee et al. (2010)). Jika di terdapat trend dalam data, 
maka model dapat diformulasikan sebagai berikut : 




dimana 𝑤𝑡 merupakan komponen error yang memenuhi asumsi identik, 
independen dan berdistribusi normal dengan rata-rata 0 dan varians 𝜎𝑤
2 . Model 
variasi kalender dapat dimodelkan dengan menggunakan regresi. Model regresi 
linier untuk data yang menggunakan efek variasi kalender yaitu (Lee et al., 2010): 
 
 𝑦𝑡 = 𝛽0 + 𝛽1𝑉1,𝑡 + 𝛽2𝑉2,𝑡 +⋯+ 𝛽𝑝𝑉𝑝,𝑡 + 𝑤𝑡 (2.45) 
 
dimana 𝑉𝑝,𝑡 adalah variabel dummy untuk efek variasi kalender ke-p. Banyaknya 
efek variasi kalender didasarkan pada plot deret waktu dari data atau statistika 
deskriptif  (Lee et al., 2010). 
Menurut Cyer dan Chan (2008) dalam Lee et al. (2010) bahwa model 
ARIMAX merupakan model ARIMA dengan tambahan variabel. Lee et al. (2010) 
menyatakan penambahan variabel eksogen pada model ARIMA berupa variasi 
kalender dapat dilakukan dengan variabel dummy hanya sebagai efek kalender 
variasi (ARIMAX dengan tren stokastik dengan differencing non musiman 
dan/atau musiman) dan variabel dummy untuk efek variasi kalender dan tren 
determinstik (ARIMAX tanpa order differencing).  






𝜙𝑝(𝐵)Φ𝑃(𝐵𝑆)(1 − 𝐵)𝑑(1 − 𝐵𝑆)𝐷
𝜀𝑡 (2.46) 
 
dimana 𝜀𝑡 merupakan residual yang sudah white noise dengan means 0 dan 
varians konstan. Sehingga model ARIMAX dengan tren stokastik dapat dituliskan 
sebagai berikut : 
 




𝐷 𝜀𝑡.  (2.47) 
 
Adapun model ARIMAX dengan tren deterministik bisa ditulis sebagai berikut : 
 






Untuk membangun model ARIMAX dengan adanya efek variasi kalender dapat 
dijabarkan sebagai berikut (Lee et al., 2010) : 
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1. Menentukan variabel dummy pada periode variasi kalender. 
2. Menghilangkan efek variasi kalender dari respon dengan fitting persamaan 
(2.45) pada model dengan tren stokastik, atau fitting persamaan (2.44) dan 
(2.45) secara bersamaan pada model dengan tren deterministik, untuk 
mendapatkan error 𝑤𝑡 . 
3. Memodelkan 𝑤𝑡 menggunakan model ARIMA (gunakan prosedur Box-
Jenkins). 
4. Order dari model ARIMA yang diperoleh dari langkah ke-3 digunakan 
untuk data asli dan variabel dummy dari efek variasi kalender sebagai 
variabel input secara bersamaan sebagai persamaan (2.47) dan (2.48) untuk 
masing-masing model dengan tren stokastik dan deterministik. 
5. Uji signifikansi dari parameter dan melakukan diagnostic checks sampai 
proses stasioner dan 𝜀𝑡 mencapai proses white noise. 
 
2.5. Analisis Intervensi 
Pola data time series terkadang dipengaruhi oleh suatu kejadian tertentu 
misalnya adanya suatu intervensi baik yang bersifat eksternal maupun internal. 
Asumsi yang digunakan adalah kejadian intervensi terjadi pada waktu T yang 
diketahui dari suatu time series (Box et al., 1994). Dalam analisis intervensi bisa 
diketahui besar dan lamanya efek intervensi pada suatu time series (Wei, 1990). 
 
2.5.1. Model Intervensi 
Model intervensi merupakan suatu model yang bisa digunakan pada saat 
kejadian eksternal di luar perkiraan maupun kejadian internal yang bisa 
diperkirakan mempengaruhi variabel yang diramalkan. Bentuk umum dari model 






𝐼𝑡 + 𝑛𝑡 (2.49) 
dimana :  
𝑌𝑡 = variabel respon pada waktu ke-t 
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𝐼𝑡 = variabel intervensi pada waktu t, bernilai 1 atau 0 yang 
menunjukkan ada tidaknya pengaruh intervensi pada waktu t, 
dapat berupa fungsi step (𝑆𝑡) atau fungsi pulse (𝑃𝑡). 
𝑛𝑡 = komponen error (deret noise), yang mengikuti model 
ARIMA tanpa pengaruh intervensi 
b = delay waktu mulai terjadinya efek intervensi 
𝜔𝑠(𝐵)  = 𝜔0 − 𝜔1𝐵 − 𝜔2𝐵
2 −⋯−𝜔𝑠𝐵
𝑠 
𝛿𝑟(𝐵)  = 1 − 𝛿1𝐵 − 𝛿2𝐵
2 −⋯− 𝛿𝑟𝐵
𝑟 
Jenis variabel intervensi dibagi menjadi dua yaitu fungsi Step dan Pulse 
(Box et al., 1994). Fungsi step merupakan kejadian intervensi yang terjadi sejak 
waktu T dan seterusnya dalam waktu yang panjang. Misalnya pemberlakuan 
kebijakan baru berupa ketetapan tarif baru pada perusahaan Cincinnati Bell 
Telephon terhadap jumlah panggilan bantuan telepon lokal (McSweeny, 1978). 
Bentuk intervensi fungsi step ini secara matematis dinotasikan sebagai 
berikut:  
 𝐼𝑡 = 𝑆𝑡 = {
0     , 𝑡 < 𝑇
1    , 𝑡 ≥ 𝑇.
 (2.50) 
 
Adapun variabel intervensi pada fungsi pulse, kejadian intervensi terjadi hanya 
pada waktu T saja dan tidak berlanjut pada waktu selanjutnya, misalnya promosi 
gelegar 2 milyar yang dilakukan PT. Telkom Divre V (Suhartono dan Wahyuni, 
2002). Secara matematis, bentuk intervensi fungsi pulse ini dinotasikan sebagai 
berikut : 
 𝐼𝑡 = 𝑃𝑡 = {
0     , 𝑡 ≠ 𝑇
1    , 𝑡 = 𝑇.
 (2.51) 
 
2.5.2. Identifikasi Orde Model Intervensi 
Untuk mengetahui orde pada model intervensi (b, s, dan r) dapat dilihat 
pada plot residual data waktu intervensi dengan model ARIMA atau intervensi 
sebelumnya. Nilai b menunjukkan kapan efek intervensi mulai terjadi, nilai s 
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menunjukkan kapan gerak bobot respon mulai mengalami penurunan atau 
kenaikan, dan r menunjukkan pola dari residual.  
 
2.5.3. Estimasi Parameter 
Estimasi parameter model intervensi dihitung berdasarkan bentuk umum 










Persamaan (2.52) dapat ditulis dalam bentuk lain yaitu : 
 𝛿𝑟(𝐵)𝜙(𝐵)𝑌𝑡 = 𝜙(𝐵)𝜔𝑠(𝐵)𝐼𝑡−𝑏 + 𝛿𝑟(𝐵)𝜃(𝐵)𝑎𝑡 (2.53) 
 
atau sama dengan  
 𝑐(𝐵)𝑌𝑡 = 𝑑(𝐵)𝐼𝑡−𝑏 + 𝑒(𝐵)𝑎𝑡 (2.54) 
dimana  



















dengan asumsi 𝑎𝑡 adalah 𝑁(0, 𝜎𝑎
2) white noise. maka diperoleh fungsi conditional 
likelihood sebagai berikut : 
 
𝐿(𝛿, 𝜔, 𝜙, 𝜃, 𝜎𝑎









untuk mendapatkan estimasi parameter dapat dilakukan dengan meminimumkan  
 






dengan 𝑡0 = max {𝑝 + 𝑟 + 1, 𝑏 + 𝑝 + 𝑠 + 1}, dan 𝑎𝑡 merupakan persamaan 
residual seperti pada (2.55). 
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Mengacu pada bentuk model intervensi single input, maka untuk model 














dimana 𝑋𝑖,𝑡 adalah variabel intervensi dengan 𝑖 = 1,2, … , 𝑘 merupakan banyaknya 
intervensi.  
 
2.6. Deteksi Outlier 
Outlier dalam suatu data deret waktu merupakan suatu data pengamatan 
yang tidak konsisten sebagai akibat dari adanya kejadian luar biasa yang tidak 
terduga dan tanpa disadari seperti pemogokan, wabah perang, krisis politik atau 
ekonomi yang bergejolak. Pengamatan tersebut biasa dikenal dalam time series 
berupa outlier (Wei, 2006). Outlier dapat menyebabkan hasil analisis data 
menjadi tidak reliable dan tidak valid, sehingga deteksi outlier perlu dilakukan 
untuk menghilangkan efek outlier tersebut. 
Deteksi outlier pertama kali diperkenalkan oleh Fox (1972) dalam Wei 
(2006). Outlier terdiri dari beberapa tipe, yaitu additive outlier (AO), innovational 
outlier (IO), level shift (LS) dan temporary change (TC). Cara mengatasi outlier 
dengan memasukkan outlier dalam model sampai mendapatkan model yang 
memenuhi asumsi white noise dan berdistribusi normal. 
 
2.6.1.  Additive Outlier (AO) 
Additive outlier (AO) merupakan kejadian yang mempengaruhi suatu 
deret runtun waktu pada satu waktu saja. Wei (2006) mendefinisikan model 




𝑢𝑡              , 𝑡 ≠ 𝑇









     =
𝜃(𝐵)
𝜙(𝐵)







1  , 𝑡 ≠ 𝑇
0  , 𝑡 = 𝑇
  
𝑢𝑡  adalah model ARIMA sebelum deteksi outlier 
𝐼𝑡
(𝑇)
  adalah variabel outlier pada waktu ke-T. 
 
2.6.2.  Innovational Outlier (IO) 
Data time series yang mengandung innovational outlier memberikan efek 
yang lebih rumit jika dibandingkan ketiga tipe outlier lainnya. Wei (2006) 
mendefinisikan model IO sebagai berikut : 
 







     =
𝜃(𝐵)
𝜙(𝐵)
(𝑎𝑡 +  𝜔𝐼𝑡
(𝑇)). (2.61) 
 
Efek AO hanya terjadi pada T observasi saja, sedangkan pada IO mempengaruhi 
seluruh observasi 𝑌𝑡, 𝑌𝑡+1, … melewati waktu T sepanjang memori dari sistem 
yang diberikan oleh 
𝜃(𝐵)
𝜙(𝐵)
. Secara umum dalam data time series dapat mengandung 
beberapa outlier dengan tipe yang berbeda-beda. Wei (2006) menuliskan model 













 adalah variabel outlier pada waktu ke-T 
𝑣ℎ(𝐵) = {
1      , untuk AO
𝜃(𝐵)
𝜙(𝐵)





2.6.3.  Level Shift (LS) 
Level Shift merupakan kejadian yang mempengaruhi deret pada satu 
waktu tertentu dan memberikan efek suatu perubahan yang tiba-tiba dan 
permanen. Model Level Shift pada data runtun waktu dapat dinyatakan dengan 
(Wei, 2006) : 
 







2.6.4.  Temporary Change (TC) 
Temporary Change adalah suatu kejadian dimana outlier menghasilkan 
efek awal pada waktu ke-t sebesar 𝜔𝑐 dan kemudian efek tersebut berkurang 
secara perlahan sesuai dengan besarnya 𝛿. Model TC dinyatakan dengan:  
 







dengan |𝛿| < 1. Pada saat 𝛿 = 0 maka TC akan menjadi kasus AO sedangkan 
pada saat 𝛿 = 1 maka TC akan menjadi LS.  
 
2.7. Model Time Series Multivariat 
Dalam model time series univariat, analisis yang dilakukan hanya 
melibatkan satu variabel, sedangkan seringkali dalam kenyataannya ditemukan 
data time series yang saling berhubungan antara variabel yang satu dengan 
variabel lainnya. Analisis time series yang melibatkan keterkaitan beberapa 
variabel dikenal dengan model time series multivariat. Secara umum model time 
series multivariat digunakan untuk melakukan pemodelan dan menjelaskan 
adanya interaksi serta pergerakan dari sejumlah variabel time series yang 
memiliki keterkaitan pada waktu sebelumnya untuk mendapatkan keakuratan 
pemodelan atau peramalan. 
Pada dasarnya proses dalam pemodelan time series multivariat sama 
dengan pemodelan time series univariat, salah satunya adalah memperhatikan 
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stasioneritas data dalam rata-rata (mean) dan varians. Data multivariat data tidak 
stasioner dalam mean, maka akan dilakukan differencing sedangkan data yang 
tidak stasioner dalam varians akan dilakukan transformasi. Stationeritas data bisa 
ditunjukkan melalui plot Matrix Cross Correlation Function (MCCF) dan Matrix 
Partial Cross Correlation Function (MPCCF) serta Box-Cox (Wei, 2006). 
 
2.7.1.  Matrix Cross Correlation Function (MCCF) 
Jika terdapat sebuah vektor time series dengan pengamatan sebanyak n, 
yaitu 𝒀1, 𝒀2, … , 𝒀𝑛, maka persamaan MCCF dinyatakan dalam bentuk sebagai 
berikut (Wei, 2006) :  
 ?̂?(𝑘) = [?̂?𝑖𝑗(𝑘)] (2.65) 
 
dengan ?̂?𝑖𝑗(𝑘) merupakan korelasi silang untuk komponen series ke-i dan ke-j 
yang dinyatakan dalam bentuk : 
 
?̂?𝑖𝑗(𝑘) =  
∑ (𝑌𝑖,𝑡 − 𝑌?̅?)(𝑌𝑗,𝑡+𝑘 − ?̅?𝑗)
𝑛−𝑘
𝑡=1
[∑ (𝑌𝑖,𝑡 − 𝑌?̅?)
2







dengan ?̅?𝑖 dan ?̅?𝑗 merupakan rata-rata sampel komponen series yang bersesuaian.  
Persamaan matriks korelasi sampel berfungsi untuk menentukan orde 
dalam model Moving Average (MA). Namun demikian bentuk matriks dan grafik 
akan semakin kompleks seiring dengan meningkatnya dimensi vektor. Tiao dan 
Box (1981) dalam Wei (2006) merumuskan sebuah metode yang sesuai untuk bisa 
meringkas penjelasan korelasi sampel, yaitu dengan menggunakan simbol (+), (-), 
dan (⋅) pada posisi baris ke-i  dan kolom ke-j dari matriks korelasi sampel, yaitu : 
1. Simbol (+) menotasikan nilai ?̂?𝑖𝑗(𝑘) yang lebih besar dari 2 kali estimasi 
standar error (?̂?(𝑘)) dan menunjukkan adanya hubungan korelasi positif.  
2. Simbol (-) menotasikan nilai ?̂?𝑖𝑗(𝑘) yang kurang dari -2 kali estimasi 




3. Simbol (.) menotasikan nilai ?̂?𝑖𝑗(𝑘) yang berada di antara ± 2 kali 
estimasi standar error (?̂?(𝑘)) yang artinya tidak terdapat hubungan 
korelasi. 
 
2.7.2.  Matrix Partial Cross Correlation Function (MPCCF) 
Pada analisis time series univariat, fungsi autokorelasi parsial (PACF) 
digunakan untuk menentukan orde p dalam model autoregressive (AR(p)). 
Generalisasi dari konsep PACF ke dalam bentuk vector time series dilakukan oleh 
Tiao dan Box (1981) dalam Wei (2006), yang didefinisikan sebagai sebuah 
matriks autoregresi parsial pada lag s dengan notasi 𝓟(𝑠), sebagai koefisien 
matriks terakhir ketika data diterapkan ke dalam suatu proses vector 
autoregressive (VAR) dari orde s. 𝓟(𝑠) sama dengan Φ𝑠,𝑠 dalam regresi linier 
multivariat, sehingga persamaan untuk matriks autoregresi parsial dinyatakan 
dalam bentuk (Wei, 2006) : 
 
𝓟(𝑠) = {
Γ′(1)[Γ(1)]−1,                                                                                          𝑠 = 1
{Γ′(𝑠) − 𝒄′(𝑠)[𝑨(𝑠)]−1𝒃(𝑠)}{Γ′(0) − 𝒃′(𝑠)[𝐴(𝑠)]−1𝒃(𝑠)}, 𝑠 > 1
 (2.67) 
 
Untuk s ≥ 2, maka nilai A(s), b(s), dan c(s)  
 
𝑨(𝑠) = [
Γ(0) Γ′(1) ⋯ Γ′(𝑠 − 2)
Γ(1) Γ(0) ⋯ Γ′(𝑠 − 3)
⋮ ⋮ ⋱ ⋮
Γ(𝑠 − 2) Γ(𝑠 − 3) ⋯ Γ(0)













].   (2.68) 
 
Jika model dari data merupakan vector AR(p), maka 
 
𝓟(𝑠) = {
Φ𝑝,        𝑠 = 𝑝
0,           𝑠 > 𝑝
   (2.69) 
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sama halnya dengan persamaan autokorelasi parsial pada kasus data univariat, 
persamaan matriks parsial autoregresi, 𝓟(𝑠) juga memiliki sifat cut-off untuk 
proses vector AR. 
Sebagaimana dalam MCCF, Tiao dan Box (1981) dalam Wei (2006) juga 
mengidentifikasi data berdasarkan nilai MPCCF dengan menotasikan nilai-nilai 
MPCCF dalam bentuk simbol (+), (-), dan (⋅). Tanda (+) untuk nilai lebih besar 
dari 2 kali estimasi standar error (Φ̂𝑝(𝑘)), tanda (-) untuk nilai kurang dari -2 kali 
estimasi standar error  (Φ̂𝑝(𝑘)) dan tanda (.) untuk nilai antara ± 2 kali estimasi 
standar error (Φ̂𝑝(𝑘)).  
 
2.7.3.  Akaike’s Information Criterion (AIC) 
Dalam analisis time series, salah satu kriteria yang digunakan untuk 
menentukan model terbaik adalah menggunakan Akaike’s Information Criterion 
(AIC) yang diperkenalkan oleh Akaike (1973) dalam Wei (2006) dengan 
mempertimbangkan banyaknya parameter. Kriteria AIC dalam pemilihan model 
terbaik adalah yang mempunyai nilai terkecil (minimum) diantara model yang 
ada. Rumus AIC yang digunakan adalah sebagai berikut : 
 
𝐴𝐼𝐶(𝑝) = ln(|𝑺(𝑝)|) +
2𝑝𝑚2
𝑛
 , (2.70) 
 
dengan p adalah orde dari proses VAR (𝑝 = 1,2, … , 𝑝0) dimana 𝑝0 merupakan 
bilaangan bulat positif, n adalah banyaknya observasi, m adalah banyaknya 
variabel, dan |𝑺(𝑝)| merupakan determinan dari residual sum of square dan 





− 𝝉 ̂ − ?̂?1𝒀𝑡−1 −⋯− ?̂?𝑝𝒀𝑡−𝑝) 
 (𝒀𝑡 − 𝝉 ̂ − ?̂?1𝒀𝑡−1 −⋯− ?̂?𝑝𝒀𝑡−𝑝)′ 
(2.71) 
 




2.8. Model Generalized Space Time Autoregressive (GSTAR) 
Model GSTAR sebagai generalisasi model STAR merupakan suatu 
model yang cenderung lebih fleksibel. Model STAR merupakan model yang 
dikategorikan berdasar lag yang berpengaruh secara linier baik dalam lokasi dan 
waktu (Pfeifer dan Deutsch, 1980a), Model Generalized STAR atau biasa disebut 
GSTAR merupakan spesifikasi dari model VAR.  
Jika diberikan 𝑌𝑖(𝑡) dengan 𝑡 = {1,2, … , 𝑇} dan 𝑖 = {1,2, … ,𝑁} 
merupakan indeks parameter waktu dan lokasi yang terhitung dan terbatas, maka 
model Space Time Autoregressive Moving Average (STARMA) dari Pfeifer dan 
Deustch (1980a) adalah : 
















𝝓𝑘𝑙  = parameter autoregressive pada lag waktu k dan lag spasial l 
𝜽𝑘𝑙 = parameter moving average pada lag waktu k dan lag spasial l  
𝑾(𝑙)  = matriks bobot yang dipengaruhi oleh lokasi 
𝜺(𝑡) = vector noise/komponen error. 
Dalam hal ini Pfeifer dan Deutsch memodelkan observasi dilokasi i pada 
saat t dengan kombinasi linear dari lokasi tersebut pada saat sebelumnya dan 
residual pada saat sebelumnya. Apabila orde p = 0, maka model (2.72) menjadi 
Space Time Moving Average (STMA) dan jika orde q = 0 menjadi model Space 
Time Autoregressive (STAR). 
Model STAR orde (𝑝1), yang berarti orde spasial adalah 1 dan orde 
waktu adalah p, atau ditulis STAR (𝑝1) dari Pfeifer dan Deutsch (1980a) 
dirumuskan sebagai berikut : 
 
𝒀(𝑡) =∑ [𝚽𝑘0𝑾




+ 𝜺(𝑡) (2.73) 
 
dengan 
𝚽𝑘1 =  parameter STAR pada lag waktu (time) k dan lag spasial 1 
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𝑾(𝑙)  =  matriks bobot ukuran (𝑁 ×𝑁) pada lag spasial (dengan l = 
0,1), dengan 𝑾(0) adalah matriks identitas ukuran (𝑁 × 𝑁) 
𝜺(𝑡) =  vector noise/ukuran (𝑁 × 1) berdistribusi normal multivariat 
dengan mean nol dan matriks varians-kovarians 𝜎2𝐼𝑁 
𝒀(𝑡) =  vector acak ukuran (𝑁 × 1) pada waktu t, yaitu 
  𝒀(𝑡) = [𝒀𝟏(𝑡), … , 𝒀𝑁(𝑡)]
′. 
Model STAR (11) dengan lokasi sebanyak N dapat dinyatakan sebagai 
berikut : 
 𝒀(𝑡) = 𝜙10𝑰𝑁𝒀(𝑡 − 1) + 𝜙11𝑰𝑁𝑾
(1)𝒀(𝑡 − 1) + 𝜺(𝑡) (2.74) 
 
Dari model (2.74), untuk sebanyak 3 (tiga) lokasi dapat dinyatakan sebagai 
berikut : 
𝑌1(𝑡) = 𝜙10𝑌1(𝑡 − 1) + 𝜙11𝑤12𝑌2(𝑡 − 1) + 𝜙11𝑤13𝑌3(𝑡 − 1) + 𝜀1(𝑡)  
𝑌2(𝑡) = 𝜙10𝑌2(𝑡 − 1) + 𝜙11𝑤21𝑌1(𝑡 − 1) + 𝜙11𝑤23𝑌3(𝑡 − 1) + 𝜀2(𝑡)  
𝑌3(𝑡) = 𝜙10𝑌3(𝑡 − 1) + 𝜙11𝑤31𝑌1(𝑡 − 1) + 𝜙11𝑤32𝑌2(𝑡 − 1) + 𝜀3(𝑡)  
Dengan menggunakan notasi matriks untuk tiga lokasi yang berbeda dapat 





























]   (2.75) 
 
Kelemahan model STAR adalah pada asumsi parameter autoregresi yaitu 
bahwa semua lokasi mempunyai parameter autoregresi yang sama, sehingga 
hanya sesuai digunakan pada lokasi yang homogen, cenderung tidak fleksibel atau 
kurang sesuai diterapkan pada lokasi yang heterogen. Untuk mengatasi kelemahan 
tersebut Ruchjana (2002) mengembangkan model GSTAR. Model GSTAR 
mengasumsikan bahwa parameter setiap lokasi diperbolehkan berbeda, sehingga 
model GSTAR sesuai digunakan pada lokasi-lokasi penelitian yang bersifat 
heterogen. 
Jika diketahui data time series {𝑌(𝑡): 𝑡 = 0,1,2, … ; 𝑖 = 1,2, … ,𝑁} 
merupakan sebuah time series multivariat dari N pengamatan, maka model 
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GSTAR dengan orde waktu AR(p) dan spasial (𝜆1, 𝜆2, … , 𝜆𝑝) ditulis GSTAR 
(𝑝, 𝜆1, 𝜆2, … , 𝜆𝑝) dapat dinyatakan sebagai berikut (Ruchjana, 2002). 






+ 𝜺(𝑡) (2.76) 
dengan 
𝒀(𝑡) =  vektor acak ukuran (Nx1) pada waktu t, yaitu 
  𝒀(𝑡) = [𝒀𝟏(𝑡), … , 𝒀𝑁(𝑡)]
′ 
𝚽𝑘0 = 𝑑𝑖𝑎𝑔(𝜙𝑘0
(1), … , 𝜙𝑘𝑁
(𝑁)) merupakan matriks koefisien parameter 
waktu 
𝚽𝑘𝑙 = 𝑑𝑖𝑎𝑔(𝜙𝑘𝑙
(1), … , 𝜙𝑘𝑙
(𝑁)) merupakan matriks koefisien parameter 
spasial 
𝑾(𝑙)  =  nilai matriks pembobot ukuran (𝑁 × 𝑁) pada lag spasial ke-l, 
nilai pembobot yang dipilih harus memenuhi syarat 𝑤𝑖𝑖
(𝑙)
 = 0 dan 
∑ 𝑤𝑖𝑗
(𝑙)(𝑙)
𝑖≠𝑗  = 1 
𝜺(𝑡) =  vektor error yang memenuhi asumsi identic, independen, dan 
berdistribusi normal multivariat dengan mean nol dan matriks 
varians-kovarians 𝜎2𝐼𝑁. 
Sebagai contoh secara umum model GSTAR pada persamaan (2.76) 
dengan orde waktu 1 dan orde spasial 1 pada lokasi yang berbeda atau GSTAR 
(11) dapat ditulis sebagai berikut : 
 𝒀(𝑡) = 𝚽10𝒀(𝑡 − 1) + 𝚽11𝑾𝒀(𝑡 − 1) + 𝜺(𝑡). (2.77) 
 
Dari persamaan (2.77), model untuk tiga lokasi yang berbeda dapat dinyatakan 
sebagai berikut : 
𝑌1(𝑡) = 𝜙10𝑌1(𝑡 − 1) + 𝜙11𝑤12𝑌2(𝑡 − 1) + 𝜙11𝑤13𝑌3(𝑡 − 1) + 𝜀1(𝑡)  
𝑌2(𝑡) = 𝜙20𝑌2(𝑡 − 1) + 𝜙21𝑤21𝑌1(𝑡 − 1) + 𝜙21𝑤23𝑌3(𝑡 − 1) + 𝜀2(𝑡)  
𝑌3(𝑡) = 𝜙30𝑌3(𝑡 − 1) + 𝜙31𝑤31𝑌1(𝑡 − 1) + 𝜙31𝑤32𝑌2(𝑡 − 1) + 𝜀3(𝑡)  
Persamaan (2.77) dapat ditulis menggunakan notasi matriks untuk tiga lokasi yang 































]   (2.78) 
 
2.8.1.  Identifikasi Model pada Model (GSTAR) 
2.8.1.1. Orde Spasial 
Karakter model spasial ditandai oleh adanya ketergantungan linier pada 
lokasi. Tingkat perubahan ketergantungan lokasi dinamakan orde spasial 
dilambangkan dengan l, dengan l = 1,2, …, λ. Orde spasial merupakan urutan 
berdasarkan jarak dari suatu lokasi tertentu ke semua lokasi yang ada disekitarnya.  
Orde pertama adalah lokasi yang paling dekat dengan lokasi yang sedang 
diteliti, orde kedua adalah lokasi yang lebih jauh dari orde yang pertama dan lebih 
dekat dibanding dengan orde ketiga (Pfeifer and Deutsch, 1980a). Orde spasial  
pada sistem yang teratur digambarkan sebagai perubahan posisi suatu lokasi 
tertentu digeser ke lokasi terdekat disekitarnya dengan jarak yang sama. Pada 
sistem yang teratur, orde spasial adalah sistem lattice berupa grid bujur sangkar 
atau lingkaran dengan diameter tertentu.  
Pada sistem dua dimensi pergeseran lokasi dapat ke arah kanan atau kiri 
(barat-timur) dan ke arah atas atau bawah (utara-selatan). Suatu kriteria yang biasa 
dipakai dalam sistem grid adalah pergeseran lokasi dilakukan hanya satu  kali ke 
lokasi terdekat dengan jarak yang sama untuk setiap orde spasial. Selain itu dapat 
dipilih jarak minimum yang dicapai dari suatu lokasi tertentu ke lokasi terdekat 
disekitarnya (Ruchjana, 2002). Sebagai gambaran diberikan contoh orde spasial 
pada sistem satu dimensi dan dua dimensi seperti ditunjukkan pada Gambar 2.2 
(Pfeifer dan Deutsch, 1980a).  
Pada saat orde spasial l = 0 menyatakan bahwa suatu lokasi tidak 
mempunyai tetangga, melainkan lokasinya sendiri. Pada saat orde spasial l = 1 
paling sedikit terdapat 4 tetangga yaitu 2 tetangga kanan-kiri dan 2 tetangga atas-
bawah. Semua perbedaan posisi atau jarak suatu lokasi dengan lokasi yang 
lainnya pada saat orde spasial 1 dijadikan satu dan diberikan suatu bobot tertentu 















Gambar 2.2. Orde Spasial Pada Satu dan Dua Dimensi 
Secara umum jika 𝑦𝑖(𝑡) adalah suatu pengamatan pada lokasi ke-i dengan 
𝑖 = 1,2, … ,𝑁 dan tetangga terdekatnya pada lokasi ke-j dengan 𝑗 = 1,2,… ,𝑁 serta 
misalnya 𝐿(1) menyatakan operator orde spasial l, maka orde spasial l dapat 
didefinisikan dengan (Ruchjana, 2002) : 










 adalah suatu bobot tertentu yang menyatakan perbedaan posisi lokasi 
yang terdekat dari lokasi asal pada orde spasial l. Identifikasi orde spasial model 
GSTAR pada umumnya  dibatasi pada orde satu karena orde yang lebih tinggi 
akan sulit untuk dilakukan interpretasi (Wutsqa et al., 2010). Oleh karena itu, 
operator orde spasial 1 dalam penelitian ini dinyatakan dengan formula 








Sifat-sifat bobot adalah 𝑤𝑖𝑗 > 0, jika lokasi ke-i dan lokasi ke-j berada 
dalam orde spasial 1 maka 𝑤𝑖𝑗 ≠ 0, jika lokasi ke-i dan lokasi ke-j tidak berada 
dalam orde spasial 1 maka 𝑤𝑖𝑗 = 0, jumlah bobot untuk setiap lokasi i adalah 
∑ 𝑤𝑖𝑗
(𝑙)𝑁




𝑖=1 = 𝑁. 
Jika 𝑦(𝑡) menyatakan vektor kolom ukuran (𝑁 × 1) dari pengamatan 
𝑦𝑖(𝑡) dengan 1 = 1,2, … ,𝑁, maka operator orde spasial dinyatakan : 
 𝐿(0)𝑦𝑖(𝑡) = 𝑾
(0)𝑦(𝑡) = 𝑰𝑁𝑦(𝑡), untuk 𝑙 = 0  
 𝐿(1)𝑦𝑖(𝑡) = 𝑾
(1)𝑦(𝑡), untuk 𝑙 ≠ 0.  (2.81) 
 
Untuk menyederhanakan penulisan, operator orde spasial 1 dalam bentuk vektor 
cukup dinyatakan dengan : 
 𝐿𝑦(𝑡) = 𝑾𝑦(𝑡). (2.82) 
 
Selanjutnya dalam bentuk matriks, bobot 𝑤𝑖𝑗 pada orde spasial 1 dinyatakan oleh 
W berupa matriks bujursangkar (𝑁 × 𝑁) sebagai berikut : 
 
𝑾 = [
0 𝑤12 ⋯ 𝑤1𝑁
𝑤21 0 ⋯ 𝑤2𝑁
⋮ ⋮ ⋱ ⋮
𝑤𝑁1 𝑤𝑁2 ⋯ 0
].  
 
2.8.1.2. Orde Waktu 
Identifikasi orde waktu pada model GSTAR tidak berbeda dengan model 
VARMA. Penentuan orde waktu dapat dilakukan dengan menggunakan nilai AIC 
yang minimum (Wei, 2006). Akan tetapi penentuan orde model berdasarkan nilai 
AIC tidak dapat menangkap pola seasonal, oleh karena itu penentuan orde waktu 
dapat dilakukan berdasarkan plot MCCF dan MPCCF yang terbentuk (Wutsqa 
dan Suhartono, 2010).  
 
2.8.2.  Pemilihan Bobot Lokasi pada Model GSTAR 
Dalam memilih atau menentukan bobot lokasi merupakan salah satu 
permasalahan dalam pemodelan GSTAR karena harus dipilih bobot lokasi yang 
45 
 
sesuai untuk diterapkan pada data time series yang dianalisis. Suhartono dan Atok 
(2006) memberikan beberapa alternatif cara pembobotan dalam model GSTAR. 
Metode yang dapat digunakan untuk menentukan bobot antara lain bobot 
seragam, biner, invers jarak, normalisasi korelasi silang, dan normalisasi 
inferensia parsial korelasi silang.  
 
2.8.2.1. Bobot Seragam 
Bobot lokasi seragam memberikan nilai bobot yang sama untuk masing-
masing lokasi. Oleh karena itu, bobot lokasi ini seringkali digunakan pada data 
yang lokasinya homogen atau mempunyai jarak antar lokasi yang sama. Nilai dari 
bobot lokasi seragam dihitung dengan formulasi 𝑤𝑖𝑗 =
1
𝑛𝑖
 dengan 𝑛𝑖 adalah 
jumlah lokasi yang berdekatan dengan lokasi ke-i. Contoh matriks bobot untuk 








2.8.2.2. Bobot Biner (Binary) 
Nilai bobot lokasi biner didefinisikan berdasarkan hubungan letak suatu 
lokasi dengan lokasi lainnya. Hubungan antara dua kota yang secara geografis 
berdekatan didefinisikan 𝑤𝑖𝑗 = 1. Sedangkan jika secara geografis berjauhan, 
maka didefinisikan 𝑤𝑖𝑗 = 0. Nilai dari bobot biner adalah 0 dan 1. Nilai tersebut 








2.8.2.3. Bobot Invers Jarak 
Penentuan bobot invers jarak dilakukan berdasarkan jarak sebenarnya 
antar lokasi di lapangan. Penghitungan bobot dengan metode invers jarak 
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diperoleh dari normalisasi hasil invers jarak sebenarnya. Pada contoh dengan tiga 
lokasi dimisalkan diketahui jarak antar lokasi seperti terlihat pada Tabel 2.3. 
 
Tabel 2.3. Contoh Jarak dari Tiga Lokasi 
Lokasi 
Lokasi 
Kota A Kota B Kota C 
Kota A 0 𝑑𝐴𝐵 = 1 𝑑𝐴𝐶 = 2 
Kota B 𝑑𝐵𝐴 = 1 0 𝑑𝐵𝐶 = 3 
Kota C 𝑑𝐶𝐴 = 2 𝑑𝐶𝐵 = 3 0 
 








Kemudian matriks D tersebut distandarkan dalam bentuk W untuk memenuhi sifat 
bobot ∑ 𝑤𝑖𝑗
(𝑙)𝑁
𝑗=1 = 1, 𝑗 ≠ 𝑖. Dengan asumsi jarak yang dekat memiliki hubungan 
antar lokasi yang kuat maka secara umum bobot invers jarak untuk masing-










, 𝑗 ≠ 𝑖. (2.83) 
 
Dengan jumlah bobot untuk setiap lokasi adalah 1, ∑ 𝑤𝑖𝑗
𝑁





𝑖=1 = 𝑁. Diagonal matriks bobot invers 𝑤𝑖𝑗 adalah nol, karena untuk 
suatu lokasi dianggap tidak ada jarak dengan dirinya sendiri. Sehingga bentuk 
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Contoh penghitungan bobot invers jarak berdasarkan ilustrasi jarak lokasi 

















































,   
 








Bentuk bobot invers jarak W bukan merupakan matrik yang simetris, 
karena matrik jarak D setelah distandarkan pada setiap lokasi harus memenuhi 
sifat bobot ∑ 𝑤𝑖𝑗
(𝑙)𝑁
𝑗=1 = 1, 𝑗 ≠ 𝑖, kecuali untuk masing-masing lokasi mempunyai 
jarak yang sama. 
 
2.8.2.4. Bobot Normalisasi Korelasi Silang 
Penentuan nilai bobot normalisasi korelasi silang dilakukan dengan 
menggunakan hasil normalisasi korelasi silang antar lokasi pada lag yang 
bersesuaian. Suhartono dan Atok (2006) memperkenalkan penggunaan bobot ini, 
kemudian dikembangkan oleh Suhartono dan Subanar (2006) dengan 
menggunakan inferensia statistik terhadap korelasi silang untuk penentuan bobot 
lokasinya. Secara umum korelasi silang antara lokasi  ke-i dan ke-j pada lag waktu 
48 
 
ke-k, corr  [𝑌𝑖(𝑡), 𝑌𝑗(𝑡 − 𝑘)], dapat dinyatakan sebagai berikut (Box, Jenkins, dan 





, 𝑘 = 0,+1,+2, … (2.84) 
 
dengan 𝛾𝑖𝑗(𝑘) merupakan kovarians antara pengamatan di lokasi ke-i dank ke-j, 
𝜎𝑖 dan 𝜎𝑗 merupakan standar deviasi antara pengamatan di lokasi ke-i dank ke-j. 
Taksiran dari korelasi silang pada sampel dapat dinyatakan dalam bentuk 
 
𝑟𝑖𝑗(𝑘) =  
∑ [𝑌𝑖(𝑡) − 𝑌?̅?][𝑌𝑗(𝑡 − 𝑘) − 𝑌?̅?] 
𝑛
𝑡=𝑘+1
√(∑ [𝑌𝑖(𝑡) − 𝑌?̅?]2)(∑ [𝑌𝑗(𝑡) − 𝑌?̅?]
2






Proses ini secara umum menghasilkan bobot lokasi untuk model GSTAR (11) 




, dengan 𝑗 ≠ 𝑖 dan∑ |𝑤𝑖𝑗|𝑘≠1 = 1  (2.86) 
 
2.8.2.5. Bobot Normalisasi Inferensia Parsial Korelasi Silang 
Penghitungan bobot normalisasi inferensia parsial korelasi silang tidak 
jauh berbeda dengan pembobotan normalisasi korelasi silang. Secara umum 
korelasi silang antara kejadian di lokasi ke-i dank ke-j pada lag waktu ke-k, corr  
[𝑌𝑖(𝑡), 𝑌𝑗(𝑡 − 𝑘)], didefinisikan seperti persamaan (2.84). Estimasi dari persamaan  
korelasi silang data sampel dapat dilihat pada persamaan (2.85). Bartlett (1955) 
dalam Wei (2006) telah menurunkan varians dan kovarians dari besaran korelasi 
silang yang diperoleh dari sampel. Hipotesis awal menyatakan bahwa dua data 



















Untuk ukuran sampel yang besar, (n – k) dalam  persamaan (2.88) seringkali 
diganti dengan n. Dibawah asumsi distribusi normal, maka nilai-nilai korelasi 
silang pada sampel ini dapat diuji apakah sama atau berbeda dengan nol. Uji 








Dalam proses ini dihasilkan bobot lokasi dengan menggunakan 
normalisasi dari hasil inferensia statistik parsial terhadap korelasi silang antar 
lokasi pada lag waktu yang bersesuaian. Bobot lokasi ini memungkinkan semua 
bentuk kemungkinan hubungan antar lokasi, sehingga tidak ada lagi batasan yang 
kaku tentang besarnya bobot, terutama yang bergantung dari jarak antar lokasi. 
Bobot ini juga memberikan fleksibilitas pada besar dan tanda hubungan antar 
lokasi yang berlainan, yaitu positif dan negatif. Bobot lokasi ini mencakup bobot 
lokasi seragam dan biner (Suhartono dan Subanar, 2006). 
 
2.8.3.  Estimasi Parameter pada Model GSTAR 
Estimasi parameter yang digunakan dalam model GSTAR terdiri dari 
metode estimasi Ordinary Least Square (OLS) dan metode estimasi Generalized 
Least Square (GLS). 
 
2.8.3.1. Metode Estimasi Ordinary Least Square (OLS) 
Pendugaan parameter model GSTAR dengan metode OLS dilakukan 
dengan meminimumkan jumlah kuadrat errornya (Ruchjana, et al., 2012). 
Dengan mengambil orde autoregresi, 𝑝 = 1 dan orde spasial 𝜆𝑝 = 1 maka 
persamaan model GSTAR(11) juga dapat dinyatakan sebagai berikut : 
 𝒀(𝑡) = 𝚽10𝒀(𝑡 − 1) + 𝚽11𝑾
(1)𝒀(𝑡 − 1) + 𝜺(𝑡), (2.90) 
 
dengan 𝚽10 merupakan parameter autoregresi untuk keterkaitan waktu, dan 𝚽11 
merupakan parameter regresi spasial, dan W merupakan matriks pembobot.  
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Metode least square sering digunakan untuk melakukan pendugaan 
parameter pada model linier, sehingga metode ini dapat diterapkan pada model 
GSTAR(11) yang dapat ditulis dalam bentuk linier sebagai berikut : 
 𝒀 = 𝑿𝜷 + 𝒆. (2.91) 
 







] , 𝑿 = [
𝑿1 𝟎 … 𝟎
𝟎 𝑿1 … 𝟎
⋮ ⋮ ⋱ ⋮
𝟎 𝟎 … 𝑿𝑁












Persamaan (2.91) dapat dimodifikasi jika terdapat beberapa lokasi seperti pada 
model GSTAR, sehingga model pada persamaan (2.91) untuk lokasi ke-i dapat 
ditulis sebagai berikut: 
 𝒀𝑖 = 𝑿𝑖𝜷𝑖 + 𝒆𝑖, (2.93) 
 
dengan 𝒀𝑖(𝑡) merupakan banyaknya pengamatan ke-t (𝑡 = 0,1, … , 𝑇) untuk lokasi 
ke-i (𝑖 = 1,2, … , 𝑁), dan 𝜷𝑖 = (𝜙𝑖0
1 , 𝜙𝑖1
1 )′. Jika diketahu 𝑽𝑖(𝑡) = ∑ 𝑤𝑖𝑗𝑌𝑗(𝑡)𝑗≠𝑖  










𝒀𝑖(𝑇 − 1) 𝑽𝑖(𝑇 − 1)
































] . (2.95) 
 




1 , … , 𝜙𝑁0
1 , 𝜙𝑁1
1 , penjabaran matriks yang lebih rinci 







































𝑌𝑖(0) 𝑉𝑖(0) ⋯ 0 0
𝑌𝑖(1) 𝑉𝑖(1) ⋯ 0 0
⋮ ⋮ ⋮ ⋮ ⋮
𝑌𝑖(𝑇 − 1) 𝑉𝑖(𝑇 − 1) ⋯ 0 0
⋮ ⋮ ⋱ ⋮ ⋮
0 0 ⋯ 𝑌𝑁(0) 𝑉𝑁(0)
0 0 ⋯ 𝑌𝑁(1) 𝑉𝑁(1)
⋮ ⋮ ⋱ ⋮ ⋮


















































 . (2.96) 
 
Estimator least square untuk 𝜷𝑖 dapat dihitung secara terpisah pada 
masing-masing lokasi namun tetap bergantung pada nilai 𝒀(𝑡) di lokasi yang lain. 
Sebagai contoh struktur data untuk estimasi parameter model GSTAR(11) di tiga 
lokasi yang berbeda dapat dituliskan sebagai berikut: 
𝑌1(𝑡) = 𝜙10𝑌1(𝑡 − 1) + 𝜙11𝑤12𝑌2(𝑡 − 1) + 𝜙11𝑤13𝑌3(𝑡 − 1) + 𝜀1(𝑡)  
𝑌2(𝑡) = 𝜙10𝑌2(𝑡 − 1) + 𝜙11𝑤21𝑌1(𝑡 − 1) + 𝜙11𝑤23𝑌3(𝑡 − 1) + 𝜀2(𝑡)  
𝑌3(𝑡) = 𝜙10𝑌3(𝑡 − 1) + 𝜙11𝑤31𝑌1(𝑡 − 1) + 𝜙11𝑤32𝑌2(𝑡 − 1) + 𝜀3(𝑡),  
jika 𝑽𝑖(𝑡) = ∑ 𝑤𝑖𝑗𝒀𝑖(𝑡)𝑗≠1 , maka model di atas dapat dibentuk dalam notasi 






𝑌1(𝑡 − 1) 0 0 𝑉1(𝑡 − 1) 0 0
0 𝑌2(𝑡 − 1) 0 0 𝑉2(𝑡 − 1) 0























] .  (2.97) 
 
Estimasi terhadap parameter 𝜷 dilakukan menggunakan metode least 
square dengan cara meminimumkan fungsi 
 𝒆′𝒆 = (𝒀 − 𝑿𝜷)′(𝒀 − 𝑿𝜷), (2.98) 
 
sehingga menghasilkan estimator  ?̂? sebagai berikut : 
 ?̂? = [𝑿′𝑿]−𝟏𝑿′𝒀. (2.99) 
 









2.8.3.2. Estimasi Parameter dengan Generalisasi Least Square (GLS) 
Model Seemingly Unrelated Regression (SUR) merupakan suatu model 
sistem persamaan yang terdiri dari beberapa persamaan regresi dimana 
residualnya antar pengamatan dalam satu persamaan tidak berkorelasi, tetapi 
residual antara persamaan yang satu dengan yang lain saling berkorelasi. 
Informasi adanya residual yang berkorelasi antar persamaan dapat digunakan 
untuk memperbaiki estimasi parameter model. Jadi model SUR bisa digunakan 
untuk mengatasi adanya korelasi residual antar persamaan sehingga mendapatkan 
estimator. Model SUR diperkenalkan oleh Zellner (1962). Menurut Greene 
(2007), model SUR bisa diestimasi menggunakan metode Generalized Least 
Squares (GLS). 
Model SUR dengan N persamaan dimana masing-masing persamaan 
terdiri dari K variabel prediktor dapat dinyatakan sebagai berikut : 
 𝑌1 = 𝛽10 + 𝛽11𝑋1,1 + 𝛽12𝑋1,2 +⋯+ 𝛽1𝐾𝑋1,𝐾 + 𝑒1
𝑌2 = 𝛽20 + 𝛽21𝑋2,1 + 𝛽22𝑋2,2 +⋯+ 𝛽2𝐾𝑋2,𝐾 + 𝑒2
 ⋮                                         ⋮                                              ⋮
𝑌𝑁 = 𝛽𝑁0 + 𝛽𝑁1𝑋𝑁,1 + 𝛽𝑁2𝑋𝑁,2 +⋯+ 𝛽𝑁𝐾𝑋𝑁,𝐾 + 𝑒𝑁
 (2.101) 
 
Dengan 𝑖 = 1,2… . , 𝑁, dimana N menyatakan banyaknya persamaan dalam 
sistem. Model SUR pada persamaan (2.101) dapat ditulis dalam bentuk matriks 








𝑿1 𝟎 … 𝟎
𝟎 𝑿1 … 𝟎
⋮ ⋮ ⋱ ⋮













Secara umum persamaan matriks (2.102) dapat ditulis pada persamaan (2.103) 
 𝒀𝑖 = 𝑿𝑖𝜷𝑖 + 𝒆𝑖, (2.103) 
 
jika 𝑡 = 0,1, … , 𝑇 dengan T merupakan banyaknya pengamatan pada data time 
series, maka 𝒀𝑖(𝑡) merupakan vektor respon berukuran (𝑇 × 1), 𝑿𝑖 merupakan 
matriks variabel independen berukuran (𝑇 × 𝐾). 𝜷𝑖 merupakan vektor parameter 
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berukuran (𝐾 × 1), dan 𝒆𝑖 merupakan vektor residual berukuran (𝑇 × 1). 


























































1 𝑥11,1 ⋯ 𝑥11,𝐾
1 𝑥12,1 ⋯ 𝑥12,𝐾
⋮ ⋮ ⋱ ⋮










1 𝑥21,1 ⋯ 𝑥21,𝐾
1 𝑥22,1 ⋯ 𝑥22,𝐾
⋮ ⋮ ⋱ ⋮











1 𝑥𝑁1,1 ⋯ 𝑥𝑁1,𝐾
1 𝑥𝑁2,1 ⋯ 𝑥𝑁2,𝐾
⋮ ⋮ ⋱ ⋮



































































































Asumsi yang harus dipenuhi dalam persamaan model SUR 𝐸(𝜀) = 0 dan 
𝐸(𝜺′𝜺) = 𝝈𝑖𝑗𝑰𝑇 (Srivasta dan Dwivedi, 1979). Zellner (1962) mengasumsikan 
bahwa struktur matriks varians-kovarians pada sistem persamaan model SUR 







] [𝑒1 𝑒2 ⋯ 𝑒𝑁] (2.105) 
 
Persamaan (2.105) dapat diuraikan menjadi : 
 
𝐸(𝜺′𝜺) = [
𝐸(𝑒1𝑒1) 𝐸(𝑒1𝑒2) ⋯ 𝐸(𝑒1𝑒𝑁)
𝐸(𝑒2𝑒1) 𝐸(𝑒2𝑒2) ⋯ 𝐸(𝑒2𝑒𝑁)
⋮ ⋮ ⋱ ⋮
𝐸(𝑒𝑁𝑒1) 𝐸(𝑒𝑁𝑒2) ⋯ 𝐸(𝑒𝑁𝑒𝑁)
] (2.106) 
 
karena 𝐸(𝜺′𝜺) = 𝝈𝑖𝑗𝑰𝑇 sehingga dapat dituliskan  
 
𝐸(𝜺′𝜺) = [
𝜎11𝑰𝑇 𝜎12𝑰𝑇 ⋯ 𝜎1𝑁𝑰𝑇
𝜎21𝑰𝑇 𝜎22𝑰𝑇 ⋯ 𝜎2𝑁𝑰𝑇
⋮ ⋮ ⋱ ⋮
𝜎𝑁1𝑰𝑇 𝜎𝑁2𝑰𝑇 ⋯ 𝜎𝑁𝑁𝑰𝑇
] . (2.107) 
Persamaan (2.107) apabila diuraikan dengan perkalian Kronecker (⨂) menjadi 
 
𝐸(𝜺′𝜺) = [
𝜎11 𝜎12 ⋯ 𝜎1𝑁
𝜎21 𝜎22 ⋯ 𝜎2𝑁
⋮ ⋮ ⋱ ⋮





 𝐸(𝜺′𝜺) = 𝚺⊗ 𝑰𝑇 (2.108) 
               = 𝛀  
 
dengan 𝚺 = [
𝜎11 𝜎12 ⋯ 𝜎1𝑁
𝜎21 𝜎22 ⋯ 𝜎2𝑁
⋮ ⋮ ⋱ ⋮
𝜎𝑁1 𝜎𝑁2 ⋯ 𝜎𝑁𝑁
] dan 𝑰 = [
1 0 ⋯ 0
0 1 ⋯ 0
⋮ ⋮ ⋱ ⋮
0 0 ⋯ 1
]. 
Matriks 𝚺 merupakan matriks varians-kovarians error berukuran (𝑁 ×𝑁) dan I 
merupakan matriks identitas berukuran (𝑇 × 𝑇). 
Estimasi parameter model SUR dengan Metode GLS memerlukan invers  
dari matriks varian kovarian residual, dari persamaan (2.108) diperoleh : 
 𝛀 = 𝚺⊗ 𝑰 (2.109) 
menjadi 
 𝛀−𝟏 = 𝚺−𝟏⊗ 𝑰 (2.110) 
sehingga diperoleh penaksir tak bias 𝜷 dengan menggunakan GLS, yaitu : 
 ?̂? = (𝑿′𝛀−𝟏𝑿)−𝟏𝑿′𝛀−𝟏𝒀 (2.111) 
karena 𝛀 = 𝚺⊗ 𝑰, maka estimator ?̂? adalah sebagai berikut : 
 ?̂? = (𝑿′(𝚺⊗ 𝑰)−𝟏𝑿)−𝟏𝑿′(𝚺⊗ 𝑰)−𝟏𝒀 atau  
 ?̂? = (𝑿′𝚺−𝟏⊗ 𝑰𝑿)−𝟏𝑿′𝚺−𝟏⊗ 𝑰𝒀. (2.112) 
Metode GLS digunakan karena GSTAR dengan variabel eksogen tidak 
cukup dengan penyelesaian satu tahap. 
Tahap 1 : 
𝒀𝑡 = 𝛚0𝑿𝑡 + 𝒏𝑡, 
Tahap 2 : 
𝒏𝑡 dimodelkan dengan GSTAR, mengikuti model bentuk umum GSTAR 
(dengan orde spasial 1) yaitu : 




+ 𝜺(𝑡)  
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2.8.3.3. Regresi dengan Residual Berkorelasi 
Pendugaan parameter dengan metode OLS pada analisis regresi 
menghasilkan estimator yang bersifat unbiased dan konsisten. Namun apabila 
terjadi autocorrelation pada residual dapat menyebabkan hasil estimasi ?̂? dengan 
metode OLS menjadi tidak konsisten meskipun tetap unbiased (Wei, 2006). Wei 
(2006) mengembangkan metode estimasi parameter apabila terjadi korelasi 
residual antar persamaan dengan dua tahapan, yaitu : 
1. Tahapan pertama adalah sebagai berikut : 
a. Membentuk model persamaan regresi yang akan diestimasi, misal seperti 
pada persamaan (2.101). 
b. Melakukan estimasi parameter pada model persamaan regresi dengan 
model OLS dari persamaan (2.101). 
c. Menghitung nilai residual 𝜀?̂?. 
2. Tahapan kedua adalah sebagai berikut : 
a. Mengestimasi 𝜙𝑗 dan 𝜎
2 dalam model AR(p) dengan memodelkan 
residual 𝜀?̂? hasil penghitungan OLS berdasarkan model berikut : 
 𝜀?̂?,𝑡 = 𝜙1𝜀?̂?,𝑡−1 +⋯+ 𝜙𝑝𝜀?̂?,𝑡−𝑝 + 𝑛𝑡 (2.113) 
 
b. Menghitung Ω berdasarkan 𝜙𝑗 dan 𝜎
2 dari tahap (a). 
c. Menghitung estimasi GLS, ?̂? = (𝑿′𝛀−𝟏𝑿)−𝟏𝑿′𝛀−𝟏𝒀. 
d. Menghitung residual hasil estimasi model dengan GLS.  
 
2.8.4.  Diagnostic Checking Model 
Diagnostic Checking dilakukan untuk mengetahui apakah model dugaan 
sudah memenuhi syarat kebaikan model atau belum. Suatu model dikatakan layak 
jika parameter model sudah signifikan dan residual dari model memenuhi asumsi 
white noise. Residual bersifat white noise apabila residual dari masing-masing 
data saling independen. Uji white noise dilakukan dengan cara memodelkan ulang 
residual yang didapatkan dari pemodelan. Pendeteksian white noise residual dapat 
dilakukan dengan melihat plot MCCF atau menggunakan kriteria minimum AIC 
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(Wei, 2006). Jika nilai AIC terkecil terletak pada AR(0) dan MA(0) dikatakan 
bahwa tidak ada korelasi antar residual, artinya residual bersifat white noise. 
 
2.8.5.  Kriteria Pemilihan Model Terbaik 
Kriteria pemilihan model terbaik pada data out-sample dipilih 
berdasarkan nilai Root Mean Square Error (RMSE). Model terbaik didapatkan 
jika nilai RMSE paling kecil diantara model yang ada, hal ini sesuai dengan 
tujuan dari peramalan, yaitu untuk memperoleh angka ramalan dengan kesalahan 
sekecil-kecilnya. Besarnya nilai RMSE dapat dihitung dengan formula sebagai 











dengan M adalah banyaknya ramalan yang dilakukan, 𝑌𝑛+𝑙 adalah data sebenarnya 
dan ?̂?𝑛(𝑙) adalah data hasil ramalan pada l-langkah ke depan. 
 
2.9. Inflasi  
Inflasi sebagai indikator penting ekonomi makro yang dapat memberikan 
informasi tentang dinamika perkembangan harga barang dan jasa yang 
dikonsumsi masyarakat. Perkembangan harga barang dan jasa ini berdampak 
langsung terhadap tingkat daya beli dan biaya hidup masyarakat. Bisa dikatakan 
bahwa inflasi merupakan indikator pergerakan antara permintaan dan penawaran 
di pasar riil (BPS, 2007).  
Berdasarkan keparahannya inflasi juga dapat dibedakan (a) Inflasi ringan 
jika inflasi kurang dari 10 persen per tahun (single digit); (b) Inflasi sedang yaitu 
dengan tingkat inflasi antara 10 – 30 persen per tahun; (c) Inflasi tinggi, tingkat 
inflasi antara 30 – 100 persen per tahun; dan (d) Hiperinflasi jika inflasi lebih dari 
100 persen per tahun (Atmadja, 1999).  
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Penghitungan inflasi salah satunya berdasarkan perubahan Indeks Harga 
Konsumen (IHK) dari waktu ke waktu dari suatu barang dan jasa. Jika perubahan 
IHK menunjukkan peningkatan maka terjadi inflasi, sebaliknya jika perubahan 
IHK menurun berarti terjadi deflasi. IHK dihitung dengan menggunakan rumus 















𝐼𝐻𝐾𝑡 = Indeks harga konsumen periode ke-t 
𝑃𝑡𝑖 = Harga jenis barang ke-i, periode ke-t 
𝑃(𝑡−1)𝑖 = Harga jenis barang ke-i, periode ke-(𝑡 − 1) 
𝑃(𝑡−1)𝑖𝑄0𝑖 = Nilai konsumsi jenis barang ke-i, periode ke-(𝑡 − 1) 
𝑃0𝑖𝑄0𝑖 = Nilai konsumsi jenis barang ke-i, pada tahun dasar 
i  = jenis barang paket komoditas. 
Penghitungan inflasi menurut BPS dengan membandingkan antar bulan 
atau inflasi bulan ke bulan (month to month), inflasi tahun ke tahun (year on year) 
yaitu bulan yang sama pada tahun ke-A dengan tahun ke-(𝐴 − 1) dan inflasi tahun 
kalender dengan membandingkan IHK bulan tahun ke-A terhadap bulan desember 
tahun ke-(𝐴 − 1). Formula inflasi yang digunakan adalah sebagai sebagai berikut : 
𝐼𝑛𝑓𝑙𝑎𝑠𝑖𝑏𝑢𝑙𝑎𝑛 (𝑡) =
𝐼𝐻𝐾 𝑏𝑢𝑙𝑎𝑛(𝑡) − 𝐼𝐻𝐾 𝑏𝑢𝑙𝑎𝑛(𝑡−1)
𝐼𝐻𝐾 𝑏𝑢𝑙𝑎𝑛(𝑡−1) 
× 100% (2.116) 
𝐼𝑛𝑓𝑙𝑎𝑠𝑖𝑦 𝑜𝑛 𝑦 =
𝐼𝐻𝐾(𝑏𝑢𝑙𝑎𝑛 𝑡 𝑡𝑎ℎ𝑢𝑛 𝐴) − 𝐼𝐻𝐾(𝑏𝑢𝑙𝑎𝑛 𝑡 𝑡𝑎ℎ𝑢𝑛 (𝐴−1))
𝐼𝐻𝐾(𝑏𝑢𝑙𝑎𝑛 𝑡 𝑡𝑎ℎ𝑢𝑛 (𝐴−1)
× 100% (2.117) 
𝐼𝑛𝑓𝑙𝑎𝑠𝑖𝑡𝑎ℎ𝑢𝑛 𝑘𝑎𝑙𝑒𝑛𝑑𝑒𝑟 =
𝐼𝐻𝐾(𝑏𝑢𝑙𝑎𝑛 𝑡 𝑡𝑎ℎ𝑢𝑛 𝐴) − 𝐼𝐻𝐾(𝐷𝑒𝑠 𝑡𝑎ℎ𝑢𝑛 (𝐴−1))
𝐼𝐻𝐾(𝐷𝑒𝑠 𝑡𝑎ℎ𝑢𝑛 (𝐴−1)
































3.1. Sumber Data 
Penelitian ini menggunakan data sekunder dengan skala metrik yaitu 
inflasi dan curah hujan serta data dengan skala non metrik berupa variasi kalender 
(tanggal dan bulan perayaan hari raya Idul Fitri) dan kebijakan pemerintah berupa 
kenaikan harga bahan bakar minyak (BBM) pada periode Januari 2001 – 
Desember 2015. Sumber data inflasi diperoleh dari Badan Pusat Statistik, 
sedangkan curah hujan bersumber dari BMKG untuk tiap kota lokasi survei yaitu 
Pontianak, Sampit, Palangkaraya, Banjarmasin, Balikpapan dan Samarinda. 
Data pada periode Januari 2001 – Desember 2014 akan digunakan 
sebagai data training (in-sample), sedangkan data pada periode Januari – 
Desember 2015 akan digunakan sebagai data validasi/testing (out-sample). Data 
training digunakan untuk pemodelan, sedangkan data testing digunakan untuk 
mengetahui tingkat akurasi peramalan.  
Lokasi keenam kota yang menjadi penelitian dapat dilihat pada peta 
wilayah Kalimantan seperti pada Gambar 3.1 berikut : 
 
Gambar 3.1. Peta Lokasi Kota-kota di Kalimantan  
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Berdasarkan Gambar 3.1 diperoleh besaran jarak tempuh antar kota yang 
disajikan dalam bentuk matriks seperti pada Tabel 3.1 berikut : 
 














Pontianak 0  1.074  1.296  1.490  1.988  2.104  
Sampit 1.074  0  222  416  914  1.030  
Palangkaraya 1.296  222  0  194  692  808  
Banjarmasin 1.490  416  194  0  498  614  
Balikpapan 1.988  914  692  498  0  116  
Samarinda 2.104  1.030  808  614  116  0  
Sumber : www.google.co.id/maps (data diolah) 
 
3.2. Definisi Variabel Penelitian  
Variabel yang digunakan dalam penelitian ini terdiri satu variabel respon 
dan dan tiga variabel prediktor. Adapun definisi operasional masing-masing 
variabel adalah sebagai berikut : 
 Inflasi 
Inflasi diartikan sebagai kecenderungan naiknya harga barang dan jasa pada 
umumnya yang berlangsung secara terus menerus. Jika terjadi inflasi, maka hal 
tersebut mengindikasikan harga barang dan jasa di dalam negeri mengalami 
kenaikan. Naiknya harga barang dan jasa tersebut menyebabkan turunnya nilai 
mata uang. Dengan demikian, inflasi dapat juga diartikan sebagai penurunan nilai 
mata uang terhadap nilai barang dan jasa secara umum. Indikator yang digunakan 
untuk mengukur tingkat inflasi adalah Indeks Harga Konsumen (IHK). 
 
 Curah Hujan 
Menurut BMKG, curah hujan merupakan ketinggian air hujan yang terkumpul 
dalam tempat yang datar, tidak menguap, tidak meresap, dan tidak mengalir. 
Satuan curah hujan dinyatakan dalam satuan millimeter satuan millimeter (mm). 
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Curah hujan 1 (satu)  milimeter artinya dalam luasan satu meter persegi pada 
tempat yang datar tertampung air setinggi satu milimeter atau tertampung air 
sebanyak satu liter. Besarnya curah hujan (definisi BMKG) menurut jenisnya 
terdiri dari hujan kecil antara 0 – 21 mm per hari, hujan sedang antara 21 – 50 mm 
per hari dan hujan besar atau lebat di atas 50 mm per hari.  
  
 Dummy variasi kalender 
Indonesia dengan penduduk mayoritas beragama Islam, kejadian Hari Raya 
Idul Fitri (Lebaran) dianggap ikut memberikan pengaruh terhadap kenaikan harga 
barang. Sehingga setiap menjelang bulan Ramadhan dan Idul Fitri menjadi 
perhatian khusus bagi pemerintah untuk memantau ketersediaan dan distribusi 
barang khususnya bahan makanan. Variabel dummy terjadinya lebaran dapat 
dilihat seperti pada Tabel 3.2 sedangkan struktur variabel dummy dapat dilihat 
pada Tabel 3.6. 
 
Tabel 3.2. Tanggal Hari Raya Idul Fitri 2001-2015 
Data Tahun t Tanggal, Bulan Dummy untuk t-1, t 
In-
Sample 
2001 1-12 17-18 Desember Dt-1 = 11, Dt = 12 
2002 13-24 06-07 Desember Dt-1 = 23, Dt = 24 
2003 25-36 25-26 November Dt-1 = 34, Dt = 35 
2004 37-48 14-15 November Dt-1 = 46, Dt = 47 
2005 49-60 03-04 November Dt-1 = 58, Dt = 59 
2006 61-72 23-24 Oktober Dt-1 = 69, Dt = 70 
2007 73-84 12-13 Oktober Dt-1 = 81, Dt = 82 
2008 85-96 01-02 Oktober Dt-1 = 93, Dt = 94 
2009 97-108 21-22 September Dt-1 = 104, Dt = 105 
2010 109-120 10-11 September Dt-1 = 116, Dt = 117 
2011 121-132 30-31 Agustus Dt-1 = 127, Dt = 128 
2012 133-144 19-20 Agustus Dt-1 = 139, Dt = 140 
2013 145-156 08-09 Agustus Dt-1 = 151, Dt = 152 
2014 157-168 28-29 Juli Dt-1 = 162, Dt = 163 
Out-
Sample 
2015 169-180 17-18 Juli Dt-1 = 174, Dt = 175 
Sumber : Diolah dari kalender (2001-2015)  
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Variasi kalender sebagai variabel dummy dalam penelitian ini dibuat 
dalam 2 model (skenario) yaitu dummy bulanan dan dummy mingguan dengan 
rincian sebagai berikut : 
Model 1 (Skenario 1) 
𝐷𝑡    =  Variabel dummy bernilai 1 pada bulan dimana terjadinya hari raya Idul 
Fitri pada bulan ke-t dan bernilai 0 untuk bulan yang lain. 
𝐷𝑡−1 =  Variabel dummy bernilai 1 pada satu bulan sebelum bulan terjadinya hari 
raya Idul Fitri pada bulan ke-t dan bernilai 0 untuk bulan yang lain. 
Model 2 (Skenario 2) 
𝐷𝑗,𝑡    =  Variabel dummy bernilai 1 pada bulan dimana terjadinya hari raya Idul 
Fitri pada mingu ke-j dan bernilai 0 untuk bulan yang lain, 𝑗 = 1,2,3,4.  
𝐷𝑗,𝑡−1 =  Variabel dummy bernilai 1 pada satu bulan sebelum bulan terjadinya hari 
raya Idul Fitri pada bulan ke-j dan bernilai 0 untuk bulan yang lain, 
𝑗 = 1,2,3,4. 
 
 Kebijakan Pemerintah (Harga BBM) 
Dalam kurun waktu 2001 – 2015, pemerintah menerapkan kebijakan dengan 
melakukan penyesuain harga BBM baik berupa kenaikan atau penurunan 
harga. BBM dimaksud mencakup jenis premium, solar dan minyak tanah. 
Kebijakan kenaikan harga BBM yang diduga memberikan dampak yang besar 
adalah kejadian pada bulan Oktober 2005. Kebijakan tersebut dianggap sebagai 
variabel intervensi dengan fungsi pulse karena hanya memberikan dampak 
pada saat terjadinya kebijakan tersebut. Secara rinci kebijakan pemerintah 
terhadap perubahan harga BBM seperti pada Tabel 3.3 berikut : 
 








2001 16 Juni ↑ P, S dan MT 2008 24 Mei ↑ P, S dan MT 
2002 1 Maret ↑ P, S dan MT  1 Desember ↓ P 










 3 Mei ↑ P, S dan MT 2009 15 Januari ↓ P dan S 
2003 1 Januari ↑ P, S dan MT 2013 22 Juni ↑ P dan S 
 21 Januari ↓ S dan MT 2014 18 November ↑ P dan S 
2005 1 Maret ↑ P, S dan MT 2015 1 Januari ↓ P dan S 
 1 Oktober ↑ P, S dan ↓ MT  19 Januari ↓ P dan S 
Sumber : https://id.wikipedia.org  
Keterangan : ↑ = kenaikan harga 
  ↓ = penurunan harga 
  P = Premium; S = Solar dan MT = Minyak Tanah 
 
3.3. Struktur Data 
Variabel yang menjadi respon dalam penelitian ini disimbolkan Yi,t yang 
menyatakan tingkat inflasi pada lokasi ke-i dengan i = 1,2,3,4,5,6 (Pontianak, 
Sampit, Palangkaraya, Banjarmasin, Balikpapan dan Samarinda) dan waktu ke-t. 
Dengan demikian secara rinci variabel respon dalam penelitian ini bisa dijabarkan 
seperti pada Tabel 3.4 berikut. 
 
Tabel 3.4. Variabel Output (Respon) Dalam Penelitian 
No Variabel Keterangan 
1 Y1,t Inflasi Kota Pontianak waktu ke-t 
2 Y2,t Inflasi Kota Sampit waktu ke-t 
3 Y3,t Inflasi Kota Palangkaraya waktu ke-t 
4 Y4,t Inflasi Kota Banjarmasin waktu ke-t 
5 Y5,t Inflasi Kota Balikpapan waktu ke-t 
6 Y6,t Inflasi Kota Samarinda waktu ke-t 
  
Untuk variabel input (eksogen) dengan skala metrik yaitu curah hujan 
disimbolkan 𝑥𝑖,𝑡 menyatakan banyaknya curah hujan pada lokasi ke-i dengan i = 
1,2,3,4,5,6 (Pontianak, Sampit, Palangkaraya, Banjarmasin, Balikpapan dan 
Samarinda), pada waktu ke-t.  
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Struktur data untuk Inflasi dengan variabel prediktor adalah curah hujan 
yang terjadi pada enam kota di Kalimantan seperti pada Tabel 3.5 di bawah ini. 
 
Tabel 3.5. Struktur Data Inflasi dengan Variabel Prediktor Curah Hujan  
t Tahun Bulan Y1,t Y2,t … Y6,t X1,t X2,t … X6,t 
1 2001 1 Y1,1 Y2,1 … Y6,1 X1,1 X2,1 … X6,1 
⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮ ⋱ ⋮ 
12 2001 12 Y1,12 Y2,12 … Y6,12 X1,12 X2,12 … X6,12 
13 2002 1 Y1,13 Y2,13 … Y6,13 X1,13 X2,13 … X6,13 
⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮ ⋱ ⋮ 
24 2002 12 Y1,24 Y2,24 … Y6,24 X1,24 X2,24 … X6,24 
⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮ ⋱ ⋮ 
145 2013 1 Y1,145 Y2,145 … Y6,145 X1,145 X2,145 … X6,145 
⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮ ⋱ ⋮ 
156 2013 12 Y1,156 Y2,156 … Y6,156 X1,156 X2,156 … X6,156 
157 2014 1 Y1,157 Y2,157 … Y6,157 X1,157 X2,157 … X6,157 
⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮ ⋱ ⋮ 
168 2014 12 Y1,168 Y2,168 … Y6,168 X1,168 X2,168 … X6,168 
 
Tabel 3.6. Struktur Data Inflasi dengan Variabel Dummy Hari Raya Idul Fitri 
t Tahun Bulan Y1,t Y2,t … Y6,t Dt-1 Dt 
1 2001 1 Y1,1 Y2,1 … Y6,1 0 0 
⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮ 
11 2001 11 Y1,11 Y2,11 … Y6,11 1 0 
12 2001 12 Y1,12 Y2,12 … Y6,12 0 1 
13 2002 1 Y1,13 Y2,13 … Y6,13 0 0 
⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮ 
23 2002 11 Y1,23 Y2,23 … Y6,23 1 0 
24 2002 12 Y1,24 Y2,24 … Y6,24 0 1 
25 2003 1 Y1,25 Y2,25 … Y6,25 0 0 
⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮ 
145 2013 1 Y1,145 Y2,145 … Y6,145 0 0 
⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮ 
65 
 
t Tahun Bulan Y1,t Y2,t … Y6,t Dt-1 Dt 
151 2013 7 Y1,151 Y2,151 … Y6,151 1 0 
152 2013 8 Y1,152 Y2,152 … Y6,152 0 1 
153 2013 9 Y1,153 Y2,153 … Y6,153 0 0 
⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮ 
156 2013 12 Y1,156 Y2,156 … Y6,156 0 0 
157 2014 1 Y1,157 Y2,157 … Y6,157 0 0 
⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮ 
162 2014 6 Y1,162 Y2,162 … Y6,162 1 0 
163 2014 7 Y1,163 Y2,163 … Y6,163 0 1 
164 2014 8 Y1,164 Y2,164 … Y6,164 0 0 
⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮ 
168 2014 12 Y1,168 Y2,168 … Y6,168 0 0 
 
3.4. Metode Analisis 
Metode analisis yang digunakan dalam penelitian ini adalah 
menggunakan analisis deskriptif untuk memberikan gambaran inflasi yang berada 
di enam kota di Kalimantan. Selain itu dilakukan analisis inferensi berupa 
pengujian model yang dibentuk serta melakukan peramalan berdasarkan model 
yang terbaik. Dalam estimasi parameter, menggunakan menggunakan metode 
kuadrat terkecil/OLS dan Generalized Least Square (GLS) 
 
3.5. Tahapan Penelitian 
Secara umum dalam penelitian ini dilakukan beberapa tahapan seperti 
ditunjukkan pada diagram alur pada Gambar 3.2 Mengacu pada tujuan penelitian 
ini, maka tahapan analisis dalam penelitian adalah melakukan pemodelan data 
inflasi pada 6 (enam) lokasi dengan menggunakan model ARIMA, model fungsi 
transfer, variasi kalender dan intervensi serta model GSTARX. Pada tahap awal 
dilakukan eksplorasi data tentang inflasi di enam kota inflasi yang menjadi obyek 
penelitian untuk menghasilkan gambaran secara umum perkembangan dan 
karakteristik inflasi di masing-masing kota tersebut. Penyajian ekplorasi data 
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dalam bentuk deskriptif dengan pembentukan plot time series untuk setiap kota 
inflasi tersebut. 
 
Gambar 3.2. Alur Tahapan Penelitian 
 
Untuk tahapan melakukan pemodelan dengan GSTARX maka dilakukan 
dua tahap yaitu tahap petama melakukan pemodelan dengan ARIMA, ARIMAX 
dengan variabel eksogen non metrik berupa variasi kalender dan intervensi serta 
variabel eksogen metrik berupa fungsi transfer. Sedangkan tahap 2 melakukan 
model GSTAR yang berasal dari residual dari model pada tahap satu. Secara rinci 
dijabarkan sebagai berikut :  
1. Memodelkan data inflasi dengan menggunakan ARIMA 
a. Membagi data series inflasi menjadi data in-sample dan data out-sample. 
Analisis Deskriptif Data Inflasi pada kota Inflasi di Kalimantan 
Identifikasi data : 
1. Plot data dengan plot time series 
2. Identifikasi Stasioner, Data di differencing jika tidak stasioner dalam mean, dan 
ditransformasi jika tidak stasioner dalam varians 
Pemodelan Inflasi dengan ARIMA 
Pemodelan Inflasi dengan Fungsi Transfer, Variasi Kalender dan Intervensi 
Pemodelan Inflasi dengan GSTAR dan GSTARX 
Membandingkan akurasi hasil peramalan model GSTARX dengan model ARIMAX menggunakan 
kriteria RMSE terkecil 
Mulai 
Pemilihan model terbaik berdasarkan data out-sample 
Selesai 
Data Inflasi di Pontianak, Sampit, Palangkaraya, Banjarmasin, Balikpapan dan Samarinda  
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b. Identifikasi pola data dengan plot time series, membuat plot 
Autocorrelation Function (ACF) dan plot Partial Autocorrelation 
Function (PACF) dari data inflasi (In-sample). 
c. Memeriksa kestasioneran data inflasi di 6 (enam) kota baik dalam mean 
maupun varians. 
d. Melakukan estimasi parameter model pada data inflasi di 6 kota 
e. Melakukan dignosa terhadap model untuk mendapatkan model yang layak 
dan memenuhi asumsi residual white noise dan berdistribusi normal. 
f. Melakukan peramalan berdasarkan model terbaik dan mengukur tingkat 
RMSE pada data out-sample. 
2. Pembentukan model dengan variasi kalender  
a. Identifikasi dan menentukan variabel dummy berdasarkan periode kalender 
variasi terjadinya hari raya Idul Fitri dengan rincian sebagai berikut : 
Model 1 (dummy bulanan) 
𝐷𝑡−1  =  Variabel dummy bulan sebelum Idul Fitri pada periode 
pengamaatan. 
𝐷𝑡  =  Variabel dummy bulan Idul Fitri pada periode pengamatan. 
Model 2 (dummy mingguan) 
𝐷𝑖,𝑡−1  =  Variabel dummy minggu ke-i sebelum bulan Idul Fitri pada 
periode pengamatan, dimana untuk 𝑖 = 1,2,3,4. 
𝐷𝑖,𝑡  =  Variabel dummy minggu ke-i saat terjadinya hari Raya Idul Fitri 
pada periode pengamatan, dimana untuk 𝑖 = 1,2,3,4. 
b. Melakukan pemodelan dan estimasi parameter dengan model regresi 
variasi kalender sebagai berikut : 
 𝑦𝑖,𝑡 = 𝑓(𝐷𝑖,𝑡, 𝐷𝑖,𝑡−1) + 𝑢𝑖,𝑡 (3.1) 
c. Memodelkan residual dari model regresi dummy dengan menggunakan 
model ARIMA. Apabila residual dari model regresi sudah memenuhi 




d. Melakukan pengecekan signifikansi parameter. 
e. Melakukan cek diagnosa terhadap residual dari model ARIMA untuk 
mengetahui kelayakan model ARIMA yang terbentuk.  Kelayakan model 
dimaksud adalah residual sudah memenuhi asumsi white noise dan 
mengikuti distribusi normal. 
3. Pembentukan model dengan intervensi 
Variabel intervensi dalam penelitian ini bersifat pulse, sehingga bisa 
didefinisikan bahwa nilai respons impuls menggunakan b=0, s=0 dan  r=0. 
Dengan demikian perlakuan untuk penyertaan variabel intervensi sama halnya 
dengan perlakuan adanya outlier dengan tipe Additive Outlier, sehingga 
pemodelan secara khusus untuk variabel intervensi tidak akan dilakukan karena 
sudah tercakup dalam pemodelan yang melibatkan deteksi outlier dengan tipe 
Additive Outlier (AO). Sehingga bentuk persamaan model intervensi identik 
dengan model deteksi outlier tipe additive seperti pada persamaan (2.60) yaitu : 
 




     =
𝜃(𝐵)
𝜙(𝐵)







1  , 𝑡 ≠ 𝑇
0  , 𝑡 = 𝑇
  
𝑢𝑡  adalah model ARIMA sebelum deteksi outlier 
𝐼𝑡
(𝑇)
  adalah variabel Intervensi pada waktu ke-T. 
4. Pemodelan fungsi transfer  
a. Mengidentifikasi stasioneritas deret input yaitu variabel curah hujan 
b. Melakukan prewhitening pada input series dan ouput series: membentuk 
model ARIMA untuk masing-masing input series dengan melalui tahap 
identifikasi model, estimasi parameter model, dan pengujian model 
sehingga mendapatkan nilai prewhitening input series. dan mendapatkan 
output series dengan menggunakan hasil pemutihan dari input series. 
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c. Menetapkan bobot respon impuls (b,s,r) yang menghubungkan setiap 
data deret input dan deret output serta penaksiran awal deret error 𝑛𝑡.  
d. Melakukan pemodelan dengan model fungsi transfer sementara 
berdasarkan orde (b,s,r) dan pemodelan ARIMA untuk 𝑛𝑡. 
e. Melakukan estimasi parameter model fungsi transfer, sehingga 











f. Melakukan diagnosa (diagnostic checking) model untuk mendapatkan 
model yang layak dengan memeriksa residual untuk mengetahui 
tercapainya asumsi residual yang white noise dan berdistribusi normal.  
g. Melakukan peramalan dengan model terbaik dan menghitung nilai 
RMSE pada data out-sample. 
5. Pembentukan model pada level satu 
Berdasarkan persamaan (3.1), (3.2) dan (3.3) maka diperoleh model 
ARIMAX untuk tiap lokasi dengan 3 variabel eksogen sebagai berikut : 
 




𝑥𝑖,𝑡 + 𝑛𝑖,𝑡 (3.4) 
 
dengan ?̇?𝑖,𝑡 = 𝑦𝑖,𝑡 − 𝜇, dan 𝑦𝑖,𝑡 = 𝐿𝑛(Yi,t). 
6. Pembentukan model dengan GSTARX 
Pada tahapan level 2 dimana residual 𝑛𝑡 dari 6 lokasi yang didapat pada 
persamaan (3.4) dibentuk model GSTAR dengan bobot lokasi menggunakan 
bobot invers jarak, normalisasi korelasi silang, dan normalisasi inferensia 
korelasi silang parsial. Pada tahap kedua dilakukan langkah-langkah sebagai 
berikut : 
b.1. Mengidentifikasi stasioneritas dalam rata-rata residual 𝑛𝑖,𝑡 dengan 
menggunakan skema MCCF. 
b.2. Menentukan orde waktu (p) dari model 𝑛𝑖,𝑡 yang telah stasioner dengan 
menggunakan skematik MCCF dan nilai AIC minimum. 
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b.3. Menentukan bobot spasial yang digunakan, bobot spasial yang 
dipergunakan ditentukan dengan orde spasial satu (𝜆𝑝 = 1).  
b.4. Melakukan penghitungan nilai pembobot wilayah (W
1
) menggunakan 
bobot seragam, invers jarak imajiner dengan menarik garis lurus (tipe I), 
invers jarak riil jarak tempuh transportasi darat (tipe II), normalisasi 
korelasi silang dan normalisasi inferensia parsial korelasi silang. 
b.5.  Melakukan estimasi parameter dengan menggunakan ordo p dari langkah 
(b.2.) dengan model GSTAR-GLS.  
 




+ 𝒆(𝑡) (3.5) 
 
b.6. Menguji signifikansi parameter model GSTAR-GLS. Jika terdapat 
parameter-parameter yang tidak signifikan, dilakukan restricted dengan 
mengurangi variabel yang tidak signifikan. 
b.7. Mendapatkan model GSTAR-GLS dan melakukan peramalan ?̂?𝑖,𝑡 dengan 
model GSTAR-GLS.  
7. Peramalan dengan GSTARX 
Pada tahap ini dilakukan langkah-langkah dalam pemodelan GSTARX 
yaitu sebagai berikut : 
a. Melakukan peramalan dengan model GSTARX untuk data inflasi pada 6 
kota di Kalimantan berdasarkan persamaan (3.4) dan (3.2) sebagai 
berikut : 
 ?̂?𝑖,𝑡 = ?̂?𝑖,𝑡 + ?̂?𝑖,𝑡  
 




𝑥𝑖𝑡 + 𝑛𝑖,𝑡 
 
 Level 2 :   
 




+ 𝒆(𝑡) (3.6) 
dengan 
?̂?𝑖,𝑡 : hasil ramalan ke-t di lokasi ke-i dari model GSTARX  
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?̂?𝑖,𝑡 : hasil ramalan ke-t di lokasi ke-i di tahap I 
?̂?𝑖,𝑡 : hasil ramalan ke-t di lokasi ke-i di tahap II 
𝑖  : banyaknya lokasi 
𝑘  : orde AR pada GSTAR 
b. Melakukan diagnostic checking hasil pemodelan GSTARX masing-
masing bobot dengan pengujian residual yang white noise dengan 
menggunakan AIC yang terkecil. 
c. Menghitung nilai RMSE hasil pemodelan GSTARX masing-masing 
bobot pada data out-sample.  
8. Pemilihan model terbaik 
a. Melakukan perbandingan hasil peramalan GSTARX dengan ARIMAX 
menggunakan empat macam bobot berdasarkan kriteria model RMSE 
untuk data out-sample. 































HASIL DAN PEMBAHASAN 
 
Pada bab ini akan dijelaskan secara rinci analisis dan hasil pemodelan 
inflasi yang dilakukan pada 6 lokasi di wilayah Kalimantan yang meliputi Kota 
Pontianak, Sampit, Palangkaraya, Banjarmasin, Balikpapan dan Samarinda. 
Pemodelan inflasi dilakukan dengan menggunakan analisis time series univariat 
maupun multivariat yaitu model ARIMA, variasi kalender, analisis intervensi, dan 
model fungsi transfer. Untuk analisis intervensi akan diintegrasikan dengan 
adanya deteksi outlier pada setiap model univariat.  
Estimasi parameter dari model ARIMA, variasi kalender dan fungsi 
transfer menggunakan Conditional Least Square. Untuk pemodelan multivariat 
dilakukan pada tahap kedua, dengan menggunakan model GSTAR dari residual 
hasil model simultan univariat. Estimasi parameter pada model GSTAR 
menggunakan Generalized Least Square. Pada setiap pemodelan dilakukan 
pemilihan model terbaik sehingga bisa digunakan untuk melakukan peramalan 
terhadap inflasi di enam kota di wilayah Kalimantan. Untuk memberikan 
gambaran umum digunakan analisis deskriptif mengenai inflasi di Kalimantan. 
 
4.1. Karakteristik Data Inflasi Enam Lokasi di Kalimantan 
Dalam penelitian ini menggunakan data inflasi pada periode bulan 
Januari 2001 – Desember 2015 pada 6 kota di wilayah Kalimantan yaitu 
Pontianak, Sampit, Palangkaraya, Banjarmasin, Balikapapan dan Samarinda. Pada 
periode Januari 2001 – Desember 2014 digunakan sebagai data in-sample  
sedangkan data pada peride Januari – Desember 2015 digunakan sebagai data out-
sample. Inflasi yang dimaksud dalam penulisan ini adalah inflasi umum.  
Summary dari data inflasi enam kota di Kalimantan bisa dilihat pada 
Tabel 4.1. Berdasarkan pada tabel tersebut memperlihatkan bahwa rata-rata inflasi 
selama periode Januari 2001 – Desember 2014 di enam lokasi tersebut relatif 
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tidak jauh berbeda. Rata-rata inflasi tertinggi di Samarinda yang tercatat sebesar 
0,683 persen diikuti Balikpapan dengan tingkat rata-rata sebesar 0,673 persen. 
 
Tabel 4.1. Statistik Deskriptif Data Inflasi Pada Enam Kota di Kalimantan 
Lokasi Mean Standar Deviasi Minimum Maksimum 
Pontianak 0,668 0,946 -1,66 7,17 
Sampit 0,598 1,050 -1,89 6,78 
Palangkaraya 0,645 1,003 -1,30 6,83 
Banjarmasin 0,647 0,980 -1,23 8,05 
Balikpapan 0,673 0,917 -1,33 6,38 
Samarinda 0,683 0,953 -1,27 7,38 
 
Adapun rata-rata inflasi terkecil terjadi di Sampit sebesar 0,598 persen. 
Sementara rata-rata inflasi di lokasi lain yaitu Pontianak sebesar 0,668 persen, 
Palangkaraya sebesar 0,645 persen dan Banjarmasin sebesar 0,647 persen. 
Tingkat rata-rata inflasi yang tidak jauh berbeda pada enam wilayah tersebut 
mengindikasikan bahwa pengendalian inflasi oleh pihak terkait di masing-masing 
wilayah telah berjalan dengan baik.  
Berdasarkan Gambar 4.1 menunjukkan tingkat persebaran data inflasi di 
masing-masing lokasi relatif tidak berbeda jauh. Namun demikian terdapat 
sebaran inflasi yang cenderung bersifat pencilan atau outlier. Pada boxplot di atas 
menunjukkan bahwa setiap lokasi memiliki data outlier yang beragam pada waktu 
terjadinya. Namun demikian, pada semua lokasi terdapat tingkat inflasi yang 
dianggap outlier dan terjadi pada bulan yang sama yaitu pada bulan Oktober 
2005, dimana pada bulan ini untuk seluruh wilayah merupakan tingkat inflasi 
tertinggi selama kurun waktu tersebut. Tingginya tingkat inflasi pada bulan 
tersebut sebagai akibat dari adanya kebijakan pemerintah dalam menaikkan harga 


















 Gambar 4.1. Boxplot Inflasi Enam Wilayah di Kalimantan  
  (a) Pontianak (b) Sampit (c) Palangkaraya (d) Banjarmasin (e) Balikpapan (f) Samarinda 
Pada Tabel 4.1 dan Gambar 4.1 juga memberikan gambaran bahwa inflasi 
terendah terjadi pada wilayah Sampit yang mengalami deflasi sebesar 1,89 pada 
bulan Juni 2005, sedangkan tingkat inflasi tertinggi terjadi di Banjarmasin sebesar 
7,38 persen pada bulan Oktober 2005. Berdasarkan pola persebarannya, fluktuasi 
inflasi yang tertinggi ada di Sampit, dimana persebaran data terhadap rata-rata 
inflasi atau tingkat deviasinya sebesar 1,050 sedangkan fluktuasi yang terendah 


















 Gambar 4.2. Plot Time Series Inflasi Enam Wilayah di Kalimantan  
  (a) Pontianak (b) Sampit (c) Palangkaraya (d) Banjarmasin (e) Balikpapan (f) Samarinda 
Berdasarkan pada Gambar 4.2 memperlihatkan pergerakan inflasi secara 
fluktuatif dan memiliki pola perubahan yang relatif sama pada enam lokasi 
tersebut. Kenaikan harga BBM pada bulan Oktober 2005 sebagai dampak dari 
pengurangan subsidi BBM oleh pemerintah, memberikan pengaruh yang sangat 
signifikan terhadap perubahan inflasi. Kenaikan BBM pada Oktober 2005 dirasa 
cukup besar dimana untuk jenis premium mengalami kenaikan lebih dari 85 
persen dan jenis solar lebih dari 100 persen. Perubahan inflasi pada enam wilayah 
di Kalimantan juga memiliki kecenderungan pola musiman, dimana pada bulan-
bulan tertentu besaran inflasi berada pada nilai tertinggi seperti pada bulan Juli 
khususnya di bidang pendidikan karena memasuki tahun ajaran baru sekolah serta 
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pada bulan Desember yang disebabkan meningkatnya permintaan karena libur 
natal dan tahun baru.  
Inflasi di wilayah Kalimantan juga tidak lepas karena faktor adanya kejadian 
atau event tertentu seperti perayaan hari besar agama. Dalam penelitian ini akan 
dibahas pengaruh dari perayaan hari besar agama yaitu hari raya Idul Fitri atau 
pada bulan menjelang perayaan Idul Fitri. Dalam analisis time series fenomena ini 
lebih dikenal dengan faktor variasi kalender. Hal yang lazim dan menjadi 
fenomena ekonomi secara nasional bahwa setiap menjelang perayaan Idul Fitri 
berbagai kebutuhan barang dan jasa meningkat. Hal ini memicu adanya kenaikan 
harga suatu barang dan jasa khususnya harga sembilan bahan pokok. Selain itu 
pada waktu-waktu menjelang perayaan Idul Fitri, permintaan terhadap layanan 
jasa transportasi juga mengalami peningkatan khususnya karena adanya suatu 
tradisi mudik lebaran. Adanya kenaikan harga di sektor layanan jasa transportasi 
khusunya darat dan laut pada setiap tahunnya menjelang perayaan lebaran 
berdampak pada kenaikan harga barang dan jasa pada sektor lain karena 
berhubungan dengan adanya arus distribusi barang atau jasa. Hal ini yang 
menyebabkan terjadinya inflasi pada bulan dimana terjadinya perayaan idul fitri 
atau satu bulan menjelang perayaan Idul Fitri. 
 
Gambar 4.3. Inflasi di Enam Lokasi Pada Bulan Hari Raya Idul Fitri 
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Berdasarkan plot data pada Gambar 4.3 di atas memperlihatkan bahwa setiap 
menjelang perayaan hari raya Idul Fitri atau pada saat bulan terjadinya Idul Fitri 
cenderung terjadi inflasi. Umumnya inflasi terjadi pada satu bulan sebelum bulan 
perayaan hari raya Idul Fitri atau juga bisa terjadi pada bulan dimana terjadi hari 
raya Idul Fitri. 
Hal lain yang menyebabkan terjadinya inflasi diduga karena faktor cuaca 
dalam hal ini tingginya curah hujan. Curah hujan yang tinggi kerap kali 
menyebabkan terrjadinya banjir di sejumlah daerah, dan tidak sedikit lahan 
pertanian banyak yang rusak karena banjir. Hal ini berdampak pada produksi 
pertanian yang gagal panen seperti padi, sayur-sayuran dan komoditas lainnya 
yang rentan rusak banjir. Ketika produksi menurun, maka secara ekonomi 
persediann barang di pasar juga berkurang, sedangkan di sisi lain permintaan akan 
barang tetap bahkan cenderung meningkat. Kondisi ini bisa memberikan efek 
terhadap kenaikan harga barang meningkat. 
  
Tabel 4.2. Statistik Deskriptif Curah Hujan (mm) Pada Enam Kota di Kalimantan 
Lokasi Mean Standar Deviasi Minimum Maksimum 
Pontianak 262.58 124.63 16 688 
Sampit 214.40 215.3 0 1778 
Palangkaraya 252.70 152.6 3 729.1 
Banjarmasin 230.69 128.91 0 505 
Balikpapan 234.55 113.94 10.8 705.1 
Samarinda 199.41 97.07 0 501 
 
Berdasarkan Tabel 4.2 memperlihatkan rata-rata curah hujan per bulan untuk 
enam lokasi di Kalimantan relatif tidak jauh berbeda. Rata—rata curah hujan 
tertinggi terjadi di Pontianak yang mencapai 262.58 mm per bulan. Sedangkan 
rata-rata curah hujan terendah berada pada wilayah Samarinda dengan rata-rata 
sebesar 199.41 mm per bulan. Data deskripsi di atas menunjukkan selama periode 
2001-2014 tingkat curah hujan yang tinggi terjadi di Sampit yang mencapai 1.778 
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mm. Adapun untuk tingkat curah hujan terendah (nilai minimum) terjadi di 
Sampit, Banjarmasin dan Samarinda.  
Curah hujan yang tinggi juga kerap kali mengganggu distribusi barang dan 
jasa antar wilayah, terlebih ketika kondisi jalan menjadi rusak akibat banyaknya 
genangan air sebagai dampak dari tingginya curah hujan di suatu wilayah. Adanya 
distribusi barang yang terganggu, menyebabkan pasokan atau ketersediaan barang 
dan jasa di pasar menjadi terbatas sehingga seringkali berdampak pada harga 
barang menjadi naik. Barang dan jasa yang tersedia di wilayah Kalimantan, tidak 
semuanya merupakan produksi lokal. Sebagian masih tergantung pada wilayah 
lain khususnya produksi dari pulau jawa atau antar wilayah lain di Kalimantan. 
Ketika suatu barang dan jasa didistribusikan melalui transportasi air, maka 
tingginya curah hujan sangat mengganggu dalam distribusi barang dan jasa, hal 
ini berakibat ketersediaan barang dan jasa menjadi langka karena keterlambatan 
pasokan yang berasal dari luar daerah atau pulau. Untuk itu dalam penelitian ini 
akan mencoba menyertakan variabel curah hujan sebagai prediktor dalam 
pemodelan Inflasi pada enam wilayah di Kalimantan. 
 
4.2. Kestasioneran Data 
Dalam pemodelan ARIMA inflasi pada enam kota di Kalimantan 
menggunakan prosedur Box-Jenkins. Dalam tahapan prosedur Box-Jenkins 
meliputi identifikasi data, estimasi parameter, cek diagnosa dan peramalan. 
Sebelum memasuki tahapan langkah awal yang dilakukan adalah dengan 
melakukan identifikasi data. Tahap identifikasi data dilakukan untuk mengetahui 
kestasioneran data yang meliputi stasioner dalam rata-rata dan varians.  
Untuk melihat kestasioneran data inflasi dalam rata-rata bisa dilihat 
berdasarkan Box-Plot dari data inflasi seperti pada Gambar 4.4 Berdasarkan pada 
gambar tersebut menunjukkan bahwa data inflasi enam kota di Kalimantan sudah 
stasioner dalam rata-rata. Stasioner dalam rata-rata untuk data inflasi tersebut 
setelah dilakukan differencing musiman (𝐷 = 1), karena data inflasi pada enam 


















 Gambar 4.4. Boxplot Inflasi dengan Differencing Musiman/Seasonal 
 (a) Pontianak (b) Sampit (c) Palangkaraya (d) Banjarmasin (e) Balikpapan (f) Samarinda 
Kestasioneran dalam rata-rata ditunjukkan dengan tingkat rata-rata yang 
mendekati garis lurus untuk tiap wilayah. Selain stasioner dalam rata-rata, untuk 
bisa dilakukan pemodelan ARIMA maka perlu dilihat stasioner dalam varians.  
Identifikasi kestasioneran data dalam varians dapat dilakukan dengan 
melihat plot Box-Cox pada Gambar 4.5 di bawah ini. Penggunaan Box-Cox untuk 
mengidentifikasi kestasioneran data dalam varians mensyaratkan data harus 
bernilai positif. Adapun dalam data inflasi terdapat data yang bernilai negatif. 
Untuk itu terlebih dahulu dilakukan transformasi data dengan menambahkan 
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konstanta (suatu angka) terhadap series data inflasi di masing-masing wilayah 
















 Gambar 4.5. Box-Cox Inflasi Setelah Differencing Musiman/Seasonal 
  (a) Pontianak (b) Sampit (c) Palangkaraya (d) Banjarmasin (e) Balikpapan (f) Samarinda 
Berdasarkan Tabel 4.1 terlihat bahwa nilai minimum dari inflasi di tiap 
kota berbeda-beda, sehingga penambahan konstanta untuk mempositifkan data 
inflasi di tiap lokasi berbeda. Data inflasi di Pontianak dan Sampit dilakukan 
transformasi awal dengan menambahkan suatu konstanta bernilai 2, sedangkan 
untuk data inflasi pada Palangkaraya, Banjarmasin, Balikpapan dan Samarinda 
dilakukan transformasi awal dengan menambahkan suatu konstanta bernilai 1,5.  
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Hasil Box-Cox seperti pada Gambar 4.5 menunjukkan bahwa nilai 
rounded value Lambda pada masing-masing lokasi berbeda-beda dan belum 
memuat nilai satu. Hal ini menunjukkan bahwa data inflasi pada enam lokasi 
masih belum stasioner dalam varians. Dengan demikian data inflasi pada enam 
lokasi perlu dilakukan transformasi berdasarkan nilai Box-Cox. Untuk 
keseragaman dalam tahapan pemodelan univariate dan multivariate yang 
melibatkan antar wilayah (pengaruh spatial) maka dilakukan transformasi yang 
sama terhadap data inflasi pada enam kota yaitu dengan logaritma natural (Ln) 
terhadap data awal inflasi.  
Adanya transformasi data dengan logaritma natural (Ln) akan 
menyebabkan struktur data dalam residual yang berkaitan dengan urutan deteksi 
outlier akan berubah. Untuk itu, pada penelitian ini terlebih dahulu akan 
dilakukan pemodelan dengan menggunakan data inflasi tanpa transformasi yang 
bertujuan uantuk mendeteksi adanya outlier dari residual sesuai deskripsi 
berdasarkan pada plot time series dari data inflasi enam kota. Adapun untuk 
pemodelan inflasi yang bertujuan untuk peramalan dalam penelitian ini akan 
digunakan data yang telah dilakukan transformasi untuk memenuhi kestasioneran 
data dalam rata-rata dan varians sesuai prosedur Box-Jenkins.  
 
4.3. Pemodelan Inflasi Pontianak 
4.3.1.  Model ARIMA (Data Tanpa Transformasi) 
Pada pemodelan ARIMA dengan menggunakan data tanpa transformasi 
dimaksudkan untuk mendeteksi adanya outlier yang sesuai dengan kondisi riil 
berdasarkan deskripsi dari plot time series data. Adanya outlier dalam pemodelan 
ARIMA inflasi bisa berdampak pada model yang tidak memenuhi asumsi residual 
yang mengikuti distribusi normal. Berdasarkan outlier yang terdeteksi juga bisa 
menjelaskan fenomena atau faktor yang menyebabkan terjadinya inflasi atau 
deflasi yang tinggi.   
Pemodelan ARIMA dengan prosedur Box-Jenkins diawali dengan 
penentuan orde ARIMA berdasarkan plot ACF dan PACF dari data tersebut. 
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Berdasarkan plot ACF dan PACF (Gambar 4.6) dari data inflasi di Kota 
Pontianak, maka bisa ditentukan orde ARIMA. Penentuan orde ARIMA 
didasarkan lag-lag yang signifikan pada plot ACF dan PACF dari data inflasi.  
  
Gambar 4.6. Plot ACF dan PACF Inflasi Pontianak Setelah Differencing Musiman 
Pada Gambar 4.6 memperlihatkan bahwa lag yang signifikan pada plot 
ACF maupun PACF terjadi pada lag 12 dan tidak adanya lag-lag non musiman 
yang signifikan. Hal ini bisa disimpulkan bahwa model ARIMA sementara untuk 
data inflasi Pontianak adalah ARIMA (1,1,0)
12
 dan ARIMA (0,1,1)
12
. Untuk 
menentukan model ARIMA yang akan digunakan, maka digunakan nilai AIC 
yang dihasilkan dari kedua model tersebut. Hasil nilai AIC seperti diperlihatkan 
pada Tabel 4.3 di bawah ini. 
 
Tabel 4.3.  Hasil Identifikasi dan Nilai AIC Model ARIMA Sementara Inflasi 
Pontianak 
Model ARIMA Hasil Identifikasi AIC Keterangan 
ARIMA (1,1,0)
12
 450.352 - 
ARIMA (0,1,1)
12
 438.318 dipilih untuk pemodelan 
 
Tabel 4.3 menunjukkan bahwa nilai AIC terkecil adalah model ARIMA 
(0,1,1)
12 
 dengan besaran 438.318. Hal ini menunjukkan bahwa berdasarkan 
kriteria nilai AIC terkecil maka model ARIMA (0,1,1)
12
 merupakan  model 
ARIMA terpilih untuk inflasi Pontianak. Hal yang sama (cara dan prosedur 
pemodelan) dilakukan terhadap penentuan model ARIMA pada wilayah lain 
seperti Sampit, Palangkaraya, Banjarmasin, Balikpapan dan Samarinda. Hasil 
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identifikasi model terbaik untuk model ARIMA pada enam wilayah seperti 
diperlihatkan pada Tabel 4.4 Adapun estimasi parameter dari model terpilih 
seperti bisa dilihat pada Tabel 4.5. 
 
Tabel 4.4. Model ARIMA Inflasi Enam Kota di Kalimantan 





 0.983 0.769 
Sampit (0,0,1)(0,1,1)
12
 1.161 0.505 
Palangkaraya (0,0,1)(0,1,1)
12
 1.035 0.540 
Banjarmasin (0,1,1)
12
 1.037 0.407 
Balikpapan (0,1,1)
12
 1.011 0.723 
Samarinda (0,0,[1,20])(0,1,1)
12
 0.998 0.600 
 

































































θ20 0.226 0.081 0.0061 
Θ1 0.798 0.052 <.0001 
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Estimasi parameter pada Tabel 4.5 bisa ditulis dalam bentuk persamaan 
model untuk masing-masing wilayah adalah sebagai berkut : 
 Pontianak  :  ?̇?1,𝑡 = 𝑌1,𝑡−12 + 𝑎1,𝑡 − 0.628 𝑎1,𝑡−12 
 Sampit : ?̇?2,𝑡 = 𝑌2,𝑡−12 + (1 + 0.269 𝐵)(1 − 0.693 𝐵
12) 𝑎2,𝑡 
 Palangkaraya : ?̇?3,𝑡 = 𝑌3,𝑡−12 + (1 + 0.168 𝐵)(1 − 0.758 𝐵
12) 𝑎3,𝑡 
 Banjarmasin : ?̇?4,𝑡 = 𝑌4,𝑡−12 + (1 − 0.758 𝐵
12) 𝑎4,𝑡 
 Balikpapan : ?̇?5,𝑡 = 𝑌5,𝑡−12 + (1 − 0.680 𝐵
12) 𝑎5,𝑡 
 Samarinda : ?̇?6,𝑡 = 𝑌6,𝑡−12 + (1 + 0.275 𝐵 − 0.226 𝐵20)(1 − 0.798 𝐵12) 𝑎2,𝑡 
Hasil model ARIMA untuk data inflasi pada enam wilayah di 
Kalimantan pada Tabel 4.4 memberikan informasi bahwa semua parameter pada 
model signifikan pada taraf uji 𝛼 = 0.05. Meski demikian, model ARIMA yang 
terbentuk masih belum memenuhi asumsi residual yang mengikuti disribusi 
normal. Hal ini ditunjukkan pada nilai p-value dari uji Kolmogorov-Smirnov 
kurang dari tingkat taraf uji 𝛼 = 0.05. Adanya ketidaknormalan dari residual 
model disebabkan adanya outlier. Hasil deteksi outlier untuk masing-masing 
model per wilayah seperti pada Tabel 4.6 di bawah ini. 
 
Tabel 4.6.  Hasil Deteksi Outlier Model ARIMA Inflasi Enam Kota di 
Kalimantan (Observasi ke-t) 
Pontianak Sampit Palangkaraya Banjarmasin Balikpapan Samarinda 
(Data ke-t) (Data ke-t) (Data ke-t) (Data ke-t) (Data ke-t) (Data ke-t) 
58 58 58 58 58 58 
167 4 85 133 7 151 
11 85 41 85 151 90 
151 84 3 65 33 14 
90 90 153 90 90 97 
115 32 90 64 68 168 
87 5 37 11 97 59 
51 54 133 33 167 152 
82 153 16 40 115 140 
154 97 115 44 81 95 
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Pontianak Sampit Palangkaraya Banjarmasin Balikpapan Samarinda 
(Data ke-t) (Data ke-t) (Data ke-t) (Data ke-t) (Data ke-t) (Data ke-t) 
158 25 71 152 51 115 
6 14 96 60 153 
 
147 19 68 151 46 
 
50 145 64 50 14 
 
89 12 94 51 59 
 
35 151 151 81 96 
 
143 41 65 115 5 
 
130 100 30 66 66 
 
164 86 141 6 94 
 
142 65 62 128 25 
 
 
Hasil deteksi outlier di atas menunjukkan bahwa pada data ke-58 
merupakan data outlier yang sangat signifikan dan muncul pertama kali pada 
semua model ARIMA untuk data inflasi di masing-masing wilayah. Series data 
inflasi ke-58 merupakan kejadian inflasi pada bulan Oktober 2005. Pada 
pembahasan deskriptif inflasi telah disebutkan bahwa pada kurun waktu 2001-
2014 inflasi tertinggi untuk enam kota di Kalimantan terjadi pada bulan Oktober 
2005. Tingginya inflasi pada bulan tersebut sebagai dampak dari kebijakan 
pemerintah dalam menaikkan harga bahan bakar minyak (BBM) per 1 Oktober 
2005. Kenaikan harga BBM dimaksud adalah pada jenis premium yang 
mengalami kenaikan harga lebih dari 85 persen dan jenis solar yang mencapai 
lebih dari 100 persen. 
Deteksi outlier lain yang menunjukkan adanya inflasi yang cukup tinggi 
dan terjadi pada enam kota di Kalimantan adalah series inflasi ke-90 dan 151. 
Series data inflasi ke-90 merupakan kejadian inflasi pada Juni 2008, sedangkan 
series data inflasi ke-151 merupakan kejadian inflasi pada Juli 2013. Kejadian 
inflasi bulan Juni 2008 pada enam kota di Kalimantan karena bersumber dari 
dampak kenaikan harga BBM yang diberlakukan pada 24 Mei 2008.  Kenaikan 
harga BBM yang mencapai rata-rata 28,7 persen dinilai memberikan kontribusi 
besar dalam peningkatan inflasi. Selain itu inflasi juga disebabkan adanya 
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kenaikan indeks barang dan jasa di sektor makanan, minuman, perumahan, air 
listrik dan gas, sandang, kelompok kesehatan, pendidikan, rekreasi dan olahraga, 
transportasi, komunikasi dan jasa keuangan. Kenaikan indeks harga pada sektor 
pendidikan, rekreasi dan olahraga  karena meningkatnya pengeluaran keluarga 
untuk pendidikan dan libur panjang anak sekolah.  
Pada series inflasi ke-151 menunjukkan kejadian inflasi pada bulan Juli 
2013 yang terjadi pada enam kota di Kalimantan. Terjadinya inflasi yang relatif 
tinggi pada bulan tersebut dipicu sebagai dampak lanjutan atas kenaikan BBM per 
22 Juni 2013 khususnya untuk jenis premium dan solar. Hal lain yang mendorong 
adanya kenaikan inflasi bulan Juli 2013 karena pada bulan tersebut bertepatan 
dengan bulan puasa. Kenaikan harga selama puasa lebih disebabkan karena faktor 
permintaan yang meningkat khususnya untuk jenis bahan makanan. Penjelasan 
deteksi outlier yang lain untuk setiap lokasi bisa dilihat pada Tabel 4.7 berikut. 
 
Tabel 4.7. Hasil Deteksi Outlier Model ARIMA Inflasi Enam Kota di Kalimantan 






Pontianak   
58 Oktober 2005 Sudah dijelaskan di atas. 
167 November 2014 
Kenaikan BBM (premium dan solar) pada 18 November 2014 
yang memicu kenaikan indeks harga di sektor trasnportasi. 
11 November 2001 
Memasuki bulan puasa, berdampak pada kenaikan 
indeks harga khusunya pada kelompok bahan makanan. 
151 Juli 2013 Sudah dijelaskan sebelumnya. 
90 Juni 2008 Sudah dijelaskan sebelumnya. 
115 Juli 2010 
Kenaikan Tarif Dasar Listrik (TDL) rata-rata 10% mulai 
tanggal 1 Juli 2010 yang memicu kenaikan inflasi pada 
kelompok perumahan dan listrik. 
87 Maret 2008 
Kenaikan harga minyak goreng sebesar 19,83% di 
Pontianak dan merupakan kenaikan tertinggi secara 
nasional. 
51 Maret 2005 
Kebijakan kenaikan harga BBM per 01 Maret 2005 
untuk premium (33%), solar (27%) dan minyak tanah 
(22%). 
82 Oktober 2007 
Kenaikan harga sebagai akibat meningkatnya 
permintaan menjelang perayaan hari raya Idul Fitri (12-








154 Oktober 2013 
Kenaikan harga daging sapi sebagai dampak 
meningkatnya permintaan menjelang perayaan hari raya 
Idul Adha. Harga daging sapi mencapai Rp. 125.000 per 
Kg. Adanya kelangkaan pasokan gula pasir sehingga 
memicu kenaikan harga pada komoditas tersebut. 
158 Februari 2014 
Pontianak tercatat dengan Inflasi tertinggi se-Indonesia. 
Adanya faktor musiman yaitu menjelang perayaan Cap 
Go Meh yang memicu kenaikan permintaan masyarakat 
terhadap barang dan jasa. Disamping itu adanya cuaca 
ekstrem seperti curah hujan yang tinggi di sejumlah 
daerah sentra produksi komodiatas yang berpengaruh 
terhadap kondisi produksi dan juga menghambat 
distribusi barang akibat banjir. 
Sampit   
58 Oktober 2005 Sudah dijelaskan di atas. 
4 April 2001 
Sampit tercatat mengalami Inflasi tertinggi se-
Indonesia. Adanya kenaikan harga barang karena 
meningkatnya permintaan karena pasokan yang kurang 
lancar. 
85 Januari 2008 
Kenaikan harga pada sejumlah komoditas sebagai 
dampak dari gangguan pasokan barang dan jasa yang 
didatangkan dari luar Sampit dan Palangkaraya. 
84 Desember 2008 
Faktor musiman yaitu kenaikan harga barang menjelang 
perayaan natal dan tahun baru. 
90 Juni 2008 Sudah dijelaskan sebelumnya. 
153 September 2013 
Penurunan indeks harga pada 2 kelompok pengeluaran 
yaitu kelompok bahan makan dan kelompok makanan 
jadi. Penurunan karena mulai normalnya harga barang 
pasca perayaan hari Raya Idul Fitri. 
97 Januari 2009 
Terjadi deflasi karena faktor musiman pasca perayaan 
natal dan tahun baru, harga sejumlah barang mengalami 
penurunan.  
14 Februari 2002 
Kenaikan harga pada sejumlah komoditas seperti beras, 
cabe merah, cabe rawit. Hal ini karena faktor supply 
yang kurang dalam memenuhi permintaan pasar. 
19 Juli 2002 
Adanya kenaikan dari sejumlah kmoditas barang seperti 
biaya pendidikan/uang sekolah SLTA, SLTP dan SD.  
145 Januari 2013 
Kenaikan harga sejumlah komoditas yang cukup 
signifikan seperti udang basah dan cabe rawit. 
12 Desember 2001 
Kenaikan harga karena meningkatnya permintaan 
barang dan jasa menjelang perayaan hari raya Idul Fitri. 












85 Januari 2008 
Kenaikan harga pada sejumlah komoditas sebagai 
dampak dari gangguan pasokan barang dan jasa yang 
didatangkan dari luar Sampit dan Palangkaraya. 
41 Mei 2004 
Adanya pengaruh kenaikan harga minyak dunia dan 
melemahnya nilai tukar rupiah. Meskipun secara 
nasional kecil pengaruhnya, namun untuk tingkat 
distribusi barang sampai ke Kalimantan memberikan 
pengaruh terhadap kenaikan harga pada beberapa 
komoditas barang dan jasa terutama pada kelompok 
bahan makanan. 
3 Maret 2001 Terjadi inflasi karena kenaikan  
153 September 2013 
Penurunan indeks harga pada 2 kelompok pengeluaran 
yaitu kelompok bahan makan dan kelompok makanan 
jadi. Penurunan karena mulai normalnya harga barang 
pasca perayaan hari Raya Idul Fitri. 
90 Juni 2008 Sudah dijelaskan sebelumnya. 
37 Januari 2004 
Inflasi karena meningkatnya harga dari sejumlah 
kommoditas karena faktor distribusi atau supply barang 
yang terhambat. 
133 Januari 2012 
Kenaikan harga pada komoditi daging ayam ras dan 
jenis ikan khususnya ikan gabus karena pasokan atau 
supply barang di pasar terganggu karena tingkat curah 
hujan yang tinggi dibandingkan pada bulan sebelumnya. 
16 April 2002 
Terjadinya deflasi karena adanya penurunan harga pada 
sejumlah komoditas pokok seperti beras, daging ayam 
ras cabe rawit, telor dan ikan segar. 
115 Juli 2010 
Kenaikan Tarif Dasar Listrik (TDL) rata-rata 10% mulai 
tanggal 1 Juli 2010 yang memicu kenaikan inflasi pada 
kelompok perumahan dan listrik. 
71 November 2006 
Adanya kenaikan harga pada kelompok komoditas 
sayur-sayuran.yang mencapai 8,01 persen, terutama 
komoditas kentang dan bawang putih. 
96 Desember 2008 
Faktor musiman yaitu kenaikan harga barang menjelang 
perayaan natal dan tahun baru. 
68 Agustus 2006 
Terjadinya deflasi yang lebih tinggi pada kelompok 
bahan makanan dibandingkan adanya kenaiakan harga 
(inflasi) pada kelompok pendidikan memberikan 
pengaruh pada terjadinya deflasi di Palangkaraya. 
Secara nasional, inflasi pada Agustus 2006 tercatat yang 
terendah. 
64 April 2006 
Inflasi karena adanya kenaikan harga pada kelompok 
makanan jadi. Inflasi Palangkaraya pada bulan ini 









94 Oktober 2008 
Palangkaraya merupakan kota inflsi tertinggi se-
Indonesia pada bulan Oktober 2008. Terjadinya 
kenaikan permintaan terhadap barang dan jasa pada 
bulan perayaan hari Raya Idul Fitri pada berdampak 
pada meningkatnya harga pada sejumlah komoditas 
bahan makanan seperti ikan patin, daging ayam ras, 
beras, kacang panjang dan ikan mas. 




58 Oktober 2005 Sudah dijelaskan sebelumnya. 
133 Januari 2012 
Inflasi tertinggi se-Indonesia karena pengaruh kenaikan 
harga bahan makanan seperti beras, daging ayam ras 
dan ikan segar. 
85 Januari 2008 
Secara nasional, inflasi Januari 2008 merupakan inflasi 
tertinggi selama 4 tahun terakhir. Khusus Januari, inflasi 
selalu di atas satu, karena selain faktor internal seperti 
distribusi, juga karena faktor global seperti kenaikan 
kedelai dan beras. Di samping itu harga minyak tanah 
yang meningkat secara nasional (14,69 persen).  
65 Mei 2006 
Terjadinya kenaikan harga pada kelompok bahan 
makanan seperti beras, bawang putih, daging ayam ras. 
90 Juni 2008 Sudah dijelaskan sebelumnya. 
64 April 2006 
Inflasi karena adanya kenaikan harga pada kelompok 
makanan jadi. Inflasi Banjarmasin pada bulan ini 
merupakan tertinggi se-Indonesia. 
11 November 2001 
Memasuki bulan puasa, berdampak pada kenaikan 
indeks harga khusunya pada kelompok bahan makanan. 
33 September 2003 
Banjarmasin pada bulan ini tercatat mengalami inflasi 
tertinggi kedua setelah Balikapapan. Hal ini karena 
faktor kenaikan harga pada kelompok makanan jadi, 
perumahan, dan sandang.  
40 April 2004 
Kenaikan harga sejumlah komoditas berupa bahan 
makan dan makanan jadi. Selain itu tidak bisa dijelaskan 
apakah ada kaitannya dengan pemilu, karena kondisinya 
sama dengan April 1999 yang bertepatan dengan 
pemilu, dimana pada saat itu juga mengalami inflasi 
yang tidak kecil. 
44 Agustus 2004 
Inflasi karena kenaikan harga pada kelompok bahan 
makanan. 
152 Agustus 2013 
Inflasi karena faktor musiman, karena adanya perayaan 
hari raya Idul Fitri. kenaikan pada sejumlah barang dan 









60 Desember 2005 
Faktor musiman yaitu kenaikan harga barang menjelang 
perayaan natal dan tahun baru. 
151 Juli 2013 Sudah dijelaskan sebelumnya. 
50 Februari 2005 
Terjadi deflasi karena adanya penuruanan harga pada 
sejumlah kelompok pengeluaran seperti bahan makanan. 
Umumnya inflasi akan landai sampai masuk pada bulan 
Juni yang mulai meningkat karena libur anak sekolah. 
51 Maret 2005 
Kebijakan kenaikan harga BBM per 01 Maret 2005 
untuk premium (33%), solar (27%) dan minyak tanah 
(22%). 
81 September 2007 
Kenaikan harga karena meningkatnya permintaan 
selama bulan puasa, terutama pada kelompok 
pengeluaran bahan makanan dan makanan jadi. 
115 Juli 2010 
Kenaikan Tarif Dasar Listrik (TDL) rata-rata 10% mulai 
tanggal 1 Juli 2010 yang memicu kenaikan inflasi pada 
kelompok perumahan dan listrik. 
66 Juni 2006 
Inflasi karena faktor musiman memasuki masa libur 
anak sekolah dan menjelang tahun ajaran baru.  
6 Juni 2001 
Kebijakan kenaikan harga BBM seperti premium (26%), 
solar (50%) dan minyak tanah yang diberlakukan mulai 
16 Juni 2001. 
128 Agustus 2011 
Kenaikan harga karena meningkatnya harga sejumlah 
akibat meningkatnya permintaan selama bulan puasa 





58 Juli 2013 Sudah dijelaskan sebelumnya. 
7 Juli 2001 
Inflasi musiman di sektor pendidikan, selain itu dampak 
dari kenaikan harga BBM pada pertengahan bulan Juni. 
151 Juli 2013 Sudah dijelaskan sebelumnya. 
33 September 2003 
Balikpapan pada bulan ini tercatat mengalami inflasi 
tertinggi se-Indonesia. Hal ini karena faktor kenaikan 
harga pada kelompok makanan jadi, perumahan, dan 
sandang. 
90 Juni 2008 Sudah dijelaskan sebelumnya. 
68 Agustus 2006 
Terjadinya deflasi pada kelompok bahan makanan 
dibandingkan adanya kenaiakan harga (inflasi) pada 
kelompok pendidikan memberikan pengaruh pada 
terjadinya deflasi di Balikpapan. Secara nasional, inflasi 
pada Agustus 2006 tercatat yang terendah. 
97 Januari 2009 
Inflasi karena kenaikan sejumlah barang dan jasa yang 








cabai dan bawang karena faktor minimnya pasokan. 
167 November 2014 
Kenaikan BBM (premium dan solar) pada 18 November 2014 
yang memicu kenaikan indeks harga di sektor trasnportasi. 
115 Juli 2010 
Kenaikan Tarif Dasar Listrik (TDL) rata-rata 10% mulai 
tanggal 1 Juli 2010 yang memicu kenaikan inflasi pada 
kelompok perumahan dan listrik. 
81 September 2007 
Kenaikan harga karena meningkatnya permintaan 
selama bulan puasa, terutama pada kelompok 
pengeluaran bahan makanan dan makanan jadi. 
51 Maret 2005 
Kebijakan kenaikan harga BBM per 01 Maret 2005 
untuk premium (33%), solar (27%) dan minyak tanah 
(22%). 
153 September 2013 
Penurunan indeks harga pada 2 kelompok pengeluaran 
yaitu kelompok bahan makan dan kelompok makanan 
jadi. Penurunan karena mulai normalnya harga barang 
pasca perayaan hari Raya Idul Fitri. 
46 Oktober 2004 
Kenaikan harga karena meningkatnya permintaan 
barang dan jasa menjelang atau memasuki bulan puasa. 
59 November 2005 
Inflasi karena faktor musiman, karena adanya perayaan 
hari raya Idul Fitri. Kenaikan pada sejumlah barang dan 
jasa akibat meningkatnya permintaan seperti kelompok 
pengeluaran bahan makanan, transportasi khususnya 
angkutan dalam kota. 
96 Desember 2008 
Faktor musiman yaitu kenaikan harga barang menjelang 
perayaan natal dan tahun baru. 
66 Juni 2006 
Inflasi karena faktor musiman memasuki masa libur 
anak sekolah dan menjelang tahun ajaran baru.  
94 Oktober 2008 
Terjadinya kenaikan permintaan terhadap barang dan 
jasa pada bulan perayaan hari Raya Idul Fitri pada 
berdampak pada meningkatnya harga pada sejumlah 
komoditas bahan makanan seperti ikan patin, daging 
ayam ras, beras, kacang panjang dan ikan mas. 
25 Januari 2003 
Kenaikan harga pada beberapa komoditas seperti 





58 Oktober 2005 Sudah dijelaskan sebelumnya. 
151 Juli 2013 Sudah dijelaskan sebelumnya. 
90 Juni 2008 Sudah dijelaskan sebelumnya. 
14 Februari 2002 
Kenaikan harga pada sejumlah komoditas seperti beras, 
cabe merah, cabe rawit. Hal ini karena faktor supply 








97 Januari 2009 
Inflasi karena kenaikan sejumlah barang dan jasa yang 
dipengaruhi faktor musiman seperti sayuran, ayam, 
cabai dan bawang karena faktor minimnya pasokan. 
168 Desember 2014 
Kenaikan harga karena faktor musiman yaitu perayaan 
Natal dan libur akhir tahun. 
59 November 2005 
Inflasi karena faktor musiman, karena adanya perayaan 
hari raya Idul Fitri. Kenaikan pada sejumlah barang dan 
jasa akibat meningkatnya permintaan seperti kelompok 
pengeluaran bahan makanan, transportasi khususnya 
angkutan dalam kota. 
152 Agustus 2013 
Inflasi karena faktor musiman, karena adanya perayaan 
hari raya Idul Fitri. kenaikan pada sejumlah barang dan 
jasa akibat meningkatnya permintaan seperti 
transportasi, rekreasi 
140 Agustus 2012 
Kenaikan harga pada saat bulan puasa dan menjelang 
hari raya Idul Fitri 
95 November 2008 
Terjadinya deflasi karena penyediaan bahan pokok 
terutama pangan cukup memadai sehingga dalam 
bidang pangan. 
115 Juli 2010 
Kenaikan Tarif Dasar Listrik (TDL) rata-rata 10% mulai 
tanggal 1 Juli 2010 yang memicu kenaikan inflasi pada 
kelompok perumahan dan listrik. 
 
Dengan banyaknya outlier yang terdeteksi pada model untuk setiap 
wilayah, hal ini akan memberikan dampak pada residual dari setiap model tidak 
mengikuti distribusi normal. Pada pemodelan selanjutnya yang bertujuan untuk 
peramalan, maka penggunaan deteksi outlier hanya dibatasi untuk mengatasi 
asumsi kelayakan model yaitu agar residual model sudah mengikuti distribusi 
normal, sehingga model yang diperoleh layak digunakan untuk peramalan.  
Pada pembentukan model univariat dan multivariat selanjutnya 
digunakan data yang telah stasioner dalam rata-rata dan varians. Hal ini untuk 
memenuhi syarat prosedur Box-Jenkins seperti telah dijelaskan sebelumnya.  
 
4.3.2.  Model ARIMA 
Langkah awal dalam pemodelan ARIMA setelah terpenuhinya 
kestasioneran data dalam rata-rata atau varians, maka dilakukan identifikasi untuk 
menentukan orde model ARIMA yang sesuai. Penentuan orde ARIMA didasarkan 
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lag-lag yang signifikan pada plot ACF dan PACF dari data inflasi hasil 
transformasi dan differencing musiman.  
 
  
Gambar 4.7. Plot ACF dan PACF Inflasi Pontianak Hasil Transformasi dan Differencing Musiman 
Pada Gambar 4.7 bisa diidentifikasi bahwa lag yang signifikan pada plot 
ACF terjadi pada lag 12, sedangkan pada plot PACF terjadi pada lag 12 dan 24. 
Berdasarkan identifikasi lag yang signifikan tersebut, menunnjukkan tidak adanya 
lag-lag non musiman yang signifikan, sedangkan lag yang signifikan terdapat 
pada lag musiman 12 dan 24 dimana untuk pola ACF bersifat cut off pada lag 12 
(lag 1 pada musiman 12), sedangkan PACF bersifat dies down, sehingga bisa 





. Selanjutnya dilihat estimasi parameter untuk 
pemodelan inflasi pontianak. Hasil pengujian parameter untuk model tersebut 
dapat dilihat pada Tabel 4.8. 
 
Tabel 4.8. Hasil Estimasi Parameter Model ARIMA Inflasi Pontianak 
Model ARIMA Parameter Estimasi Standar Error P-value 
 (0,1,1)
12
 Θ1 0.60002 0.06693 <.0001 
 
Berdasarkan hasil estimasi di atas menunjukkan bahwa dengan taraf 
signifikansi 𝛼 = 0.05 parameter model ARIMA memiliki nilai p-value kurang 
dari 0.05 sehingga parameter tersebut bisa digunakan dalam model. Secara 
matematis, model ARIMA (0,1,1)
12
 bisa ditulis sebagai berikut : 
?̇?1,𝑡 = 𝑦1,𝑡−12 + 𝑎1,𝑡 − 0.60002 𝑎1,𝑡−12 
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dengan ?̇?1,𝑡 = 𝑦1,𝑡 − 𝜇, dan 𝑦1,𝑡 = Ln(Y1,t + 2) 
Langkah selanjutnya adalah melakukan diagnostic checking untuk 
melihat kelayakan model yaitu residual memenuhi asumsi white noise dan 
berdistribusi normal. Taraf signifikansi yang digunakan sebesar 𝛼 = 0.05. hasil 
pengujian asumsi residual white noise dapat dilihat pada Tabel 4.9. 
 




Uji White Noise Uji Kenormalan 
Lag Chi-Square DF Pr >ChiSq KS P-Value 
6 2.13 5 0.8305 
0.089445 < 0.0100. 
12 10.59 11 0.4781 
18 12.15 17 0.7911 
24 19.95 23 0.6449 
30 26.51 29 0.5981 
 
Hasil uji di atas menunjukkan bahwa nilai autokorelasi residual model 
ARIMA (0,1,1)
12
 memiliki p-value yang lebih besar dari 0.05 yang berarti bahwa 
tidak terdapat korelasi antar lag sehingga asumsi residual white noise sudah 
terpenuhi. Adapun untuk uji normalitas residual pada model ARIMA (0,1,1)
12
 
menunjukkan bahwa uji asumsi dengan Kolmogorov-Smirnov menghasilkan nilai 
uji sebesar 0.089445 dengan nilai p-value kurang dari 0.0100. Ini berarti pada 
pada taraf uji 𝛼 = 0.05 menunjukkan bahwa model ARIMA (0,1,1)12 belum 
memenuhi asumsi residual mengikuti distribusi normal.  
 
Tabel 4.10. Hasil Deteksi Outlier Model ARIMA (0,1,1)
12





130 Additive -1.49068 39.81 <.0001 
142 Additive -1.47654 38.58 <.0001 
58 Additive 1.2845 29.87 <.0001 
155 Additive -0.82606 11.64 0.0006 




Ketidaknormalan residual salah satunya disebabkan adanya data outlier, 
sehingga deteksi outlier pada model dapat dilakukan untuk menyelesaikan 
permasalahan tersebut. Hasil deteksi outlier pada model ARIMA (0,1,1)
12
 seperti 
terlihat pada Tabel 4.10. Hasil deteksi outlier pada model ARIMA (0,1,1)
12
 
menunjukkan adanya data outlier pada data observasi ke-130, 142, 58, 155 dan 
107 dengan tipe AO (Additive Outlier).  
Terdapat 3 observasi yang memilki nilai Chi-Square tinggi yaitu pada 
pengamatan data ke 130, 142 dan 58. Pada pengamatan 130 dan 142 bernilai 
negatif, ini menunjukkan adanya deflasi yang terjadi pada bulan Oktober 2011 
dan Oktober 2012. Adanya deflasi pada kedua bulan tersebut karena adanya 
penurunan indeks harga pada beberapa komoditi khususnya makanan dan 
transportasi pasca perayaan Idul Fitri. Adapun pada observasi ke-58 bernilai 
positif yang berarti terjadinya inflasi yang terjadi pada bulan Oktober 2005. Inflasi 
pada bulan Oktober 2005 disebabkan adanya kebijakan pemerintah dalam 
meningkatkan harga BBM per 01 Oktober 2005 sebagai akibat pengurangan 
subsidi Bahan Bakar Minyak (BBM).   
Oleh karena itu, estimasi parameter model ARIMA (0,1,1)
12
 dilanjutkan 
dengan menambahkan deteksi outlier secara iteratif satu persatu. Hasil estimasi 
parameter model dengan melibatkan deteksi outlier secara iteratif dapat dilihat 
pada Tabel 4.11. 
 
Tabel 4.11.  Hasil Estimasi Parameter Model ARIMA dengan Deteksi Outlier 
Inflasi Pontianak 
Parameter Tipe Outlier Estimasi Standar Error P-value 
Θ1 - 0.60534 0.06941 <.0001 
 𝜔𝐴𝑂130 AO -1.80492 0.27799 <.0001 
 𝜔𝐴𝑂142 AO -1.53323 0.27988 <.0001 
 𝜔𝐴𝑂58 AO 1.27422 0.26903 <.0001 
 
Hasil estimasi parameter model ARIMA (0,1,1)
12
 dengan melibatkan 
deteksi outlier pada ketiga pengamatan menunjukkan bahwa dengan taraf 
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signifikansi 𝛼 = 0.05 parameter model ARIMA memiliki nilai p-value kurang 
dari 0.05 sehingga parameter tersebut bisa digunakan dalam model. Tahap 
berikutnya adalah menguji kelayakan model dengan menggunakan uji white noise 
dan uji normalitas pada residual dengan menggunakan uji Kolmogorov-Smirnov.  
 
Tabel 4.12.  Hasil Uji Residual White Noise Model ARIMA (0,1,1)
12
 Inflasi 
Pontianak dengan Deteksi Outlier  
Lag Chi-Square DF Pr >ChiSq 
6 1.51 5 0.9114 
12 8.39 11 0.6778 
18 12.26 17 0.7841 
24 14.06 23 0.9251 
30 19.77 29 0.9001 
 
Hasil uji menunjukkan bahwa nilai autokorelasi residual model ARIMA 
(0,1,1)
12
 memiliki p-value yang lebih besar dari 0.05 yang berarti bahwa tidak 
terdapat korelasi antar lag sehingga asumsi residual white noise sudah terpenuhi. 
Adapun untuk hasil uji Kolmogorov-Smirnov menghasilkan nilai uji sebesar 
0.063013 dengan p-value sebesar 0,1322. Ini berarti pada taraf uji 𝛼 = 0.05 maka 
model ARIMA (0,1,1)
12
 dengan deteksi outlier tersebut sudah memenuhi asumsi 
bahwa residual pada model mengikuti distribusi normal. 
Dengan melihat nilai AIC ARIMA (0,1,1)
12
 dengan deteksi outlier dan 
RMSE in-sample, maka model ARIMA dengan menyertakan deteksi outlier 
merupakan model terbaik karena memiliki nilai AIC atau RMSE yang terkecil 
seperti pada Tabel 4.13. 
 
Tabel 4.13.  Nilai AIC dan RMSE In-Sample Hasil Pemodelan ARIMA Inflasi 
Pontianak 
Model ARIMA AIC RMSE in-sample 
ARIMA (0,1,1)
12
 133.6268 0.3702 
ARIMA (0,1,1)
12




Secara matematis, model ARIMA (0,1,1)
12
 dengan deteksi outlier bisa 
ditulis sebagai berikut : 
 
?̇?1,𝑡 = 𝑦1,𝑡−12 − 1.805 𝐼𝑡
𝑇=130 − 1.533  𝐼𝑡
𝑇=142 + 1.274  𝐼𝑡
𝑇=58 𝑎1,𝑡 − 0.605 𝑎1,𝑡−12 
dengan ?̇?1,𝑡 = 𝑦1,𝑡 − 𝜇, dan 𝑦1,𝑡 = Ln(Y1,t + 2) 
 
4.3.3.  Model Variasi Kalender 
Pemodelan ARIMAX dalam hal ini melibatkan variabel eksogen non 
metrik berupa variasi kalender dan variabel eksogen metrik dalm bentuk fungsi 
transfer. Dalam pola data berdasarkan plot time series dari inflasi, terdapat data 
yang berupa pencilan (outlier)  yang diduga adanya suatu kejadian berupa kejutan 
atau sering dinamakan suatu intervensi, sehingga untuk pembahasan intervensi 
akan diintegrasikan dengan pemodelan yang melibatkan adanya deteksi outlier 
pada variasi kalender ataupun fungsi transfer. 
Pembentukan model variasi kalender inflasi menggunakan variabel 
dummy. variabel dummy yang digunakan dalam variasi kalender adalah dummy 
bulanan dan mingguan. Dummy bulanan yang dibentuk adalah Dt yang 
menyatakan efek variasi kalender yang terjadi pada bulan yang terdapat Hari Raya 
Idul Fitri dan Dt-1 menyatakan satu bulan sebelum Hari Raya Idul Fitri. Adapun 
dummy mingguan yang ditulis D1,t, D2,t, D3,t dan D4,t  menyatakan efek variasi 
kalender yang terjadi pada bulan terdapat Hari Raya Idul Fitri jika hari raya terjadi 
pada minggu ke-1, 2, 3, dan 4. Sedangkan dummy yang ditulis D1,t-1, D2,t-1, D3,t-1, 
D4,t-1. menyatakan efek variasi kalender yang terjadi pada 1 bulan sebelum bulan 
terdapat Hari Raya Idul Fitri jika hari raya terjadi pada minggu ke-1, 2, 3, dan 4.  
Model ARIMA untuk variasi kalender menggunakan model ARIMA 
yang terbaik yang telah dijelaskan sebelumnya untuk masing-masing wilayah. 
Namun demikian ada kemungkinan menggunakan model ARIMA lain karena 
faktor ketidaknormalan dalam residual akibat adanya data outlier, sehingga 
memungkinkan model ARIMA bisa berubah. Dalam penyajiannya model ARIMA 
dengan variasi kalender bulanan dan mingguan menggunakan model restricted 
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dimana estimasi parameter yang ada pada model sudah signifikan pada taraf 
signifikansi 𝛼 = 0.05 sampai 𝛼 = 0.10.  
Model variasi kalender bulanan untuk inflasi Pontianak yang terbentuk 
seperti ditunjukkan pada Tabel 4.14 di bawah ini. 
  




















𝐷𝑡−1 0.38058 0.10833 0.0006 










𝐷𝑡−1 0.23641 0.09334 0.0123 
𝐷𝑡 0.28709 0.09102 0.0019 
𝜔𝐴𝑂130 -1.75437 0.27533 <.0001 
𝜔𝐴𝑂142 -1.48762 0.27738 <.0001 
𝜔𝐴𝑂58 1.2161 0.27546 <.0001 
 
Hasil estimasi di atas memperlihatkan bahwa dengan menggunakan taraf 
uji 𝛼 = 0.05, maka parameter model ARIMA (0,1,1)12 dengan variasi kalender 
bulanan memiliki nilai p-value kurang dari 0.05 sehingga parameter tersebut 
dikatakan signifikan dan bisa digunakan dalam model. Berdasarkan uji asumsi 
untuk menentukan kelayakan suatu model, terlihat bahwa model variasi kalender 
dengan deteksi outlier telah memenuhi asumsi residual white noise dan mengikuti 
distribusi normal. Berdasarkan pada Tabel 4.14 di atas, menunjukkan pada model 
deteksi outlier terdapat 3 buah outlier yang sebelumnya telah dijelaskan pada 
pemodelan ARIMA.  
Dengan menggunakan kriteria nilai AIC dan RMSE in-sample terkecil, 
maka model variasi kalender bulanan dengan deteksi outlier merupakan model 




Tabel 4.15.  Nilai AIC dan RMSE In-Sample Hasil Pemodelan Variasi Kalender 
(Bulanan) Inflasi Pontianak 
Model ARIMA Variasi Kalender AIC RMSE in-sample 
 (0,1,1)
12
  124.1627 0.3568 
 (0,1,1)
12
 dengan deteksi outlier 63.5630 0.2911 
 
Dengan demikian model ARIMA dengan variasi kalender bulanan yang 
melibatkan deteksi outlier bisa digunakan untuk melakukan peramalan inflasi di 
Pontianak. Secara matematis, model tersebut bisa ditulis sebagai berikut : 
?̇?1,𝑡 = 0.2364 𝐷𝑡−1 + 0.2871 𝐷𝑡 +−1.7544 𝐼𝑡
𝑇=130 − 1.4876 𝐼𝑡
𝑇=142 + 1.2161  𝐼𝑡
𝑇=58 + 𝑦1,𝑡−12
+ (1 − 0.6783 𝐵12)𝑎1,𝑡 
dengan ?̇?1,𝑡 = 𝑦1,𝑡 − 𝜇, dan 𝑦1,𝑡 = Ln(Y1,t + 2) 
Berdasarkan model persamaan tersebut menunjukkan bahwa kejadian 
pada bulan dimana terdapat perayaan Hari Raya Idul Fitri serta satu bulan 
sebelum perayaan Idul Fitri memberikan pengaruh terhadap inflasi di Pontianak. 
Faktor lain seperti adanya intervensi juga berpengaruh pada besar kecilnya inflasi 
di Pontianak. Ini ditunjukkan dengan adanya data deteksi outlier pada waktu T=58 
dalam model yang merupakan terjadinya kebijakan keniakan harga BBM pada 
bulan Oktober 2005. Adapun model variasi kalender dengan dummy mingguan 
seperti ditunjukkan pada Tabel 4.16. 
 






















𝐷1,𝑡−1 0.70872 0.19602 0.0004 
𝐷2,𝑡−1 0.34834 0.16998 0.0422 
𝐷3,𝑡−1 0.59409 0.17693 0.001 
𝐷2,𝑡 0.38765 0.17072 0.0246 
𝐷3,𝑡 0.36247 0.16787 0.0324 

























𝐷2,𝑡−1 0.29993 0.13835 0.0318 
𝐷3,𝑡−1 0.45694 0.14393 0.0018 
𝐷2,𝑡 0.29822 0.13859 0.0331 
𝐷3,𝑡 0.32231 0.13972 0.0225 
𝐷4,𝑡 0.35655 0.14216 0.0132 
𝜔𝐴𝑂130 -1.78887 0.27474 <.0001 
𝜔𝐴𝑂142 -1.51387 0.2769 <.0001 
𝜔𝐴𝑂58 1.41923 0.26955 <.0001 
 
Hasil estimasi di atas memperlihatkan dengan model ARIMA (0,1,1)
12 
deteksi outlier merupakan model yang telah memenuhi asumsi kelayakan model 
yaitu residual yang white noise dan mengikuti distribusi normal. Selain itu dengan 
menggunakan kriteria nilai AIC dan RMSE in-sample terkecil, maka model 
variasi kalender mingguan dengan deteksi outlier merupakan model terbaik yang 
bisa digunakan untuk melakukan peramalan inflasi di Pontianak dengan variabel 
eksogen dummy variasi kalender. Adapun nilai AIC atau RMSE seperti 
ditunjukkan pada Tabel 4.17. 
 
Tabel 4.17. Nilai AIC dan RMSE In-Sample Hasil Pemodelan Variasi Kalender 
Mingguan Inflasi Pontianak 
Model ARIMA Variasi Kalender AIC RMSE in-sample 
ARIMA (0,1,1)
12
  122.7357 0.3508 
ARIMA (0,1,1)
12
 dengan deteksi outlier 62.65915 0.287628 
 
Secara matematis, model ARIMA variasi kalender mingguan dengan 
deteksi outlier di atas bisa ditulis sebagai berikut : 
 
?̇?1,𝑡 = 0.299 𝐷2,𝑡−1 + 0.457𝐷3,𝑡−1 + 0.298 𝐷2,𝑡 + 0.322𝐷3,𝑡 + 0.356𝐷4,𝑡 − 1.788 𝐼𝑡
𝑇=130 
 −1.513 𝐼𝑡
𝑇=142 + 1.419  𝐼𝑡
𝑇=58 + 𝑦1,𝑡−12 + (1 − 0.716 𝐵
12)𝑎1,𝑡 
dengan ?̇?1,𝑡 = 𝑦1,𝑡 − 𝜇, dan 𝑦1,𝑡 = Ln(Y1,t + 2). 
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4.3.4.  Model Fungsi Transfer 
Model ARIMA yang melibatkan variabel eksogen (input) dengan 
berskala metrik dikenal sebagai model fungsi transfer. Variabel eksogen yang 
digunakan dalam penelitian ini adalah curah hujan. Beberapa tahapan dalam 
pemodelan fungsi transfer yaitu tahap identifikasi yang meliputi pemodelan 
ARIMA data input series, proses prewhitening data input series dengan output 
series, penghitungan CCF, dan penentuan orde model fungsi ARIMA residual, 
tahapan estimasi  parameter, tahapan checking diagnosa model, dan tahapan 
peramalan. 
 
Gambar 4.8. Plot BoxCox dari Data Input Curah Hujan Pontianak 
Pada tahap pembentukan model ARIMA untuk variabel input, terlebih 
dahulu dilakukan identifikasi stasioneritas data dalam varians maupun rata-rata. 
Hasil plot Box-Cox di atas menunjukkan bahwa data curah hujan belum 
menunjukkan stasioner dalam varian. Nilai lambda masih belum mencapai angka 
satu dan hanya menunjukkan angka 0.05. Hal ini berarti data curah hujan perlu 
dilakukan transformasi dengan melakukan akar kuadrat dari data asli. 
Setelah data stasioner dalam varians, maka dilakukan identifikasi 
stasioner dalam rata-rata. Berdasarkan Gambar 4.9 di atas pada bagian (a) 
memperlihatkan bahwa rata-rata curah hujan masih belum stasioner dalam rata-
rata. Boxplot tersebut juga menunjukkan bahwa adanya pola musiman dari rata-
rata pada bulan yang sama. Sehingga untuk menstasionerkan dilakukan 







 Gambar 4.9. Boxplot Curah Hujan di Pontianak 
 (a) Sebelum dilakukan Differencing (b) Setelah dilakukan Differencing 
Pada Gambar 4.9 bagian (b) merupakan boxplot curah hujan yang sudah 
dilakukan differencing musiman dan sudah menunjukkan stasioner dalam rata-
rata. Penentuan model ARIMA untuk data input didasarkan pada ACF dan PACF 
data yang sudah stasioner. 
  
Gambar 4.10. Plot ACF dan PACF Curah Hujan Pontianak Hasil Transformasi dan Differencing 
Musiman 
Berdasarkan ACF dan PACF di atas, model ARIMA yang terbentuk 
untuk variabel input adalah ARIMA (0,1,1)
12
 dengan persamaan ditulis : 
?̇?1,𝑡 =
(1 − 0.8084 𝐵12)
(1 − 𝐵12)
𝑎1,𝑡 
Dari model ARIMA terssebut maka didapatkan deret input curah hujan 
yang telah dilakukan prewhitening sebagai berikut : 
𝛼1,𝑡 =
(1 − 𝐵12)




Adapun prewhitening deret output inflasi Pontianak mengikuti 
prewhitening dari deret input curah hujan sehingga dihasil output Inflasi 
Pontianak yang sudah dilakukan prewhitening yaitu sebagai berikut : 
𝛽1,𝑡 =
(1 − 𝐵12)
(1 − 0.8084 𝐵12)
?̇?1,𝑡 
Plot CCF hasil prewhitening antara data inflasi dengan deret input curah 
hujan Kota Pontianak adalah seperti pada Gambar 4.11 berikut. 
 
Gambar 4.11. Plot CCF Inflasi Pontianak dengan Variabel Input (Curah Hujan) 
Bobot respons impuls berdasarkan plot CCF di atas adalah b=5, s=0 dan 
r=0. Berdasarkan bobot respons impuls tersebut kemudian dilakukan pemodelan 
ARIMA terhadap deret atau komponen error (𝑛𝑡) sehingga mendapatkan residual 
yang white noise.  
  
Gambar 4.12. Plot ACF dan PACF Komponen Error (𝑛𝑡)  
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Orde ARIMA untuk komponen error (𝑛𝑡) ditentukan berdasarkan ACF 
dan PACF dari komponen error hasil respons impuls seperti ditunjukkan pada 
Gambar 4.12 di atas. Berdasarkan plot ACF dan PACF tersebut, maka model 
ARIMA untuk komponen error (𝑛𝑡) adalah ARIMA (0,1,1)
12
. Hasil estimasi 
model fungsi transfer berdasarkan model ARIMA (0,1,1)
12
 seperti ditunjukkan 
pada Tabel 4.18 berikut. 
 
Tabel 4.18. Hasil Estimasi Parameter Model Fungsi Transfer Inflasi Pontianak 





b=5, s=0, r=0 
Θ1 0.5817 0.0698 <.0001 
𝜔5 0.0213 0.0077 0.0062 
 
Pada tabel di atas memperlihatkan seluruh parameter signifikan pada 
taraf uji 0.05. Selanjutnya dilakukan pengecekan kelayakan model dengan 
menguji asumsi white noise dan normalitas dari residual model yang dihasilkan. 
Hasil uji asumsi seperti pada Tabel 4.19 di bawah ini 
 
Tabel 4.19.  Hasil Uji Residual White Noise dan Normalitas Model Fungsi 
Transfer Inflasi Pontianak 
Uji White Noise Uji Kenormalan 
Lag Chi-Square DF Pr >ChiSq KS P-Value 
6 2.74 5 0.7403 
0.073715 0.0437 
12 8.69 11 0.6507 
18 11.25 17 0.8435 
24 20.5 23 0.6119 
30 26.66 29 0.5902 
 
Berdasarkan pada tabel uji asumsi di atas menunjukkan bahwa model 
fungsi transfer sudah memenuhi asumsi white noise namun belum memenuhi 
kenormalan dari residualnya. Untuk mengatasi hal tersebut maka dilakukan 
pemodelan dengan melibatkan deteksi outlier. Hasil deteksi outlier dari model 










130 Additive -1.41473 27.03 <.0001 
142 Additive -1.39836 30.28 <.0001 
58 Additive 1.1934 22.53 <.0001 
155 Additive -0.78485 9.66 0.0019 
107 Additive -0.74444 9.58 0.002 
 
Nilai estimasi parameter model fungsi transfer dengan penyertaan deteksi 
outlier seperti ditunjukkan pada Tabel 4.21. 
 
Tabel 4.21.  Hasil Estimasi Parameter Model Fungsi Transfer Data Inflasi 
















b=5, s=0, r=0 
Dengan Deteksi 
Outlier 




𝜔0 0.0131 0.0061 0.0328 
𝜔𝐴𝑂130 -1.7434 0.2656 <.0001 
𝜔𝐴𝑂142 -1.4830 0.2668 <.0001 
𝜔𝐴𝑂58 1.2096 0.2558 <.0001 
𝜔𝐴𝑂155 -0.8350 0.2647 0.002 
 
Hasil estimasi pada Tabel 4.21 menunjukkan bahwa seluruh parameter 
signifikan pada taraf uji 𝛼 = 0.05 sehingga bisa digunakan dalam model. Pada 
tabel tersebut juga memperlihatkan bahwa model tersebut telah memenuhi asumsi 
residual yang white noise dan mengikuti distribusi normal.  
Berdasarkan nilai AIC model fungsi transfer dengan deteksi outlier dan 
RMSE in-sample, maka model tersebut merupakan model terbaik karena memiliki 
nilai AIC atau RMSE yang terkecil dibandingkan dengan model tanpa deteksi 





Tabel 4.22.  Nilai AIC dan RMSE In-Sample Hasil Pemodelan Fungsi Transfer 
Inflasi Pontianak 









b=5, s=0, r=0 
Dengan deteksi outlier 
61.47621 0.2909 
 
Model fungsi transfer dengan deteksi outlier pada inflasi Pontianak telah 
memenuhi syarat asumsi residual yang white noise dan mengikuti distribusi 
normal, sehingga model tersebut layak digunakan untuk melakukan permalan. 
Secara matematis model fungsi transfer dengan deteksi outlier bisa ditulis sebagai 
berikut : 
?̇?1,𝑡 = 0.0131 𝑥1,𝑡−5 − 1.743 𝐼𝑡
𝑇=130 − 1.483 𝐼𝑡
𝑇=142 + 1.2096  𝐼𝑡
𝑇=58 − 0.835 𝐼𝑡
𝑇=155 
 +(1 − 0.5296 𝐵12)𝑎1,𝑡 
Dimana ?̇?1,𝑡 = 𝑦1,𝑡 − 𝜇, dan 𝑦1,𝑡 = Ln(Y1,t + 2). 
Secara simultan pemodelan ARIMAX dilakukan dengan cara 
menggabungkan seluruh variabel eksogen diantaranya curah hujan (fungsi 
transfer), variasi kalender (bulanan) dan intervensi. Dalam penentuan respons 
impuls b, s, r mengikuti b, s, r dari model fungsi transfer inflasi Pontianak. 
Adapun penentuan orde ARIMA ditentukan berdasarkan residualnya. Model 
ARIMAX gabungan yang ditampilkan adalah model dengan parameter yang 
sudah signifikan seperti terlihat pada Tabel 4.23 di bawah ini.  
 

















b=5, s=0, r=0 




𝜔0 0.0177 0.0073 0.0172 
𝐷𝑡−1 0.2411 0.1100 0.03 
𝐷𝑡 0.3547 0.1063 0.0011 
𝑃𝑡 1.2244 0.3196 0.0002 
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Berdasarkan pada Tabel 4.23 menunjukkan bahwa parameter dari model 
gabungan sudah signifikan pada taraf uji 𝛼 = 0.05. Model tersebut juga seudah 
memenuhi asumsi residual yang white noise dan mengikuti distribusi normal. 
Secara matematis, model tersebut dapat ditulis sebagai berikut : 
?̇?1,𝑡 = 0.018𝑥1,𝑡−5 + 0.2411 𝐷,𝑡−1 + 0.355 𝐷,𝑡 + 1.224 𝑃𝑡 + (1 − 0.665 𝐵
12)𝑎1,𝑡 
dengan ?̇?1,𝑡 = 𝑦1,𝑡 − 𝜇, dan 𝑦1,𝑡 = Ln(Y1,t + 2). 
Berdasarkan pemodelan inflasi Pontianak yang telah dilakukan dengan 
beberapa metode univariat, maka bisa dilakukan perbandingan model terbaik 
berdasarkan nilai RMSE in-sample. Hasil akurasi peramalan bisa diketahui 
berdasarkan nilai dari RMSE out-sample untuk menentukan model yang akan 
digunakan untuk meramalkan inflasi di Pontianak. Perbandingan nilai RMSE bisa 
dilihat pada Gambar 4.13 di bawah ini.  
 
  
Gambar 4.13. Perbandingan RMSE In-Sampel Berdasarkan Model Inflasi Pontianak 
Pada Gambar 4.13 di atas menunjukkan bahwa pemodelan univariat 
dengan penambahan variabel prediktor bisa menurunkan nilai tingkat kesalahan 
terhadap standar errornya. Hal ini terlihat dari nilai RMSE in-sample yang 
mengalami penurunan antara model ARIMA dengan model ARIMAX (variasi 
kalender, fungsi transfer maupun gabungan). Adapun untuk menentukan model 
yang akan digunakan dalam permalan didasarkan pada tingkat akurasi model 
dilihat dari nilai RMSE out-sampel yang terkecil. Berdasarkan Gambar 4.13 
menunjukkan bahwa model ARIMA-Variasi Kalender mingguan memberikan 
akurasi yang lebih tinggi dibandingkan dengan model yang lain. Hal ini terlihat 
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pada nilai RMSE out-sample yang terkecil yaitu sebesar 0.7251. Adapun hasil 
ramalan inflasi berdasarkan beberapa metode pemodelan dibandingkan dengan 
data aktual (data out-sample) seperti ditunjukkan pada Gambar 4.14. 
 
 
Gambar 4.14. Hasil Peramalan Inflasi Pontianak 
 
4.4.  Pemodelan Inflasi Sampit 
4.4.1.  Model ARIMA 
Berdasarkan cara dan langkah yang sama dengan sebelumnya maka 
diperoleh plot ACF dan PACF (Lampiran 9.a) dan hasil identifikasi model 
ARIMA seperti pada Tabel 4.24. Berdasarkan kriteria nilai AIC terkecil, maka 
diperoleh hasil estimasi parameter model seperti ditunjukkan pada Tabel 4.25. 
Hasil deteksi outlier pada model ARIMA ([4],0,0)(0,1,1)
12
 mendapatkan 
data outlier pada observasi ke-54, 153, 86, dan 58 dengan tipe AO (Additive 
Outlier) seperti ditunjukkan pada lampiran 12. Data ke-54 merupakan kejadian 
deflasi pada bulan bulan Juni 2005, data ke-153 merupakan data deflasi pada 
bulan September 2013 dan observasi ke-86 adalah deflasi pada bulan Februari 
2008. Terjadinya deflasi pada tahun-tahun tersebut dikarenakan adanya penurunan 
indeks harga pada pada kelompok pengeluaran yang lebih didominasi oleh 




Tabel 4.24.  Hasil Identifikasi dan Nilai AIC Model ARIMA Sementara Inflasi 
Sampit 
Model ARIMA Hasil Identifikasi AIC Keterangan 
ARIMA (0,0,[4])(0,1,1)
12
 228.6301 - 
ARIMA ([4],0,0)(0,1,1)
12
 228.3831 dipilih untuk pemodelan 
 

















Θ1 0.70998 0.05895 <.0001 
Ya 
0.099688 











 𝜙4 -0.14671 0.08211 0.0760 
 𝜔𝐴𝑂54 -2.80497 0.38007 <.0001 
𝜔𝐴𝑂153 -1.61957 0.39451 <.0001 
 
Adapun pada observasi ke-58 bernilai positif yang menunjukkan 
terjadinya inflasi yang terjadi pada bulan Oktober 2005. Inflasi pada bulan 
Oktober 2005 terjadi secara global di enam wilayah di Kalimantan, sebagai akibat 
dari kebijakan kebijakan pemerintah yang bersifat nasional yaitu adanya kenaikan 
harga BBM pada bulan Oktober 2005 sebagai dampak pengurangan subsidi BBM. 
Berdasarkan nilai AIC dan RMSE in-sample terkecil, maka model ARIMA 
([4],0,0)(0,1,1)
12
 dengan deteksi outlier merupakan model terbaik seperti 
diperlihatkan pada Tabel 4.26. 
Tabel 4.26. Nilai AIC dan RMSE In-Sample Hasil Pemodelan ARIMA Inflasi 
Sampit 
Model ARIMA AIC RMSE in-sample 
([4],0,0)(0,1,1)
12
 228.3831 0.499918 
([4],0,0)(0,1,1)
12




Secara matematis, model ARIMA ([4],0,0)(0,1,1)
12
 dengan deteksi 
outlier bisa ditulis sebagai berikut : 
?̇?2,𝑡 = 𝑦2,𝑡−12 − 0.147 𝑦2,𝑡−4 + 0.147 𝑦2,𝑡−16 − 2.805 𝐼𝑡
𝑇=54 − 1.620  𝐼𝑡
𝑇=153 
+(1 − 0.68731 𝐵12) 𝑎2,𝑡 
dengan ?̇?2,𝑡 = 𝑦2,𝑡 − 𝜇, dan 𝑦2,𝑡 = Ln(Y2,t + 2). 
 
4.4.2.  Model Variasi Kalender  
Dengan cara yang sama diperoleh model ARIMA-variasi kalender 
bulanan dengan estimasi parameter seperti pada Tabel 4.27. Adapun model 
terbaik berdasarkan kriteria AIC terkecil seperti ditunjukkan pada Tabel 4.28. 
 




















Θ1 0.73393 0.0585 <.0001 
𝜙1 -0.60858 0.21824 0.006 










Θ1 0.74001 0.06242 <.0001 
ϕ1 -0.6225 0.11149 <.0001 
𝐷𝑡 0.19584 0.07863 0.0139 
 𝜔𝐴𝑂54 -3.0563 0.29708 <.0001 
𝜔𝐴𝑂153 -1.82294 0.30146 <.0001 
 𝜔𝐴𝑂86 -1.22102 0.28542 <.0001 
 𝜔𝐴𝑂58 1.1892 0.29561 <.0001 
 𝜔𝐴𝑂4 0.83912 0.17706 <.0001 
 
Tabel 4.28.  Nilai AIC dan RMSE In-Sample Hasil Pemodelan Variasi Kalender 
(Bulanan) Inflasi Sampit 
Model ARIMA Variasi Kalender AIC RMSE in-sample 
CV-ARIMA (1,0,1)(0,1,1)
12









Secara matematis, model variasi kalender bulanan dengan deteksi outlier 
bisa ditulis sebagai berikut : 
 
?̇?2,𝑡 = 0.196 𝐷𝑡 − 3.056 𝐼𝑡
𝑇=54 − 1.823 𝐼𝑡
𝑇=153 − 1.2221  𝐼𝑡
𝑇=86 + 1.189  𝐼𝑡
𝑇=58
− 0.622 𝑦1,𝑡−1 + (1 − 0.906 𝐵)(1 + 0.740 𝐵
12) 𝑎2,𝑡 
dengan ?̇?2,𝑡 = 𝑦2,𝑡 − 𝜇, dan 𝑦2,𝑡 = Ln(Y2,t + 2) 
Berdasarkan persamaan model variasi kalender bulanan tersebut 
menunjukkan bahwa kejadian hari raya Idul Fitri di Sampit memberikan pengaruh 
terhadap terjadinya inflasi. Adapun model inflasi Sampit dengan variasi kalender 
mingguan bisa dilihat hasil estimasinya pada Tabel 4.29 di bawah ini. 
 





















Φ2 -0.25494 0.0824 0.0023 











Φ2 -0.30892 0.08387 0.0003 
𝐷1,𝑡−1 0.44553 0.22051 0.0451 
 𝜔𝐴𝑂54 -2.95516 0.38193 <.0001 
 
Tabel 4.30.  Nilai AIC dan RMSE In-Sample Hasil Pemodelan Variasi Kalender 
Mingguan pada Inflasi Sampit 
Model ARIMA Variasi Kalender AIC RMSE in-sample 
CV-ARIMA (2,1,0)
12




dengan deteksi outlier 
194.1298 0.445134 
 
Berdasarkan hasil estimasi parameter dan uji kelayakan model serta 
dengan kriteria nilai AIC dan RMSE in-sample terkecil, maka model variasi 
kalender mingguan dengan deteksi outlier merupakan model terbaik seperti 
ditunjukkan pada Tabel 4.30. 
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Secara matematis, model variasi kalender mingguan dengan deteksi 
outlier di atas bisa ditulis sebagai berikut : 
?̇?2,𝑡 = 0.446 𝐷1,𝑡−1 − 2.955 𝐼𝑡
𝑇=54 − 0.538 𝑦2,𝑡−12 − 0.309𝑦2,𝑡−24 + 𝑎2,𝑡 
dengan ?̇?2,𝑡 = 𝑦2,𝑡 − 𝜇, dan 𝑦2,𝑡 = Ln(Y2,t + 2). 
 
4.4.3.  Model Fungsi Transfer 
Berdasarkan plot ACF dan PACF deret input curah hujan (Lampiran 
10.a) diperoleh model ARIMA yang untuk variabel input yaitu ARIMA 
(0,0,2)(0,1,1)
12
 dengan persamaan ditulis : 
?̇?2,𝑡 =
(1 + 0.261𝐵 + 0.208𝐵2)(1 − 0.554 𝐵12)
(1 − 𝐵12)
𝑎2,𝑡 
Berdasarkan model ARIMA tersebut maka didapatkan deret input curah 
hujan yang telah dilakukan prewhitening sebagai berikut : 
𝛼2,𝑡 =
(1 − 𝐵12)
(1 + 0.261𝐵 + 0.208𝐵2)(1 − 0.554 𝐵12)
?̇?2,𝑡 
Adapun prewhitening deret output inflasi Sampit mengikuti prewhitening 
dari deret input curah hujan sehingga diperoleh output Inflasi Sampit yang sudah 
dilakukan prewhitening yaitu sebagai berikut : 
𝛽2,𝑡 =
(1 − 𝐵12)
(1 + 0.261𝐵 + 0.208𝐵2)(1 − 0.554 𝐵12)
?̇?2,𝑡 
 
Hasil CCF hasil prewhitening antara data inflasi dengan deret input curah 
hujan seperti pada Lampiran 11 (a). Berdasarkan hasil CCF, maka bisa ditentukan 
bobot respons impuls yang digunakan untuk menduga kapan mulai terjadinya 
pengaruh dari deret input (variabel eksogen), serta berapa lama pengaruh dari 
deret input tersebut.  
Bobot respons impuls berdasarkan plot CCF adalah b=14, s=0 dan r=0. 
Selanjutnya dengan bobot tersebut, dilakukan pemodelan ARIMA terhadap deret 
atau komponen error (𝑛𝑡) sehingga mendapatkan residual yang white noise. Orde 
ARIMA ditentukan berdasarkan ACF dan PACF dari komponen error (𝑛𝑡) hasil 
respons impuls seperti pada Lampiran 12 (a). Model ARIMA komponen error 
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(𝑛𝑡) yang terbentuk adalah ARIMA ([2,4],0,0)(0,1,1)
12
. Hasil estimasi model 
fungsi transfer seperti dicantumkan pada Tabel 4.31 di bawah ini.  
 

















b=14, s=0 dan r=0 




𝜙2 -0.2261 0.0841 0.008 
𝜙4 -0.2154 0.0847 0.0121 
𝜔0 0.0157 0.0070 0.0261 
 
Hasil pada Tabel 4.31 menunjukkan bahwa seluruh parameter signifikan 
pada taraf uji 0.05. Tabel 4.31 juga menunjukkan bahwa model Fungsi Transfer 
sudah memenuhi asumsi white noise dan kenormalan, sehingga model tersebut 
layak digunakan untuk melakukan permalan. Secara matematis model fungsi 
transfer di atas bisa ditulis sebagai berikut : 
?̇?2,𝑡 = 0.0157 𝑥2,𝑡−14 +
(1 − 0.713𝐵12)
(1 + 0.226 𝐵2 + 0.215 𝐵4)
𝑎2,𝑡 
dimana ?̇?2,𝑡 = 𝑦2,𝑡 − 𝜇, dan 𝑦2,𝑡 = Ln(Y2,t). 
 
Secara simultan pemodelan ARIMAX untuk inflasi Sampit dengan cara 
menggabungkan semua variabel eksogen dan hanya melibatkan variabel atau 
parameter yang signifikan seperti terlihat pada Tabel 4.32 berikut.  
 
















b=14, s=0, r=0 




𝜙2 -0.2037 0.0844 0.0171 
𝜔0 0.0182 0.0073 0.0132 
𝑃𝑡 1.4120 0.4287 0.0013 
 
Berdasarkan pada Tabel 4.32 memperlihatkan bahwa parameter dalam 
model univariat simultan tersebut sudah signifikan serta residual dari model 
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tersebut sudah memenuhi untuk uji white noise dan kenormalan pada taraf uji 
𝛼 = 0.05. Secara matematis, model tersebut dapat ditulis sebagai berikut : 
?̇?2,𝑡 = 𝑦2,𝑡−12 − 0.204𝑦2,𝑡−2 + 0.204𝑦2,𝑡−14 + 0.018𝑥2,𝑡−14 + 1.412 𝑃𝑡 
+(1 − 0.713 𝐵12)𝑎2,𝑡 
dengan ?̇?2,𝑡 = 𝑦2,𝑡 − 𝜇, dan 𝑦2,𝑡 = Ln(Y2,t + 2). 
Berdasarkan pemodelan inflasi Sampit yang telah dilakukan dengan 
beberapa metode, maka bisa dilakukan perbandingan model terbaik berdasarkan 
nilai RMSE in-sample. Hasil akurasi peramalan bisa diketahui berdasarkan nilai 
dari RMSE out-sample. Perbandingan nilai RMSE bisa dilihat pada gambar di 
bawah ini. 
  
Gambar 4.15. Perbandingan RMSE Berdasarkan Model Inflasi Sampit 
Gambar 4.15 di atas menunjukkan bahwa dalam pemodelan, dengan 
penambahan variabel prediktor, bisa menurunkan nilai tingkat kesalahan terhadap 
standar errornya. Model ARIMA-Variasi Kalender dengan menggunakan dummy 
bulanan merupakan model terbaik dibandingkan dengan model univariat lainnya 
untuk pemodelan inflasi di Sampit. Hal ini didasarkan pada nilai RMSE in-sample 
terkecil yaitu sebesar 0.8836.  
Namun demikian berdasarkan tingkat akurasi ramalannya menunjukkan 
bahwa model ARIMA tanpa melibatkan varaibel eksogen merupakan model 
dengan akurasi ramalan lebih baik dibandingkan dengan model yang lain. Hal ini 
terlihat pada nilai RMSE out-sample yang terkecil yaitu sebesar 0.4200. Hasil 
ramalan inflasi berdasarkan beberapa metode pemodelan dibandingkan dengan 




Gambar 4.16. Hasil Peramalan Inflasi Sampit 
 
4.5. Pemodelan Inflasi Palangkaraya 
4.5.1.  Model ARIMA 
Hasil identifikasi model ARIMA berdasarkan plot ACF dan PACF pada 
Lampiran 9.b menghasilkan model ARIMA sementara untuk inflasi Palangkaraya 
seperti pada Tabel 4.33 dan model ARIMA terbaik seperti pada Tabel 4.34.   
 
Tabel 4.33.  Hasil Identifikasi dan Nilai AIC Model ARIMA Sementara Inflasi 
Palangkaraya 
Model ARIMA Hasil Identifikasi AIC Keterangan 
ARIMA (1,0,0)(0,1,1)
12
 227.6438 - 
ARIMA (0,0,1)(0,1,1)
12
 226.8309 dipilih untuk pemodelan 
 
Tabel 4.34.  Nilai AIC dan RMSE In-Sample Hasil Pemodelan ARIMA pada 
Inflasi Pontianak 
Model ARIMA AIC RMSE in-sample 
ARIMA (0,0,1)(0,1,1)
12
 226.8309 0.4974 
ARIMA (0,0,1)(0,1,1)
12
 dengan deteksi outlier 165.8842 0.4041 
 
Berdasarkan nilai AIC dan RMSE in-sample, maka model ARIMA 
(0,0,1)(0,1,1)
12
 dengan deteksi outlier merupakan model terbaik seperti 
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diperlihatkan pada Tabel 4.34 Secara matematis, berdasarkan Lampiran 14, maka 
model ARIMA (0,0,1)(0,1,1)
12
 dengan deteksi outlier bisa ditulis sebagai berikut : 
 
?̇?3,𝑡 = 𝑦3,𝑡−12 − 2.367 𝐼𝑡
𝑇=153 − 1.429  𝐼𝑡
𝑇=68 − 1.493 𝐼𝑡
𝑇=30 + 1.275  𝐼𝑡
𝑇=58 + 
 (1 + 0.258 𝐵)(1 − 0.716 𝐵12)𝑎3,𝑡 
dengan ?̇?3,𝑡 = 𝑦3𝑡 − 𝜇, dan 𝑦3,𝑡 = Ln(Y3,t + 1.5) 
Hasil deteksi outlier pada model ARIMA (0,0,1)(0,1,1)
12
 menunjukkan 
adanya data outlier pada observasi ke-153, 68, 30, 58 dengan tipe AO (Additive 
Outlier). Data ke-153 merupakan kejadian deflasi pada bulan September 2013, 
data ke-68 merupakan data deflasi pada bulan Agustus 2006, data ke-30 adalah 
deflasi pada bulan Juni 2003. Terjadinya deflasi pada tahun-tahun tersebut 
dikarenakan adanya penurunan indeks harga pada pada kelompok pengeluaran 
yang lebih didominasi oleh kelompok bahan makanan.  
 
4.5.2.  Model Variasi Kalender 
Langkah yang sama dilakukan dalam pemodelan ARIMA dengan efek 
variasi kalender bulanan untuk inflasi Palangkaraya. Hasil estimasi parameter 
untuk model variasi kalender bulanan seperti ditunjukkan pada Tabel 4.35, 
sedangkan model terbaik berdasarkan AIC dan RMSE in-sample terkecil seperti 
pada Tabel 4.36 berikut.  
 
Tabel 4.35.  Hasil Estimasi Parameter ARIMA dengan Variasi Kalender Bulanan 




















Θ1 0.77518 0.05429 <.0001 
𝐷𝑡−1 0.25435 0.14117 0.0736 























Θ1 0.7315 0.05772 <.0001 
𝐷𝑡 0.22072 0.10342 0.0345 
 𝜔𝐴153 -2.29586 0.37471 <.0001 
𝜔𝐴𝑂30 -1.50425 0.36097 <.0001 
 𝜔𝐴𝑂68 -1.42489 0.36176 0.0001 
𝜔𝐴𝑂58 1.39013 0.36389 0.0002 
 
Tabel 4.36.  Nilai AIC dan RMSE In-Sample Hasil Pemodelan Variasi Kalender 
pada Inflasi Palangkaraya 
Model ARIMA Variasi Kalender AIC RMSE in-sample 
(0,0,1)(0,1,1)
12
  224.0211 0.4899 
(0,0,1)(0,1,1)
12
 dengan deteksi outlier 163.2339 0.3994 
 
Secara matematis, model variasi kalender bulanan dengan deteksi outlier 
bisa ditulis sebagai berikut : 
 
?̇?3,𝑡 = 0.221 𝐷𝑡 − 2.296 𝐼𝑡
𝑇=153 − 1.504 𝐼𝑡
𝑇=30 − 1.425  𝐼𝑡
𝑇=68 + 1.390  𝐼𝑡
𝑇=58 
 +(1 + 0.256 𝐵)(1 − 0.731 𝐵12)𝑎3,𝑡 
dengan ?̇?3,𝑡 = 𝑦3,𝑡 − 𝜇, dan 𝑦3,𝑡 = Ln(Y3,t) 
Persamaan model variasi kalender bulanan tersebut menunjukkan bahwa 
kejadian hari raya Idul Fitri di Palangkaraya memberikan pengaruh terhadap 
terjadinya inflasi. Adapun untuk model inflasi Palangkaraya dengan variasi 


























Θ1 0.75563 0.05589 <.0001 
𝐷1,𝑡−1 0.53647 0.25861 0.0397 
 𝐷2,𝑡 0.42008 0.2254 0.0643 
 
Berdasarkan hasil estimasi parameter di atas, memperlihatkan bahwa 
parameter pada model variasi kalender mingguan di atas telah memenuhi 
signifikansi dengan taraf uji 𝛼 = 0.05. Pada uji asumsi residual, model tersebut 
sudah memenuhi uji kelayakan model. Secara matematis, model variasi kalender 
mingguan di atas bisa ditulis sebagai berikut : 
 
?̇?3,𝑡 = 0.536 𝐷1,𝑡−1 + 0.420 𝐷𝑡 + (1 + 0.204 𝐵)(1 − 0.756 𝐵
12)𝑎3,𝑡 
dengan ?̇?3,𝑡 = 𝑦3,𝑡 − 𝜇, dan 𝑦3,𝑡 = Ln(Y3,t). 
 
4.5.3.  Model Fungsi Transfer 
Hasil identifikasi model ARIMA dari deret input berdasarkan ACF dan 
PACF deret input (Lampiran 10.b) diperoleh model ARIMA variabel input adalah 
ARIMA (0,0,2)(0,1,1)
12
 dengan persamaan ditulis : 
?̇?3,𝑡 =
(1 + 0.193𝐵 + 0.239𝐵2)(1 − 0.713 𝐵12)
(1 − 𝐵12)
𝑎3,𝑡 
Dari model ARIMA tersebut maka didapatkan deret input curah hujan 
yang telah dilakukan prewhitening sebagai berikut : 
𝛼3,𝑡 =
(1 − 𝐵12)
(1 + 0.193𝐵 + 0.239𝐵2)(1 − 0.713 𝐵12)
?̇?3,𝑡 
Adapun untuk  prewhitening deret output inflasi Palangkaraya mengikuti 
prewhitening dari deret input curah hujan sehingga dihasilkan output Inflasi 
Palangkaraya yang sudah dilakukan prewhitening yaitu sebagai berikut : 
𝛽3,𝑡 =
(1 − 𝐵12)





Mengacu hasil CCF pada Lampiran 11 (b) maka bisa ditentukan bobot 
respons impuls yang digunakan untuk menduga kapan mulai terjadinya pengaruh 
dari deret input (variabel eksogen), serta berapa lama pengaruh dari deret input 
tersebut. Bobot respons impuls berdasarkan plot CCF tersebut adalah b=8, s=0 
dan r=0. Selanjutnya dengan bobot tersebut, dilakukan pemodelan ARIMA 
terhadap komponen error (𝑛𝑡) sehingga mendapatkan residual yang white noise. 
Orde ARIMA untuk komponen error (𝑛𝑡) ditentukan berdasarkan ACF dan PACF 
dari komponen error (𝑛𝑡) hasil respons impuls seperti pada Lampiran 12 (b). 
Model ARIMA komponen error (𝑛𝑡) yang terbentuk adalah adalah ARIMA 
(0,0,1)(0,1,1)
12
. Hasil estimasi model fungsi transfer seperti dicantumkan pada 
Tabel 4.38 di bawah ini. 
 

















b=8, s=0 dan r=0 




Θ1 0.7640 0.0580 <.0001 










Θ1 0.7489 0.0578 <.0001 
𝜔0 0.0133 0.0085 0.1205 
𝜔𝐴𝑂153 -2.3308 0.4214 <.0001 
 
Hasil pada tabel di atas menunjukkan bahwa pada model tanpa 
menggunakan deteksi outlier parameter variabel input masih signifikan pada taraf 
uji 𝛼 = 0.10 namun masih belum memenuhi asumsi kenormalan. Adapun dengan 
menggunakan model deteksi outlier seperti pada Tabel 4.38 di atas, model fungsi 
transfer justru menunjukkan bahwa variabel input (curah hujan) tidaklah 
signifikan pada taraf uji uji 𝛼 = 0.05 atau 𝛼 = 0.10. ini berarti variabel curah 
hujan tidak memberikan pengaruh yang signifikan pada terjadinya inflasi di 
Palangkaraya. Secara matematis model fungsi transfer dengan deteksi outlier bisa 




?̇?3,𝑡 = 0.0133 𝑥3,𝑡−8 − 2.331 𝐼𝑡
𝑇=153 + (1 + 0.253𝐵)(1 − 0.749𝐵12)𝑎3,𝑡 
dimana ?̇?3,𝑡 = 𝑦3,𝑡 − 𝜇, dan 𝑦3,𝑡 = Ln(Y3,t + 1.5). 
Secara simultan pemodelan ARIMAX untuk inflasi Palangkaraya dengan 
cara menggabungkan semua variabel eksogen dan hanya melibatkan variabel atau 
parameter yang signifikan seperti terlihat pada Tabel 4.39 di bawah ini.  
 
























𝜙1 0.2348 0.0818 0.0047 
𝜙2 -0.1720 0.0824 0.0386 
𝐷𝑡 0.2205 0.1043 0.0362 
𝑃𝑡 1.3805 0.3590 0.0002 
𝜔𝐴𝑂153 -2.2560 0.3723 <.0001 
𝜔𝐴𝑂68 -1.3906 0.3570 0.0001 
𝜔𝐴𝑂30 -1.5252 0.3551 <.0001 
 
Berdasarkan pada tabel di atas memperlihatkan bahwa parameter variabel 
dalam model telah signifikan. Dalam model tersebut tidak terdapat variabel input 
curah hujan, ini berarti variabel curah hujan tidak memberikan pengaruh yang 
signifikan terhadap inflasi yang terjadi di Palangkaraya. Secara matematis, model 
tersebut dapat ditulis sebagai berikut : 
?̇?3,𝑡 = 𝑦3,𝑡−12 + 0.235𝑦3,𝑡−1 − 0.172𝑦3,𝑡−2 − 0.235𝑦3,𝑡−13 + 0.172𝑦3,𝑡−14 + 0.221 𝐷𝑡
+ 1.3805 𝑃𝑡 − 2.256 𝐼𝑡
𝑇=153 − 1.391 𝐼𝑡
𝑇=68 − 1.525 𝐼𝑡
𝑇=30 + (1 − 0.714 𝐵12)𝑎3,𝑡 
dengan ?̇?3,𝑡 = 𝑦3,𝑡 − 𝜇, dan 𝑦3,𝑡 = Ln(Y3,t + 1.5). 
Berdasarkan pemodelan inflasi Palangkaraya yang telah dilakukan 
dengan beberapa metode, maka bisa dilakukan perbandingan model terbaik 
berdasarkan nilai RMSE in-sample. Hasil akurasi peramalan bisa diketahui 
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berdasarkan nilai dari RMSE out-sample. Perbandingan nilai RMSE bisa dilihat 
pada Gambar 4.17. 
  
Gambar 4.17. Perbandingan RMSE Berdasarkan Model Inflasi Palangkaraya 
Pada Gambar 4.17 memperlihatkan bahwa dalam pemodelan univariat 
untuk inflasi di Palangkaraya dengan penambahan variabel prediktor bisa 
menurunkan nilai tingkat kesalahan terhadap standar errornya. Model ARIMA 
dengan deteksi outlier merupakan model terbaik untuk inflasi Palangkaraya yang 
didasarkan pada nilai RMSE in-sample terkecil yaitu sebesar 0.8424.  
 
Gambar 4.18. Hasil Peramalan Inflasi Palangkaraya 
Namun demikian berdasarkan tingkat akurasi ramalannya menunjukkan 
bahwa model ARIMA-Kalender Variasi dengan dummy mingguan merupakan 
model dengan akurasi ramalan lebih baik dibandingkan dengan model yang lain. 
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Hal ini dilihat pada nilai RMSE out-sample yang terkecil yaitu sebesar 0.4620. 
Hasil ramalan inflasi berdasarkan beberapa metode pemodelan dibandingkan 
dengan data aktual (data out-sample) dapat dilihat pada Gambar 4.18. 
 
4.6. Pemodelan Inflasi Banjarmasin 
4.6.1.  Model ARIMA 
Berdasarkan cara dan langkah yang sama dengan sebelumnya maka 
diperoleh plot ACF dan PACF (Lampiran 9.c) dan hasil identifikasi model 
ARIMA seperti pada Tabel 4.40. Hasil estimasi parameter untuk model terpilih 
dapat dilihat pada Tabel 4.41. 
 
Tabel 4.40  Hasil Identifikasi dan Nilai AIC Model ARIMA Sementara Inflasi 
Banjarmasin 
Model ARIMA Hasil Identifikasi AIC Keterangan 
 (1,1,0)
12
 218.4706 - 
 (0,1,1)
12
 194.3731 dipilih untuk pemodelan 
 
 


















Hasil estimasi di atas memperlihatkan bahwa dengan menggunakan taraf 
uji 𝛼 = 0.05, maka parameter model ARIMA (0,1,1)12 memiliki nilai p-value 
kurang dari 0.05 sehingga parameter tersebut bisa digunakan dalam model. Hasil 
uji asumsi juga menunjukkan model ARIMA (0,1,1)
12
 telah memenuhi asumsi 
residual white noise dan berdistribusi normal. Secara matematis, model ARIMA 
(0,1,1)
12
 bisa ditulis sebagai berikut : 
?̇?4,𝑡 = 𝑦4,𝑡−12 + 𝑎4,𝑡 − 0.76749 𝑎4,𝑡−12 




4.6.2.  Model Variasi Kalender 
Pemodelan ARIMA dengan efek variasi kalender bulanan untuk inflasi 
Banjarmasin tidak berbeda dengan cara dan langkah seperti di atas. Hasil estimasi 
parameter untuk model ARIMA dengan variasi kalender bulanan untuk inflasi 
Banjarmasin seperti ditunjukkan pada Tabel 4.42. 
 
Tabel 4.42.  Hasil Estimasi Parameter ARIMA dengan Variasi Kalender Bulanan 

















Θ1 0.80978 0.05304 <.0001 
Ya 
0.051384 
(>0.1500) 𝐷𝑡−1 0.28119 0.12189 0.0224 
 
Hasil estimasi pada tabel di atas menunjukkan bahwa model tersebut 
sudah memenuhi syarat signifikan dan kelayakan model dimana residual dari 
model telah white noise dan mengikuti distribusi normal. Secara matematis, model 
variasi kalender bulanan dengan deteksi outlier bisa ditulis sebagai berikut : 
?̇?4,𝑡 = 0.282 𝐷𝑡−1 + (1 − 0.810 𝐵
12)𝑎4,𝑡 
dengan ?̇?4,𝑡 = 𝑦4,𝑡 − 𝜇, dan 𝑦4,𝑡 = Ln(Y4,t + 1.5) 
Berdasarkan persamaan model variasi kalender bulanan tersebut 
menunjukkan bahwa inflasi di Banjarmasin dipengaruhi oleh satu bulan sebelum 
bulan perayaan Hari Raya Idul Fitri. Kondisi ini berkaitan dengan tradisi di 
Banjarmasin ketika memasuki bulan ramadhan terdapat pasar kaget yang sering 
disebut pasar kue. Permintaan terhadap barang konsumsi pada waktu itu cukup 
besar sehingga berakibat adanya kenaikan harga terhadap barang dan jasa yang 
dibutuhkan oleh masyarakat.  
Adapun hasil estimasi model inflasi Banjarmasin dengan variasi kalender 
mingguan bisa dilihat pada Tabel 4.43 berikut. Pada tabel tersebut menunjukkan 
bahwa model variasi kalender mingguan untuk peramalan inflasi di Banjarmasin 
memiliki parameter yang signifikan pada taraf uji 𝛼 = 0.05. Disamping itu, hasil 
uji kelayakan terhadap model tersebut memperlihatkan bahwa residual dari model 
telah white noise dan mengikuti distribusi normal. 
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𝐷1,𝑡−1 0.62307 0.24528 0.0121 
𝐷3,𝑡−1 0.40213 0.20016 0.0463 
 
Secara matematis, model variasi kalender mingguan di atas bisa ditulis 
sebagai berikut : 
?̇?4,𝑡 = 0.623 𝐷1,𝑡−1 + 0.402 𝐷3,𝑡−1 + (1 − 0.806 𝐵
12)𝑎4,𝑡 
dengan ?̇?4,𝑡 = 𝑦4,𝑡 − 𝜇, dan 𝑦4,𝑡 = Ln(Y4,t + 1.5). 
 
4.6.3.  Model Fungsi Transfer 
Berdasarkan plot ACF dan PACF deret input curah hujan (Lampiran 
10.c) diperoleh model ARIMA yang untuk variabel input yaitu ARIMA 
(2,0,0)(0,1,1)
12
 dengan persamaan ditulis : 
?̇?4,𝑡 =
(1 − 0.7038 𝐵12)
(1 − 0.251𝐵 − 0.157𝐵2)(1 − 𝐵12)
𝑎4,𝑡 
Berdasarkan  model ARIMA terssebut maka didapatkan deret input curah 
hujan yang telah dilakukan prewhitening sebagai berikut : 
𝛼4,𝑡 =
(1 − 0.251𝐵 − 0.157𝐵2)(1 − 𝐵12)
(1 − 0.7038 𝐵12)
?̇?4,𝑡 
Adapun prewhitening deret output inflasi Banjarmasin mengikuti 
prewhitening dari deret input curah hujan sehingga diperoleh output Inflasi 
Banjarmasin yang sudah dilakukan prewhitening yaitu sebagai berikut : 
𝛽3,𝑡 =
(1 − 0.251𝐵 − 0.157𝐵2)(1 − 𝐵12)
(1 − 0.7038 𝐵12)
?̇?3,𝑡 
Hasil CCF hasil prewhitening antara data inflasi dengan deret input curah 
hujan seperti pada Lampiran 11 (c). Berdasarkan hasil CCF bobot respons impuls 
yang terbentuk adalah b=0, s=0 dan r=0. Selanjutnya dengan bobot tersebut, 
dilakukan pemodelan ARIMA terhadap komponen error (𝑛𝑡) sehingga 
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mendapatkan residual yang white noise. Orde ARIMA ditentukan berdasarkan 
ACF dan PACF dari komponen error (𝑛𝑡) hasil respons impuls seperti pada 
Lampiran 12 (c). Model ARIMA komponen error (𝑛𝑡) yang terbentuk adalah 
ARIMA (0,1,1)
12
. Hasil estimasi model fungsi transfer seperti dicantumkan pada 
Tabel 4.44 berikut ini. 
 
















b=0, s=0, r=0 
Θ1 0.7559 0.0578 <.0001 
Ya 
0.046313 








Hasil pada tabel di atas menunjukkan bahwa parameter fungsi transfer 
(curah hujan) tidak signifikan pada taraf uji 𝛼 = 0.05, sehingga model fungsi 
transfer untuk inflasi Banjarmasin tidak bisa terbentuk. Dengan demikian, model 
terbaik untuk fungsi transfer inflasi Banjarmasin mengikuti model ARIMA. 
Secara matematis model bisa ditulis sebagai berikut : 
?̇?4,𝑡 = 𝑦4,𝑡−12 + (1 − 0.76749𝐵
12)𝑎4,𝑡 
dimana ?̇?4,𝑡 = 𝑦4,𝑡 − 𝜇, dan 𝑦4,𝑡 = Ln(Y4,t + 1.5). 
Secara simultan pemodelan ARIMAX untuk inflasi Banjarmasin dengan 
cara menggabungkan semua variabel eksogen dan hanya melibatkan variabel atau 
parameter yang signifikan seperti terlihat pada Tabel 4.45 di bawah ini.  
 
Tabel 4.45.  Hasil Estimasi Parameter Model ARIMAX Simultan Inflasi 





















𝜙6 -0.1696 0.0807 0.0373 
𝐷𝑡−1 0.2396 0.1216 0.0507 




Berdasarkan Tabel 4.45 di atas memperlihatkan bahwa parameter 
variabel input curah hujan tidak signifikan dalam model univariat simultan. Ini 
berarti curah hujan tidak mempunyai pengaruh yang signifikan pada inflasi di 
Banjarmasin. Hasil uji asumsi residual dari model tersebut sudah memenuhi untuk 
uji white noise dan kenormalan pada taraf uji 𝛼 = 0.05. Secara matematis, model 
tersebut dapat ditulis sebagai berikut : 
?̇?4,𝑡 = 𝑦4,𝑡−12 − 0.170 𝑦4,𝑡−6 + 0.170𝑦4,𝑡−18 + 0.240 𝐷𝑡−1 + 1.249 𝑃𝑡
+ (1 − 0.791 𝐵12)𝑎4,𝑡 
dengan ?̇?4,𝑡 = 𝑦4,𝑡 − 𝜇, dan 𝑦4,𝑡 = Ln(Y4,t + 1.5). 
Persamaan model di atas menyimpulkan bahwa inflasi pada waktu ke-t 
mempunyai keterkaitan dengan inflasi yang terjadi pada bulan-bulan sebelumnya. 
Selain itu inflasi juga dipengaruhi adanya variasi kalender yang terjadi pada satu 
bulan sebelum bulan hari raya Idul Fitri. 
Berdasarkan pemodelan inflasi Banjarmasin yang telah dilakukan dengan 
beberapa metode, maka bisa dilakukan perbandingan model terbaik berdasarkan 
nilai RMSE in-sample. Hasil akurasi peramalan bisa diketahui berdasarkan nilai 
dari RMSE out-sample. Perbandingan nilai RMSE bisa dilihat pada Gambar 4.19.  
 
  
Gambar 4.19. Perbandingan RMSE Berdasarkan Model Inflasi Banjarmasin 
Gambar 4.19 di atas menunjukkan bahwa model ARIMAX simultan 
merupakan model terbaik dibandingkan dengan model univariat lainnya untuk 
pemodelan inflasi di Banjarmasin. Hal ini didasarkan pada nilai RMSE in-sample 
terkecil yaitu sebesar 0.8875.  
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Namun demikian berdasarkan tingkat akurasi ramalan menunjukkan 
bahwa model ARIMA memberikan akurasi yang lebih tinggi dibandingkan 
dengan model yang lain. Hal ini terlihat pada nilai RMSE out-sample yang 
terkecil yaitu sebesar 0.3626. Adapun hasil ramalan inflasi berdasarkan beberapa 
metode pemodelan dibandingkan dengan data aktual (data out-sample) seperti 
ditunjukkan pada Gambar 4.20 di bawah ini. 
 
Gambar 4.20. Hasil Peramalan Inflasi Banjarmasin 
 
4.7.  Pemodelan Inflasi Balikpapan 
4.7.1.  Model ARIMA 
Hasil identifikasi model ARIMA berdasarkan plot ACF dan PACF inflasi 
Balikpapan pada Lampira 9.d menghasilkan model ARIMA sementara untuk 
inflasi Balikpapan seperti pada Tabel 4.46 Adapun model ARIMA terbaik yang 
diperoleh dapat dilihat pada Tabel 4.47. 
 
Tabel 4.46.  Hasil Identifikasi dan Nilai AIC Model ARIMA Sementara Inflasi 
Balikpapan 
Model ARIMA Hasil Identifikasi AIC Keterangan 
ARIMA (2,1,0)
12
 204.5324 - 
ARIMA (0,1,1)
12




Tabel 4.47.  Nilai AIC dan RMSE In-Sample Hasil Pemodelan ARIMA Inflasi 
Balikpapan 
Model ARIMA AIC RMSE in-sample 
 ARIMA (0,1,1)
12
 199.2837 0.4568 
 ARIMA (0,1,1)
12
 dengan deteksi outlier 156.1447 0.3953 
 
Mengacu pada nilai AIC dan RMSE in-sample menyimpulkan bahwa 
ARIMA (0,0,0)(0,1,1)
12
 dengan deteksi outlier merupakan model terbaik yang 
bisa digunakan sebagai peramalan. Secara matematis, model ARIMA (0,1,1)
12
 
dengan deteksi outlier (Lampiran 14) untuk model inflasi Balikpapan bisa ditulis 
sebagai berikut : 
?̇?5,𝑡 = 𝑦5,𝑡−12 − 2.263 𝐼𝑡
𝑇=153 − 1.555  𝐼𝑡
𝑇=58 + (1 − 0.697 𝐵12)𝑎5,𝑡 
dengan ?̇?5,𝑡 = 𝑦5,𝑡 − 𝜇, dan 𝑦5,𝑡 = Ln(Y5,t + 1.5) 
 
4.7.2.  Model Variasi Kalender 
Dengan cara dan langkah yang sama, hasil estimasi parameter untuk 
model ARIMA dengan variasi kalender bulanan untuk inflasi Balikpapan seperti 
pada Tabel 4.48 di bawah ini. 
 

















Θ1 0.7589 0.05544 <.0001 
Ya 
0.091056 










𝐷𝑡−1 0.30586 0.11575 0.0091 
 𝜔𝐴153 -2.23436 0.39687 <.0001 
 
Hasil estimasi pada Tabel 4.48 di atas menunjukkan bahwa variasi 
kalender bulanan dengan deteksi outlier lebih layak untuk digunakan dalam 
pemodelan dan peramalan inflasi di Balikpapan.  Model tersebut didukung dengan 
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kriteria nilai AIC dan RMSE in-sample terkecil pada kedua model variasi 
kalender bulanan tersebut seperti disajikan pada Tabel 4.49 di bawah ini. 
 
Tabel 4.49.  Nilai AIC dan RMSE In-Sample Hasil Pemodelan Variasi Kalender 
Bulanan Inflasi Balikpapan 
Model ARIMA Variasi Kalender AIC RMSE in-sample 
CV-ARIMA (0,1,1)
12
  194.5332 0.4485 
CV-ARIMA (0,1,1)
12
 dengan deteksi outlier 167.2104 0.4096 
 
Secara matematis, model variasi kalender bulanan dengan deteksi outlier 
bisa ditulis sebagai berikut : 
?̇?5,𝑡 = 0.306 𝐷𝑡−1 − 2.234 𝐼𝑡
𝑇=153 + (1 − 0.734 𝐵12)𝑎5,𝑡 
dengan ?̇?5,𝑡 = 𝑦5,𝑡 − 𝜇, dan 𝑦5,𝑡 = Ln(Y5,t + 1.5) 
Berdasarkan persamaan model variasi kalender bulanan tersebut 
menunjukkan bahwa kejadian satu bulan sebelum bulan hari raya Idul Fitri di 
Balikpapan berkaitan dengan terjadinya inflasi. Disamping adanya faktor deflasi 
yang terjadi pada T=153 (September 2013) yang memberikan pengaruh terhadap 
besaran inflasi di Balikpapan. Untuk model inflasi Balikpapan dengan variasi 
kalender mingguan bisa dilihat hasil estimasinya pada Tabel 4.50. 
 
























𝐷1,𝑡−1 0.60605 0.21609 0.0057 
 𝐷2,𝑡−1 0.48793 0.18866 0.0106 
 𝜔𝐴153 -2.21564 0.38718 <.0001 
 
Berdasarkan hasil estimasi parameter di atas, memperlihatkan bahwa 
model variasi kalender mingguan denga deteksi outlier untuk peramalan inflasi 
131 
 
Balikpapan telah signifikan pada taraf uji 𝛼 = 0.05. Pada uji asumsi residual, 
model tersebut juga sudah memenuhi uji kelayakan model.  
Secara matematis, model variasi kalender mingguan di atas bisa ditulis 
sebagai berikut : 
 
?̇?5,𝑡 = 0.0.606 𝐷1,𝑡−1 + 0.488 𝐷2,𝑡−1 − 2.216 𝐼𝑡
𝑇=153 + (1 − 0.708 𝐵12)𝑎5,𝑡 
dengan ?̇?5,𝑡 = 𝑦5,𝑡 − 𝜇, dan 𝑦5,𝑡 = Ln(Y5,t + 1.5) 
Model variasi kalender mingguan tersebut mendukung model variasi 
kalender bulanan dimana terjadinya inflasi lebih sering terjadi pada satu bulan 
sebelum bulan perayaan hari raya Idul Fitri. 
 
4.7.3.  Model Fungsi Transfer 
Berdasarkan plot ACF dan PACF deret input curah hujan (Lampiran 
10.d.) diperoleh model ARIMA yang untuk variabel input yaitu ARIMA 
(0,0,[3])(0,1,1)
12
 dengan persamaan ditulis : 
?̇?5,𝑡 =
(1 + 0.186𝐵3)(1 − 0.753 𝐵12)
(1 − 𝐵12)
𝑎5,𝑡 
Berdasarkan model ARIMA tersebut maka didapatkan deret input curah 




(1 + 0.186𝐵3)(1 − 0.753 𝐵12)
?̇?5,𝑡 
Adapun prewhitening deret output inflasi Balikpapan mengikuti 
prewhitening dari deret input curah hujan sehingga dihasilkan output Inflasi 
Balikpapan yang sudah dilakukan prewhitening yaitu sebagai berikut : 
𝛽5,𝑡 =
(1 − 𝐵12)
(1 + 0.186𝐵3)(1 − 0.753 𝐵12)
?̇?5,𝑡 
 
Plot CCF hasil prewhitening antara data inflasi dengan deret input curah 
hujan seperti ditunjukkan pada Lampiran 11 (d). Berdasarkan pada hasil plot CCF 
maka bobot respons impuls yang terbentuk adalah b=4, s=0 dan r=0. Selanjutnya 
dengan bobot tersebut, dilakukan pemodelan ARIMA terhadap komponen error 
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(𝑛𝑡) sehingga mendapatkan residual yang white noise. Orde ARIMA ditentukan 
berdasarkan ACF dan PACF dari komponen error (𝑛𝑡) hasil respons impuls 
seperti pada Lampiran 12 (d). Model ARIMA komponen error (𝑛𝑡) yang 
terbentuk adalah ARIMA (0,1,1)
12
. Hasil estimasi model fungsi transfer seperti 
dicantumkan pada Tabel 4.51 berikut ini. 
 

















b=4, s=0 dan r=0 
Θ1 0.6701 0.0627 <.0001 
Ya 
0.08995 




b=4, s=0 dan r=0. 
Dengan Deteksi 
Outlier 





𝜔0 -0.0102 0.0071 0.1578 
𝜔𝐴𝑂153 -2.2653 0.3523 <.0001 
𝜔𝐴𝑂58 1.5097 0.3426 <.0001 
𝜔𝐴𝑂68 -1.2759 0.3397 0.0002 
𝜔𝐿𝑆8 -0.6421 0.1461 <.0001 
 
Berdasarkan pada tabel di atas menyimpulkan bahwa model fungsi 
transfer tanpa deteksi outlier masih belum memenuhi asumsi kenormalan, namun 
di sisi lain, model dengan deteksi outlier justru memperlihatkan bahwa parameter 
dari variabel input curah hujan menjadi tidak signifikan. Berdasarkan nilai AIC 
dari kedua model tersebut, menyimpulkan bahwa model dengan deteksi outlier 
merupakan model yang terbaik seperti pada Tabel 4.52. 
 
Tabel 4.52.  Nilai AIC dan RMSE In-Sample Hasil Pemodelan Fungsi Transfer 
Inflasi Balikpapan 
Model ARIMA Variasi Kalender AIC RMSE in-sample 
FT-ARIMA (0,1,1)
12
  197.8611 0.4609 
FT-ARIMA  (0,1,1)
12




Secara matematis model fungsi transfer dengan deteksi outlier bisa ditulis 
sebagai berikut : 
?̇?5,𝑡 = −0.010 𝑥5,𝑡−4 − 2.265 𝐼𝑡
𝑇=153 + 1.509 𝐼𝑡







dimana ?̇?5,𝑡 = 𝑦5,𝑡 − 𝜇, dan 𝑦5,𝑡 = Ln(Y5,t + 1.5). 
Secara simultan pemodelan ARIMAX untuk inflasi Balikpapan dengan 
cara menggabungkan semua variabel eksogen dan hanya melibatkan variabel atau 
parameter yang signifikan seperti ditunjukkan pada Tabel 4.53 di bawah ini.  
 
Tabel 4.53.  Hasil Estimasi Parameter Model ARIMAX Simultan Inflasi 



















𝑃𝑡 1.5552 0.3660 <.0001 
𝜔𝐴𝑂153 -2.2628 0.3799 <.0001 
 
Berdasarkan pada Tabel 4.53 memperlihatkan bahwa model simultan 
trsebut telah memenuhi uji kelayakan model. Namun demikian, parameter untuk 
variabel input (curah hujan) dinilai tidak signifikan dan ini berarti bahwa curah 
hujan tidak berpengaruh signifikan terhadap inflasi yang trjadi di Balikpapan. 
Secara matematis, model tersebut bisa ditulis sebagai berikut : 
?̇?5,𝑡 = 𝑦5,𝑡−12 + 1.555 𝑃𝑡 − 2.263 𝐼𝑡
𝑇=153 + (1 − 0.697)𝑎5,𝑡 
dengan ?̇?5,𝑡 = 𝑦5,𝑡 − 𝜇, dan 𝑦5,𝑡 = Ln(Y5,t + 1.5). 
Berdasarkan pemodelan inflasi Balikpapan yang telah dilakukan dengan 
beberapa metode, maka bisa dilakukan perbandingan model terbaik berdasarkan 
nilai RMSE in-sample. Hasil akurasi peramalan bisa diketahui berdasarkan nilai 
dari RMSE out-sample. Perbandingan nilai RMSE bisa dilihat pada Gambar 4.21 





Gambar 4.21. Perbandingan RMSE Berdasarkan Model Inflasi Balikpapan 
Gambar 4.21 menunjukkan bahwa model ARIMA dengan deteksi outlier 
merupakan model terbaik dibandingkan dengan model univariat lainnya untuk 
pemodelan inflasi di Balikpapan. Hal ini didasarkan pada nilai RMSE in-sample 
terkecil yaitu sebesar 0.8475.  
Namun demikian berdasarkan tingkat akurasi ramalan menunjukkan 
bahwa model ARIMA memberikan akurasi yang lebih tinggi dibandingkan 
dengan model yang lain. Hal ini terlihat pada nilai RMSE out-sample yang 
terkecil yaitu sebesar 0.7233. Adapun hasil ramalan inflasi berdasarkan beberapa 
metode pemodelan dibandingkan dengan data aktual (data out-sample) seperti 
ditunjukkan pada Gambar 4.22 berikut. 
 
 
Gambar 4.22. Hasil Peramalan Inflasi Balikpapan 
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4.8. Pemodelan Inflasi Samarinda 
4.8.1.  Model ARIMA 
Berdasarkan cara dan langkah yang sama dengan sebelumnya maka 
diperoleh plot ACF dan PACF (Lampiran 9.e) dan hasil identifikasi model 
ARIMA seperti pada Tabel 4.54.  
 
Tabel 4.54. Hasil Identifikasi dan Nilai AIC Model ARIMA Sementara Inflasi 
Samarinda 
Model ARIMA Hasil Identifikasi AIC Keterangan 
ARIMA (0,1,1)
12
 196.6802 - 
ARIMA ([3],0,0)(0,1,1)
12
 193.0569 dipilih untuk pemodelan 
 
Berdasarkan pada tabel di atas serta mengacu pada penggunaan kriteria 
AIC terkecil maka model ARIMA ([3],0,0)(0,1,1)
12
 selanjutnya akan digunakan 
untuk memodelkan inflasi di Samarinda. Hasil estimasi parameter untuk model 
ARIMA ([3],0,0)(0,1,1)
12
 seperti pada Tabel 4.55. 
 















Θ1 0.72075 0.0581 <.0001 
Ya 
0.068031 
(0.0772) 𝜙3 -0.19537 0.08059 0.0165 
 
Hasil estimasi di atas memperlihatkan bahwa model ARIMA 
([3],0,0)(0,1,1)
12
 baik dari sisi parameter maupun asumsi telah memenuhi 
kelayakan model untuk peramalan. Secara matematis, model ARIMA 
([3],0,0)(0,1,1)
12
 bisa ditulis sebagai berikut : 
 
?̇?6,𝑡 = −0.195 𝑦6,𝑡−3 + 𝑦6,𝑡−12 + 0.195 𝑦6,𝑡−15 + 𝑎6,𝑡 − 0.721 𝑎6,𝑡−12 




4.8.2.  Model Variasi Kalender  
Dengan cara dan langkah yang sama, hasil estimasi parameter untuk 
model ARIMA dengan variasi kalender bulanan untuk inflasi Samarinda seperti 
pada Tabel 4.56 di bawah ini. 
 
Tabel 4.56.  Hasil Estimasi Parameter ARIMA dengan Variasi Kalender Bulanan 





















𝐷𝑡−1 0.28773 0.132 0.0308 
 𝐷𝑡 0.39851 0.13269 0.0031 
 
Hasil estimasi pada Tabel 4.56 di atas menunjukkan bahwa model 
ARIMA dengan variasi kalender bulanan untuk inflasi Samarinda telah memenuhi 
syarat signifikan dalam parameternya. Demikian juga dengan Hasil uji asumsi 
yang memperlihatkan bahwa residual sudah white noise dan mengikuti distribusi 
normal. Secara matematis, model ARIMA (0,1,1)
12
 dengan variasi kalender 
bulanan untuk model inflasi Samarinda bisa ditulis sebagai berikut : 
?̇?6,𝑡 = 0.288 𝐷𝑡−1 + 0.398 𝐷𝑡 + (1 − 0.737 𝐵
12)𝑎6,𝑡 
dengan ?̇?6,𝑡 = 𝑦6,𝑡 − 𝜇, dan 𝑦6,𝑡 = Ln(Y6,t + 1.5) 
Berdasarkan persamaan model variasi kalender bulanan tersebut 
menunjukkan bahwa pada bulan dimana terdapat bulan perayaan hari raya Idul 
Fitri serta satu bulan sebelum bulan perayaan Idul Fitri mempengaruhi terhadap 
besar kecilnya inflasi.  
 






















Θ1 0.73928 0.05659 <.0001 
𝐷1,𝑡−1 0.55965 0.22157 0.0126 
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Adapun model variasi kalender mingguan untuk inflasi Samarinda dapat 
dilihat pada Tabel 4.57. di atas. Pada Tabel 4.57 memperlihatkan bahwa model 
ARIMA (0,0,[23])(0,1,1)
12
 dengan variasi kalender mingguan untuk inflasi 
Samarinda telah memenuhi syarat signifikan dalam parameternya. Demikian juga 
dengan Hasil uji asumsi yang memperlihatkan bahwa residual sudah white noise 
dan mengikuti distribusi normal. Secara matematis, model ARIMA 
(0,0,[23])(0,1,1)
12
 dengan variasi kalender mingguan untuk model inflasi 
Samarinda bisa ditulis sebagai berikut : 
?̇?6,𝑡 = 0.560 𝐷1,𝑡−1 + (1 + 0.260 𝐵
23)(1 − 0.739 𝐵12) 𝑎6,𝑡 
dengan ?̇?6,𝑡 = 𝑦6,𝑡 − 𝜇, dan 𝑦6,𝑡 = Ln(Y6,t + 1.5) 
 
4.8.3.  Model Fungsi Transfer 
Berdasarkan plot ACF dan PACF deret input curah hujan (Lampiran 
10.e) diperoleh model ARIMA yang untuk variabel input yaitu ARIMA 
(0,0,1)(0,1,1)
12
 dengan persamaan ditulis : 
?̇?6,𝑡 =
(1 + 0.175)(1 − 0.799𝐵12)
(1 − 𝐵12)
𝑎6,𝑡 
Berdasarkan  model ARIMA tersebut maka didapatkan deret input curah 
hujan yang telah dilakukan prewhitening sebagai berikut : 
𝛼6,𝑡 =
(1 − 𝐵12)
(1 + 0.175)(1 − 0.799𝐵12)
?̇?6,𝑡 
Adapun prewhitening deret output inflasi Samarinda mengikuti 
prewhitening dari deret input curah hujan sehingga diperoleh output Inflasi 
Samarinda yang sudah melalui prewhitening yaitu sebagai berikut : 
𝛽6,𝑡 =
(1 − 𝐵12)
(1 + 0.175)(1 − 0.799𝐵12)
?̇?6,𝑡 
 
Plot CCF hasil prewhitening antara data inflasi dengan deret input curah 
hujan seperti ditunjukkan pada Lampiran 11 (e). Berdasarkan pada hasil plot CCF 
maka bobot respons impuls yang terbentuk adalah b=5, s=0 dan r=0. Selanjutnya 
dengan bobot tersebut, dilakukan pemodelan ARIMA terhadap komponen error 
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(𝑛𝑡) sehingga mendapatkan residual yang white noise. Orde ARIMA ditentukan 
berdasarkan ACF dan PACF dari komponen error (𝑛𝑡) hasil respons impuls 
seperti pada Lampiran 12 (e). Model ARIMA komponen error (𝑛𝑡) yang terbentuk 
adalah ARIMA ([3],0,0)(0,1,1)
12
. Hasil estimasi model fungsi transfer seperti 
dicantumkan pada di bawah ini.  
 

















b=5, s=0 dan r=0. 




𝜙3 -0.2004 0.0824 0.0162 
𝜔0 -0.0009 0.0004 0.0182 
 
Pada Tabel 4.58 memberikan penjelasan bahwa parameter dalam model 
fungsi transfer telah signifikan pada taraf uji 𝛼 = 0.05 serta model tersebut sudah 
memenuhi asumsi uji white noise dan normalitas. Secara matematis model fungsi 
transfer di atas bisa ditulis sebagai berikut : 
?̇?6,𝑡 = 𝑦6,𝑡−12 − 0.200𝑦6,𝑡−3 + 0.200𝑦6,𝑡−15 − 0.0009𝑥6,𝑡−5 + (1− 695𝐵
12)𝑎6,𝑡 
dimana ?̇?6,𝑡 = 𝑦6,𝑡 − 𝜇, dan 𝑦6,𝑡 = Ln(Y6,t + 1.5). 
Secara simultan pemodelan ARIMAX untuk inflasi Samarinda seperti 
terlihat pada Tabel 4.59 di bawah ini.  
 






















𝐷𝑡 0.3168 0.1125 0.0055 
𝑃𝑡 1.6204 0.3567 <.0001 
𝜔𝐴𝑂95 -2.0441 0.3556 <.0001 
 
Hasil estimasi pada Tabel 4.59 di atas memperlihatkan bahwa model 
simultan tersebut telah memenuhi uji kelayakan model. Namun demikian, 
parameter untuk variabel input (curah hujan) dinilai tidak signifikan dan ini 
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berarti bahwa curah hujan tidak berpengaruh signifikan terhadap inflasi yang di 
Samarinda. Secara matematis, model tersebut bisa ditulis sebagai berikut : 
?̇?6,𝑡 = 𝑦6,𝑡−12 + 0.317 𝐷𝑡 + 1.620 𝑃𝑡 − 2.044 𝐼𝑡
𝑇=95 + (1 − 0.684 𝐵12)𝑎6,𝑡 
dengan ?̇?6,𝑡 = 𝑦6,𝑡 − 𝜇, dan 𝑦6,𝑡 = Ln(Y6,t + 1.5). 
Pemodelan inflasi Samarinda yang telah dilakukan dengan beberapa 
metode memberikan gambaran dan perbandingan model terbaik berdasarkan nilai 
RMSE in-sample. Hasil akurasi peramalan bisa diketahui berdasarkan nilai dari 
RMSE out-sample.  
  
Gambar 4.23. Perbandingan RMSE Berdasarkan Model Inflasi Samarinda 
Gambar 4.23 di atas menunjukkan bahwa model ARIMAX secara 
simultan memiliki nilai RMSE in-sample terkecil yaitu sebesar 0.8569. Hal ini 
bisa dikatakan bahwa model ARIMAX simultan merupakan model terbaik 
dibandingkan dengan model univariat lainnya untuk pemodelan inflasi di 
Samarinda. Demikian juga berdasarkan tingkat akurasi ramalan menunjukkan 
bahwa model ARIMAX simultan memberikan akurasi yang lebih tinggi 
dibandingkan dengan model yang lain. Hal ini terlihat pada nilai RMSE out-
sample yang terkecil yaitu sebesar 0.3691. Adapun hasil ramalan inflasi 
berdasarkan beberapa metode pemodelan dibandingkan dengan data aktual (data 




Gambar 4.24. Hasil Peramalan Inflasi Samarinda 
 
4.9. Pemodelan GSTAR 
Pemodelan GSTAR secara umum mengikuti prosedur Box-Jenkins yaitu 
identifikasi stasioneritas, penentuan orde waktu dan spasial, estimasi parameter 
dengan menggunakan beberapa bobot lokasi, tahapan pengecekan kelayakan 
model dan tahap peramalan 
 
4.9.1.  Identifikasi Model GSTAR 
Identifikasi stasioneritas secara multivariat terhadap data inflasi (𝑌𝑖,𝑡) 
enam kota di Kalimantan bisa dilihat secara visual dari skema plot MCCF seperti 
ditunjukkan pada gambar di bawah ini. 
 
Gambar 4.25 Skema MCCF Data Inflasi 
Berdasarkan pada skema MCCF terlihat bahwa data sudah stasioner yang 
ditunjukkan adanya banyak tanda titik (.) yang muncul pada plot MCCF. Pada 
plot MCCF juga memperlihatkan adanya korelasi antar wilayah yang 
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diperlihatkan adanya tanda (+) pada lag 0 untuk semua wilayah meskipun dengan 
tingkat korelasi yang kecil. 
Penentuan orde waktu (AR) untuk model GSTAR diidentifikasi dengan 
melihat skema plot MPCCF. Berbagai kemungkinan orde yang terbentuk dari 
hasil identifikasi pada skema MPCCF, maka untuk memilih orde GSTAR yang 
akan digunakan ditentukan berdasarkan nilai AICC yang terkecil. 
Berdasarkan skema plot MPCCF pada Gambar 4.25 terlihat bahwa pada 
lag ke 4, 9 dan 12 memiliki tanda positif (+) atau negatif (-) yang lebih banyak 
dibandingkan lainnya atau dengan kata lain bersifat signifikan. Sehingga orde AR 
untuk GSTAR terdapat berbagai kemungkinan berdasarkan pada lag-lag tersebut 
seperti ditampilkan pada Tabel 4.60. 
 
Gambar 4.26 Skema MPCCF Inflasi (𝑌𝑖,𝑡) Enam Wilayah di Kalimantan. 
 
 
Lanjutan Gambar 4.26 
 
Tabel 4.60. Identifikasi Orde AR untuk GSTAR dan Nilai AIC 
Orde AR untuk 
GSTAR 
Nilai AIC 
Orde AR untuk 
GSTAR 
Nilai AIC 
[4] -9.3908 [4,12] -10.3823 
[9] -9.05363 [9,12] -10.0343 
[12] -10.3923 [4,9,12] -10.0371 




Hasil identifikasi orde waktu (AR) untuk model GSTAR berdasarkan 
pada Tabel 4.60 menunjukkan bahwa orde AR yang bisa digunakan adalah orde 
p=[12] karena memiliki nilai AIC yang terkecil (-10.3923) dibandingkan dengan 
kemungkinana orde AR yang lain. Adapun untuk orde spasial yang digunakan 
dalam penelitian ini dibatasi pada orde 1. Dengan demikian, model GSTAR yang 
digunakan dalam penelitian ini adalah model GSTAR ([12]1). Model GSTAR 
([12]1) dapat ditulis sebagai berikut : 
𝒀(𝑡) = 𝚽120𝒀(𝑡 − 12) + 𝚽121𝑾
(1)𝒀(𝑡 − 12) + 𝒆(𝑡) 





























12 0 0 0 0 0
0 𝜙20
12 0 0 0 0
0 0 𝜙30
12 0 0 0
0 0 0 𝜙40
12 0 0
0 0 0 0 𝜙50
12 0




































12 0 0 0 0 0
0 𝜙21
12 0 0 0 0
0 0 𝜙31
12 0 0 0
0 0 0 𝜙41
12 0 0
0 0 0 0 𝜙51
12 0














0 𝑤12 𝑤13 𝑤14 𝑤15 𝑤16
𝑤21 0 𝑤23 𝑤24 𝑤25 𝑤26
𝑤31 𝑤32 0 𝑤34 𝑤35 𝑤36
𝑤41 𝑤42 𝑤43 0 𝑤45 𝑤46
𝑤51 𝑤52 𝑤53 𝑤54 0 𝑤56













































4.9.2.  Estimasi Parameter 
Pemodelan GSTAR untuk inflasi enam wilayah di Kalimantan 
menggunakan metode estimasi GLS. Oleh karena itu dalam pemodelan GSTAR 
([12]1) pada data inflasi pada enam kota di Kalimantan selanjutnya dinamakan 
sebagai pemodelan GSTAR-GLS ([12]1). Bobot lokasi yang digunakan adalah 
menggunakan bobot lokasi seragam, invers jarak, normalisasi korelasi silang dan 
normalisasi inferensia parsial korelasi silang. 
 
4.9.2.1. Pemodelan GSTAR-GLS ([12]1) dengan Bobot Seragam 
Bobot lokasi seragam mengasumsikan bahwa data inflasi memiliki 
keterkaitan yang sama antar lokasi (spasial). Oleh karena itu, pemberian bobot 
lokasi ke-i dan ke-j adalah sama. Pada penelitian ini, jumlah lokasi dalam 
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penelitian sebanyak enam lokasi. Nilai 𝑤𝑖𝑗 =
1
𝑛𝑖
, dengan 𝑛𝑖 = 5, maka 𝑤𝑖𝑗 = 0.2  
pada setiap wilayah pada lag waktu ke-1 dengan lokasi yang berbeda pada waktu 
yang sama. Bobot seragam untuk enam wilayah dalam bentuk matriks adalah 








0 0.2 0.2 0.2 0.2 0.2
0.2 0 0.2 0.2 0.2 0.2
0.2 0.2 0 0.2 0.2 0.2
0.2 0.2 0.2 0 0.2 0.2
0.2 0.2 02 0.2 0 0.2







Hasil estimasi parameter untuk model GSTAR-GLS([12]1) yang full 
model dapat dilihat pada Tabel 4.61. 
 
Tabel 4.61.  Estimasi Parameter Full Model dari Model GSTAR-GLS ([12]1) 
Inflasi dengan Bobot Seragam  





12 -0.44355 0.076501 -5.8 <.0001 
  𝜙11
12 0.038557 0.08073 0.48 0.6337 
Sampit  𝜙20
12 -0.43709 0.072409 -6.04 <.0001 
  𝜙21
12 -0.10247 0.120819 -0.85 0.3978 
Palangkaraya  𝜙30
12 -0.48469 0.070689 -6.86 <.0001 
  𝜙31
12 -0.15164 0.133996 -1.13 0.2597 
Banjarmasin  𝜙40
12 -0.43212 0.075938 -5.69 <.0001 
  𝜙41
12 -0.12792 0.12351 -1.04 0.3021 
Balikpapan  𝜙50
12 -0.51152 0.070902 -7.21 <.0001 
  𝜙51
12 -0.17452 0.107082 -1.63 0.1054 
Samarinda  𝜙60
12 -0.50202 0.07024 -7.15 <.0001 
  𝜙61
12 -0.03201 0.108056 -0.3 0.7675 
 
Tabel di atas menunjukkan masih terdapat parameter yang tidak 
signifikan pada tingkat taraf uji 𝛼 = 0.05 sehingga perlu dilakukan seleksi 
parameter untuk menghasilkan model terbaik dan signifikan yang memenuhi taraf 
uji 𝛼 = 0.05. Estimasi parameter untuk model yang bersifat restricted model 
seperti pada tabel berikut : 
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Tabel 4.62.  Estimasi Parameter Restricted Model dari Model GSTAR-GLS 
([12]1) Inflasi dengan Bobot Seragam  





12 -0.40444 0.070512 -5.74 <.0001 
Sampit  𝜙20
12 -0.43311 0.062798 -6.9 <.0001 
Palangkaraya  𝜙30
12 -0.49471 0.054312 -9.11 <.0001 
Banjarmasin  𝜙40
12 -0.45555 0.058965 -7.73 <.0001 
Balikpapam  𝜙50
12 -0.55792 0.059726 -9.34 <.0001 
Samarinda  𝜙60
12 -0.48227 0.05827 -8.28 <.0001 
 
Berdasarkan pada Tabel 4.62 menunjukkan bahwa parameter pada model 
GSTAR-GLS ([12]1) dengan bobot seragam dapat digunakan pada tingkat taraf uji 
𝛼 = 0.05. Bentuk persamaan matriks model GSTAR-GLS ([12]1) dengan bobot 


























−0.404 0 0 0 0 0
0 −0.433 0 0 0 0
0 0 −0.495 0 0 0
0 0 0 −0.456 0 0
0 0 0 0 −0.558 0











































Persamaan matriks di atas dapat diuraikan menjadi bentuk persamaan 
untuk tiap lokasi sebagai berikut : 
 
 Model GSTAR-GLS ([12]1) di Pontianak 
𝑌1,𝑡 = −0.404 𝑌1,𝑡−12 + 𝑒1,𝑡 
 
 Model GSTAR-GLS ([12]1) di Sampit 
𝑌2,𝑡 = −0.433 𝑌2,𝑡−12 + 𝑒2,𝑡 
 
 Model GSTAR-GLS ([12]1) di Palangkaraya 
𝑌3,𝑡 = −0.495 𝑌3,𝑡−12 + 𝑒3,𝑡 
 
 Model GSTAR-GLS ([12]1) di Banjarmasin 
𝑌4,𝑡 = −0.456 𝑌4,𝑡−12 + 𝑒4,𝑡 
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 Model GSTAR-GLS ([12]1) di Balikpapan 
𝑌5,𝑡 = −0.558 𝑌5,𝑡−12 + 𝑒5,𝑡 
 
 Model GSTAR-GLS ([12]1) di Samarinda 
𝑌6,𝑡 = −0.482 𝑌6,𝑡−12 + 𝑒6,𝑡 
 
Berdasarkan pemodelan GSTAR-GLS ([12]1) data inflasi enam kota di 
Kalimantan dengan menggunakan bobot lokasi seragam memperlihatkan bahwa 
tidak ada keterkaitan inflasi antar lokasi di Kalimantan. Hal ini terlihat pada 
model yang tidak menunjukkan adanya parameter efek spasial. Inflasi di suatu 
lokasi hanya dipengaruhi oleh wilayah yang bersangkutan pada waktu yang 
berbeda yaitu dua belas bulan sebelumnya. 
 
4.9.2.2. Pemodelan GSTAR ([12]1) dengan Bobot Invers Jarak 
Pada pemodelan GSTAR([12]1) dengan bobot invers jarak dilakukan 
dengan menggunakan jarak tempuh transportasi darat antar lokasi (D). Matriks 








0 1.074 1.296 1.490 1. .988 2144
1.074 0 222 416 914 1030
1.296 222 0 194 692 808
1.490 416 194 0 498 614
1.988 914 692 498 0 116







Pemodelan dengan menggunakan bobot invers jarak mengasumsikan 
bahwa data inflasi suatu wilayah dipengaruhi oleh jarak antara lokasi tersebut 
dengan lokasi lainnya. Jarak antara dua lokasi yang berjauhan cenderung memiliki 
bobot yang lebih kecil dibandingkan dengan jarak antara dua lokasi yang lebih 
berdekatan. Matriks bobot invers jarak (W) untuk enam lokasi di wilayah 








0 0.28 0.23 0.20 0.15 0.14
0.09 0 0.45 0.24 0.11 0.10
0.06 0.34 0 0.39 0.11 0.09
0.06 0.20 0.43 0 0.17 0.14
0.04 0.08 0.11 0.15 0 0.63









Hasil estimasi parameter untuk model GSTAR-GLS([12]1) yang full 
model dapat dilihat pada Tabel 4.63 di bawah ini. 
 
Tabel 4.63.  Estimasi Parameter Full Model dari Model GSTAR-GLS ([12]1) 
Inflasi dengan Bobot Invers Jarak  





12 -0.43941 0.075388 -5.83 <.0001 
  𝜙11
12 0.057448 0.075561 0.76 0.4483 
Sampit  𝜙20
12 -0.41318 0.072957 -5.66 <.0001 
  𝜙21
12 -0.13214 0.102811 -1.29 0.2008 
Palangkaraya  𝜙30
12 -0.49107 0.073444 -6.69 <.0001 
  𝜙31
12 -0.10621 0.110791 -0.96 0.3394 
Banjarmasin  𝜙40
12 -0.41977 0.078595 -5.34 <.0001 
  𝜙41
12 -0.12166 0.105375 -1.15 0.2502 
Balikpapan  𝜙50
12 -0.50655 0.0725 -6.99 <.0001 
  𝜙51
12 -0.14257 0.087936 -1.62 0.1072 
Samarinda  𝜙60
12 -0.52819 0.070551 -7.49 <.0001 
  𝜙61
12 0.028843 0.088006 0.33 0.7436 
 
Tabel di atas menunjukkan masih terdapat parameter yang tidak 
signifikan pada tingkat taraf uji 𝛼 = 0.05 sehingga perlu dilakukan seleksi 
parameter untuk menghasilkan model terbaik dan signifikan yang memenuhi taraf 
uji 𝛼 = 0.05. Estimasi parameter untuk model yang bersifat restricted model 
seperti pada tabel di bawah ini.  
 
Tabel 4.64.  Estimasi Parameter Restricted Model dari Model GSTAR-GLS 
([12]1) Inflasi dengan Bobot Invers Jarak  





12 -0.40444 0.070512 -5.74 <.0001 
Sampit  𝜙20
12 -0.43311 0.062798 -6.9 <.0001 
Palangkaraya  𝜙30
12 -0.49471 0.054312 -9.11 <.0001 
Banjarmasin  𝜙40
12 -0.45555 0.058965 -7.73 <.0001 
Balikpapam  𝜙50
12 -0.55792 0.059726 -9.34 <.0001 
Samarinda  𝜙60
12 -0.48227 0.05827 -8.28 <.0001 
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Berdasarkan pada Tabel 4.64 menunjukkan bahwa parameter pada model 
GSTAR-GLS ([12]1) dengan bobot invers jarak dapat digunakan pada tingkat 
taraf uji 𝛼 = 0.05. Bentuk persamaan matriks model GSTAR-GLS ([12]1) dengan 



























−0.404 0 0 0 0 0
0 −0.433 0 0 0 0
0 0 −0.495 0 0 0
0 0 0 −0.456 0 0
0 0 0 0 −0.558 0











































Persamaan matriks di atas dapat diuraikan menjadi bentuk persamaan 
untuk tiap lokasi sebagai berikut : 
 
 Model GSTAR-GLS ([12]1) di Pontianak 
𝑌1,𝑡 = −0.404 𝑌1,𝑡−12 + 𝑒1,𝑡 
 
 Model GSTAR-GLS ([12]1) di Sampit 
𝑌2,𝑡 = −0.433 𝑌2,𝑡−12 + 𝑒2,𝑡 
 
 Model GSTAR-GLS ([12]1) di Palangkaraya 
𝑌3,𝑡 = −0.495 𝑌3,𝑡−12 + 𝑒3,𝑡 
 
 Model GSTAR-GLS ([12]1) di Banjarmasin 
𝑌4,𝑡 = −0.456 𝑌4,𝑡−12 + 𝑒4,𝑡 
 
 Model GSTAR-GLS ([12]1) di Balikpapan 
𝑌5,𝑡 = −0.558 𝑌5,𝑡−12 + 𝑒5,𝑡 
 
 Model GSTAR-GLS ([12]1) di Samarinda 
𝑌6,𝑡 = −0.482 𝑌6,𝑡−12 + 𝑒6,𝑡 
 
Berdasarkan pemodelan GSTAR-GLS ([12]1) data inflasi enam kota di 
Kalimantan dengan menggunakan bobot lokasi invers jarak tidak berbeda dengan 
bobot seragam yang menunjukkan tidak ada keterkaitan inflasi antar lokasi di 
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Kalimantan. Hal ini terlihat pada model yang tidak menunjukkan adanya 
parameter efek spasial. Inflasi di suatu lokasi hanya dipengaruhi oleh wilayah 
yang bersangkutan pada waktu yang berbeda yaitu dua belas bulan sebelumnya. 
 
4.9.2.3. Pemodelan GSTAR ([12]1) dengan Bobot Normalisasi Korelasi 
Silang 
Pemodelan GSTAR-GLS ([12]1) dengan menggunakan bobot normalisasi 
korelasi silang mempunyai asumsi bahwa keterikaitan inflasi antara lokasi 
dipengaruhi oleh tinggi rendahnya korelasi antara inflasi di lokasi satu dengan 
inflasi di lokasi lainnya. Perhitungan bobot normalisasi korelasi silang diperoleh 
melalui normalisasi dari nilai-nilai korelasi antara lokasi pada lag yang 
bersesuaian. Dalam GSTAR-GLS ([12]1) maka korelasi silang yang digunakan 
adalah korelasi silang pada lag 12. Korelasi silang pada lag 12 yang terbentuk 
adalah sebagai beirkut : 
 
Gambar 4.27. Nilai Korelasi Silang Pada Lag 12 
Berdasarkan nilai korelasi silang pada 12, maka matriks bobot 








0 −0.14 −0.23 −0.23 −0.20 −0.20
−0.04 0 −0.27 −0.24 −0.23 −0.22
−0.05 −0.23 0 −0.28 −0.26 −0.18
−0.08 −0.23 −0.28 0 −0.24 −0.17
−0.016 −0.01 −0.37 −0.24 0 −0.22







Hasil estimasi parameter untuk model GSTAR-GLS([12]1) yang full 




Tabel 4.65.  Estimasi Parameter Full Model dari Model GSTAR-GLS ([12]1) 
Inflasi dengan Bobot Normalisasi Korelasi Silang  





12 -0.43995 0.076706 -5.74 <.0001 
  𝜙11
12 -0.04739 0.080626 -0.59 0.5576 
Sampit  𝜙20
12 -0.43211 0.073315 -5.89 <.0001 
  𝜙21
12 0.082149 0.111603 0.74 0.4629 
Palangkaraya  𝜙30
12 -0.48655 0.074275 -6.55 <.0001 
  𝜙31
12 0.11814 0.121517 0.97 0.3326 
Banjarmasin  𝜙40
12 -0.42775 0.07666 -5.58 <.0001 
  𝜙41
12 0.11253 0.112938 1 0.3208 
Balikpapan  𝜙50
12 -0.51275 0.07386 -6.94 <.0001 
  𝜙51
12 0.132659 0.099552 1.33 0.1848 
Samarinda  𝜙60
12 -0.50153 0.07024 -7.14 <.0001 
  𝜙61
12 0.00921 0.107538 0.09 0.9319 
 
Tabel di atas menunjukkan masih terdapat parameter yang tidak 
signifikan pada tingkat taraf uji 𝛼 = 0.05 sehingga perlu dilakukan seleksi 
parameter untuk menghasilkan model terbaik dan signifikan yang memenuhi taraf 
uji 𝛼 = 0.05. Estimasi parameter untuk model yang bersifat restricted model 
seperti pada Tabel 4.66 di bawah ini. 
 
Tabel 4.66.  Estimasi Parameter Restricted Model dari Model GSTAR-GLS 
([12]1) Inflasi dengan Bobot Normalisasi Korelasi Silang  





12 -0.40444 0.070512 -5.74 <.0001 
Sampit  𝜙20
12 -0.43311 0.062798 -6.9 <.0001 
Palangkaraya  𝜙30
12 -0.49471 0.054312 -9.11 <.0001 
Banjarmasin  𝜙40
12 -0.45555 0.058965 -7.73 <.0001 
Balikpapam  𝜙50
12 -0.55792 0.059726 -9.34 <.0001 
Samarinda  𝜙60
12 -0.48227 0.05827 -8.28 <.0001 
 
Berdasarkan pada Tabel 4.66 menunjukkan bahwa parameter pada model 
GSTAR-GLS ([12]1) dengan bobot normalisasi korelasi silang tidak berbeda 
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dengan kedua bobot sebelumnya. Hal ini karena pada taraf uji 𝛼 = 0.05 tidak 
terdapat parameter spasial yang signifikan. Bentuk persamaan matriks model 
GSTAR-GLS ([12]1) dengan bobot lokasi normalisasi korelasi silang sama tidak 
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Persamaan matriks di atas dapat diuraikan menjadi bentuk persamaan 
untuk tiap lokasi sebagai berikut : 
 
 Model GSTAR-GLS ([12]1) di Pontianak 
𝑌1,𝑡 = −0.404 𝑌1,𝑡−12 + 𝑒1,𝑡 
 
 Model GSTAR-GLS ([12]1) di Sampit 
𝑌2,𝑡 = −0.433 𝑌2,𝑡−12 + 𝑒2,𝑡 
 
 Model GSTAR-GLS ([12]1) di Palangkaraya 
𝑌3,𝑡 = −0.495 𝑌3,𝑡−12 + 𝑒3,𝑡 
 
 Model GSTAR-GLS ([12]1) di Banjarmasin 
𝑌4,𝑡 = −0.456 𝑌4,𝑡−12 + 𝑒4,𝑡 
 
 Model GSTAR-GLS ([12]1) di Balikpapan 
𝑌5,𝑡 = −0.558 𝑌5,𝑡−12 + 𝑒5,𝑡 
 
 Model GSTAR-GLS ([12]1) di Samarinda 
𝑌6,𝑡 = −0.482 𝑌6,𝑡−12 + 𝑒6,𝑡 
 
Model GSTAR-GLS ([12]1) data inflasi enam kota di Kalimantan dengan 
menggunakan bobot lokasi normalisasi korelasi silang menunjukkan tidak ada 
keterkaitan inflasi antar lokasi di Kalimantan. Inflasi di suatu lokasi hanya 
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dipengaruhi oleh wilayah yang bersangkutan pada waktu yang berbeda yaitu dua 
belas bulan sebelumnya. 
 
4.9.2.4. Pemodelan GSTAR ([12]1) dengan Bobot Normalisasi Inferensia 
Parsial Korelasi Silang 
Perhitungan bobot normalisasi inferensia parsial korelasi silang diperoleh 
melalui normalisasi dari nilai-nilai korelasi silang berdasarkan skema plot MCCF 
pada lag yang bersesuain. Pada model GSTAR-GLS ([12]1) maka skema plot 
MCCF yang dilihat adalah pada 12, dimana yang bertanda titik diberi nilai nol, 
sedangkan untuk skema plot yang bertanda + atau – maka nilai yang 
digunakanadalah nilai korelasi silang yang bersesuaian. Langkah berikutnya 
melakukan normalisasi setelah mendapatkan korelasi dengan inferensia parsial 
korelasi silang. Skema plot MCCF pada 12 serta matriks bobot normalisasi 
inferensia parsial korelasi silang yang digunakan untuk mengestimasi parameter 
GSTAR-GLS ([12]1) dapat ditunjukkan pada Gambar 4.28 di bawah ini. 
 
 
Gambar 4.28. Skema Tanda Plot MCCF Pada Lag 12 
Berdasarkan skema tanda plot MCCF pada lag 12 maka matriks bobot 
normalisasi inferensia parsial korelasi silang yang digunakan lag 12 (𝑾𝟏𝟐) dapat 







0 0 −0.51 −0.49 0 0
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Hasil estimasi parameter untuk model GSTAR-GLS([12]1) yang full 
model dapat dilihat pada Tabel 4.67 di bawah ini. 
 
Tabel 4.67.  Estimasi Parameter Full Model dari Model GSTAR-GLS ([12]1) 
Inflasi dengan Bobot Normalisasi Inferensia Parsial Korelasi Silang  





12 -0.44743 0.075365 -5.94 <.0001 
  𝜙11
12 -0.0822 0.061964 -1.33 0.1868 
Sampit  𝜙20
12 -0.43137 0.073423 -5.88 <.0001 
  𝜙21
12 0.054128 0.108819 0.5 0.6197 
Palangkaraya  𝜙30
12 -0.47913 0.075578 -6.34 <.0001 
  𝜙31
12 0.080263 0.11478 0.7 0.4855 
Banjarmasin  𝜙40
12 -0.41493 0.076323 -5.44 <.0001 
  𝜙41
12 0.088903 0.103858 0.86 0.3934 
Balikpapan  𝜙50
12 -0.51809 0.072753 -7.12 <.0001 
  𝜙51
12 0.06685 0.074531 0.9 0.3713 
Samarinda  𝜙60
12 -0.50769 0.067338 -7.54 <.0001 
  𝜙61
12 -0.0443 0.087916 -0.5 0.6151 
 
Pada tingkat taraf uji 𝛼 = 0.05 menunjukkan masih terdapat parameter 
yang tidak signifikan, sehingga perlu dilakukan seleksi parameter untuk 
menghasilkan model terbaik. Estimasi parameter untuk model yang bersifat 
restricted model seperti pada tabel berikut : 
 
Tabel 4.68.  Estimasi Parameter Restricted Model dari Model GSTAR-GLS 
([12]1) Inflasi dengan Bobot Normalisasi Inferensia Parsial Korelasi 
Silang  





12 -0.40444 0.070512 -5.74 <.0001 
Sampit  𝜙20
12 -0.43311 0.062798 -6.9 <.0001 
Palangkaraya  𝜙30
12 -0.49471 0.054312 -9.11 <.0001 
Banjarmasin  𝜙40
12 -0.45555 0.058965 -7.73 <.0001 
Balikpapam  𝜙50
12 -0.55792 0.059726 -9.34 <.0001 
Samarinda  𝜙60




Berdasarkan pada Tabel 4.68 menunjukkan bahwa parameter pada model 
GSTAR-GLS ([12]1) dengan bobot normalisasi inferensia parsial korelasi silang 
tidak berbeda dengan penggunaan ketiga bobot sebelumnya. Hal ini karena pada 
taraf uji 𝛼 = 0.05 tidak terdapat parameter spasial yang signifikan. Bentuk 
persamaan matriks model GSTAR-GLS ([12]1) dengan bobot lokasi normalisasi 
inferensia parsial korelasi silang sama tidak berbeda dengan kedua bobot 
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Persamaan matriks di atas dapat diuraikan menjadi bentuk persamaan 
untuk tiap lokasi sebagai berikut : 
 
 Model GSTAR-GLS ([12]1) di Pontianak 
𝑌1,𝑡 = −0.404 𝑌1,𝑡−12 + 𝑒1,𝑡 
 
 Model GSTAR-GLS ([12]1) di Sampit 
𝑌2,𝑡 = −0.433 𝑌2,𝑡−12 + 𝑒2,𝑡 
 
 Model GSTAR-GLS ([12]1) di Palangkaraya 
𝑌3,𝑡 = −0.495 𝑌3,𝑡−12 + 𝑒3,𝑡 
 
 Model GSTAR-GLS ([12]1) di Banjarmasin 
𝑌4,𝑡 = −0.456 𝑌4,𝑡−12 + 𝑒4,𝑡 
 
 Model GSTAR-GLS ([12]1) di Balikpapan 
𝑌5,𝑡 = −0.558 𝑌5,𝑡−12 + 𝑒5,𝑡 
 
 Model GSTAR-GLS ([12]1) di Samarinda 
𝑌6,𝑡 = −0.482 𝑌6,𝑡−12 + 𝑒6,𝑡 
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Berdasarkan pemodelan GSTAR-GLS ([12]1) data inflasi enam kota di 
Kalimantan dengan menggunakan empat bobot lokasi yaitu bobot seragam, invers 
jarak, normalisasi korelasi silang dan normalisasi inferensia parsial korelasi silang 
menunjukkan bahwa pada full model, masih terdapat parameter yang tidak 
signifikan (pada 𝛼 = 0.05). Adapun dalam bentuk restricted model 
memperlihatkan seluruh parameter yang memiliki keterkaitan efek spasial tidak 
signifikan. Dengan demikian, model GSTAR untuk semua bobot lokasi adalah 
sama yaitu model yang hanya menjelaskan keterkaitan antara waktu pada lokasi 
yang bersangkutan. Hal ini berarti dengan model GSTAR-GLS ([12]1) 
menyatakan bahwa inflasi di suatu lokasi hanya dipengaruhi oleh wilayah yang 
bersangkutan pada waktu yang berbeda yaitu dua belas bulan sebelumnya. 
 
4.9.3.  Diagnostic Checking Model GSTAR 
Tahapan diagnostic checking dilakukan untuk menguji asumsi apakah 
residual sudah white noise atau tidak, sehingga model GSTAR bisa dianggap 
sebagai model yang layak. Pengujian ini dilakukan dengan cara memodelkan 
kembali residual dari model GSTAR dan melakukan pengecekan letak nilai AIC 
terkecil. Hasil penghitungan nilai AIC residual pada pemodelan GSTAR ([1,12]1) 
dapat dilihat pada pada Tabel 4.69 di bawah ini. 
 
Tabel 4.69. Nilai AIC Residual Model GSTARX Berdasarkan Jenis Bobot Lokasi  
Jenis Bobot Lag MA (0) MA (1) MA (2) 
Seragam 
AR (0) -10.899 -10.5945 -10.2594 
AR (1) -10.8186 -10.3699 -10.1003 
Invers Jarak 
AR (0) -10.899 -10.5945 -10.2594 
AR (1) -10.8186 -10.3699 -10.1003 
Normalisasi Korelasi Silang 
AR (0) -10.899 -10.5945 -10.2594 
AR (1) -10.8186 -10.3699 -10.1003 
Normalisasi Inferensi Parsial 
Korelasi Silang 
AR (0) -10.899 -10.5945 -10.2594 
AR (1) -10.8186 -10.3699 -10.1003 
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Hasil penghitungan memperlihatkan bahwa nilai AIC terkecil dari model 
GSTAR pada keempat bobot terletak pada lag AR(0) dan MA(0). Hal ini 
menunjukkan bahwa asumsi residual dari model GSTAR sudah memenuhi asumsi 
yang white noise sehingga model yang terbentuk layak digunakan untuk 
peramalan.  
 
4.10. Pemodelan Tahap Pertama ARIMAX Secara Simultan 
Untuk pemodelan ARIMAX secara simultan pada tahapan ini dilakukan 
tanpa melakukan pemodelan ARIMA pada residualnya. Sehingga akan didapatkan 
suatu deret residual yang belum white noise. Hal ini akan dilakukan pada tahapan 
kedua dimana residual dari model simultan dijadikan sebagai respons untuk 
membentuk model GSTAR. Hasil persamaan simultan untuk inflasi pada enam 
wilayah di Kalimantan yang melibatkan variabel eksogen berupa variasi kalender 
dan fungsi transfer adalah sebagai berikut : 
 
a. Pontianak 
?̇?1,𝑡 = 0.022𝑥1,𝑡−5 + 0.0343 𝐷,𝑡−1 + 0.226 𝐷,𝑡 + 1.266 𝑃𝑡 + 𝑢1,𝑡 
 
b. Sampit 
?̇?2,𝑡 = 0.0094 𝑥2,𝑡−14 + 1.295 𝑃𝑡 + 𝑢2,𝑡 
 
c. Palangkaraya 
?̇?3,𝑡 = 0.033 𝐷𝑡 + 1.284 𝑃𝑡 − 2.037 𝐼𝑡
𝑇=153 − 1.624 𝐼𝑡
𝑇=68 − 1.209 𝐼𝑡
𝑇=30 + 𝑢3,𝑡 
 
d. Banjarmasin 
?̇?4,𝑡 = −0.057 𝐷𝑡−1 + 1.364 𝑃𝑡 + 𝑢4,𝑡 
 
e. Balikpapan 
?̇?5,𝑡 = 1.312 𝑃𝑡 − 2.116 𝐼𝑡
𝑇=153 + 𝑢5,𝑡 
 
f. Samarinda 
?̇?6,𝑡 = 0.213 𝐷𝑡 + 1.642 𝑃𝑡 − 1.895 𝐼𝑡
𝑇=95 + 𝑢6,𝑡 
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4.11. Pemodelan Tahap Kedua dengan Model GSTAR 
Tahapan dalam pemodelan GSTAR secara umum mengikuti prosedur 
Box-Jenkins yang meliputi uji stasioneritas, penentuan orde waktu dan spasial, 
estimasi parameter dengan berbagai bobot, diagnosa cek dan pengujian residual 
yang white noise serta tahap peramalan.  
 
4.11.1.  Identifikasi Model GSTAR 
Hasil residual pada tahap pertama digunakan untuk membentuk suatu 
model GSTAR langkah awal dalam pemodelan GSTAR adalah melakukan 
identifikasi terhadap residual (𝑢𝑖,𝑡) untuk mengetahui kestasioneran dan 
penentuan orde. Untuk mengetahui data residual sudah stasioner bisa 
menggunakan time series plot dan plot MCCF.  
 
Gambar 4.29. Plot Time Series dari Deret Residual 
Gambar 4.29 memperlihatkan bahwa residual sudah stasioner karena 
bergerak dengan pola yang tetap di sekitar rata-rata. Pada gambar tersebut juga 
terlihat adanya outlier yang terdeteksi, dimana salah satunya merupakan adanya 




Gambar 4.30. Skema MCCF dari Residual 
Berdasarkan pada skema MCCF terlihat bahwa data sudah stasioner yang 
ditunjukkan adanya banyak tanda titik (.) yang muncul pada plot MCCF. Pada 
plot MCCF juga memperlihatkan adanya korelasi antar wilayah yang 
diperlihatkan adanya tanda (+) pada lag 0 untuk semua wilayah meskipun dengan 
tingkat korelasi yang kecil. 
 













pontianak 0 0.121 0.224 0.32 0.243 0.394 
sampit 0.121 0 0.443 0.416 0.27 0.344 
palangkaraya 0.224 0.443 0 0.655 0.375 0.423 
banjarmasin 0.32 0.416 0.655 0 0.383 0.389 
balikapapn 0.243 0.27 0.375 0.383 0 0.43 
samarinda 0.394 0.344 0.423 0.389 0.43 0 
 
Penentuan orde waktu (AR) untuk model GSTAR diidentifikasi dengan 
melihat skema plot MPCCF. Berbagai kemungkinan orde yang terbentuk dari 
hasil identifikasi pada skema MPCCF, maka untuk memilih orde GSTAR yang 
akan digunakan ditentukan berdasarkan nilai AICC yang terkecil. 
Berdasarkan pada skema MPCCF maka terlihat bahwa pada lag ke,1,3,6 
dan 12 memiliki tanda positif (+) dan negatif (-) yang lebih banyak dibandingkan 
lainnya atau dengan kata lain bersifat signifikan. Sehingga orde AR untuk 
GSTAR terdapat berbagai kemungkinan berdasarkan pada lag-lag tersebut seperti 




Gambar 4.31 Skema MPCCF 𝑢𝑖,𝑡 Inflasi Enam Wilayah di Kalimantan. 
 
Tabel 4.71. Identifikasi Orde AR Untuk GSTAR dan Nilai AIC 
Orde AR untuk 
GSTAR 
Nilai AIC 
Orde AR untuk 
GSTAR 
Nilai AIC 
[1,3] -10.4033 [6,12] -11.4844 
[1,6] -10.4631 [1,3,6] -10.2863 
[1,12] -11.5198 [1,3,12] -11.2269 
[3,6] -1.4392 [1,6,12] -11.3707 
[3,12] -11.4183 [3,6,12] -11.1823 
 
Hasil identifikasi orde waktu (AR) untuk model GSTAR berdasarkan 
pada Tabel 4.71 menunjukkan bahwa orde AR yang bisa digunakan adalah orde 
p=[1,12] karena memiliki nilai AIC yang terkecil (-11.5198) dibandingkan dengan 
kemungkinana orde AR yang lain. Adapun untuk orde spasial yang digunakan 
dalam penelitian ini dibatasi pada orde 1. Dengan demikian, model GSTAR yang 
digunakan dalam penelitian ini adalah model GSTAR ([1,12]1). Model GSTAR 
([1,12]1) dapat ditulis sebagai berikut : 
𝒖𝑖(𝑡) = 𝚽10𝒖(𝑡 − 1) + 𝚽11𝑾
(1)𝒖(𝑡 − 1) + 𝚽120𝒖(𝑡 − 12) + 𝚽121𝑾
(1)𝒖(𝑡 − 12) + 𝒆(𝑡) 































1 0 0 0 0 0
0 𝜙20
1 0 0 0 0
0 0 𝜙30
1 0 0 0
0 0 0 𝜙40
1 0 0
0 0 0 0 𝜙50
1 0




































12 0 0 0 0 0
0 𝜙20
12 0 0 0 0
0 0 𝜙30
12 0 0 0
0 0 0 𝜙40
12 0 0
0 0 0 0 𝜙50
12 0




































1 0 0 0 0 0
0 𝜙21
1 0 0 0 0
0 0 𝜙31
1 0 0 0
0 0 0 𝜙41
1 0 0
0 0 0 0 𝜙51
1 0














0 𝑤12 𝑤13 𝑤14 𝑤15 𝑤16
𝑤21 0 𝑤23 𝑤24 𝑤25 𝑤26
𝑤31 𝑤32 0 𝑤34 𝑤35 𝑤36
𝑤41 𝑤42 𝑤43 0 𝑤45 𝑤46
𝑤51 𝑤52 𝑤53 𝑤54 0 𝑤56


































12 0 0 0 0 0
0 𝜙21
12 0 0 0 0
0 0 𝜙31
12 0 0 0
0 0 0 𝜙41
12 0 0
0 0 0 0 𝜙51
12 0














0 𝑤12 𝑤13 𝑤14 𝑤15 𝑤16
𝑤21 0 𝑤23 𝑤24 𝑤25 𝑤26
𝑤31 𝑤32 0 𝑤34 𝑤35 𝑤36
𝑤41 𝑤42 𝑤43 0 𝑤45 𝑤46
𝑤51 𝑤52 𝑤53 𝑤54 0 𝑤56




























4.11.2.  Estimasi Parameter 
Pada pemodelan tahap pembentukan model GSTAR pada residual (𝑢𝑖,𝑡), 
metode estimasi parameter yang digunakan adalah menggunakan metode GLS. 
Hal ini akan lebih akurat dibandingkan dengan metode OLS, karena data antara 
residual (𝑢𝑖,𝑡) memiliki korelasi meskipun kecil. Sehingga dalam pemodelan 
GSTAR ([1,12]1) pada residual data inflasi pada enam kota di Kalimantan 
selanjutnya dinamakan sebagai pemodelan GSTAR-GLS ([1,12]1). Bobot lokasi 
yang digunakan adalah menggunakan bobot lokasi invers jarak, normalisasi 
korelasi silang dan normalisasi inferensia parsial korelasi silang.  
 
4.11.2.1. Pemodelan GSTAR ([1,12]1) dengan Bobot Seragam 
Bobot lokasi seragam menghasilkan suatu koefisien dalam model yang 
menyatakan bahwa hubungan antara data residual inflasi pada setiap wilayah pada 
lag waktu ke-1 dengan lokasi yang berbeda pada waktu yang sama. Bobot 








0 0.20 0.20 0.20 0.20 0.20
0.20 0 0.20 0.20 0.20 0.20
0.20 0.20 0 0.20 0.20 0.20
0.20 0.20 0.20 0 0.20 0.20
0.20 0.20 020 0.20 0 0.20









Hasil estimasi parameter untuk model GSTAR-GLS([1,12]1) yang full 
model dapat dilihat pada Tabel 4.72. 
 
Tabel 4.72.  Estimasi Parameter Full Model dari Model GSTAR-GLS ([1,12]1) 
dengan Bobot Seragam Pada 𝑢𝑖,𝑡 Inflasi 





1  1 -0.19496 0.077943 -2.5 0.0137 
  𝜙11
1  1 0.137494 0.089915 1.53 0.1287 
  𝜙10
12 1 -0.40618 0.081901 -4.96 <.0001 
  𝜙11
12 1 0.01527 0.093161 0.16 0.8701 
Sampit  𝜙20
1  1 -0.08172 0.077877 -1.05 0.296 
  𝜙21
1  1 0.319423 0.144176 2.22 0.0285 
  𝜙20
12 1 -0.51288 0.077295 -6.64 <.0001 
  𝜙21
12 1 -0.05943 0.14597 -0.41 0.6846 
Palangkaraya  𝜙30
1  1 0.054582 0.069665 0.78 0.4348 
  𝜙31
1  1 0.224281 0.125502 1.79 0.0763 
  𝜙30
12 1 -0.50262 0.067896 -7.4 <.0001 
  𝜙31
12 1 -0.28314 0.129552 -2.19 0.0307 
Banjarmasin  𝜙40
1  1 -0.05745 0.08113 -0.71 0.4802 
  𝜙41
1  1 0.18911 0.151337 1.25 0.2138 
  𝜙40
12 1 -0.42008 0.080881 -5.19 <.0001 
  𝜙41
12 1 -0.25595 0.156618 -1.63 0.1047 
Balikpapan  𝜙50
1  1 0.113711 0.088092 1.29 0.1991 
  𝜙51
1  1 0.089825 0.090703 0.99 0.3239 
  𝜙50
12 1 -0.06328 0.079883 -0.79 0.4298 
  𝜙51
12 1 -0.16785 0.093842 -1.79 0.0761 
Samarinda  𝜙60
1  1 -0.02523 0.075024 -0.34 0.7372 
  𝜙61
1  1 0.190841 0.108262 1.76 0.0804 
  𝜙60
12 1 -0.48397 0.075367 -6.42 <.0001 
  𝜙61
12 1 -0.10701 0.11034 -0.97 0.334 
 
Tabel 4.72 di atas menunjukkan masih terdapat parameter yang tidak 
signifikan pada tingkat taraf uji 𝛼 = 0.05 sehingga perlu dilakukan seleksi 
parameter untuk menghasilkan model terbaik dan signifikan yang memenuhi taraf 
uji 𝛼 = 0.05. Estimasi parameter untuk model yang bersifat restricted model 
seperti pada Tabel 4.73.  
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Tabel 4.73.  Estimasi Parameter Restricted Model dari Model GSTAR-GLS 
([1,12]1) dengan Bobot Seragam Pada 𝑢𝑖,𝑡 Inflasi 





1  1 -0.185 0.073305 -2.52 0.0128 
  𝜙10
12 1 -0.36725 0.078008 -4.71 <.0001 
Sampit  𝜙20
12 1 -0.48052 0.069262 -6.94 <.0001 
Palangkaraya  𝜙30
12 1 -0.57603 0.054622 -10.55 <.0001 
Banjarmasin  𝜙40
12 1 -0.4758 0.063641 -7.48 <.0001 
Samarinda  𝜙60
12 1 -0.48133 0.066373 -7.25 <.0001 
 
Berdasarkan pada Tabel 4.73 menunjukkan bahwa parameter pada model 
GSTAR-GLS ([1,12]1) dengan bobot seragam dapat digunakan pada tingkat taraf 
uji 𝛼 = 0.05. Bentuk persamaan matriks model GSTAR-GLS ([1,12]1) dengan 





























−0.185 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0



































−0.367 0 0 0 0 0
0 −0.481 0 0 0 0
0 0 −0.576 0 0 0
0 0 0 −0.476 0 0
0 0 0 0 0 0















































Persamaan matriks di atas dapat diuraikan menjadi bentuk persamaan 
untuk tiap lokasi sebagai berikut : 
 
 Model GSTAR-GLS ([1,12]1) di Pontianak 
𝑢1,𝑡 = −0.185 𝑢1,𝑡−1 − 0.367 𝑢1,𝑡−12 + 𝑒1,𝑡 
 
 Model GSTAR-GLS ([1,12]1) di Sampit 
𝑢2,𝑡 = −0.481 𝑢2𝑡−12 + 𝑒2,𝑡 
 
 Model GSTAR-GLS ([1,12]1) di Palangkaraya 
𝑢3,𝑡 = −0.576 𝑢3,𝑡−12 + 𝑒3,𝑡 
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 Model GSTAR-GLS ([1,12]1) di Banjarmasin 
𝑢4,𝑡 = −0.476 𝑢4𝑡−12 + 𝑒4,𝑡 
 
 Model GSTAR-GLS ([1,12]1) di Samarinda 
𝑢6,𝑡 = −0.481 𝑢6,𝑡−12 + 𝑒6,𝑡 
 
Berdasarkan pemodelan GSTAR-GLS ([1,12]1) data inflasi enam kota di 
Kalimantan dengan menggunakan bobot lokasi seragam memperlihatkan bahwa 
tidak ada keterkaitan inflasi antar lokasi di Kalimantan. Hal ini terlihat pada 
model yang tidak menunjukkan adanya parameter efek spasial. Inflasi di suatu 
lokasi hanya dipengaruhi oleh wilayah yang bersangkutan pada waktu yang 
berbeda.  
 
4.11.2.2. Pemodelan GSTAR ([1,12]1) dengan Bobot Invers Jarak 
Pada pemodelan GSTAR([1,12]1) dengan bobot invers jarak dilakukan 
dengan menggunakan jarak tempuh transportasi darat antar lokasi (D). Matriks 








0 1.074 1.296 1.490 1. .988 2144
1.074 0 222 416 914 1030
1.296 222 0 194 692 808
1.490 416 194 0 498 614
1.988 914 692 498 0 116







Pemodelan dengan menggunakan bobot invers jarak mengaasumsikan 
bahwa data inflasi suatu wilayah dipengaruhi oleh jarak antara lokasi tersebut 
dengan lokasi lainnya. Jarak antara dua lokasi yang berjauhan cenderung memiliki 
bobot yang lebih kecil dibandingkan dengan jarak antara dua lokasi yang lebih 
berdekatan. Matriks bobot invers jarak (W) untuk enam lokasi di wilayah 








0 0.28 0.23 0.20 0.15 0.14
0.09 0 0.45 0.24 0.11 0.10
0.06 0.34 0 0.39 0.11 0.09
0.06 0.20 0.43 0 0.17 0.14
0.04 0.08 0.11 0.15 0 0.63









Hasil estimasi parameter untuk model GSTAR-GLS([1,12]1) yang full 
model dapat dilihat pada Tabel 4.74 di bawah ini. 
 
Tabel 4.74.  Estimasi Parameter Full Model dari Model GSTAR-GLS ([1,12]1) 
dengan Bobot Invers Jarak Pada 𝑢𝑖,𝑡 Inflasi 





1  1 -0.19324 0.077182 -2.5 0.0136 
  𝜙11
1  1 0.120186 0.082434 1.46 0.1473 
  𝜙10
12 1 -0.39068 0.081146 -4.81 <.0001 
  𝜙11
12 1 0.027154 0.085178 0.32 0.7504 
Sampit  𝜙20
1  1 -0.09315 0.078556 -1.19 0.2379 
  𝜙21
1  1 0.279063 0.119369 2.34 0.021 
  𝜙20
12 1 -0.48375 0.078186 -6.19 <.0001 
  𝜙21
12 1 -0.06854 0.118581 -0.58 0.5643 
Palangkaraya  𝜙30
1  1 0.07444 0.074474 1 0.3194 
  𝜙31
1  1 0.161416 0.099219 1.63 0.1063 
  𝜙30
12 1 -0.53062 0.072142 -7.36 <.0001 
  𝜙31
12 1 -0.15104 0.10099 -1.5 0.1373 
Banjarmasin  𝜙40
1  1 -0.08218 0.084278 -0.98 0.3314 
  𝜙41
1  1 0.208885 0.131259 1.59 0.114 
  𝜙40
12 1 -0.40249 0.083813 -4.8 <.0001 
  𝜙41
12 1 -0.20162 0.132284 -1.52 0.13 
Balikpapan  𝜙50
1  1 0.136805 0.090742 1.51 0.1342 
  𝜙51
1  1 0.070058 0.083463 0.84 0.4028 
  𝜙50
12 1 -0.09668 0.083958 -1.15 0.2517 
  𝜙51
12 1 -0.08832 0.085946 -1.03 0.3061 
Samarinda  𝜙60
1  1 -0.05793 0.074113 -0.78 0.4359 
  𝜙61
1  1 0.270861 0.106812 2.54 0.0124 
  𝜙60
12 1 -0.46056 0.074177 -6.21 <.0001 
  𝜙61
12 1 -0.15813 0.103445 -1.53 0.1289 
 
Berdasarkan pada Tabel 4.74 masih terdapat adanya parameter yang 
tidak signifikan pada tingkat taraf uji 𝛼 = 0.05. Untuk itu dilakukan seleksi 
164 
 
parameter untuk menghasilkan model terbaik dan signifikan yang memenuhi taraf 
uji 𝛼 = 0.05. Estimasi parameter untuk model yang bersifat restricted model 
seperti pada Tabel 4.75. 
 
Tabel 4.75.  Estimasi Parameter Restricted Model dari Model GSTAR-GLS 
([1,12]1) dengan Bobot Invers Jarak Pada 𝑢𝑖,𝑡 Inflasi 





1  1 -0.18594 0.073298 -2.54 0.0124 
  𝜙10
12 1 -0.36788 0.078019 -4.72 <.0001 
Sampit  𝜙20
12 1 -0.48204 0.069327 -6.95 <.0001 
Palangkaraya  𝜙31
1  1 0.144783 0.067582 2.14 0.0341 
  𝜙30
12 1 -0.56115 0.054578 -10.28 <.0001 
Banjarmasin  𝜙40
12 1 -0.46885 0.063607 -7.37 <.0001 
Samarinda  𝜙60
12 1 -0.4809 0.066777 -7.2 <.0001 
 
Berdasarkan Tabel 4.75 menunjukkan bahwa parameter pada model 
GSTAR-GLS ([1,12]1) dapat digunakan pada tingkat taraf uji 𝛼 = 0.05. Bentuk 
persamaan matriks model GSTAR-GLS ([1,12]1) dengan bobot invers jarak 
































−0.186 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0







































0 0 0 0 0 0
0 0 0 0 0 0
0 0 0.145 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

















0 0.278 0.230 0.200 0.150 0.142
0.094 0 0.455 0.243 0.110 0.098
0.059 0.344 0 0.393 0.110 0.094
0.057 0.203 0.434 0 0.169 0.137
0.037 0.080 0.106 0.147 0 0.631







































−0.368 0 0 0 0 0
0 −0.482 0 0 0 0
0 0 −0.561 0 0 0
0 0 0 −0.469 0 0
0 0 0 0 0 0














































Persamaan matriks di atas dapat ditulis untuk tiap lokasi sebagai berikut : 
 Model GSTAR-GLS ([1,12]1) di Pontianak 




 Model GSTAR-GLS ([1,12]1) di Sampit 
𝑢2,𝑡 = −0.482 𝑢2,𝑡−12 + 𝑒2,𝑡 
 
 Model GSTAR-GLS ([1,12]1) di Palangkaraya 
𝑢3,𝑡 = 0.009 𝑢1,𝑡−1 + 0.050 𝑢2𝑡−1 + 0.057 𝑢4𝑡−1 + 0.016 𝑢5,𝑡−1 + 
0.014 𝑢6,𝑡−1 − 0.561 𝑢3,𝑡−12 + 𝑒3,𝑡 
 Model GSTAR-GLS ([1,12]1) di Banjarmasin 
𝑢4,𝑡 = −0.469 𝑢4𝑡−12 + 𝑒4,𝑡 
 
 Model GSTAR-GLS ([1,12]1) di Samarinda 
𝑢6,𝑡 = −0.481 𝑢6,𝑡−12 + 𝑒6,𝑡 
 
Parameter pada model GSTAR-GLS ([1,12]1) dengan bobot invers jarak, 
memperlihatkan bahwa hanya terdapat 1 lokasi yang memiliki efek spasial yaitu 
Palangkaraya. Inflasi Palangkaraya dipengaruhi oleh inflasi Pontianak, Sampit, 
Banjarmasin, Balikpapan dan Samarinda pada waktu satu bulan sebelumnya. 
Adapun untuk 5 lokasi lainnya, terjadinya inflasi hanya dipengaruhi oleh wilayah 
yang bersangkutan pada lag 12 bulan sebelumnya.  
 
4.11.2.3. Pemodelan GSTAR ([1,12]1) dengan Bobot Normalisasi Korelasi 
Silang 
Pemodelan GSTAR-GLS ([1,12]1) dengan menggunakan bobot 
normalisasi korelasi silang mempunyai asumsi bahwa keterikaitan inflasi antara 
lokasi dipengaruhi oleh tinggi rendahnya korelasi antara inflasi di lokasi satu 
dengan inflasi di lokasi lainnya. Perhitungan bobot normalisasi korelasi silang 
diperoleh melalui normalisasi dari nilai-nilai korelasi antara lokasi pada lag yang 
bersesuaian. Dalam GSTAR-GLS ([1,12]1) maka korelasi silang yang digunakan 
adalah korelasi silang pada lag 1 dan lag 12. Korelasi silang pada lag 1 dan 12 




Gambar 4.32. Nilai Korelasi Silang Pada Lag 1 dan 12 
Berdasarkan nilai korelasi silang pada lag 1 dan 12, maka matriks bobot 








0 0.442 0.147 −0.086 0.104 0.221
−0.051 0 0.330 0.183 0.205 0.232
0.124 0.308 0 0.163 0.217 0.187
0.111 0.344 0.348 0 0.145 0.052
−0.035 −0.069 0315 0.108 0 0.473







Adapun matriks bobot normalisasi korelasi silang yang digunakan pada 








0 −0.127 −0.304 −0.269 −0.120 −0.180
−0.052 0 −0.312 −0.263 −0.130 −0.243
−0.020 −0.251 0 −0.393 −0.141 −0.196
−0.086 −0.228 −0.353 0 −0.140 −0.192
−0.035 −0.017 −0.358 −0.251 0 −0.339







Hasil estimasi parameter untuk model GSTAR-GLS([1,12]1) yang full 
model dapat dilihat pada Tabel 4.76. 
 
Tabel 4.76.  Estimasi Parameter Full Model dari Model GSTAR-GLS ([1,12]1) 
dengan Bobot Normalisasi Korelasi Silang Pada 𝑢𝑖,𝑡 Inflasi 





1  1 -0.17269 0.076381 -2.26 0.0255 
  𝜙11
1  1 0.02056 0.09169 0.22 0.8229 
  𝜙10
12 1 -0.38887 0.083456 -4.66 <.0001 
  𝜙11
12 1 -0.02443 0.087604 -0.28 0.7808 
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1  1 -0.06726 0.080507 -0.84 0.4051 
  𝜙21
1  1 0.205949 0.140092 1.47 0.144 
  𝜙20
12 1 -0.49486 0.079257 -6.24 <.0001 
  𝜙21
12 1 0.05668 0.130212 0.44 0.6641 
Palangkaraya  𝜙30
1  1 0.061286 0.071226 0.86 0.3912 
  𝜙31
1  1 0.159894 0.11298 1.42 0.1595 
  𝜙30
12 1 -0.51863 0.072596 -7.14 <.0001 
  𝜙31
12 1 0.168873 0.10839 1.56 0.1217 
Banjarmasin  𝜙40
1  1 -0.10917 0.07987 -1.37 0.1741 
  𝜙41
1  1 0.19049 0.127375 1.5 0.1373 
  𝜙40
12 1 -0.41284 0.082884 -4.98 <.0001 
  𝜙41
12 1 0.197397 0.135859 1.45 0.1487 
Balikpapan  𝜙50
1  1 0.085185 0.087793 0.97 0.3338 
  𝜙51
1  1 0.088563 0.095543 0.93 0.3557 
  𝜙50
12 1 -0.05204 0.080941 -0.64 0.5215 
  𝜙51
12 1 0.118431 0.083851 1.41 0.1603 
Samarinda  𝜙60
1  1 0.006762 0.074699 0.09 0.928 
  𝜙61
1  1 0.064075 0.093311 0.69 0.4935 
  𝜙60
12 1 -0.49763 0.076001 -6.55 <.0001 
  𝜙61
12 1 0.036914 0.104926 0.35 0.7256 
 
Estimasi parameter model GSTAR-GLS ([1,12]1) yang bersifat restricted 
model untuk menghasilkan model terbaik dan signifikan pada taraf uji 𝛼 = 0.05 
seperti pada Tabel 4.77.  
 
Tabel 4.77.  Estimasi Parameter Restricted Model dari Model GSTAR-GLS 
([1,12]1) dengan Bobot Normalisasi Korelasi Silang pada 𝑢𝑖,𝑡 Inflasi 





1  1 -0.185 0.073305 -2.52 0.0128 
  𝜙10
12 1 -0.36725 0.078008 -4.71 <.0001 
Sampit  𝜙20
12 1 -0.48052 0.069262 -6.94 <.0001 
Palangkaraya  𝜙30
12 1 -0.57603 0.054622 -10.55 <.0001 
Banjarmasin  𝜙40
12 1 -0.4758 0.063641 -7.48 <.0001 
Samarinda  𝜙60




Berdasarkan pada Tabel 4.77 di atas memperlihatkan parameter pada 
model GSTAR-GLS ([1,12]1) dengan bobot normalisasi korelasi silang dapat 
digunakan pada tingkat taraf uji 𝛼 = 0.05. Bentuk persamaan matriks model 





























−0.185 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0



































−0.367 0 0 0 0 0
0 −0.480 0 0 0 0
0 0 −0.576 0 0 0
0 0 0 −0.476 0 0
0 0 0 0 0 0
















































Bentuk persamaan matriks dari model GSTAR ([1,12]1) di atas dapat 
ditulis untuk tiap lokasi sebagai berikut : 
 Model GSTAR-GLS ([1,12]1) di Pontianak 
𝑢1,𝑡 = −0.185 𝑢1,𝑡−1 − 0.367 𝑢1,𝑡−12 + 𝑒1,𝑡 
 
 Model GSTAR-GLS ([1,12]1) di Sampit 
𝑢2,𝑡 = −0.480 𝑢2𝑡−12 + 𝑒2,𝑡 
 
 Model GSTAR-GLS ([1,12]1) di Palangkaraya 
𝑢3,𝑡 = −0.576 𝑢3,𝑡−12 + 𝑒3,𝑡 
 
 Model GSTAR-GLS ([1,12]1) di Banjarmasin 
𝑢4,𝑡 = −0.476 𝑢4𝑡−12 + 𝑒4,𝑡 
 
 Model GSTAR-GLS ([1,12]1) di Samarinda 
𝑢6,𝑡 = −0.481 𝑢6,𝑡−12 + 𝑒6,𝑡 
  
Berdasarkan model GSTAR-GLS ([1,12]1) dengan bobot normalisasi 
korelasi silang, menunjukkan bahwa tidak adanya lokasi inflasi yang memiliki 
efek spasial. Inflasi di satu lokasi tidak mempengaruhi lokasi lain, begitu 
sebaliknya, sehingga inflasi yang terjadi di satu lokasi hanya dipengaruhi oleh 
lokasi yang itu sendiri pada lag dua belas bulan sebelumnya.  
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4.11.2.4. Pemodelan GSTAR ([1,12]1) dengan Bobot Normalisasi Inferensia 
Parsial Korelasi Silang 
 
Perhitungan bobot normalisasi inferensia parsial korelasi silang diperoleh 
melalui normalisasi dari nilai-nilai korelasi silang berdasarkan skema plot MCCF 
pada lag yang bersesuain. Dalam model GSTAR-GLS ([1,12]1) maka skema plot 
MCCF yang dilihat adalah pada lag 1 dan 12, dimana yang bertanda titik maka 
diberi nilai nol. Sedangkan untuk skema plot yang bertanda + atau – maka nilai 
yang digunakan nilai korelasi silang yang bersesuaian. Langkah berikutnya 
melakukan normalisasi setelah mendapatkan korelasi dengan inferensia parsial 
korelasi silang. Skema plot MCCF pada lag 1 dan 12 serta matriks bobot 
normalisasi inferensia parsial korelasi silang yang digunakan untuk mengestimasi 
parameter GSTAR-GLS ([1,12]1) dapat ditunjukkan sebagai berikut : 
 
  
Gambar 4.33. Skema Tanda Plot MCCF Pada Lag 1 dan 12 
Berdasarkan skema tanda plot MCCF pada lag 1 dan 12 maka matriks 
bobot normalisasi inferensia parsial korelasi silang yang digunakan pada lag 1 









0 1 0 0 0 0
0 0 0.59 0 0 0.41
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0















0 0 −0.530 −0.470 0 0
0 0 −0.381 −0.322 0 −0.297
0 −0.299 0 −0.468 0 −0.233
0 −0.250 −0.387 0 −0.153 −0.211
0 0 −0.377 −0.265 0 −0.357








Hasil estimasi parameter untuk model GSTAR-GLS([1,12]1) yang full 




Tabel 4.78.  Estimasi Parameter Full Model dari Model GSTAR-GLS ([1,12]1) 
dengan Bobot Normalisasi Inferensia Parsial Korelasi Silang pada 
𝑢𝑖,𝑡 Inflasi  





1  1 -0.16616 0.07516 -2.21 0.0289 
  𝜙11
1  1 -0.04763 0.049612 -0.96 0.3389 
  𝜙10
12 1 -0.38844 0.082504 -4.71 <.0001 
  𝜙11
12 1 -0.05141 0.066621 -0.77 0.4418 
Sampit  𝜙20
1  1 -0.0978 0.078957 -1.24 0.2178 
  𝜙21
1  1 0.183475 0.111069 1.65 0.101 
  𝜙20
12 1 -0.48513 0.078673 -6.17 <.0001 
  𝜙21
12 1 0.058191 0.116994 0.5 0.6198 
Palangkaraya  𝜙30
1  1 0.060316 0.063798 0.95 0.3462 
  𝜙31
1  1 0.040958 0.05391 0.76 0.4488 
  𝜙30
12 1 -0.52511 0.073543 -7.14 <.0001 
  𝜙31
12 1 0.122972 0.097677 1.26 0.2104 
Banjarmasin  𝜙40
1  1 -0.06444 0.063887 -1.01 0.3151 
  𝜙41
1  0 0 . . . 
  𝜙40
12 1 -0.39779 0.083333 -4.77 <.0001 
  𝜙41
12 1 0.199114 0.125889 1.58 0.1162 
Balikpapan  𝜙50
1  1 0.094792 0.076859 1.23 0.2197 
  𝜙51
1  0 0 . . . 
  𝜙50
12 1 -0.06405 0.080427 -0.8 0.4273 
  𝜙51
12 1 0.099062 0.080653 1.23 0.2216 
Samarinda  𝜙60
1  1 0.026555 0.071537 0.37 0.7111 
  𝜙61
1  1 -0.04931 0.062142 -0.79 0.4289 
  𝜙60
12 1 -0.53791 0.076155 -7.06 <.0001 
  𝜙61
12 1 -0.04126 0.096184 -0.43 0.6687 
 
Adapun estimasi parameter model yang bersifat restricted seperti 
ditunjukkan pada Tabel 4.79 di bawah ini. 
 
Tabel 4.79.  Estimasi Parameter Restricted Model dari Model GSTAR-GLS 
([1,12]1) dengan Bobot Normalisasi Inferensia Parsial Korelasi 
Silang pada 𝑢𝑖,𝑡 Inflasi 





1  1 -0.185 0.073305 -2.52 0.0128 
  𝜙10
12 1 -0.36725 0.078008 -4.71 <.0001 
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12 1 -0.48052 0.069262 -6.94 <.0001 
Palangkaraya  𝜙30
12 1 -0.57603 0.054622 -10.55 <.0001 
Banjarmasin  𝜙40
12 1 -0.4758 0.063641 -7.48 <.0001 
Samarinda  𝜙60
12 1 -0.48133 0.066373 -7.25 <.0001 
 
Bentuk persamaan matriks model GSTAR-GLS ([1,12]1) dengan bobot 




























−0.185 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0



































−0.367 0 0 0 0 0
0 −0.480 0 0 0 0
0 0 −0.576 0 0 0
0 0 0 −0.476 0 0
0 0 0 0 0 0
















































Bentuk persamaan matriks dari model GSTAR ([1,12]1) di atas dapat 
ditulis untuk tiap lokasi sebagai berikut : 
 
 Model GSTAR-GLS ([1,12]1) di Pontianak 
𝑢1,𝑡 = −0.185 𝑢1,𝑡−1 − 0.367 𝑢1,𝑡−12 + 𝑒1,𝑡 
 
 Model GSTAR-GLS ([1,12]1) di Sampit 
𝑢2,𝑡 = −0.480 𝑢2𝑡−12 + 𝑒2,𝑡 
 
 Model GSTAR-GLS ([1,12]1) di Palangkaraya 
𝑢3,𝑡 = −0.576 𝑢3,𝑡−12 + 𝑒3,𝑡 
 
 Model GSTAR-GLS ([1,12]1) di Banjarmasin 
𝑢4,𝑡 = −0.476 𝑢4𝑡−12 + 𝑒4,𝑡 
 
 Model GSTAR-GLS ([1,12]1) di Samarinda 
𝑢6,𝑡 = −0.481 𝑢6,𝑡−12 + 𝑒6,𝑡 
 
Berdasarkan model GSTAR-GLS ([1,12]1) dengan bobot normalisasi 
inferensia parsial korelasi silang memperlihatkan bahwa estimasi parameter 
dengan bobot ini sama dengan bobot normalisasi korelasi silang. Hal ini karena 
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pada kedua model tersebut bobot lokasi yang digunakan tidak memberikan 
pengaruh yang signifikan pada taraf uji 𝛼 = 0.05.    
 
4.11.3.  Pemodelan GSTARX 
Pemodelan GSATRX merupakan gabungan dari model ARIMAX 
simultan dengan model GSTAR ([1,12]1). Formulasi dari pemodelan GSTARX 
adalah 
?̂?𝑖,𝑡 = ?̂?𝑖,𝑡 + ?̂?𝑖,𝑡  
 
Dimana ?̂?𝑖,𝑡 = hasil ramalan ke-t di lokasi ke-i dari model GSTARX 
 ?̂?𝑖,𝑡 = hasil ramalan ke-t di lokasi ke-i pada tahap pertama 
 ?̂?𝑖,𝑡  = hasil ramalan ke-t di lokasi ke-i pada tahap kedua 
 
Model GSTARX untuk setiap lokasi berdasarkan bobot lokasi adalah: 
Pontianak 
 Bobot Seragam 
?̂?1,𝑡 = 0.022 𝑥1,𝑡−5 + 0.0343 𝐷,𝑡−1 + 0.226 𝐷,𝑡 + 1.266 𝑃𝑡 − 0.185 𝑢1,𝑡−1 − 
0.367 𝑢1,𝑡−12 + 𝑒1,𝑡 
 Bobot Invers Jarak 
?̂?1,𝑡 = 0.022𝑥1,𝑡−5 + 0.0343 𝐷,𝑡−1 + 0.226 𝐷,𝑡 + 1.266 𝑃𝑡 − 0.186 𝑢1,𝑡−1 − 
0.368 𝑢1,𝑡−12 + 𝑒1,𝑡   
 Normalisasi Korelasi Silang 
?̂?1,𝑡 = 0.022 𝑥1,𝑡−5 + 0.0343 𝐷,𝑡−1 + 0.226 𝐷,𝑡 + 1.266 𝑃𝑡 − 0.185 𝑢1,𝑡−1 
−0.367 𝑢1,𝑡−12 + 𝑒1,𝑡 
 Normalisasi Inferensia Parsial Korelasi Silang 
?̂?1,𝑡 = 0.022𝑥1,𝑡−5 + 0.0343 𝐷,𝑡−1 + 0.226 𝐷,𝑡 + 1.266 𝑃𝑡 − 0.185 𝑢1,𝑡−1 − 
0.367 𝑢1,𝑡−12 + 𝑒1,𝑡 
 
Sampit 
 Bobot Seragam 
?̂?2,𝑡 = 0.0094 𝑥2,𝑡−14 + 1.295 𝑃𝑡 − 0.481 𝑢2𝑡−12 + 𝑒2,𝑡 
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 Bobot Invers Jarak 
?̂?2,𝑡 = 0.0094 𝑥2,𝑡−14 + 1.295 𝑃𝑡 − 0.482 𝑢2,𝑡−12 + 𝑒2,𝑡  
 Normalisasi Korelasi Silang 
?̂?2,𝑡 = 0.0094 𝑥2,𝑡−14 + 1.295 𝑃𝑡 − 0.480 𝑢2𝑡−12 + 𝑒2,𝑡 
 Normalisasi Inferensia Parsial Korelasi Silang 
?̂?2,𝑡 = 0.0094 𝑥2,𝑡−14 + 1.295 𝑃𝑡 − 0.480 𝑢2𝑡−12 + 𝑒2,𝑡 
 
Palangkaraya 
 Bobot Seragam 
?̂?3,𝑡 = 0.033 𝐷𝑡 + 1.284 𝑃𝑡 − 2.037 𝐼𝑡
𝑇=153 − 1.624 𝐼𝑡
𝑇=68 − 1.209 𝐼𝑡
𝑇=30 
−0.576 𝑢3,𝑡−12 + 𝑒3,𝑡 
 Bobot Invers Jarak 
?̂?3,𝑡 = 0.033 𝐷𝑡 + 1.284 𝑃𝑡 − 2.037 𝐼𝑡
𝑇=153 − 1.624 𝐼𝑡
𝑇=68 − 1.209 𝐼𝑡
𝑇=30 + 
0.009 𝑢1,𝑡−1 + 0.050 𝑢2𝑡−1 + 0.057 𝑢4𝑡−1 + 0.016 𝑢5,𝑡−1 + 
0.014 𝑢6,𝑡−1 − 0.561 𝑢3,𝑡−12 + 𝑒3,𝑡  
 Normalisasi Korelasi Silang 
?̂?3,𝑡 = 0.033 𝐷𝑡 + 1.284 𝑃𝑡 − 2.037 𝐼𝑡
𝑇=153 − 1.624 𝐼𝑡
𝑇=68 − 1.209 𝐼𝑡
𝑇=30 
−0.576 𝑢3,𝑡−12 + 𝑒3,𝑡 
 Normalisasi Inferensia Parsial Korelasi Silang 
?̂?3,𝑡 = 0.033 𝐷𝑡 + 1.284 𝑃𝑡 − 2.037 𝐼𝑡
𝑇=153 − 1.624 𝐼𝑡
𝑇=68 − 1.209 𝐼𝑡
𝑇=30 
−0.576 𝑢3,𝑡−12 + 𝑒3,𝑡 
 
Banjarmasin 
 Bobot Seragam 
?̂?4,𝑡 = −0.057 𝐷𝑡−1 + 1.364 𝑃𝑡 − 0.476 𝑢4𝑡−12 + 𝑒4,𝑡 
 Bobot Invers Jarak 
?̂?4,𝑡 = −0.057 𝐷𝑡−1 + 1.364 𝑃𝑡 − 0.469 𝑢4𝑡−12 + 𝑒4,𝑡  
 Normalisasi Korelasi Silang 
?̂?4,𝑡 = −0.057 𝐷𝑡−1 + 1.364 𝑃𝑡 − 0.467 𝑢4𝑡−12 + 𝑒4,𝑡 
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 Normalisasi Inferensia Parsial Korelasi Silang 
?̂?4,𝑡 = −0.057 𝐷𝑡−1 + 1.364 𝑃𝑡 − 0.467 𝑢4𝑡−12 + 𝑒4,𝑡 
 
Balikpapan 
Tidak ada model GSTAR yang terbentuk, sehingga persamaan gabungan 
GSTARX adalah sama dengan model ARIMAX yaitu  
?̂?5,𝑡 = 1.312 𝑃𝑡 − 2.116 𝐼𝑡
𝑇=153 + 𝑒5,𝑡 
 
Samarinda 
 Bobot Seragam 
?̂?6,𝑡 = 0.213 𝐷𝑡 + 1.642 𝑃𝑡 ± 1.895 𝐼𝑡
𝑇=95 − 0.481 𝑢6,𝑡−12 + 𝑒6,𝑡 
 Bobot Invers Jarak 
?̂?6,𝑡 = 0.213 𝐷𝑡 + 1.642 𝑃𝑡 ± 1.895 𝐼𝑡
𝑇=95 − 0.481 𝑢6,𝑡−12 + 𝑒6,𝑡  
 Normalisasi Korelasi Silang 
?̂?6,𝑡 = 0.213 𝐷𝑡 + 1.642 𝑃𝑡 +−1.895 𝐼𝑡
𝑇=95 − 0.481 𝑢6,𝑡−12 + 𝑒6,𝑡 
 Normalisasi Inferensia Parsial Korelasi Silang 
?̂?6,𝑡 = 0.213 𝐷𝑡 + 1.642 𝑃𝑡 +−1.895 𝐼𝑡
𝑇=95 − 0.481 𝑢6,𝑡−12 + 𝑒6,𝑡 
 
4.11.4.  Diagnostic Checking Model GSTARX 
Tahapan diagnostic checking dilakukan untuk menguji asumsi apakah 
residual sudah white noise atau tidak, sehingga model GSTARX bisa dianggap 
sebagai model yang layak. Pengujian ini dilakukan dengan cara memodelkan 
kembali residual dari model GSTARX dan melakukan pengecekan letak nilai AIC 
terkecil. Hasil penghitungan nilai AIC residual pada pemodelan GSTARX 
([1,12]1) dapat dilihat pada Tabel 4.80. 
Hasil penghitungan menunjukkan bahwa nilai AIC terkecil pada keempat 
bobot yang digunakan terletak pada lag AR(0) dan MA(0). Hal ini berarti bahwa 
asumsi residual dari model GSTARX sudah memenuhi asumsi yang white noise 




Tabel 4.80. Nilai AIC Residual Model GSTARX Berdasarkan Jenis Bobot Lokasi  
Jenis Bobot Lag MA (0) MA (1) MA (2) 
Seragam 
AR (0) -9.84504 -9.50869 -9.23246 
AR (1) -9.69139 -9.30765 -8.98615 
Invers Jarak 
AR (0) -9.87122 -9.48439 -9.20303 
AR (1) -9.69252 -9.25736 -8.95903 
Normalisasi Korelasi Silang 
AR (0) -9.84504 -9.50869 -9.23246 
AR (1) -9.69139 -9.30765 -8.98615 
Normalisasi Inferensi Parsial 
Korelasi Silang 
AR (0) -9.84504 -9.50869 -9.23246 
AR (1) -9.69139 -9.30765 -8.98615 
 
4.11.5.  Pemilihan Model Terbaik  
Pemilihan model terbaik untuk model inflasi enam lokasi di Kalimantan 
didasarkan pada penghitungan akurasi peramalan data in sample dan out-sample. 
Jumlah data in-sample yang digunakan sebanyak 168 observasi sedangkan data 
out-sample sebanyak 12 observasi. Akurasi hasil peramalan data in-sample dan 
out-sample pada model univariat dan GSTARX didasarkan pada nilai RMSE 
terkecil. Hasil penghitungan RMSE in-sample ditunjukkan pada Tabel 4.81. 
Pada Tabel 4.81 memberikan informasi bahwa pada pemodelan univariat 
dengan menambahkan satu atau lebih variabel eksogen (prediktor) mampu 
menurunkan tingkat kesalahan model terhadap standar errornya. Nilai RMSE in-
sampel untuk model ARIMAX (variasi kalender, fungsi transfer dan gabungan) 
lebih kecil dibandingkan dengan model ARIMA saja tanpa menambahkan 
variabel  prediktor. Hal ini berarti model ARIMAX lebih baik model ARIMA. 
Hal yang sama juga terjadi pada model multivariat yaitu GSTAR dan 
GSTARX. Nilai RMSE in-sampel pada model GSTARX menunjukkan nilai yang 
lebih kecil dibandingkan dengan model GSTAR untuk semua penggunaan bobot 
lokasi. Ini berarti adanya penambahan variabel eksogen pada model GSTAR 















Univariat       
ARIMA 0.9589 1.1332 1.0049 1.0164 0.9891 1.0258 
ARIMA 
Deteksi Outlier 








0.7342 1.1522 0.9705 0.9247 0.9396 0.9594 
Fungsi Transfer 0.7544 1.1098 0.9887 1.0164 0.9859 0.9981 
ARIMAX 0.7907 1.0037 0.8482 0.8875 0.8475 0.8569 
GSTAR
*)
 1.8643 1.8057 1.4313 1.4437 1.4163 1.4837 
GSTARX       
Seragam 0.8071 0.9976 0.8863 0.9071 1.0120 0.9022 
Invers Jarak 0.8071 0.9974 0.8824 0.9080 1.0120 0.9023 
Normalisasi 
Korelasi Silang 





0.8071 0.9976 0.8863 0.9071 1.0120 0.9022 
*) RMSE untuk semua bobot sama, karena tidak ada parameter yang mengandung efek spasial 
 
Berdasarkan pembahasan tentang model GSTARX sebelumnya, diperoleh 
bahwa model GSTARX dengan menggunakan bobot invers jarak memiliki efek 
spasial dan terjadi di satu lokasi yaitu di Palangkaraya. Model GSTARX dengan 
bobot lokasi invers jarak juga memberikan kebaikan model dibandingkan dengan 
bobot lainnya. Hal ini terlihat pada nilai RMSE in-sample yang lebih kecil 
dibandingkan dengan bobot yang lainnya.  
 
4.12. Perbandingan Hasil Model ARIMA, Variasi Kalender, Fungsi Transfer 
dan GSTARX 
Perbandingan hasil pemodelan ARIMA, Variasi Kalender, Fungsi 
Transfer dan GSTARX dilakukan untuk melihat tingkat akurasi peramalan.  
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Perbandingan akurasi model pada pemodelan ARIMA, variasi kalender, fungsi 
transfer, dan GSTARX dengan beberapa bobot menggunakan nilai RMSE terkecil 
pada data out-sample. Nilai RMSE out-sample untuk beberapa metode bisa dilihat 
pada Tabel 4.82 di bawah ini. 
 











Univariat       
ARIMA 0.7663 0.4200 0.4829 0.3626 0.7233 0.7500 
ARIMA 
Deteksi Outlier 








0.7251 0.5367 0.4620 0.3666 0.7330 0.4262 
Fungsi Transfer 0.7506 0.4359 0.5189 0.3626 0.7329 0.3981 
ARIMAX 0.8722 0.4543 0.5164 0.3896 0.7276 0.3691 
GSTAR
*)
 1.711 1.565 1.142 1.059 1.253 0.949 
GSTARX       
Seragam 0.893 0.658 0.588 0.431 1.044 0.436 
Invers Jarak 0.893 0.658 0.622 0.427 1.044 0.436 
Normalisasi 
Korelasi Silang 





0.893 0.657 0.588 0.431 1.044 0.436 
*) RMSE untuk semua bobot sama, karena tidak ada parameter yang mengandung efek spasial 
 
Pada pemodelan inflasi dengan metode univariat menunjukkan bahwa 
model terbaik untuk masing-masing lokasi berbeda-beda. Pemilihan model terbaik 
didasarkan pada nilai RMSE out-sampel terkecil. Pemodelan inflasi di Pontianak 
yang memberikan akurasi terbaik adalah ARIMA-Variasi Kalender dengan 
dummy mingguan. Pada wilayah Sampit, model inflasi terbaik adalah model 
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ARIMA sedangkan untuk Palangkaraya adalah model ARIMA-Variasi Kalender 
dengan dummy mingguan. Adapun untuk Banjarmasin dan Balikpapan adalah 
model ARIMA sedangkan untuk Samarinda adalah model ARIMAX gabungan.  
Pemodelan inflasi dengan metode multivariat yaitu GSTAR dan GSTARX 
menunjukkan bahwa model GSTARX lebih baik dibandingkan dengan model 
GSTAR. Model GSTARX dengan bobot invers jarak menghasilkan sebuah model 
yang memiliki keterkaitan antar lokasi, sehingga dalam hal ini model GSTARX 
terbaik yang digunakan adalah menggunakan bobot invers jarak.  
Pada perbandingan model univariat dengan GSTARX maka bisa 
dinyatakan bahwa pemodelan univariat untuk inflasi pada enam kota di pulau 
Kalimantan lebih baik daripada penggunaan model GSTAR maupun GSTARX. 
Hal ini disebabkan karena pada model GSTAR ataupun GSTARX tidak 
menunjukkan adanya efek lokasi dan hanya bisa menjelaskan parameter 
autoregressive (AR) tanpa bisa mengakomodir faktor moving average (MA).  
Adapun model univariat lebih fleksibel karena selain bisa menjelaskan parameter 
autoregressive (AR) juga bisa menjelaskan faktor moving average (MA).  
Hal lain yang dapat diperoleh dari hasil di atas bahwa pada setiap model 
baik univariat atau multivariat menunjukkan bahwa nilai RMSE out-sampel lebih 
besar dari nilai RMSE in-sampel. Hal bisa dijelaskan bahwa pada data in-sampel 
yang digunakan untuk membentuk model memiliki fluktuasi data yang tinggi. 
Disamping itu pada data in-sampel mengindikasikan adanya suatu data yang 
bersifat outlier, dan tidak semua outlier dilibatkan dalam pemodelan. Pemodelan 
inflasi dengan deteksi outlier hanya bertujuan untuk memenuhi asumsi kelayakan 
model agar residual dari model mengikuti distribusi normal. Adapun untuk data 
out-sampel tidak berfluktuasi dan relatif stabil. 
Hasil peramalan inflasi dengan beberapa model pada data out-sampel 






Gambar 4.34. Perbandingan Pemodelan Berdasarkan RMSE Setiap Metode 
Adapun hasil ramalan inflasi untuk masing-masing wilayah dengan 
model univariat terpilih dan model GSATRX bisa dilihat pada Lampiran 20. 
Untuk mengukur sejauh mana kekuatan peramalan pada model GSTARX, maka 
digunakan perbandingan nilai RMSE out-sampel untuk masing-masing data 
ramalan. Nilai RMSE out-sampel untuk model univariat terpilih dengan model 






Gambar 4.35. Perbandingan Kekuatan Peramalan Berdasarkan RMSE 
Berdasarkan pada Gambar 4.35 memperlihatkan keefektifan model 
univariat dan GSTARX dalam meramalkan inflasi enam kota di Pulau Kalimantan 
dengan menggunakan perbandingan RMSE out-sampel. Secara umum keefektifan 
peramalan model GSTARX untuk kasus inflasi enam kota di Pulau Kalimantan 
dengan menggunakan data sampel (Januari 2001- Desember 2014) bisa 





KESIMPULAN DAN SARAN 
 
5.1. Kesimpulan  
Berdasarkan analisis dan pembahasan, maka bisa diambil keseimpulan  
sebagai berikut : 
a. Pemodelan inflasi hanya dengan ARIMA secara umum pada semua wilayah 
observasi, memberikan nilai RMSE in-sample yang lebih tinggi dibandingkan 
dengan pemodelan ARIMA yang melibatkan variabel eksogen. Keterlibatan 
variabel eksogen berupa intervensi (terintegrasi dengan deteksi outlier), 
variasi kalender dan fungsi transfer bisa menurunkan nilai RMSE in-sample 
tingkat penurunan yang berbeda-beda pada setiap wilayah (Tabel 4.81).  
b. Pemodelan GSTAR untuk data inflasi enam kota di Kalimantan 
menghasilkan suatu model GSTAR-GLS ([12]1). Parameter model GSTAR-
GLS ([12]1) dengan semua jenis bobot lokasi tidak menunjukkan adanya efek 
spasial, sehingga model yang terbentuk sama untuk semua jenis bobot. 
c. Penambahan variabel eksogen pada model GSTAR bisa menurunkan nilai 
RMSE dan memberikan akurasi peramalan yang lebih baik. Model GSTARX 
yang terbentuk adalah model GSTARX-GLS (([1,12]1). Model GSTARX-
GLS (([1,12]1) menunjukkan bahwa tidak semua inflasi di suatu wilayah 
mempunyai keterkaitan. Hal ini diduga karena penanganan inflasi di suatu 
wilayah berbeda-beda. Masing-masing pemerintah daerah mempunyai 
kebijakan sesuai karakteristik perekonomian wilayah yang bersangkutan. 
Disamping itu, ketersediaan barang dan jasa di enam kota tersebut lebih 
banyak berasal dari luar wilayah Kalimanatan seperti pulau Jawa, meskipun 
ada supplly barang dan jasa yang bersifat lokal namun tidaklah besar. 
Berdasarkan jenis bobot lokasi memperlihatkan bahwa hanya bobot invers 
jarak yang memiliki efek spasial pada model dan hanya terjadi pada satu 
wilayah yaitu Palangkaraya. 
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d. Pemodelan inflasi enam kota di pulau Kalimantan menunjukkan bahwa 
model univariat memberikan tingkat akurasi yang lebih baik dibandingkan 
dengan model GSTARX. Hal ini berarti, tidak semua model yang lebih 
komplek lebih baik dibandingkan dengan model yang lebih sederhana.  
 
5.2. Saran 
Dalam kajian inflasi enam wilayah di Kalimantan dengan menggunakan 
model GSTARX masih belum bisa menjelaskan adanya efek spasial secara 
menyeluruh dengan semua jenis bobot. Ini diduga karena faktor variabel eksogen 
metrik yang tidak signifikan dalam model. Untuk itu dalam penelitian selanjutnya 
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Lampiran 1. Data Inflasi Pada Enam Lokasi di Kalimantan 
 
Tahun Bulan t Pontianak Sampit 
Palangka 
raya 
Banjarmasin Balikpapan Samarinda 
2001 1 1 1.02 1.05 1.98 0.46 0.93 0.46 
2001 2 2 1.53 0.36 -0.06 0.03 0.19 -0.83 
2001 3 3 -0.65 0.24 2.26 0.26 -0.18 -0.11 
2001 4 4 0.53 3.38 -0.23 0.56 0.36 0.89 
2001 5 5 0.18 3.1 0.78 0.49 1.98 1.52 
2001 6 6 1.83 0.97 1.08 1.59 1.73 1.34 
2001 7 7 0.43 1.45 1.51 0.1 3.15 1.75 
2001 8 8 0.06 -0.27 0.17 -0.45 0.86 0.41 
2001 9 9 0.08 0.11 0.88 0.36 -0.14 0.4 
2001 10 10 0.82 0.68 1.01 1.6 -0.19 1.06 
2001 11 11 2.69 0.62 1.32 3.08 1.36 1.22 
2001 12 12 1.66 2.15 1.93 0.02 0.32 1.72 
2002 1 13 1.71 1.36 1.23 0.66 1.79 1.26 
2002 2 14 1.95 1.82 0.94 1.12 1.24 2.5 
2002 3 15 0.38 0.14 1.2 0.6 0.93 0.07 
2002 4 16 0.71 -0.62 -0.22 -0.56 -0.3 -0.59 
2002 5 17 0.11 -0.7 0.4 -0.03 0.96 0.86 
2002 6 18 0.37 -0.9 -0.28 0.25 1.81 1.24 
2002 7 19 0.3 2.09 0.93 0.54 -0.26 1.17 
2002 8 20 0.46 0.28 0.95 0.24 1.85 0.24 
2002 9 21 0.5 0.43 0.2 0.81 -0.06 0.18 
2002 10 22 0.51 0.15 1.49 2.23 0.63 0.96 
2002 11 23 0.48 1.85 1.8 1.86 1.07 0.93 
2002 12 24 0.82 1.51 0.22 1.13 1.22 1.02 
2003 1 25 1.07 -0.27 0.42 0.18 0.13 1.05 
2003 2 26 0.96 1.01 0.14 0.19 -0.81 0.12 
2003 3 27 -0.54 0.81 -0.08 -0.43 0.82 1.01 
2003 4 28 -0.23 -0.63 0.11 -0.3 -0.04 0.23 
2003 5 29 0.69 0.31 0.01 -0.14 0.15 0.42 
2003 6 30 -0.4 -0.85 -1.12 -0.23 0.8 0.22 
2003 7 31 1.06 -0.29 0.8 1 -0.35 0.33 
2003 8 32 -0.31 2.18 -0.19 -0.16 0.61 0.88 
2003 9 33 0.42 0.04 1.25 2.29 2.49 0.33 
2003 10 34 0.2 0.03 0.98 1.74 -0.07 0.12 
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Tahun Bulan t Pontianak Sampit 
Palangka 
raya 
Banjarmasin Balikpapan Samarinda 
2003 11 35 1.49 0.53 1.95 1.42 0.52 1.48 
2003 12 36 0.98 0.18 1.3 1.06 1.55 1.54 
2004 1 37 0.6 1.04 2.51 -0.23 0.3 0.43 
2004 2 38 0.51 -0.52 -0.68 -0.73 -0.23 0.06 
2004 3 39 0.15 0.58 -0.89 -0.92 1.02 -0.33 
2004 4 40 0.32 0.36 0.98 1.52 0.66 0.35 
2004 5 41 0.84 1.95 2.54 0.63 1.41 0.68 
2004 6 42 0.44 -0.37 -0.17 1.15 -0.14 1.4 
2004 7 43 0.38 -0.13 0.09 0.7 -0.05 0.3 
2004 8 44 0.36 0.74 -0.07 1.77 1.37 0.24 
2004 9 45 0.78 -0.21 -0.2 0.51 -0.34 0.57 
2004 10 46 0.39 0.42 0.6 0.81 1.46 0.31 
2004 11 47 0.1 1.84 1.85 0.98 0.38 0.38 
2004 12 48 1.03 0.79 0.54 1.15 1.51 1.13 
2005 1 49 1.29 1.09 0.46 0.62 1.79 0.99 
2005 2 50 -0.41 -0.15 0.05 -1.23 -0.11 0.85 
2005 3 51 1.55 0.76 1 1.51 2.17 1.4 
2005 4 52 0.71 0.58 0.08 -0.12 0.39 0.44 
2005 5 53 -0.24 0.32 -0.61 0.2 0.73 0.95 
2005 6 54 0.9 -1.89 -0.38 0.11 0.48 0.5 
2005 7 55 0.44 1.23 0.72 1.11 0.38 -0.08 
2005 8 56 0.55 0.72 0.06 0.76 0.54 0.28 
2005 9 57 0.33 0.5 0.8 0.75 0.86 0.92 
2005 10 58 7.17 6.78 6.83 8.05 6.38 7.38 
2005 11 59 0.46 1.52 1.7 1.53 1.7 2.07 
2005 12 60 1.01 0.05 0.99 -0.78 0.9 -0.01 
2006 1 61 1.37 1.71 0.18 1.16 1.06 0.64 
2006 2 62 0.69 0.1 0.74 0.52 0.64 0.41 
2006 3 63 0.13 -0.22 -0.43 -0.36 0.81 0.37 
2006 4 64 0.38 0.95 1.57 1.99 -0.05 1.11 
2006 5 65 0.26 2.17 1.46 2.42 0.23 -0.02 
2006 6 66 0.34 0.76 0.61 1.62 1.72 0.77 
2006 7 67 1.38 -0.35 -0.03 0.23 0.91 0.85 
2006 8 68 -0.26 0.16 -1.11 -0.17 -0.83 1.41 
2006 9 69 0.6 0.48 0.62 0.03 -0.13 0.16 
2006 10 70 0.98 0.64 1.12 1.23 0.02 0.52 
2006 11 71 -0.31 1.15 2.65 2.05 0.54 -0.17 
2006 12 72 0.62 -0.06 0.13 -0.16 0.49 0.26 
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Tahun Bulan t Pontianak Sampit 
Palangka 
raya 
Banjarmasin Balikpapan Samarinda 
2007 1 73 1.56 1.94 0.49 1.53 0.94 1.91 
2007 2 74 1.11 -0.98 -0.51 0.49 -0.36 -0.05 
2007 3 75 -0.12 -0.13 0.64 1.24 0.24 -0.14 
2007 4 76 0.16 0.76 0.27 -0.28 0.16 -0.37 
2007 5 77 0.8 -0.34 0.01 0.18 0.12 1.28 
2007 6 78 0.18 -0.04 -0.42 -0.56 0.11 -0.38 
2007 7 79 0.88 -0.03 0.08 0.4 0.86 0.96 
2007 8 80 -0.02 0.16 1.01 0.27 1.91 1.8 
2007 9 81 1.24 1.71 1.28 1.91 1.7 2.01 
2007 10 82 1.69 0.61 1.06 0.76 0.05 0.93 
2007 11 83 0.24 0.57 1.93 0.46 0.04 0.16 
2007 12 84 0.55 3.15 1.88 1.15 1.31 0.75 
2008 1 85 1.6 3.96 5.02 2.89 1.13 2.51 
2008 2 86 0.77 -1.51 -0.25 0.37 1.06 0 
2008 3 87 1.78 -0.77 -0.27 0.82 1.51 1.43 
2008 4 88 0.26 0.08 -0.09 -0.18 0.72 0.55 
2008 5 89 1.65 1.29 0.19 0.59 0.45 2.08 
2008 6 90 2.27 2.87 2.22 2.48 2.88 3.32 
2008 7 91 1.44 1.47 1.56 1.12 1.67 1.23 
2008 8 92 0.15 0.05 0.93 -0.13 0.89 0.52 
2008 9 93 1.59 0.19 1.09 1.22 0.43 1.18 
2008 10 94 0.24 0.78 1.71 1.39 0.96 1.03 
2008 11 95 -0.5 -0.29 0.66 0.49 -0.15 -1.27 
2008 12 96 0.33 0.2 -0.61 -0.03 -0.41 0.2 
2009 1 97 0.97 -0.2 -0.19 -0.12 -0.53 -0.44 
2009 2 98 1.15 0.98 -0.55 -0.03 0.21 1.62 
2009 3 99 -0.38 0.83 0.09 0.45 0.35 0.31 
2009 4 100 -0.26 -1.17 0.06 -0.19 0.13 0.25 
2009 5 101 0.09 0.42 -0.71 0.17 0.07 -0.08 
2009 6 102 0.68 -0.07 -0.24 0.36 0.1 0.24 
2009 7 103 1.29 0.08 0.21 0.26 1.17 -0.18 
2009 8 104 0.76 0.12 0.06 0.54 0.66 0.78 
2009 9 105 1.43 0.75 1.01 0.96 0.7 1.2 
2009 10 106 -0.49 0.7 0.72 0.65 0.2 0.12 
2009 11 107 -1.04 0.82 0.58 0.49 0.17 -0.09 
2009 12 108 0.66 -0.43 0.34 0.26 0.31 0.26 
2010 1 109 1.23 0.41 0.86 0.59 1.07 0.6 
2010 2 110 0.6 0.96 0.24 0.13 0.83 0.76 
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Tahun Bulan t Pontianak Sampit 
Palangka 
raya 
Banjarmasin Balikpapan Samarinda 
2010 3 111 0.66 0.24 0.23 0.76 0.62 0.7 
2010 4 112 0.11 -0.19 0.3 1.09 0.26 0.18 
2010 5 113 -0.28 1.26 0.62 1.05 0.12 0.13 
2010 6 114 0.21 0.94 1.28 0.7 0.38 0.43 
2010 7 115 2.89 1.6 2.33 1.89 2.78 1.98 
2010 8 116 0.85 0.39 0.29 0.35 0.92 0.42 
2010 9 117 0.95 0.65 0.99 0.6 0.39 0.84 
2010 10 118 -0.15 1.01 -0.59 -0.27 -0.89 -0.5 
2010 11 119 0.29 0.68 1.4 0.65 -0.04 0.79 
2010 12 120 0.9 1.2 1.2 1.17 0.72 0.46 
2011 1 121 1.04 1.21 0.29 -0.34 1.59 2.45 
2011 2 122 1.1 -0.22 0.02 0.8 0.45 0.02 
2011 3 123 -0.71 -0.27 -0.26 0.01 0.32 0.29 
2011 4 124 0.17 -0.96 0.05 -0.23 0.45 0.38 
2011 5 125 -0.58 0.03 0.48 0.51 0.3 -0.28 
2011 6 126 0.8 1.13 0.82 0.49 1.39 1.09 
2011 7 127 0.62 0.57 0.56 0.03 1.79 0.44 
2011 8 128 1.78 0.58 1.48 1.53 0.26 1.38 
2011 9 129 0.88 0.48 1.33 0.17 -0.07 0.52 
2011 10 130 -1.66 -0.03 -0.81 -0.6 -0.15 -0.75 
2011 11 131 0.26 0.16 0.13 0.47 -0.3 -0.03 
2011 12 132 1.15 0.87 1.07 1.07 0.26 0.57 
2012 1 133 0.94 1.96 2.53 2.92 1.94 1.33 
2012 2 134 1.7 0.16 -0.21 -0.31 -0.09 0.4 
2012 3 135 -0.44 0.46 -0.06 -0.14 0.25 0.38 
2012 4 136 0.39 0.1 -0.28 -0.01 0.53 -0.25 
2012 5 137 0.93 -0.48 0.25 -0.29 0.04 -0.26 
2012 6 138 0.13 0.65 0.72 0.59 0.25 0.62 
2012 7 139 1.43 0.41 1.06 0.87 1.48 0.58 
2012 8 140 1.33 0.25 0.81 0.7 1.84 2.29 
2012 9 141 -0.43 -0.05 -0.33 -0.2 -0.51 -0.56 
2012 10 142 -1.55 -0.05 -0.08 -0.03 -0.36 -0.58 
2012 11 143 0.96 0.23 0.57 0.91 -0.08 0.37 
2012 12 144 1.08 0.98 1.61 0.85 0.96 0.42 
2013 1 145 0.01 2.91 1.63 1.14 1.09 2.09 
2013 2 146 1.04 -0.01 -0.1 0.43 0.54 0.68 
2013 3 147 1.02 0.54 0.44 0.19 0.87 0.12 
2013 4 148 0.29 0.16 0.12 0.04 0.11 0.21 
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Tahun Bulan t Pontianak Sampit 
Palangka 
raya 
Banjarmasin Balikpapan Samarinda 
2013 5 149 1.4 -0.8 -0.26 -0.64 0.16 -0.44 
2013 6 150 0.22 1.15 0.74 0.41 0.74 1.31 
2013 7 151 3.36 2.66 2.09 2.24 3.75 4.1 
2013 8 152 1.47 1.41 1.37 1.99 1.3 2.22 
2013 9 153 -0.75 -1.48 -1.3 -0.6 -1.33 -0.67 
2013 10 154 0.73 -0.33 -0.25 -0.22 0.12 0.04 
2013 11 155 -0.85 -0.13 0.38 0.62 -0.34 0.11 
2013 12 156 1.23 1.03 1.47 1.23 1.31 0.24 
2014 1 157 0.04 1.19 1.21 0.64 1.32 1.37 
2014 2 158 2.73 0.75 -0.57 -0.28 -0.18 -0.32 
2014 3 159 -0.78 -0.3 0.12 -0.36 -0.1 0.17 
2014 4 160 0.08 0.04 0.62 0.55 0.79 0.01 
2014 5 161 0.72 0.38 0.86 1.07 0.32 0.15 
2014 6 162 0.9 1.03 0.91 0.79 0.49 0.24 
2014 7 163 1.49 0.51 0.22 0.69 0.62 0.66 
2014 8 164 -0.03 -0.06 -0.36 0.02 0.59 -0.01 
2014 9 165 0.13 0.37 0.51 0.18 0.51 0.04 
2014 10 166 -0.42 0.41 0.33 0.56 -0.48 0.6 
2014 11 167 1.41 1.33 0.92 1.47 1.03 1.15 
2014 12 168 2.82 2.01 1.69 1.63 2.31 2.52 
2015 1 169 1.19 0.61 0.79 0.16 1.69 0.59 
2015 2 170 0.43 -0.7 -0.7 0.06 0.72 -0.17 
2015 3 171 0.19 0.27 -0.25 -0.34 -0.71 -0.24 
2015 4 172 0.55 0.52 0.08 0.38 -0.32 0.24 
2015 5 173 0.59 0.44 1.05 0.31 0.75 0.13 
2015 6 174 0.64 0.91 0.96 0.8 1.23 0.8 
2015 7 175 2.56 0.89 0.94 1.14 2.04 1.03 
2015 8 176 -1 0.42 -0.67 0.06 -0.23 0.11 
2015 9 177 0.16 0.04 -0.34 0.53 -0.13 -0.06 
2015 10 178 -0.07 0.34 0.55 0.16 0.87 0.18 
2015 11 179 -0.14 0.51 0.85 0.41 -0.54 0.26 








Lampiran 2. Data Curah Hujan Pada Enam Lokasi di Kalimantan 
 
Tahun Bulan t Pontianak Sampit 
Palangka 
raya 
Banjarmasin Balikpapan Samarinda 
2001 1 1 306 416 354 364 443.7 156.4 
2001 2 2 253 285 384 267 300.9 307.3 
2001 3 3 269 285 278 375 204.1 235.7 
2001 4 4 357 776 270 148 571.6 157.6 
2001 5 5 161 577 45 124 138.7 187.1 
2001 6 6 223 317 298 93 96.3 109.7 
2001 7 7 302 133 18 80 219.2 98.4 
2001 8 8 155 0 57 10 89.7 26.4 
2001 9 9 155 308 163 90 171.7 167.7 
2001 10 10 345 552 251 218 66.1 134.1 
2001 11 11 469 106 336 208 242.8 220.8 
2001 12 12 184 295 207 364 314.1 112.1 
2002 1 13 446.9 337 344 147 299.4 156.9 
2002 2 14 76.5 384 134 269 133.7 128.2 
2002 3 15 285.9 431 309 325 293.5 284.4 
2002 4 16 339.4 491 247 361 148 190.9 
2002 5 17 141.5 126 64 204 145 130 
2002 6 18 136 311 197 285 238.6 180.6 
2002 7 19 153.7 2 11 9 132.8 76.4 
2002 8 20 164 26 10 0 281.6 32.7 
2002 9 21 107.6 0 3 95 99.2 73.5 
2002 10 22 210.7 161 64 236 42.1 140.1 
2002 11 23 362.3 379 360 331 320 101.7 
2002 12 24 297.4 445 322 365 278.3 181.5 
2003 1 25 394 439 266 380 325.4 253.3 
2003 2 26 297 423 172 257 132.2 257.9 
2003 3 27 202 314 538 274 401.8 471.3 
2003 4 28 614 442 407 230 250 135.7 
2003 5 29 147 1778 229 122 441.2 244.9 
2003 6 30 134 142 113 140 360.7 79.8 
2003 7 31 281 65 9 66 229 44.5 
2003 8 32 207 75 90 62 404.7 95.6 
2003 9 33 132 81 65 79 224.4 273.8 
2003 10 34 302 188 265 185 117.7 220.9 
2003 11 35 334 476 333 276 180.1 203.7 
2003 12 36 257 600 176 334 140.6 217.9 
197 
 
Tahun Bulan t Pontianak Sampit 
Palangka 
raya 
Banjarmasin Balikpapan Samarinda 
2004 1 37 384 671 365 365 236.5 339.7 
2004 2 38 16 1086 266 294 320 224.3 
2004 3 39 216 511 283 271 424 401.6 
2004 4 40 312 151 351 240 167.4 384.8 
2004 5 41 386 120 317 115 197.7 367.6 
2004 6 42 113 17 72 127 107.6 55.4 
2004 7 43 249 78 228 91 215.1 100.1 
2004 8 44 19 0 8 67 10.8 0 
2004 9 45 309 79 69 86 130.9 171.7 
2004 10 46 182 21 26 165 115.6 2.1 
2004 11 47 351 328 581 219 251 280.9 
2004 12 48 422 606 522 346 281.7 175.5 
2005 1 49 290.5 13 314.5 371 171.9 200.7 
2005 2 50 163 19 455.5 286 232.2 38.9 
2005 3 51 221.6 19 310.7 255 270.7 225.4 
2005 4 52 256 14 119.6 235 152.5 336.3 
2005 5 53 409.8 17 147.2 121 258.7 199.4 
2005 6 54 167.8 11 123.2 119 102.4 98.6 
2005 7 55 151.7 11 87.1 83 211.6 271 
2005 8 56 161.7 7 29.8 72 151.3 145.4 
2005 9 57 309 6 164.9 93 35.9 94.1 
2005 10 58 538.3 16 371.2 147 279.5 339.6 
2005 11 59 351 19 222.7 291 270.7 304.5 
2005 12 60 422 17 273.4 385 247 296.5 
2006 1 61 184 14 177.5 371 229.1 227.8 
2006 2 62 345 16 252.8 286 375 206.8 
2006 3 63 137 17 312 255 165.8 214.6 
2006 4 64 260 20 337.2 235 385.3 206.6 
2006 5 65 228 14 131.9 121 244.5 306.5 
2006 6 66 220 14 188.7 119 610.2 184.6 
2006 7 67 41 5 90.9 83 80.9 24.4 
2006 8 68 57 2 6.4 72 93.9 97.5 
2006 9 69 171 3 27.2 93 253.6 107.7 
2006 10 70 130 1 12.6 147 12 69.6 
2006 11 71 297 11 94.3 291 122.1 190.6 
2006 12 72 477 18 417 385 314.7 110 
2007 1 73 281 311 323.6 459.6 275.7 306.8 
2007 2 74 92 409 214.3 433.1 258 220.4 
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Tahun Bulan t Pontianak Sampit 
Palangka 
raya 
Banjarmasin Balikpapan Samarinda 
2007 3 75 203 287 512.4 424.3 144.2 260.3 
2007 4 76 314 508 440.9 324.1 198.8 339.7 
2007 5 77 462 313 324.2 367.6 250.3 112.3 
2007 6 78 438 168 286 275.8 377.9 213.4 
2007 7 79 312 251 122.3 230.4 392.8 278.5 
2007 8 80 142 146 154.1 141.9 198.8 132.9 
2007 9 81 215 137 93.4 26 335.8 182.6 
2007 10 82 591 263 512.4 338.5 97.7 181.4 
2007 11 83 250 198 253 252 88 84.6 
2007 12 84 366 250 376.8 434.5 205.1 141.2 
2008 1 85 124.5 130 323.6 345 340.4 142.6 
2008 2 86 106.4 167 214.3 275.7 223.6 194.4 
2008 3 87 209.8 392 512.4 242.5 323.8 211.4 
2008 4 88 321.4 361 440.9 258.6 256.3 259.4 
2008 5 89 233.8 291 324.2 155.4 259.4 50.9 
2008 6 90 101.8 166 286 163.9 454.3 205.2 
2008 7 91 317.1 183 122.3 256.1 705.1 333.3 
2008 8 92 279 212 154.1 172.3 308.8 148.7 
2008 9 93 200.5 296 93.4 142.3 291.7 153.4 
2008 10 94 565.2 271 512.4 310.1 238.1 207.6 
2008 11 95 246.2 293 253 406.5 346.1 501 
2008 12 96 426.1 279 376.8 434.1 324.7 349.7 
2009 1 97 262 238 251 402.2 240.3 164 
2009 2 98 66.9 174 380.9 322.9 210.7 196.2 
2009 3 99 291 421 512 264.7 290.5 278.9 
2009 4 100 372.2 319 272.1 208.2 161.3 309.1 
2009 5 101 182.5 258 276.6 201.4 103 186.4 
2009 6 102 135.4 71 41 121 157 41.2 
2009 7 103 121.9 78 27.1 256.1 259.6 157.3 
2009 8 104 299.5 21 11.8 56 93.1 122.7 
2009 9 105 189.5 46 30.9 50 64.6 98.5 
2009 10 106 381.9 209 203.1 190.9 144.7 232.3 
2009 11 107 688 412 217.6 384.3 178.6 165.3 
2009 12 108 309.2 416 555.6 356.4 338 211.3 
2010 1 109 233.5 250 313.2 407.2 218.8 148.2 
2010 2 110 274.1 248 353.4 233.1 248 161.5 
2010 3 111 286.1 436 368.4 357.5 210.2 157.2 
2010 4 112 210.4 302 405 396.2 342.9 163.7 
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Tahun Bulan t Pontianak Sampit 
Palangka 
raya 
Banjarmasin Balikpapan Samarinda 
2010 5 113 320.8 312 346.1 197.4 262.2 222.6 
2010 6 114 381.2 295 291.4 301.8 337.5 320.1 
2010 7 115 320 385 318.8 95.5 275 258.7 
2010 8 116 173.9 277 302.9 132.4 76.7 144.1 
2010 9 117 423.7 261 429.3 243.4 182 202 
2010 10 118 242.1 258 729.1 371.4 369.7 235.1 
2010 11 119 449.9 258 328.6 418.1 241.5 207.1 
2010 12 120 202.6 231 322.3 414.4 222.9 224.2 
2011 1 121 355.3 232 317.3 494.9 175.6 332.2 
2011 2 122 229.1 259 280.3 427.9 224.4 320.3 
2011 3 123 151.7 159 511.1 378.7 253.6 368.4 
2011 4 124 241 303 356.2 366 255 331.6 
2011 5 125 204 280 376.6 278.4 232.1 388.6 
2011 6 126 173.5 42.7 36.1 177.5 424.4 95.2 
2011 7 127 144.1 104.5 122.9 55 122.6 238.1 
2011 8 128 193.1 54 26.6 42 128.3 124.2 
2011 9 129 147.9 73 176.5 218.9 355 131.9 
2011 10 130 533.2 169.2 414.9 171.5 198.8 218.4 
2011 11 131 292.8 290.1 427.2 371.5 247.8 196.7 
2011 12 132 463.5 380.8 388.9 351.9 330.8 244.3 
2012 1 133 147.8 384 434.6 458 252.8 329.6 
2012 2 134 256.9 344.1 255.9 361.8 290 205.6 
2012 3 135 209.3 125 339.5 308.3 244.2 257.4 
2012 4 136 358.5 369 269.1 246.5 178.6 370.6 
2012 5 137 221.5 139.1 229.3 129.9 476.1 127.7 
2012 6 138 93.6 44 272.8 9.2 196.6 171.6 
2012 7 139 322.8 52.5 244.3 133.2 337.7 146.7 
2012 8 140 73 8.5 75 35.8 161.6 140 
2012 9 141 54 25 72.3 50 72.2 110.4 
2012 10 142 441 76 250.7 29 203 116.2 
2012 11 143 401 99 243.5 31 227.5 228.4 
2012 12 144 502 0 475.5 479.5 176 220.3 
2013 1 145 150 154 257.2 490 190 175.7 
2013 2 146 373 150.5 503.4 358 515.9 209.1 
2013 3 147 262 156.5 253.4 249 36.8 284.3 
2013 4 148 343 246 561.1 307 205 337.2 
2013 5 149 437 235.5 248.5 415 259.4 233.5 
2013 6 150 128 38 135.8 75 191.2 161 
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Tahun Bulan t Pontianak Sampit 
Palangka 
raya 
Banjarmasin Balikpapan Samarinda 
2013 7 151 274 250.5 242.9 186 205.3 145.2 
2013 8 152 208 38 146 144 328.7 90.2 
2013 9 153 231 123 159 98 165.1 256 
2013 10 154 232 2 121.2 94 146.6 223.1 
2013 11 155 299 143 319.1 285 442.2 363.1 
2013 12 156 445 131 396.1 505 220.4 275.7 
2014 1 157 93.8 135.5 138.3 320 199.6 272.6 
2014 2 158 109.4 43 149.4 229 98 216.2 
2014 3 159 230.3 172 294.8 256 256.1 317.7 
2014 4 160 224.6 201.5 575.9 109 271.5 147.6 
2014 5 161 336.1 248.5 223.3 280 146.8 297.7 
2014 6 162 254.1 269 207.7 118 246.3 197 
2014 7 163 113.5 20 41 37 242.2 49.5 
2014 8 164 290.4 30 62.3 85 187.3 81.3 
2014 9 165 92 16 121 9 21.2 83 
2014 10 166 305 46 123 15 164.3 11.3 
2014 11 167 430.3 348.5 312.3 196 145.8 300.6 
2014 12 168 275.6 215 604.7 361 421.9 447.8 
2015 1 169 278.4 249.1 286 457 267.3 344.8 
2015 2 170 228 332.2 466.6 393 329.1 193 
2015 3 171 205 233.6 434.9 189 180.8 197.8 
2015 4 172 204 529 297.7 285 217.6 343.7 
2015 5 173 207 227.2 326.1 175 198.7 213.5 
2015 6 174 326.7 97.8 135 106 511.4 259.2 
2015 7 175 187.1 8.9 31.9 44 114.5 162.7 
2015 8 176 77.2 30.1 23 19 69.1 57.6 
2015 9 177 52.3 0 0 0 0 0 
2015 10 178 217.7 43.7 60 29 37.5 73.2 
2015 11 179 412.6 301.9 430.8 108 111.1 60.9 






Lampiran 3. Macro SAS Untuk Pengolahan ARIMA 
 
 
data work.arimainf;  
    infile"D:\SYNTAX\arima_kal.txt" dlm='09'x;  
    input y1 y2 y3 y4 y5 y6; 
 
/*------------------------------ PONTIANAK ------------------------------*/ 
 
/*------------- Tanpa Deteksi Outlier -------------------*/ 
 
 proc arima data=work.arimainf; 
    identify var=y1(12) noprint; 
    run; 
 
    estimate q=(12) noconstant; 
    run; 
 
    forecast lead=12 out=ramalan; 
    run; 
 
    outlier maxnum=5 alpha=0.05; 
    run; 
 
 proc univariate data=ramalan normal; 
    var residual; 
    run; 
 
 proc export data=work.ramalan 
    outfile='D:\OUTPUT\ARIMA dan OUTLIER.xls' 
    dbms=excel 
    replace; 
    sheet="y1q12_TOL"; 




/*------------- Dengan Deteksi Outlier -------------------*/ 
 
 data work.arimainf; 
    set work.arimainf; 
      if _n_=130 then a130=1; 
      else a130=0; 
      if _n_=142 then a142=1; 
      else a142=0; 
      if _n_=58 then a58=1; 
      else a58=0; 
      if _n_=155 then a155=1; 
      else a155=0; 
      if _n_=107 then a107=1; 






 proc arima data=work.arimainf; 
      identify var=y1(12) crosscorr=(a130(12) a142(12) a58(12) a155(12) a107(12)) nlag=12 
noprint; 
      run; 
 
 
   estimate q=(12) noconstant input=(a130 a142 a58 a155 a107) plot; 
   run; 
 
   forecast lead=12 out=ramalan; 
   run; 
 
   outlier maxnum=5 alpha=0.05; 
   run; 
 
 proc univariate data=ramalan normal; 
   var residual; 
   run; 
 
 proc export data=work.ramalan 
   outfile='D:\OUTPUT\ARIMA dan OUTLIER.xls' 
   dbms=excel 
   replace; 
   sheet="y1q12_OL"; 











 data work.arima_cv; 
    infile"D:\SYNTAX\cvbulanan_kal.txt" dlm='09'x; 
    input y1 y2 y3 y4 y5 y6 dt_1 dt; 
 
 
/*----------------- Variasi Kalender Bulanan Pontianak ----------------*/  
 
/*------------------------- Tanpa Deteksi Outlier -------------------------*/ 
 
 proc arima data=work.arima_cv; 
    identify var=y1(12) crosscorr=(dt_1(12) dt(12)) noprint; 
    run; 
 
    estimate q=(12) noconstant input=(dt_1 dt) plot; 
    run; 
 
    forecast lead=12 out=ramalan; 
    run; 
 
    outlier maxnum=5 alpha=0.05; 
    run; 
 
 proc univariate data=ramalan normal; 
    var residual; 
    run; 
 
 proc export data=work.ramalan 
    outfile='D:\OUTPUT\VKbulanan_KAL.xls' 
    dbms=excel 
    replace; 
    sheet="TDO_y1q12"; 
    run; 
 
 
/*------------------------- Dengan Deteksi Outlier -------------------------*/ 
 
 data work.arima_cv; 
    set work.arima_cv; 
      if _n_=142 then a142=1; 
      else a142=0; 
      if _n_=154 then a130=1; 
      else a154=0; 
      if _n_=58 then a58=1; 
      else a58=0; 
      if _n_=107 then a107=1; 







 proc arima data=work.arima_cv; 
   identify var=y1(12) crosscorr=(dt_1(12) dt(12) a130(12) a142(12) a58(12) a107(12)) nlag=12 
noprint; 
   run; 
 
 
   estimate q=(12) noconstant input=(dt_1 dt a130 a142 a58 a107) plot; 
   run; 
 
   forecast lead=12 out=ramalan; 
   run; 
 
   outlier maxnum=5 alpha=0.05; 
   run; 
 
 proc univariate data=ramalan normal; 
   var residual; 
   run; 
 
 proc export data=work.ramalan 
   outfile='D:\OUTPUT\VKbulanan_KAL.xls' 
   dbms=excel 
   replace; 
   sheet="DO_y1q12"; 












    infile"D:\SYNTAX\cvmingguan_kal.txt" dlm='09'x; 
    input y1 y2 y3 y4 y5 y6 d1t_1 d2t_1 d3t_1 d4t_1 d1t d2t d3t d4t; 
 
/*----------------- Variasi Kalender Mingguan Pontianak ----------------*/  
 
/*---------------------------Tanpa Deteksi Outlier --------------------------*/ 
 
 proc arima data=work.arima_cv; 
    identify var=y1(12) crosscorr=(d1t_1(12) d2t_1(12) d3t_1(12) d4t_1(12) d1t(12) d2t(12)  
d3t(12) d4t(12)) noprint; 
    run; 
 
    estimate q=(12) noconstant input=(d1t_1 d2t_1 d3t_1 d4t_1 d1t d2t d3t d4t) plot; 
    run; 
 
    forecast lead=12 out=ramalan; 
    run; 
 
    outlier maxnum=5 alpha=0.05; 
    run; 
 
 proc univariate data=ramalan normal; 
    var residual; 
    run; 
 
 proc export data=work.ramalan 
    outfile='D:\OUTPUT\VKmingguan_KAL.xls' 
    dbms=excel 
    replace; 
    sheet="TDO_y1q12"; 
    run; 
 
/*------------- Tanpa Deteksi Outlier (Hanya Parameter Signifikan  -------------*/ 
 
 proc arima data=work.arima_cv; 
    identify var=y1(12) crosscorr=(d1t_1(12) d2t_1(12) d3t_1(12) d4t_1(12) d1t(12) d2t(12) 
d3t(12) d4t(12)) noprint; 
    run; 
 
    estimate q=(12) noconstant input=(d1t_1 d2t_1 d3t_1 d2t d3t d4t) plot; 
    run; 
 
    forecast lead=12 out=ramalan; 
    run; 
 
    outlier maxnum=5 alpha=0.05; 





 proc univariate data=ramalan normal; 
    var residual; 
    run; 
 
 proc export data=work.ramalan 
    outfile='D:\OUTPUT\VKmingguan_KAL.xls' 
    dbms=excel 
    replace; 
    sheet="TDO_y1q12_SIGN"; 
    run; 
 
/*------------- Dengan Deteksi Outlier dan Parameter yang Signifikan -------------*/ 
 
 data work.arima_cv; 
    set work.arima_cv; 
      if _n_=130 then a130=1; 
      else a130=0; 
      if _n_=142 then a142=1; 
      else a142=0; 
      if _n_=58 then a58=1; 
      else a58=0; 
      if _n_=167 then a167=1; 
      else a167=0; 
      if _n_=107 then a107=1; 
      else a107=0; 
 
 proc arima data=work.arima_cv; 
   identify var=y1(12) crosscorr=(d1t_1(12) d2t_1(12) d3t_1(12) d2t(12) d3t(12) d4t(12) a130(12) 
a142(12) a58(12)) nlag=12 noprint; 
   run; 
 
   estimate q=(12) noconstant input=(d1t_1 d2t_1 d3t_1 d2t d3t d4t a130 a142 a58) plot; 
   run; 
 
   forecast lead=12 out=ramalan; 
   run; 
 
   outlier maxnum=5 alpha=0.05; 
   run; 
 
 proc univariate data=ramalan normal; 
   var residual; 
   run; 
 
 proc export data=work.ramalan 
   outfile='D:\OUTPUT\VKmingguan_KAL.xls' 
   dbms=excel 
   replace; 
   sheet="DO_y1q12"; 





Lampiran 6. Macro SAS untuk Pengolahan ARIMA dengan Fungsi Transfer 
 
 
data ft_ptk;  













/*--------------------------- Pontianak ---------------------------*/  
 
/*------------------ Tanpa Deteksi Outlier ---------------------*/ 
 
 proc arima data=ft_ptk; 
 /*--------- Look at the input process --------------------------*/ 
    identify var=ch1(12) nlag=24 noprint;  
   run; 
 
 /*--------- Model Untuk Variabel Input (Curah Hujan) ---------*/ 
   estimate q=(12) noconstant plot; 
   run; 
 
 /*------------- Crosscorrelation of prewhitened series ------------*/ 
   identify var=y1(12) crosscorr=(ch1(12)) nlag=24;  
   run; 
 
 /*------------- Estimate full model (Model Fungsi Transfer) ------------*/ 
   estimate q=(12) input=( 5 $ (0) / (0) ch1 ) noconstant plot; 
   run; 
 
   forecast lead=12 out=ramalan;      
   run; 
 
   outlier maxnum=5 alpha=0.05;      
   run; 
  
proc univariate data=ramalan normal; 
   var residual; 
   run; 
 
 proc export data=ramalan 
   outfile='D:\OUTPUT\FT_KAL.xls' 
   dbms=excel replace; 
   sheet="y1q12ft_TOL"; 




/*------------------ Dengan Deteksi Outlier ---------------------*/ 
 
 data ft_ptk; 
    set ft_ptk; 
      if _n_=130 then a130=1; 
      else a130=0; 
      if _n_=142 then a142=1; 
      else a142=0; 
      if _n_=58 then a58=1; 
      else a58=0; 
      if _n_=155 then a155=1; 
      else a155=0; 
 
 proc arima data=ft_ptk; 
   /*------look at the  input prosess-------------*/ 
   identify var=y1(12) crosscorr=(ch1(12) a130(12) a142(12) a58(12) a155(12)) nlag=12 noprint; 
   run; 
 
   estimate q=(12) input=( 5 $ (0) / (0) ch1 a130 a142 a58 a155) noconstant plot; 
   run; 
 
   forecast lead=12 out=ramalan;      
   run; 
 
   outlier maxnum=5 alpha=0.05;      
   run; 
  
proc univariate data=ramalan normal; 
   var residual; 
   run; 
 
 proc export data=ramalan 
   outfile='D:\OUTPUT\FT_KAL.xls' 
   dbms=excel replace; 










  infile"D:\GSTAR\gstar_nipks.txt" dlm='09'x; 
  input u1 u2 u3 u4 u5 u6 u11 u21 u31 u41 u51 u61 wu11 wu21 wu31 wu41 wu51 wu61 u112 




/*-------------- Penentuan Orde GSTAR -----------------*/ 
proc varmax data=res_arimax; 
   model u1 u2 u3 u4 u5 u6 /p=1 lagmax=14 minic=(type=aicc p=14 q=2) dftest noint printall;  
   output lead=12 out=hasil;  




/*------------ GSTAR dengan SysLin -----------------------*/ 
 
proc syslin data=gstarlevel2 sur out=hasil; 
  u1t: model u1=u11 wu11 u112 wu112 / noint;  
       output p=uhat1 r=uresid1; 
  u2t: model u2=u21 wu21 u212 wu212 / noint; 
       output p=uhat2 r=uresid2; 
  u3t: model u3=u31 wu31 u312 wu312 / noint; 
       output p=uhat3 r=uresid3; 
  u4t: model u4=u41 wu41 u412 wu412 / noint; 
       output p=uhat4 r=uresid4; 
  u5t: model u5=u51 wu51 u512 wu512 / noint; 
       output p=uhat5 r=uresid5; 
  u6t: model u6=u61 wu61 u612 wu612 / noint; 
       output p=uhat6 r=uresid6; 
  run; 
 
 
/*------------ Hanya untuk parameter Signifikan -----------------------*/ 
 
proc syslin data=gstarlevel2 sur out=hasil; 
  u1t: model u1=u11 u112 / noint;  
       output p=uhat1 r=uresid1; 
  u2t: model u2=wu21 u212 / noint; 
       output p=uhat2 r=uresid2; 
  u3t: model u3=u312 / noint; 
       output p=uhat3 r=uresid3; 
  u4t: model u4=u412 / noint; 
       output p=uhat4 r=uresid4; 
  u6t: model u6=u612 / noint; 
       output p=uhat6 r=uresid6; 





Lampiran 8. Plot ACF dan PACF Data Inflasi (Tanpa Transformasi) 
 
  














Lanjutan Lampiran 8 
 
  










Lampiran 9. Plot ACF dan PACF Data Inflasi (Setelah Transformasi) 
 
  














Lanjutan Lampiran 9 
 
  














a. Plot ACF dan PACF Deret Input (Curah Hujan) Sampit 
 
  
b. Plot ACF dan PACF Deret Input (Curah Hujan) Palangkaraya 
 
  





Lanjutan Lampiran 10. 
 
  
d. Plot ACF dan PACF Deret Input (Curah Hujan)  Balikpapan 
 
  





Lampiran 11. Plot CCF antara Variabel Inflasi dan Deret Input (Curah Hujan) 
 
  








e. Samarinda  
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Lampiran 12. Plot ACF dan PACF dari Komponen Error (𝑛𝑡) Hasil Respons 
























Lampiran 13. Output ARIMA (Data Tanpa Transformasi) 
 
PONTIANAK 
ARIMA (1,1,0)12  
 
                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        AR1,1          -0.48876       0.07554      -6.47      <.0001      12 
 
 
                           Variance Estimate      1.043527 
                           Std Error Estimate     1.021532 
                           AIC                    450.3523 
                           SBC                    453.4021 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations-------------- 
 
   6     5.05     5   0.4100   -0.078    0.064    0.056    0.092   -0.094    0.024 
  12    15.32    11   0.1685    0.123   -0.172   -0.007   -0.067   -0.002   -0.109 
  18    16.45    17   0.4919   -0.017    0.005   -0.003    0.071   -0.034   -0.004 
  24    27.34    23   0.2417    0.006   -0.074   -0.098   -0.061    0.059   -0.191 
  30    33.90    29   0.2428    0.068   -0.073   -0.021   -0.035    0.149   -0.018 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              58    Additive               6.31559      125.38    <.0001 
             151    Additive               2.21954       13.14    0.0003 
              90    Additive               1.94099       12.56    0.0004 
             167    Shift                  1.51933       11.54    0.0007 
              51    Additive               1.71624       11.43    0.0007 
             154    Additive               1.86463       12.36    0.0004 
             115    Additive               1.62225       11.04    0.0009 
              87    Additive               1.60974       10.87    0.0010 
              17    Shift                 -0.53644       10.43    0.0012 
             147    Additive               1.70242       10.31    0.0013 
              89    Additive               1.50146       10.15    0.0014 
              82    Additive               1.35874        8.57    0.0034 
              50    Additive              -1.29343        7.76    0.0053 
              30    Additive              -1.25574        7.90    0.0049 
             125    Additive              -1.17866        7.07    0.0078 
             164    Additive              -1.43157        6.96    0.0084 
             107    Additive              -1.16631        7.08    0.0078 
             158    Additive               1.36742        6.77    0.0093 
              10    Shift                  0.44246        6.38    0.0115 




                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W      0.87648    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.097021    Pr > D     <0.0100 
             Cramer-von Mises      W-Sq  0.365808    Pr > W-Sq  <0.0050 






                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1           0.62837       0.06570       9.56      <.0001      12 
 
 
                           Variance Estimate      0.966051 
                           Std Error Estimate     0.982879 
                           AIC                    438.3175 
                           SBC                    441.3674 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     1.28     5   0.9368   -0.049    0.021    0.015    0.043   -0.047    0.028 
  12     9.12    11   0.6104    0.129   -0.152   -0.019   -0.084   -0.009   -0.006 
  18    10.00    17   0.9035   -0.062   -0.027    0.001   -0.002   -0.005    0.022 
  24    14.77    23   0.9028    0.003   -0.075   -0.095   -0.045    0.091    0.033 
  30    20.62    29   0.8726    0.021   -0.083   -0.025   -0.043    0.143    0.005 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              58    Additive               6.63061      129.46    <.0001 
             167    Shift                  1.62896       12.81    0.0003 
              11    Additive               2.13722       11.31    0.0008 
             151    Additive               1.93986       10.64    0.0011 
              90    Additive               1.82333       10.22    0.0014 
             115    Additive               1.75495       10.04    0.0015 
              87    Additive               1.74029        9.91    0.0016 
              51    Additive               1.60524        8.76    0.0031 
              82    Additive               1.50418        9.45    0.0021 
             154    Additive               1.52016        9.37    0.0022 
             158    Additive               1.58763        8.98    0.0027 
               6    Additive               1.58217        9.04    0.0026 
             147    Additive               1.45657        8.72    0.0031 
              50    Additive              -1.38172        8.51    0.0035 
              89    Additive               1.36095        8.92    0.0028 
              35    Additive               1.22926        7.17    0.0074 
             143    Additive               1.21182        7.24    0.0071 
             130    Additive              -1.16496        7.62    0.0058 
             164    Additive              -1.27917        7.57    0.0059 
             142    Additive              -1.16969        7.64    0.0057 
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                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.871484    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.109609    Pr > D     <0.0100 
             Cramer-von Mises      W-Sq  0.350386    Pr > W-Sq  <0.0050 







                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1          -0.26862       0.07786      -3.45      0.0007       1 
        MA2,1           0.69288       0.05920      11.70      <.0001      12 
 
 
                           Variance Estimate      1.347835 
                           Std Error Estimate     1.160963 
                           AIC                    491.2618 
                           SBC                    497.3615 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     5.94     4   0.2037   -0.033   -0.104    0.039   -0.148    0.023    0.033 
  12     7.92    10   0.6362    0.065    0.012    0.044   -0.060    0.011    0.042 
  18    12.01    16   0.7432   -0.044    0.061    0.002   -0.119    0.058    0.011 
  24    15.78    22   0.8264   -0.031    0.058   -0.053   -0.047    0.101   -0.033 
  30    28.56    28   0.4350    0.030    0.214   -0.020   -0.100    0.054   -0.084 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              58    Additive               6.04995       55.58    <.0001 
               4    Additive               2.89388       13.49    0.0002 
              85    Additive               2.50280       11.92    0.0006 
              84    Additive               2.50193       11.44    0.0007 
              90    Additive               2.23293       10.01    0.0016 
              32    Additive               2.22761        9.14    0.0025 
               5    Additive               2.19196        7.84    0.0051 
              54    Additive              -2.00616        7.74    0.0054 
             153    Additive              -1.92793        7.45    0.0064 
              97    Additive              -1.76282        7.10    0.0077 
              25    Additive              -1.79370        7.12    0.0076 
              14    Additive               1.76836        6.82    0.0090 
              19    Additive               1.72586        6.76    0.0093 
             145    Additive               1.57606        6.16    0.0131 
              12    Additive               1.64085        6.96    0.0084 
             151    Additive               1.56628        6.88    0.0087 
              41    Additive               1.49624        7.49    0.0062 
             100    Additive              -1.39906        6.93    0.0085 
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                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              86    Additive              -1.40895        7.06    0.0079 
              65    Additive               1.38851        6.83    0.0089 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.931713    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.074682    Pr > D      0.0325 
             Cramer-von Mises      W-Sq  0.205484    Pr > W-Sq  <0.0050 








                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1          -0.16798       0.07978      -2.11      0.0369       1 
        MA2,1           0.75805       0.05466      13.87      <.0001      12 
 
 
                           Variance Estimate      1.071226 
                           Std Error Estimate     1.035001 
                           AIC                    455.4293 
                           SBC                     461.529 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     5.11     4   0.2762   -0.005   -0.048   -0.114    0.046    0.020    0.117 
  12     7.54    10   0.6733    0.051   -0.062    0.039   -0.063   -0.019   -0.048 
  18    13.86    16   0.6090   -0.082    0.047   -0.042   -0.149    0.001    0.057 
  24    21.18    22   0.5098   -0.025   -0.058    0.102   -0.019    0.147    0.057 
  30    29.72    28   0.3769    0.092   -0.047    0.143   -0.040    0.062    0.090 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              58    Additive               5.96281       70.88    <.0001 
              85    Additive               3.99925       33.88    <.0001 
              41    Additive               2.14414        9.86    0.0017 
               3    Additive               2.15556        9.20    0.0024 
             153    Additive              -2.00869        8.68    0.0032 
              90    Additive               1.84678        7.86    0.0051 
              37    Additive               1.72008        6.68    0.0097 
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                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
             133    Additive               1.66973        6.32    0.0120 
              16    Shift                 -0.52484        6.18    0.0129 
             115    Additive               1.49188        6.52    0.0107 
              71    Additive               1.40595        6.02    0.0142 
              96    Additive              -1.38516        5.85    0.0156 
              68    Additive              -1.36170        6.44    0.0112 
              64    Additive               1.36159        6.58    0.0103 
              94    Additive               1.28896        5.97    0.0146 
             151    Additive               1.28498        5.85    0.0156 
              65    Additive               1.23957        5.95    0.0147 
              30    Additive              -1.25754        6.47    0.0109 
             141    Additive              -1.19382        5.75    0.0165 
              62    Additive               1.13512        5.36    0.0206 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.903323    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.090942    Pr > D     <0.0100 
             Cramer-von Mises      W-Sq  0.249756    Pr > W-Sq  <0.0050 








                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1           0.75851       0.05538      13.70      <.0001      12 
 
 
                           Variance Estimate      1.074793 
                           Std Error Estimate     1.036722 
                           AIC                    454.9575 
                           SBC                    458.0074 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                         Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     5.48     5   0.3606    0.064   -0.143   -0.079   -0.039   -0.042   -0.008 
  12    10.76    11   0.4634    0.166   -0.031    0.006    0.016   -0.009   -0.055 
  18    12.29    17   0.7825   -0.010   -0.052   -0.042   -0.008    0.036    0.052 
  24    17.10    23   0.8041   -0.025   -0.009   -0.081    0.059    0.106    0.065 








                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              58    Additive               6.99161       78.32    <.0001 
             133    Additive               2.22943        8.28    0.0040 
              85    Additive               2.32079        9.29    0.0023 
              65    Additive               2.12169        7.74    0.0054 
              90    Additive               1.98013        7.12    0.0076 
              64    Additive               1.86866        6.58    0.0103 
              11    Additive               1.75573        5.71    0.0168 
              33    Additive               1.65943        5.68    0.0172 
              40    Additive               1.57295        5.35    0.0208 
              44    Additive               1.56516        5.65    0.0174 
             152    Additive               1.53601        5.27    0.0217 
              60    Additive              -1.49147        5.82    0.0158 
             151    Additive               1.51328        5.99    0.0144 
              50    Additive              -1.44469        5.84    0.0156 
              51    Additive               1.40592        6.13    0.0133 
              81    Additive               1.39914        6.39    0.0115 
             115    Additive               1.32160        5.66    0.0174 
              66    Additive               1.23530        4.97    0.0258 
               6    Additive               1.30480        5.00    0.0253 
             128    Additive               1.22353        4.95    0.0261 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W      0.89827    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.062579    Pr > D      0.1384 
             Cramer-von Mises      W-Sq  0.213275    Pr > W-Sq  <0.0050 






ARIMA (0,1,1)12  
 
                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1           0.68048       0.06041      11.26      <.0001      12 
 
 
                           Variance Estimate      1.021762 
                           Std Error Estimate     1.010822 
                           AIC                     447.064 
                           SBC                    450.1139 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     4.02     5   0.5468    0.139   -0.057   -0.030   -0.032    0.009    0.027 
  12     5.36    11   0.9124    0.045   -0.062   -0.027   -0.034   -0.017    0.002 
  18    14.85    17   0.6065   -0.029   -0.048   -0.118   -0.152   -0.104    0.056 




  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
  24    20.53    23   0.6096   -0.043   -0.150   -0.053    0.045    0.043    0.013 
  30    27.33    29   0.5540    0.157    0.041   -0.076    0.052    0.026    0.017 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              58    Additive               6.04598       69.28    <.0001 
               7    Additive               2.99782       15.19    <.0001 
             151    Additive               2.44912       11.50    0.0007 
              33    Additive               2.36072       11.80    0.0006 
              90    Additive               2.27034       11.60    0.0007 
              68    Additive              -1.91234        8.35    0.0039 
              97    Additive              -1.74167        6.93    0.0085 
             167    Shift                  1.30256        8.13    0.0044 
             115    Additive               1.60305        8.06    0.0045 
              81    Additive               1.52568        7.34    0.0067 
              51    Additive               1.47114        6.79    0.0092 
             153    Additive              -1.47598        6.61    0.0101 
              46    Additive               1.31475        5.91    0.0151 
              14    Additive               1.32759        6.01    0.0143 
              59    Additive               1.27591        6.02    0.0142 
              96    Additive              -1.24306        6.53    0.0106 
               5    Additive               1.31307        5.90    0.0151 
              66    Additive               1.17114        5.97    0.0146 
              94    Additive               1.01846        4.64    0.0313 
              25    Additive              -1.03252        4.62    0.0317 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.914452    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.090193    Pr > D     <0.0100 
             Cramer-von Mises      W-Sq  0.351641    Pr > W-Sq  <0.0050 






ARIMA (0,0,[1,20])(0,1,1)12  
 
                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1          -0.27483       0.07784      -3.53      0.0005       1 
        MA1,2           0.22589       0.08125       2.78      0.0061      20 
        MA2,1           0.79777       0.05246      15.21      <.0001      12 
 
 
                           Variance Estimate      0.996399 
                           Std Error Estimate     0.998198 
                           AIC                    445.1169 
                           SBC                    454.2664 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
226 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     4.82     3   0.1854   -0.019   -0.097   -0.105   -0.040    0.042    0.076 
  12     6.51     9   0.6877   -0.008    0.016   -0.009   -0.081    0.054    0.009 
  18    12.09    15   0.6721   -0.040   -0.082   -0.067   -0.035    0.084   -0.103 
  24    18.68    21   0.6058    0.047   -0.027   -0.041   -0.009    0.175   -0.019 
  30    19.80    27   0.8392   -0.005    0.009   -0.029   -0.000   -0.025    0.064 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              58    Additive               6.03912       91.18    <.0001 
             151    Additive               2.68796       15.76    <.0001 
              90    Additive               2.28134       12.83    0.0003 
              14    Additive               2.22843       12.50    0.0004 
              97    Additive              -1.74009        8.17    0.0043 
             168    Additive               1.95076        8.64    0.0033 
              59    Additive               1.46477        6.18    0.0129 
             152    Additive               1.48731        5.40    0.0201 
             140    Additive               1.63203        7.05    0.0079 
              95    Additive              -1.35742        5.15    0.0233 
             115    Additive               1.43495        5.95    0.0148 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.841904    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.125326    Pr > D     <0.0100 
             Cramer-von Mises      W-Sq  0.529856    Pr > W-Sq  <0.0050 















                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        AR1,1          -0.49719       0.08061      -6.17      <.0001      12 
        AR1,2          -0.34449       0.09093      -3.79      0.0002      24 
 
 
                           Variance Estimate      0.138437 
                           Std Error Estimate     0.372072 
                           AIC                    136.2314 
                           SBC                    142.3311 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     2.09     4   0.7191   -0.066    0.000    0.038    0.083   -0.013   -0.013 
  12     9.30    10   0.5035    0.115   -0.109   -0.066   -0.114    0.018   -0.018 
  18    11.32    16   0.7892   -0.081   -0.029    0.045   -0.004   -0.007    0.045 
  24    18.43    22   0.6804   -0.021   -0.031   -0.087   -0.028    0.164   -0.045 
  30    24.80    28   0.6384    0.050   -0.070   -0.043    0.032    0.140    0.056 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
             130    Additive              -1.32107       34.04    <.0001 
             142    Additive              -1.36077       34.00    <.0001 
              58    Additive               1.29465       32.69    <.0001 
             155    Additive              -0.93607       15.35    <.0001 
             107    Additive              -0.74497       11.14    0.0008 
 
     
                            Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.942835    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.086462    Pr > D     <0.0100 
             Cramer-von Mises      W-Sq  0.313954    Pr > W-Sq  <0.0050 









                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1           0.60002       0.06693       8.96      <.0001      12 
 
 
                           Variance Estimate      0.137012 
                           Std Error Estimate     0.370152 
                           AIC                    133.6268 
                           SBC                    136.6766 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     2.13     5   0.8305   -0.097   -0.005    0.039    0.049   -0.011    0.001 
  12    10.59    11   0.4781    0.121   -0.121   -0.073   -0.105    0.054    0.046 
  18    12.15    17   0.7911   -0.063   -0.038    0.024    0.004   -0.003    0.054 
  24    19.95    23   0.6449   -0.040   -0.032   -0.094   -0.043    0.159   -0.059 
  30    26.51    29   0.5981    0.026   -0.088   -0.053    0.016    0.141    0.051 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
             130    Additive              -1.49068       39.81    <.0001 
             142    Additive              -1.47654       38.58    <.0001 
              58    Additive               1.28450       29.87    <.0001 
             155    Additive              -0.82606       11.64    0.0006 
             107    Additive              -0.81694       12.45    0.0004 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.938608    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.089445    Pr > D     <0.0100 
             Cramer-von Mises      W-Sq  0.306947    Pr > W-Sq  <0.0050 
             Anderson-Darling      A-Sq  1.787858    Pr > A-Sq  <0.0050 
 
 
ARIMA (0,1,1)12  
(Dengan Deteksi Outlier a130 a142 a58) 
 
                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter   Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1         0.60534      0.06941      8.72     <.0001     12   y1             0 
 NUM1         -1.80492      0.27799     -6.49     <.0001      0   a130           0 
 NUM2         -1.53323      0.27988     -5.48     <.0001      0   a142           0 
 NUM3          1.27422      0.26903      4.74     <.0001      0   a58            0 
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                           Variance Estimate      0.089934 
                           Std Error Estimate      0.29989 
                           AIC                    70.90275 
                           SBC                    83.10217 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     1.51     5   0.9114   -0.070    0.034   -0.018    0.048    0.023    0.013 
  12     8.39    11   0.6778    0.105   -0.140   -0.062   -0.059    0.058    0.005 
  18    12.26    17   0.7841   -0.053   -0.047   -0.018    0.004   -0.098    0.084 
  24    14.06    23   0.9251   -0.049   -0.034   -0.035   -0.063    0.025   -0.020 
  30    19.77    29   0.9001    0.016   -0.041   -0.092    0.125   -0.006    0.060 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
             155    Additive              -0.82291       11.51    0.0007 
             107    Additive              -0.81909       13.38    0.0003 
              87    Additive               0.65889        9.83    0.0017 
             147    Additive               0.69715       10.98    0.0009 
              51    Additive               0.62526        9.94    0.0016 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.982836    Pr < W      0.0497 
             Kolmogorov-Smirnov    D     0.063013    Pr > D      0.1322 
             Cramer-von Mises      W-Sq  0.124804    Pr > W-Sq   0.0518 







                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1           0.15959       0.08084       1.97      0.0501       4 
        MA2,1           0.70811       0.05917      11.97      <.0001      12 
 
 
                           Variance Estimate      0.250314 
                           Std Error Estimate     0.500314 
                           AIC                    228.6301 
                           SBC                    234.7298 
                           Number of Residuals         156 







                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     4.69     4   0.3201    0.110   -0.121   -0.033   -0.007   -0.001    0.038 
  12     6.47    10   0.7744    0.019    0.042    0.077   -0.044   -0.006    0.025 
  18     9.51    16   0.8909    0.023    0.089   -0.026   -0.009    0.013    0.089 
  24    13.82    22   0.9077   -0.003    0.098    0.000   -0.016    0.113    0.027 
  30    26.44    28   0.5489    0.111    0.138   -0.109   -0.070    0.120   -0.059 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              54    Additive              -2.73934       65.68    <.0001 
             153    Additive              -1.61861       26.31    <.0001 
              86    Additive              -1.33947       19.97    <.0001 
              58    Additive               1.26447       18.43    <.0001 




                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.909631    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.097384    Pr > D     <0.0100 
             Cramer-von Mises      W-Sq  0.441205    Pr > W-Sq  <0.0050 





                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1           0.70998       0.05895      12.04      <.0001      12 
        AR1,1          -0.16918       0.08076      -2.09      0.0378       4 
 
 
                           Variance Estimate      0.249918 
                           Std Error Estimate     0.499918 
                           AIC                    228.3831 
                           SBC                    234.4828 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations---------------
-- 
 
   6     4.61     4   0.3300    0.107   -0.122   -0.032    0.002    0.002    0.038 
  12     6.01    10   0.8143    0.016    0.016    0.074   -0.042   -0.005    0.025 
  18     9.06    16   0.9111    0.025    0.089   -0.030   -0.010    0.008    0.088 
  24    13.53    22   0.9173    0.001    0.099   -0.002   -0.015    0.118    0.024 
  30    25.83    28   0.5823    0.110    0.134   -0.108   -0.070    0.120   -0.058 
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                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              54    Additive              -2.73431       67.00    <.0001 
             153    Additive              -1.63827       25.10    <.0001 
              86    Additive              -1.33014       21.54    <.0001 
              58    Additive               1.25845       19.88    <.0001 




                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.908301    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.099688    Pr > D     <0.0100 
             Cramer-von Mises      W-Sq  0.437594    Pr > W-Sq  <0.0050 





Dengan Deteksi Outlier 
 
                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1         0.68731      0.06117     11.24     <.0001     12   y2             0 
 AR1,1        -0.14671      0.08211     -1.79     0.0760      4   y2             0 
 NUM1         -2.80497      0.38007     -7.38     <.0001      0   a54            0 
 NUM2         -1.61957      0.39451     -4.11     <.0001      0   a153           0 
 
 
                           Variance Estimate      0.171567 
                           Std Error Estimate     0.414206 
                           AIC                    171.6624 
                           SBC                    183.8618 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     8.86     4   0.0648    0.186   -0.132    0.014    0.013    0.049    0.024 
  12    13.69    10   0.1875    0.095    0.098    0.067   -0.037   -0.014    0.066 
  18    18.86    16   0.2758    0.004    0.112   -0.000   -0.114    0.037    0.050 
  24    20.73    22   0.5374   -0.011    0.009   -0.037    0.054    0.033   -0.067 
  30    28.21    28   0.4531    0.064    0.124   -0.052   -0.127    0.026   -0.015 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              86    Additive              -1.34023       21.66    <.0001 
              58    Additive               1.27238       19.06    <.0001 
               7    Shift                 -0.43084       12.70    0.0004 
             100    Additive              -0.92815        9.26    0.0023 
              85    Additive               0.82018        8.37    0.0038 
232 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.967792    Pr < W      0.0010 
             Kolmogorov-Smirnov    D     0.065923    Pr > D      0.0946 
             Cramer-von Mises      W-Sq   0.19755    Pr > W-Sq   0.0056 





ARIMA ([1],0,0)(0,1,1)12  
 
                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1           0.74787       0.05671      13.19      <.0001      12 
        AR1,1           0.15329       0.08045       1.91      0.0586       1 
 
 
                           Variance Estimate      0.248737 
                           Std Error Estimate     0.498735 
                           AIC                    227.6438 
                           SBC                    233.7435 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     6.72     4   0.1514    0.019   -0.106   -0.112    0.024    0.103    0.078 
  12     9.32    10   0.5022    0.008   -0.067    0.097   -0.036    0.008   -0.012 
  18    18.53    16   0.2938   -0.115    0.086    0.043   -0.153   -0.054    0.062 
  24    26.23    22   0.2418    0.020   -0.039    0.019    0.019    0.186    0.068 
  30    32.58    28   0.2517    0.022   -0.024   -0.047    0.002    0.156    0.070 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
             153    Additive              -2.36197       35.47    <.0001 
              68    Additive              -1.50460       16.16    <.0001 
              30    Additive              -1.43938       17.09    <.0001 
              58    Additive               1.30241       14.21    0.0002 
              39    Additive              -1.11657       11.93    0.0006 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.943196    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D      0.08189    Pr > D      0.0114 
             Cramer-von Mises      W-Sq  0.326124    Pr > W-Sq  <0.0050 





ARIMA (0,0,[1])(0,1,1)12  
 
                                The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1          -0.18182       0.07996      -2.27      0.0244       1 
        MA2,1           0.74535       0.05680      13.12      <.0001      12 
 
                           Variance Estimate      0.247444 
                           Std Error Estimate     0.497438 
                           AIC                    226.8309 
                           SBC                    232.9306 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     5.39     4   0.2496   -0.010   -0.075   -0.109    0.025    0.098    0.073 
  12     8.27    10   0.6027    0.013   -0.069    0.101   -0.042    0.009   -0.011 
  18    17.10    16   0.3792   -0.116    0.084    0.041   -0.150   -0.050    0.057 
  24    24.63    22   0.3153    0.018   -0.038    0.025    0.013    0.185    0.060 
  30    30.55    28   0.3374    0.026   -0.022   -0.042    0.000    0.152    0.068 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
             153    Additive              -2.36199       37.67    <.0001 
              68    Additive              -1.48212       17.37    <.0001 
              30    Additive              -1.44436       16.81    <.0001 
              58    Additive               1.29758       13.85    0.0002 
              39    Additive              -1.06268       10.92    0.0010 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.945109    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.085307    Pr > D     <0.0100 
             Cramer-von Mises      W-Sq  0.314618    Pr > W-Sq  <0.0050 
             Anderson-Darling      A-Sq  1.874723    Pr > A-Sq  <0.0050 
 
 
ARIMA (0,0,[1])(0,1,1)12  
(Dengan Deteksi Outlier 
 
                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1        -0.25791      0.07992     -3.23     0.0015      1   y3             0 
 MA2,1         0.71563      0.05838     12.26     <.0001     12   y3             0 
 NUM1         -2.36667      0.37641     -6.29     <.0001      0   a153           0 
 NUM2         -1.42855      0.36411     -3.92     0.0001      0   a68            0 
 NUM3         -1.49301      0.36330     -4.11     <.0001      0   a30            0 
 NUM4          1.27457      0.36195      3.52     0.0006      0   a58            0 
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                           Variance Estimate      0.163291 
                           Std Error Estimate     0.404093 
                           AIC                    165.8842 
                           SBC                    184.1834 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     5.74     4   0.2197   -0.022   -0.100   -0.063    0.000    0.123    0.075 
  12    10.82    10   0.3715    0.033   -0.099    0.116    0.016   -0.029   -0.070 
  18    23.15    16   0.1097   -0.151    0.134    0.048   -0.130   -0.089    0.054 
  24    28.60    22   0.1565    0.016    0.036    0.066   -0.013    0.091    0.122 
  30    35.75    28   0.1492    0.053   -0.065   -0.044    0.079    0.142    0.041 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              39    Additive              -1.00052       10.76    0.0010 
              85    Additive               0.97883       10.88    0.0010 
              63    Additive              -0.86153        8.96    0.0028 
             130    Additive              -0.84986        8.93    0.0028 
             118    Additive              -0.87466       10.36    0.0013 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.983479    Pr < W      0.0593 
             Kolmogorov-Smirnov    D     0.063719    Pr > D      0.1221 
             Cramer-von Mises      W-Sq  0.126726    Pr > W-Sq   0.0487 





ARIMA (1,1,0)12  
 
                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        AR1,1          -0.52247       0.07196      -7.26      <.0001      12 
 
 
                           Variance Estimate      0.236026 
                           Std Error Estimate     0.485825 
                           AIC                    218.4706 
                           SBC                    221.5205 
                           Number of Residuals         156 








                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6    10.34     5   0.0663    0.021   -0.163   -0.065   -0.030   -0.113   -0.138 
  12    20.32    11   0.0412    0.098   -0.080    0.098    0.115    0.101   -0.101 
  18    27.60    17   0.0499    0.004   -0.105   -0.088   -0.043   -0.106    0.097 
  24    48.56    23   0.0014    0.022    0.087    0.028    0.175    0.071   -0.262 
  30    54.15    29   0.0031   -0.054   -0.020   -0.056    0.042    0.134    0.052 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              50    Additive              -1.79861       25.11    <.0001 
              58    Additive               1.28377       12.87    0.0003 
              60    Additive              -1.18744       12.78    0.0004 
              39    Additive              -1.02628        9.54    0.0020 




                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W      0.98875    Pr < W      0.2457 
             Kolmogorov-Smirnov    D     0.048064    Pr > D     >0.1500 
             Cramer-von Mises      W-Sq  0.075055    Pr > W-Sq   0.2424 
             Anderson-Darling      A-Sq  0.524478    Pr > A-Sq   0.1873 
 
 
ARIMA (0,1,1)12  
 
                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1           0.76749       0.05487      13.99      <.0001      12 
 
 
                           Variance Estimate      0.202243 
                           Std Error Estimate     0.449714 
                           AIC                    194.3731 
                           SBC                    197.4229 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     9.15     5   0.1031    0.063   -0.163   -0.114   -0.017   -0.057   -0.100 
  12    13.93    11   0.2372    0.061   -0.078    0.036    0.052    0.120    0.004 
  18    20.85    17   0.2329    0.016   -0.137   -0.112   -0.053   -0.036    0.062 
  24    27.16    23   0.2493   -0.005    0.051   -0.023    0.114    0.124    0.050 





                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              50    Additive              -1.79392       22.78    <.0001 
              58    Additive               1.37467       14.69    0.0001 
              39    Additive              -1.13300       10.57    0.0011 
              60    Additive              -1.08571        9.95    0.0016 




                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W      0.99156    Pr < W      0.4859 
             Kolmogorov-Smirnov    D     0.051219    Pr > D     >0.1500 
             Cramer-von Mises      W-Sq  0.029286    Pr > W-Sq  >0.2500 




ARIMA (2,1,0)12  
 
                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        AR1,1          -0.67698       0.08189      -8.27      <.0001      12 
        AR1,2          -0.32176       0.08651      -3.72      0.0003      24 
 
 
                           Variance Estimate      0.214486 
                           Std Error Estimate     0.463127 
                           AIC                    204.5324 
                           SBC                    210.6321 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     1.61     4   0.8071    0.055   -0.057   -0.006   -0.008    0.056    0.022 
  12     3.83    10   0.9548    0.009   -0.089   -0.044   -0.049   -0.015   -0.027 
  18    10.96    16   0.8121   -0.024   -0.030   -0.116   -0.092   -0.125    0.038 
  24    16.29    22   0.8014    0.044   -0.145    0.017    0.023    0.046   -0.057 
  30    19.93    28   0.8670    0.108    0.054   -0.041    0.041    0.032   -0.010 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
             153    Additive              -2.24112       41.15    <.0001 
              58    Additive               1.40897       19.95    <.0001 
              68    Additive              -1.26567       16.10    <.0001 
               7    Additive               1.29818       12.85    0.0003 
              97    Additive              -1.07030       13.08    0.0003 
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                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.958034    Pr < W      0.0001 
             Kolmogorov-Smirnov    D     0.098855    Pr > D     <0.0100 
             Cramer-von Mises      W-Sq  0.224707    Pr > W-Sq  <0.0050 




ARIMA (0,1,1)12  
 
                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1           0.70744       0.05889      12.01      <.0001      12 
 
 
                           Variance Estimate      0.208711 
                           Std Error Estimate     0.456848 
                           AIC                    199.2837 
                           SBC                    202.3336 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     3.51     5   0.6223    0.092   -0.067   -0.024   -0.025    0.074    0.045 
  12     6.10    11   0.8669   -0.001   -0.105   -0.061   -0.023    0.010   -0.006 
  18    13.86    17   0.6769   -0.024   -0.067   -0.128   -0.099   -0.099    0.055 
  24    20.55    23   0.6084    0.004   -0.171    0.015    0.027    0.065    0.047 
  30    23.66    29   0.7454    0.093    0.010   -0.055    0.043    0.045    0.028 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
             153    Additive              -2.26915       40.10    <.0001 
              58    Additive               1.53166       20.04    <.0001 
              68    Additive              -1.32599       15.99    <.0001 
              97    Additive              -1.01451        9.36    0.0022 




                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.949321    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.092224    Pr > D     <0.0100 
             Cramer-von Mises      W-Sq   0.20862    Pr > W-Sq  <0.0050 







ARIMA (0,1,1)12  
Dengan Deteksi Outlier 
 
                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1         0.69699      0.05989     11.64     <.0001     12   y5             0 
 NUM1         -2.26283      0.37989     -5.96     <.0001      0   a153           0 
 NUM2          1.55524      0.36599      4.25     <.0001      0   a58            0 
 
 
                           Variance Estimate      0.156298 
                           Std Error Estimate     0.395345 
                           AIC                    156.1447 
                           SBC                    165.2943 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     3.80     5   0.5790    0.112   -0.066    0.001   -0.040    0.042    0.059 
  12     9.78    11   0.5507    0.016   -0.155   -0.105   -0.002    0.010   -0.019 
  18    16.52    17   0.4875    0.012   -0.063   -0.117   -0.064   -0.123    0.037 
  24    22.61    23   0.4837   -0.025   -0.143    0.035   -0.063    0.051    0.068 
  30    24.10    29   0.7241    0.031    0.012    0.011    0.034    0.070    0.017 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              68    Additive              -1.32659       15.57    <.0001 
              97    Additive              -1.01509        9.12    0.0025 
               7    Additive               1.08305       10.05    0.0015 
              26    Additive              -0.94201        8.64    0.0033 
             118    Additive              -0.92632        8.59    0.0034 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.973721    Pr < W      0.0045 
             Kolmogorov-Smirnov    D      0.06988    Pr > D      0.0619 
             Cramer-von Mises      W-Sq  0.102343    Pr > W-Sq   0.1051 





ARIMA (0,1,1)12  
 
                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 




                           Variance Estimate      0.205256 
                           Std Error Estimate     0.453052 
                           AIC                    196.6802 
                           SBC                    199.7301 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     9.17     5   0.1024    0.124   -0.040   -0.181   -0.037    0.028    0.070 
  12    12.86    11   0.3028    0.004   -0.009   -0.005   -0.145    0.024   -0.003 
  18    20.40    17   0.2542   -0.039   -0.076   -0.129   -0.065    0.107   -0.060 
  24    37.97    23   0.0256    0.030   -0.210    0.045   -0.023    0.219    0.005 
  30    42.60    29   0.0495    0.003    0.018   -0.053    0.037   -0.042    0.133 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              95    Additive              -2.09428       45.42    <.0001 
              58    Additive               1.53397       24.98    <.0001 
               2    Additive              -1.22010       14.75    0.0001 
              97    Additive              -1.01120       11.55    0.0007 
             151    Additive               0.95137        9.83    0.0017 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.946951    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.075879    Pr > D      0.0262 
             Cramer-von Mises      W-Sq  0.235405    Pr > W-Sq  <0.0050 




ARIMA ([3]),0,0)(0,1,1)12  
 
                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1           0.72075       0.05810      12.40      <.0001      12 
        AR1,1          -0.19537       0.08059      -2.42      0.0165       3 
 
 
                           Variance Estimate      0.199275 
                           Std Error Estimate     0.446402 
                           AIC                    193.0569 
                           SBC                    199.1566 
                           Number of Residuals         156 






                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     2.81     4   0.5893    0.119   -0.023    0.008   -0.019    0.024    0.043 
  12     7.58    10   0.6699   -0.024   -0.000    0.004   -0.165    0.023   -0.000 
  18    15.72    16   0.4727   -0.075   -0.060   -0.153   -0.069    0.059   -0.075 
  24    28.63    22   0.1557    0.011   -0.163    0.030   -0.020    0.204    0.021 
  30    32.94    28   0.2381    0.006    0.047   -0.032    0.063   -0.017    0.121 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              95    Additive              -2.03754       43.92    <.0001 
              58    Additive               1.41738       23.27    <.0001 
              14    Additive               1.09994       13.49    0.0002 
              90    Additive               1.04358       12.82    0.0003 




                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.939832    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.068031    Pr > D      0.0772 
             Cramer-von Mises      W-Sq   0.19891    Pr > W-Sq   0.0053 







Lampiran 15. Output SAS ARIMA-Variasi Kalender  
 
 Pontianak 
VC Bulanan-Tanpa Deteksi Outlier 
 
                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1         0.72477      0.06031     12.02     <.0001     12   y1             0 
 NUM1          0.38058      0.10833      3.51     0.0006      0   dt_1           0 
 NUM2          0.34320      0.10887      3.15     0.0019      0   dt             0 
 
 
                           Variance Estimate      0.127326 
                           Std Error Estimate     0.356828 
                           AIC                    124.1627 
                           SBC                    133.3123 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     6.16     5   0.2908   -0.141    0.029    0.117    0.051   -0.038    0.008 
  12    13.19    11   0.2808    0.115   -0.150   -0.020   -0.048   -0.036    0.049 
  18    13.92    17   0.6729   -0.039   -0.012    0.021    0.027    0.000    0.036 
  24    18.61    23   0.7238   -0.027    0.005   -0.066   -0.024    0.098   -0.100 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
             130    Additive              -1.52539       37.55    <.0001 
             142    Additive              -1.46171       34.03    <.0001 
              58    Additive               1.16067       22.06    <.0001 
             107    Additive              -0.74844       10.47    0.0012 
             155    Additive              -0.78511       11.14    0.0008 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Kolmogorov-Smirnov    D     0.081941    Pr > D      0.0113 
 
VC Bulanan-Dengan Deteksi Outlier 
 
                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1         0.67829      0.06645     10.21     <.0001     12   y1             0 
 NUM1          0.23641      0.09334      2.53     0.0123      0   dt_1           0 
 NUM2          0.28709      0.09102      3.15     0.0019      0   dt             0 
 NUM3         -1.75437      0.27533     -6.37     <.0001      0   a130           0 
 NUM4         -1.48762      0.27738     -5.36     <.0001      0   a142           0 
 NUM5          1.21610      0.27546      4.41     <.0001      0   a58            0 
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                           Variance Estimate      0.084744 
                           Std Error Estimate     0.291108 
                           AIC                    63.56304 
                           SBC                    81.86217 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     2.68     5   0.7487   -0.085    0.057    0.034    0.066   -0.018    0.020 
  12     8.85    11   0.6356    0.101   -0.156   -0.046   -0.020   -0.008   -0.005 
  18    12.08    17   0.7950   -0.031   -0.039   -0.024    0.033   -0.098    0.066 
  24    13.28    23   0.9456   -0.038   -0.021   -0.027   -0.042   -0.032   -0.034 
  30    18.10    29   0.9423    0.043   -0.026   -0.089    0.119    0.017    0.013 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
             107    Additive              -0.75570       10.93    0.0009 
             155    Additive              -0.82047       12.64    0.0004 
              87    Additive               0.66127        9.50    0.0021 
             147    Additive               0.66142        9.35    0.0022 
              51    Additive               0.64203        9.48    0.0021 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W      0.98607    Pr < W      0.1203 
             Kolmogorov-Smirnov    D      0.05911    Pr > D     >0.1500 
             Cramer-von Mises      W-Sq  0.133145    Pr > W-Sq   0.0414 
             Anderson-Darling      A-Sq  0.780177    Pr > A-Sq   0.0434 
 
VC Mingguan-Tanpa Deteksi Outlier 
 
                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1         0.74110      0.05991     12.37     <.0001     12   y1             0 
 NUM1          0.70872      0.19602      3.62     0.0004      0   d1t_1          0 
 NUM2          0.34834      0.16998      2.05     0.0422      0   d2t_1          0 
 NUM3          0.59409      0.17693      3.36     0.0010      0   d3t_1          0 
 NUM4          0.38765      0.17072      2.27     0.0246      0   d2t            0 
 NUM5          0.36247      0.16787      2.16     0.0324      0   d3t            0 
 NUM6          0.42942      0.17474      2.46     0.0151      0   d4t            0 
 
 
                           Variance Estimate      0.123077 
                           Std Error Estimate     0.350824 
                           AIC                    122.7357 
                           SBC                    144.0847 
                           Number of Residuals         156 





                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     5.37     5   0.3727   -0.145    0.020    0.091    0.057   -0.012   -0.023 
  12    10.01    11   0.5298    0.114   -0.096   -0.031   -0.058   -0.006    0.037 
  18    12.10    17   0.7937   -0.061    0.008   -0.007    0.018   -0.001    0.088 
  24    15.98    23   0.8561   -0.079    0.038   -0.043   -0.039    0.084   -0.055 
  30    20.35    29   0.8818    0.070   -0.059   -0.058    0.019    0.090    0.049 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
             130    Additive              -1.55869       41.77    <.0001 
             142    Additive              -1.48732       38.14    <.0001 
              58    Additive               0.77000       10.51    0.0012 
             167    Shift                  0.56652       10.51    0.0012 
             107    Additive              -0.70951        9.52    0.0020 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.942916    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D      0.08809    Pr > D     <0.0100 
             Cramer-von Mises      W-Sq  0.304454    Pr > W-Sq  <0.0050 
             Anderson-Darling      A-Sq  1.666266    Pr > A-Sq  <0.0050 
 
 
VC Mingguan-Dengan Deteksi Outlier 
 
                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1         0.71637      0.06421     11.16     <.0001     12   y1             0 
 NUM1          0.29993      0.13835      2.17     0.0318      0   d2t_1          0 
 NUM2          0.45694      0.14393      3.17     0.0018      0   d3t_1          0 
 NUM3          0.29822      0.13859      2.15     0.0331      0   d2t            0 
 NUM4          0.32231      0.13972      2.31     0.0225      0   d3t            0 
 NUM5          0.35655      0.14216      2.51     0.0132      0   d4t            0 
 NUM6         -1.78887      0.27474     -6.51     <.0001      0   a130           0 
 NUM7         -1.51387      0.27690     -5.47     <.0001      0   a142           0 
 NUM8          1.41923      0.26955      5.27     <.0001      0   a58            0 
 
                           Variance Estimate       0.08273 
                           Std Error Estimate     0.287628 
                           AIC                    62.65915 
                           SBC                    90.10785 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     3.35     5   0.6460   -0.101    0.054    0.040    0.073   -0.028    0.011 
  12     7.04    11   0.7958    0.071   -0.107   -0.070   -0.004   -0.028   -0.001 
  18    15.13    17   0.5862   -0.069   -0.061   -0.049    0.056   -0.111    0.139 
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                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
  24    17.54    23   0.7821   -0.082    0.004   -0.014   -0.031   -0.070   -0.021 
  30    25.28    29   0.6637    0.050   -0.041   -0.110    0.153   -0.026    0.001 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
             107    Additive              -0.77683       12.64    0.0004 
             155    Additive              -0.80418       13.89    0.0002 
              87    Additive               0.66389       10.31    0.0013 
              50    Additive              -0.64014        9.92    0.0016 
              51    Additive               0.63869       10.91    0.0010 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.989287    Pr < W      0.2820 
             Kolmogorov-Smirnov    D     0.062128    Pr > D      0.1448 
             Cramer-von Mises      W-Sq  0.119376    Pr > W-Sq   0.0642 
             Anderson-Darling      A-Sq  0.659686    Pr > A-Sq   0.0868 
 
 Sampit 
VC Bulanan-Tanpa Deteksi Outlier 
 
The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1        -0.76951      0.17636     -4.36     <.0001      1   y2             0 
 MA2,1         0.73393      0.05850     12.55     <.0001     12   y2             0 
 AR1,1        -0.60858      0.21824     -2.79     0.0060      1   y2             0 
 NUM1          0.21984      0.13154      1.67     0.0967      0   dt             0 
 
 
                           Variance Estimate      0.248085 
                           Std Error Estimate     0.498081 
                           AIC                     229.195 
                           SBC                    241.3945 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     4.00     3   0.2616   -0.006   -0.027   -0.080   -0.117   -0.031    0.053 
  12     5.64     9   0.7752    0.028    0.033    0.069   -0.046   -0.016    0.027 
  18     8.85    15   0.8855    0.013    0.092   -0.053    0.011   -0.013    0.080 
  24    13.29    21   0.8980   -0.021    0.092   -0.029   -0.035    0.115    0.008 







                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              54    Additive              -2.86495       80.78    <.0001 
             153    Additive              -1.53306       26.71    <.0001 
              86    Additive              -1.37669       24.56    <.0001 
              58    Additive               1.28240       22.48    <.0001 
               4    Additive               0.98821       11.70    0.0006 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.913771    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.100787    Pr > D     <0.0100 
             Cramer-von Mises      W-Sq  0.397115    Pr > W-Sq  <0.0050 
             Anderson-Darling      A-Sq  2.474933    Pr > A-Sq  <0.0050 
 
 
VC Bulanan-Dengan Deteksi Outlier 
 
                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1        -0.90605      0.06897    -13.14     <.0001      1   y2             0 
 MA2,1         0.74001      0.06242     11.86     <.0001     12   y2             0 
 AR1,1        -0.62250      0.11149     -5.58     <.0001      1   y2             0 
 NUM1          0.19584      0.07863      2.49     0.0139      0   dt             0 
 NUM2         -3.05630      0.29708    -10.29     <.0001      0   a54            0 
 NUM3         -1.82294      0.30146     -6.05     <.0001      0   a153           0 
 NUM4         -1.22102      0.28542     -4.28     <.0001      0   a86            0 
 NUM5          1.18920      0.29561      4.02     <.0001      0   a58            0 
 NUM6          0.83912      0.17706      4.74     <.0001      0   a4             0 
 
                           Variance Estimate      0.118609 
                           Std Error Estimate     0.344397 
                           AIC                    118.8591 
                           SBC                    146.3078 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     4.30     3   0.2311   -0.009   -0.013   -0.092   -0.079    0.106   -0.019 
  12    12.34     9   0.1949    0.060    0.104    0.006   -0.080   -0.155    0.052 
  18    15.79    15   0.3962    0.025    0.053   -0.012   -0.112    0.060   -0.008 
  24    18.79    21   0.5987   -0.032    0.091   -0.026    0.032   -0.071   -0.019 
  30    22.76    27   0.6979    0.110    0.042   -0.037   -0.004    0.064    0.040 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              74    Additive              -0.70685        8.51    0.0035 
             100    Additive              -0.64588        7.26    0.0070 
              90    Additive               0.70881        9.26    0.0023 
               5    Additive               0.62594        5.33    0.0210 
              97    Additive              -0.54009        4.41    0.0358 
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                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.974706    Pr < W      0.0057 
             Kolmogorov-Smirnov    D     0.068023    Pr > D      0.0773 
             Cramer-von Mises      W-Sq  0.162891    Pr > W-Sq   0.0173 
             Anderson-Darling      A-Sq  1.046638    Pr > A-Sq   0.0093 
 
 
VC Mingguan-Tanpa Deteksi Outlier 
 
                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 AR1,1        -0.60441      0.08042     -7.52     <.0001     12   y2             0 
 AR1,2        -0.25494      0.08240     -3.09     0.0023     24   y2             0 
 NUM1          0.45115      0.25951      1.74     0.0841      0   d1t_1          0 
 
 
                           Variance Estimate       0.27102 
                           Std Error Estimate     0.520596 
                           AIC                    242.0118 
                           SBC                    251.1614 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     9.33     4   0.0533    0.081   -0.124   -0.060   -0.150   -0.017    0.097 
  12    13.84    10   0.1807    0.062    0.021    0.083   -0.116   -0.027   -0.038 
  18    16.83    16   0.3969   -0.035    0.108   -0.001   -0.029   -0.032    0.049 
  24    25.66    22   0.2665   -0.019    0.119   -0.020   -0.088    0.123   -0.101 
  30    39.37    28   0.0751    0.075    0.162   -0.116   -0.084    0.096   -0.100 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              54    Additive              -2.86443       80.90    <.0001 
              86    Additive              -1.41678       20.72    <.0001 
             153    Additive              -1.50778       19.29    <.0001 
               4    Additive               1.22635       11.89    0.0006 
             100    Additive              -0.89349        8.63    0.0033 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.939533    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.099935    Pr > D     <0.0100 
             Cramer-von Mises      W-Sq   0.37012    Pr > W-Sq  <0.0050 






VC Mingguan-Dengan Deteksi Outlier 
 
                               The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 AR1,1        -0.53768      0.08081     -6.65     <.0001     12   y2             0 
 AR1,2        -0.30892      0.08387     -3.68     0.0003     24   y2             0 
 NUM1          0.44553      0.22051      2.02     0.0451      0   d1t_1          0 
 NUM2         -2.95516      0.38193     -7.74     <.0001      0   a54            0 
 
 
                           Variance Estimate      0.198144 
                           Std Error Estimate     0.445134 
                           AIC                    194.1298 
                           SBC                    206.3292 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     8.46     4   0.0762    0.158   -0.119   -0.034   -0.082    0.003    0.076 
  12    14.47    10   0.1526    0.156    0.056    0.049   -0.054   -0.038   -0.045 
  18    18.27    16   0.3084   -0.046    0.104    0.039   -0.082   -0.023   -0.006 
  24    21.94    22   0.4637   -0.022    0.028   -0.074    0.003    0.044   -0.106 
  30    26.22    28   0.5609    0.034    0.087   -0.059   -0.091    0.042   -0.007 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
             153    Additive              -1.49115       21.21    <.0001 
              86    Additive              -1.33254       19.75    <.0001 
               4    Additive               1.19651       11.51    0.0007 
             100    Additive              -0.94506        9.93    0.0016 
              17    Additive              -0.91564        8.31    0.0039 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Kolmogorov-Smirnov    D      0.07029    Pr > D      0.0586 
 
 Palangkaraya 
VC Bulanan-Tanpa Deteksi Outlier 
 
                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1        -0.16721      0.08032     -2.08     0.0390      1   y3             0 
 MA2,1         0.77518      0.05429     14.28     <.0001     12   y3             0 
 NUM1          0.25435      0.14117      1.80     0.0736      0   dt_1           0 
 NUM2          0.35465      0.14113      2.51     0.0130      0   dt             0 
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                           Variance Estimate      0.239992 
                           Std Error Estimate     0.489889 
                           AIC                    224.0211 
                           SBC                    236.2205 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     5.38     4   0.2502   -0.006   -0.054   -0.115    0.063    0.106    0.042 
  12    10.11    10   0.4310    0.041   -0.048    0.131   -0.020   -0.064   -0.051 
  18    18.76    16   0.2812   -0.099    0.135    0.040   -0.122   -0.064    0.032 
  24    23.61    22   0.3681    0.056   -0.028    0.040    0.034    0.136    0.035 
  30    29.00    28   0.4126    0.040    0.025   -0.031    0.013    0.140    0.071 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
             153    Additive              -2.24019       29.79    <.0001 
              30    Additive              -1.45839       13.73    0.0002 
              68    Additive              -1.40079       12.92    0.0003 
              58    Additive               1.25336       10.29    0.0013 
              39    Additive              -1.06765        7.81    0.0052 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W      0.95164    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.080948    Pr > D      0.0136 
             Cramer-von Mises      W-Sq  0.219155    Pr > W-Sq  <0.0050 
             Anderson-Darling      A-Sq  1.418919    Pr > A-Sq  <0.0050 
 
 
VC Bulanan-Dengan Deteksi Outlier 
(Hanya Parameter yang Signifikan) 
                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1        -0.25638      0.08016     -3.20     0.0017      1   y3             0 
 MA2,1         0.73150      0.05772     12.67     <.0001     12   y3             0 
 NUM1          0.22072      0.10342      2.13     0.0345      0   dt             0 
 NUM2         -2.29586      0.37471     -6.13     <.0001      0   a153           0 
 NUM3         -1.50425      0.36097     -4.17     <.0001      0   a30            0 
 NUM4         -1.42489      0.36176     -3.94     0.0001      0   a68            0 
 NUM5          1.39013      0.36389      3.82     0.0002      0   a58            0 
 
                           Variance Estimate      0.159559 
                           Std Error Estimate     0.399449 
                           AIC                    163.2339 
                           SBC                    184.5829 
                           Number of Residuals         156 





                        Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     5.36     4   0.2520   -0.020   -0.097   -0.070    0.044    0.108    0.069 
  12    10.33    10   0.4119    0.027   -0.069    0.109    0.033   -0.048   -0.093 
  18    22.44    16   0.1295   -0.141    0.162    0.029   -0.101   -0.100    0.044 
  24    27.33    22   0.1988    0.031    0.054    0.057    0.016    0.059    0.125 
  30    34.11    28   0.1972    0.045   -0.050   -0.040    0.086    0.146    0.020 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              39    Additive              -1.00280       10.87    0.0010 
              85    Additive               0.97359       10.95    0.0009 
              63    Additive              -0.86035        8.68    0.0032 
             130    Additive              -0.84632        9.16    0.0025 
              41    Additive               0.83319        9.04    0.0026 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.984855    Pr < W      0.0864 
             Kolmogorov-Smirnov    D     0.067475    Pr > D      0.0818 
             Cramer-von Mises      W-Sq  0.102453    Pr > W-Sq   0.1047 
             Anderson-Darling      A-Sq  0.699756    Pr > A-Sq   0.0702 
 
 
VC Mingguan-Tanpa Deteksi Outlier 
 
                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1        -0.20432      0.08015     -2.55     0.0118      1   y3             0 
 MA2,1         0.75563      0.05589     13.52     <.0001     12   y3             0 
 NUM1          0.53647      0.25861      2.07     0.0397      0   d1t_1          0 
 NUM2          0.42008      0.22540      1.86     0.0643      0   d2t            0 
 
 
                           Variance Estimate      0.239214 
                           Std Error Estimate     0.489095 
                           AIC                    223.5147 
                           SBC                    235.7141 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     7.64     4   0.1057   -0.010   -0.075   -0.122    0.045    0.136    0.077 
  12    11.60    10   0.3125    0.024   -0.089    0.118   -0.022   -0.013   -0.027 
  18    21.90    16   0.1465   -0.129    0.134    0.074   -0.111   -0.080    0.020 
  24    29.77    22   0.1242    0.074   -0.024    0.074    0.004    0.172    0.039 





                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
             153    Additive              -2.20978       31.24    <.0001 
              68    Additive              -1.46864       16.22    <.0001 
              30    Additive              -1.44918       15.69    <.0001 
              39    Additive              -1.04316        8.12    0.0044 
              85    Additive               0.99575        8.47    0.0036 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.955738    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.064261    Pr > D      0.1144 
             Cramer-von Mises      W-Sq  0.186243    Pr > W-Sq   0.0081 







                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1         0.80978      0.05304     15.27     <.0001     12   y4             0 
 NUM1          0.28119      0.12189      2.31     0.0224      0   dt_1           0 
 
 
                           Variance Estimate      0.197531 
                           Std Error Estimate     0.444444 
                           AIC                    191.6854 
                           SBC                    197.7851 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     9.34     5   0.0963    0.043   -0.147   -0.106    0.005   -0.056   -0.141 
  12    13.85    11   0.2415    0.064   -0.060    0.065    0.016    0.120    0.009 
  18    19.67    17   0.2914    0.007   -0.118   -0.114   -0.025   -0.061    0.044 
  24    25.28    23   0.3359    0.001    0.058    0.003    0.088    0.133    0.041 
  30    30.30    29   0.3993   -0.061   -0.060   -0.086    0.044    0.081    0.055 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              50    Additive              -1.79808       24.37    <.0001 
              58    Additive               1.18711       10.98    0.0009 
              39    Additive              -1.12912       10.79    0.0010 
              60    Additive              -1.09566       10.57    0.0012 
              78    Additive              -0.86092        6.73    0.0095 
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                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.988604    Pr < W      0.2365 
             Kolmogorov-Smirnov    D     0.051384    Pr > D     >0.1500 
             Cramer-von Mises      W-Sq   0.03533    Pr > W-Sq  >0.2500 




                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1         0.80595      0.05366     15.02     <.0001     12   y4             0 
 NUM1          0.62307      0.24528      2.54     0.0121      0   d1t_1          0 
 NUM2          0.40213      0.20016      2.01     0.0463      0   d3t_1          0 
 
 
                           Variance Estimate      0.193769 
                           Std Error Estimate     0.440192 
                           AIC                    189.6695 
                           SBC                     198.819 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     9.83     5   0.0801    0.059   -0.141   -0.143    0.009   -0.031   -0.126 
  12    14.87    11   0.1887    0.036   -0.073    0.035    0.049    0.140    0.006 
  18    20.31    17   0.2586   -0.007   -0.132   -0.086   -0.021   -0.067    0.038 
  24    25.93    23   0.3040   -0.024    0.073   -0.009    0.075    0.129    0.049 
  30    31.25    29   0.3536   -0.044   -0.067   -0.095    0.041    0.078    0.067 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              50    Additive              -1.79778       22.00    <.0001 
              39    Additive              -1.12955        9.20    0.0024 
              60    Additive              -1.09471        8.96    0.0028 
              78    Additive              -0.87684        6.07    0.0137 




                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W      0.98492    Pr < W      0.0879 
             Kolmogorov-Smirnov    D     0.044911    Pr > D     >0.1500 
             Cramer-von Mises      W-Sq  0.035676    Pr > W-Sq  >0.2500 






VC Bulanan-Tanpa Deteksi Outlier 
 
                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1         0.75890      0.05544     13.69     <.0001     12   y5             0 
 NUM1          0.34177      0.12534      2.73     0.0071      0   dt_1           0 
 
 
                           Variance Estimate       0.20117 
                           Std Error Estimate     0.448519 
                           AIC                    194.5332 
                           SBC                    200.6329 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     1.66     5   0.8943    0.084   -0.029   -0.020    0.004    0.046    0.002 
  12     3.35    11   0.9853   -0.010   -0.076   -0.028   -0.056    0.016   -0.003 
  18    10.10    17   0.8993   -0.024   -0.036   -0.096   -0.095   -0.133    0.025 
  24    15.97    23   0.8566    0.013   -0.155    0.026    0.005    0.072    0.046 
  30    18.57    29   0.9319    0.106    0.028   -0.015    0.027    0.009    0.024 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
             153    Additive              -2.23863       35.77    <.0001 
              58    Additive               1.30394       12.95    0.0003 
              68    Additive              -1.27621       13.26    0.0003 
              97    Additive              -1.01082        8.41    0.0037 
              33    Additive               0.98419        8.59    0.0034 
 
 
                               Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.946109    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.091056    Pr > D     <0.0100 
             Cramer-von Mises      W-Sq  0.218364    Pr > W-Sq  <0.0050 
             Anderson-Darling      A-Sq  1.602373    Pr > A-Sq  <0.0050 
 
 
VC Bulanan-Dengan Deteksi Outlier 
 
                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1         0.73417      0.05699     12.88     <.0001     12   y5             0 
 NUM1          0.30586      0.11575      2.64     0.0091      0   dt_1           0 
 NUM2         -2.23436      0.39687     -5.63     <.0001      0   a153           0 
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                           Variance Estimate      0.167787 
                           Std Error Estimate     0.409618 
                           AIC                    167.2104 
                           SBC                      176.36 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     3.78     5   0.5821    0.149   -0.032    0.003    0.008    0.017   -0.004 
  12     7.34    11   0.7712    0.033   -0.088   -0.059   -0.092   -0.019   -0.000 
  18    15.92    17   0.5296   -0.017   -0.024   -0.100   -0.129   -0.145    0.014 
  24    21.63    23   0.5426   -0.012   -0.152    0.016   -0.019    0.080    0.034 
  30    24.30    29   0.7141    0.105    0.025    0.007    0.038    0.024    0.017 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              58    Additive               1.32174       14.20    0.0002 
              68    Additive              -1.28316       14.03    0.0002 
              97    Additive              -1.01277        8.88    0.0029 
               7    Additive               1.04724        8.68    0.0032 
              33    Additive               0.98197        8.46    0.0036 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.972672    Pr < W      0.0034 
             Kolmogorov-Smirnov    D     0.066501    Pr > D      0.0898 
             Cramer-von Mises      W-Sq  0.112519    Pr > W-Sq   0.0798 




VC Mingguan-Dengan Deteksi Outlier 
 
                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1         0.70844      0.05918     11.97     <.0001     12   y5             0 
 NUM1          0.60605      0.21609      2.80     0.0057      0   d1t_1          0 
 NUM2          0.48793      0.18866      2.59     0.0106      0   d2t_1          0 
 NUM3         -2.21564      0.38718     -5.72     <.0001      0   a153           0 
 
 
                           Variance Estimate       0.16185 
                           Std Error Estimate     0.402306 
                           AIC                    162.5676 
                           SBC                     174.767 
                           Number of Residuals         156 






                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     2.02     5   0.8460    0.095   -0.025    0.015    0.034   -0.007    0.039 
  12     7.71    11   0.7393    0.040   -0.112   -0.104   -0.093   -0.018    0.003 
  18    14.24    17   0.6499   -0.034   -0.027   -0.073   -0.105   -0.127    0.049 
  24    18.30    23   0.7412    0.032   -0.111    0.038   -0.010    0.079    0.032 
  30    21.85    29   0.8264    0.126   -0.004   -0.002    0.018    0.050   -0.007 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              68    Additive              -1.29877       14.88    0.0001 
              97    Additive              -1.01446        9.10    0.0026 
              58    Additive               1.00445       10.49    0.0012 
               7    Additive               1.07284       10.90    0.0010 




                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.974948    Pr < W      0.0061 
             Kolmogorov-Smirnov    D     0.057368    Pr > D     >0.1500 
             Cramer-von Mises      W-Sq  0.097922    Pr > W-Sq   0.1222 





                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1         0.73672      0.05774     12.76     <.0001     12   y6             0 
 NUM1          0.28773      0.13200      2.18     0.0308      0   dt_1           0 
 NUM2          0.39851      0.13269      3.00     0.0031      0   dt             0 
 
 
                           Variance Estimate      0.195001 
                           Std Error Estimate     0.441589 
                           AIC                    190.6586 
                           SBC                    199.8082 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     7.80     5   0.1675    0.151    0.003   -0.152   -0.041   -0.017    0.031 
  12    10.22    11   0.5105   -0.033   -0.015    0.048   -0.081   -0.043   -0.048 
  18    15.88    17   0.5323    0.033   -0.026   -0.117   -0.079    0.056   -0.085 
  24    33.79    23   0.0682    0.021   -0.236    0.075    0.062    0.177   -0.033 
  30    39.76    29   0.0880    0.064    0.062   -0.051    0.008   -0.080    0.117 
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                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              95    Additive              -2.01727       37.67    <.0001 
              58    Additive               1.46974       23.88    <.0001 
               2    Additive              -1.18854       15.33    <.0001 
              97    Additive              -1.00137       11.21    0.0008 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 





                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1        -0.25961      0.08406     -3.09     0.0024     23   y6             0 
 MA2,1         0.73928      0.05659     13.06     <.0001     12   y6             0 
 NUM1          0.55965      0.22157      2.53     0.0126      0   d1t_1          0 
 
 
                           Variance Estimate      0.188052 
                           Std Error Estimate      0.43365 
                           AIC                    184.9979 
                           SBC                    194.1475 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     9.06     4   0.0597    0.134   -0.020   -0.175   -0.050    0.016    0.068 
  12    14.42    10   0.1546    0.035   -0.011   -0.062   -0.151    0.060   -0.016 
  18    21.16    16   0.1726   -0.010   -0.063   -0.120   -0.083    0.102   -0.051 
  24    26.09    22   0.2477    0.039   -0.135    0.068   -0.052    0.010   -0.008 
  30    30.97    28   0.3184    0.007    0.024   -0.052    0.057   -0.068    0.118 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
             107    Additive              -1.94679       38.43    <.0001 
              14    Additive              -1.17184       11.20    0.0008 
             109    Additive              -0.87324        7.65    0.0057 
             163    Additive               0.93262        8.23    0.0041 
             102    Additive               0.83951        8.08    0.0045 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Kolmogorov-Smirnov    D      0.05162    Pr > D     >0.1500 
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Lampiran 16. Output SAS ARIMA-Fungsi Transfer 
 
 Pontianak 
FT-Tanpa Deteksi Outlier 
 
                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1         0.58168      0.06975      8.34     <.0001     12   y1             0 
 NUM1          0.02125    0.0076557      2.78     0.0062      0   ch1            5 
 
 
                           Variance Estimate      0.134313 
                           Std Error Estimate     0.366488 
                           AIC                    127.3614 
                           SBC                    133.3959 
                           Number of Residuals         151 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     2.74     5   0.7403   -0.088    0.004    0.091    0.022   -0.020   -0.024 
  12     8.69    11   0.6507    0.085   -0.063   -0.029   -0.109    0.094    0.059 
  18    11.25    17   0.8435   -0.039    0.009    0.087    0.020    0.011    0.072 
  24    20.50    23   0.6119   -0.067   -0.013   -0.063   -0.060    0.180   -0.081 
  30    26.66    29   0.5902   -0.000   -0.084   -0.090    0.008    0.121    0.055 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
             130    Additive              -1.41473       27.03    <.0001 
             142    Additive              -1.39836       30.28    <.0001 
              58    Additive               1.19340       22.53    <.0001 
             155    Additive              -0.78485        9.66    0.0019 
             107    Additive              -0.74444        9.58    0.0020 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.948889    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.073715    Pr > D      0.0437 
             Cramer-von Mises      W-Sq  0.210519    Pr > W-Sq  <0.0050 






FT-Dengan Deteksi Outlier 
 
                                 The ARIMA Procedure 
 




                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1         0.52959      0.07639      6.93     <.0001     12   y1             0 
 NUM1          0.01306    0.0060587      2.16     0.0328      0   ch1            5 
 NUM2         -1.74335      0.26557     -6.56     <.0001      0   a130           0 
 NUM3         -1.48297      0.26676     -5.56     <.0001      0   a142           0 
 NUM4          1.20957      0.25584      4.73     <.0001      0   a58            0 
 NUM5         -0.83498      0.26473     -3.15     0.0020      0   a155           0 
 
 
                           Variance Estimate      0.084612 
                           Std Error Estimate     0.290882 
                           AIC                    61.47621 
                           SBC                    79.57989 
                           Number of Residuals         151 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     2.66     5   0.7515   -0.041   -0.004    0.113    0.045    0.023    0.002 
  12     6.56    11   0.8332    0.102   -0.033   -0.062   -0.056    0.059    0.045 
  18    10.77    17   0.8680    0.032   -0.054    0.039    0.009   -0.100    0.094 
  24    14.18    23   0.9216   -0.047   -0.047    0.018   -0.074    0.061   -0.071 
  30    18.33    29   0.9373    0.016   -0.029   -0.105    0.099   -0.011    0.011 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
             107    Additive              -0.74851       10.42    0.0012 
             147    Additive               0.67855        8.47    0.0036 
              50    Additive              -0.64457        8.21    0.0042 
              90    Additive               0.63409        8.06    0.0045 
              51    Additive               0.60864        8.02    0.0046 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.984712    Pr < W      0.0936 
             Kolmogorov-Smirnov    D     0.071841    Pr > D      0.0552 
             Cramer-von Mises      W-Sq  0.142906    Pr > W-Sq   0.0303 





FT-Dengan Deteksi Outlier 
                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1         0.71295      0.06409     11.13     <.0001     12   y2             0 
 AR1,1        -0.22607      0.08405     -2.69     0.0080      2   y2             0 
 AR1,2        -0.21539      0.08466     -2.54     0.0121      4   y2             0 




                           Variance Estimate      0.225219 
                           Std Error Estimate     0.474572 
                           AIC                    195.2441 
                           SBC                    207.0675 
                           Number of Residuals         142 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     0.95     3   0.8126    0.031   -0.011   -0.029   -0.007   -0.006   -0.066 
  12     5.24     9   0.8126    0.039   -0.014    0.007   -0.111   -0.097   -0.063 
  18     8.68    15   0.8937   -0.112    0.002   -0.070    0.041   -0.005    0.048 
  24    13.90    21   0.8740   -0.022    0.079   -0.002   -0.030    0.127    0.082 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              54    Additive              -2.33919       48.04    <.0001 
             153    Additive              -1.42554       19.37    <.0001 
              58    Additive               1.34672       20.96    <.0001 
              86    Additive              -0.99666       11.62    0.0007 
              84    Additive               0.84176        9.08    0.0026 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.944867    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.071889    Pr > D      0.0723 
             Cramer-von Mises      W-Sq  0.212474    Pr > W-Sq  <0.0050 






FT-Tanpa Deteksi Outlier 
 
                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1        -0.21169      0.08265     -2.56     0.0115      1   y3             0 
 MA2,1         0.76397      0.05802     13.17     <.0001     12   y3             0 
 NUM1          0.01613    0.0093412      1.73     0.0864      0   ch3            8 
 
 
                           Variance Estimate      0.240466 
                           Std Error Estimate     0.490373 
                           AIC                    212.0489 
                           SBC                    221.0405 
                           Number of Residuals         148 






                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     7.25     4   0.1233   -0.009   -0.074   -0.156    0.026    0.112    0.062 
  12     9.96    10   0.4437    0.042   -0.110    0.015   -0.044    0.028   -0.016 
  18    16.91    16   0.3914   -0.095    0.048    0.006   -0.155   -0.045    0.065 
  24    27.19    22   0.2042    0.026   -0.053    0.008   -0.003    0.228    0.050 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
             153    Additive              -2.32507       40.12    <.0001 
              68    Additive              -1.46519       16.94    <.0001 
              30    Additive              -1.29912       13.55    0.0002 
              58    Additive               1.21395       13.57    0.0002 




                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.952484    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.082943    Pr > D      0.0139 
             Cramer-von Mises      W-Sq  0.243538    Pr > W-Sq  <0.0050 
             Anderson-Darling      A-Sq  1.399502    Pr > A-Sq  <0.0050 
 
 
FT-Dengan Deteksi Outlier 
 
                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1        -0.25290      0.08136     -3.11     0.0023      1   y3             0 
 MA2,1         0.74889      0.05778     12.96     <.0001     12   y3             0 
 NUM1          0.01326    0.0084882      1.56     0.1205      0   ch3            8 
 NUM2         -2.33075      0.42138     -5.53     <.0001      0   a153           0 
 
 
                           Variance Estimate      0.200048 
                           Std Error Estimate     0.447267 
                           AIC                    185.7893 
                           SBC                    197.7782 
                           Number of Residuals         148 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     7.69     4   0.1037   -0.005   -0.063   -0.172    0.012    0.101    0.078 
  12    13.17    10   0.2145    0.062   -0.102    0.086   -0.099   -0.007   -0.052 
  18    22.35    16   0.1321   -0.084    0.055    0.037   -0.178   -0.077    0.074 





                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              68    Additive              -1.45130       17.12    <.0001 
              30    Additive              -1.31043       14.27    0.0002 
              58    Additive               1.21855       13.61    0.0002 
              85    Additive               0.96989        9.09    0.0026 
             130    Additive              -0.85177        7.03    0.0080 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.984531    Pr < W      0.0959 
             Kolmogorov-Smirnov    D     0.059414    Pr > D     >0.1500 
             Cramer-von Mises      W-Sq  0.125236    Pr > W-Sq   0.0508 





                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1         0.75587      0.05784     13.07     <.0001     12   y4             0 
 NUM1         -0.01257      0.01162     -1.08     0.2809      0   ch4            0 
 
 
                           Variance Estimate      0.201995 
                           Std Error Estimate     0.449439 
                           AIC                     195.172 
                           SBC                    201.2717 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     9.14     5   0.1037    0.067   -0.164   -0.102   -0.012   -0.068   -0.100 
  12    14.47    11   0.2078    0.064   -0.069    0.041    0.053    0.135    0.004 
  18    21.72    17   0.1958    0.025   -0.146   -0.118   -0.038   -0.030    0.058 
  24    27.41    23   0.2388   -0.001    0.052   -0.017    0.116    0.112    0.043 
  30    34.65    29   0.2163   -0.059   -0.082   -0.096    0.025    0.129    0.034 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              50    Additive              -1.79750       21.29    <.0001 
              58    Additive               1.34379       13.38    0.0003 
              39    Additive              -1.14528       10.56    0.0012 
              60    Additive              -1.08203        9.62    0.0019 





                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.991887    Pr < W      0.5217 
             Kolmogorov-Smirnov    D     0.046313    Pr > D     >0.1500 
             Cramer-von Mises      W-Sq   0.02975    Pr > W-Sq  >0.2500 




Menghilangkan FT, Karena Tidak Signifikan 
 
                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1           0.76749       0.05487      13.99      <.0001      12 
 
 
                           Variance Estimate      0.202243 
                           Std Error Estimate     0.449714 
                           AIC                    194.3731 
                           SBC                    197.4229 
                           Number of Residuals         156 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     9.15     5   0.1031    0.063   -0.163   -0.114   -0.017   -0.057   -0.100 
  12    13.93    11   0.2372    0.061   -0.078    0.036    0.052    0.120    0.004 
  18    20.85    17   0.2329    0.016   -0.137   -0.112   -0.053   -0.036    0.062 
  24    27.16    23   0.2493   -0.005    0.051   -0.023    0.114    0.124    0.050 
  30    34.39    29   0.2252   -0.046   -0.089   -0.090    0.029    0.133    0.033 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              50    Additive              -1.79392       22.78    <.0001 
              58    Additive               1.37467       14.69    0.0001 
              39    Additive              -1.13300       10.57    0.0011 
              60    Additive              -1.08571        9.95    0.0016 
              78    Additive              -0.88963        6.87    0.0088 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W      0.99156    Pr < W      0.4859 
             Kolmogorov-Smirnov    D     0.051219    Pr > D     >0.1500 
             Cramer-von Mises      W-Sq  0.029286    Pr > W-Sq  >0.2500 







FT-Tanpa Deteksi Outlier 
 
                                 The ARIMA Procedure 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1         0.67009      0.06273     10.68     <.0001     12   y5             0 
 NUM1         -0.01538    0.0088863     -1.73     0.0856      0   ch5            4 
 
 
                           Variance Estimate      0.212412 
                           Std Error Estimate     0.460881 
                           AIC                    197.8611 
                           SBC                    203.9089 
                           Number of Residuals         152 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     4.97     5   0.4192    0.095   -0.086   -0.037    0.043    0.083    0.071 
  12     6.68    11   0.8246   -0.014   -0.058   -0.062   -0.023    0.045   -0.021 
  18    13.87    17   0.6766   -0.025   -0.074   -0.131   -0.084   -0.083    0.069 
  24    20.26    23   0.6262   -0.010   -0.163    0.005    0.061    0.040    0.062 
  30    23.52    29   0.7523    0.077   -0.002   -0.036    0.047    0.056    0.070 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
             153    Additive              -2.24865       46.38    <.0001 
              58    Additive               1.40770       20.67    <.0001 
              68    Additive              -1.25178       18.43    <.0001 
               8    Shift                 -0.65923       12.85    0.0003 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Kolmogorov-Smirnov    D      0.08995    Pr > D     <0.0100 
 
 
FT-Dengan Deteksi Outlier 
 
                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1         0.72212      0.06007     12.02     <.0001     12   y5             0 
 NUM1         -0.01015    0.0071475     -1.42     0.1578      0   ch5            4 
 NUM2         -2.26531      0.35234     -6.43     <.0001      0   a153           0 
 NUM3          1.50971      0.34263      4.41     <.0001      0   a58            0 
 NUM4         -1.27587      0.33973     -3.76     0.0002      0   a68            0 




                           Variance Estimate      0.132828 
                           Std Error Estimate     0.364455 
                           AIC                    130.3929 
                           SBC                    148.5362 
                           Number of Residuals         152 
                    * AIC and SBC do not include log determinant. 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     3.87     5   0.5688    0.063   -0.105    0.011   -0.006    0.066    0.071 
  12    12.52    11   0.3256   -0.049   -0.183   -0.112   -0.041    0.038   -0.036 
  18    19.30    17   0.3113    0.008   -0.102   -0.144   -0.005   -0.064    0.066 
  24    24.69    23   0.3665    0.022   -0.104    0.065    0.064    0.003    0.101 
  30    25.59    29   0.6471   -0.039   -0.032    0.028   -0.002    0.006    0.037 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              33    Additive               0.99375       10.82    0.0010 
              97    Additive              -0.97169       10.94    0.0009 
              26    Additive              -1.00317       11.66    0.0006 
             118    Additive              -0.91114        9.74    0.0018 
              90    Additive               0.77073        6.90    0.0086 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.980482    Pr < W      0.0296 
             Kolmogorov-Smirnov    D     0.051772    Pr > D     >0.1500 
             Cramer-von Mises      W-Sq  0.051091    Pr > W-Sq  >0.2500 





                                 The ARIMA Procedure 
 
                        Conditional Least Squares Estimation 
 
                            Standard               Approx 
 Parameter    Estimate        Error   t Value   Pr > |t|    Lag   Variable   Shift 
 
 MA1,1         0.69487      0.06160     11.28     <.0001     12   y6             0 
 AR1,1        -0.20039      0.08241     -2.43     0.0162      3   y6             0 
 NUM1       -0.0008573    0.0003589     -2.39     0.0182      0   ch6            5 
 
 
                           Variance Estimate      0.184507 
                           Std Error Estimate     0.429542 
                           AIC                    176.2886 
                           SBC                    185.3404 
                           Number of Residuals         151 






                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations--------------- 
 
   6     1.41     4   0.8419    0.068   -0.011    0.008   -0.005    0.044    0.047 
  12     5.61    10   0.8468    0.017    0.002    0.029   -0.155   -0.018    0.006 
  18    17.86    16   0.3322   -0.111   -0.107   -0.138   -0.034    0.115   -0.121 
  24    27.89    22   0.1794    0.031   -0.097    0.083   -0.014    0.196    0.003 
  30    30.94    28   0.3196   -0.017    0.023   -0.037    0.079    0.000    0.087 
 
 
                                   Outlier Details 
                                                                  Approx 
                                                          Chi-     Prob> 
             Obs    Type                  Estimate      Square     ChiSq 
 
              95    Additive              -1.98957       28.83    <.0001 
              58    Additive               1.36419       13.48    0.0002 
              90    Additive               0.97197        7.30    0.0069 
             151    Additive               0.97610        7.85    0.0051 
              97    Additive              -0.86476        6.92    0.0085 
 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.958327    Pr < W      0.0002 
             Kolmogorov-Smirnov    D     0.053177    Pr > D     >0.1500 
             Cramer-von Mises      W-Sq   0.08719    Pr > W-Sq   0.1707 







Lampiran 17. Output MCCF dan MPCCF Penentuan Orde AR 
 
 Skema Representasi MCCF 
                   Schematic Representation of Cross Correlations 
 
   Variable/ 
   Lag            0      1      2      3      4      5      6      7      8      9 
 
   u1        +.++++ -+.... ...... ...... ...... ...... ...... ...... ...... ...... 
   u2        .+++++ ..+..+ ...... ...... ...... ...... ...... ...... ...-.. ..+... 
   u3        ++++++ .++... .--... .-.... ...... ..+... ...... ...... ...... ...... 
   u4        ++++++ ...... ...... ....-. .+.... ...... ...... ...... ...... ...... 
   u5        ++++++ ...... ...... +..... .++... ...... ...... ...... ...... ....-. 
   u6        ++++++ ..+... ...... +..... ...... ...... ...... ...... ...... ...... 
 
 
              Variable/ 
              Lag           10        11        12        13        14 
 
              u1        ......    ......    -.--..    .-....    ...... 
              u2        ......    ......    .---.-    ..-.--    ...... 
              u3        ......    ..-..-    .---.-    ----..    ...... 
              u4        ......    ......    .-----    -.....    .....- 
              u5        ......    ......    ..--.-    ......    ...... 
              u6        ...-..    ..-...    -.--.-    ......    ...... 
 
              + is > 2*std error,  - is < -2*std error,  . is between 
 
 
 Skema Representasi MPCCF 
 
               Schematic Representation of Partial Cross Correlations 
 
   Variable/ 
   Lag            1      2      3      4      5      6      7      8      9     10 
 
   u1        -+.... ...... .....+ ...... ...... ...... ...... ...... ...... ...... 
   u2        ...... ...... ...... ...... .....- ..-+.+ ...... ...-.. ..+... ...... 
   u3        .+.... .--... ...... ...... +..... .+..-. ...... ...... ...... ...... 
   u4        ...... ...... ....-. .+.... ...-.. ...... ...... .+-... .+.... ...... 
   u5        ...... ...... ...... ..+... ...... ...... ...... ...... ....-. ...... 
   u6        ..+... ...... +..... ...... ...... ...... ...... ...... .-.... .-.-.. 
 
                   Variable/ 
                   Lag           11        12        13        14 
 
                   u1        ....+.    .....+    ......    ...... 
                   u2        .....+    .-....    ......    ...... 
                   u3        ......    ......    -.....    ...... 
                   u4        ...+..    ...-..    ......    ...-.. 
                   u5        ......    ......    ......    ...... 
                   u6        ......    .....-    ......    ...... 
 








Lampiran 18. Output GSTAR dengan SUR 
 
Bobot Seragam : Full Model 
 
                                The SYSLIN Procedure 
                      Seemingly Unrelated Regression Estimation 
 
                                 Parameter Estimates 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y112              1     -0.44355    0.076501      -5.80      <.0001 
         wy112             1     0.038557    0.080730       0.48      0.6337 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y212              1     -0.43709    0.072409      -6.04      <.0001 
         wy212             1     -0.10247    0.120819      -0.85      0.3978 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y312              1     -0.48469    0.070689      -6.86      <.0001 
         wy312             1     -0.15164    0.133996      -1.13      0.2597 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y412              1     -0.43212    0.075938      -5.69      <.0001 
         wy412             1     -0.12792    0.123510      -1.04      0.3021 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y512              1     -0.51152    0.070902      -7.21      <.0001 
         wy512             1     -0.17452    0.107082      -1.63      0.1054 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y612              1     -0.50202    0.070240      -7.15      <.0001 
         wy612             1     -0.03201    0.108056      -0.30      0.7675 
 
 
Bobot Seragam : Restricted Model 
 
                                The SYSLIN Procedure 
                      Seemingly Unrelated Regression Estimation 
 
                                 Parameter Estimates 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 






                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y212              1     -0.43311    0.062798      -6.90      <.0001 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y312              1     -0.49471    0.054312      -9.11      <.0001 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y412              1     -0.45555    0.058965      -7.73      <.0001 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y512              1     -0.55792    0.059726      -9.34      <.0001 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y612              1     -0.48227    0.058270      -8.28      <.0001 
 
 
Bobot Invers Jarak : Full Model 
 
                                The SYSLIN Procedure 
                      Seemingly Unrelated Regression Estimation 
 
                                 Parameter Estimates 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y112              1     -0.43941    0.075388      -5.83      <.0001 
         wy112             1     0.057448    0.075561       0.76      0.4483 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y212              1     -0.41318    0.072957      -5.66      <.0001 
         wy212             1     -0.13214    0.102811      -1.29      0.2008 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y312              1     -0.49107    0.073444      -6.69      <.0001 
         wy312             1     -0.10621    0.110791      -0.96      0.3394 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y412              1     -0.41977    0.078595      -5.34      <.0001 





                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y512              1     -0.50655    0.072500      -6.99      <.0001 




                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y612              1     -0.52819    0.070551      -7.49      <.0001 
         wy612             1     0.028843    0.088006       0.33      0.7436 
 
 
Bobot Invers Jarak : Restricted Model 
 
                                The SYSLIN Procedure 
                      Seemingly Unrelated Regression Estimation 
 
                                 Parameter Estimates 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 




                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 




                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 




                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 




                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 




                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 






Bobot Normalisasi Korelasi Silang : Full Model 
 
                                The SYSLIN Procedure 
                      Seemingly Unrelated Regression Estimation 
 
                                 Parameter Estimates 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y112              1     -0.43995    0.076706      -5.74      <.0001 
         wy112             1     -0.04739    0.080626      -0.59      0.5576 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y212              1     -0.43211    0.073315      -5.89      <.0001 
         wy212             1     0.082149    0.111603       0.74      0.4629 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y312              1     -0.48655    0.074275      -6.55      <.0001 
         wy312             1     0.118140    0.121517       0.97      0.3326 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y412              1     -0.42775    0.076660      -5.58      <.0001 
         wy412             1     0.112530    0.112938       1.00      0.3208 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y512              1     -0.51275    0.073860      -6.94      <.0001 
         wy512             1     0.132659    0.099552       1.33      0.1848 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y612              1     -0.50153    0.070240      -7.14      <.0001 
         wy612             1     0.009210    0.107538       0.09      0.9319 
 
 
Bobot Normalisasi Korelasi Silang : Restricted Model 
 
                                The SYSLIN Procedure 
                      Seemingly Unrelated Regression Estimation 
 
                                 Parameter Estimates 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y112              1     -0.40444    0.070512      -5.74      <.0001 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y212              1     -0.43311    0.062798      -6.90      <.0001 
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                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y312              1     -0.49471    0.054312      -9.11      <.0001 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y412              1     -0.45555    0.058965      -7.73      <.0001 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y512              1     -0.55792    0.059726      -9.34      <.0001 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y612              1     -0.48227    0.058270      -8.28      <.0001 
 
Bobot Normalisasi Inferensia Parsial Korelasi Silang 
Full Model 
 
                                The SYSLIN Procedure 
                      Seemingly Unrelated Regression Estimation 
 
                                 Parameter Estimates 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y112              1     -0.44743    0.075365      -5.94      <.0001 
         wy112             1     -0.08220    0.061964      -1.33      0.1868 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y212              1     -0.43137    0.073423      -5.88      <.0001 
         wy212             1     0.054128    0.108819       0.50      0.6197 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y312              1     -0.47913    0.075578      -6.34      <.0001 
         wy312             1     0.080263    0.114780       0.70      0.4855 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y412              1     -0.41493    0.076323      -5.44      <.0001 
         wy412             1     0.088903    0.103858       0.86      0.3934 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y512              1     -0.51809    0.072753      -7.12      <.0001 




                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y612              1     -0.50769    0.067338      -7.54      <.0001 
         wy612             1     -0.04430    0.087916      -0.50      0.6151 
 
 




                                The SYSLIN Procedure 
                      Seemingly Unrelated Regression Estimation 
 
                                 Parameter Estimates 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y112              1     -0.40444    0.070512      -5.74      <.0001 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y212              1     -0.43311    0.062798      -6.90      <.0001 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y312              1     -0.49471    0.054312      -9.11      <.0001 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y412              1     -0.45555    0.058965      -7.73      <.0001 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y512              1     -0.55792    0.059726      -9.34      <.0001 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         y612              1     -0.48227    0.058270      -8.28      <.0001 
 
                           Minimum Information Criterion 
 
 Lag         MA 0         MA 1         MA 2         MA 3         MA 4         MA 5 
 
 AR 0   -10.89899    -10.59452    -10.25937     -9.96326    -9.921589    -9.503856 
 AR 1   -10.81862    -10.36985    -10.10031    -9.685225    -9.504807    -9.021496 
 AR 2   -10.52772    -10.16147    -9.766763    -9.284507     -8.99042    -8.416057 
 AR 3   -10.17927    -9.741727    -9.272354    -8.935455    -8.467976     -7.76973 
 AR 4   -10.04079    -9.587451      -8.9303    -8.386332    -7.804192    -6.936575 





Lampiran 19. Output GSTARX dengan SUR 
 
 Bobot Seragam Full Model 
                                The SYSLIN Procedure 
                      Seemingly Unrelated Regression Estimation 
 
                                 Parameter Estimates 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u11               1     -0.19496    0.077943      -2.50      0.0137 
         wu11              1     0.137494    0.089915       1.53      0.1287 
         u112              1     -0.40618    0.081901      -4.96      <.0001 
         wu112             1     0.015270    0.093161       0.16      0.8701 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u21               1     -0.08172    0.077877      -1.05      0.2960 
         wu21              1     0.319423    0.144176       2.22      0.0285 
         u212              1     -0.51288    0.077295      -6.64      <.0001 
         wu212             1     -0.05943    0.145970      -0.41      0.6846 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u31               1     0.054582    0.069665       0.78      0.4348 
         wu31              1     0.224281    0.125502       1.79      0.0763 
         u312              1     -0.50262    0.067896      -7.40      <.0001 
         wu312             1     -0.28314    0.129552      -2.19      0.0307 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u41               1     -0.05745    0.081130      -0.71      0.4802 
         wu41              1     0.189110    0.151337       1.25      0.2138 
         u412              1     -0.42008    0.080881      -5.19      <.0001 
         wu412             1     -0.25595    0.156618      -1.63      0.1047 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u51               1     0.113711    0.088092       1.29      0.1991 
         wu51              1     0.089825    0.090703       0.99      0.3239 
         u512              1     -0.06328    0.079883      -0.79      0.4298 
         wu512             1     -0.16785    0.093842      -1.79      0.0761 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u61               1     -0.02523    0.075024      -0.34      0.7372 
         wu61              1     0.190841    0.108262       1.76      0.0804 
         u612              1     -0.48397    0.075367      -6.42      <.0001 
         wu612             1     -0.10701    0.110340      -0.97      0.3340 
 
 
 Bobot Seragam Restricted Model 
 
                                The SYSLIN Procedure 
                      Seemingly Unrelated Regression Estimation 
 




                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u11               1     -0.18500    0.073305      -2.52      0.0128 
         u112              1     -0.36725    0.078008      -4.71      <.0001 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u212              1     -0.48052    0.069262      -6.94      <.0001 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u312              1     -0.57603    0.054622     -10.55      <.0001 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u412              1     -0.47580    0.063641      -7.48      <.0001 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u612              1     -0.48133    0.066373      -7.25      <.0001 
 
 
                           Minimum Information Criterion 
 
 Lag         MA 0         MA 1         MA 2         MA 3         MA 4         MA 5 
 
 AR 0   -9.845043    -9.508692    -9.232462    -9.043288    -8.964499    -8.687244 
 AR 1   -9.691387     -9.30765    -8.986153    -8.746828    -8.632314      -8.4011 
 AR 2   -9.422041    -9.012396    -8.873234    -8.642783    -8.395869    -8.064504 
 AR 3    -9.16021    -8.782881    -8.674412     -8.32806    -7.994426    -7.572001 
 AR 4    -9.04401    -8.664749    -8.445446    -7.915364    -7.552776    -7.104714 




 Bobot Invers Jarak Full Model 
 
                                The SYSLIN Procedure 
                      Seemingly Unrelated Regression Estimation 
 
                                 Parameter Estimates 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u11               1     -0.19324    0.077182      -2.50      0.0136 
         wu11              1     0.120186    0.082434       1.46      0.1473 
         u112              1     -0.39068    0.081146      -4.81      <.0001 
         wu112             1     0.027154    0.085178       0.32      0.7504 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u21               1     -0.09315    0.078556      -1.19      0.2379 
         wu21              1     0.279063    0.119369       2.34      0.0210 
         u212              1     -0.48375    0.078186      -6.19      <.0001 




                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u31               1     0.074440    0.074474       1.00      0.3194 
         wu31              1     0.161416    0.099219       1.63      0.1063 
         u312              1     -0.53062    0.072142      -7.36      <.0001 
         wu312             1     -0.15104    0.100990      -1.50      0.1373 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u41               1     -0.08218    0.084278      -0.98      0.3314 
         wu41              1     0.208885    0.131259       1.59      0.1140 
         u412              1     -0.40249    0.083813      -4.80      <.0001 
         wu412             1     -0.20162    0.132284      -1.52      0.1300 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u51               1     0.136805    0.090742       1.51      0.1342 
         wu51              1     0.070058    0.083463       0.84      0.4028 
         u512              1     -0.09668    0.083958      -1.15      0.2517 
         wu512             1     -0.08832    0.085946      -1.03      0.3061 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u61               1     -0.05793    0.074113      -0.78      0.4359 
         wu61              1     0.270861    0.106812       2.54      0.0124 
         u612              1     -0.46056    0.074177      -6.21      <.0001 
         wu612             1     -0.15813    0.103445      -1.53      0.1289 
 
 
 Bobot Invers Jarak Restricted Model 
                                The SYSLIN Procedure 
                      Seemingly Unrelated Regression Estimation 
 
                                 Parameter Estimates 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u11               1     -0.18594    0.073298      -2.54      0.0124 




                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 




                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         wu31              1     0.144783    0.067582       2.14      0.0341 




                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 




                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 




                                The VARMAX Procedure 
 
                           Minimum Information Criterion 
 
 Lag         MA 0         MA 1         MA 2         MA 3         MA 4         MA 5 
 
 AR 0   -9.871223    -9.484387    -9.203026    -9.019933    -8.937745     -8.66863 
 AR 1   -9.692516    -9.257362    -8.959034    -8.734677    -8.606119    -8.375403 
 AR 2   -9.409811    -8.993424    -8.851794    -8.620039    -8.403817    -8.052875 
 AR 3   -9.157824    -8.771249    -8.652052    -8.274077    -7.967592    -7.554023 
 AR 4   -9.025893    -8.645142    -8.424831    -7.891713    -7.521061    -7.077683 
 AR 5      -8.586    -8.388165    -8.007813    -7.484185    -7.073656    -6.674955 
 
 Bobot Normalisasi Korelasi Silang Full Model 
 
                                The SYSLIN Procedure 
                      Seemingly Unrelated Regression Estimation 
 
                                 Parameter Estimates 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u11               1     -0.17269    0.076381      -2.26      0.0255 
         wu11              1     0.020560    0.091690       0.22      0.8229 
         u112              1     -0.38887    0.083456      -4.66      <.0001 
         wu112             1     -0.02443    0.087604      -0.28      0.7808 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u21               1     -0.06726    0.080507      -0.84      0.4051 
         wu21              1     0.205949    0.140092       1.47      0.1440 
         u212              1     -0.49486    0.079257      -6.24      <.0001 
         wu212             1     0.056680    0.130212       0.44      0.6641 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u31               1     0.061286    0.071226       0.86      0.3912 
         wu31              1     0.159894    0.112980       1.42      0.1595 
         u312              1     -0.51863    0.072596      -7.14      <.0001 
         wu312             1     0.168873    0.108390       1.56      0.1217 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u41               1     -0.10917    0.079870      -1.37      0.1741 
         wu41              1     0.190490    0.127375       1.50      0.1373 
         u412              1     -0.41284    0.082884      -4.98      <.0001 
         wu412             1     0.197397    0.135859       1.45      0.1487 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u51               1     0.085185    0.087793       0.97      0.3338 
         wu51              1     0.088563    0.095543       0.93      0.3557 
         u512              1     -0.05204    0.080941      -0.64      0.5215 
         wu512             1     0.118431    0.083851       1.41      0.1603 
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                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u61               1     0.006762    0.074699       0.09      0.9280 
         wu61              1     0.064075    0.093311       0.69      0.4935 
         u612              1     -0.49763    0.076001      -6.55      <.0001 
         wu612             1     0.036914    0.104926       0.35      0.7256 
 
 
Bobot Normalisasi Korelasi Silang Restricted Model 
 
                                The SYSLIN Procedure 
                      Seemingly Unrelated Regression Estimation 
 
                                 Parameter Estimates 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u11               1     -0.18500    0.073305      -2.52      0.0128 




                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 




                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 




                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 




                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 




                                The VARMAX Procedure 
 
                           Minimum Information Criterion 
 
 Lag         MA 0         MA 1         MA 2         MA 3         MA 4         MA 5 
 
 AR 0   -9.845043    -9.508692    -9.232462    -9.043288    -8.964499    -8.687244 
 AR 1   -9.691387     -9.30765    -8.986153    -8.746828    -8.632314      -8.4011 
 AR 2   -9.422041    -9.012396    -8.873234    -8.642783    -8.395869    -8.064504 
 AR 3    -9.16021    -8.782881    -8.674412     -8.32806    -7.994426    -7.572001 
 AR 4    -9.04401    -8.664749    -8.445446    -7.915364    -7.552776    -7.104714 





 Bobot Normalisasi Inferensia Parsial Korelasi Silang Full Model 
 
                                The SYSLIN Procedure 
                      Seemingly Unrelated Regression Estimation 
 
                                 Parameter Estimates 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u11               1     -0.16616    0.075160      -2.21      0.0289 
         wu11              1     -0.04763    0.049612      -0.96      0.3389 
         u112              1     -0.38844    0.082504      -4.71      <.0001 
         wu112             1     -0.05141    0.066621      -0.77      0.4418 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u21               1     -0.09780    0.078957      -1.24      0.2178 
         wu21              1     0.183475    0.111069       1.65      0.1010 
         u212              1     -0.48513    0.078673      -6.17      <.0001 
         wu212             1     0.058191    0.116994       0.50      0.6198 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u31               1     0.060316    0.063798       0.95      0.3462 
         wu31              1     0.040958    0.053910       0.76      0.4488 
         u312              1     -0.52511    0.073543      -7.14      <.0001 
         wu312             1     0.122972    0.097677       1.26      0.2104 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u41               1     -0.06444    0.063887      -1.01      0.3151 
         wu41              0            0           .        .         . 
         u412              1     -0.39779    0.083333      -4.77      <.0001 
         wu412             1     0.199114    0.125889       1.58      0.1162 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u51               1     0.094792    0.076859       1.23      0.2197 
         wu51              0            0           .        .         . 
         u512              1     -0.06405    0.080427      -0.80      0.4273 
         wu512             1     0.099062    0.080653       1.23      0.2216 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u61               1     0.026555    0.071537       0.37      0.7111 
         wu61              1     -0.04931    0.062142      -0.79      0.4289 
         u612              1     -0.53791    0.076155      -7.06      <.0001 
         wu612             1     -0.04126    0.096184      -0.43      0.6687 
 
 
 Bobot Normalisasi Inferensia Parsial Korelasi Silang Restricted Model 
The SYSLIN Procedure Seemingly Unrelated Regression Estimation 
 
                                 Parameter Estimates 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u11               1     -0.18500    0.073305      -2.52      0.0128 
         u112              1     -0.36725    0.078008      -4.71      <.0001 
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                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u212              1     -0.48052    0.069262      -6.94      <.0001 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u312              1     -0.57603    0.054622     -10.55      <.0001 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u412              1     -0.47580    0.063641      -7.48      <.0001 
 
 
                                Parameter    Standard 
         Variable         DF     Estimate       Error    t Value    Pr > |t| 
 
         u612              1     -0.48133    0.066373      -7.25      <.0001 
 
                                The VARMAX Procedure 
 
                           Minimum Information Criterion 
 
 Lag         MA 0         MA 1         MA 2         MA 3         MA 4         MA 5 
 
 AR 0   -9.845043    -9.508692    -9.232462    -9.043288    -8.964499    -8.687244 
 AR 1   -9.691387     -9.30765    -8.986153    -8.746828    -8.632314      -8.4011 
 AR 2   -9.422041    -9.012396    -8.873234    -8.642783    -8.395869    -8.064504 
 AR 3    -9.16021    -8.782881    -8.674412     -8.32806    -7.994426    -7.572001 
 AR 4    -9.04401    -8.664749    -8.445446    -7.915364    -7.552776    -7.104714 








Lampiran 20.  Ramalan Inflasi Enam Kota di Kalimantan dengan Metode 
Univariat Terpilih dan GSATRX 
 







(1) (2) (3) (4) (5) (6) 
Pontianak 2016 Januari 0.36 0.53 -0.46 
  Februari 0.33 1.47 1.45 
  Maret -0.08 -0.19 -1.23 
  April -0.51 0.19 -0.53 
  Mei 1.67 0.56 -0.37 
  Juni 1.21 0.55 0.37 
  Juli 0.87 0.93 0.04 
  Agustus 0.41 0.22 -0.62 
  September -1.06 -0.03 -0.33 
  Oktober -0.36 0.00 -1.05 
  November 0.07 0.16 0.82 
  Desember 0.93 1.42 1.85 
      
Sampit 2016 Januari 0.7 1.44 1.17 
  Februari -0.44 0.14 1.43 
  Maret -0.34 0.03 -0.61 
  April -0.46 -0.15 -0.19 
  Mei 0.42 0.00 0.47 
  Juni 0.65 0.77 0.61 
  Juli 0.49 0.90 -0.14 
  Agustus 0.56 0.39 -0.40 
  September -0.46 -0.27 0.85 
  Oktober -0.63 0.23 0.45 
  November 0.67 0.51 1.38 
  Desember 1.3 1.13 2.20 
      
Palangkaraya 2016 Januari 0.17 1.25 0.97 
  Februari -0.41 -0.25 -0.70 
  Maret -0.04 0.12 0.02 
  April -0.29 0.18 0.76 
  Mei 0.02 0.25 1.41 
  Juni 0.91 0.65 1.09 
  Juli 0.2 0.86 -0.19 
  Agustus 0.12 0.22 -0.67 
  September 0.11 -0.24 0.60 
  Oktober -0.34 0.02 0.69 
  November 0.18 0.75 1.18 
  Desember 1.28 1.18 1.86 
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(1) (2) (3) (4) (5) (6) 
Banjarmasin 2016 Januari 0.49 0.82 0.54 
  Februari 0.18 0.01 -0.40 
  Maret 0.14 0.05 -0.45 
  April 0.04 0.19 0.68 
  Mei 0.3 0.22 1.77 
  Juni 1.06 0.62 1.06 
  Juli 0.56 0.88 0.42 
  Agustus 0.07 0.58 -0.23 
  September 0.11 0.12 0.43 
  Oktober -0.26 0.24 0.79 
  November 0.11 0.93 1.70 
  Desember 0.82 0.91 1.73 
      
Balikpapan 2016 Januari -0.21 1.17 1.32 
  Februari 0.5 0.16 -0.18 
  Maret -0.04 0.35 -0.10 
  April -0.4 0.43 0.79 
  Mei 0.13 0.24 0.32 
  Juni 1.74 0.63 0.49 
  Juli 1.03 1.55 0.62 
  Agustus -0.18 0.87 0.59 
  September 0.21 -0.45 0.51 
  Oktober -0.07 -0.22 -0.48 
  November 0.12 0.15 1.03 
  Desember 1.26 1.13 2.31 
      
Samarinda 2016 Januari 0.5 1.41 1.23 
  Februari 0.05 0.17 -0.48 
  Maret 0.44 0.27 0.18 
  April -0.3 0.09 -0.03 
  Mei 0.05 -0.05 0.33 
  Juni 0.61 0.66 0.06 
  Juli 0.2 0.91 -0.17 
  Agustus 0.39 0.59 -0.23 
  September -0.2 -0.13 0.28 
  Oktober -0.1 -0.05 0.76 
  November 0.28 0.47 1.47 
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