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Preface
It was while reading Donal O’Shea’s book ([10]), that I started being curious about
the Poincare´ Conjecture. I wanted to understand what it really meant technically
talking. The book, although being very good to present intuitively the Conjecture
had not enough technical details to fulfill my curiosity so I decided that I could do
the final degree thesis about this subject.
The goal of this work is to understand the Poincare´ Conjecture statement and some
of the elements that were used to prove it. In order to achieve this goal we divided
this work in essentially four chapters plus a historic introduction.
The historic introduction offers little historical review of the statement of the
Poincare´ conjecture and the main steps that had to be made before proving the
Poincare´ conjecture. It also helps us to understand how every tool we present in
the following chapters was necessary for either the statement or the proof of the
Conjecture.
The first chapter is basically a review of the topological and smooth manifold
definition together with specific examples that help us to understand better some
classical examples of 3-manifolds such as the hypersphere S3, which appears in the
statement of the Conjecture (which is seen in the historic introduction).
The second chapter explains the concepts of fundamental group of a topological
space and covering spaces. In this chapter we also see the definition of simply
connected space and we see that a sphere of dimension greater than 1 is a simply
connected space. Furthermore, we see how can we calculate the fundamental group
in other examples and how the covering spaces help us calculating the fundamental
group of the manifold.
The third chapter is a review of the homology concept, seen in the algebraic topol-
ogy course. Moreover, we state some theorems involving homology which are useful
to calculate homology on both topological spaces and topological manifolds. Some
examples are also shown of how do we calculate the homology group of some man-
ifolds.
The forth chapter chapter presents us further developments that were done on the
Conjecture towards its solving but in a descriptive way, that is, we present the tools
but we do not make an accurate definition of every concept that appears.
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Historic Introduction
The Poincare´ conjecture was posed on 1904, and was not proved until 2003 by
Grigory Perelman. Since the conjecture was posed, there have been a lot of steps
towards its solving and also towards the greater problem of the classification of the
compact 3-dimensional manifolds. In this introduction we will try to show some of
the greatest contributions to the problem.
At the begining of the twentieth century (1900), Henry Poincare´, stated the follow-
ing claim:
If a closed 3-dimensional manifold has the homology of the sphere S3, then it is
necessarily homeomorphic to S3.
This statement is not true. It was Poincare´ himself, who in 1904 presented a counter
example (which can be found in chapter 1). The counter-example of this claim is
the Poincare´ dodecaedral space. It is a 3-manifold with the same homology of the
sphere but not homeomorphic to it because its fundamental group is not trivial.
He realized that he had to request that the manifold has the sphere fundamental
group, and ended by restating the Poincare´ conjecture:
If a closed 3-dimensional orientable manifold has trivial fundamental group, then
it must be homeomorphic to the 3-dimensional sphere.
This conjecture turned out to be an extraordinarily difficult question and much
harder than the corresponding question in dimension five or more (Smale 1960,
Stallings, Zeeman and Wallace) and in dimension four (Freedman 1982).
We have to keep it in mind that when Poincare´ stated his conjecture, he had
been posing the bases for the algebraic topology field to be developed, so the next
fifty years the field of algebraic topology grew and turned into a well-developed
discipline.
Some results were obtained, based on Piecewise-Linear Methods, during those years.
The most important of them are a theorem claimed by Dehn (1910) and lately
proved by Papakyriakopoulos (1957) and the theorem of Kneser (1929) that allows
us to decompose a manifold in primes as seen in chapter 1 and also comented in
chapter 2 of this works. It was also found that the homology and the fundamental
group alone are not enough to characterize a 3-manifold. Other important and
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powerful concepts were developed as the concept of a incompressible surface and a
3-dimensional manifold sufficiently large.
It was also during this period that was proved that every topological 3-manifold
has an essentially unique piecewise-linear structure (Moise 1977) and an essentially
unique differentiable structure (Munckres, Hirsh and Smale by 1960). We will use
this result in chatper 1.
This makes the 3-dimensional situation very different from the situation in higher
dimensions, where this results are not true. In fact Freedman, making use of work
of Donaldson showed that the topological manifold R4 admits uncountably many
inequivalent differentiable or piecewise-linear structures.
Several steps were made towards the classification 3-manifolds. The most important
one was the classification of constant curvature manifolds. The first to be classified
were the flat Riemannian manifolds (Bieberbach 1910), followed by the 3-manifolds
of constant positive curvature (Heinz Hopf 1925). Few examples of 3-manifolds of
constant negative curvature were known until Turston’s work in the late 1970’s.
But it was not until 1982 that Thurston conjectured a picture for the classification
of 3-dimensional manifolds. It is called The Thurston Geometrization Conjecture,
which was proved together with the Poincare´ Conjecture by Perelmann. We can
see at this point that Thurston seemed to complicate the scene by introducing
geometry to the problem. However, this allowed to use also geometric methods to
solve the conjecture.
To see how Thurston’s work changed the perspective of the resolution we will cite
John W. Morgan (see [6]), he says: Before Turston’s work on hyperbolic 3-manifolds
and his formulation of his general Geometritzation Conjecture there was no con-
sensus among the experts as to whether the Poincare´ Conjecture was true or false.
After Thurston’s work, notwithstanding the fact that it has no direct bearing on
the Poincare´ Conjecture, a consensus developed that the Poincare´ Conjecture (and
the Geometritzation Conjecture) were true. Paradoxically, subsuming the Poincare´
Conjecture into a broader conjecture and then giving evidence, independent from
the Poincare´ Conjecture, for the broader conjecture led to a firmer belief in the
Poincare´ Conjecture.
A new method was introduced by Richard Hamilton 1982. He associated a Ricci
flow to the metric of every manifold. The Ricci flow is a kind of dissipative dif-
ferential equation (nonlinear generalization of the heat equation), which makes the
curvature become more uniform. Some complications arrise using this method, for
example, singularities appear.
Finally, Grigory Perelmann between 2002 and 2003, introduced some new tech-
niques, for example a surgery on the manifold that allows us to avoid the singu-
larities that arrised applying the Ricci flow. He was able then to prove Poincare´
Conjecture in 2003.
Chapter 1
Manifolds
In this chapter we are going to introduce the definition and some properties that
can have the topological and differentiable manifolds and give some examples. This
concepts are necessary because we are going to use them specially in chapter 3.
1. Definitions
In this section we recall the definitions of topological and smooth manifolds whose
properties are already known from the topology and differential geometry courses.
Definition Let M be a topological space. We say that M is a topological n-
dimensional manifold if it is Hausdorff, satisfies the second numerability axiom
(2NA) and every point has a neighborhood homeomorphic to an open set in Rn.
The Hausdorff property is taken to avoid examples like the line with a double
point.The 2NA property is taken to be able to have triangulability of manifolds
and also in the case of smooth manifolds to be able to define partitions of unity. In
fact these requests are technical, the clue of the definition lies in the request that
for every point to have a neighborhood which is homeomorphic to an open set in
Rn.
Now in order to define smooth manifolds we introduce a few concepts:
A coordinate chart on M is a pair (U,ϕ) where U is an open subset of M and
ϕ : U → U˜ is an homeomorphism from U to an open subset U˜ ⊂ Rn. This
automatically tells us that, if we have two coordinate charts (U,ϕ), (V, ψ), the
transition maps defined in U∩V : ψϕ−1 : ϕ(U∩V )→ ψ(U∩V ) are homeomorphisms
too.
Two charts (U,ϕ) and (V, ψ) are said to be smoothly compatible if either U∩V =
∅ or the transition map ψ ◦ ϕ−1 is a diffeomorphism.
An Atlas, A onM is a collection of smoothly compatible coordinate charts {(Ui, ϕi)}i∈I
that cover M . An atlas A on M is said to be maximal if it is not contained in any
larger atlas.
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Definition A smooth manifold is a pair (M,A) where M is a topological man-
ifold and A is a maximal smooth atlas on M .
Once we have the notion of smooth manifold we can talk about smooth functions,
tangent vectors, etc. We suppose this details to be already known.
When we speak of manifolds we will understand that they are connected, moreover
we will usually impose that they are also compact.
We also need the notion of orientable manifold.The orientability notion of a topo-
logical manifold is a topological concept, that can be introduced using local ho-
mology. Nevertheless, it will be enough to have orientability for smooth manifolds,
which is easier to define using tangent spaces. We know that a differentiable mani-
fold is orientable in the differentiable sense if and only if is orientable as a topological
manifold (see [9] prop 6.1.7).
Definition Let M be a differentiable manifold, we say that M is orientable if there
exists a covering with local coordinate charts {(Ui, ϕi)}i∈I such that det(ϕi◦ϕ−1j ) ≥
0 ∀i, j.
In the case M ⊂ Rn+1 is an hypersurface (dimension n), the orientability of M is
equivalent to the existence of a unitary normal vector field N : M → Sn.
There is another interesting result related to 3-dimensional manifolds.
All manifold of dimensions ≤ 3 admit a differentiable triangulation univocally de-
termined up to baricentric subdivision. For dimensions 1 and 2 the results follows
from the classification theorem. In dimension three this theorem is a deep result
proved in the 50’s by Bing and Moise.
As a consequence of this result, all 3-dimensional manifold admits a unique differ-
entiable structure. This means that the classification of the homeomorphic classes
of 3-dimensional manifolds is the same as the classification of the difeomorphism
classes of the 3-differentiable manifolds.
We should observe but, that this result is specific of low dimensions (≤ 3). In
dimension ≥ 4 we can find homeoomorphic manifolds that are not difeomorphic.
2. Examples
In this work we will focus on the 3-dimensional manifolds because its goal is to
understand Poincare´’s conjecture, which refers to 3-dimensional manifolds, but in
order to understand them better we will also see some curves and surfaces and also
n-dimensional manifolds.
We will go through the examples by showing ways of constructing manifolds such
as: connected sum, identifying faces and product. We will focus our attention in
compact manifolds. First of all, we will see a very basic example, the sphere:
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2.1. The sphere Sn
We define the n-dimensional sphere as the submanifold of Rn+1 given by:
Sn = {x ∈ Rn+1| ||x|| = 1}.
The sphere is closed and bounded in Rn+1 so it is compact. We can also say that
the sphere is orientable as it has a normal vector field.
So now we will focus on the 3-sphere, also referred to as the Hypersphere.
In order to imagine how is the hypersphere we can think of it as two balls (three
dimensional disks) glued by their boundary. It can be seen in figure 1.
Fig. 1. In trying to imagine the hypersphere we can see how the
two balls are glued through the boundary
2.2. Compact curves
A curve is a manifold of dimension 1. The following theorem classifies completely
compact curves:
Theorem 2.1. Let M be a compact and connected curve. Then, M is homeomor-
phic to the circle S1.
So, up to homoeomorphism, there is only one compact curve and it is S1.
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2.3. Compact Surfaces
A surface is a manifold of dimension 2. In this section we will present the standard
surfaces and we will end up stating the classification theorem known from the
topology course.
We will call Standard surfaces the following ones:
(1) The sphere S2. We have already seen it in the first example; it is orientable
and compact.
(2) The g-holed torus gT2. It can be constructed with the connected sum of g
normal torus as it is shown in the connected sum section. It is orientable and
compact.
(3) The g-projective surface gP2. It can be constructed with the connected
sum of g projective surfaces. It is compact and not orientable.
It is interesting to know that, two different standard surfaces are not homeomorphic.
An easy way to see this fact is by calculating their homology groups (see [9], section
5.4.1). Homology is defined in chapter 3.
Keeping this in mind, we can state the classification theorem:
Theorem 2.2. (Classification of compact surfaces) Let M be a compact connected
surface. Then M is homeomorphic to one and only one of the standard surfaces.
2.4. Product spaces
A way we can get 3-manifolds from the compact surfaces and curves is by consid-
ering their product:
Definition Let M , and N be two manifolds of dimension m and n respectively.
We define M × N as the cartesian product of the points in M and N . We can
provide M ×N of a manifold structure given by the cartesian product of the atlas
of both of the manifolds. As we expect, its dimension will be m+ n.
This way of providing the manifold structure on the product M × N lets us see
easily by definition that if M and N are orientable manifolds, its product will also
be orientable.
The classical example of this type of manifold is the torus, given as the first example
of this type. But provided that we are interested in compact 3-Manifolds, and that
we already have the classification of compact curves and compact surfaces, we will
be able to construct many compact 3-manifolds given by the product of a curve
and a standard surface.
2.4.1. The Torus
The n-dimensional torus Tn is given by:
Tn = S1 × S1 × n). . .× S1
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Provided that S1 is orientable, then Tn will also be orientable for all n, with the
statements above.
2.4.2. S1 × S2
It is an orientable compact 3-dimensional manifold. It is because S1 is orientable
and S2 too, and because they are both compact, so as a manifold naturally embed-
ded in R5 is closed and bounded.
2.4.3. S1 × gT2
It is also compact an orientable for the same reasons as S1 × S2.
2.4.4. S1 × gP2
This Manifold is not orientable as gP2 is not orientable.
2.5. Identifying faces
Some manifolds can be constructed by identification, that is, we built them by
identifying concrete points of another already known manifold. Some particular
examples of manifolds built this way may be the standard surfaces:
2.5.1. S2
We build the sphere by identifying boundaries in a disc in the following way; We
pick a disc D2 and choose two points different points of the boundary. We may say
that these points divide our boundary in two faces and identify this two faces in
the way that shows the following picture (figure2):
We call this identification S2 = aa−1 by a we mean that we pick the first face
counterclockwise and by a−1 we mean that we identify the second face with the
first but this time clockwise, as the picture shows.
2.5.2. gT2
We built the torus with g holes also by identifying faces in a disc. But this time
the word used will be different; We can imagine the disc as a polygon of 4g sides;
we name the sides in the following way and identify the ones with the same name
in the indicated direction:
gT2 = a1b1a−11 b
−1
1 . . . agbga
−1
g b
−1
g
We can see as an example the torus. Which is represented as a square with the face
identification denoted by the same type of arrows (figure 3):
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Fig. 2. How to identify faces in D2 in order to form a sphere
Fig. 3. How to identify faces in D2 in order to form a torus
If we imagine that we glue the indicated faces, we will see that it appears a torus
with one hole as we expected.
2.5.3. gP2
Finally, the g projective surfaces can also be build by identifying faces in a disc.
The word used this time will be:
2. EXAMPLES 9
gP2 = a1a1 . . . agag
We can imagine the disc as a polygon with 2g sides and represent it in this way; as
we can see in figure 4:
Fig. 4. How to identify faces in D2 in order to form a projective surface
Now we are going to introduce some other examples of manifolds obtained by
identifying faces, particularly in three dimensions. But first we must say that
not all the topological spaces obtained by identifications in a manifolds have to
be manifolds. However we have a theorem that characterizes when do we obtain
manifolds. It is the following:
Theorem 2.3. A 3-dimensional topological space X obtained by identifying faces
in a convex polyedra is a manifold if and only if its Euler characteristic (χ(X)) is
zero.
The Euler characteristic is defined, given a triangulation of our topological space,
by χ(X) = v − f1 + f2 − f3 where fi is the number of i-dimensional faces of the
triangulation.
2.5.4. Lens spaces
We begin by defining what is a Lens space.
Definition Let n and k be relatively prime positive integers. We construct the
lens space L(n,k) as a quotient space of the ball B3 = {x ∈ R3| ||x|| ≤ 1} as
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follows: We write a general point in B3 as (z, x) where z is a complex and x is a
real, and |z|2 + |x|2 ≤ 1. Let ξ = exp( 2piin ).
We define f : S2 → S2 that brings f(z, x) = (ξkz,−x). And we identify each point
of the lower hemisphere of the boundary of B3, S2 with the point on the upper
hemisphere f(z, x). The resulting quotient space is L(n, k).
Note that the map z 7→ ξz of C to itself is just the rotation through the angle 2pi/n.
Thus f equals a rotation of the z-axis through the angle α = 2pik/n, followed by
reflection in the xy-plane. In order to see it properly we could draw figure 5:
Fig. 5. A representation to see what are the identified faces in a
lens space
We can see that each point in the inside of the ball is identified only with itself, and
each point in the southern hemisphere is identified with one point in the northern
hemisphere, however the point in the equator belongs tho both hemispheres and its
equivalence class contains n points, namely:
{(z, 0), (ξkz, 0), (ξ2kz, 0), . . . , (ξ(n−1)kz, 0)}
Which are evenly spaced about the equator S1.
Note that this example is interesting because the lens spaces are 3-manifolds. They
are compact because they are a quotient of the ball, and it can be proved that they
are orientable.
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A particular case of a lens space can be L(2, 1) = P3 as we can see generalized in
the following example.
2.5.5. The projective spaces Pn
Projective spaces can be also defined by identification of points on a sphere, Sn,
in fact Pn can be defined as the result of identifying antipodal points, it is, every
point is identified with its opposite (x1, . . . , xn+1) ∼ (−x1, . . . ,−xn+1). We can see
a picture that tries to show this identification in figure 6.
Fig. 6. A representation of what would happen to us if we were
in a projective three-space
They are compact as a quotient of Sn. But orientability depends on the parity, it
can be shown that P2 is not orientable wether P3 is orientable.
2.5.6. Seifert-Webber space and Poincare´ dodecahedral space
This are two manifolds that consist of two different ways of identifying the opposite
faces in a dodecahedron. They are both three manifolds because we consider also
the points inside the dodecahedron despite that they are not identified with any
other point.
The Seifert-Webber space: In this space, every face of the dodecahedron is
glued to the opposite face with a three-tenths clockwise turn as shown in figure 7.
The Poincare´ dodecahedral space: In this other space, every face is glued to
the opposite with a one-tenth clockwise turn as shown in figure 8.
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Fig. 7. We glue the opposite faces as shown
Fig. 8. We glue the opposite faces as shown
There is another way of identifying faces in a dodecahedron as you may have noted,
we have the one tenth turn and the three tenths turn, but we can also make a five
tenths turn but that gives us the projective three dimensional space (we can imagine
that we are identifying every point with its opposite).
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2.6. Connected Sum
Another way of constructing new manifolds from already existing ones is by the
connected sum.
Definition A connected sum of two n-dimensional connected manifolds M , N , is
a manifold M#N formed by deleting a ball inside each manifold and identifying
the resulting spheres through an homeomorphism.
In dimension three, the connected sum depends on the homeomorphism chosen to
identify the spheres. However, if we impose orientability, one can prove that the
connected sum is well defined independently of all the data.
If we have chosen oriented manifolds there is a unique connected sum, and although
we choose the discs we remove, it can be proved but it is not trivial that, the
resulting manifold is unique up to homeomorphism.
If we apply the connected sum to a pair of manifolds M and M˜ the resulting
manifold is denoted as M#M˜ .
The sphere is the neutral element of the connected sum operation, that is, for any
manifold M , M#Sn ∼= M .
Some examples of manifolds obtained through connected sums are the following:
2.6.1. The connected sum of g torus gTn
We will show how to built a torus with g ”holes”. In the torus surface T2 we can
get a clear picture of what we do when we make a connected sum of two of them
in order to get a two hole torus 2T2 ∼= T2#T2, we can see it through the following
figure 9:
We can repeat this operation, summing connectedly 2T2#T2 in order to get a three
holed torus and so on.
We could do the analogue example with gP2.
This operation can be done also with an n-dimensional torus and we would get the
analogue of a classical torus with g holes in n dimensions.
2.6.2. Decomposition of a manifold in Prime manifolds
Definition We will say that M is a prime manifold if it can not be written as a
connected sum:
M = M ′#M ′′
where M ′ and M ′′ are manifolds such that they are not Sn if n is the manifold
dimension.
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Fig. 9. This picture shows how to built 2T2 through the connected sum
For 3-dimensional manifolds, Alexander proved that S3 is a prime manifold. We
will prove this later, in the sphere example on chapter 2, assuming that the Poincare´
conjecture is true.
Theorem 2.4. All the compact, orientable 3-manifold can be written as a connected
sum of prime manifolds.
M = P1#P2# . . .#Pk
and this factorization is unique if we do not consider the order or factors of the
type S3.
This theorem is previous to the proof of the Poincare´ conjecture. But it can be seen
that Poincare´’s conjecture implies that the theorem is true by algebraic means.
Chapter 2
Fundamental Group and Covering
Spaces
In this chapter we introduce the concepts of fundamental group and covering space.
Covering spaces help us calculating the fundamental group.
1. The Fundamental Group
Let X be a topological space, a path in X is a continuous map α : I → X where
I = [0, 1].
Let α and β be two paths such that α(1) = β(0), we define the product path α · β
as follows:
α · β(s) =
{
α(2s) if 0 ≤ s ≤ 12
β(2s− 1) if 12 ≤ s ≤ 1
Let α and β be two paths with the same starting and ending points, a homotopy
of paths between α and β in X is a family αt : I → X, 0 ≤ t ≤ 1, in which
α0(s) = α(s), α1(s) = β(s) and fixed starting and ending points αt(0) = x0 and
αt(1) = x1 for all t, and the associated map F : I×I → X defined by F (s, t) = αt(s)
is continuous. If there exists a homotopy of paths between α and β we say that
they are homotopic and notate it as α ' β.
Proposition 1.1. The homotopy relation between paths with fixed starting and
ending points in a topological space X is an equivalent relation.
A loop is a path with the same starting and ending point x0, this point is called
the basepoint of the loop.
Definition The set of all homotopy classes [α] with the same basepoint x0 is
denoted pi1(X,x0).
Proposition 1.2. pi1(X,x0) is a group with the product [α][β] = [α · β].
The group pi1(X,x0) is called the fundamental group of X at the basepoint x0.
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The natural question here is to ask ourselves for the dependence of pi1(X,x0) on
the choice of the basepoint x0 and we can say here that every loop (γ) in x0 can
be easily converted to a loop in x1 if x0 and x1 are path-connected with the path
α, by simply calculating the product α · γ · α−1, and knowing this fact we are able
to state the following proposition:
Proposition 1.3. The map βα : pi1(X,x0) → pi1(X,x1) defined by βα([γ]) =
[α · γ · α−1] is an isomorphism.
A topological space X is path-connected if between every two points x and y it
exists a path α : I → X which has starting point x and ending point y.
So if X is path-connected, the group pi1(X,x0) is, up to isomorphism, independent
from the basepoint x0.
Definition We say that a topological space X is simply-connected if it has a
trivial fundamental group (pi1(X) = 0).
Let X, Y be topological spaces and suppose we have a map ϕ : X → Y , that takes
the point x0 to y0. Then ϕ induces an homomorphism ϕ∗ : pi1(X,x0) → pi1(Y, y0)
which takes the class [α] of a loop α : I → X based at x0 to the class of the image
loop by ϕ, it is: ϕ∗([α]) = [ϕ(α)].
Proposition 1.4. Basic properties of the induced map:
(1) ϕ∗ is well defined.
(2) ϕ∗ is an homomorphism.
We call ϕ∗ the induced homomorphism of ϕ.
Corollary 1.5. Further properties of the induced homomorphism:
(1) If ϕ : X → Y and ψ : Y → Z are maps between topological spaces (ϕψ)∗ =
ϕ∗ψ∗.
(2) The identity map id induces the identity homomorphism.
2. Examples of the fundamental group
As we have yet seen the definition and some properties of the fundamental group
we will see some examples that will help us to understand how can we calculate
such groups given a topological space.
2.1. The fundamental group of the Disc, Dn
The disc is a simple example as we already know that from a disc there always
exists contraction map to a point, so its fundamental group is the same as the
fundamental group of a point, it is pi1(Dn) = pi1(p0) = 1.
2. EXAMPLES OF THE FUNDAMENTAL GROUP 17
2.2. The fundamental group of the circle, S1
We intuitively see that in S1, given a basepoint x0, the loops will be homotopic if
they round the circle the same number of times. So we will start by remembering
that in topology subject we calculated the group of the free homotopy classes [S1,S1]
which is isomorphic to Z, and here we will see that this group is isomorphic to the
fundamental group of the circle, pi1(S1).
Remember that the isomorphism defined between [S1,S1] and Z was defined through
a isomorphic map that we named degree (deg), and this counted the number of
rounds that makes the application to the circle.
First of all, we know that S1 is path connected so its fundamental group is inde-
pendent from the basepoint. By this fact we can call the basepoint 1 as if we were
looking S1 as the circle of module 1 complex numbers in the complex plane.
Lets define then an application χ : pi1(S1, 1) → [S1,S1] that takes the class of a
loop [α] where α : I → S1to the application f : S1 → S1 induced by the quocient
I → S1. We see but, that the group operator in pi1(S1) is defined by the product
path whereas in [S1,S1] it corresponds to the product of complex numbers with
module 1. Lets see now that χ is a group isomorphism.
Proposition 2.1. The application χ : pi1(S1, 1) → [S1,S1] as defined above is a
group isomorphism.
Proof. Lets prove first that χ is exhaustive. Let f : S1 → S1 be any continuous
application. We will call θ the number that satisfies f(1) = e2piiθ and define the
continuous aplication F : S1 × I → S1 that brings F (z, t) = f(z) · e−2piitθ, this
is a homotopy between f and g(z) = F (z, 1), and here we can see that g(1) =
f(1) · e−2piiθ = 1 so we have moved the aplication so that it has endpoint 1. And,
by the application γ : I → S1 that makes γ(t) = e2piit we define g˜ = gα which is a
loop now and we can say that χ([g˜]) = [f ].
We will see now that χ is a morphism between the groups. Let α and β be two
loops in S1 with basepoint 1. The image of the product [α] · [β] is χ([α · β]) and we
want to see that: χ([α] · [β]) = χ([α]) · χ([β]).
So now we remember the isomorphism we had between [S1,S1] and Z and calculate
(here we take into account that, the number of times that α and β round the circle,
is the deg of χ([α]) and χ([β])):
deg(χ([α] · [β])) = deg(χ([α · β])) = deg(χ(α)) + deg(χ([β])) = deg(χ([α]) · χ([β])).
Finally we have to prove that χ is one to one. Let α be a loop with basepoint 1 that
is homotopically equivalent to a point ( the constant path 1). Let F : I×I → S1 be
the homotopy map between them, then, the continuous application G : S1×I → S1
defined as follows:
G(z, t) =
F (γ−1(z), t)
F (1, t)
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is a homotopy from χ([α]) to the constant path.
uunionsq
To end with, we have defined an isomorphism pi1(S1) ' [S1,S1] but we already
knew that [S1,S1] ' Z so we can say that pi1(S1) ' Z.
2.3. The fundamental group of the n-dimensional sphere, Sn
The sphere Sn is the union of the northern and southern hemispheres, that we will
denote as Sn+ = Sn ∩ {xn+1 ≥ 0} and Sn− = Sn ∩ {xn+1 ≤ 0} respectively, defined
by the positivity or not of the last coordinate. And as we said Sn = Sn+ ∪ Sn−.
This subspaces are homeomorphic to an n-dimensional disc Dn and, by this fact
simply connected. So the fundamental group of the spheres, for n ≥ 2, follows from
a particular case of the Seifert-Van Kampen theorem.
Although we are going to state Seifert-Van Kampen ’s Theorem we will only prove
the particular case we are interested in.
Theorem 2.2. (Seifert-Van Kampen)
Let X = U ∪ V , where U and V are open in X; assume U , V , and U ∩ V are path
connected. Let x ∈ U ∩ V . Let G be a group and let
ϕ1 : pi1(U, x)→ G and ϕ2 : pi1(V, x)→ G
be homomorphisms. Let i1, i2, j1 and j2 the homomorphisms indicated in the
diagram each induced by inclusion.
pi1(U, x)
j1

ϕ1
##G
GG
GG
GG
GG
pi1(U ∩ V, x) //
i2
&&NN
NNN
NNN
NNN
i1
88ppppppppppp
pi1(X,x)
ϕ //___ G
pi1(V, x)
j2
OO
ϕ2
;;xxxxxxxxx
If ϕ1 ◦ i1 = ϕ2 ◦ i2, then there is a unique homomorphism ϕ : pi1(X,x) → G such
that ϕ ◦ j1 = ϕ1 and ϕ ◦ j2 = ϕ2.
As a corollary of this theorem we can state the following:
Corollary 2.3. Let X = U ∪ V where U and V are open sets as in Seifert-Van
Kampen’s theorem. If U ∩ V is simply connected, then if x is a point in U ∩ V :
pi1(X,x) = pi1(U, x) ∗ pi1(V, x)
Where ∗ denotes the free product of both of the groups.
And the particular case we are interested in is:
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Theorem 2.4. Let X be a topological space, and U, V ⊆ X open simply connected
such that X = U ∪ V , and that U ∩ V is path connected. Then, X is simply
connected, that is, for every x ∈ X, pi1(X,x) = 1.
Proof. We fix a base point in the intersection x ∈ U ∩ V . It’s sufficient to prove
that every loop in X with basepoint x is homotopically equivalent to a product
of loops, everyone of them contained in U or in V , because, as they are simply
connected and every loop in them is homotopically equivalent to the constant loop.
Let α be a loop in X. By the Lebesgue lemma, there exist a partition 0 = t0 < . . . <
tn = 1 of the interval I such that α[tk, tk+1] is entirely contained in either U or V .
We can also suppose that the points α(tk) are all of them in the intersection U ∩V
because if not, both of the pieces α[tk−1, tk] and α[tk, tk+1] must be contained, for
instance, in U so we could get rid of tk and still have a partition that leaves the
segments either in U or in V as we expected.
As the intersection space U ∩V is path-connected, we can choose for every k a path
βk in U ∩V that connects x and α(tk). So if we note by αk the segment of the path
α that goes between α(tk−1) and α(tk), and the loop α is homotopically equivalent
to the loop:
(α0 · β−11 )(β1 · α2 · β−12 ) . . . (βn−1 · αn).
And this is a product path with each of the pieces contained either in U or in V ,
and by so, homotopically equivalent to a point. uunionsq
So, from this theorem we deduce immediately that considering U and V the north-
ern and southern hemisphere of the sphere Sn for n ≥ 2 , we can immediately
deduce that pi1(Sn) = 1.
Finally, as an example of the use that we can make of the corollary of the Seifert-
Van Kampen theorem, we will recall the statement on chapter 1 and prove that S3
is a prime manifold:
Let’s suppose that we can find M and N which are not homotopic to S3 and such
that:
S3 = M#N
M and N can not be simply connected by the Poincare´ conjecture. But, by Seifert-
Van Kamen’s corollary:
1 = pi1(S3) = pi1(M) ∗ pi1(N).
And we have found a contradiction.
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2.4. The fundamental group of a product space
Theorem 2.5. Let X and Y be topological spaces. The fundamental group of
the product space, pi1(X × Y, (x, y)) is isomorphic to the cartesian product of the
fundamental group of each pi1(X,x)× pi1(Y, y).
Proof. Consider first de projection maps pX : X × Y → X and pY : X × Y → Y ,
they help us defining a morphism
ϕ : pi1(X × Y, (x, y))→ pi1(X,x)× pi1(Y, y)
that brings:
ϕ([α]) = (pX∗[α], pY ∗[α]) = ([pXα], [pY α])
This is a morphism because the projection behaves well with the product of paths.
Lets prove injection now: we want to see that if a loop in the product space belongs
to the nuclei of ϕ then this loop is homotopic to a point.
Let [α] be an element that belongs the nuclei, it means that, pX([α]) and pY ([α])
are homotopic to the constant loops x and y respectively. Let F and G be their
homotopies. Then, the continuous application H : I × I → X × Y defined by:
H(s, t) = (F (s, t), G(s, t))
is an homotopy between α and (x,y), which means that [α] = 1.
Finally we will prove exhaustivity. Let α and β be loops in X and Y respectively.
Then the loop γ(t) = (α(t), β(t)) is such that ϕ([γ]) = ([α], [β]) a fact that is easily
seen by definition of ϕ.
uunionsq
Lets put some examples of product spaces in order to see how useful this theorem
becomes when calculating the fundamental group of topological spaces.
The torus, Tn: We know that the torus is a product of n circles, in this way,
Tn = S1 × n times· · · × S1, so, by the theorem stated above,
pi1(Tn) = pi1(S1 × n times· · · × S1) = pi1(S1)× n times· · · × pi1(S1) = Zn.
Particularly we are interested in 3-dimensional spaces so, specifically, pi1(T3) = Z3.
S2 × S1: In the same way, knowing that pi1(S1) = Z and pi1(S2) = 0 we can say
that pi1(S2 × S1) = Z.
2.5. The fundamental group of orbit spaces
Let G be a group that acts on a space X, our aim is to calculate the fundamental
group of the orbital space X/G.
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Definition Let X be a G-space. We say that the action of G on X is properly
discontinuous if for all x ∈ X there exists an neighborhood U , x ∈ U that:
g · U ∩ g′ · U = ∅
for all g, g′ ∈ G with g 6= g′.
It means that every point has an environment in which all its translations are
disjoint.
Lemma 2.6. Let G be a group that acts properly discontinuously on a space X
and note p : X → X/G the projection. Then, all point y ∈ X/G has an open
environment U in which his inverse image p−1(U) is a disjoint union of open sets
in X, each one homeomorphic to U it is,
p−1(U) =
⊔
Ui, Ui ∩ Uj = ∅
with Ui ⊆ X open and pUi : Ui → U is an homeomorphism, for all i.
Here we will state a path lifting property lemma for orbital spaces, in the next
section we will see the path lifting property for general manifolds.
Lemma 2.7. Let G be a group that acts properly discontinuously on a topological
space X. Let Y = I or I2, and f : Y → X/G a continuous map.
a) (existence of the lift) It exists a continuous map f¯ : Y → X such that we have
lifted the path.
b) (unicity of the lift) if f˜ : Y → X is another lift of f , then f˜ and f¯ differ in an
element of G; so, there exists an element g ∈ G that f¯(x) = g · f˜(x), ∀x ∈ Y .
And so, if we fix x0 ∈ X such that pi(x0) = f(0), there is only one lift f¯ that
satisfies f¯(0) = x0.
Let X be a path-connected space on which acts a group G properly discontinuously.
Given a point x0 ∈ X and its projection y0 = p(x0), the orbit of x0 is
p−1(y0) = {gx0|g ∈ G}.
And we can define here an application:
ϕ : pi1(X/G, y0)→ G
in the following way. Let [α] be a loop in X/G with basepoint y0. With the lifting
property we can say that α admits one and only one lifting α¯ : I → X that takes
α¯(0) = x0. And in the same way we can say that α¯(1) is in x0’s orbit, it means,
that exists a gα ∈ G that α¯(1) = gα · x0. We define ϕ([α]) = gα (observe that by
the homotopy lifting property this application is well-defined, it means, that it does
not depend on the choice of the representative of the homotopy class).
Theorem 2.8. With the previous definition, ϕ is a group morphism and induces a
morphism
ϕ¯ : pi1(X/G, y0)/p∗pi1(X,x0)→ G
that is an isomorphism.
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Proof. We will start proving that ϕ is a group morphism. Let α and β be two
loops in X/G both with basepoint y0. The lifting property states that there exist
lifts of α and β, α¯, β¯ : I → X univocally determined by their value on the initial
point, which we fix to be α¯(0) = x0 and β¯(0) = x0, so by the definition of ϕ,
α¯(1) = gα · x0, β¯(1) = gβ · x0.
We observe that the translated path of β by gα, it is, the path gα · β¯, satisfies that
gα ·x0 = α¯(1) and, for this reason, the path α¯ · (gα · β¯) is a lift of the loop α ·β that
starts in x0. So by definition we have:
ϕ([α] · [β]) = α¯ · (gα · β¯)(1) = gα · β¯(1) = gαgβ = ϕ([α])ϕ([β]).
The exhaustivity of ϕ comes immediately from the definition because given g ∈ G,
any path in X that goes from x0 to gx0 defines a loop in X/G, [αg], with ϕ([αg]).
We look finally at the nuclei of ϕ. The nuclei consists of the loop’s classes [α] of
X/G such that the lifiting α¯ satisfies α¯(1) = x0,(gα = 1), it is, the ones such that
the lifting α¯ is a loop of X with basepoint x0, equivalently, kerϕ = imp∗. uunionsq
Corollary 2.9. Let G be a group that acts properly discontinuously on a simply
connected space X. Then, pi1(X/G, y0) ∼= G.
Now we will see particular examples of orbital spaces and will calculate its funda-
mental group following this corollary.
2.6. Lens spaces L(n, k)
We consider a lens space as defined in the previous chapter. And remember that
every point in the northern hemisphere is identified with one point in the southern
hemisphere, whilst every point in the equator contains n points which were:
{(z, 0), (ξkz, 0), (ξ2kz, 0), . . . , (ξ(n−1)kz, 0)}
With this considerations it can be proved, although it is not trivial, that G = Zn
acts properly discontinuously on S3 in a way that B3/Zn = L(n, k), so by the
previous section corollary we can say that pi1(L(n, k)) = Zn.
2.7. The fundamental group of the projective space calculated trough
orbitals Sn → Pn
In this section we are interested in seen the n-dimensional projective space Pn as the
quotient topological space Sn/ ∼ where the equivalence relation is (x1, . . . , xn+1) ∼
(−x1, . . . ,−xn+1) as we already defined in chapter 1.
Now, its interesting to observe that the action of Z2 in the sphere Sn, defined by the
antipodal map x 7→ −x is properly discontinuous. In fact, given a point x ∈ Sn, its
sufficient to take an open environment U such that it does not contain any point of
the equator if we consider x as the north pole. Because the equator, as we already
know cuts the sphere in two hemisphere that exchange by the antipodal map.
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Finally, we know that the spheres Sn (n ≥ 2) are simply connected because of the
subsection 2.3, and by the corollary of the section 2.5 we can say that:
pi1(Pn) = Z2.
Specifically we can finally say that the 3-manifolds S3, P3 and T3 are not homeo-
morphic between them.
3. Covering spaces
Definition Let M ,M˜ be topological manifolds and f : M˜ → M a map which is
continuous and onto (surjective). We say that an open set U ⊂ M is regularly
covered by f if the inverse image f−1(U) can be written as a disjoint union of
open sets Vα ⊂ M˜ that for all α, the restriction of f to Vα is an homeomorphism
from Vα to U . The collection {Vα} is called a partition of f−1(U) in slices.
Definition Let X and Y be topological spaces, and f : X → Y a surjective
open map that is locally a homeomorphism and that each point y ∈ Y has a
neighborhood U such that U is regularly covered by f and the number of slices
f−1(U) is independent of the choice of Y . Such a map is called a Covering Map
and Y is called a covering space of X.
We observe that if the covering map is between M˜ and M where M is a manifold,
then M˜ must be a manifold too.
This is quite easy to see by seeing that every point in M˜ has an image in M , so
taking a neighborhood U of this point and its image in M . The open f(U) is
homeomorphic to the n-dimensional euclidean space for some n because M is a
manifold. And U is homeomorphic to f(U) because, by the definition of a covering
map f is locally a homeomorphism. Finally we can say that for every point in M˜
we can take a neighborhood that is homeomorphic to the euclidean space. So M˜ is
a manifold.
Now that we have defined covering space, we will see a theorem for existence and
unicity of this kind of spaces. We will also see that if M is a topological manifold,
M˜ is also a topological manifold, and we will call M˜ the universal covering space
of M .
We should present here some examples of covering maps in order to see what we
are talking about:
(1) The exponential map: exp : R→ S1.
We define the exponential map as the application that brings exp(t) = e2piit.
That makes a round to S1 for every unit length. We observe that if we consider
a point z in S1 and a neighborhood U of this point that does round all the
circle, for example (z · e−2pii/n, z · e2pii/n) (all the neighborhoods are similar to
this one but maybe longer in one side than in the other) where n is a positive
natural greater than one. Its preimages in R are:
exp−1(U) = {(t− 1/n, t+ 1/n)| exp(t) = z}.
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We know that for every t ∈ exp−1(U), t+1 is also inside, but as n ≥ 1 there is
no intersection between the slices, and we can say that U is regularly covered
and so exp is a covering map.
(2) The identifications on the torus f : R2 → T.
We know that if we consider I × I ⊂ R2 and identify the segments {0} × I
with {1} × I and I × {0} with I × {1} we get the torus. With this idea in
mind we define the map:
f : R2 −→ T
(s, t) 7→ (e2piis, e2piit) .
We have considered here T defined as S1 × S1. We can see here that it is
a covering map by observing that each component on f is the exponential
map in the example before. So if we consider the topology generated by the
product space, for every point (x, y) ∈ T we consider as a neighbourhood the
open set U = (x · e−2pii/n, x · e2pii/n) × (y · e−2pii/m, y · e2pii/m) with n,m ∈ N
and greater than one, f regularly covers U so f is a covering map.
(3) The n-dimensional sphere and the projective space f : Sn → Pn.
We define the map between the sphere and the projective space as:
f(x1, x2, . . . , xn+1) = [x1 : x2 : . . . : xn+1].
We see that it is a covering map by the following subsection which generalizes
covering maps in orbital spaces like the projective.
(4) Covering maps in orbital spaces.
We can see that given a topological space X and a group G acting properly
discontinuously in it, X is a covering space of its orbital space X/G with the
covering map induced by the quotient f : X → X/G.
But by the definition of acting properly discontinuously, if we take a point
[x] ∈ X/G, there exists neighborhood U , in which f−1(U) is formed by |G|
neighborhoods in X of the |G| preimages x · g (for g ∈ G) of [x] that we name
Vg such that:
Vg ∩ Vg′ = ∅
So for every orbital space defined in this way, we have a covering space and a
covering map.
Lemma 3.1. Let f : M˜ →M be a covering map and f(m˜0) = m0.
a) The path lifting property. Let α : I → M be a path with α(0) = m0 we
can lift the path α to a path α˜ : I → M˜ such that f ◦ α˜ = α.
b) The homotopy lifting property. Let α and β two paths from m0 to m1
and let α˜ and β˜ their lifted paths beginning in m˜0. If α and β are homotopic,
then α˜ and β˜ have the same endpoint and are also homotopic.
If F is the homotopy map between α and β and F˜ its lifted map; then F˜ is
the homotopy map between α˜ and β˜ and F = f ◦ F˜ .
Theorem 3.2. (Existence of the covering space) Let M be a topological manifold.
It exists a covering map f : M˜ →M and M˜ is simply connected.
We will give now an idea of the proof by constructing the covering space of a
topological manifold.
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(1) Who is M˜?
We define P as the set of all paths with starting point m0, and the equivalence
relation α ∼ β ⇐⇒ α(1) = β(1), α · (β)−1 ' m0 (we refere to the constant
path in the point m0).
Then M˜ is:
f : M˜ = P/ ∼ −→ M
α# 7−→ α(1) .
Where we have denoted α# for the class of all paths related to α.
(2) What is M˜ ’s Topology?
Let α be a path from P and U a path connected environment of α(1) then we
define:
B(U,α) = {(α · δ)#|δ is a path in U with basepoint α(1)}.
It can be proved that the set of all B(U,α) form a base for a topology in M˜ .
(3) Is the f defined above a covering map?
Here we have to prove that f has all the basic properties of a covering map,
it is, continuity, onto and regularly covered.
(4) M˜ is simply connected
Let α be a loop in M with basepoint m0, and α˜ the path in M˜ corresponding
to the image of α through f , with starting point m˜0 , the covering map,
then, [α] = [m0] ⇐⇒ α˜(1) = m˜0 but the ending point of α˜ is α# and
α# = m˜0 ⇐⇒ [α] = [m0].
Definition Let f : M˜ →M and f ′ : M˜ ′ →M be covering maps of M . We say that
M˜ and M˜ ′ are equivalent covering spaces and f and f ′ equivalent covering
maps if it exists an homeomorphism h : M˜ → M˜ ′ such that f = f ′ ◦h. A diagram
will help us visualizing what we are saying:
M˜
h //
f
  A
AA
AA
AA
A M˜
′
f ′}}||
||
||
||
M
As an example lets consider M˜ = R2 and M˜ ′ = S1 × I the cylinder, as covering
spaces of the torus T, with the covering maps defined by the example above and
the identification S1 × {0} with S1 × {1} respectively.
R2
h //
f
  @
@@
@@
@@
@ S
1 × I
f ′||yy
yy
yy
yy
y
T
It is very important to observe here that M˜ is simply connected but M˜ ′ is not.
And take it into consideration as we see the following theorem.
Theorem 3.3. (Unicity of the covering space) Let M˜ and M˜ ′ be two simply
connected covering spaces of M , then M˜ is equivalent to M˜ ′.
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Here its important to remark that the existence of the universal covering space is
due to the fact that we have a topological manifold. If we wanted to state the same
for a general topological space we would need more hypothesis.
Secondly, the universal character of M˜ is given by the fact that the rest of covering
maps are intermediate quotients as in the example of the torus and the cylinder.
Theorem 3.4. Let M be a topological manifold and M˜ its simply connected covering
space, then:
M˜/pi1(M,m) ∼= M.
We can infer from this theorem that pi1(M,m) acts properly discontinuously in M˜ .
3.1. Example: Poincare´ dodecahedral space
Poincare´ dodecahedral space can be constructed also as the quotient space M ∼=
SO(3)/I where I is called the icosahedral group, we know that I ∼= A5. As a
comment, we may say that we can imagine SO(3) as a three dimensional space
because all the matrices in this group can be written as a composition of three
rotations in which every rotation maintains one of the axes fixed, so, we have three
coordinates, one for each angle.
Moreover, we can also consider a universal cover of SO(3), we will name it S˜O(3)
which can be realized as the group of unit quaternions and is homeomorphic to the
3-sphere. In this case we have the Poincare´ homology sphere M ∼= S˜O(3)/I˜ where
I˜ is a non commutative finite group of 120 elements.
Finally we can say that, by theorem 3.4:
pi1(M) = I˜ .
Chapter 3
Homology
Many results of this chapter are taken from the algebraic topology course while we
prove the ones that are not seen in that course.
1. Singular Homology. Definitions
The intuitive idea for this section is that we want to calculate the number of (n−1)-
dimensional holes in our topological manifold that are not filled.
We will start by defining a simplex, which, intuitively we can think as a general-
ization of a triangle in higher dimensions. We can think of them as embedded in
Rn for some n ≥ 1.
Let v0, . . . , vp be independent points in Rn, the p-simplex formed by this points
is:
∆(v0, . . . , vp) = {x ∈ Rn|x =
p∑
i=0
tivi,
p∑
i=0
ti = 1; ti ≥ 0 ∀i = 0, . . . , p}
We will call ∆p = ∆(e0, . . . , ep) the p-simplex standard, we can see that ∆n ⊂
Rn+1.
Now we define a singular p-simplex of a topological space X as a continuous
application σ : ∆p → X.
Definition Given X a topological space and its singular simplexs, we can consider
the group of p-dimensional simplex over X as:
Sp(X) = Z{σ : ∆p → X}.
The k-dimensional faces of a n-simplex ∆(v0, . . . , vn) are the k-simplexes: ∆(vi0 , . . . , vik)
with 0 ≤ i0 < . . . < ik ≤ p.
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The face morphisms of a singurar n-simplex are the applications ∂ni : ∆
p →
∆p−1with:
δni = [e
(n)
0 , e
(n)
1 , . . . , eˆ
(n)
i , . . . , e
(n)
i ].
Where the hat indicates that we subtract the i-th element. Applies ∆p−1 to the
(p− 1) dimensional face opposite to the vertex vi.
Proposition 1.1. ∀p ≥ 0s and all pairs i, j ∈ N with i < p and j < p+1 and i < j
we have:
δp+1j ◦ δpi = δp+1i ◦ δpj−1.
The bound operator ∂p : Sp(X)→ Sp−1(X)are a group morphism that act over
the base of singular simplex as
∂pσ =
p∑
i=0
(−1)i(σ ◦ δpi ).
We will name the sequence of abelian groups:
. . .
∂p+1 // Sp(X)
∂p // . . . ∂2 // S1(X)
∂1 // S0(X) // 0 . . .
Definition We will say that a sequence of abelian groups is a chain complex iff:
∂p ◦ ∂p+1 = 0.
Proposition 1.2. S∗(X) is a chain complex.
Definition We will say that a sequence is exact if im(∂p) = ker(∂p−1).
Note that this results are important, because we want to define groups which can
tell us something about the structure of a topological manifold, and yet we have
started to see how can we obtain groups by considering the Sp in a topological
manifold. The definitions that we give now before defining the homology groups
are essential to understand how do we relate this groups to the structure of our
manifold.
We define the group of p-dimensional cycles of S∗(X) as the kernel of ∂p and
denote it as:
Zp(S∗(X)) = ker(∂p).
The group of p-dimensional edges of S∗(X) as the image of ∂p+1:
Bp(S∗(X)) = im(∂p+1).
Proposition 1.3. For all p ≥ 0 we have that
Bp(S∗(X)) ⊆ Zp(S∗(X)).
Definition Let S∗(X) be the singular chain for a topological space X. For all
p ≥ 0 we define the p homology group as the quotient group
Hp(S∗(X)) = Zp(S∗(X))/Bp(S∗(X)).
Most of the times we will note Hp(X) instead so as to make the notation simpler.
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As an example, we will now calculate the homology groups of a point. In this
example, we will see why is it difficult to calculate the homology groups by the
definition itself.
1.1. The homology groups of X = {x}
To calculate the homology groups of a point lets see first who are the singular
simplexes Sp(X) for all p ≥ 0. But for all p there is only one continuous map
σp : ∆p → X that is the constant application. So, Sp(X) ∼= Z. And the bound
morphisms ∂ are found by definition ∂(σp) =
∑
(−1)iσp ◦ δi, and as σp ◦ δi = σp−1
for all i, the bound morphism will be defined as:
∂(σp) =
(
p∑
i=0
(−1)i
)
σp−1 =
{
0 if p is odd
σp−1 if p is even
.
So the singular chain complex of X is:
. . . id // Z 0 // Z id // Z 0 // Z id // Z 0 // Z id // Z 0 // Z // 0 . . .
The resulting homology is:
H0(X) = ker(0)/im(0) = Z/0 ∼= Z
Hp(Z) = ker(id)/im(0) = 0/0 = 0 if p is even
or
Hp(Z) = ker(0)/im(id) = Z/Z = 0 if p is odd
So we can finally write:
H0(X) ∼= Z
Hp(X) = 0.
2. Fundamental Properties of the Homology Groups
2.1. Functoriality of the Homology
To begin with we will give an idea of what is a functor and a category in order to
see why this property is interesting.
Definition A category C consists of:
i) A class of objects that we will note as Ob C.
ii) For all pair of objects X,Y ∈ Ob C, a set Hom(X,Y ) that we will call set of
morphisms from X, to Y .
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iii) Given three objects X,Y, Z ∈ Ob C, an application:
Hom(X,Y )×Hom(Y,Z)→ Hom(X,Z),
that we will name the composition morphism. The image of the pair (f, g) for
this application will be named g ◦ f or simply gf .
Moreover, the following axioms must be satisfied:
Associativity: The composition is associative, it means, if f ∈ Hom(X,Y ), g ∈
Hom(Y,Z) and h ∈ Hom(Z,W ), then (h ◦ g) ◦ f = h ◦ (g ◦ f).
Identity existence: For all object X ∈ Ob C there is one element idX such that:
idX ◦ f = f
g ◦ idX = g
for all f ∈ Hom(W,X) and all g ∈ Hom(X,Y )
Definition Given two categories C and D, a functor F from C to D:
F : C → D
that assigns:
i) For all X ∈ Ob C an object F (X) ∈ Ob D.
ii) For every morphism f ∈ Hom(X,Y ), a morphism F (f) ∈ Hom(F (X), F (Y )).
Such that the following axioms are satisfied:
Identity to identity: For all object X, F (idX) = idF (X).
Composition: For f ∈ Hom(X,Y ), and g ∈ Hom(Y,Z) we have that F (g ◦ f) =
F (g) ◦ F (f) ∈ Hom(F (X), F (Z)).
We can see, with the properties we already know of topological spaces, with con-
tinuous applications between them and abelian groups, together with the group
morphisms, that they both are categories. We are now about to see in the next
theorem that the homology concept introduced in the previous section is a functor
between them.
Theorem 2.1. Let X and Y be topological spaces, and f : X → Y a continuous
application. Then the morphism S∗(f) induces a group morphism:
H∗(f) : H∗(X)→ H∗(Y )
such that, if c˜ is a cycle of X, then H∗(f)(c˜) = [f ◦ c].
If f = IdX , then
H∗(idX) = idH∗(X),
and if g : Y → Z is another continuous application, we have that
H∗(g ◦ f) = H∗(g) ◦H∗(f)
So, H∗ defines a functor between topological spaces and abelian groups.
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We will not prove this theorem because it was already proved in Algebraic topology
subject, a complete proof of this theorem can be found in all the Algebraic Topology
books given in the references.
2.2. The invariance of the homotopy
In this section, we will see that the singular homology is an invariant of the homo-
topy type of a topological space. This is important because, through this property
we can see that although we lose information of a topological space when calculat-
ing its homology groups (for example, a point would be indistinguishable from a
disc), some properties like the homotopy type remain unaltered.
We remember first what homotopy was:
Definition Let X and Y be two topological spaces, we say that X and Y have
the same homotopy type if there exists continuous applications f : X → Y
and g : Y → X such that the compositions are homotopic to the corresponding
identities f ◦ g ∼ idY and g ◦ f ∼ idX .
We will see the invariance as a corollary of the following theorem:
Theorem 2.2. Let X and Y be topological spaces and f, g : X → Y continuous
applications, then if f ∼ g:
H∗(f) = H∗(g) : H∗(X)→ H∗(Y ).
As an immediate consequence of this theorem we have the homotopy invariance as
expected:
Corollary 2.3. Let X and Y be topological spaces of the same homotopy type.
Then, the singular homology groups of X and Y are isomorphic; it is:
H∗(X) ∼= H∗(Y ).
2.3. The Mayer-Vietoris exact sequence
The Mayer-Vietoris sequence helps us to calculate the homology groups of a space
given that we know the homology groups of some subspaces.
Let X be a topological space, and U , V two subsets of X, such that X = U˚ ∪ V˚ .
Let pi be the complex morphism:
pi : S∗(U)⊕ S∗(V ) → S∗(X)
(c1, c2) 7→ c1 − c2
and i the morphism induced by the inclusion:
i : S∗(U ∩ V ) → S∗(U)⊕ S∗(V )
c 7→ (c, c)
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We name also pi∗ and i∗ their induced morphisms in homology.
Theorem 2.4. With the previous notations, it exist a morphism, ∂ : Hp(X) →
Hp−1(U ∩ V ), for all p ≥ 0 such that the following sequence:
. . . // Hp(U ∩ V ) i∗ // Hp(U)⊕Hp(V ) pi∗ // Hp(X) ∂ // Hp−1(U ∩ V ) // . . .
is exact. This exact sequence is natural in U and V and it is called the Mayer-
Vietoris exact sequence of the covering {U, V }.
2.4. A particular case of the Hurewicz’s theorem: Poincare´’s Theorem
Poincare´’s theorem shows us the relation between the fundamental group and the
homology group H1. In order to be able to prove it we will need some previous
propositions.
Proposition 2.5. Let X be a topological space and x0 a point in X. Let α and α′
be homotopic loops; the singular chains that they represent are homologic.
Proof. We have to prove that α − α′ ∈ B1(X), it is, that α − α′ = ∂c2 where c2
is a 2-singular chain. If α ∼ α′, it exists a continuous homotopy relative to {0, 1}:
F : I × I → X.
We consider the 2-simplex of R2 given by σ1 = ∆((0, 0), (1, 0), (1, 1)) and σ2 =
∆((0, 0), (0, 1), (1, 1)). And the 2-singular simplex of X given by the composition
F ◦ σ1 : ∆2 → X and F ◦ σ2. We will also name the path τ = F (t, t). Calculating
their bound we have:
∂(F ◦ σ1) = x0 − τ + α.
∂(F ◦ σ2) = α′ − τ + x0.
And considering finally the singular chain:
c2 = F ◦ σ1 − F ◦ σ2.
Its bound is:
∂c2 = (x0 − τ + α)− (α′ − τ + x0) = α− α′.
So c2 ∈ im(∂) = B1(X). uunionsq
This proposition permits us to define the following application between the funda-
mental group (which identifies homotopic paths) and the first homology group.
Proposition 2.6. Let X be a topological space and x0 a point in X. The applica-
tion:
ϕ : pi1(X,x0) → H1(X)
[α] 7→ H1(S∗(α)) = α˜
is a group morphism.
Proof. Let α and α′ bet two loops in X with basepoint x0. Our aim is to prove
that there exists a 2-singular simplex σ such that considering α ·α′ as a 1-chain, it
verifies α · α′ = α+ α′ + ∂σ. And as a consequence α˜ · α′ = α˜+ α˜′.
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We define σ on the 2-simplex standard ∆2 = {t0e0 + t1e1 + t2e2| t0 + t1 + t2 =
0 and ti ≥ 0} as:
σ
(∑
tiei
)
=
{
α(2t2 + t1) if t2 ≤ t0
α′(2t2 + t1 − 1) if t2 ≥ t0
.
In this way, over the edge [e0, e1] σ is equal to α whilst over the edge[e1, e2] it is α′
and in [e0, e2] it is α · α′. In this way ∂σ = α− α · α′ + α′, so, α˜ · α′ = α˜+ α˜′. uunionsq
Here we can observe that with the construction given in the proof if we consider two
paths, α and α′ not necessarily loops such that α(1) = α′(0), we can also find the
corresponding σ such that it has an appropriate bound. Moreover if we consider n
paths connected in such a way, we could also find a 2-singular simplex whose bound
was the path product of all of them minus their sum.
There is another observation to be made after this proposition and it is that the
fundamental group is not necessarily an abelian group, whilst H1(X) is always
abelian. So, if a, b ∈ pi1(X,x0), the product aba−1b−1 ∈ kerϕ. This elements
generate what is called the commutator subgroup and we notate it as [G,G]
where G is a group in general. In our case [pi1(X,x0), pi1(X,x0)].
And at this point we have to see a lemma for general groups. It says.
Lemma 2.7. Let G be a group, and H an abelian group:
i) [G,G] is a normal subgroup of G.
ii) The quotient group G/[G,G], is an abelian group. We will notate it as Gab
and it is called the abelianized group of G.
iii) If f : G → H is a group morphism, and H is an abelian group, then we can
write f as a composition through Gab, it is, there exists only one morphism
fab : Gab → H such that the following diagram commutes.
G

f
!!C
CC
CC
CC
C
Gab
fab // H
By this lemma, the defined morphism ϕ, can be written through the morphism:
ϕab : pi1(X,x0)→ H1(X).
And here is where it comes the following theorem proved by Poincare´ and general-
ized by Hurewicz.
Theorem 2.8. Let X be a path-connected topological space. The following mor-
phism between abelian groups:
ϕab : pi1(X,x0)ab → H1(X)
is an isomorphism
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Proof. We will start by proving that ϕ is surjective. Let z˜ ∈ H1(X) be an
homology class represented by the cycle z ∈ Z1(X). By the definition of 1-chain,
the cycle z is a finite sum of 1-singular simplexes, so, we can write z =
∑r
i=1 niσi
for some ni ∈ Z and σi : I → X 1-singular simplexes. As z is a cycle we know that
its bound is zero it is:
∂z =
r∑
i=1
ni(σi(1)− σi(0)) = 0.
We know that X is path-connected, so, for all x ∈ X we can take a path αx that
connects x0 with x.
We note as αij = ασi(j) where j = 0, 1, corresponding with the initial and end-
ing points of the 1-simplexes considered above. Substituting this in the previous
equation we get:
0 =
r∑
i=1
ni(σi(1)− σi(0)) =
r∑
i=1
ni(αi1 − αi0).
So we can write:
z =
r∑
i=1
niσi =
r∑
i=1
ni(αi1 + σi − αi0).
We define now βi = αi0σiαi1
−1, which is a loop with basepoint x0 so, it defines
a class in pi1(X,x0). Using now the observation right after the proposition 2.6 we
will have:
ϕ ([Πri=1β
ni
i ]) =
r∑
i=1
niϕ(βi) =
˜r∑
i=1
ni(αi0 + σi − αi1) = z˜.
So ϕ is surjective.
To prove injectivity we must see that the nuclei of the morphism ϕab is only the
zero, or equivalently, that the pi1(X,x0) commutator is the nuclei of ϕ. This is:
kerϕ = [pi1(X,x0), pi1(X,x0)]
The inclusion of the commutator in the nuclei is clear by the fact that H1(X)
is abelian. Now we are going to prove the opposite inclusion which is kerϕ ⊆
[pi1(X,x0), pi1(X,x0)].
Let [α] ∈ pi1(X,x0) be an element of the nuclei of ϕ, so α is the bound of a 2-singular
chain c ∈ S2(X). Let c =
∑
niσi where σi : ∆2 → X are 2-singular simplexes. We
note the edges of the simplexes σi by:
γi0 = σi(1, 2).
γi1 = σi(0, 2).
γi2 = σi(0, 1).
So we will write:
α = ∂c =
∑
ni(γi0 − γi1 + γi2).
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And now we pick paths αim which go from x0 to σi(m) with m = 0, 1, 2. and define:
βi0 = αi1γi0α
−1
i2
.
βi1 = αi0γi1α
−1
i2
.
βi2 = αi0γi2α
−1
i1
.
We define now βi = βi0β
−1
i1
βi2 for i = 0, 1, 2. The paths βi are homotopically
equivalent to the constant path x0 as:
βi = βi0β
−1
i1
βi2 ∼ αi1γi0γ−1i1 γi2α−1i1 ∼ x0
and so in the fundamental group we will have:
[Πβnii ] = 1.
By the construction made of the paths βi, the path β = Πβnii and the path α are
equivalent in pi1/[pi1, pi1], but [β] = 1 in pi1 so [α] = 1 too, it means [α] ∈ [pi1, pi1].
uunionsq
As a corollary we can say:
Corollary 2.9. Let X be a path-connected topological space. If the fundamental
group of X is abelian, then ϕ is an isomorphism
ϕ : pi1(X,x0)→ H1(X).
A more general result is the Hurewicz’s Theorem. We can define the homotopy
groups of a topological space X as:
pin(X) = [Sn, X], n ≥ 2.
For n ≥ 2 they are all abelian groups. And we have morphisms pin(X) → Hn(X).
The general Hurewicz’s theorem states that if n ≥ 2 and pik(X) = 0 for k < n, then
the morphism pin(X)→ Hn(X) is an isomorphism.
As an example we can see: If we have M a manifold that has the sphere homology
then by Hurewicz’s theorem, as pi1(M) = 0 and H2(M) = 0, pi2(M) = 0, and
applying Hurewicz’s theorem again we can say that pi3(M) ∼= H3(M) ∼= Z. This
data lead us to a theorem (not easy to prove) that says that a Manifold with this
characteristics is homotopically equivalent to the sphere S3.
3. Homology theorems on Topological Manifolds
The previous results are true for any topological space, but if we have a manifold
structure we can state more specific results such as:
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3.1. Homology Hp(M) for p > n
Theorem 3.1. Let M be a n-dimensional topological manifold; then it is verified
that:
Hp(M) = 0, for all p > n.
3.2. Homology on a compact manifold
Theorem 3.2. Let M be a compact topological manifold. Then the singular homol-
ogy groups Hp(M) are finitely generated for all p ≥ 0.
In order to see if M is also orientable we have another practical result; it states as
follows:
Theorem 3.3. Let M be a n-dimensional compact and connected manifold. The
following statements are equivalent:
i) M is orientable.
ii) Hn(M) ∼= Z.
iii) Hn(M) 6= 0.
3.3. Poincare´’s duality theorem
We define the p-th Betti number as bp(M) = rank(Hp(M)) the dimension of
the free part of Hp(M).
And the Poincare´ duality theorem states that:
Theorem 3.4. Let M be a compact connected and orientable manifold of dimension
n, then:
bp(M) = bn−p(M).
4. Examples of Homology on Manifolds
This examples are like algebraic topololgy exercises so we will try to focus on what
do they tell us apart of the mere calculus. We will also try to illustrate how the
homology of this manifolds show us an example of the theorems stated above.
4.1. The Hypersphere, S3
The Homology of the hypersphere can be easily calculated using the Mayer-Vietoris
sequence on the following open sets. Let U be the northern hemisphere together
with all the points in the southern hemisphere at a distance less than a little ε
from the equator. And let V be the analogue open subset taken in the southern
hemisphere and part of the northern.
We can observe that this two open sets are contractile so they have the homology
of a point. The intersection of them is homotopic to the equator but the equator
is {(x0, x1, x2, x3) ∈ R4|x3 = 0} which is a S2.
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The homology of S2 is easily calculated using the Mayer-Vietoris sequence and can
be also deduced from the connectedness of the sphere, Poincare´’s theorem (knowing
that S2 is simply connected) and Theorem 3.3 in this chapter. So we write:
Hn(S2) ∼=

0 if n ≥ 3.
Z if n = 0, 2.
0 if n = 1.
First of all, knowing that the dimension of S3 is 3, we should be able to see that
Hn(S3) = 0 for all n greater than 3. So we start by writing the exact sequence for
n > 3.
. . . // Hn(U ∩ V ) i∗ // Hn(U)⊕Hn(V ) pi∗ // Hn(S3) ∂ // Hn−1(U ∩ V ) // . . .
We have the following situation: we know that Hn(U) = Hn(V ) = 0 because n > 3
and we know that Hn−1(U ∩ V ) = 0 because n > 3, so we have the following exact
sequence:
0
pi∗ // Hn(S3)
∂ // 0.
So as ker(∂) = im(pi∗) = 0:
Hn(S3) = 0.
for all n > 3.
In the case n = 3 we can write:
. . . // H3(U)⊕H3(V ) pi∗ // H3(S3) ∂ // H2(U ∩ V ) i∗ // H2(U)⊕H2(V ) // . . .
We know that the first and last groups that appear on this sequence are zero.
Moreover, H2(U ∩ V ) = Z, so by exactness:
im(pi∗) = ker(∂) = 0 means that ∂ is one to one, so by the first isomorphism
theorem H3(S3) ∼= im(i∗).
Also by exactness:
H3(S3) ∼= im(∂) = ker(i∗) = Z.
And we get to the result we expected from theorem 3.3.
In the case n = 2 and n = 1 we expect the homology to be zero. This is because
we know that the sphere is simply connected and by the Poincare´ duality theorem
the homology in degree 2 has to have rank zero. Let’s prove it:
We take again the Mayer-Vietoris sequence at degree 2:
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. . . // H2(U)⊕H2(V ) pi∗ // H2(S3) ∂ // H1(U ∩ V ) // . . .
We know that the first and last terms are zero so by the same reasoning as in the
case n > 3 we have that:
H2(S3) = 0.
And taking the Mayer-Vietoris sequence at degree 1:
. . . // H1(U)⊕H1(V ) pi∗ // H1(S3) ∂ // H0(U ∩ V ) i∗ // H0(U)⊕H0(V ) // . . .
We know that H1(U) = H1(V ) = 0 so im(pi∗) = ker(∂) = 0, which means that ∂
is one to one, now we know that H1(S3) ∼= im(∂) = ker(i∗). But i∗ is one to one
because if we take [x] ∈ H0(U∩V ) to be a generator of the homology at degree zero,
we can take the same generator for H0(U) and H0(V ), so if we have an element
c = k[x] ∈ H0(U ∩ V ), then i∗(c) = (k[x], k[x]) = 0 ⇐⇒ k = 0 ⇐⇒ c = 0. So:
H1(S3) = ker(i∗) = 0.
Now as S3 is connected:
H0(S3) ∼= Z.
Because H0(X) counts the number of connected components of X.
4.2. Comparative table
Here we have a table that lets us compare the homology of the main examples of
three manifolds we have worked with. Some of them are easy to calculate while
some of them would require more work to explain.
Manifold pi1 H1 H2 H3
T3 Z3 Z3 Z3 Z
S3 0 0 0 Z
P3 Z2 Z2 0 Z
Poincare´ I˜ 0 0 Z
Seifert-Webber Z5 0 Z
L(n, k) Zn Zn 0 Z
4.3. Classification of the Lens spaces
This theorem is an example of spaces that have both the same fundamental group
and the same homology but that are not homeomorphic. It also shows us how
difficult can it turn to be to state classification theorems.
Theorem 4.1. Let L(n, k1) and L(n, k2) be two lens spaces. We say that they are:
i) homotopically equivalent if and only if k1k2 ≡ p2 (mod n) for some p ∈ N.
ii) homeomorphic if and only if k1 ≡ ±k±12 (mod p).
Chapter 4
Further Developments
This chapter is a descriptive one. The details are not discussed but the main steps
are given of the developments that led to the proof of the Poincare´ conjecture.
1. Locally homogeneous manifolds and the geome-
tric conjecture.
Let (M, g) a Riemannian Manifold. That is, for all p ∈ M , gp defines a scalar
pro-duct in TpM that changes differentiably respect the point p. A smooth map
f : M →M we call f an isometry if it conserves the metric g.
Definition We will say (M, g) is a homogeneous riemannian manifold if given
p, q ∈M there is an isometry f : M →M such that f(p) = q.
This condition is telling us that M looks the same at p and at q.
Some examples of homogeneous riemannian surfaces are S2, R2 and H2 (the hiper-
bolic plane) and analogously in greater dimensions Sn, Rn and Hn are also homo-
geneous.
Definition We will say that a riemannian manifold is modeled by a homogeneous
manifold (M, g) if at every point it has a isometric neighborhood to an open subset
of (M, g).
If the dimension of the manifold is n = 2, the surface case, we have the well-
known uniformization theorem which states that a compact surface admits a locally
homogeneous metric locally isometric to S2, R2 or H2.
Thurston was able to classify the models for locally homogeneous 3-manifolds (of
finite volume) as they are resumed in the following table:
S3, R3, H3 Constant curvature models.
S2 × R, H2 × R Product metrics.
N3, R2 nR∗, ˜PSL2(R) Simply connected Lie group models
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and he made the following conjecture.
Conjecture 1.1. (Thurston Geometric Conjecture)
Let M be a compact orientable, prime 3-manifold. Then there is a disjoint union
of 2-tori
⊔
i Ti ⊂M , such that every component of the complement admits a locally
homogeneous riemannian metric of finite volume.
Thurston himself was able to prove this conjecture is true for the so called Hacken
3-manifolds.
We remark that the geometric conjecture implies the Poincare´ conjecture: because
supposing Σ is a prime homotopy 3-sphere. As pi1(Σ) = {1} it may be proved
that there are no incompressible tori inside M , hence the decomposition stated by
the geometric conjecture is trivial, so Σ has a locally homogeneous metric. Now,
pi1(Σ) = {1} hence the homogenous model is Σ itself, but the only compact model
in Thurston classification is S3, so Σ ∼= S3.
2. Hamilton’s Ricci flow and Perelman’s work.
In order to obtain a homogeneous metric on a 3-manifold, Hamilton introduced the
Ricci flow:
g′(t) = −2Ric(g(t))
That is, begin with an arbitrary metric g(0) on M and look for the solution of
the previous equation, where Ric(g) is the Ricci curvature of the metric. The
underlaying idea is that this equation is similar in some way, to the heat equation
and so it is dissipative. That is, in the limit we hope to obtain a locally homogeneous
metric on M .
Hamilton was able to achieve this program in case M admits a metric with positive
Ricci curvature:
Theorem 2.1. Let M be a compact 3-manifold which has a riemannian metric of
positive Ricci curvature. Then M has a metric of constant positive Ricci curvature.
In order to analyze the ricci flow one needs as usual for differential equations, an
existence theorem and the determination of the range of values of the parameter
t ∈ R for which there is a solution. Hamilton analyzed the evolution of g(t) when
t 7→ ∞ under certain hypothesis. In general, it may be the case that some singular
g(t) appears so that one cannot take the limit as t 7→ ∞ or also that the limit is
not well-behaved. Here is where Grigory Perelman enters into the picture.
He difined the Ricci flow with surgery and after hard work he was able to solve the
difficulties encountered by Hamilton, proving the geometrization conjecture and,
consequently, the Poincare´ Conjecture.
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