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ABSTRACT
Wind farms are subjected to significant aerodynamic interference due to the un-
steady wakes of the individual turbines as well as the complex terrains on which they
are erected. Numerical modeling of complex geometries necessitates the use of curvi-
linear body-fitted coordinates. In the present research, conservation equations efficient
for convection-dominated flows over complex terrain, are developed. The Navier-Stokes
equations written in the novel mixed basis form allows discretization of the convective
flux to be compactly represented, while also preserving the diagonal dominance in the
discrete pressure equation. The resulting generalized conservation equations closely re-
semble the orthogonal equations. Hence they lend themselves suitable to algorithms for
orthogonal systems with the addition of a source term. Additionally, the efficiency of the
mixed basis formulation is illustrated by simplifying the equations to various geometries
of practical applications like tubular, rotated, extruded, and orthogonal. By developing
a single solver using the mixed formulation that retains the majority of the terms to be
invariant and implementing geometry-based simplifications in the source term, a general,
efficient solution procedure can be obtained for all geometries ranging from the complex
body-fitted coordinates to the Cartesian coordinates. A momentum source method is
used to model the wind turbines. The newly formed conservation equations are solved on
a structured grid using the SIMPLER algorithm. Three different RANS closure models,
including the standard, RNG, and realizable K− , are implemented. Results validating
the ability of the numerical procedure to simulate flow over complex terrains and wind
turbines are presented. Applications providing insights into the performance and loading
of the turbines as well as the turbine-wake and turbine-terrain interactions are analyzed.
1CHAPTER 1. INTRODUCTION
1.1 Background and Motivation
One of the most pressing challenges confronting humanity in the 21st century is the
imminent threat of climate change. With finalization of the historic Paris agreement in
December 2015, most countries around the world have demonstrated a greater resolve
than ever to combat climate change. Until clean energy production becomes possible and
viable through nuclear fusion reaction, renewable energy sources like wind, solar, water,
etc., must serve as transition portfolios to minimize the consumption of fossil fuels and
their accompanying carbon emissions. The United States Department of Energy (DOE)
has set an ambitious goal of meeting 10, 20, and 35% of the annual energy consumption
in the year 2020, 2030, and 2050, respectively, through wind energy (Lindenberg et al.,
2008). To put things in perspective, only 0.5% of the total energy demand was met by
wind during the year 2005. It has risen to 4.5% for the year 2013. Among other factors,
the growing demand for electricity, increasing concerns over climate change, favorable
economics, and the reliability of modern wind turbines are only expected to further ac-
celerate the growth of the wind energy production. The continental United States is
endowed with abundant wind resources as seen from Fig. 1.1. States like Texas, Califor-
nia, Iowa, Illinois, and Oregon are acting as engines of wind energy growth. The many
challenges identified by the DOE include manufacture of better, reliable turbine mate-
rials, power transmission, electric grid generation, wind farm siting, and environmental
impacts.
2Figure 1.1: Wind resource map of the continental United States of America. Courtesy
of AWS Truepower, LLC.
One of the challenges facing the wind energy industry is the design of the wind farm
layout. Commercial wind farms have multiple wind turbines operating relatively close
to each other. Owing to their proximity, the wakes of the upstream turbines interact
with the downstream turbines, leading to significant aerodynamic interference. Such
interference between the turbines is referred to as turbine-wake interaction. Figure 1.2
shows the turbine-wake interaction in Horns-Rev wind farm, Denmark and Fig. 1.3 shows
the simulated turbine-wake interaction in an array of turbines.
The drawbacks associated with offshore wind farms, like difficulty in operation and
maintenance, longer transmission lines, and relatively smaller coastal lines in comparison
to the land mass, are part of the reasons why they have not yet rapidly expanded in the
United States. On the other hand, concerns over land utilization, acoustic pollution, and
3Figure 1.2: Turbine-wake interaction in Horns-Rev wind farm, Denmark.
visual impact are forcing the onshore wind farms to move to complex uninhabited ter-
rains. A complex terrain typically has features like hills, forests, etc., and the effect from
such topographical features on the wind turbines is referred to as turbine-terrain inter-
action. Interference from the terrain adds to the complexity of the flow-field. Figure 1.4
shows the White Hill and the Havøygavlen wind farms located in the complex moun-
tainous terrain of New Zealand and the near sea ridge terrain of Norway, respectively.
As a result of turbine-wake and turbine-terrain interference, all turbines in a wind
farm do not face the free-stream, leading to sub-optimal power output. The presence
of terrain also causes high wind shear and turbulence, resulting in increased fatigue
loads on the turbines (Røkenes, 2009). In the design of a modern wind farm, there is
an increased emphasis to understand the effects of the terrain-wake interaction. In the
initial design phase, numerical models are a suitable tool for optimizing the layout of the
4Figure 1.3: Simulation of turbine-wake interaction in an array of turbines. Courtesy of
Los Alamos National Laboratory.
5(a) White Hill wind farm.
(b) Havøygavlen wind farm.
Figure 1.4: Wind turbines on complex terrain.
6turbines on the terrain. Such optimization will minimize the terrain-wake interference
losses and result in a better overall performance. The objective of the present research
is to develop a computational tool capable of accurate, reliable, and efficient numerical
simulation of a wind farm, including the complex features of turbine-wake and turbine-
terrain interactions.
1.2 Prior Work by Other Researchers
Wind turbines have been an active area of research in the past three decades. A
diverse range of literature, focusing on different aspects of the current problem of interest
is available. For present purposes, they are classified into wind flow prediction over
terrain, wind turbine modeling, complex terrain modeling, and wind turbines on complex
terrain, as shown in Fig. 1.5. In Fig. 1.5, the red entries denote the original contributions
of this research, the blue entry denotes an existing approach used in this research, the
green entry denotes the application of the current research, and the black entries are
various existing approaches. A detailed analysis of prior work in each of these areas is
helpful to place the current research in context.
1.2.1 Wind flow over terrain
1.2.1.1 Analytical studies
Early researchers focused on obtaining simple analytical formulations for predicting
wind speed-up over hills. In the seminal work by Jackson and Hunt (1975), an analytical
formulation for a two-layer description of adiabatic turbulent boundary layer on a uni-
formly rough surface over a low two-dimensional hill was proposed. The eddy viscosity
approximation was demonstrated to be reasonably valid near the surface and linearized
governing equations for the inner and outer regions of the boundary layer as well as
appropriate boundary conditions were obtained. By using Fourier transforms to obtain
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8the perturbation pressure, velocity, and surface shear stress, it was determined that the
increase in the near surface winds can be considerably greater than the potential flow
predictions.
Further improvements to Jackson and Hunt’s effort include the extension to three-
dimensional axisymmetric hills by Mason and Sykes (1979), and the development of
guidelines for wind speed-up estimation over non-separating hills by Kaimal and Finnigan
(1994). Weng et al. (2000) extended the work of Walmsley et al. (1989) by proposing
analytical formulations for estimating wind speed-up over two-dimensional ridges, three-
dimensional circular hills, and rolling terrains in the case of varying surface roughness.
Lemelin et al. (1988) proposed a procedure, called Lemelin Surry Davenport (LSD)
method, to estimate speed-up for any wind direction relative to the hills. This LSD
approach was basically a curve fit, based on computational flow simulations over various
analytical hill configurations, like three-dimensional axisymmetric hills, two-dimensional
ridges, escarpments, and embankments. The LSD approach was suitable only for mod-
erately sloped, regular, and isolated hills. It failed to predict the recirculation regions on
the leeside of hill when applied to the real Askervein terrain. As such, all these analytical
methods were simplistic and severely restrictive. At best, they provide a useful guideline
to obtain an estimate of wind speed-up over simple hills. These methods are not suitable
for wind resource assessment or meteorological applications.
1.2.1.2 Experimental studies
There is an abundance of literature relating to boundary layer wind tunnel ex-
periments over simple hills (Arya et al. (1987), Finnigan et al. (1990), Ferreira et al.
(1991), Almeida et al. (1993), Glanville and Kwok (1997), Miller and Davenport (1998),
Carpenter and Locke (1999), Ishihara et al. (1999), Shiau and Hsieh (2002), Ayotte and
Hughes (2004), and Cao and Tamura (2006)). Most of these experiments measured the
mean velocity profiles, separation zones, and turbulent Reynolds stresses using experi-
9mental techniques, like hot wire anemometer, hot film anemometer, split fiber probe, or
Laser-Doppler velocimetry. The geometries were simple two-dimensional cosine-shaped
hills, escarpments, or ridges. The motivation for these studies was to estimate the speed-
up or pollutant dispersion over idealized hills. Røkenes (2009) conducted detailed wind
tunnel studies over complex terrain models for the purpose of wind turbine micro-siting
in a wind farm. Hills with sharp, rounded crests with various inclination angles as well
as plateaus were considered. It was found the round crested hills were advantageous for
wind turbines, due to increased wind speeds and reduced levels of turbulence. The sharp
crested hills were characterized by separated flow with elevated turbulence. Thus, they
were deemed unsuitable for turbine siting.
In addition to boundary layer wind tunnel experiments, Lubitz and White (2007) per-
formed comparisons with field measurements; whereas, Ferreira et al. (1995) and Kim
et al. (1997) performed comparisons with computational results. Lubitz and White
studied the Altamont Pass in California, USA. The wind speed-up was measured as a
function of time and atmospheric stability. While Ferreira et al. studied the flow over
single, cosine-shaped hills, Kim et al. studied single as well as double hills. Their numeri-
cal procedure used a finite volume method on orthogonal and non-orthogonal body-fitted
coordinates, respectively, and various K−  turbulence models were considered.
Experimental investigations revealed the linear analytical theories tend to over-predict
speed-up at the hill top and are useful only in gently sloped hills with attached boundary
layer flow. While the wind tunnel experiments expanded the understanding of physics
of flow over curved hills, in general, they still have limitations. Real topographies are far
more complex than the idealized hills studied in the wind tunnels and physical modeling
of such intricate terrains is demanding, time-consuming, and expensive. The wind tunnel
results also have uncertainties when scaled to full size field measurements. Additionally,
they suffer from the tunnel blockage effects. For these reasons, computational methods
are more advantageous.
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1.2.1.3 Computational studies
Paterson and Holmes (1993) solved RANS equations with K −  turbulence model
on a collocated BFC to obtain wind speed-up over single ridge (escarpment, flat topped,
and bell shaped) and double ridge (with valley in between). Montavon (1998) used the
commercial CFX CFD software for simulating atmospheric flows over complex terrain
for the purpose of wind resource assessment. Kim et al. (2000) used a finite volume
procedure on BFC to solve RANS equations over various complex and real terrains like
the Coopers Ridge at New South Wales in Australia, Kettles Hill at Alberta in Canada,
Askervein Hill at Scotland in UK, and Sirhowy Valley at South Wales in UK. Stangroom
(2004) made use of the commercial CFX CFD software to test different turbulence models
over flat terrain, axisymmetric hill, and Askervein Hill. Finardi et al. (1995), Bechmann
and Sørensen (2010), and Lundquist et al. (2012) proposed improvements to turbulence
modeling in the context of flows over complex terrain. Palma et al. (2008) combined
experimental measurement techniques, linear wind models, and non-linear CFD analy-
sis for wind resource assessment and turbine positioning on a complex terrain. Ayotte
(2008) presents a detailed review of various computational modeling approaches for wind
resource assessment over complex terrains.
1.2.2 Wind turbine modeling
Several approaches have been devised in the past to model wind turbines within a
computational framework. Here, the analysis is restricted to methods that are suitable
with a non-linear computational solution procedure that involves solving the Navier-
Stokes equations. Tossas and Leonardi (2013) presents a review of the various computa-
tional modeling approaches for the wind turbines.
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1.2.2.1 Actuator disk model
In an actuator disk model, the swept area of the turbine blades is replaced with
a porous flat disk. The influence of the turbine on the flow-field is modeled through
distributed forces over the disk region. In essence, the actuator disk model is averaged
in the angular direction over one rotation of the turbine blade. The actuator disk model
has two variants in which the effects of the turbine swirl are ignored and considered.
Without swirl effects
The actuator disk model without swirl effects is an one-dimensional approach to
wind turbine modeling. In this method, the turbines are modeled only through axial
momentum extraction using a single thrust coefficient value. The turbine is uniformly
loaded across the disk and the effect of the turbine blades in the angular direction is
ignored. The thrust coefficient is not computed as a part of the solution procedure and
must be known as an input parameter a priori from velocity-thrust correlations for the
specific turbine. The turbine blade aerodynamic characteristics and geometry are not
considered. Such a method has been used by several researchers, including Jimenez
et al. (2007), Prospathopoulos et al. (2008), Calaf et al. (2010), Barthelmie et al. (2011),
and Castellani et al. (2015a).
With swirl effects
The actuator disk model with swirl effects is a two-dimensional approach to wind tur-
bine modeling, in which the blade rotational effects are also accounted for. This model
combines the actuator approach with the two-dimensional blade element theory to affect
the axial as well as tangential (rotational) directions. The aerodynamic forces on the tur-
bine blades are calculated by using information relating to the velocity field, blade geom-
etry, and blade aerodynamic characteristics. The obtained aerodynamic forces are then
extracted from the axial and tangential momentum equations. Since the aerodynamic
12
forces are calculated using the local blade geometry and velocity field, uneven turbine
disk loading can be accounted for in this approach. Masson et al. (2001), Mikkelsen et al.
(2001), and Ammara et al. (2002) used the actuator disk model with swirl approach to
simulate horizontal axis wind turbines.
1.2.2.2 Actuator line model
Owing to the circumferential averaging involved in the actuator disk model, the effect
of individual blades is lost. This shortcoming is addressed by Mikkelsen (2003), Troldberg
(2008), and Ivanell et al. (2009) in the so-called actuator line model by considering the
instantaneous position of the turbine blades. Instead of applying over the entire swept
area, the actuator line model applies the turbine forcing function only at the grid cells
occupied by the blades at every instant. Mikkelsen, Troldberg, and Ivanell et al. use a
Gaussian distribution function to spread the turbine forces over a few cells adjacent to
the actuator line to avoid numerical singularities and instabilities.
The actuator line model is a closer representation of the turbine blades. It captures
the evolution of the helical tip vortex shedding. However, it requires significantly more
computational effort owing to time integration restrictions and additional book-keeping of
the individual blade positions. Porte´-Agel et al. (2010) conducted a detailed comparison
of wind turbines with the actuator disk model (with and without swirl), actuator line
model, and wind tunnel experiments. It was found the actuator disk model without swirl
differed significantly from the experimental measurements in the near wake region. On
the other hand, the results of actuator disk model with swirl, actuator line model, and
the wind tunnel experiments were identical.
1.2.2.3 Actuator surface model
Even though the individual blades are considered in the actuator line model, they are
still modeled as point forces on the blade cross-section. In reality, the blade cross-section
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is airfoil shaped. The actuator surface model addresses this drawback by considering the
chord-wise variation of the forces. Additional details on the actuator surface model can
be found in Dobrev et al. (2007), Shen et al. (2009), and Sibuet Watters and Masson
(2010).
1.2.2.4 Momentum source model
In the preceding actuator models, the turbine is represented either by a flat disk or
a set of straight lines to simulate the averaged or instantaneous blade effects. Thus, the
turbine geometry is represented by a two-dimensional swept disk or a series of lines on this
two-dimensional disk. In contrast, the momentum source model is a three-dimensional
model that can account a more accurate description of turbine geometry. The inclu-
sion of turbine cone angle results in the swept region to be a coned surface. In more
complex situations with turbine blade deflections, the resulting swept region can be an
arbitrary three-dimensional surface. Rajagopalan and Fanucci (1985), Rajagopalan and
Lim (1991), Rajagopalan and Mathur (1993), and Zori and Rajagopalan (1995) devel-
oped the momentum source model that accounts for these three-dimensional effects to
study wind turbines and helicopter rotor blades. In the steady variant of the momen-
tum source model, only time averaged effects of the turbine over this three-dimensional
surface is considered. Guntupalli and Rajagopalan (2010) extended this approach with
the unsteady momentum source model for studying the unsteady effects of helicopter
rotor blades. In this research, the steady momentum source model is used for simulating
wind turbines. This steady momentum source model is also the basis of the virtual blade
model in the commercial CFD software Fluent (Ruith, 2005).
1.2.2.5 Full turbine approach
In the full turbine approach there is no modeling involved. Accurate turbine geometry
is incorporated and meshed. The turbine grid resolves the boundary layer flow and ro-
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tates with the blade. Such an approach is used by Sitaraman et al. (2014) and Gundling
et al. (2015) with the Helios (Sankaran et al., 2011) CFD code. While such an approach
is very accurate, there is a significant downside for its practical use with the existing com-
putational capabilities. The full turbine approach requires enormous computational re-
sources that are demanding even for the most well-equipped research laboratories around
the world. For example, the cell size in the case of a single rotor simulation in Gundling
et al. ranges between 30 to 160 million, requiring a CPU time of 1.5 to 7 days on a 64
to 512 core cluster computer.
1.2.3 Complex terrain modeling
Complex terrains are often irregular, curved, and highly sloped. A robust, efficient,
and effective numerical solution procedure of complex terrain flows is a challenging task.
Over the years, researchers have developed a variety of procedures for computational
solutions of such flows.
1.2.3.1 Cartesian formulation
Even though the Cartesian coordinates are not ideal, their simplicity has led re-
searchers to use them in the context of complex geometries. The use of Cartesian grids
around an irregular body results in the approximation of the boundary as a series of
steps. Consequently, a highly refined grid is necessary for accurate capturing of near
body flow. Moreover, such an approach also results in grid points blocked by the solid
bodies themselves. An alternate approach, is to adopt a so-called ‘cut-cell’ method in
which the near boundary cells are ‘cut’ to conform to the geometry (Kirkpatrick et al.,
2003).
Another popular method to tackle the complex geometry combines the versatility
of an unstructured procedure and the simplicity of the Cartesian grid resulting in the
quad-tree or oct-tree approach. Here, the grid consists of a parent structured Carte-
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sian mesh, selectively refined to a desired level near the bodies to better represent the
boundaries. Ochs and Rajagopalan (1998) used a quad-tree grid to solve two-dimensional
Navier-Stokes equations; whereas, Popinet (2003) used a quad-/oct-tree grid to study
two-/three-dimensional flows with Euler equations.
1.2.3.2 Curvilinear formulation
For proper resolution of geometry in flows involving complex terrains, there is a need
to use unstructured or a structured body-conforming grid. Curvilinear Body Fitted
Coordinates (BFC) are more suitable to complex geometries than Cartesian coordinates.
The curvilinear grids can be easily refined near the bodies for accurate capturing of
boundary layer effects, surface pressure, and friction–the parameters of most interest in
engineering applications. The curvilinear grids can be orthogonal or non-orthogonal.
Orthogonal curvilinear formulation
Pope (1978) obtained the governing equations for fluid flow and turbulence trans-
port in orthogonal curvilinear coordinates and described an accompanying grid genera-
tion procedure which involved solving a Laplace or Poisson partial differential equation.
Similarly, Rastogi (1984) developed axisymmetric orthogonal equations. Although the
orthogonal curvilinear coordinates are relatively simple, they are restrictive, even with a
block-structured grid in the types of geometry that can be studied (Lien and Leschziner,
1994). Moreover, the generation and control of the grid points is a challenging task in
itself.
Non-orthogonal curvilinear formulation
The use of general non-orthogonal curvilinear BFC opens the possibility for studying
a variety of complex geometry flows. With general non-orthogonal BFC, there is an ad-
ditional question of which velocity component to use as the primary solution variable. A
coordinate invariant vector can be decomposed into different components like Cartesian,
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contravariant, or covariant in a general non-orthogonal system. Researchers have devel-
oped several formulations with different choices of velocity components as the primary
solution variable. Each formulation has its own advantages and disadvantages.
Cartesian components
The most straightforward approach is to use the Cartesian velocity components as the
primary unknown variables. Rhie and Chow (1983), and Lien and Leschziner (1994) im-
plemented this formulation in a collocated grid; whereas, Shyy et al. (1985), and Coelho
and Pereira (1993) implemented this in a staggered grid. The advantage of such a formu-
lation is that the equations are easy to obtain. The use of Cartesian velocity components
always results in momentum equations with multi-directional pressure gradient terms,
irrespective of orthogonal or non-orthogonal grids (with the exception of the trivial case
of a Cartesian grid system). The usual practice is to ignore non-orthogonality, while
deriving the pressure and pressure-correction equation.
Peric (1990) noted as the deviation from the orthogonal grid becomes severe, dropping
non-orthogonal terms results in failure of convergence. To overcome the convergence
problem, non-directional pressure gradient terms need to be considered, while deriving
the pressure equation. Consequently, the resulting stencil for the discretized pressure
equation involves diagonal direction grid points in addition to the neighboring grid points.
Apart from giving rise to more terms and a complex stencil, the non-orthogonality results
in loss of diagonal dominance in the discretized pressure equation matrix. Iterative
solvers, while operating on such matrices, fail to converge, especially when the grid non-
orthogonality is severe (Peric).
Curvilinear components
In the context of pressure equation, the grid orientation can be leveraged to our
advantage by using curvilinear velocity components. Many researchers use either con-
travariant or covariant velocity components and have derived different forms of the gov-
erning equation. When curvilinear velocity components are used, the spatially varying
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nature of the basis vector gives rise to additional flux and source terms in the governing
equation. Convective and diffusive terms contain secondary non-directional fluxes that
need to be treated explicitly as part of the source term. In high Reynolds number flows,
the convection terms dominate over the diffusion terms. In the pressure-based solution
procedures of incompressible flow, it is desirable to treat convection terms implicitly,
while secondary diffusive fluxes may still be treated explicitly.
Contravariant components
Gal-Chen and Somerville (1975), Demirdzic et al. (1987), Yang et al. (1990), Rosenfeld
and Kwak (1991), Rosenfeld et al. (1991), Segal et al. (1992), Zang et al. (1994), Bijl and
Wesseling (1998), Graef et al. (1997), Luo and Bewley (2004), and Ge and Sotiropoulos
(2007) used contravariant velocities or fluxes in a stationary or time-dependent body-
fitted grid over a complex geometry. Although such a formulation represents the convec-
tive fluxes compactly and enables their implicit treatment with ease, the lack of diagonal
dominance in the pressure equation still persists, due to the presence of multi-directional
pressure gradient in the momentum equations.
Sharatchandra and Rhode (1994) followed a vector discretization procedure for steady
flows with the physical contravariant velocity components as the primary variable. The fi-
nal discrete equations contain cross-directional pressure gradient terms indirectly. When
their solution method is applied to unsteady flows, each discretized momentum equation
will have additional time derivative terms from the non-directional velocity components
that need to be treated explicitly. Sharatchandra and Rhode presented test cases that
have moderate grid non-orthogonality.
Covariant components
On the other hand, Karki and Patankar (1988b), and Tamamidis and Assanis (1993)
demonstrated that by using covariant velocity projections as the primary solution vari-
able, governing equations with unidirectional pressure gradient term is obtained. How-
ever, the divergence of convection-diffusion flux tensor expressed in pure covariant compo-
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nents yields far too many terms. The convective flux across a face cannot be represented
with a single velocity component alone and contains secondary non-directional fluxes.
Karki and Patankar (1988b) avoided the use of tensor transformation. The discrete
equations for covariant velocity projection were obtained by algebraic manipulation of
the discrete equations for Cartesian components. Tamamidis and Assanis (1993) used the
tensor transformation technique to obtain the governing equations in a differential form.
The mathematics of the Karki and Patankar’s method for discretization is simple and
yields a straight forward method for the numerical algorithm using covariant velocities.
However, the resulting equations are useful in the discretized form only and are not
amenable to analytic simplifications.
1.2.3.3 Efficiency of the curvilinear formulation
While a curvilinear velocity solution procedure is effective, it is not efficient. The
drawback of the curvilinear velocity formulation–be it contravariant or covariant–is that
the momentum equations contain complex secondary source terms owing to the spatially
varying nature of the basis vectors. Engineering flows in many practical geometries
can be solved without the need for a complex, completely non-orthogonal grid. Even
in a problem that has complex geometry, the grids in the entire domain need not be
general non-orthogonal. Often, the grid lines are conforming near the body and far away,
they become orthogonal or even Cartesian. Many block-structured or patched grids
make use of such grid arrangement. Depending on the choice of a coordinate system
or grid configuration, some or several of the secondary source terms vanish. Indeed,
most of the cases presented as validation for non-orthogonal coordinates in Rosenfeld
et al. (1991), Segal et al. (1992), Coelho and Pereira (1993), Tamamidis and Assanis
(1993), Zang et al. (1994), and Graef et al. (1997) use geometries with grids either
triply orthogonal or quasi-orthogonal. The term quasi-orthogonal grid refers to a three-
dimensional grid in which the first two coordinates are non-orthogonal to each other
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and the third coordinate is orthogonal to the first two. Thus, a complex, general non-
orthogonal solution procedure is unnecessary and inefficient for those orthogonal or quasi-
orthogonal problems.
A general non-orthogonal solver based on a curvilinear formulation could be used
on a simplified geometry without any additional modification. However, it would not
take advantage of the associated simplification of the metrics in the governing equations.
In this scenario, a generic solver would compute multiple metrics, which are otherwise
unnecessary. Such a solver is inefficient, computationally more expensive, and results
in sub-optimal use of computing resources. Perhaps more importantly, based on nu-
merical discretization and evaluation, the metrics might introduce spurious errors in the
solution. Thus, it would be advantageous to identify and implement geometry-based
simplifications.
While many researchers have formulated governing conservation equations in general
coordinates (Gal-Chen and Somerville (1975), Pope (1978), Rhie and Chow (1983), Shyy
et al. (1985), Demirdzic et al. (1987), Karki and Patankar (1988a), Yang et al. (1990),
Rosenfeld and Kwak (1991), Rosenfeld et al. (1991), Segal et al. (1992), Coelho and
Pereira (1993), Tamamidis and Assanis (1993), Lien and Leschziner (1994), Sharatchan-
dra and Rhode (1994), Zang et al. (1994), Graef et al. (1997), Bijl and Wesseling
(1998), Luo and Bewley (2004), and Ge and Sotiropoulos (2007)), only a few explore
geometry-based reductions. Even those that address this topic, do so in a non-rigorous
manner without taking advantage of all possible simplifications. For example, Demirdzic
et al. explain the reduction in the metric tensor and not the various Christoffel symbols
of the second kind, while Pope refers to the vanishing of the grid stretching metric alone.
Gal-Chen and Somerville obtained all possible metric reductions for one particular appli-
cation of flow over mountainous terrain. While an algebraic and discrete procedure like
Karki and Patankar’s study is easier to formulate, it it not suitable for geometry-based
analytic simplifications from a continuum standpoint (Luo and Bewley).
20
1.2.4 Wind turbines on complex terrains
1.2.4.1 Field measurements
Baker and Walker (1984) completed field measurements of the wakes behind two of the
three 2.5 MW, two-bladed, upwind MOD-2 turbines at the Goodnoe Hills in Washington,
USA. The other HAWT was not in operation during the study. The Goodnoe Hills are
located on an east-west oriented ridge, overlooking the Columbia River. Baker and
Walker used primitive kite anemometers to measure the velocity profiles 2D upstream
and 3D, 5D, 7D, and 9D downstream of wind turbines one and three (D = 91m is the
turbine blade diameter). Under stable atmospheric conditions, the deficit velocity was is
in the range 30−40% between 3D and 5D and 15−18% at 9D. With increased levels of
atmospheric turbulence, the wake dissipated quicker. The velocity deficit was 15− 20%
at 7D and no significant wake was observed at 9D. Most importantly, they found the
wake profiles behind turbines one and three were not similar and deduced the reason to
be topographical effects.
Elliott and Barnard (1990) performed more extensive measurements at the same
location with bi-vane anemometers on top of nine meteorological towers to measure the
average velocity deficit, wake width, trajectory, vertical profile, and stratification. They
found a rather surprising linear relationship between velocity deficit and downstream
distance. The effects of the roughness caused by the trees upwind of the site were also
studied. The trees were observed to cause a 30% reduction in wind speed factor and a
2− 3% increase in turbulence intensity.
As technology developed, the measurement techniques improved in their accuracy
and sophistication. Recently, Subramanian et al. (2015) from ETH Zurich used an au-
tonomous, sophisticated drone to measure the near-wake properties behind a single tur-
bine located in the Mont Crossin wind farm in Switzerland. They measured the profiles
for wind speed, direction, turbulence, and pressure behind the 2 MW Vestas V90 HAWT.
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Subramanian et al. observed the pitch between subsequent tip vortices increased in the
near-wake as it evolved.
Kim et al. (2015) used meteorological towers to measure the wind speed, shear, and
turbulence before and after construction of the Yeongheung wind farm in the mountain-
ous island of South Korea. While the mean wind speed was similar during the two stages
of the measurements, there was a significant increase in the wind shear and turbulence
intensity after the construction of the wind farm.
The downside of field measurements to analyze a wind farm is that they are use-
ful for post construction analysis and not directly useful in the initial design analysis
phase. Additionally, they are often expensive, require extensive logistics, and are time
consuming. The field measurements also result in turbine downtime, causing economic
losses.
1.2.4.2 Computational studies
The objective of Migoya et al. (2007) was to deduce and validate a relationship
between the wind characteristics measured with the field anemometers and the power
output of turbines in a wind farm. Towards this end, they numerically studied the
Sotavento wind farm located in the Galicia region of north-west Spain, whose topography
can be classified as moderately complex. The Sotavento wind farm consists of two
weather towers and twenty-four different wind turbines. The turbine’s diameters had
a range of 44-64m and a rated power capacity of 0.6-1.32 MW. The turbine wake effects
were taken into account using the UPMPARK model which is based on the UPMWAKE
model proposed by Crespo et al. (1985) and Crespo and Herna´ndez (1989). The terrain
was accounted using Migoya et al.’s linearized UPMORO model and the linearized WAsP
(2016) model, an industry standard code developed by Risø Laboratory, Denmark. The
linearized models were found to be suitable only for certain directions of wind that
did not result in flow separation over topography. For wind directions that result in
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complex, separated flows, Migoya et al. had to resort to non-linear CFD using the
commercial software Fluent. Using such dual linear and non-linear procedures, they
obtained numerical results for velocity and turbulence profiles in wind farms. Comparison
of power between the field data and the numerical results were also performed.
Horns-Rev (see Fig. 1.2) is a large offshore wind farm (with no complex terrain) lo-
cated off the west coast of Denmark. It has been the subject of a number of numerical
studies. Ivanell et al. (2007) made use of an existing in-house CFD code, EllipSys3D,
with actuator disk and actuator line models to perform numerical computations of wind
turbine wakes. EllipSys3D, developed earlier by Michelsen (1992, 1994) and Sørensen
(1995), is a finite volume code that uses a multi-block structured collocated grid. Ivanell
et al. used this code to perform Large Eddy Simulations (LES) of turbine-wake interac-
tions in a region encompassing twenty of the eighty wind turbines at Horns-Rev. With
grids of size six to fourteen million cells and periodic boundary conditions, the twenty
subsets of turbines were idealized to represent the effect of the entire eighty turbines. An
inverse relationship between the turbine wake length and the turbulence intensity was
found from the numerical studies.
Porte´-Agel et al. (2013) also performed simulations on the Horns-Rev wind farm.
Using significant computational resources, sixty-seven Large Eddy Simulations (with
different incoming wind directions) were performed over the entire set of eighty turbines.
It was found that the direction of the incident wind angle had a dramatic impact on the
turbine-wake interactions and a small change of 10° in the wind angle from the worst
case scenario caused a 43% increase in the total power output.
Under the aegis of European commission, Upwind WP8 (Barthelmie et al., 2011) was
a large collaborative project with an objective to understand the physics of a cluster of
turbines for complex terrain and off-shore applications. This project focused on various
aspects of wind farms, including large-scale field measurements, cluster wake effects, com-
plex terrain analysis, and wind farm economics. As a part of this project, Prospathopou-
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los et al. (2008) studied the influence of terrain on turbines. Three different methods, in-
cluding an in-house non-linear CRES-FlowNS CFD code, non-linear CFDWake code from
the National Renewable Energy Centre (CENER) in Spain, and the linearized WAsP
(2016) code, were used. The in-house CRES-FlowNS CFD code is a body-fitted RANS
solver with various K− (Jones and Launder, 1972) and K−ω (Wilcox, 1988) turbulence
models. A simplistic actuator disk model without the swirl effect is used to model the
turbines. The actuator disk model extracted axial momentum using a single thrust coef-
ficient (Ct) value known a priori. Moreover, the Ct value is an input parameter, obtained
from an analytical or experimental thrust-velocity correlation for the specific turbine.
This simple actuator disk model does not consider the turbine blade sectional properties
or the effects of turbine-induced wake-swirl. The CFDWake code from CENER is based
on commercial CFD software Fluent, and uses models similar to the CRES-FlowNS code
for turbulence and turbines. Using these codes, flow through a turbine on a flat, quasi-
3D, 3D Gaussian terrain (Prospathopoulos et al., 2008), and a complex wind farm site
in Spain (Prospathopoulos et al., 2010) were simulated.
Makridis and Chick (2013) used the commercial CFD software Fluent, with unstruc-
tured grids to simulate wind turbines on complex terrains. The RANS equations along
with the Reynolds stress model are used for flow solution. The wind turbines are modeled
using the Fluent’s virtual blade model developed by Ruith (2005), based on the momen-
tum source model for vertical axis wind turbines and helicopters by Rajagopalan and
Fanucci (1985), Rajagopalan and Lim (1991), Rajagopalan and Mathur (1993), and Zori
and Rajagopalan (1995). Makridis and Chick performed simulations of flow over the
Askervein Hill without turbines, single turbine on a flat terrain, and a coastal terrain
wind farm site.
Castellani et al. (2015a,b) studied two wind farm sites located in southern Italy. The
topographies of the two sites can be categorized as gentle and complex. The gentler
terrain wind farm is dominated by turbine-wake effects. It has nine turbines, each rated
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at 2 MW. In addition to the turbine-wakes, the terrain plays an important role in the
complex terrain wind farm site. It has seventeen 2.3 MW wind turbines. Castellani et
al. used an existing RANS solver, WindSim, developed by Moreno et al. (2003), which,
in turn, is based on the PHOENICS code developed by Spalding (PHOENICS, 2016).
The WindSim solves RANS equations with the RNG K−  model (Yakhot et al., 1992)
on a collocated Cartesian grid. The wind turbines are modeled with the actuator disk
model and the swirl effect is ignored. Also in this research, the power estimation is
based on the pressure differential across the turbine disk and not the mechanical torque
on the blades. Using grids of approximately 1.5 million cells, numerical estimation of
wind speed-up, wind directional shifts, turbulence intensity, and power were compared
against the turbines’ Supervisory Control and Data Acquisition (SCADA) data sets.
1.3 Present Research
The primary focus and contributions of this research are concerned with accurate
incorporation of terrain into the flow simulation. The previous discussions in Sec-
tions 1.2.3 - 1.2.3.2 leads to the primary motivation of the present research–a pressure-
based solution procedure for incompressible flow using governing equations with uni-
directional pressure gradient and compact representation for the convective flux. In
this research, the governing conservation equations are redeveloped by expressing the
convection-diffusion flux tensor in a new, mixed contravariant-covariant basis with phys-
ical covariant velocities as the primary solution variable. It is demonstrated, the face flux
can be compactly represented, while still retaining the diagonal dominance in the discrete
pressure equation. At this point, it must be stressed that the way the physical velocity
components are defined and used in this research is different from Karki and Patankar
(1988b), Tamamidis and Assanis (1993), and Graef et al. (1997). The present definition
is consistent with the convention adopted in tensor theory and by many other researchers
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like Yang et al. (1994) and Warsi (2005). The equations developed in the mixed basis
for the general non-orthogonal coordinates closely resemble the orthogonal equations.
As a result, an existing orthogonal solver can be extended to a non-orthogonal solver
with minimal changes. The proposed procedure is generic, containing complex secondary
source terms and can be used to study a variety of problems.
The discussion in Section 1.2.3.3 leads to the secondary motivation of the present
research–a novel differential geometry procedure to develop the simplifications in the
governing conservation equations for various geometries of practical applications, includ-
ing the general non-orthogonal, tubular, rotated, extruded, triply orthogonal, toroidal,
spherical, cylindrical, and Cartesian. From the perspective of a Computational Fluid
Dynamics (CFD) solution, it would be desirable to develop an efficient solver to han-
dle all these classes of geometries while at the same time considering all the geometric
simplifications for all the different coordinate systems . The present mixed basis Navier-
Stokes equations are obtained in a differential form and has a structure efficient for CFD
implementation to various complex geometries. The techniques developed here present
a unifying framework to obtain one top level set of equations and computational solver
using mixed formulation that retains a majority of terms to be invariant. By implement-
ing a simple metric reduction procedure in the pre-processor stage, a single CFD solver
can be used to study a variety of complex geometry problems efficiently.
The discussion in Section 1.2.4.2 leads to the application of the present research–
a RANS-based computational tool capable of simulating turbine-turbine and turbine-
terrain interactions in a complex wind farm. The Reynolds Averaged Navier-Stokes
(RANS) equations are used to solve the flow-field using the SIMPLER algorithm by
Patankar (1980). Three different turbulence closure models, including the standard (Jones
and Launder, 1972), RNG (Yakhot et al., 1992), and realizable K−  (Shih et al., 1995),
are implemented and compared. The wind turbines are modeled using the momentum
source method developed by Rajagopalan and Fanucci (1985), Rajagopalan and Lim
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(1991), Rajagopalan and Mathur (1993), and Zori and Rajagopalan (1995). The mixed-
basis RANS equations along with the momentum source model are implemented in a
new, three-dimensional CFD code. Several results, including 2D non-orthogonal valida-
tion, 2D turbulence model validation, 3D flows inside complex curved geometries, 2D
flow over model hill, and 3D flow over complex terrain, are presented. The CFD solver
is then validated for wind turbine modeling. Cases that explore the turbine-wake and
complex terrain interactions follow.
1.4 Original Contributions of the Present Research
Original contributions from this research are summarized below.
1. Development of the Navier-Stokes equations in a new mixed basis formulation for
complex geometry flows. The RANS equations are developed in a differential form
for the general curvilinear non-orthogonal body-fitted coordinates.
2. Using a differential geometry approach, the mixed basis Navier-Stokes equations
are reduced from the general non-orthogonal coordinates to various complex ge-
ometry configurations like tubular, rotated, extruded, and orthogonal coordinates.
Such a procedure provides a unified framework for obtaining the equations and
an efficient computational solver for studying flows in geometries ranging from the
complex non-orthogonal to the simple Cartesian systems.
3. Implemented an existing momentum source model for wind turbines into the mixed
basis equations to develop a computational tool capable of simulating turbine-wake
and turbine-terrain interactions in a wind farm.
4. A new, three-dimensional, RANS-based, CFD code has been developed using the
mixed-basis formulation. The code is developed in FORTRAN language and par-
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allelized with the OpenMP paradigm. The program has approximately 29000 lines
of code and 204 subroutines.
1.5 Organization of the Dissertation
Motivations for the present research and a detailed analysis of the literature are pre-
sented in this chapter. Chapter 2 establishes the mathematical convention adopted in this
dissertation. Chapter 3 introduces the Reynolds Averaged Navier-Stokes equations and
turbulence equations in an invariant and mixed basis form. The momentum source model
for simulating wind turbines is also discussed. Chapter 4 uses a differential geometry
approach to reduce the mixed basis governing equations for various complex geometries
of practical applications. Chapter 5 discusses the discretization procedure, numerical
algorithm, and the boundary conditions. Chapter 6 presents the results from various
test cases. Chapter 7 provides conclusions and suggestions. Various appendices A -
G, describe additional mathematical relations, turbulence equations, expansion of the
turbulent production term, discrete pressure equation in the case of multi-directional
pressure gradient term, geometrical expressions, terrain grid generation procedure, and
airfoil tables.
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CHAPTER 2. MATHEMATICAL CONVENTION
The present chapter is used to establish the mathematical conventions adopted in this
dissertation. Details relating to various coordinate systems, basis vectors, vector/tensor
components, metric quantities, and different mathematical operators are explained in
detail. The procedure for numerical evaluation of the metric quantities is also explained
for the purpose of implementation in a computer program. Additional details on the
mathematical convention can be obtained from a classical tensor reference (Lebedev and
Cloud, 2003) or a fluid dynamics reference (Warsi, 2005).
2.1 Curvilinear Coordinate System
Consider a curvilinear coordinate system xi. Any point, say P , in a three-dimensional
space can be denoted using a set of three coordinate values (x1, x2, x3). Here, the super-
scripts are used for representational purposes only and they do not indicate exponents.
The curvilinear coordinates xi do not necessarily represent length. They may represent
angular measures as in the case of a cylindrical or a spherical coordinate system. Ad-
ditionally, the same point P can be denoted using Cartesian coordinates (x, y, z). In a
Cartesian coordinate system, the coordinate lines are straight and mutually perpendic-
ular to each other. A curvilinear coordinate system is different from a Cartesian system
in the sense the coordinate lines can be curved and intersect at arbitrary angles. A
curvilinear system is far more general and useful than a Cartesian system when using a
complex geometry. Figure 2.1 shows a Cartesian and curvilinear coordinate system.
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Figure 2.1: Right-handed Cartesian (x, y, z) and curvilinear (x1, x2, x3) coordinate sys-
tem.
2.2 Basis Vectors
Once a coordinate system is established, it is possible to define a set of vectors called
basis vectors. The basis vectors are linearly independent vectors. Any vector quantity
can be expressed as a linear combination of these basis vectors. An ‘n’ dimensional
coordinate system has ‘n’ linearly independent basis vectors. In a Cartesian coordinate
system, the unit vectors (ˆi, jˆ, kˆ) are the most commonly used set of basis vectors. These
basis vectors have a constant magnitude of one and constant directions along the (x, y, z)
coordinates. In a curvilinear coordinate system, in general two sets of basis vectors are
defined.
1. Covariant or the tangent basis vectors.
2. Contravariant or the reciprocal basis vectors.
2.2.1 Covariant basis vectors
The covariant basis vectors are tangential to the coordinate lines and known as tan-
gent basis vectors. Consider a point, P , whose coordinates are (x1, x2, x3). The position
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Figure 2.2: Differential element vector.
vector of P , with respect to an origin, O, is ~R as shown in Fig. 2.2. P ′ is another point
close to P and its coordinates are (x1 + ∆x1, x2 + ∆x2, x3 + ∆x3). The position vector
of P ′, with respect to the origin O, is ~R +
#    ”
∆R. Using the law of addition of vectors,
the incremental vector
#    ”
∆R pointing from P to P ′ is
#    ”
∆R =
#     ”
PP ′ =
#     ”
OP ′ − #    ”OP . In the
infinitesimal limit, this incremental vector
#    ”
∆R becomes the differential vector
#  ”
dR, i.e.,
lim
∆→0
#    ”
∆R =
#  ”
dR. By using the chain rule, the total differential
#  ”
dR is
lim
∆→0
#    ”
∆R =
#  ”
dR =
∂ ~R
∂x1
dx1 +
∂ ~R
∂x2
dx2 +
∂ ~R
∂x3
dx3,
=
∂ ~R
∂xi
dxi,
= ~ei dx
i,
where
~ei =
∂ ~R
∂xi
(2.1)
are called the covariant or the tangent basis vectors. Here, Einstein summation con-
vention is adopted. In the case of a repeated or dummy index like ‘i’, a summation
is performed over all possible values of the index, i.e., ~ei dx
i =
3∑
i=1
~ei dx
i = ~e1 dx
1 +
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~e2 dx
2 + ~e3 dx
3. Covariant basis vectors are usually denoted with subscripts. Unlike the
Cartesian basis vectors (ˆi, jˆ, kˆ), the covariant basis vectors have neither unit magnitude
nor constant direction. To indicate these vectors have non-unit magnitude, arrowheads
are used instead of hats.
2.2.2 Contravariant basis vectors
The contravariant or the reciprocal basis vectors are directed along the normal to the
coordinate surfaces. The contravariant basis vectors are given by,
~e i = ∇xi, (2.2)
where ∇ is the conventional gradient operator. Thus, ~e 1 is normal to the x1 = con-
stant surface, ~e 2 is normal to the x2 = constant surface, and so on. The contravariant
basis vectors are denoted with superscripts. Just like the covariant basis vectors, the
contravariant basis vectors have neither unit magnitude nor constant direction. The
covariant and contravariant basis vectors form a tangent-reciprocal basis to satisfy the
Kronecker-delta criterion.
~ei · ~e j = δji . (2.3)
The Kronecker-delta function is defined as δji = 1, if i = j and δ
j
i = 0, if i 6= j. It
is important to note the covariant and contravariant basis vectors are not independent
sets of basis vectors and they are related to each other. The relationship between these
two sets of basis vectors can be obtained through physical reasoning. By definition,
the covariant and contravariant basis vectors are tangent to the coordinate lines and
normal to the coordinate surfaces, respectively. The coordinate surface, x1 = constant,
contains the tangent vectors, ~e2 and ~e3, on its surface as shown in Fig. 2.3. Therefore,
the resultant vector of the cross product, ~e2 × ~e3, is perpendicular to the x1 = constant
surface. Additionally, the vector ~e 1 is also normal to the x1 = constant surface. It is
then possible to write the relation ~e 1 = C (~e2 × ~e3) where C is some scaling constant.
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Figure 2.3: Relationship between the covariant and contravariant basis vectors.
To establish the value of the constant C, Eq. (2.3) is used.
~e1 · ~e 1 = 1,
~e1 · C (~e2 × ~e3) = 1,
∴ C = 1
~e1 · (~e2 × ~e3) .
Thus, the contravariant vector, ~e 1, is
~e 1 = ∇x1 = ~e2 × ~e3
~e1 · (~e2 × ~e3) . (2.4)
Similarly,
~e 2 = ∇x2 = ~e3 × ~e1
~e2 · (~e3 × ~e1) . (2.5)
~e 3 = ∇x3 = ~e1 × ~e2
~e3 · (~e1 × ~e2) . (2.6)
Figure 2.4 shows the covariant and contravariant basis vectors. The distinction between
the covariant and contravariant basis vectors exists only in non-orthogonal coordinates,
and they become one and the same in the case of orthogonal coordinates.
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Figure 2.4: Covariant (red) and contravariant (blue) basis vectors.
2.2.3 Unit basis vectors
As noted earlier, the covariant and contravariant basis vectors have non-unit mag-
nitude. The unit basis vectors are obtained by normalizing the basis vectors with their
corresponding magnitudes or scale factors. Throughout this dissertation, no summation
is implied on the repeated indices when they are used with the scale factors. To denote
the unit basis vectors have a magnitude of one, these vectors are denoted with hats
instead of arrowheads.
eˆi =
~ei
hi
, hi = |~ei|, (2.7)
eˆ i =
~e i
hi
, hi = |~e i|. (2.8)
2.2.4 Scale factors
The metrics hi and h
i are covariant and contravariant scale factors, respectively. In
general, they are functions of all three coordinates (x1, x2, x3). They are termed scale fac-
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tors because they relate coordinate differentials to physical lengths. The covariant scale
factor, hi, relates the differential along a particular coordinate line to its corresponding
physical length. This can be realized by taking the scalar product of the differential
element
#  ”
dR with the unit vector eˆ1.
#  ”
dR · eˆ1 =
(
~e1 dx
1 + ~e2 dx
2 + ~e3 dx
3
) · eˆ1,
=
(
~e1 dx
1 + ~e2 dx
2 + ~e3 dx
3
) · ~e1
h1
,
=
(~e1 · ~e1)
h1
dx1 +
(~e2 · ~e1)
h1
dx2 +
(~e3 · ~e1)
h1
dx3.
If the differential elemental vector is restricted along one coordinate line only, say x1,
then dx2 = dx3 = 0. Therefore,
#  ”
dR · eˆ1 = (~e1 · ~e1)
h1
dx1,
=
(h21)
h1
dx1,
= h1 dx
1.
Thus, h1 relates the coordinate differential, dx
1, to its physical length,
#  ”
dR · eˆ1. In
contrast, the inverse of the contravariant scale factor h1, relates the coordinate differential
along x1 to the normal distance along the x1 direction.
#  ”
dR · eˆ 1 = (~e1 dx1 + ~e2 dx2 + ~e3 dx3) · eˆ 1,
=
(
~e1 dx
1 + ~e2 dx
2 + ~e3 dx
3
) · ~e 1
h1
,
=
(~e1 · ~e 1)
h1
dx1 +
(~e2 · ~e 1)
h1
dx2 +
(~e3 · ~e 1)
h1
dx3,
=
dx1
h1
,
since ~e1 · ~e 1 = 1, ~e2 · ~e 1 = 0, and ~e3 · ~e 1 = 0 from Eq. (2.3).
2.3 Vector and Tensor Components
A vector is a quantity with magnitude as well as direction. A vector in an ‘n’ di-
mensional space has ‘n’ components. The vector is an invariant quantity. However, the
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components of a vector are an artifact of the mathematical construct used to describe it.
A vector can have multiple sets of components, depending on the basis used to describe
it. In non-orthogonal coordinates, a vector ~V , can be described using contravariant
components, V i, along the covariant basis, ~ei, or covariant components, Vi, along the
contravariant basis, ~e i.
~V = V i ~ei = Vi ~e
i. (2.9)
The contravariant and covariant components are obtained using the following rela-
tionships.
V i = ~V · ~e i. (2.10)
Vi = ~V · ~ei. (2.11)
In contrast, the velocity resolutes or projections are obtained by taking a scalar
product of the vector with the unit vectors. The contravariant and covariant velocity
resolutes are given by,
ui = ~V · eˆi. (2.12)
ui = ~V · eˆi. (2.13)
Figure 2.5 shows the various components of an invariant vector in two-dimensions.
Tensors can be considered as higher order vectors. The number of components of a tensor
depends on the order/rank of the tensor and the number of spatial dimensions of the
coordinate system. In fluid mechanics, second order tensors occur most frequently and
in a three-dimensional space they have nine components. In general, any quantity can
be considered as a tensor. Scalars are tensors of zeroth order, vectors are tensors of first
order, and so on. In general coordinates, a second order tensor can be described using
pure contravariant or covariant components. It is also possible to describe the same tensor
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~V
V 1~e1
V 2~e2
V1~e
1
V2~e
2
x1
x2
~V
x1
x2
u1eˆ1
u2eˆ2
u1eˆ1
u2eˆ2
1
Figure 2.5: Contravariant components (red), covariant components (blue), contravariant
resolutes (pink), and covariant resolutes (cyan) of a vector (golden yellow).
using mixed contravariant-covariant or mixed covariant-contravariant components.
T˜ = T ij ~ei~ej = Tij ~e
i~e j = T ij ~ei~e
j = T ji ~e
i~ej. (2.14)
2.3.1 Physical components
The vector and tensor components described in Eqs. (2.9) and (2.14) are referred as
non-physical components. This is due to the fact these components are defined with
respect to non-normalized bases. These non-physical components have geometric scale
factors associated with them and do not have the same dimensions as the physical quan-
tities. Yang et al. (1990) noted when the non-physical components are used in a CFD
solution procedure, they exhibit undesirable grid sensitivity. Furthermore, it will be
shown in Chapter 4 the use of physical components eliminates a grid stretching term in
the momentum equations under certain conditions. For these reasons, the non-physical
components can be replaced with their corresponding physical counterparts.
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vi = V i hi, vi = Vi h
i. (2.15)
tij = T ij hihj, tij = Tij h
ihj, tij = T
i
j hih
j, tji = T
j
i h
ihj. (2.16)
2.4 Metric Tensors
In orthogonal coordinates, the scalar product of the basis vectors results in the
Kronecker-delta criterion. However, in general coordinates, since the coordinate lines
meet non-orthogonally, the scalar product of the basis vectors does not satisfy the
Kronecker-delta criterion. Instead, the scalar product of the covariant and contravari-
ant basis vectors gives rise to the so-called covariant, gij, and contravariant, g
ij, metric
tensors, respectively.
~ei · ~ej = gij. (2.17)
~e i · ~e j = gij. (2.18)
In a three-dimensional space, these metric tensors have nine components.
gij =

g11 g12 g13
g21 g22 g23
g31 g32 g33
 .
gij =

g11 g12 g13
g21 g22 g23
g31 g32 g33
 .
Since the scalar product of two vectors is commutative, i.e., ~ei · ~ej = ~ej · ~ei and
~e i · ~e j = ~e j · ~e i, the metric tensors are symmetric, i.e., gij = gji and gij = gji. The
diagonal elements of the metric tensors can be related to the scale factors from Eqs. (2.7)
and (2.8) as follows.
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gii = ~ei · ~ei = |~ei|2 = h2i . (2.19)
gii = ~e i · ~e i = |~e i|2 = hi2. (2.20)
In the previous equations, no summation is implied on the index ‘i’. In the special case
of orthogonal coordinates, the basis vectors intersect at right angles and the off-diagonal
entries of the metric tensors vanish, i.e., gij = g
ij = 0 for i 6= j.
2.4.1 Relationship between the covariant and contravariant metric tensors
To establish a relationship between the covariant and contravariant metric tensors,
there is a need to introduce another important tensor known as the identity tensor. An
identity tensor maps a vector onto itself. If, I˜, is an identity tensor and ~V is any vector,
the following relationship holds true.
~V = I˜ · ~V . (2.21)
Like any other tensor as in Eq. (2.14), an identity tensor has covariant, contravariant,
and mixed form representations. To find the components of the identity tensor, Eq. (2.21)
is used. Let the identity tensor be expressed in a mixed contravariant-covariant basis,
i.e., I˜ = Iji ~e
i~ej, where I
j
i are the components of the identity tensor to be determined.
The vector, ~V , is expressed in contravariant basis ~V = Vk ~e
k. Then, using Eq. (2.21),
~V = Iji ~e
i~ej · Vk ~e k,
= Iji Vk ~e
i
(
~ej · ~e k
)
,
= Iji Vk ~e
i δkj ,
= Iji Vj ~e
i.
The vector on the left-hand side is now expressed as ~V = Vi ~e
i.
Vi ~e
i = Iji Vj ~e
i,
Vi = I
j
i Vj.
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Upon examining the previous equation, the only possible representation of Iji that
satisfies the relationship is the Kronecker-delta function, Iji = δ
j
i , since δ
j
iVj = Vi. There-
fore, the identity tensor in a mixed contravariant-covariant basis has the following form.
I˜ = δji ~e
i~ej. (2.22)
Similar proof holds good for the mixed covariant-contravariant basis representation
of the identity tensor.
I˜ = δij ~ei~e
j. (2.23)
To determine the pure covariant and contravariant forms of the identity tensor, an-
other property of the identity tensor is used. An identity tensor maps onto itself.
I˜ = I˜ · I˜ . (2.24)
Using the two mixed forms of the identity tensor from Eqs. (2.22) and (2.23), replacing
the dummy index ‘j’ in Eq. (2.22) by ‘k’ and dummy index ‘i’ in Eq. (2.23) by ‘l’, gives
the form of the identity tensor in the contravariant basis.
I˜ = δki ~e
i~ek · δlj ~el~e j,
= δki δ
l
j ~e
i (~ek · ~el)~e j,
= δki δ
l
j ~e
i gkl ~e
j,
I˜ = gij ~e
i~e j. (2.25)
The identity tensor in the covariant basis can be obtained in a similar manner.
I˜ = gij ~ei~ej. (2.26)
Thus, in general coordinates, the identity tensor has the following four different rep-
resentations.
I˜ = gij ~ei~ej = gij ~e
i~e j = δji ~e
i~ej = δ
i
j ~ei~e
j. (2.27)
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Finally, to establish the relationship between the covariant and contravariant metric
tensors, Eq. (2.24) is used. Using the covariant and contravariant forms of the identity
tensor from Eq. (2.27),
I˜ = gij ~e
i~e j · gmn~em~en,
= gijg
mn ~e i
(
~e j · ~em
)
~en,
= gijg
mn ~e i δjm ~en,
= gijg
jn ~e i~en,
I˜ = gijg
jk ~e i~ek.
From Eq. (2.27), the identity tensor on the left-hand side is expressed as I˜ = δki ~e
i~ek.
δki ~e
i~ek = gijg
jk ~e i~ek.
Equating the components on either sides,
δki = gijg
jk. (2.28)
The above relationship establishes the covariant and contravariant metric tensors are
the inverse of each other.
gij = Inv (gij) . (2.29)
Let g be the determinant of the covariant metric tensor, gij. Then,
g =
∣∣∣∣∣∣∣∣∣∣∣
g11 g12 g13
g21 g22 g23
g31 g32 g33
∣∣∣∣∣∣∣∣∣∣∣
,
= g11g22g33 + 2g12g13g23 − (g23)2 g11 − (g13)2 g22 − (g12)2 g33. (2.30)
The six unique components of the contravariant metric tensor are
g11 =
g22g33 − (g23)2
g
, (2.31)
g22 =
g11g33 − (g13)2
g
, (2.32)
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g33 =
g11g22 − (g12)2
g
, (2.33)
g12 =
g13g23 − g12g33
g
, (2.34)
g13 =
g12g23 − g13g22
g
, (2.35)
g23 =
g12g13 − g23g11
g
. (2.36)
With the determinant of the covariant metric tensor defined, it can also be shown to
equal the square of the volume of the parallelepiped formed by the vectors, ~e1, ~e2, and
~e3. To prove this, consider three vectors, ~a, ~b, and ~c. The volume of the parallelepiped
formed by them is given by the scalar triple product.
~a ·
(
~b× ~c
)
=
∣∣∣∣∣∣∣∣∣∣∣
a1 a2 a3
b1 b2 b3
c1 c2 c3
∣∣∣∣∣∣∣∣∣∣∣
.
Squaring the above equation,
[
~a ·
(
~b× ~c
)]2
=
∣∣∣∣∣∣∣∣∣∣∣
a1 a2 a3
b1 b2 b3
c1 c2 c3
∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣
a1 a2 a3
b1 b2 b3
c1 c2 c3
∣∣∣∣∣∣∣∣∣∣∣
,
=
∣∣∣∣∣∣∣∣∣∣∣
a1a1 + a2a2 + a3a3 a1b1 + a2b2 + a3b3 a1c1 + a2c2 + a3c3
b1a1 + b2a2 + b3a3 b1b1 + b2b2 + b3b3 b1c1 + b2c2 + b3c3
c1a1 + c2a2 + c3a3 c1b1 + c2b2 + c3b3 c1c1 + c2c2 + c3c3
∣∣∣∣∣∣∣∣∣∣∣
,
=
∣∣∣∣∣∣∣∣∣∣∣
~a · ~a ~a ·~b ~a · ~c
~b · ~a ~b ·~b ~b · ~c
~c · ~a ~c ·~b ~c · ~c
∣∣∣∣∣∣∣∣∣∣∣
.
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Suppose we set ~a = ~e1, ~b = ~e2, and ~c = ~e3 in the previous equation, then, we get the
following relationship.
[~e1 · (~e2 × ~e3)]2 =
∣∣∣∣∣∣∣∣∣∣∣
~e1 · ~e1 ~e1 · ~e2 ~e1 · ~e3
~e2 · ~e1 ~e2 · ~e2 ~e2 · ~e3
~e3 · ~e1 ~e3 · ~e2 ~e3 · ~e3
∣∣∣∣∣∣∣∣∣∣∣
,
=
∣∣∣∣∣∣∣∣∣∣∣
g11 g12 g13
g21 g22 g23
g31 g32 g33
∣∣∣∣∣∣∣∣∣∣∣
,
= g,
∴ ~e1 · (~e2 × ~e3) = √g. (2.37)
Using the above expression, the contravariant basis vectors from Eqs. (2.4) - (2.6)
can be rewritten as follows.
~e 1 = ∇x1 = ~e2 × ~e3√
g
, (2.38)
~e 2 = ∇x2 = ~e3 × ~e1√
g
, (2.39)
~e 3 = ∇x3 = ~e1 × ~e2√
g
. (2.40)
2.4.2 Interchange of vector basis and components using metric tensors
The covariant and contravariant metric tensors are useful for interchanging the vector
bases and components. To obtain the relationship for change of vector basis, we start
with the definition of covariant metric tensor from Eq. (2.17).
~ei · ~ej = gij,
~ei · ~ej = gij δjj , (∵ δjj = 1)
~ei · ~ej = gij ~e j · ~ej, (∵ δjj = ~e j · ~ej)
∴ ~ei = gij ~e j. (2.41)
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Similarly, the transformation from the covariant basis vector to the contravariant
basis vector can be obtained as follows.
~e i = gij ~ej. (2.42)
The relations for the interchange of vector components can be obtained by using the
equivalency of various representations of a vector from Eq. (2.9).
~V = ~V ,
Vi ~e
i = V j ~ej.
Substituting for ~ej from Eq. (2.41) and noting the metric tensor is symmetric,
Vi ~e
i = V j gij ~e
i,
∴ Vi = gij V j. (2.43)
Similarly,
V i = gij Vj. (2.44)
The operations in Eqs. (2.41) and (2.43) and Eqs. (2.42) and (2.44) are known as
lowering and raising the index, respectively.
2.5 Differentiation of Basis Vectors
As noted earlier, the covariant and contravariant basis vectors have neither constant
magnitude nor constant direction like the Cartesian vectors. The basis vectors are spa-
tially varying; hence, their differentials are non-vanishing. Differentiation of the basis
vectors gives rise to metrics called Christoffel symbols of the second kind. They are
denoted by the symbol, Γkij, and is by,
Γkij =
∂~ei
∂xj
· ~e k. (2.45)
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Expanding ∂(~ei · ~e k)/∂xj = 0 using the product rule and substituting the previous
equation, the following relationship can be obtained.
Γkij = −
∂~e k
∂xj
· ~ei. (2.46)
The previous equations can be rewritten to express the differential of the basis vectors
as follows.
∂~ei
∂xj
= Γkij ~ek, (2.47)
∂~e k
∂xj
= −Γkij ~e i. (2.48)
In three-dimensions, there are twenty-seven Christoffel symbols of the second kind
corresponding to i, j, k = 1, 2, 3. However, Christoffel symbols of the second kind have
the symmetry property, Γkij = Γ
k
ji. This symmetry property can be realized by considering
Eq. (2.45).
Γkij =
∂~ei
∂xj
· ~e k.
Substituting for ~ei =
∂ ~R
∂xi
from Eq. (2.1),
Γkij =
∂
∂xj
(
∂ ~R
∂xi
)
· ~e k,
Γkij =
∂
∂xi
(
∂ ~R
∂xj
)
· ~e k,
Γkij =
∂~ej
∂xi
· ~e k,
Γkij = Γ
k
ji.
On account of this symmetry property, in a three-dimensional space, there are only
eighteen unique Christoffel symbols of the second kind. They are Γ111, Γ
1
12, Γ
1
13, Γ
1
22,
Γ123, Γ
1
33, Γ
2
11, Γ
2
12, Γ
2
13, Γ
2
22, Γ
2
23, Γ
2
33, Γ
3
11, Γ
3
12, Γ
3
13, Γ
3
22, Γ
3
23, and Γ
3
33. One of the most
commonly used identity of the Christoffel symbols of the second kind is obtained when
the index k = i in Eq. (2.45), given by the following expression (Warsi, 2005).
Γiij =
1
2g
∂g
∂xj
=
∂
∂xj
(ln
√
g) . (2.49)
45
2.6 Mathematical Operations on Scalars, Vectors, and Tensors
The mathematical operations most commonly used in this dissertation, including gra-
dient of a scalar and a vector, divergence of a vector and a tensor, and double dot product
of two tensors are explained in this section. Other, less commonly used, mathematical
operations are listed in Appendix A.
2.6.1 Gradient operator
The gradient operator increases the rank of a tensor by one. Thus, the gradient
of a scalar is a vector, gradient of a vector is a second rank tensor, and so on. The
mathematical gradient operator is given by,
∇( ) = ∂ ( )
∂xk
~e k. (2.50)
2.6.1.1 Gradient of a scalar
If φ is any scalar quantity, then the gradient of a scalar in the contravariant basis is
∇φ = ∂φ
∂xk
~e k. (2.51)
Alternately, the gradient of a scalar can be expressed in the covariant basis using
Eq. (2.42) as follows.
∇φ = ∂φ
∂xk
gki ~ei. (2.52)
2.6.1.2 Gradient of a vector
The most useful result for the development of equations in this dissertation is the
mixed form representation of the gradient of a vector. Expressing a vector using covariant
components in the contravariant basis (~V = Vi ~e
i), the gradient of a vector is
∇~V = ∂ (Vi ~e
i)
∂xk
~e k. (2.53)
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Expanding the previous equation using the product rule of differentiation, the follow-
ing equation is obtained.
∇~V =
[
∂Vi
∂xk
~e i + Vi
∂~e i
∂xk
]
~e k. (2.54)
Replacing the dummy index ‘i’ with ‘l’ in the second term,
∇~V =
[
∂Vi
∂xk
~e i + Vl
∂~e l
∂xk
]
~e k. (2.55)
Using Eq. (2.48), Eq. (2.55) can be rewritten as,
∇~V =
[
∂Vi
∂xk
~e i − Vl Γlik ~e i
]
~e k. (2.56)
Thus, the gradient of a vector in pure contravariant basis is
∇~V =
[
∂Vi
∂xk
− Vl Γlik
]
~e i~e k. (2.57)
To obtain the mixed form representation of the above tensor, the basis of the second
vector is changed from contravariant to covariant using Eq. (2.42).
∇~V =
[
∂Vi
∂xk
− Vl Γlik
]
~e igkj~ej. (2.58)
Substitution of the non-physical components with their corresponding physical coun-
terparts using Eqs. (2.7), (2.8), and (2.15) leads to the final required form.
∇~V = hihj
[
∂
∂xk
( vi
hi
)
− vl
hl
Γlik
]
gkj eˆ ieˆj. (2.59)
2.6.2 Divergence operator
The divergence operator decreases the rank of a tensor by one. Thus, the divergence
of a vector is a scalar, divergence of a second rank tensor is a vector, and so on. The
mathematical divergence operator is given by,
∇ · ( ) = ∂ ( )
∂xk
· ~e k. (2.60)
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2.6.2.1 Divergence of a vector
Let a vector be expressed using the contravariant components in covariant basis
(~V = V i ~ei). Then, the divergence of a vector is
∇ · ~V = ∂ (V
i ~ei)
∂xk
· ~e k. (2.61)
Expanding the above equation,
∇ · ~V = ∂V
i
∂xk
~ei · ~e k + V i ∂~ei
∂xk
· ~e k. (2.62)
Using Eqs. (2.3) and (2.45),
∇ · ~V = ∂V
i
∂xk
δki + V
i Γkik. (2.63)
Substituting Eq. (2.49),
∇ · ~V = ∂V
i
∂xi
+ V i
1
2g
∂g
∂xi
,
=
1√
g
∂
∂xi
(√
g V i
)
. (2.64)
Replacing the non-physical components with physical components from Eq. (2.15)
yields the divergence of a vector using contravariant physical components.
∇ · ~V = 1√
g
∂
∂xi
(√
g vi
hi
)
. (2.65)
The divergence of a vector using covariant components can be obtained by using
Eq. (2.44) in Eq. (2.64).
∇ · ~V = 1√
g
∂
∂xi
(√
g gij Vj
)
, (2.66)
∇ · ~V = 1√
g
∂
∂xi
(√
g gij vj
hj
)
. (2.67)
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2.6.2.2 Divergence of a tensor
Expressing a second rank tensor using mixed components in a contravariant-covariant
basis (T˜ = T ji ~e
i~ej), the divergence of a tensor is
∇ · T˜ = ∂
(
T ji ~e
i~ej
)
∂xk
· ~e k. (2.68)
Expanding the above equation,
∇ · T˜ =
[
∂T ji
∂xk
~e i~ej + T
j
i
∂~e i
∂xk
~ej + T
j
i ~e
i ∂~ej
∂xk
]
· ~e k. (2.69)
Expanding one term at a time in Eq. (2.69).
1. Using mutual reciprocity of the bases, ~ej · ~e k = δkj
∂T ji
∂xk
~e i~ej · ~e k = ∂T
j
i
∂xk
~e iδkj =
∂T ji
∂xj
~e i. (2.70)
2. Using Eq. (2.48),
T ji
∂~e i
∂xk
~ej · ~e k = T ji
∂~e i
∂xk
δkj = T
j
i
∂~e i
∂xj
= T jk
∂~e k
∂xj
= −T jkΓkij ~e i. (2.71)
3. Using Eq. (2.45) and the specific property of the Christoffel symbols of the second
kind with repeated index from Eq. (2.49),
T ji ~e
i ∂~ej
∂xk
· ~e k = T ji ~e iΓkjk = T ji
1
2g
∂g
∂xj
~e i. (2.72)
Combining the three terms from Eqs. (2.70) - (2.72),
∇ · T˜ =
[
∂T ji
∂xj
− T jk Γkij + T ji
1
2g
∂g
∂xj
]
~e i. (2.73)
Combining the first and the last terms yields the divergence of a second rank mixed
component tensor.
∇ · T˜ =
[
1√
g
∂
∂xj
(√
g T ji
)− T jk Γkij] ~e i. (2.74)
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2.6.3 Double dot product operator
The double dot product of two second rank tensors is analogous to the conventional
dot product between two vectors. Similar to the regular dot product between two vectors,
the result of a double dot product between two second rank tensors is a scalar. The double
dot product operator is denoted by : and is evaluated as follows.
A˜ : B˜ = aji eˆ
ieˆj : b
n
m eˆ
meˆn,
= aji b
n
m
~e i
hi
~ej
hj
:
~em
hm
~en
hn
,
=
aji
hihj
bnm
hmhn
(
~e i · ~em) (~ej · ~en) ,
=
aji
hihj
bnm
hmhn
gimgjn. (2.75)
2.7 Numerical Evaluation of Metrics
This section is dedicated to explain how the various metrics are numerically evalu-
ated for the purpose of implementation in a computer program. Let the grid for the
domain of interest be available in the form of Cartesian coordinates (x, y, z) at the var-
ious cell vertices. If there are Nx, Ny, and Nz number of cells in the three directions,
then the vertex coordinates are available for the Nx + 1, Ny + 1, and Nz + 1 vertices.
The various metrics are evaluated and stored at the cell center points. Figure 2.6 shows
the schematic of a typical cell center point, P , its neighbor points E,W,N, S, T,B, the
cell faces e, w, n, s, t, b, and the eight vertices surrounding the point, P . The eight ver-
tices are referenced by the indices (i, j, k), (i+ 1, j, k), (i+ 1, j + 1, k), (i, j + 1, k),
(i, j, k + 1), (i+ 1, j, k + 1), (i+ 1, j + 1, k + 1), and (i, j + 1, k + 1). Using a trun-
cated Taylor series, the second-order accurate finite difference expression for the first
derivative of x in x1 direction at grid point, P , is
∂x
∂x1
∣∣∣∣
P
=
xe − xw
∆x1
.
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Figure 2.6: Schematic of a cell center point, P , and its neighbors.
Without loss of generality, the computational cell width ∆x1 is set to 1. Using bi-
linear interpolation, the xe and xw coordinates are determined.
xe =
x(i+1, j, k) + x(i+1, j+1, k) + x(i+1, j, k+1) + x(i+1, j+1, k+1)
4
.
xw =
x(i, j, k) + x(i, j+1, k) + x(i, j, k+1) + x(i, j+1, k+1)
4
.
The first derivative
∂x
∂x1
at the grid point, P , is
∂x
∂x1
∣∣∣∣
P
=
[
x(i+1, j, k) + x(i+1, j+1, k) + x(i+1, j, k+1) + x(i+1, j+1, k+1)
4
]
−
[
x(i, j, k) + x(i, j+1, k) + x(i, j, k+1) + x(i, j+1, k+1)
4
]
.
Analogous expressions can be obtained for the first derivative of x in the x2 and x3
directions at point, P .
∂x
∂x2
∣∣∣∣
P
=
[
x(i, j+1, k) + x(i+1, j+1, k) + x(i, j+1, k+1) + x(i+1, j+1, k+1)
4
]
−
[
x(i, j, k) + x(i+1, j, k) + x(i, j, k+1) + x(i+1, j, k+1)
4
]
.
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∂x
∂x3
∣∣∣∣
P
=
[
x(i, j, k+1) + x(i+1, j, k+1) + x(i, j+1, k+1) + x(i+1, j+1, k+1)
4
]
−
[
x(i, j, k) + x(i+1, j, k) + x(i, j+1, k) + x(i+1, j+1, k)
4
]
.
The values of
∂y
∂x1
,
∂y
∂x2
,
∂y
∂x3
,
∂z
∂x1
,
∂z
∂x2
, and
∂z
∂x3
are obtained similarly by using y
and z coordinates instead of x. Once the first derivatives are obtained at point, P , and
its neighbors E,W,N, S, T , and B, the second derivatives are readily obtained as follows.
∂2x
∂x1∂x1
∣∣∣∣
P
=
∂x
∂x1
∣∣∣∣
E
− ∂x
∂x1
∣∣∣∣
W
2
.
∂2x
∂x2∂x2
∣∣∣∣
P
=
∂x
∂x2
∣∣∣∣
N
− ∂x
∂x2
∣∣∣∣
S
2
.
∂2x
∂x3∂x3
∣∣∣∣
P
=
∂x
∂x3
∣∣∣∣
T
− ∂x
∂x3
∣∣∣∣
B
2
.
Similar expressions are used to obtain the values of
∂2y
∂x1∂x1
,
∂2z
∂x1∂x1
,
∂2y
∂x2∂x2
,
∂2z
∂x2∂x2
,
∂2y
∂x3∂x3
, and
∂2z
∂x3∂x3
. The cross-derivative term like
∂2x
∂x1∂x2
is evaluated as,
∂2x
∂x1∂x2
∣∣∣∣
P
=
∂
∂x1
(
∂x
∂x2
)∣∣∣∣
P
,
=
∂x
∂x2
∣∣∣∣
e
− ∂x
∂x2
∣∣∣∣
w
,
=
[(
xi+1, j+1, k + xi+1, j+1, k+1
2
)
−
(
xi+1, j, k + xi+1, j, k+1
2
)]
−
[(
xi, j+1, k + xi, j+1, k+1
2
)
−
(
xi, j, k + xi, j, k+1
2
)]
.
Analogous expressions are used to evaluate the other cross-derivatives like
∂2y
∂x1∂x2
,
∂2z
∂x1∂x2
,
∂2x
∂x1∂x3
,
∂2y
∂x1∂x3
,
∂2z
∂x1∂x3
,
∂2x
∂x2∂x3
,
∂2y
∂x2∂x3
, and
∂2z
∂x2∂x3
. With these first and
second order derivatives, the various metrics can be evaluated as explained in the next
two sections.
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2.7.1 Covariant basis vectors, scale factors, and metric tensors
The covariant basis vector ~e1 is
∂ ~R
∂x1
. The general position vector is given by ~R =
x iˆ+ y jˆ + z kˆ. The covariant basis vector, ~e1, is then given by,
~e1 =
∂x
∂x1
iˆ+
∂y
∂x1
jˆ +
∂z
∂x1
kˆ. (2.76)
Similarly,
~e2 =
∂x
∂x2
iˆ+
∂y
∂x2
jˆ +
∂z
∂x2
kˆ. (2.77)
~e3 =
∂x
∂x3
iˆ+
∂y
∂x3
jˆ +
∂z
∂x3
kˆ. (2.78)
Substituting for the first order derivatives, the basis vectors, ~e1, ~e2, and ~e3, are found.
The covariant scale factor, h1, is
h1 = |~e1| =
√(
∂x
∂x1
)2
+
(
∂y
∂x1
)2
+
(
∂z
∂x1
)2
. (2.79)
The metric tensor component g12 is
g12 = ~e1 · ~e2 = ∂x
∂x1
∂x
∂x2
+
∂y
∂x1
∂y
∂x2
+
∂z
∂x1
∂z
∂x2
. (2.80)
Similar expressions are used to evaluate h2, h3, g13, and g23. With these metrics
evaluated, the other related metrics like g, h1, h2, h3, g12, g13, and g23 are evaluated
through Eqs. (2.19), (2.20), and (2.30) - (2.36).
2.7.2 Contravariant basis vectors and Christoffel symbols of the second
kind
From Eq. (2.38), the contravariant basis vector, ~e 1, is
~e 1 =
~e2 × ~e3√
g
=
1√
g
∣∣∣∣∣∣∣∣∣∣∣
iˆ jˆ kˆ
∂x
∂x2
∂y
∂x2
∂z
∂x2
∂x
∂x3
∂y
∂x3
∂z
∂x3
∣∣∣∣∣∣∣∣∣∣∣
,
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~e 1 =
1√
g
(
∂y
∂x2
∂z
∂x3
− ∂y
∂x3
∂z
∂x2
)
iˆ− 1√
g
(
∂x
∂x2
∂z
∂x3
− ∂x
∂x3
∂z
∂x2
)
jˆ
+
1√
g
(
∂x
∂x2
∂y
∂x3
− ∂x
∂x3
∂y
∂x2
)
kˆ. (2.81)
Similarly,
~e 2 =
1√
g
(
∂y
∂x3
∂z
∂x1
− ∂y
∂x1
∂z
∂x3
)
iˆ− 1√
g
(
∂x
∂x3
∂z
∂x1
− ∂x
∂x1
∂z
∂x3
)
jˆ
+
1√
g
(
∂x
∂x3
∂y
∂x1
− ∂x
∂x1
∂y
∂x3
)
kˆ. (2.82)
~e 3 =
1√
g
(
∂y
∂x1
∂z
∂x2
− ∂y
∂x2
∂z
∂x1
)
iˆ− 1√
g
(
∂x
∂x1
∂z
∂x2
− ∂x
∂x2
∂z
∂x1
)
jˆ
+
1√
g
(
∂x
∂x1
∂y
∂x2
− ∂x
∂x2
∂y
∂x1
)
kˆ. (2.83)
Using the previously computed values of first order derivatives and
√
g, the con-
travariant basis vectors are obtained. The Christoffel symbol of the second kind, Γ111, is
evaluated as follows.
Γ111 =
[
∂~e1
∂x1
]
· ~e 1,
=
[
∂
∂x1
(
∂ ~R
∂x1
)]
· ~e 1,
=
[
∂
∂x1
(
∂x
∂x1
iˆ+
∂y
∂x1
jˆ +
∂z
∂x1
kˆ
)]
· ~e 1,
=
[(
∂2x
∂x1∂x1
)
iˆ+
(
∂2y
∂x1∂x1
)
jˆ +
(
∂2z
∂x1∂x1
)
kˆ
]
· 1√
g
[(
∂y
∂x2
∂z
∂x3
− ∂y
∂x3
∂z
∂x2
)
iˆ
−
(
∂x
∂x2
∂z
∂x3
− ∂x
∂x3
∂z
∂x2
)
jˆ +
(
∂x
∂x2
∂y
∂x3
− ∂x
∂x3
∂y
∂x2
)
kˆ
]
,
=
1√
g
[(
∂2x
∂x1∂x1
)(
∂y
∂x2
∂z
∂x3
− ∂y
∂x3
∂z
∂x2
)
−
(
∂2y
∂x1∂x1
)(
∂x
∂x2
∂z
∂x3
− ∂x
∂x3
∂z
∂x2
)
+
(
∂2z
∂x1∂x1
)(
∂x
∂x2
∂y
∂x3
− ∂x
∂x3
∂y
∂x2
)]
. (2.84)
Similar expressions are used to evaluate the other seventeen Christoffel symbols of
the second kind.
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CHAPTER 3. GOVERNING EQUATIONS
This chapter introduces the governing equations used to model the fluid flow. The
governing equations are first presented in a coordinate invariant form using vectors and
tensors. These equations are then expanded in general curvilinear coordinates using
mixed components. The momentum source method used to model the presence of wind
turbines is also presented. A discussion on the advantages of the mixed form equations
concludes the chapter.
3.1 Governing Equations in an Invariant Form
3.1.1 Incompressible Navier-Stokes equations
The starting point for this chapter is the traditional incompressible Navier-Stokes
equations. The mass and momentum conservation equations are given by,
∂ρ
∂t
+∇ · (ρ~V ) = 0. (3.1)
∂ρ~V
∂t
+∇ · T˜ +∇p = ~0. (3.2)
The convection-diffusion flux tensor, T˜ , is
T˜ = ρ~V ~V − µ
(
∇~V +∇~V T − 2
3
(
∇ · ~V
)
I˜
)
, (3.3)
where ρ, p, µ, t, and ~V are the density, pressure, molecular viscosity, time, and velocity
vector, respectively. In the case of an incompressible flow, the density, ρ, is a constant.
Then, the mass conservation in Eq. (3.1) reduces to,
∇ · ~V = 0. (3.4)
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The rate of strain tensor is denoted using the notation S˜. It can be expressed as
follows.
S˜ =
1
2
(
∇~V +∇~V T
)
. (3.5)
Using Eqs. (3.4) and (3.5), the convection-diffusion flux tensor of Eq. (3.3), reduces
to
T˜ = ρ~V ~V − 2µS˜. (3.6)
The momentum equation is re-written as,
∂ρ~V
∂t
+∇ ·
(
ρ~V ~V − 2µS˜
)
+∇p = ~0. (3.7)
Equations (3.4) and (3.7) are commonly referred as the incompressible Navier-Stokes
equations. They can be used to solve laminar as well as turbulent flows. However, a
turbulent flow has eddies characterized by a spectrum of length and time scales. The
larger scales of the eddies depend on the flow geometry, while the smaller scales depend
on the fluid viscosity. To account for all these turbulent scales with the above set of equa-
tions requires an impractical amount of computational resources–extremely fine grids and
small time-steps. For the purpose of engineering applications, this limitation is addressed
by taking an ensemble average of the Navier-Stokes equations. The averaged equations
represent the mean effect of all the scales of turbulence. The process of averaging the
Navier-Stokes equations is known as Reynolds averaging and the averaged equations
themselves are referred to as Reynolds Averaged Navier-Stokes (RANS) equations. It is
noted here that there are more sophisticated approaches to model the turbulence. Some
of these techniques, in increasing order of complexity, include Detached Eddy Simulation
(DES), Large Eddy Simulation (LES), and Direct Numerical Simulation (DNS). The fo-
cus of this dissertation is on obtaining the Navier-Stokes equations most suitable for a
pressure-based solution procedure for convection dominated turbine flows over complex
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terrains. Within the scope of this research, pursuing different turbulence modeling tech-
niques is an unwarranted exercise. Therefore, in the present research, for the purpose
of turbulence modeling, a RANS-based approach is used. The approach to model the
turbulence is strictly arbitrary, independent of the Navier-Stokes formulation and the
RANS approach may be replaced with any other approach.
3.1.2 Reynolds Averaged Navier-Stokes (RANS) equations
In Reynolds averaging, the instantaneous velocity, ~V , is expressed as the sum of a
mean velocity, ~V , and a fluctuating velocity, ~v′.
~V = ~V + ~v′. (3.8)
The mean velocity, ~V , is the time averaged velocity.
~V = lim
T→∞
[
1
2T
∫ T
−T
~V dt
]
, (3.9)
where T is a time interval sufficiently large compared to the turbulent time scale, but
smaller than the time in which the time-averaged mean flow varies. As a consequence of
Eqs. (3.8) and (3.9), the time average for the fluctuating velocity is zero.
lim
T→∞
[
1
2T
∫ T
−T
~v′ dt
]
= ~0. (3.10)
The following set of operations hold true for the Reynolds averaging process.
A+B = A+B, (3.11)
A = A, (3.12)
a′ = 0, (3.13)
a′a′ 6= 0, (3.14)
cA = cA, (3.15)
where A and B are instantaneous quantities, a′ is a fluctuating quantity, and c is some
constant. The RANS equations are obtained by replacing the instantaneous quantity as
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a sum of mean and fluctuating quantities in Eqs. (3.1) and (3.7), and taking the time
average of these equations. The density is still treated as a constant because of the
incompressibility assumption.
3.1.2.1 Mean continuity equation
∂ρ
∂t
+∇ · (ρ
[
~V + ~v′
]
) = 0,
∂ρ
∂t
+∇ · (ρ~V ) +∇ · (ρ~v′) = 0,
∂ρ
∂t
+∇ · (ρ~V ) + 0 = 0,
∂ρ
∂t
+∇ · (ρ~V ) = 0. (3.16)
3.1.2.2 Mean momentum equation
∂ρ
[
~V + ~v′
]
∂t
+∇ ·
(
ρ
[
~V + ~v′
] [
~V + ~v′
]
− 2µ
[
S˜ + S˜ ′
])
+∇ [p+ p′] = ~0,
∂ρ~V
∂t
+∇ ·
(
ρ~V ~V + ρ~V ~v′ + ρ~v′~V + ρ~v′~v′ − 2µS˜
)
+∇p = ~0,
∂ρ~V
∂t
+∇ ·
(
ρ~V ~V + ρ~v′~v′ − 2µS˜
)
+∇p = ~0,
∂ρ~V
∂t
+∇ ·
(
ρ~V ~V + ρ~v′~v′ − 2µS˜
)
+∇p = ~0. (3.17)
The term, ρ~v′~v′, is the time averaged product of the fluctuating velocities. The
negative of this term is referred to as Reynolds stress, denoted by τ˜t.
τ˜t = −ρ~v′~v′.
Even though the above term arises from the time averaging of the non-linear convec-
tion term, ρ~V ~V , it is often modeled as a viscous stress term. This is due to the fact that
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the ensemble average of a convection term has properties similar to the viscous stress
term (Durbin and Reif, 2011). For the sake of convenience, the overbars are dropped
from Eqs. (3.16) and (3.17), while still retaining the meaning of averaged quantities.
∂ρ
∂t
+∇ · (ρ~V ) = 0. (3.18)
∂ρ~V
∂t
+∇ ·
(
ρ~V ~V − τ˜t − 2µS˜
)
+∇p = ~0. (3.19)
The RANS equations are not a closed set of equations, i.e., the number of unknown
variables is greater than the number of equations. The Reynolds stress tensor, τ˜t, is
τ˜t =

−ρv′1v′1 −ρv′1v′2 −ρv′1v′3
−ρv′2v′1 −ρv′2v′2 −ρv′2v′3
−ρv′3v′1 −ρv′3v′2 −ρv′3v′3
 .
The above tensor is symmetric and has six unknown quantities. The off-diagonal
entries −ρv′1v′2, −ρv′1v′3, and −ρv′2v′3 are the shear stress components, while the diagonal
entries −ρv′1v′1, −ρv′2v′2, and −ρv′3v′3 are the normal stress components. It is useful to
introduce the turbulent kinetic energy (per unit mass), K, at this stage. The turbulent
kinetic energy is the kinetic energy of the fluctuating component of the velocity.
K =
1
2
~v′ · ~v′ = 1
2
(
v′1v
′
1 + v
′
2v
′
2 + v
′
3v
′
3
)
.
The sum of the diagonal terms of the components of a tensor is also known as the
trace of a tensor. The trace of the Reynolds stress tensor is related to the turbulent
kinetic energy as follows.
trace (τ˜t) = −ρv′1v′1 − ρv′2v′2 − ρv′3v′3,
= −2ρK.
To close the RANS equations, additional equations are required to relate τ˜t in terms of
the existing variables. These additional equations are provided by the various turbulence
models.
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3.1.3 Boussinesq eddy viscosity model
The most common way to close the RANS equations is the Boussinesq eddy viscosity
model or the mean-field closure model. The idea is to relate the unknown Reynolds stress
tensor to the known mean-field quantities. The linear constitutive model of Boussinesq’s
hypothesis is,
τ˜t = 2µtS˜ − 2
3
ρKI˜ , (3.20)
where µt is the turbulent eddy viscosity and depends on the local flow-field. It can be
seen the above relationship satisfies the symmetry and trace-free criterion (Durbin and
Reif, 2011). Substituting Eq. (3.20) in Eq. (3.19) leads to the following equation.
∂ρ~V
∂t
+∇ ·
(
ρ~V ~V − 2 (µ+ µt) S˜ + 2
3
ρKI˜
)
+∇p = ~0,
or
∂ρ~V
∂t
+∇ ·
(
ρ~V ~V − 2 (µ+ µt) S˜
)
+∇p+∇
(
2
3
ρK
)
= ~0. (3.21)
Thus, by using Boussinesq’s hypothesis, the number of additional unknowns has
been reduced from six (Reynolds stress) to two (K and µt). The additional equations
necessary for complete closure of RANS equations are provided by the various two-
equation turbulence models.
3.1.4 K−  two-equation model
The most popular two-equation eddy viscosity model is the K −  model. The K −
 model solves the transport equations for the turbulent kinetic energy, K, and the
turbulent dissipation rate, . The equation for K is an exact equation, while the equation
for  is modeled on the lines of K equation. The development of these equations is
explained in Appendix B (see Eqs. (B.11) and (B.12)). In the K−  model, the velocity
scale for turbulence is K1/2 and the length scale for turbulence is K3/2/. Using these
scales for turbulence, the turbulent eddy viscosity, µt, is obtained as follows (Jones and
Launder, 1972).
60
µt =
CµρK
2

,
where Cµ is a model constant. The equations for K, , the relationship for µt, together
with the RANS equations form a complete set that can be used to solve for a turbulent
flow-field.
The K −  model is one of the earliest turbulence models in use. The ‘standard’
version of the K −  model was proposed by Jones and Launder (1972) and the model
constants were obtained by Launder and Sharma (1974). Ever since, there have been
multiple attempts to improve the performance of the K−  model for a variety of flows,
leading to many versions of the K−  model. The variants of the K−  model differ in
their treatment of the source term in the  equation and the model constants. In the
present research, the following variants of the K−  model are implemented.
1. Standard K−  model of Jones and Launder (1972).
2. RNG K−  model of Yakhot et al. (1992).
3. Realizable K−  model of Shih et al. (1995).
3.1.4.1 Standard K−  model
The standard K− model was the first two-equation model used in CFD simulations.
The standard model is valid only in fully turbulent regions. The transport equations for
K and  in the standard model are as follows (see Eqs. (B.11) and (B.12)).
∂ρK
∂t
+∇ ·
(
ρ~VK
)
= ∇ ·
[(
µ+
µt
σK
)
∇K
]
+ PK − ρ, (3.22)
∂ρ
∂t
+∇ ·
(
ρ~V 
)
= ∇ ·
[(
µ+
µt
σ
)
∇
]
+ C1
PK
K
− C2ρ
2
K
, (3.23)
where the production term, PK, is given by,
PK = µtS
2. (3.24)
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The mean strain rate tensor is S˜ = 1/2
(
∇~V +∇~V T
)
and the modulus of the mean
strain rate tensor is S =
√
2S˜ : S˜. When the turbulent production is evaluated using
Eq. (3.24), it may lead to a phenomenon called stagnation point anomaly in certain
situations like wall impingement flows. This anomaly manifests itself in the form of
excessive growth of K and µt in the vicinity of stagnation points. Kato (1993) suggested
an alternate production term, wherein one of the S in Eq. (3.24) is replaced with the
modulus of the rotation rate tensor, Ω.
PK = µtSΩ, (3.25)
where the mean rotation rate tensor is Ω˜ = 1/2
(
∇~V −∇~V T
)
and the modulus of the
mean rotation rate tensor is Ω =
√
2Ω˜ : Ω˜. The turbulent eddy viscosity in the standard
model is given by,
µt =
CµρK
2

. (3.26)
The standard model constants are σK = 1.0, σ = 1.3, Cµ = 0.09, C1 = 1.44, and
C2 = 1.92.
3.1.4.2 RNG K−  model
The RNG K −  model proposed by Yakhot et al. (1992) is based on a rigorous
statistical technique and accounts for the effects of smaller scales of turbulent motion.
The RNG model is similar to the standard model and differs slightly in the treatment of
the dissipation equation source term and the model constants. The RNG K −  model
equations can be written in an analogous form to the standard K −  equations (Kim
et al., 2000) as follows.
∂ρK
∂t
+∇ ·
(
ρ~VK
)
= ∇ ·
[(
µ+
µt
σK
)
∇K
]
+ PK − ρ. (3.27)
∂ρ
∂t
+∇ ·
(
ρ~V 
)
= ∇ ·
[(
µ+
µt
σ
)
∇
]
+ C1
PK
K
− C2ρ
2
K
. (3.28)
µt =
CµρK
2

. (3.29)
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The model closure coefficients are σK = 0.7179, σ = 0.7179, Cµ = 0.085, C1 =
1.42− C1R and C2 = 1.68, where
C1R =
η (1− η/4.38)
1 + 0.015 η3
. (3.30)
η =
SK

. (3.31)
3.1.4.3 Realizable K−  model
Under certain situations, the standard and RNG K −  models may result in the
eigenvalues of the Reynolds stress tensor being negative, leading to the violation of
Schwartz inequality and negative normal stresses (Durbin and Reif, 2011). A negative
eigenvalue leads to negative eddy viscosity, rendering numerical simulations unstable.
This drawback is addressed in the realizable K−  model of Shih et al. (1995) where the
equation for  is modified and the coefficient, Cµ, is treated as a flow dependent variable.
The transport equations for the realizable K−  model are
∂ρK
∂t
+∇ ·
(
ρ~VK
)
= ∇ ·
[(
µ+
µt
σK
)
∇K
]
+ PK − ρ. (3.32)
∂ρ
∂t
+∇ ·
(
ρ~V 
)
= ∇ ·
[(
µ+
µt
σ
)
∇
]
+ ρC1S− ρC2
2
K+
√
ν
. (3.33)
µt =
CµρK
2

. (3.34)
The term C1 is given by,
C1 = max
[
0.43,
η
η + 5
]
,
where η is the same as in Eq. (3.31) and ν is the kinematic viscosity. The coefficient,
Cµ, in Eq. (3.34) is no longer a constant. It is given by,
Cµ =
1
A0 + As
KU∗

,
U∗ =
√
S2
2
+
Ω2
2
.
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The constant A0 = 4.04 and the parameter As =
√
6 cosφ, where φ is expressed using
the following relationship.
φ =
1
3
cos−1
(√
6W
)
,
and
W =
(
S˜.S˜
)
: S˜
S3
.
The model constants are σK = 1.0, σ = 1.2, and C2 = 1.9. Since the three variants
for the K −  model are mostly similar, from now on, for the purposes of explanation,
only the standard model will be used.
3.2 Governing Equations in Curvilinear Coordinates with
Mixed Components
The preceding coordinate invariant governing equations are expanded in the general,
non-orthogonal, curvilinear coordinates with the covariant velocity (along the contravari-
ant basis) as the primary unknown quantity.
3.2.1 Mass conservation equation
The mass conservation from Eq. (3.18) is restated below.
∂ρ
∂t
+∇ · (ρ~V ) = 0.
Using the physical covariant velocity, the divergence part of the above equation is
expanded using Eq. (2.67) as follows.
∂ρ
∂t
+
1√
g
∂
∂xi
(
ρ
√
g gij vj
hj
)
= 0. (3.35)
3.2.2 Momentum conservation equation
From Eq. (3.21), the momentum conservation equation is
∂ρ~V
∂t
+∇ · T˜ +∇p+∇
(
2
3
ρK
)
= ~0,
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The convection diffusion flux, T˜ , is a second order tensor and is given by the following
equation.
T˜ = ρ~V ~V −
[
(µ+ µt)
(
∇~V +∇~V T
)]
. (3.36)
The divergence term in the momentum equation is expanded with mixed components,
using Eq. (2.74). The gradient terms are expanded, using Eq. (2.51).
∂(ρVi ~e
i)
∂t
+
[
1√
g
∂
∂xj
(√
g T ji
)− T jk Γkij] ~e i + ∂p∂xi ~e i + ∂∂xi
(
2
3
ρK
)
~e i = ~0~e i.
Isolating the scalar equations from the above vector equation and rearranging,
∂ρVi
∂t
+
1√
g
∂
∂xj
(√
g T ji
)
+
∂p
∂xi
+
∂
∂xi
(
2
3
ρK
)
= Γkij T
j
k . (3.37)
Equation (3.37) is obtained using non-physical vector and tensor components. For
reasons described in Section 2.3.1, it is beneficial to replace the non-physical components
with physical components. This is accomplished using Eqs. (2.15) and (2.16). Using the
following relations,
Vi =
vi
hi
,
T ji =
tji
hihj
, T jk =
tjk
hkhj
,
in Eq. (3.37), we obtain,
∂
∂t
(
ρ
vi
hi
)
+
1√
g
∂
∂xj
(
√
g
tji
hihj
)
+
∂p
∂xi
+
∂
∂xi
(
2
3
ρK
)
= Γkij
tjk
hkhj
,
∂ρvi
∂t
1
hi
+
1√
g
∂
∂xj
(√
g tji
hj
)
1
hi
− ∂h
i
∂xj
tji
hi2hj
+
∂p
∂xi
+
∂
∂xi
(
2
3
ρK
)
= Γkij
tjk
hkhj
.
Multiplying the above equation by hi and moving the third term on the LHS to RHS,
∂ρvi
∂t
+
1√
g
∂
∂xj
(√
g tji
hj
)
+ hi
∂p
∂xi
+ hi
∂
∂xi
(
2
3
ρK
)
= Γkij h
i t
j
k
hkhj
+
∂hi
∂xj
tji
hihj
.
Employing the Kronecker-delta function to change the index of the final term in the
RHS from i to k, the above equation is re-written in a more compact form.
∂ρvi
∂t
+
1√
g
∂
∂xj
(√
g tji
hj
)
+ hi
∂p
∂xi
+ hi
∂
∂xi
(
2
3
ρK
)
= Γkij h
i t
j
k
hkhj
+ δik
∂hk
∂xj
tjk
hkhj
,
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∂ρvi
∂t
+
1√
g
∂
∂xj
(√
g tji
hj
)
+ hi
∂p
∂xi
+ hi
∂
∂xi
(
2
3
ρK
)
=
(
Γkij h
i + δik
∂hk
∂xj
)
tjk
hkhj
. (3.38)
Substituting for the gradient of velocity from Eq. (2.59) in Eq. (3.36), the mixed
component representation of the convective-diffusive flux is
tji = ρviv
j −
[
(µ+ µt)
{
hihj
(
∂(vi/h
i)
∂xk
− vl
hl
Γlik
)
gkj
+hjhi
(
∂(vj/h
j)
∂xk
− vl
hl
Γljk
)
gki
}]
. (3.39)
The contravariant velocity, vj, in the above equation is calculated from the covariant
velocity, vi, using Eqs. (2.15) and (2.44).
3.2.3 Turbulence transport equations
The transport equations for the turbulent kinetic energy, K, and the turbulent dissi-
pation rate, , of the standard K−  model are Eqs. (3.22) and (3.23). They are restated
below.
∂ρK
∂t
+∇ ·
(
ρ~VK
)
= ∇ ·
[(
µ+
µt
σK
)
∇K
]
+ PK − ρ,
∂ρ
∂t
+∇ ·
(
ρ~V 
)
= ∇ ·
[(
µ+
µt
σ
)
∇
]
+ C1
PK
K
− C2ρ
2
K
,
where PK = µtSΩ, S =
√
2S˜ : S˜, Ω =
√
2Ω˜ : Ω˜, S˜ = 1/2
(
∇~V +∇~V T
)
, and Ω˜ =
1/2
(
∇~V −∇~V T
)
. The convective flux in the K equation is expanded with the physical
contravariant velocity using Eq. (2.65).
∇ ·
(
ρ~VK
)
=
1√
g
∂
∂xi
(
ρ
√
g viK
hi
)
.
The diffusive flux in the K equation is expanded using Eqs. (2.52) and (2.64).
∇ ·
[(
µ+
µt
σK
)
∇K
]
=
1√
g
∂
∂xi
[(
µ+
µt
σK
)√
g gij
∂K
∂xj
]
.
Therefore, the complete transport equation for the turbulent kinetic energy is
∂ρK
∂t
+
1√
g
∂
∂xi
(
ρ
√
g viK
hi
)
=
1√
g
∂
∂xi
[(
µ+
µt
σK
)√
g gij
∂K
∂xj
]
+ PK − ρ. (3.40)
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The transport equation for the turbulent dissipation rate is obtained in a similar
manner.
∂ρ
∂t
+
1√
g
∂
∂xi
(
ρ
√
g vi
hi
)
=
1√
g
∂
∂xi
[(
µ+
µt
σ
)√
g gij
∂
∂xj
]
+C1

K
PK−C2ρ
2
K
. (3.41)
Substituting for ∇~V from Eq. (2.59), the mean strain rate tensor, S˜, can be written
in the form S˜ = sji eˆ
ieˆj. The double dot product of the mean strain rate tensor is then
evaluated using Eq. (2.75) as,
S˜ : S˜ =
sji
hihj
snm
hmhn
gimgjn. (3.42)
The components, sji , and the expansion of S˜ : S˜ are explained in Appendix C. The
modulus of the mean strain rate tensor is then evaluated as S =
√
2S˜ : S˜. The modulus,
Ω, of the mean rotation rate tensor is evaluated similarly and the production term is
calculated using PK = µtSΩ.
3.3 Momentum Source Model for Wind Turbines
For engineering applications using RANS-based simulations, the momentum source
model developed by Rajagopalan and Fanucci (1985), Rajagopalan and Lim (1991), Ra-
jagopalan and Mathur (1993), and Zori and Rajagopalan (1995) provides a simple, ro-
bust, and efficient method that strikes a balance between computational complexity and
accuracy. The turbines are modeled by the addition of a source term, si−WT , in the
momentum Eq. (3.38), leading to the term–momentum source model for wind turbines.
After the addition of the wind turbine source term, the momentum equation in the mixed
basis takes the following form.
∂ρvi
∂t
+
1√
g
∂
∂xj
(√
g tji
hj
)
+ hi
∂p
∂xi
+ hi
∂
∂xi
(
2
3
ρK
)
=(
Γkij h
i + δik
∂hk
∂xj
)
tjk
hkhj
+ si−WT . (3.43)
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This turbine modeling also uses blade element theory similar to the 2D actuator
models by Shen et al. (2005), and Porte´-Agel et al. (2011), but is different in that it
addresses velocity deficits in all three directions–radial, tangential, and axial. The present
momentum source model can also account for more realistic geometric representations,
including blade deflections, blade cone angle, tilt angle, and hence is considered to be a 3D
model. To calculate the forces due to the spinning turbines, the blades are discretized into
a number of span-wise sections. Blade sectional properties like chord, twist, deflection,
and thickness are treated as constant over the individual sections. Among other factors,
the magnitude of the force on the turbine blade is a function of the geometry, sectional
aerodynamic properties, and the local relative velocity at the blade element.
~sWT = ~sWT (Cl, Cd, α, ~V , ~ω, x, y, z, ρ, µ,M,Nb, c). (3.44)
eˆn
FnL
Fθ
eˆθ
D v′θ
v′nv′
φ
β
α
1
Figure 3.1: Aerodynamic forces at a blade section.
Figure 3.1 shows the various velocity and force components on an arbitrary cross-
section of the turbine blade. From the solution of the RANS equations, the absolute
flow velocity can be decomposed into the normal component, vn, and the tangential
component, vθ, at the blade section. The blade tangential velocity, ωr, is subtracted
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from the absolute flow tangential velocity, vθ, to obtain the blade relative tangential
velocity, v′θ. The computation of the blade relative velocities from the absolute velocities
are as follows.
v′n = vn (3.45)
v′θ = vθ − rω (3.46)
The total relative velocity, v′, seen by the airfoil section is
v′ =
√
v′2n + v′
2
θ, (3.47)
and the inflow angle, β, is given by,
β = arctan(−v′n/v′θ). (3.48)
If φ is the sectional twist angle, then, the effective angle of attack, α, is calculated as
follows.
α = φ− β. (3.49)
The local Mach number is,
M ′ = v′/a, (3.50)
where a is the speed of sound. Once the angle of attack and the local Mach number are
known, the aerodynamic lift coefficient, Cl, and the drag coefficient, Cd, are obtained
from an airfoil table look-up. The aerodynamic lift force, L, and the drag force, D, are
calculated using,
L =
1
2
ρv′2Clc ds, (3.51)
D =
1
2
ρv′2Cdc ds, (3.52)
where c is the sectional chord and ds the span-wise length of the blade element. From
the lift and drag forces, the forces on the turbine blade are computed in the normal and
tangential directions as follows.
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Fn = L cos β −D sin β. (3.53)
Fθ = L sin β +D cos β. (3.54)
If ~F = Fneˆn + Fθeˆθ is the vector force on the turbine blade, then by Newton’s third
law, the force on the fluid due to the turbine is −~F . In the case of Nb number of turbine
blades, each subtending an angle, ∆θ, as it traverses through a certain control volume,
the force per unit volume of the fluid can be time averaged using the following equation.
~sWT =
Nb∆θ
2pi
(
−~F
∆∀
)
, (3.55)
where ∆∀ is the size of the control volume. Once this vector force, ~sWT , is calculated,
it can be decomposed using Eqs. (2.11) and (2.15), to obtain the corresponding physical
covariant components, si−WT , and added to Eq. (3.38). The turbine source term is added
only to those control volumes intersected by the blades.
The preceding turbine force computations are based on the two-dimensional blade
element theory and work well over most of the blade section. However, with the three-
dimensional nature of the flow near the blade tip, application of the two-dimensional
blade element theory results in a non-zero angle of attack, and erroneous blade load
prediction. To account for three-dimensional effects, a tip correction procedure is applied
beyond a reference radial point (usually rref/R = 0.9). The angle of attack is corrected
beyond this point, such that the tip angle of attack becomes zero. The equation for the
tip correction is as follows.
αc = (α− α0)
∣∣∣∣ ∆pr∆pref
∣∣∣∣ ( R− rR− rref
)
+ α0, (3.56)
where αc is the corrected angle of attack, ∆pr is the difference in the pressure between
the front and back of the turbine blade at the radial location, r, ∆pref is ∆pr at r = rref ,
and α0 is the zero lift angle of attack. More details on the momentum source model and
its implementation can be found in Rajagopalan and Fanucci (1985), Rajagopalan and
Lim (1991), Rajagopalan and Mathur (1993), and Zori and Rajagopalan (1995).
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3.4 Advantages of Mixed Basis Equations
The momentum equation expressed using mixed components has the following ad-
vantages.
1. The convective flux is represented compactly and the mass flow rate across the
face of a control volume can be expressed using a single contravariant velocity
component alone. The convection has no secondary flux. With formulations that
do not use contravariant velocity for fluxes, secondary non-directional fluxes arise.
To treat them in an implicit manner, all components of the velocities must be
present on every face of the control volume, thus requiring interpolation of the non-
directional velocities onto all faces. The expressions for the convective mass flux
with the contravariant and covariant velocities are given by Eqs. (3.57) and (3.58),
respectively.
m˙ = ρ~V · #  ”dA = ρV i ~ei · dAj ~e j = ρV iδji dAj = ρV idAi. (3.57)
m˙ = ρ~V · #  ”dA = ρVi ~e i · dAj ~e j = ρVigijdAj. (3.58)
To evaluate the mass flux on one of the faces, say x1(dA2 = dA3 = 0), the expres-
sions are,
m˙ = ρV 1dA1.
m˙ = ρV1g
11dA1 + ρV2g
21dA1 + ρV3g
31dA1. (3.59)
Thus, with the contravariant velocity, a single velocity component is sufficient to
compute the mass flux; whereas, three velocity components are needed with the
covariant velocity. This is depicted in Fig. 3.2.
2. The choice of physical covariant velocity as the primary solution variable has re-
sulted in unidirectional pressure gradient term in the momentum equation. This
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x2
x3
V 1~e1
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(a) Contravariant velocity
x1
x2
x3
V1~e
1
V2~e
2
V3~e
3
1
(b) Covariant velocity
Figure 3.2: Computation of convective mass flux with contravariant and covariant ve-
locity components.
is true, irrespective of whether the grids are orthogonal or non-orthogonal. In the
discretized equation, the pressure at each grid point is related only to the neigh-
boring grid points along the coordinate direction, leading to a simple five-point
stencil in 2D or seven-point stencil in 3D. The resulting matrix for the discretized
pressure equation will be diagonally-dominant (see Section 5.2.1) and aids conver-
gence in an iterative solution procedure. In contrast, if multi-directional pressure
gradient terms are present in the momentum equations, the discrete pressure equa-
P
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e
w
n
s
x1
x2
1
(a) Five-point stencil
P
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E
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NW
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SE
e
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n
s
ne
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x1
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1
(b) Nine-point stencil
Figure 3.3: Five-point and nine-point pressure equation stencil in two-dimensions.
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tion will require a complex nine-point stencil in 2D or nineteen-point stencil in
3D (Peric, 1990) and lack diagonal dominance (see Appendix D). Since the incom-
pressible, pressure-based, finite volume procedure solves for pressure and pressure
correction equations in every iteration, the present formulation is favorable. The
identity tensor, I˜, in a mixed basis contains only unit diagonal terms unlike the
covariant or contravariant representation of the identity tensor. Thus, the pressure
tensor in non-orthogonal coordinates retains a structure similar to the orthogonal
coordinates.
pI˜ = pδji ~e
i~ej = pgij ~e
i~ej = pgij ~ei~ej. (3.60)
3. Governing equations are derived for the generic case of triply non-orthogonal curvi-
linear coordinates. They are applicable to a wide variety of problems. However,
all flow geometries do not necessarily require such a complex coordinate system.
Quite often fluid flow problems can be solved with relatively simpler coordinate
systems like tubular, rotated, extruded, orthogonal coordinates, and so on. Rather
than developing multiple solvers for different coordinate systems, it would be ad-
vantageous to develop a single generic solver that can handle different classes
of geometries. The mixed basis momentum equations developed in the differ-
ential form are suitable for geometry-based simplifications. All terms, but one,
in Eq. (3.38) are present in every coordinate system. The secondary source term(
Γkij h
i + δik ∂h
k/∂xj
)
tjk/h
khj alone varies with different coordinate systems. These
terms can be evaluated mathematically and modified correspondingly. This facili-
tates the development of an efficient solver with optimal use of computer resources
and a minimal scope for spurious discretization errors. The simplification of the
mixed basis equations from the general curvilinear non-orthogonal coordinates to
various geometries of practical application like tubular, rotated, and extruded ge-
ometries is developed in the next chapter.
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4. The close similarity in terms of the equation structure, treatment of convection,
and pressure in the non-orthogonal coordinates using mixed components to the
solution procedure in the general orthogonal coordinates means very little effort is
required to extend an existing orthogonal solver to a non-orthogonal solver.
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CHAPTER 4. MIXED BASIS NAVIER-STOKES
EQUATIONS FOR VARIOUS COMPLEX GEOMETRIES
USING DIFFERENTIAL GEOMETRY
In the previous chapter, the mixed basis Navier-Stokes equations are obtained for the
general curvilinear non-orthogonal coordinates using physical covariant velocity as the
primary solution variable and mixed components for the convection-diffusion flux. This
chapter formulates a differential geometry approach to develop governing equations for
fluid flow in various, commonly-used, complex geometries. This mathematical approach
facilitates the development of Navier-Stokes equations in a differential form for geome-
tries of common practical applications, including the general non-orthogonal, tubular,
rotated, extruded, triply orthogonal, toroidal, spherical, cylindrical, and Cartesian bod-
ies. By developing a single solution procedure using mixed formulation that retains a
majority of terms to be invariant as explained in the previous chapter and implement-
ing geometry-based simplifications in the secondary source terms as explained in this
chapter, a general, efficient solution procedure can be obtained for any geometry ranging
from the complex non-orthogonal to the simplest Cartesian. Discussion on each type of
geometry includes the grid generation procedure, practical application, geometric prop-
erties, and the associated source metrics simplification. Comparison of the equations in
various geometries and the savings in the computational effort in terms of floating point
operations are also quantified.
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4.1 Non-Orthogonal Coordinate System
The most generic, versatile coordinate system is the one in which each coordinate
line intersects with the other at an arbitrary angle. The mathematical description of
physical laws in such a generic non-orthogonal coordinate system is complex. However,
non-orthogonal grids can be easily generated, using simple algebraic methods. They
offer greater grid control and an ability to align the coordinate lines with the streamline
direction to minimize false diffusion. For a complex geometry, in the absence of an
unstructured or overlapped structured grids, a non-orthogonal curvilinear grid using
algebraic methods may be the only viable grid generation procedure. Figure 4.1 shows
a non-orthogonal volume grid created with Non-Uniform Rational B-Spline surfaces and
transfinite interpolation.
Y
X
Z
1
Figure 4.1: Generic non-orthogonal grid.
Consider the coefficient metrics of the secondary source term from Eq. (3.38).
Γkijh
i + δik
∂hk
∂xj
. (4.1)
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For general non-orthogonal coordinates in three-dimensions, the above quantity ex-
pands to nine terms (corresponding to j, k = 1, 2, 3) for each ‘i’ direction. For the
sake of representational convenience, the nine terms are presented as 3 × 3 matrices in
Eqs. (4.2) - (4.4) for the three scalar momentum equations (i = 1, 2, 3), respectively.
j = 1 j = 2 j = 3

Γ111 h
1 +
∂h1
∂x1
Γ112 h
1 +
∂h1
∂x2
Γ113 h
1 +
∂h1
∂x3
k = 1
Γ211 h
1 Γ212 h
1 Γ213 h
1 k = 2
Γ311 h
1 Γ312 h
1 Γ313 h
1 k = 3
. (4.2)

Γ121 h
2 Γ122 h
2 Γ123 h
2
Γ221 h
2 +
∂h2
∂x1
Γ222 h
2 +
∂h2
∂x2
Γ223 h
2 +
∂h2
∂x3
Γ321 h
2 Γ322 h
2 Γ323 h
2
 . (4.3)

Γ131 h
3 Γ132 h
3 Γ133 h
3
Γ231 h
3 Γ232 h
3 Γ233 h
3
Γ331 h
3 +
∂h3
∂x1
Γ332 h
3 +
∂h3
∂x2
Γ333 h
3 +
∂h3
∂x3
 . (4.4)
The secondary source metrics for a generic non-orthogonal system depends on eigh-
teen unique Christoffel symbols of the second kind and nine gradients of the contravariant
scale factors.
4.2 Quasi-Orthogonal Coordinate System
In this section, a class of coordinate systems is considered, in which one coordinate,
say x3, is normal to the other two coordinates x1 and x2 as shown in Fig. 4.2. Such a
coordinate system may be termed as a quasi-orthogonal coordinate system. A planar
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geometry may be swept, rotated, or translated to form tubular, rotated, or extruded
geometries, respectively, resulting in a quasi-orthogonal coordinate system. Here, it is
assumed the grid on the planar geometry is non-orthogonal. Simplification for the case
of tubular, rotated, or extruded geometries with an orthogonal grid on the planar cross-
section becomes apparent at the end of Section 4.3.
x1
x2
x3
1
Figure 4.2: Quasi-orthogonal coordinate system.
4.2.1 Tubular coordinate system
Consider the sweeping of a planar cross-section along a torsion-less curve, ~C, to form
a tubular geometry. The spine curve, ~C, forms a guiding path to generate the tubular
geometry. Let a constraint be placed such that at any point on the spine curve, the
cross-sectional plane is normal to the local tangent to the spine curve, i.e., any vector
on the plane of cross-section is perpendicular to the local tangent to the spine curve.
Without loss of generality for the sake of mathematical convenience, assume the origin
of the coordinate system lies at the beginning of the spine curve and its initial tangent is
in the z-direction. The spine curve ~C lies on the y− z plane and is parameterized by x3,
i.e., ~C(x3) = (0, Cy(x
3), Cz(x
3)). The initial plane surface is parameterized by x1 and
x2. A curvilinear grid on the initial plane is described by the coordinates xo = xo(x
1, x2)
and yo = yo(x
1, x2). Since it is a planar geometry, the third coordinate is zo = 0.
This initial plane is swept along the spine curve to form the subsequent plane whose
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coordinates are denoted by x = x(x1, x2, x3), y = y(x1, x2, x3), and z = z(x1, x2, x3).
The envelope of the swept region forms a tubular volume. Thus, (xo, yo, 0) are the
Cartesian coordinates of the points on the initial 2D plane, (x, y, z) are the Cartesian
coordinates of the points in the resulting 3D tubular volume and (x1, x2, x3) are the
body-fitted curvilinear coordinates on the 3D tubular volume. Figure 4.3 depicts the
sweeping of a planar geometry along the spine curve ~C to form a tubular geometry and
the grid on an S-shaped tubular geometry. Using such a coordinate system, fluid flow
inside tubes with 90°, 180°, and S-bends have been studied in the literature (Towne
(1984), Rosenfeld et al. (1991), Segal et al. (1992), Coelho and Pereira (1993), Zang
et al. (1994), and Ge and Sotiropoulos (2007)). The transformation from (xo, yo, 0) to
(x, y, z) is given by
x
y
z
 =

1 0 0
0 cos θ − sin θ
0 sin θ cos θ


xo
yo
0
+

0
Cy
Cz
 , (4.5)
where θ = θ(x3) is the difference in the angle between the tangents to the spine curve at
the initial and subsequent plane. The tangent to the spine curve ~C is
d~C
dx3
=
dCy
dx3
jˆ +
dCz
dx3
kˆ. (4.6)
From Eqs. (2.1) and (4.5), the covariant basis vectors are
~e1 =
∂x
∂x1
iˆ+
∂y
∂x1
jˆ +
∂z
∂x1
kˆ =
(
∂xo
∂x1
)
iˆ+
(
∂yo
∂x1
cos θ
)
jˆ +
(
∂yo
∂x1
sin θ
)
kˆ. (4.7)
~e2 =
∂x
∂x2
iˆ+
∂y
∂x2
jˆ +
∂z
∂x2
kˆ =
(
∂xo
∂x2
)
iˆ+
(
∂yo
∂x2
cos θ
)
jˆ +
(
∂yo
∂x2
sin θ
)
kˆ. (4.8)
~e3 =
∂x
∂x3
iˆ+
∂y
∂x3
jˆ +
∂z
∂x3
kˆ
=
(
−yo sin θ dθ
dx3
+
dCy
dx3
)
jˆ +
(
yo cos θ
dθ
dx3
+
dCz
dx3
)
kˆ. (4.9)
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(a) Sweeping of a planar geometry along a curve ~C to form a tubular volume.
X
Y
Z
Spine curve
Initial plane
1
(b) S-shaped tubular geometry.
Figure 4.3: Tubular coordinate system.
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The corresponding contravariant basis vectors are obtained using Eqs. (2.38) - (2.40).
~e 1 =
(
1√
g
∂yo
∂x2
[
yo
dθ
dx3
+ cos θ
dCz
dx3
− sin θdCy
dx3
])
iˆ+
(−1√
g
∂xo
∂x2
[
yo cos θ
dθ
dx3
+
dCz
dx3
])
jˆ
+
(
1√
g
∂xo
∂x2
[
−yo sin θ dθ
dx3
+
dCy
dx3
])
kˆ. (4.10)
~e 2 =
(−1√
g
∂yo
∂x1
[
yo
dθ
dx3
+ cos θ
dCz
dx3
− sin θdCy
dx3
])
iˆ+
(
1√
g
∂xo
∂x1
[
yo cos θ
dθ
dx3
+
dCz
dx3
])
jˆ
+
(−1√
g
∂xo
∂x1
[
−yo sin θ dθ
dx3
+
dCy
dx3
])
kˆ. (4.11)
~e 3 =
1√
g
[
∂xo
∂x1
∂yo
∂x2
− ∂xo
∂x2
∂yo
∂x1
](
− sin θ jˆ + cos θ kˆ
)
. (4.12)
The square root of the determinant of the covariant metric tensor is
√
g = (~e1 × ~e2) · ~e3 =
[
∂xo
∂x1
∂yo
∂x2
− ∂xo
∂x2
∂yo
∂x1
] [
yo
dθ
dx3
+ cos θ
dCz
dx3
− sin θdCy
dx3
]
. (4.13)
The grid generation procedure pre-supposed the cross-section of the tube lies on a
plane normal to the local tangent to the spine curve. This constraint implies any in-plane
vector on the cross-section is normal to the tangent to the spine curve, i.e.,
~e1 · d
~C
dx3
= ~e2 · d
~C
dx3
= 0. (4.14)
Substituting Eqs. (4.6) - (4.8) in Eq. (4.14) leads to the following constraint.
cos θ
dCy
dx3
+ sin θ
dCz
dx3
= 0. (4.15)
Squaring and rearranging the above equation,(
dCy
dx3
)2
+
(
dCz
dx3
)2
= sin2 θ
(
dCy
dx3
)2
+ cos2 θ
(
dCz
dx3
)2
− 2 sin θ cos θ dCy
dx3
dCz
dx3
. (4.16)
The reductions in the metrics for a tubular coordinate system are as follows.
1. Due to the constraint placed on the cross-sectional plane with respect to the spine
curve, the coordinate, x3, is perpendicular to the coordinates, x1 and x2. From
Eqs. (4.7) and (4.9),
g13 = ~e1 · ~e3 = ∂yo
∂x1
cos θ
dCy
dx3
+
∂yo
∂x1
sin θ
dCz
dx3
= ~e1 · d
~C
dx3
= 0. (4.17)
Similarly, g23 = g
13 = g23 = 0.
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2. The contravariant scale factors h1 and h2 are functions of x1 and x2 only. From
Eq. (4.10),
~e 1 · ~e 1 = g11 = (h1)2 = 1
g
[(
∂yo
∂x2
)2(
yo
dθ
dx3
+ cos θ
dCz
dx3
− sin θdCy
dx3
)2
+
(
∂xo
∂x2
)2((
yo
dθ
dx3
)2
+
(
dCy
dx3
)2
+
(
dCz
dx3
)2
+ 2yo cos θ
dθ
dx3
dCz
dx3
− 2yo sin θ dθ
dx3
dCy
dx3
)]
.
Using Eq. (4.16), the above relation becomes,
~e 1 · ~e 1 = g11 = (h1)2 = 1
g
(
yo
dθ
dx3
+ cos θ
dCz
dx3
− sin θdCy
dx3
)2 [(
∂yo
∂x2
)2
+
(
∂xo
∂x2
)2]
.
Substituting for g from Eq. (4.13),
~e 1 · ~e 1 = g11 = (h1)2 =
(
∂yo
∂x2
)2
+
(
∂xo
∂x2
)2
(
∂xo
∂x1
∂yo
∂x2
− ∂xo
∂x2
∂yo
∂x1
)2 .
Thus, from the above relation, it is seen that the contravariant scale factor, h1, is
a function of x1 and x2 only and the derivative with respect to x3 vanishes.
∂ (~e 1 · ~e 1)
∂x3
=
∂g11
∂x3
= 2h1
∂h1
∂x3
= 0. (4.18)
Similarly, ∂h2/∂x3 = 0. Geometrically, h1 and h2 are the inverse of the normal
distance between successive x1 and x2 planes, respectively. The initial 2D plane is
not scaled, while it is swept along the spine curve ~C. Consequently the inverse of
the normal distances, h1 and h2, are preserved across the x3 planes.
3. Using g13 = g23 = 0 in Eq. (2.30), we obtain g = g33 (g11g22 − g212). Substituting
this relation for g in Eq. (2.33) yields g33 = 1/g33 or h
3 = 1/h3. This leads to the
following reduction for i = 1, 2, and 3.
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Γ33ih
3 +
∂h3
∂xi
= Γ33i
1
h3
+
∂h−13
∂xi
,
=
1
h3
[
Γ33i −
1
h3
∂h3
∂xi
]
,
=
1
h3
[
∂~e3
∂xi
· ~e 3 − h3
h23
∂h3
∂xi
]
.
Using g13 = g23 = 0 in Eq. (2.42), we obtain ~e 3 = g33 ~e3 = 1/g33 ~e3 = 1/h
2
3 ~e3.
Then, the above relation reduces to
Γ33ih
3 +
∂h3
∂xi
=
1
h3 g33
[
∂~e3
∂xi
· ~e3 − h3∂h3
∂xi
]
, =
1
h3 g33
[
∂~e3
∂xi
· ~e3 − h3∂ (~e3 · ~e3)
1
2
∂xi
]
,
=
1
h3 g33
[
∂~e3
∂xi
· ~e3 − h3
2 (~e3 · ~e3)
1
2
∂ (~e3 · ~e3)
∂xi
]
,
=
1
h3 g33
[
∂~e3
∂xi
· ~e3 − 1
2
∂ (~e3 · ~e3)
∂xi
]
= 0.(4.19)
4. The derivative of the in-plane tangent vectors, ~e1 or ~e2, with respect to the coor-
dinates, x1 or x2, is normal to the vector, ~e 3. As a result,
Γ311 =
∂~e1
∂x1
· ~e 3 =
[(
∂2xo
∂x1∂x1
)
iˆ+
(
∂2yo
∂x1∂x1
cos θ
)
jˆ +
(
∂2yo
∂x1∂x1
sin θ
)
kˆ
]
·
1√
g
(
∂xo
∂x1
∂yo
∂x2
− ∂xo
∂x2
∂yo
∂x1
)[
− sin θ jˆ + cos θ kˆ
]
= 0. (4.20)
Similarly, Γ312 = Γ
3
21 = Γ
3
22 = 0.
5. The derivative of the in-plane tangent vectors, ~e1 or ~e2, with respect to the coor-
dinate, x3, is perpendicular to the vectors, ~e 1 and ~e 2. Thus,
Γ113 =
∂~e1
∂x3
· ~e 1 =
[(
− sin θ ∂yo
∂x1
dθ
dx3
)
jˆ +
(
cos θ
∂yo
∂x1
dθ
dx3
)
kˆ
]
· ~e 1.
Substituting for ~e 1 from Eq. (4.10),
Γ113 =
1√
g
∂xo
∂x2
∂yo
∂x1
dθ
dx3
(
cos θ
dCy
dx3
+ sin θ
dCz
dx3
)
,
=
1√
g
∂xo
∂x2
dθ
dx3
(
~e1 · d
~C
dx3
)
= 0. (4.21)
Similarly, Γ123 = Γ
2
13 = Γ
2
23 = 0.
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While obtaining the above simplifications, it was assumed that the planar grid is in the
x1−x2 plane and the spine curve ~C is in the x3 direction. However, these simplifications
can be generalized to the case of planar grid in any xi − xj plane and the spine curve ~C
in the third direction, xk, as summarized in Table 4.1.
Table 4.1: Simplification of the metrics for a tubular coordinate system.
Simplification Index constraint Example (with k = 3)
gik = g
ik = 0 i 6= k g13 = g23 = g13 = g23 = 0
∂hi/∂xk = 0 i 6= k ∂h1/∂x3 = ∂h2/∂x3 = 0
Γkki h
k + ∂hk/∂xi = 0 i = 1, 2, 3
Γ331 h
3 + ∂h3/∂x1 = 0
Γ332 h
3 + ∂h3/∂x2 = 0
Γ333 h
3 + ∂h3/∂x3 = 0
Γkij = 0 i, j 6= k Γ311 = Γ312 = Γ321 = Γ322 = 0
Γijk = 0 i, j 6= k Γ113 = Γ123 = Γ213 = Γ223 = 0
Substituting Eqs. (4.17) - (4.21) into Eqs. (4.2) - (4.4), the secondary source metrics
for the three momentum equations in a tubular coordinate system can be rewritten as
follows. 
Γ111 h
1 +
∂h1
∂x1
Γ112 h
1 +
∂h1
∂x2
0
Γ211 h
1 Γ212 h
1 0
0 0 Γ313 h
1
 . (4.22)

Γ121 h
2 Γ122 h
2 0
Γ221 h
2 +
∂h2
∂x1
Γ222 h
2 +
∂h2
∂x2
0
0 0 Γ323 h
2
 . (4.23)

0 0 Γ133 h
3
0 0 Γ233 h
3
0 0 0
 . (4.24)
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The secondary source metrics for a quasi-orthogonal tubular coordinate system de-
pends on ten Christoffel symbols of the second kind and four gradients of the contravari-
ant scale factors, as opposed to eighteen Christoffel symbols of the second kind and nine
gradients of the contravariant scale factors in a generic non-orthogonal system.
4.2.2 Rotated coordinate system
A planar geometry can be rotated about an axis on its plane to form a 3D rotated
geometry. A rotated coordinate system is used in flow simulations for geometries that
are solids of revolution. Problems like an internal flow in a pipe or an external flow
over a missile without fins require such a coordinate system. The mathematical relations
developed in the preceding tubular coordinates section can be easily reduced to a rotated
coordinate system by requiring the spine curve be a circle of radius C0, i.e., ~C(x
3) = (0,
Cy(x
3), Cz(x
3)) = (0, C0 cos θ − C0, C0 sin θ). The constant, −C0, is to account for the
position of the origin of the coordinate system at the beginning of the spine curve as
shown in Fig. 4.4. Figure 4.4 shows the rotation of a planar geometry to form a 3D
rotated geometry and the grid on a sector of a pipe with constriction. Rastogi (1984)
and Karki and Patankar (1988b) studied similar pipe flows using an axisymmetric solver.
Equations (4.6) - (4.24) developed for tubular coordinates are made applicable to rotated
coordinates by substituting,
dCy
dx3
= −C0 sin θ dθ
dx3
, (4.25)
dCz
dx3
= C0 cos θ
dθ
dx3
. (4.26)
No additional metric vanishes for a rotated coordinate system. Equations (4.2) - (4.4)
reduce to the exact same Eqs. (4.22) - (4.24) for a rotated coordinate system. The only
difference between a tubular and a rotated coordinate system is the radius of curvature
for the tubular geometry changes with x3; whereas, it becomes a constant, (Co + yo), for
the rotated geometry. This can be seen from the expression for the square root of the
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z
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Subsequent plane
Spine curve
~C = (0, C0 cos θ − Co, Co sin θ)
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θ
1
(a) Rotation of a planar geometry to form a 3D rotated geometry.
X
Y
Z
Spine curve
Initial plane
1
(b) Grid on a rotated geometry of a pipe with constriction.
Figure 4.4: Rotated coordinate system.
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determinant of the covariant metric tensor. By using Eqs. (4.25) and (4.26) in Eq. (4.13),
√
g for a rotated coordinates can be obtained as follows.
√
g =
[
∂xo
∂x1
∂yo
∂x2
− ∂xo
∂x2
∂yo
∂x1
](
yo
dθ
dx3
+ Co cos
2 θ
dθ
dx3
+ Co sin
2 θ
dθ
dx3
)
,
=
[
∂xo
∂x1
∂yo
∂x2
− ∂xo
∂x2
∂yo
∂x1
]
(Co + yo)
dθ
dx3
. (4.27)
4.2.3 Extruded coordinate system
An extruded geometry is the one in which a planar cross-section is translated normally
in the third direction. The relations developed for the tubular coordinates can be reduced
to extruded coordinates by making the central spine curve a straight line, i.e., ~C(x3) = (0,
0, Cz(x
3)) = (0, 0, z) and θ = 0. Figure 4.5 shows the translation of a planar cross-
section to form an extruded geometry and an example of an extruded grid over a hill
geometry. Equations (4.6) - (4.21) developed for a tubular coordinate system can be
made applicable to an extruded coordinate system by making the substitutions,
dCy
dx3
= 0, (4.28)
dCz
dx3
=
dz
dx3
, (4.29)
θ = 0. (4.30)
The covariant basis vectors from Eqs. (4.7) - (4.9) reduce to
~e1 =
∂xo
∂x1
iˆ+
∂yo
∂x1
jˆ. (4.31)
~e2 =
∂xo
∂x2
iˆ+
∂yo
∂x2
jˆ. (4.32)
~e3 =
dz
dx3
kˆ. (4.33)
The corresponding contravariant basis vectors from Eqs. (4.10) - (4.12) become,
~e 1 =
1√
g
[(
∂yo
∂x2
dz
dx3
)
iˆ−
(
∂xo
∂x2
dz
dx3
)
jˆ
]
. (4.34)
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z
Initial plane
Subsequent plane
Spine curve
~C = (0, 0, z)
1
(a) Translation of a planar cross-section to form an extruded geometry.
X
Y
Z
Spine
curve
Initial
plane
1
(b) Grid on an extruded hill geometry.
Figure 4.5: Extruded coordinate system.
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~e 2 =
1√
g
[
−
(
∂yo
∂x1
dz
dx3
)
iˆ+
(
∂xo
∂x1
dz
dx3
)
jˆ
]
. (4.35)
~e 3 =
1√
g
[(
∂xo
∂x1
∂yo
∂x2
− ∂xo
∂x2
∂yo
∂x1
)
kˆ
]
. (4.36)
The square root of the determinant of the covariant metric tensor is
√
g = (~e1 × ~e2) · ~e3 =
(
∂xo
∂x1
∂yo
∂x2
− ∂xo
∂x2
∂yo
∂x1
)
dz
dx3
. (4.37)
In general, the coordinate z will be a function of x3, i.e., z = z(x3). In the specific
case of dz/dx3 = constant, the grid in the x3 direction will be uniformly spaced. All
simplifications obtained for the tubular coordinate system are valid for the extruded
coordinate system. In addition to the simplifications from Eqs. (4.17) - (4.21), the
following metric reductions become possible for an extruded coordinate system.
1. From Eqs. (4.31) and (4.32), the derivative of the in-plane tangent vectors, ~e1
and ~e2, with respect to the coordinate, x
3, vanish. The corresponding Christoffel
symbols of the second kind also vanish.
Γk13 =
∂~e1
∂x3
· ~e k = 0 (k = 1, 2, 3). (4.38)
Γk23 =
∂~e2
∂x3
· ~e k = 0 (k = 1, 2, 3). (4.39)
2. The derivative of the out-of-plane tangent vector, ~e3, with respect to the coordinate,
x3, is perpendicular to the vectors, ~e 1 and ~e 2. As a result,
Γ133 =
∂~e3
∂x3
· ~e 1,
=
(
d2z
dx3dx3
kˆ
)
·
(
1√
g
[(
∂yo
∂x2
dz
dx3
)
iˆ−
(
∂xo
∂x2
dz
dx3
)
jˆ
])
= 0. (4.40)
Similarly, Γ233 = 0.
Similar to Table 4.1, the simplifications are generalized to the case of a planar grid
in any xi − xj plane and xk as the extrusion direction, in Table 4.2.
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Table 4.2: Simplification of the metrics for an extruded coordinate system.
Simplification Index constraint Example (with k = 3)
gik = g
ik = 0 i 6= k g13 = g23 = g13 = g23 = 0
∂hi/∂xk = 0 i 6= k ∂h1/∂x3 = ∂h2/∂x3 = 0
Γkki h
k + ∂hk/∂xi = 0 i = 1, 2, 3
Γ331 h
3 + ∂h3/∂x1 = 0
Γ332 h
3 + ∂h3/∂x2 = 0
Γ333 h
3 + ∂h3/∂x3 = 0
Γkij = 0 i, j 6= k Γ311 = Γ312 = Γ321 = Γ322 = 0
Γijk = 0 i = 1, 2, 3 and j 6= k Γ
1
13 = Γ
1
23 = Γ
2
13 = Γ
2
23 =
Γ313 = Γ
3
23 = 0
Γikk = 0 i 6= k Γ133 = Γ233 = 0
Substituting Eqs. (4.38) - (4.40) into Eqs. (4.22) - (4.24), the secondary source metrics
for the three momentum equations in an extruded coordinate system are
Γ111 h
1 +
∂h1
∂x1
Γ112 h
1 +
∂h1
∂x2
0
Γ211 h
1 Γ212 h
1 0
0 0 0
 . (4.41)

Γ121 h
2 Γ122 h
2 0
Γ221 h
2 +
∂h2
∂x1
Γ222 h
2 +
∂h2
∂x2
0
0 0 0
 . (4.42)

0 0 0
0 0 0
0 0 0
 . (4.43)
From Eqs. (4.41) - (4.43), the reduction of metrics for an extruded coordinate system
can be generalized to any direction of extrusion. The whole matrix corresponding to the
90
direction of extrusion vanishes, while the metrics in the row and column corresponding to
the direction of extrusion becomes zero in the other two matrices. The secondary source
metrics for an extruded coordinates depends on six Christoffel symbols of the second kind
and four gradients of the contravariant scale factors.
4.3 Triply Orthogonal Coordinate System
In a triply orthogonal coordinate system, each coordinate line intersects with the
other at 90°. The basis vectors satisfy the Kronecker-delta criterion, eˆi · eˆj = δij. As
a result, the covariant and contravariant metric tensors have only diagonal terms. The
governing conservation equations are greatly simplified and the application of boundary
conditions becomes straightforward. The primary difficulty with orthogonal coordinates
is the process of grid generation. One way to obtain an orthogonal grid is to solve an
elliptic partial differential equation as in Pope (1978). In this procedure, control over
grid spacing is very limited. Ensuring perfect orthogonality everywhere in the domain of
a solution is impossible if the boundaries intersect non-orthogonally. Figure 4.6 shows a
triply orthogonal grid generated by solving a 3D elliptic partial differential equation on
a diverging section. The simplifications for triply orthogonal coordinates are
1. When i = k, Eq. (4.1) reduces to (no summation is implied on the repeated dummy
index ‘i’),
Γkijh
i + δik
∂hk
∂xj
= Γiijh
i +
∂hi
∂xj
. (4.44)
Note, in orthogonal coordinates, hi = 1/hi and gij = g
ij = 0 (for i 6= j), the above
grid stretching metric identically goes to zero (similar to Eq. (4.19)). Thus, in
Eqs. (4.2) - (4.4), the entire metrics in the row corresponding to the direction of
momentum equation vanishes.
2. In triply orthogonal coordinates, Γ123,Γ
2
31, and Γ
3
12 = 0 (Warsi, 2005).
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Z
X
Y
1
Figure 4.6: Triply orthogonal grid on a diverging section.
In a triply orthogonal coordinate system, the Christoffel symbols of the second kind
can be written as derivatives of the covariant scale factors as summarized in Table 4.3
(Warsi (2005)). Making use of these two simplifications and substituting for the Christof-
fel symbols of the second kind, Eqs. (4.2) - (4.4) can be simplified to a triply orthogonal
system as follows. 
0 0 0
− 1
h22
∂h1
∂x2
1
h1h2
∂h2
∂x1
0
− 1
h23
∂h1
∂x3
0
1
h1h3
∂h3
∂x1
 . (4.45)

1
h2h1
∂h1
∂x2
− 1
h21
∂h2
∂x1
0
0 0 0
0 − 1
h23
∂h2
∂x3
1
h2h3
∂h3
∂x2
 . (4.46)
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
1
h1h3
∂h1
∂x3
0 − 1
h21
∂h3
∂x1
0
1
h2h3
∂h2
∂x3
− 1
h22
∂h3
∂x2
0 0 0
 . (4.47)
Table 4.3: Christoffel symbols of the second kind for a triply orthogonal coordinate
system.
Γ111 =
1
h1
∂h1
∂x1
Γ211 =
−h1
h22
∂h1
∂x2
Γ311 =
−h1
h23
∂h1
∂x3
Γ112 =
1
h1
∂h1
∂x2
Γ212 =
1
h2
∂h2
∂x1
Γ312 = 0
Γ113 =
1
h1
∂h1
∂x3
Γ213 = 0 Γ
3
13 =
1
h3
∂h3
∂x1
Γ122 =
−h2
h21
∂h2
∂x1
Γ222 =
1
h2
∂h2
∂x2
Γ322 =
−h2
h23
∂h2
∂x3
Γ123 = 0 Γ
2
23 =
1
h2
∂h2
∂x3
Γ323 =
1
h3
∂h3
∂x2
Γ133 =
−h3
h21
∂h3
∂x1
Γ233 =
−h3
h22
∂h3
∂x2
Γ333 =
1
h3
∂h3
∂x3
It is important to note the source metrics for a triply orthogonal system becomes a
function of six independent derivatives of the covariant scale factors, ∂h1/∂x
2, ∂h1/∂x
3,
∂h2/∂x
1, ∂h2/∂x
3, ∂h3/∂x
1, and ∂h3/∂x
2. In the section on quasi-orthogonal coordinate
systems, it was assumed the cross-section contains a non-orthogonal grid. For the case
where the cross-section contains an orthogonal grid, the simplified metrics for tubular,
rotated, or extruded coordinates can be obtained by setting the terms that vanish in
Eqs. (4.22) - (4.24) or Eqs. (4.41) - (4.43) to zero in Eqs. (4.45) - (4.47). These simplified
metrics for tubular/rotated and extruded coordinate systems with an orthogonal grid on
the cross-section are given in Eqs. (4.48) - (4.50) and Eqs. (4.51) - (4.53), respectively.
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
0 0 0
− 1
h22
∂h1
∂x2
1
h1h2
∂h2
∂x1
0
0 0
1
h1h3
∂h3
∂x1
 . (4.48)

1
h2h1
∂h1
∂x2
− 1
h21
∂h2
∂x1
0
0 0 0
0 0
1
h2h3
∂h3
∂x2
 . (4.49)

0 0 − 1
h21
∂h3
∂x1
0 0 − 1
h22
∂h3
∂x2
0 0 0
 . (4.50)

0 0 0
− 1
h22
∂h1
∂x2
1
h1h2
∂h2
∂x1
0
0 0 0
 . (4.51)

1
h2h1
∂h1
∂x2
− 1
h21
∂h2
∂x1
0
0 0 0
0 0 0
 . (4.52)

0 0 0
0 0 0
0 0 0
 . (4.53)
The source metrics for the general orthogonal coordinate system can be simplified to
a few commonly used orthogonal coordinate systems.
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4.3.1 Toroidal coordinate system
The inverse transformation, scale factors, and its derivatives for a toroidal coordinate
system (0 ≤ R ≤ C, 0 ≤ ϕ < 2pi, 0 ≤ θ < 2pi) are
x = (C +R sinϕ) cos θ y = (C +R sinϕ) sin θ z = R cosϕ,
x1 = R x2 = ϕ x3 = θ,
h1 = 1 h2 = R h3 = C +R sinϕ.
∂h1/∂x
2 = 0 ∂h1/∂x
3 = 0,
∂h2/∂x
1 = 1 ∂h2/∂x
3 = 0,
∂h3/∂x
1 = sinϕ ∂h3/∂x
2 = R cosϕ.
4.3.2 Spherical coordinate system
The inverse transformation, scale factors, and its derivatives for a spherical coordinate
system (0 ≤ R <∞, 0 ≤ ϕ ≤ pi, 0 ≤ θ < 2pi) are
x = R sinϕ cos θ y = R sinϕ sin θ z = R cosϕ,
x1 = R x2 = ϕ x3 = θ,
h1 = 1 h2 = R h3 = R sinϕ.
∂h1/∂x
2 = 0 ∂h1/∂x
3 = 0,
∂h2/∂x
1 = 1 ∂h2/∂x
3 = 0,
∂h3/∂x
1 = sinϕ ∂h3/∂x
2 = R cosϕ.
4.3.3 Cylindrical coordinate system
The inverse transformation, scale factors, and its derivatives for a cylindrical coordi-
nate system (0 ≤ r <∞, 0 ≤ θ < 2pi,−∞ < z <∞) are
x = r cos θ y = r sin θ z = z,
x1 = r x2 = θ x3 = z,
h1 = 1 h2 = r h3 = 1.
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∂h1/∂x
2 = 0 ∂h1/∂x
3 = 0,
∂h2/∂x
1 = 1 ∂h2/∂x
3 = 0,
∂h3/∂x
1 = 0 ∂h3/∂x
2 = 0.
4.3.4 Cartesian coordinate system
In the trivial case of a Cartesian coordinate system, all scale factors become unity
and their derivatives vanish.
h1 = 1 h2 = 1 h3 = 1.
∂h1/∂x
2 = 0 ∂h1/∂x
3 = 0,
∂h2/∂x
1 = 0 ∂h2/∂x
3 = 0,
∂h3/∂x
1 = 0 ∂h3/∂x
2 = 0.
4.4 Comparison of Secondary Source Metrics for Various
Complex Geometries
The objective here is to develop a single generic CFD solver using mixed formula-
tion that retains a majority of terms on the left-hand side of Eq. (3.38) to be invariant
and implement differential geometry-based simplifications to the coordinate varying sec-
ondary source term on the right-hand side for a variety of complex geometries as shown
in Fig. 4.7. Such simplifications result in an efficient solution procedure and optimal
use of computational resources. To quantify the savings in computation, the effort to
calculate the secondary sources for various geometry configurations is evaluated in terms
of floating point operations. Among other factors, the number of floating point oper-
ations depend on specific implementation, programming practice, and stencil used for
evaluating velocity derivatives. Here, it is assumed that the secondary source metrics
are computed once and stored at the beginning of the solution procedure. In estimating
the floating point operations, a simple two-point stencil is used for evaluating velocity
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derivatives and it is assumed the velocities are available at the necessary points to eval-
uate the derivatives. As an example, the estimation of floating point operations for the
general case of non-orthogonal coordinates is illustrated below. From Eq. (3.38), the
secondary source term is
Si =
(
Γkij h
i + δik
∂hk
∂xj
)
tjk
hkhj
= ηkij t
j
k,
where the convective-diffusive flux is given by,
tji = ρviv
j −
[
µeff
{
hihj
(
∂(vi/h
i)
∂xk
− vl
hl
Γlik
)
gkj + hjhi
(
∂(vj/h
j)
∂xk
− vl
hl
Γljk
)
gki
}]
.
The metric term, ηkij =
(
Γkij h
i + δik
∂hk
∂xj
)
1
hkhj
, is computed once at the beginning
of the solution procedure and the term, µeff = µ + µt, is computed at the beginning of
every iteration. The calculation of the secondary source terms can be subdivided into
five steps by evaluating and storing common sub-expressions.
1. To evaluate the velocity gradients requires dividing the velocities by metric factors,
i.e., Vi = vi/h
i. This procedure requires one division operation per component,
leading to a total of 3 floating point operations.
2. The velocity gradient term is ∂ (vi/h
i) /∂xk − vl/hlΓlik. Using step 1, it becomes
∂Vi/∂x
k − VlΓlik. Consider the first component of the velocity gradient, V ′11, with
i = 1, k = 1.
V ′11P =
(
∂V1
∂x1
− VlΓl11
)
P
= V1e − V1w −
(
V1 × Γ111 − V2 × Γ211 − V3 × Γ311
)
P
.
A simple two-point stencil is used to evaluate the velocity derivative. In the current
implementation, the computational space is ∆x1 = 1. Here, P is the cell center
point and e, w are the cell east, west faces. The above procedure to evaluate velocity
gradient requires 7 operations. Thus, for the nine components, it requires a total
of 63 floating point operations.
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3. Substituting for the velocity gradient, V ′ik, the diffusive flux term is d
j
i = µeff[
hihjV
′
ikg
kj + hjhiV
′
jkg
ki
]
. The first component of the diffusive flux is
d11 = 2× µeff × h1 × h1 ×
(
V ′11 × g11 + V ′12 × g21 + V ′13 × g31
)
.
Each diagonal component of the diffusive flux requires 9 operations, leading to a
total of 27 floating point operations for three diagonal components of the diffusive
flux. For an off-diagonal component like d21 = d
1
2,
d21 = d
1
2 = µeff ×
[
h1 × h2 ×
(
V ′11 × g12 + V ′12 × g22 + V ′13 × g32
)
+ h2 × h1 ×
(
V ′21 × g11 + V ′22 × g21 + V ′23 × g31
)]
.
Each off-diagonal component of the diffusive flux requires 16 operations, leading to
a total of 48 floating point operations for the three unique off-diagonal components.
All together, the diffusive flux requires a total of 27 + 48 = 75 floating point
operations.
4. The convective-diffusive flux tensor is tji = ρviv
j − dji . Each component of the
convective-diffusive flux requires
t11 = ρ× v1 × v1 − d11,
3 floating point operations. Thus, the nine components of the flux requires a total
of 27 floating point operations.
5. The secondary source term for i = 1 momentum equation is
s1 = η
k
1jt
j
k = η
1
11 × t11 + η112 × t21 + η113 × t31 + η211 × t12 + η212 × t22 + η213 × t32
+ η311 × t13 + η312 × t23 + η313 × t33.
The secondary source term for each momentum equation requires 17 operations
which leads to a total of 51 floating point operations for the three coordinate
directions.
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Therefore, the total number of floating point operations to compute secondary source
terms per grid point for a generic non-orthogonal coordinates is 3 + 63 + 75 + 27 + 51 =
219. The computations required to calculate the secondary sources for other coordinate
systems can be estimated in a similar manner. The total number of secondary source
terms for the three momentum equations and the number of floating point operations
to compute them at each grid point is summarized for the different coordinate systems
in Table 4.4. Considering the source terms are evaluated at each grid point for every
iteration during each time step, it can be seen how a simple metric reduction procedure
in the pre-processor stage enables a single, efficient CFD solver.
Table 4.4: Comparison of the secondary source terms and their computational expense
for different geometry configurations.
Geometry configuration
Number of
secondary source
terms
Number of floating
point operations
Generic non-orthogonal 27 219
Tubular With non-orthogonal
grid on the
cross-section
12 125
Rotated 12 125
Extruded 8 74
Triply orthogonal 12 123
Tubular
With orthogonal grid
on the cross-section
8 91
Rotated 8 91
Extruded 4 50
Toroidal 6 71
Spherical 6 71
Cylindrical 2 26
Cartesian 0 0
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CHAPTER 5. NUMERICAL METHOD
This chapter focuses on the discretization of the governing conservation equations,
numerical algorithm, and boundary conditions.
5.1 Finite Volume Discretization
The governing equations are partial differential equations. To solve them using a
computer program, they need to be rearranged in the form of algebraic equations. This
is achieved using the discretization process. Finite volume method is used to discretize
and solve the governing equations on a structured body-conforming grid. A staggered
grid has been adopted, where p, µ, µt, K, and  are stored at the cell centers and the
velocities are stored at the cell faces to avoid spurious pressure oscillation. A typical
control volume around a grid point, P , is shown in Fig. 5.1. E,W,N, S, T , and B are
the neighboring grids points and e, w, n, s, t, and b are the corresponding control volume
faces.
5.1.1 Discretization of mass conservation equation
From Eq. (3.35), the mass conservation equation is
∂ρ
∂t
+
1√
g
∂
∂xi
(
ρ
√
g gij vj
hj
)
= 0. (5.1)
The above equation can be expanded and rearranged by moving the non-orthogonal
terms to the right-hand side.
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Figure 5.1: Control volume around a grid point P .
1√
g
∂
∂x1
(
ρ
√
g g11 v1
h1
)
+
1√
g
∂
∂x2
(
ρ
√
g g22 v2
h2
)
+
1√
g
∂
∂x3
(
ρ
√
g g33 v3
h3
)
= − 1√
g
∂
∂x1
[
ρ
√
g
(
g12 v2
h2
+
g13 v3
h3
)]
− 1√
g
∂
∂x2
[
ρ
√
g
(
g21 v1
h1
+
g23 v3
h3
)]
− 1√
g
∂
∂x3
[
ρ
√
g
(
g31 v1
h1
+
g32 v2
h2
)]
. (5.2)
The leading time derivative term is dropped on account of incompressibility. Denoting
the non-orthogonal terms on the right-hand side by bNO and noting g
11 = h1h1, g22 =
h2h2, and g33 = h3h3, then
1√
g
∂
∂x1
(
ρ
√
g h1 v1
)
+
1√
g
∂
∂x2
(
ρ
√
g h2 v2
)
+
1√
g
∂
∂x3
(
ρ
√
g h3 v3
)
= bNO. (5.3)
This equation can be integrated over a finite control volume, ∆∀ = √g∆x1∆x2∆x3
at a grid point, P , and discretized in space.
(ρAev1e)− (ρAwv1w) + (ρAnv2n)− (ρAsv2s) + (ρAtv3t)− (ρAbv3b) = bNO∆∀. (5.4)
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The integrated area terms in the previous equation are given by the following expres-
sions.
Ae = (
√
g h1 ∆x2∆x3)e, Aw = (
√
g h1 ∆x2∆x3)w, (5.5)
An = (
√
g h2 ∆x1∆x3)n, As = (
√
g h2 ∆x1∆x3)s, (5.6)
At = (
√
g h3 ∆x1∆x2)t, Ab = (
√
g h3 ∆x1∆x2)b. (5.7)
5.1.2 Discretization of momentum conservation equation
From Eq. (3.43), the momentum conservation equation is
∂ρvi
∂t
+
1√
g
∂
∂xj
(√
g tji
hj
)
+ hi
∂p
∂xi
+ hi
∂
∂xi
(
2
3
ρK
)
=(
Γkij h
i + δik
∂hk
∂xj
)
tjk
hkhj
+ si−WT , (5.8)
where the convective-diffusive flux is
tji = ρviv
j −
[
µ+ µt
{
hihj
(
∂(vi/h
i)
∂xk
− vl
hl
Γlik
)
gkj + hjhi
(
∂(vj/h
j)
∂xk
− vl
hl
Γljk
)
gki
}]
.
Consider the momentum equation in the first direction. The v1 momentum equation
is
∂ρv1
∂t
+
1√
g
∂
∂x1
(√
g t11
h1
)
+
1√
g
∂
∂x2
(√
g t21
h2
)
+
1√
g
∂
∂x3
(√
g t31
h3
)
+ h1
∂p
∂x1
+ h1
∂
∂x1
(
2
3
ρK
)
=
[
Γ111 h
1 +
∂h1
∂x1
]
t11
h1h1
+
[
Γ112 h
1 +
∂h1
∂x2
]
t21
h1h2
+
[
Γ113 h
1 +
∂h1
∂x3
]
t31
h1h3
+
[
Γ211 h
1
] t12
h2h1
+
[
Γ212 h
1
] t22
h2h2
+
[
Γ213 h
1
] t32
h2h3
+
[
Γ311 h
1
] t13
h3h1
+
[
Γ312 h
1
] t23
h3h2
+
[
Γ313 h
1
] t33
h3h3
+ s1−WT . (5.9)
Representing the secondary source and the wind turbine source terms on the right-
hand side as S, and moving the gradient of pressure and turbulent kinetic energy to the
right-hand side,
∂ρv1
∂t
+
1√
g
∂
∂x1
(√
g t11
h1
)
+
1√
g
∂
∂x2
(√
g t21
h2
)
+
1√
g
∂
∂x3
(√
g t31
h3
)
= −h1 ∂p
∂x1
− h1 ∂
∂x1
(
2
3
ρK
)
+ S. (5.10)
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The convective-diffusive flux, tji , is written as the sum of primary convective-diffusive
flux, φji , and the secondary diffusive flux, ψ
j
i . The primary fluxes are
φ11 = ρv1v
1 − (µ+ µt)h1 g11 ∂v1
∂x1
, (5.11)
φ21 = ρv1v
2 − (µ+ µt)h2 g22 ∂v1
∂x2
, (5.12)
φ31 = ρv1v
3 − (µ+ µt)h3 g33 ∂v1
∂x3
. (5.13)
The secondary diffusive fluxes ψ11, ψ
2
1 and ψ
3
1 are given by
ψ11 = − 2 (µ+ µt)h1h1
{
g11
[
1
2
∂
∂x1
( v1
h1
)
− 1
2
v1
(h1)2
∂h1
∂x1
− v1
h1
Γ111 −
v2
h2
Γ211 −
v3
h3
Γ311
]
+ g21
[
∂
∂x2
( v1
h1
)
− v1
h1
Γ112 −
v2
h2
Γ212 −
v3
h3
Γ312
]
+ g31
[
∂
∂x3
( v1
h1
)
− v1
h1
Γ113 −
v2
h2
Γ213 −
v3
h3
Γ313
]}
, (5.14)
ψ21 = − (µ+ µt)
{
h1h2 g
12
[
∂
∂x1
( v1
h1
)
− v1
h1
Γ111 −
v2
h2
Γ211 −
v3
h3
Γ311
]
+ h1h2 g
22
[
− v1
(h1)2
∂h1
∂x2
− v1
h1
Γ112 −
v2
h2
Γ212 −
v3
h3
Γ312
]
+ h1h2 g
32
[
∂
∂x3
( v1
h1
)
− v1
h1
Γ113 −
v2
h2
Γ213 −
v3
h3
Γ313
]
+ h2h1 g
11
[
∂
∂x1
( v2
h2
)
− v1
h1
Γ121 −
v2
h2
Γ221 −
v3
h3
Γ321
]
+ h2h1 g
21
[
∂
∂x2
( v2
h2
)
− v1
h1
Γ122 −
v2
h2
Γ222 −
v3
h3
Γ322
]
+ h2h1 g
31
[
∂
∂x3
( v2
h2
)
− v1
h1
Γ123 −
v2
h2
Γ223 −
v3
h3
Γ323
]}
, (5.15)
ψ31 = − (µ+ µt)
{
h1h3 g
13
[
∂
∂x1
( v1
h1
)
− v1
h1
Γ111 −
v2
h2
Γ211 −
v3
h3
Γ311
]
+ h1h3 g
23
[
∂
∂x2
( v1
h1
)
− v1
h1
Γ112 −
v2
h2
Γ212 −
v3
h3
Γ312
]
+ h1h3 g
33
[
− v1
(h1)2
∂h1
∂x3
− v1
h1
Γ113 −
v2
h2
Γ213 −
v3
h3
Γ313
]
+ h3h1 g
11
[
∂
∂x1
( v3
h3
)
− v1
h1
Γ131 −
v2
h2
Γ231 −
v3
h3
Γ331
]
+ h3h1 g
21
[
∂
∂x2
( v3
h3
)
− v1
h1
Γ132 −
v2
h2
Γ232 −
v3
h3
Γ332
]
+ h3h1 g
31
[
∂
∂x3
( v3
h3
)
− v1
h1
Γ133 −
v2
h2
Γ233 −
v3
h3
Γ333
]}
. (5.16)
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These secondary diffusive terms, ψ, together with, S, are treated explicitly. They are
moved to the right-hand side of the equation as follows.
∂ρv1
∂t
+
1√
g
∂
∂x1
(√
g φ11
h1
)
+
1√
g
∂
∂x2
(√
g φ21
h2
)
+
1√
g
∂
∂x3
(√
g φ31
h3
)
= −h1 ∂p
∂x1
− h1 ∂
∂x1
(
2
3
ρK
)
+ S
− 1√
g
∂
∂x1
(√
g ψ11
h1
)
− 1√
g
∂
∂x2
(√
g ψ21
h2
)
− 1√
g
∂
∂x3
(√
g ψ31
h3
)
. (5.17)
5.1.2.1 Spatial discretization
Integrating over a finite control volume, ∆∀ = √g∆x1∆x2∆x3 at a grid point, P ,
and discretizing in space
∂ (ρv1P )
∂t
∆∀ +
[√
g∆x2∆x3 φ11
h1
]
e
−
[√
g∆x2∆x3 φ11
h1
]
w
+
[√
g∆x1∆x3 φ21
h2
]
n
−
[√
g∆x1∆x3 φ21
h2
]
s
+
[√
g∆x1∆x2 φ31
h3
]
t
−
[√
g∆x1∆x2 φ31
h3
]
b
= −√g h1∆x2∆x3 [pe − pw] + bv1P . (5.18)
The term, bv1P , denotes the sum of integrated turbulent kinetic energy gradient,
secondary source terms, wind turbine source term, and the secondary diffusive flux terms.
Piecewise-linear profile is used to evaluate the derivatives in the primary fluxes. Using
the symbol F for the strength of convection and D for the diffusion conductance, and
defining them as
Fe =
(√
g∆x2∆x3 ρ v1
h1
)
e
, De =
(√
g∆x2∆x3 (µ+ µt) g
11
∆x1
)
e
, (5.19)
Fw =
(√
g∆x2∆x3 ρ v1
h1
)
w
, Dw =
(√
g∆x2∆x3 (µ+ µt) g
11
∆x1
)
w
, (5.20)
Fn =
(√
g∆x1∆x3 ρ v2
h2
)
n
, Dn =
(√
g∆x1∆x3 (µ+ µt) g
22
∆x2
)
n
, (5.21)
Fs =
(√
g∆x1∆x3 ρ v2
h2
)
s
, Ds =
(√
g∆x1∆x3 (µ+ µt) g
22
∆x2
)
s
, (5.22)
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Ft =
(√
g∆x1∆x2 ρ v3
h3
)
t
, Dt =
(√
g∆x1∆x2 (µ+ µt) g
33
∆x3
)
t
, (5.23)
Fb =
(√
g∆x1∆x2 ρ v3
h3
)
b
, Db =
(√
g∆x1∆x2 (µ+ µt) g
33
∆x3
)
b
. (5.24)
The metrics in the previous equations have direct geometric meaning. The area, | #  ”dA|,
of the x1 face is |∆x2~e2×∆x3~e3| = |√g ~e 1∆x2∆x3| = |√g h1eˆ 1∆x2∆x3| = √g h1∆x2∆x3.
The mass flow rate, F , through the x1 face is
F =
#  ”
dA · ρ~V = (√g ~e 1 ∆x2∆x3) · ρ (V 1~e1 + V 2~e2 + V 3~e3) ,
=
√
g∆x2∆x3 ρV 1,
=
√
g∆x2∆x3 ρv1
h1
.
The diffusion conductance, D, on the x1 face is
D =
Area of x1 face ×Diffusion coefficient
Normal distance along x1
,
=
√
g h1∆x2∆x3 (µ+ µt)
eˆ 1 · #    ”∆R ,
=
√
g h1∆x2∆x3 (µ+ µt)
~e 1
h1
· (∆x1~e1 + ∆x2~e2 + ∆x3~e3)
,
=
√
g∆x2∆x3 (µ+ µt) g
11
∆x1
.
Substituting for the primary fluxes in Eq. (5.18) and using the convection and diffu-
sion conductance, the following equation is obtained.
∂ (ρv1P )
∂t
∆∀ + [(Fv1)e −De (v1E − v1P )]− [(Fv1)w −Dw (v1P − v1W )]
+ [(Fv1)n −Dn (v1N − v1P )]− [(Fv1)s −Ds (v1P − v1S)]
+ [(Fv1)t −Dt (v1T − v1P )]− [(Fv1)b −Db (v1P − v1B)]
= −AP [pe − pw] + bv1P . (5.25)
AP denotes the area
√
g h1 ∆x2∆x3. Define the neighboring influence coefficients
using the following expressions.
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a¯E = DeA(|Pee|) + [[−Fe, 0]], a¯W = DwA(|Pew|) + [[Fw, 0]], (5.26)
a¯N = DnA(|Pen|) + [[−Fn, 0]], a¯S = DsA(|Pes|) + [[Fs, 0]], (5.27)
a¯T = DtA(|Pet|) + [[−Ft, 0]], a¯B = DbA(|Peb|) + [[Fb, 0]]. (5.28)
Pe is the cell Peclet number equal to F/D. The function A(|Pe|) depends on the
choice of the face flux scheme. In the present research, the power law profile A(|Pe|) =
[[0, (1− 0.1|Pe|)5]] by Patankar (1980) is used. [[A,B]] denotes the maximum of two
quantities A and B. With these influence coefficients, Eq. (5.25) can be rearranged as
∂ (ρv1P )
∂t
∆∀+ a¯P v1P = Σ a¯nb v1nb − AP [pe − pw] + bv1P , (5.29)
with a¯P being Σ a¯nb. nb denotes the neighbor grid points and takes the values E, W , N ,
S, T , and B.
5.1.2.2 Temporal discretization
The method of time integration for several schemes, including Crank-Nicolson, fully-
implicit, and fully-explicit can be conveniently stated as∫ t
to
φ dt = [αφ+ (1− α)φo]∆t, (5.30)
where φ is the quantity integrated. The value for α may be different, depending on
the scheme of choice. φ and φo denote the quantity at the current and previous time
level, t and to, respectively. The value α = 0.5 in the above equation corresponds
to the Crank-Nicolson time integration scheme. This scheme makes use of trapezoidal
differencing to achieve second-order accuracy in time (Pletcher et al., 2012). The value
α = 1 corresponds to a first-order accurate fully-implicit scheme. Discretizing Eq. (5.29)
in time yields
ρ∆∀
∆t
(
v1P − v01P
)
+ α a¯P v1P + (1− α) a¯0P v01P = αΣ a¯nb v1nb + (1− α) Σ a¯0nb v01nb
− AP [pe − pw] + α bv1P + (1− α) b0v1P . (5.31)
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Pressure is treated fully-implicitly. Equation (5.31) can be rearranged to obtain the
following expression.
aP v1P = Σ anb v1nb + Sv1P − AP [pe − pw] . (5.32)
The various terms in the final discretized equation are
aP = αΣ a¯nb +
ρ∆∀
∆t
, (5.33)
anb = α a¯nb, (5.34)
Sv1P = α bv1P + (1− α)
[
Σ a¯0nb v
0
1nb + b
0
v1P
− a¯0P v01P
]
+
ρ∆∀
∆t
v01P . (5.35)
The other direction momentum equations can be discretized following a similar pro-
cedure.
aP v2P = Σ anb v2nb + Sv2P − AP [pn − ps] , (5.36)
where
aP = αΣ a¯nb +
ρ∆∀
∆t
, (5.37)
anb = α a¯nb, (5.38)
Sv2P = α bv2P + (1− α)
[
Σ a¯0nb v
0
2nb + b
0
v2P
− a¯0P v02P
]
+
ρ∆∀
∆t
v02P , (5.39)
and
aP v3P = Σ anb v3nb + Sv3P − AP [pt − pb] , (5.40)
where
aP = αΣ a¯nb +
ρ∆∀
∆t
, (5.41)
anb = α a¯nb, (5.42)
Sv3P = α bv3P + (1− α)
[
Σ a¯0nb v
0
3nb + b
0
v3P
− a¯0P v03P
]
+
ρ∆∀
∆t
v03P . (5.43)
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5.1.3 Discretization of turbulence transport equation
The discretization procedure for the K equation is explained here. From Eq. (3.40),
the transport equation for turbulent kinetic energy, K, is
∂ρK
∂t
+
1√
g
∂
∂xi
(
ρ
√
g viK
hi
)
=
1√
g
∂
∂xi
[(
µ+
µt
σK
)√
g gij
∂K
∂xj
]
+ PK − ρ. (5.44)
The computation of the production term, PK, is explained in Appendix C. Using the
notation, µK = µ+ µt/σK, and expanding the terms in the previous equation,
∂ρK
∂t
+
1√
g
∂
∂x1
(
ρ
√
g v1K
h1
)
+
1√
g
∂
∂x2
(
ρ
√
g v2K
h2
)
+
1√
g
∂
∂x3
(
ρ
√
g v3K
h3
)
=
1√
g
∂
∂x1
(
µK
√
g g11
∂K
∂x1
)
+
1√
g
∂
∂x2
(
µK
√
g g22
∂K
∂x2
)
+
1√
g
∂
∂x3
(
µK
√
g g33
∂K
∂x3
)
+
1√
g
∂
∂x1
[
µK
√
g
(
g12
∂K
∂x2
+ g13
∂K
∂x3
)]
+
1√
g
∂
∂x2
[
µK
√
g
(
g21
∂K
∂x1
+ g23
∂K
∂x3
)]
+
1√
g
∂
∂x3
[
µK
√
g
(
g31
∂K
∂x1
+ g32
∂K
∂x2
)]
+ PK − ρ. (5.45)
Denoting the non-orthogonal diffusion terms on the right-hand side using SK−NO and
moving the orthogonal diffusion terms to the left-hand side,
∂ρK
∂t
+
1√
g
∂
∂x1
[√
g
(
ρ v1K
h1
− µK g11 ∂K
∂x1
)]
+
1√
g
∂
∂x2
[√
g
(
ρ v2K
h2
− µK g22 ∂K
∂x2
)]
+
1√
g
∂
∂x3
[√
g
(
ρ v3K
h3
− µK g33 ∂K
∂x3
)]
= SK−NO + PK − ρ. (5.46)
From Eq. (3.26), the  term in the above equation can be replaced as follows.
∂ρK
∂t
+
1√
g
∂
∂x1
[√
g
(
ρ v1K
h1
− µK g11 ∂K
∂x1
)]
+
1√
g
∂
∂x2
[√
g
(
ρ v2K
h2
− µK g22 ∂K
∂x2
)]
+
1√
g
∂
∂x3
[√
g
(
ρ v3K
h3
− µK g33 ∂K
∂x3
)]
= SK−NO + PK − ρ
2CµK
2
µt
. (5.47)
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5.1.3.1 Spatial discretization
Integrating over a finite control volume, ∆∀ = √g∆x1∆x2∆x3 at a grid point, P ,
and discretizing in space.
∂ρKP
∂t
∆∀ +
[√
g∆x2∆x3
(
ρ v1K
h1
− µK g11 ∂K
∂x1
)]
e
−
[√
g∆x2∆x3
(
ρ v1K
h1
− µK g11 ∂K
∂x1
)]
w
+
[√
g∆x1∆x3
(
ρ v2K
h2
− µK g22 ∂K
∂x2
)]
n
−
[√
g∆x1∆x3
(
ρ v2K
h2
− µK g22 ∂K
∂x2
)]
s
+
[√
g∆x1∆x2
(
ρ v3K
h3
− µK g33 ∂K
∂x3
)]
t
−
[√
g∆x1∆x2
(
ρ v3K
h3
− µK g33 ∂K
∂x3
)]
b
= SK−NO∆∀+ PK∆∀ −
(
ρ2CµK
2
P
µt
)
∆∀. (5.48)
The following definitions for the strength of convection, F , and diffusion conductance,
D, are used.
Fe =
(√
g∆x2∆x3 ρ v1
h1
)
e
, De =
(√
g∆x2∆x3 µK g
11
∆x1
)
e
, (5.49)
Fw =
(√
g∆x2∆x3 ρ v1
h1
)
w
, Dw =
(√
g∆x2∆x3 µK g
11
∆x1
)
w
, (5.50)
Fn =
(√
g∆x1∆x3 ρ v2
h2
)
n
, Dn =
(√
g∆x1∆x3 µK g
22
∆x2
)
n
, (5.51)
Fs =
(√
g∆x1∆x3 ρ v2
h2
)
s
, Ds =
(√
g∆x1∆x3 µK g
22
∆x2
)
s
, (5.52)
Ft =
(√
g∆x1∆x2 ρ v3
h3
)
t
, Dt =
(√
g∆x1∆x2 µK g
33
∆x3
)
t
, (5.53)
Fb =
(√
g∆x1∆x2 ρ v3
h3
)
b
, Db =
(√
g∆x1∆x2 µK g
33
∆x3
)
b
. (5.54)
The secondary diffusive flux term, SK−NO, contains non-orthogonal metrics and gra-
dients of turbulent kinetic energy. This term may become locally negative in certain
regions of the domain during an iterative process. If the magnitude for the negative
source contribution dominates the positive part, K will acquire a negative value, which
is physically unrealistic. Therefore, proper source term linearization is necessary to
ensure a physically realistic solution (see Patankar, 1980, pp. 48–49). The secondary
diffusive flux term is separated into positive and negative parts as follows.
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∂ρKP
∂t
∆∀ + [(FK)e −De (KE −KP )]− [(FK)w −Dw (KP −KW )]
+ [(FK)n −Dn (KN −KP )]− [(FK)s −Ds (KP −KS)]
+ [(FK)t −Dt (KT −KP )]− [(FK)b −Db (KP −KB)]
= S+K−NO∆∀ − S−K−NO∆∀+ PK∆∀ −
(
ρ2CµK
2
P
µt
)
∆∀. (5.55)
Multiplying and dividing by KP on the negative part of the secondary diffusive flux,
and denoting the denominator as K∗P , which indicates the value from previous iteration,
Eq. (5.55) can be rewritten as follows.
∂ρKP
∂t
∆∀ + [(FK)e −De (KE −KP )]− [(FK)w −Dw (KP −KW )]
+ [(FK)n −Dn (KN −KP )]− [(FK)s −Ds (KP −KS)]
+ [(FK)t −Dt (KT −KP )]− [(FK)b −Db (KP −KB)]
= S+K−NO∆∀ −
(
S−K−NOKP
K∗P
)
∆∀+ PK∆∀ −
(
ρ2CµK
∗
PKP
µt
)
∆∀.(5.56)
The quadratic sink term on the right-hand side is linearized with the value from the
previous iteration, K∗P . The influence coefficients are defined similar to those for the
momentum equations.
a¯E = DeA(|Pee|) + [[−Fe, 0]], a¯W = DwA(|Pew|) + [[Fw, 0]], (5.57)
a¯N = DnA(|Pen|) + [[−Fn, 0]], a¯S = DsA(|Pes|) + [[Fs, 0]], (5.58)
a¯T = DtA(|Pet|) + [[−Ft, 0]], a¯B = DbA(|Peb|) + [[Fb, 0]], (5.59)
where Pe = F/D is the cell Peclet number. Patankar’s (1980) power law profile A(|Pe|) =
[[0, (1− 0.1|Pe|)5]] is used. Substituting for these influence coefficients, Eq. (5.56) can be
rearranged as follows.
∂ρKP
∂t
∆∀+ a¯P KP = Σ a¯nbKnb + SK, (5.60)
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a¯P = Σ a¯nb +
(
S−K−NO
K∗P
)
∆∀+
(
ρ2CµK
∗
P
µt
)
∆∀, (5.61)
SK = S
+
K−NO∆∀+ PK∆∀. (5.62)
5.1.3.2 Temporal discretization
Equation (5.60) can be discretized in time following a procedure similar to the mo-
mentum equations. Carrying out the time discretization,
ρ∆∀
∆t
(
KP −K0P
)
+ α a¯P KP + (1− α) a¯0P K0P = αΣ a¯nbKnb + (1− α) Σ a¯0nbK0nb
+αSK + (1− α)S0K. (5.63)
Upon rearrangement, the final discretized equation for the turbulent kinetic energy,
K, is
aP KP = Σ anbKnb + bK. (5.64)
The various terms in the final discretized equation are as follows.
aP = α
[
Σ a¯nb +
(
S−K−NO
K∗P
)
∆∀+
(
ρ2CµK
∗
P
µt
)
∆∀
]
+
ρ∆∀
∆t
, (5.65)
anb = α a¯nb, (5.66)
SK = S
+
K−NO∆∀+ PK∆∀, (5.67)
bK = αSK + (1− α)
[
S0K + Σ a¯
0
nbK
0
nb − a¯0P K0P
]
+
ρ∆∀
∆t
K0P . (5.68)
The  equation can be discretized following a similar procedure.
aP P = Σ anb nb + b, (5.69)
where
aP = α
[
Σ a¯nb +
(
S−−NO
∗P
)
∆∀+
(
C2 ρ P
KP
)
∆∀
]
+
ρ∆∀
∆t
, (5.70)
anb = α a¯nb, (5.71)
S = S
+
−NO∆∀+
(
C1PPK
KP
)
∆∀, (5.72)
b = αS + (1− α)
[
S0 + Σ a¯
0
nb 
0
nb − a¯0P 0P
]
+
ρ∆∀
∆t
0P . (5.73)
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5.2 Numerical Algorithm
The discretized mass, momentum, and turbulence transport equations must be solved
with an appropriate algorithm. The SIMPLER algorithm by Patankar (1980) is used
for solving the flow-field. This algorithm belongs to a class of projection methods where
the intermediate values for pressure and velocity fields are calculated. The intermediate
pressure and velocity fields are then sequentially corrected, using the divergence of the
intermediate velocity and the pressure gradient, respectively. From the conservation
principle, there are six equations available–mass equation, three momentum equations,
and two turbulence transport equations. There are also six unknown variables–v1, v2,
v3, p, K, and . However, there is no explicit equation for pressure. In the SIMPLER
algorithm, the discrete equations for mass and momentum are manipulated to obtain an
exact equation for pressure.
5.2.1 Pressure equation
The discrete equation for v1 was obtained at a cell center point, P , in Eq. (5.32).
However, if the discrete equation for v1 was obtained at the cell face, e, it would have
the following form.
ae v1e = Σ anb v1nb + Sv1e − Ae [pE − pP ] . (5.74)
Dividing the above equation by the central coefficient, ae,
v1e = vˆ1e + de [pP − pE] , (5.75)
where
vˆ1e = (Σ anb v1nb + Sv1e)/ae, (5.76)
de =
Ae
ae
. (5.77)
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The quantity, vˆ1e, is called pseudo-velocity and the term, de = Ae/ae, is the ratio
of area to the central coefficient, which is always positive. Similar equations can be
obtained for the other momentum equations at the w, n, s, t, and b faces.
v1w = vˆ1w + dw [pW − pP ] . (5.78)
v2n = vˆ2n + dn [pP − pN ] . (5.79)
v2s = vˆ2s + ds [pS − pP ] . (5.80)
v3t = vˆ3t + dt [pP − pT ] . (5.81)
v3b = vˆ3b + db [pB − pP ] . (5.82)
Substituting Eqs. (5.75), (5.78) - (5.82) into Eq. (5.4) and rearranging, the following
exact equation for pressure is obtained.
aP pP = Σ anb pnb + bˆP + bNO∆∀, (5.83)
where
anb = ρAnb dnb, (5.84)
aP = Σ anb, (5.85)
bˆP = (ρAwvˆ1w)− (ρAevˆ1e) + (ρAsvˆ2s)− (ρAnvˆ2n) + (ρAbvˆ3b)− (ρAtvˆ3t) . (5.86)
The term bNO is from Eq. 5.2. The neighbors, nb, include E,W,N, S, T, and B grid
points. The non-orthogonal terms from the continuity equation constitute an additional
source term, bNO∆∀, in the pressure equation. These terms are lagged by an iteration and
treated explicitly as in Karki and Patankar (1988b). It can be seen that the stencil for the
discrete pressure equation involves only the central and neighbor grid points, resulting in
the simplest possible stencil; i.e. five-points in 2D and seven-points in 3D, respectively.
The neighbor coefficients anb are always positive and consequently the central coefficient
aP is never lower than Σ|anb|. Thus, the discrete pressure equation is compact and
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diagonally-dominant. In contrast, if non-directional pressure gradient terms are present
(as in Cartesian or contravariant formulation), the discrete pressure equation will have
a larger stencil. The coefficients may be positive or negative depending on the local grid
non-orthogonality and diagonal dominance is no longer guaranteed (see Appendix D).
5.2.2 Pressure and velocity correction
The pressure field obtained by solving Eq. (5.83) is used when solving the momentum
equations. However, the resulting velocity field will not satisfy the continuity equation.
To ensure the continuity constraint, pressure and velocity corrections are necessary. The
pressure field used while solving the momentum equations is considered a guessed pres-
sure field, p∗. The velocity obtained by using this guessed pressure field is termed as
approximate velocity, v∗1.
ae v
∗
1e = Σ anb v
∗
1nb + Sv1e − Ae [p∗E − p∗P ] . (5.87)
Let the correct pressure and velocity field be obtained by adding a corresponding
correction value, p′ and v′1.
p = p∗ + p′. (5.88)
v1 = v
∗
1 + v
′
1. (5.89)
Subtracting Eq. (5.87) from Eq. (5.74), the following equation is obtained.
ae v
′
1e = Σ anb v
′
1nb − Ae [p′E − p′P ] . (5.90)
For now, the neighbor velocity corrections, Σ anb v
′
1nb, are arbitrarily dropped to ob-
tain the velocity correction expression at the face, e.
v′1e =
Ae
ae
[p′P − p′E] = de [p′P − p′E] . (5.91)
Adding the above velocity correction to the approximate velocity value at the face e,
v1e = v
∗
1e + de [p
′
P − p′E] . (5.92)
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Similar equations can be obtained for other momentum equations at w, n, s, t, and b
faces.
v1w = v
∗
1w + dw [p
′
W − p′P ] . (5.93)
v2n = v
∗
2n + dn [p
′
P − p′N ] . (5.94)
v2s = v
∗
2s + ds [p
′
S − p′P ] . (5.95)
v3t = v
∗
3t + dt [p
′
P − p′T ] . (5.96)
v3b = v
∗
3b + db [p
′
B − p′P ] . (5.97)
Substituting Eqs. (5.92) - (5.97) into Eq. (5.4) and rearranging, the following approx-
imate equation for pressure correction is obtained.
aP p
′
P = Σ anb p
′
nb + bˆ
′
P + bNO∆∀, (5.98)
where
anb = ρAnb dnb, (5.99)
aP = Σ anb, (5.100)
bˆ′P = (ρAwv
∗
1w)− (ρAev∗1e) + (ρAsv∗2s)− (ρAnv∗2n) + (ρAbv∗3b) (5.101)
− (ρAtv∗3t) . (5.102)
The term bNO is from Eq. 5.2. It may be noted that the coefficients for the pressure
correction equation are the same as those in the pressure equation. The only difference is
the source term in the pressure equation is computed with pseudo velocities; whereas, the
source term in the pressure correction equation is calculated with approximate velocities.
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5.2.3 SIMPLER algorithm
The complete SIMPLER algorithm is summarized below.
1. Begin with a guessed velocity.
2. Calculate the coefficients of the momentum equation using Eqs. (5.26) - (5.28), (5.34),
source terms using Eqs. (5.35), (5.39), and (5.43) for the three momentum equa-
tions.
3. Compute the coefficient of the pressure equation with Eq. (5.84), pseudo velocities
with Eq. (5.76), and the source term for the pressure equation using Eq. (5.86).
4. Solve for the pressure field using Eq. (5.83).
5. Compute the source due to the wind turbines using Eq. (3.55).
6. Treat the pressure field as the guessed pressure field p∗ and solve for approximate
velocity using the discrete momentum Eq. (5.87).
7. Compute the source term for the pressure correction using Eq. (5.102) and solve
for the pressure correction Eq. (5.98).
8. Correct the velocity fields using Eqs. (5.92) - (5.97).
9. If the solution is converged, solve for the turbulence equations. If not, return to
step 2 with the updated velocity field.
The sequence of steps for solving RANS equations is depicted in the form of a
flowchart in Fig. 5.2.
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Enter a time-step
Calculate coefficients and source terms of momentum equations
Calculate coefficients of the pressure equation, pseudo-
velocities, pressure source, and hence calculate the pressure field
Calculate the angle of attack and Mach number
Look up Cl, Cd
Calculate the si−WT source term
Solve the momentum equations for the approximate velocities
Calculate the source term for the pressure correc-
tion and hence solve the pressure correction equation
Apply velocity corrections
Solution is
converged?
Solve the turbulence equations
Advance to the next time-step
No
Yes
Figure 5.2: Flow-chart for the SIMPLER algorithm.
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5.2.4 Turbulence algorithm
The sequence of steps for solving the turbulence equations are as follows.
1. Start with the converged flow-field of the current time-step from the SIMPLER
algorithm.
2. Compute the neighbor coefficients for K and  using Eqs. (5.57) - (5.59).
3. Calculate the turbulent production, PK, from Eq. (C.1).
4. Calculate the source term, bK, using Eq. (5.68) and the central coefficient, aP , using
Eq. (5.65) for the K equation.
5. Solve Eq. (5.64) for the turbulent kinetic energy.
6. Calculate the source term, b, using Eq. (5.73) and the central coefficient, aP , using
Eq. (5.70) for the  equation.
7. Solve Eq. (5.69) for the turbulent dissipation rate.
8. If the solution is converged, compute the turbulent eddy viscosity, µt, using Eq. (3.26)
and proceed to step 1 of the SIMPLER algorithm for the next time-step. If not,
return to step 4 for continuation of the turbulence algorithm with updated K and
.
The sequence of steps for solving turbulence equations is depicted in the form of a
flowchart in Fig. 5.3.
5.3 Boundary Conditions
An important aspect of the numerical solution procedure for fluid flows is boundary
conditions. The governing equations have four different variables–~V , p,K, and . How-
ever, in an incompressible flow, pressure, p, is a floating variable. Only the differences in
119
Start with a converged flow-field from the SIMPLER algorithm
Calculate the neighbor coefficients for the K and  equations
Calculate the turbulent production
Compute the source term and central coefficient for K
Solve for K
Compute the source term and central coefficient for 
Solve for 
Solution is
converged?
Compute the eddy viscosity
Advance to the next time-step of the SIMPLER algorithm
No
Yes
Figure 5.3: Flow-chart for the turbulence algorithm.
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pressure and not the actual value itself are relevant (Patankar, 1980). Therefore, among
velocity and pressure, the boundary condition is needed only for one of the variables.
The commonly used boundary conditions used in the present research are inlet, outlet,
inviscid slip wall, and viscous no-slip wall.
5.3.1 Inlet boundary condition
At an inlet, the velocity is prescribed either in the form of a uniform free-stream
~V∞ or a velocity field ~V from an external simulation. The turbulent kinetic energy and
dissipation rate are set, based on the prescribed inlet intensity, I, and turbulent length
scale, l.
K =
3
2
(
|~V∞|I
)2
. (5.103)
 =
C
3/4
µ K
3/2
l
. (5.104)
Alternately, profiles for K and  from external simulations are also set as inlet bound-
ary condition.
5.3.2 Outlet boundary condition
The velocity at an exit section is extrapolated from the immediate upstream section.
Additionally, in accordance with global mass conservation, the velocity is set such that
the mass flow rate at the exit and inlet sections are equal to each other. For turbulence,
normal gradients for K and  are set to zero.
∂K
∂n
=
∂
∂n
= 0. (5.105)
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5.3.3 Inviscid slip wall boundary condition
At an inviscid slip wall, the normal components for the velocity and turbulence gra-
dients are forced to zero.
~V · nˆ = 0. (5.106)
∂K
∂n
=
∂
∂n
= 0. (5.107)
5.3.4 Viscous no-slip wall boundary condition
No-slip wall boundary condition is imposed for the velocity wherein all three compo-
nents of the velocity are set to zero.
~V = 0. (5.108)
A drawback of the K −  model is the quantities, K and , cannot be integrated
to the wall. In the near-wall region, the velocity and turbulence quantities are univer-
sally assumed to follow prescribed profiles. Such a practice to estimate these quantities
is known as the wall function method (Launder and Spalding, 1974). In an attached
boundary layer, the near-wall region can be separated into three distinct layers–viscous
sub-layer, buffer layer, and the log-layer (Tennekes and Lumley, 1972). To accurately
capture the near-wall effects, the grid needs to be refined significantly such that it is
within the viscous sub-layer. However, such a procedure increases the grid requirements
and RANS applications become impractical. Instead, the grids are designed so that the
first cell is within the log-layer and the turbulence quantities are estimated using the
wall function approach.
5.3.4.1 Log-layer
In the log-layer, the wall-parallel velocity follows a logarithmic profile (Wilcox et al.,
1998) and is given by
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U
u∗
=
1
κ
ln
(
Ey+
)
, (5.109)
=
1
κ
ln y+ +B, (5.110)
where U is the wall-parallel velocity, u∗ is the wall-friction velocity, κ is the Von-Karman
constant, and y+ is the non-dimensional wall-normal distance. The wall-friction velocity
is calculated from the wall shear stress, τw.
u∗ =
√
τw
ρ
. (5.111)
The Von-Karman constant is κ = 0.41. The value of the constant, E = exp (Bκ) is
8.09 and B = 5.1. The non-dimensional wall-normal distance is given by
y+ =
yu∗
ν
, (5.112)
where y is the dimensional wall-normal distance and ν is the kinematic viscosity.
5.3.4.2 Effective wall viscosity
From Eqs. (5.109) and (5.111), wall stress is calculated as
τw = ρu
∗2 =
ρu∗Uκ
ln (Ey+)
. (5.113)
Wall shear stress can also be calculated as follows.
τw = µw
∂U
∂y
∣∣∣∣
w
≈ µwU
y
, (5.114)
where µw is the effective wall viscosity. Equating the above two relations at a grid point,
P , adjacent to the wall, the effective wall viscosity is given by,
µw
UP
yP
=
ρu∗UPκ
ln
(
Ey+P
) ,
µw =
ρu∗yPκ
ln
(
Ey+P
) . (5.115)
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One of the problems with the standard wall function is u∗ goes to zero at the flow
separation and re-attachment points, thus causing singularity. Launder and Spalding
(1974) proposed to use the identity, u∗ = C1/4µ
√
K, to calculate effective wall viscosity.
µw =
ρC
1/4
µ
√
KPyPκ
ln(Ey+P )
, (5.116)
where
y+P =
yPC
1/4
µ
√
KP
ν
. (5.117)
The wall function is applied for the wall adjacent node with y+P > 11.225 as in
commercial CFD software Fluent (2011). If the non-dimensional distance, y+P , is less
than 11.225, the molecular viscosity value is used for effective wall viscosity.
µw = µ, y
+
P ≤ 11.225,
µw =
ρC
1/4
µ
√
KPyPκ
ln(Ey+P )
, y+P > 11.225. (5.118)
The above relations are valid in the case of a smooth wall. They can be modified
to account for wall roughness. In case of a rough wall, the log-layer relations take the
following forms.
U
u∗
=
1
κ
ln
(
Ey+
)−∆B, (5.119)
=
1
κ
ln y+ +B −∆B, (5.120)
where ∆B is the roughness function, which depends upon non-dimensional roughness
height, z+o . The non-dimensional roughness height, z
+
o , is related to the dimensional
roughness height, zo, as follows.
z+o =
zou
∗
ν
. (5.121)
The wall is considered smooth when z+o < 2.25. In this case, ∆B = 0. For a fully
rough regime with z+o > 90,
∆B =
1
κ
ln
(
1 + Czo z
+
o
)
, (5.122)
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where Czo is the roughness constant, which varies between 0.5 and 1.0. Wall shear stress
is modified as follows.
τw = ρu
∗2 =
ρu∗U
ln (Ey+)
κ
−∆B
. (5.123)
Effective wall viscosity is then given by
µw = µ, y
+
P ≤ 11.225,
µw =
ρC
1/4
µ
√
KPyPκ
ln(Ey+P )−∆Bκ
, y+P > 11.225. (5.124)
5.3.4.3 Turbulence wall boundary condition
At the viscous no-slip wall, the normal gradient of the turbulent kinetic energy is set
to zero (Durbin and Reif, 2011).
∂K
∂n
= 0. (5.125)
In parallel wall shear flows, the turbulent production is given by
PK = τw
∂U
∂y
. (5.126)
Differentiating Eq. (5.109) yields the slope of the velocity profile, ∂U/∂y = u∗/κy.
Thus, the production term is
PK = τw
∂U
∂y
= τw
u∗
κy
= τw
(τw/ρu
∗)
κy
=
τ 2w
κyρ u∗
=
τ 2w
κyρC
1/4
µ
√
K
. (5.127)
Based on the local equilibrium hypothesis, the production of the turbulent kinetic en-
ergy and dissipation are assumed equal, i.e., PK = ρ. Turbulent dissipation is calculated
as follows.
 =
PK
ρ
=
1
ρ
τ 2w
κyρ u∗
=
ρ2u∗4
κyρ2 u∗
=
u∗3
κy
=
C
3/4
µ K
3/2
κy
. (5.128)
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CHAPTER 6. RESULTS
6.1 2D Laminar Flow in a Lid Driven Skewed Cavity
The 2D laminar non-orthogonal solver is validated by solving the lid driven, skewed
cavity. This problem is chosen owing to its simplicity and well-documented results.
6.1.1 Background
The 2D laminar flow in a lid driven skewed cavity has been widely analyzed by various
researchers, including Peric (1990), Demirdzˇic´ et al. (1992), Oosterlee et al. (1993), Roy-
chowdhury et al. (1999), Pacheco and Peck (2000), Tucker and Pan (2000), Wang and
Komori (2000), Xu and Zhang (2000), Teigland and Eliassen (2001), Shklyar and Arbel
(2003), and Erturk and Dursun (2007). Literature related to this problem can be classi-
fied into two broad categories–(1) those that seek to provide a benchmark solution to the
skewed cavity problem and (2) those that test different formulations of the Navier-Stokes
equation. The former usually adopts the vorticity-streamfunction approach in which the
pressure field is not solved in the intermediate steps. Failure of convergence in an in-
compressible flow is often attributed to the resolution of the pressure field. Since the
vorticity-streamfunction form does not involve pressure, the algorithm is comparatively
stable and an accurate benchmark solution can be obtained for different Reynolds num-
bers, even at extreme skew angles. Erturk and Dursun used this approach and reported
the results on a 512 × 512 grid for a variety of skew angles, ranging from the perfectly
orthogonal square cavity to an extremely skewed non-orthogonal cavity.
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Researchers who test different formulations of the Navier-Stokes equation use the
primitive pressure-velocity approach. As reviewed in Chapter 1, the diagonal dominance
of the pressure equation and, consequently, the convergence, depends on individual for-
mulation. Peric (1990) used the contravariant velocity as the primary unknown and
a simplified stencil for the pressure equation by ignoring the cross derivative pressure
terms. He concluded that the simplified stencil (five-points in 2D and seven-points in
3D) becomes inefficient when the grid skew angle approaches 45° and fails to converge
for angles below 30°. A complex stencil for the pressure equation (nine-points in 2D and
nineteen-points in 3D) was necessary for convergence at extreme skew angles. Most of
the literature that uses the primitive pressure-velocity form with the Cartesian or con-
travariant velocity, as the unknown, report the results only at moderately skewed angles
without investigating the convergence at extreme angles (Demirdzˇic´ et al. (1992), Oost-
erlee et al. (1993), Roychowdhury et al. (1999), Pacheco and Peck (2000), Tucker and
Pan (2000), Wang and Komori (2000), Xu and Zhang (2000), Teigland and Eliassen
(2001), and Shklyar and Arbel (2003)). Convergence characteristics of skewed cavities
at extreme angles with covariant velocity as the main variable are presented here.
6.1.2 Problem description
The problem geometry is described in Fig. 6.1. The length of the cavity along each
edge is L. The angle between the edges of the cavity is the skew angle γ. By changing the
angle γ, grid non-orthogonality can be varied. All boundaries, except the top, are viscous
no-slip walls. The fluid velocity at the top boundary is Uo in the Cartesian x-direction.
Laminar flows at Re = ρUoL/µ = 100 and 1000 for different skew angles were studied.
The Cartesian u-velocity along the line A−B and v-velocity along the line C −D were
used for comparison. These lines are located at 50% distance along the corresponding
edges.
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Figure 6.1: Lid driven skewed cavity.
6.1.3 Grid independence study
During the analysis, it was found that the v-velocity profile along the line C−D was
more sensitive to the grid size, especially at extreme skew angles and higher Reynolds
numbers. Therefore, a grid independence study was performed at γ = 150° and Re =
1000 with varying uniform grids of size 32×32, 64×64, 128×128, 256×256, and 275×275.
Figure 6.2 shows the comparison of the velocity profiles for the different grid sizes. The
velocity profiles corresponding to the size 256×256 and 275×275 are identical and match
well with the 512×512 simulation by Erturk and Dursun (2007). Therefore, the 256×256
grid is considered to provide a grid independent solution from the present simulation
and all results presented henceforth correspond to this grid size unless explicitly stated
otherwise.
6.1.4 Velocity profile comparisons
Several cases were run at Reynolds numbers 100 and 1000 for various skew angles,
ranging from γ = 15° to γ = 165° in increments of ∆γ = 15°. These encompass the
perfectly orthogonal square cavity of γ = 90° as well as the extremely skewed cavities
of γ = 15° and γ = 165°. In each case, the present simulation compared well with the
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Figure 6.2: Grid independence study at Re = 1000, γ = 150°.
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tabulated values from Erturk and Dursun (2007). Only the extremely skewed cases for
γ = 15° and γ = 165° are presented here for the two Reynolds numbers. The grids
used in the simulation of these two cases are shown in Fig. 6.3. For the sake of clarity,
only every fourth grid point is plotted. Figures 6.4 and 6.5 show the comparison of the
velocity profiles at Re = 100 for γ = 15° and γ = 165°, respectively. The corresponding
comparison for Re = 1000 is plotted in Figs. 6.6 and 6.7. These favorable comparisons
vis-a`-vis the conclusions from Peric (1990) establish using covariant velocity as the pri-
mary unknown leads to a diagonally-dominant pressure equation with a simplified stencil
that favors convergence even in extremely non-orthogonal grids.
6.1.5 Accuracy analysis
To estimate the accuracy of the present simulations, four error parameters are com-
puted and monitored for the various grids. These error parameters are the mass flow
rate m˙ and L2 norm for u and v velocities along the lines A − B and C −D. There is
no net mass flow into or out of the domain and the mass flow rate along the two lines
should identically be equal to zero (Erturk and Dursun, 2007). The absolute values for
the mass flow rate along A−B and C −D are given by
m˙AB = |
∫ B
A
ρ~V · #  ”dA | = |
∫ B
A
ρ(udy − vdx) |, (6.1)
m˙CD = |
∫ D
C
ρ~V · #  ”dA | = |
∫ D
C
ρvdx |. (6.2)
The L2 errors of u and v velocities along A−B and C −D are calculated as follows.
L2−u−AB =
√√√√√ N∑
i=1
(uexact − u)2
N
, (6.3)
L2−v−CD =
√√√√√ N∑
i=1
(vexact − v)2
N
, (6.4)
where uexact and vexact are from Erturk and Dursun (2007). u and v are from the present
simulation. The benchmark results uexact and vexact are available at seventeen equidistant
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Figure 6.4: Variation of velocity along the centerline. Re = 100, γ = 15°. Present
simulation ( ), Erturk and Dursun (2007) simulation ( ).
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Figure 6.5: Variation of velocity along the centerline. Re = 100, γ = 165°. Present
simulation ( ), Erturk and Dursun (2007) simulation ( ).
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Figure 6.6: Variation of velocity along the centerline. Re = 1000, γ = 15°. Present
simulation ( ), Erturk and Dursun (2007) simulation ( ).
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Figure 6.7: Variation of velocity along the centerline. Re = 1000, γ = 165°. Present
simulation ( ), Erturk and Dursun (2007) simulation ( ).
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points. The present u and v values from the different grids are interpolated to the same
locations as uexact and vexact using a second order B-spline interpolation technique. The
L2 errors are calculated using Eqs. (6.3) and (6.4). To calculate the mass flow rate, m˙, the
velocities u and v are interpolated to 1000 points. The integration in Eqs. (6.1) and (6.2)
is achieved numerically using the trapezoidal rule. The mass flow rates m˙AB and m˙CD
provide an estimate of the accuracy of the present simulation against expected values;
whereas, L2−u−AB and L2−v−CD indicate how closely the present simulation matches
with Erturk and Dursun (2007). The error values for the different grids are tabulated
for γ = 15° and γ = 165° at Re = 100 and Re = 1000 in Tables 6.1 - 6.4. It can be seen
as the grid is refined, the errors are progressively reduced. The absolute values for the
mass flow rates for the 256× 256 grid are in the range 10−5− 10−6 and the L2 errors are
in the range 10−3 − 10−4.
Table 6.1: Errors in mass flow rate along A−B and C −D for Re = 100.
Grid size
γ = 15° γ =165°
m˙AB m˙CD m˙AB m˙CD
32× 32 1.7039× 10−3 2.1254× 10−3 1.0010× 10−3 2.0490× 10−3
64× 64 4.6316× 10−4 5.1320× 10−4 2.9347× 10−4 4.5709× 10−4
128× 128 1.1981× 10−4 1.2391× 10−4 7.9498× 10−5 1.0977× 10−4
256× 256 3.0017× 10−5 3.0394× 10−5 2.0072× 10−5 2.7171× 10−5
Table 6.2: L2 errors in u, v velocity along A−B and C −D for Re = 100.
Grid size
γ = 15° γ =165°
L2−u−AB L2−v−CD L2−u−AB L2−v−CD
32× 32 4.8184× 10−2 2.1044× 10−2 5.2962× 10−2 1.9295× 10−2
64× 64 1.7970× 10−2 8.4943× 10−3 1.9977× 10−2 1.0343× 10−2
128× 128 7.0341× 10−3 2.8573× 10−3 7.9737× 10−3 4.4163× 10−3
256× 256 2.8614× 10−3 9.7046× 10−4 3.2981× 10−3 1.9139× 10−3
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Table 6.3: Errors in mass flow rate along A−B and C −D for Re = 1000.
Grid size
γ =15° γ = 165°
m˙AB m˙CD m˙AB m˙CD
32× 32 5.7882× 10−3 3.3115× 10−3 4.4194× 10−3 1.4621× 10−3
64× 64 1.6449× 10−4 3.8579× 10−4 2.7122× 10−4 1.4939× 10−4
128× 128 5.6655× 10−5 1.3726× 10−4 7.3494× 10−5 2.8432× 10−5
256× 256 1.7600× 10−5 2.4434× 10−5 1.9171× 10−5 3.6926× 10−6
Table 6.4: L2 errors in u, v velocity along A−B and C −D for Re = 1000.
Grid size
γ =15° γ = 165°
L2−u−AB L2−v−CD L2−u−AB L2−v−CD
32× 32 9.8878× 10−2 1.4428× 10−2 7.8554× 10−2 9.5876× 10−2
64× 64 6.5336× 10−2 1.1043× 10−2 3.9661× 10−2 4.3025× 10−2
128× 128 1.4531× 10−2 3.9916× 10−3 1.6171× 10−2 1.8205× 10−2
256× 256 3.3469× 10−3 1.0749× 10−3 6.0129× 10−3 7.0858× 10−3
6.1.6 Effect of number of iterations of the linear solver on the convergence
rate
An analysis on the number of iterations for the linear solver is carried out for the
same test case as the earlier grid independence study, i.e., Re = 1000 and γ = 150°.
Three sets of simulations–Set 1, Set 2, and Set 3 are obtained by solving each linear
equation once, five, and ten times, respectively. Upon convergence, all simulation sets
gave the same final solution. The normalized residual for the pressure equation is plotted
for different iterations of the linear solver in Fig. 6.8. The residual is calculated as,
Resp = |
∑
anb pnb + bˆp + bNO∆∀ − aP pP |. (6.5)
The residual is then normalized by dividing it with the residual value for the first
iteration. It can be seen as the number of iterations for the linear solver increases, the
convergence rate is enhanced.
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Figure 6.8: Effect of number of iterations of the linear solver on the pressure equation
residual.
6.1.7 Mass residual history
Finally, the mass residual history is plotted in Fig. 6.9. Logarithm (to base 10) of the
normalized value of the maximum absolute mass residual is plotted against the iteration
number for the various obtuse angles of γ. It can be seen that the orthogonal square
cavity converges fastest and the convergence rate slows with increasing non-orthogonality.
Note, for all cases of γ except the extreme angles of 15° and 165° were computed at a
relaxation value of 0.4 for the momentum equations. The two extreme angles were
simulated at a lower relaxation value of 0.2. Within the scope of the current research,
analysis on the optimal value of relaxation factors was not undertaken.
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(b) Re 1000.
Figure 6.9: Comparison of residual history for different values of γ.
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6.2 2D Turbulent Flow Over a Backward Facing Step
To check for the orthogonal performance of the solver and validate the turbulence
model, flow over a two-dimensional, backward facing step is simulated.
6.2.1 Problem description
The backward facing step is a well researched and documented problem. Many re-
searchers have analyzed varied step configurations at different Reynolds numbers. The
configuration studied here corresponds to Kim et al. (1980) shown schematically in
Fig. 6.10.
3H
35H5H
H
u = 4Ucl (s− s2)s
0
1
1
Figure 6.10: Geometry of the backward facing step.
All distances are non-dimensionalized, based on the step height, H. The inlet and
exit heights are 2H and 3H, respectively. The step is located 5H downstream of the
inlet and the exit is located 35H downstream of the step. Erroneous prediction of the
reattachment point can occur, if the outlet is not sufficiently far downstream from the
step. The origin is taken at the lower corner of the step. The top and bottom walls are
set as viscous no-slip walls. A plug type flow of parabolic velocity profile is set as the
inlet condition. The inlet velocity boundary condition is as follows.
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u = 4Ucl
(
s− s2) , (6.6)
v = 0, (6.7)
where s is the non-dimensional distance that goes from 0 to 1 at the inlet section. This
can be related to the physical distance, y, and the step height, H, as follows.
s =
y −H
2H
. (6.8)
Ucl is the velocity along the centerline at the inlet. It also corresponds to the maximum
velocity at the inlet. The Reynolds number, based on the exit height and the inlet
centerline velocity, is
Re =
ρUcl 3H
µ
= 1.32× 105. (6.9)
At the exit section, the boundary condition is imposed so that the stream-wise gra-
dient of the velocity is zero and global mass conservation is satisfied. The standard
K −  model is used for the turbulent simulation. The turbulent intensity and the tur-
bulent length scale at the inlet are set as 0.5% and 0.5H, respectively. The simulation is
marched in time until the solution reaches a steady-state. A non-uniform Cartesian grid
of size 296×100 is used for this flow simulation, shown in Fig. 6.11, where every alternate
grid point is plotted. The aspect ratio in this figure is no longer one and is adjusted for
better visibility of the cells. The cells are refined in the near-wall and near-step regions
to capture the velocity gradients accurately. The step region is achieved by blocking cells
in the region −5 ≤ x/H ≤ 0 and 0 ≤ y/H ≤ 1. Blocking is achieved by setting these
cells to infinite viscosity as suggested by (see Patankar, 1980, pp. 147–149).
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Figure 6.11: Grid used in the simulation of the 2D backward facing step. Every alternate
grid point is shown.
6.2.2 Reattachment point and skin friction
An important parameter considered in the analysis of flow over a backward facing
step is the reattachment point along the lower wall. The streamlines for the mean flow
showing the separated recirculation region and the reattachment point are plotted in
Fig. 6.12. The present simulation predicts a reattachment point of xr/H = 5.98 and
compares well with the reattachment point prediction of xr/H = 6 by Thangam and
Speziale (1992), using standard K−  with the two-layer law of wall model.
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Figure 6.12: Contours of mean streamline for the turbulent flow over a backward facing
step.
Figure 6.13 compares the skin-friction coefficient on the bottom wall from the present
simulation with the scaled experimental data from Driver and Seegmiller (1985) and the
computational data from Thangam and Speziale (1992). Cf/Cf∞ is plotted against
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(x − xr)/xr, where Cf∞ is the skin-friction coefficient of the fully developed flow, well
downstream of the reattachment point, xr. The present result shows better agreement
with the experiments than Thangam and Speziale (1992) in the recirculation region.
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Figure 6.13: Skin-friction coefficient on the bottom wall. Present computation ( ),
Thangam and Speziale (1992) computation ( ), Driver and Seegmiller (1985) scaled
experiment ( ).
6.2.3 Wall pressure
Wall pressure is plotted in the non-dimensional form of coefficient of pressure, Cp.
Cp is based on the pressure, po, and the mean velocity, Ucl, at the inlet centerline.
Figure 6.14 shows the plot for Cp, downstream of the step on the bottom and top walls.
They are compared with the experimental values from Eaton and Johnston (1980) and
the standard K −  computation by Thangam and Speziale (1992). The Cp curves
qualitatively agree with the experimental and simulated values, although the actual
values themselves do not exactly match.
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(a) Bottom wall.
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(b) Top wall.
Figure 6.14: Coefficient of pressure on the bottom and top walls. Present computation
( ), Thangam and Speziale (1992) computation ( ) , Eaton and Johnston (1980)
experiment ( ).
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6.3 3D Laminar Flow in a 90° L-Bend of Square and Circular
Cross-Sections
The purpose of this test case is to simulate flows in curved complex geometry tubes
using various coordinate systems developed in Chapter 4. In this section, a steady,
fully-developed, 3D laminar flow in a 90° L-bend of square and circular cross-sections is
studied. Experimental measurements and numerical predictions in 90° L-bend of square
and circular cross-sections were obtained by Humphrey et al. (1977), Rosenfeld et al.
(1991), Bovendeerd et al. (1987), and Rindt et al. (1991), respectively.
6.3.1 Problem description
The geometry and the grid used in the simulation of square and circular cross-sectional
tubes are described in Fig. 6.15. The cross-section consists of a square of side a. The
inlet length, Lin, of the duct is 10 a. It is followed by a 90° bend of inner and outer
radius Ri = 1.8 a and Ro = 2.8 a, respectively. The mean radius of the curvature of the
L-bend is Rm = 2.3 a. The curvature ratio, δ, is the ratio of the hydraulic radius to the
mean curvature of the tube and is δ = RH/Rm = 1/4.6. The exit length of the tube is
Lout = 5 a. In the case of the circular cross-sectional tube, the radius of the cross-section
is r. The entrance length of the tube is Lin = 6 r. It is followed by a 90° bend of inner
and outer radius Ri = 5 r and Ro = 7 r, respectively. The exit length of the tube is
Lout = 6 r. The mean curvature ratio, δ = RH/Rm, is 1/6.
The four walls of the tube are viscous no-slip walls. A fully-developed laminar velocity
profile obtained from a separate simulation of a long channel with the same cross-section
is specified at the inlet boundary. At the exit section, the boundary condition is imposed
so that the stream-wise gradient of the velocity is zero and global mass conservation
is satisfied. For the square cross-sectional tube, the Reynolds number, based on the
hydraulic diameter, DH (4×area of cross-section/perimeter of cross-section), and the
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(a) Square cross-section.
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(b) Circular cross-section.
Figure 6.15: 90° L-bend with square and circular cross-sections. Every alternate grid
point is shown. The insets show the corresponding cross-section.
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inlet bulk velocity, UB, is Re = ρUBDH/µ = 790. For the circular cross-sectional
tube, Re = ρWBDH/µ = 700. The corresponding Dean numbers are De = Re
√
δ =
368.33 and 285.77, respectively. The geometries for the L-bend with square and circular
cross-sections are in the categories of extruded and tubular coordinate systems. The
grids on the square cross-section are orthogonal and Cartesian-like. With the circular
cross-section, they are non-orthogonal and generated with the algebraic Trans-Finite
interpolation technique. Each cross-sectional plane is normal to the coordinate lines in
the stream-wise direction. A 160 × 40 × 40 and 40 × 40 × 120 grids are used for the
simulations of square and circular cross-sectional tubes. The grids cluster near the walls
to capture the viscous wall effects and are uniform in the stream-wise direction. The
description of these two cases is summarized in Table 6.5.
6.3.2 Velocity profile comparisons
6.3.2.1 Square cross-section
Figure 6.16 shows a comparison of the steady-state stream-wise velocity profiles for
six different stream-wise locations x = 0, 2.5 a, θ = 0°, 30°, 60°, and 90° at two span-wise
sections, z/a = 0.25 and 0.5. In that figure, each profile is offset from the previous by
2.5 units along the vertical axis. The profiles are compared against the computational
results (using contravariant flux as the primary variable) from Rosenfeld et al. (1991)
and the experimental results from Humphrey et al. (1977). At the first three stations,
there is no duct curvature and the velocity profile is symmetrical in the radial direction.
There are no discernible differences between the present simulation and the results by
Rosenfeld et al. or Humphrey et al. Within the L-bend, owing to the duct curvature,
the fluid moves towards the outer radius, resulting in asymmetric velocity profile. The
sections at θ = 30°, 60°, and 90° are strongly affected by the curvature. At these locations,
comparing with Humphrey et al.’s experimental results, the present simulation matches
more closely than the numerical results from Rosenfeld et al.
147
Table 6.5: Comparison of flow simulations of 90° L-Bend with square and circular cross-
sections.
Square cross-section Circular cross-section
Cross-section dimension Square of side a Circle of radius r
Inlet length Lin 10 a 6 r
Exit length Lout 5 a 6 r
Inner radius of the
L-bend Ri
1.8 a 5 r
Outer radius of the
L-bend Ro
2.8 a 7 r
Mean radius of the
L-bend Rm
2.3 a 6 r
Hydraulic diameter of
the cross-section DH
a 2 r
Curvature ratio δ =
RH/Rm = 0.5DH/Rm
1/4.6 1/6
Reynolds number Re 790 700
Dean number
De = Re
√
δ
368.33 285.77
Coordinate system Extruded Tubular
Grid on the
cross-section
Orthogonal Non-orthogonal
Grid size 160× 40× 40 40× 40× 120
Velocity comparison
sections
Axial locations x = −0,
2.5a , θ = 0°, 30°, 60°,
and 90° at 25% and
50% span-wise widths
Axial locations θ = 0° ,
4.6°, 11.7°, 23.4°, 39.8°,
58.5°, and 81.9° at 50%
span-wise width
Comparison with
experimental result of
Humphrey et al. (1977)
Bovendeerd et al.
(1987)
Comparison with
numerical result of
Rosenfeld et al. (1991) Rindt et al. (1991)
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(a) z/a = 0.25.
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(b) z/a = 0.5.
Figure 6.16: Stream-wise velocity profiles for the L-tube with square cross-section at six
different stream-wise locations x = 0, 2.5a, θ = 0°, 30°, 60°, and 90°. Present computation
( ), Rosenfeld et al. (1991) computation ( ), Humphrey et al. (1977) experiment ( ).
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6.3.2.2 Circular cross-section
Experimental measurements for the stream-wise velocity from the symmetry plane
x = 0 are available at seven different stations. The stations are located at the non-
dimensional stream-wise distance, ζ = θδ−1/2 = 0, 0.2, 0.5, 1.0, 1.7, 2.5, and 3.5. These
locations correspond to angular positions, θ = 0°, 4.6°, 11.7°, 23.4°, 39.8°, 58.5°, and 81.9°,
respectively. Stream-wise velocity, ws, is normalized with the bulk velocity, WB, and
plotted against the radial distance, R∗, for the seven stations in Fig. 6.17. There is
only a minimal influence from the duct curvature on the flow at the first three stations,
evident from the near symmetrical velocity profile. In the subsequent stations, the bulk
of the fluid gets shifted towards the outer radius because of the duct curvature. The
overall comparison between the experimental and predicted values is good. There is a
slight over-prediction of stream-wise velocity in stations five and six near the axis of the
tube.
1
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1
Figure 6.17: Profiles of the stream-wise velocity for the L-tube with circular cross-section
at the symmetry plane. Present computation ( ), Bovendeerd et al. (1987) experiment
( ), Rindt et al. (1991) computation ( ).
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6.3.3 Secondary flow visualizations
A strong secondary flow is developed in the cross-sectional plane characterized by
the motion of fluid towards and away from the sidewalls near the outer radius and inner
radius, respectively. This secondary flow pattern generates stream-wise vortices. For the
tube flow with square cross-sections, the velocity vectors on the cross-sectional plane for
the six stream-wise sections are shown in Fig. 6.18. At x = 0 and x = 2.5a sections, the
stream-wise flow dominates and the cross-sectional flow is negligible. At θ = 0° section,
the flow starts to curl around and recognizable vortex patterns of opposite sense are seen
at the θ = 30° and θ = 60° sections. At θ = 90° section, each half of the cross-sectional
plane is characterized by three vortices–a dominant larger vortex near the inner radius,
a second vortex near the outer radius, and a weaker smaller vortex near the symmetry
plane. The secondary flow velocity vector plots on the cross-sectional plane for the case
of circular cross-section tube are shown in Fig. 6.19.
6.4 3D Developing Laminar Flow in an S-bend of Square and
Circular Cross-Sections
S-shaped bends are usually found in aircraft engine intakes. The developing laminar
flow in an S-bend with square and circular cross-sections were measured experimentally
using Laser Doppler velocimetry in a water tunnel by Taylor et al. (1982, 1984). Towne
(1984) studied both cross-sections using an approximate form of the Navier-Stokes equa-
tions by an implicit spatial marching procedure. Coelho and Pereira (1993) completed
detailed numerical analyses of the S-bend with square cross-section using a Cartesian-
based, non-orthogonal, body-fitted coordinate formulation.
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Figure 6.18: L-tube with square cross-sections. Secondary flow velocity vectors on the
cross-sectional plane at the six stream-wise locations.
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Figure 6.19: L-tube with circular cross-sections. Secondary flow velocity vectors on the
cross-sectional plane at the seven stream-wise locations.
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6.4.1 Problem description
The geometry of the bend is depicted in Fig. 6.20. It consists of a square cross-
section of side a (In case of the circular cross-section, the diameter is a). The inlet
length is Lin = 7.5 a units. The S-bend consists of two 22.5° arcs, in opposite sense,
joined together. The joint forms an inflection plane where the duct curvature changes
sign. The mean radius of the curvature of the S-bend is Rm = 7 a. Thus, the ratio
of the mean radius of curvature, Rm, to the hydraulic diameter, DH (4×area of cross-
section/perimeter of cross-section), is 7. The S-bend is followed by an exit section of
length Lout = 7.5 a units.
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Figure 6.20: Geometry of the S-bend.
A 140 × 50 × 50 grid is used to discretize the S-bends of both cross-sections. Fig-
ure 6.21 shows the grid of the S-bend alone without the inlet and exit sections. The
square cross-section is made of non-uniform Cartesian grid; whereas, the circular cross-
section comprises of a non-orthogonal grid generated with the Trans-Finite Interpolation
technique. The grids in the cross-section are clustered near the walls where the velocity
gradients are steeper. Each cross-sectional plane is normal to the coordinate lines in
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Figure 6.21: Grids on the extruded and tubular geometries used in the simulation of
S-bends with square and circular cross-sections. Every alternate grid point is shown.
the stream-wise direction. The square and circular cross-section S-bends belong to the
categories of extruded and tubular geometries, respectively.
The four walls of the S-bend are set as viscous no-slip walls. Since this is a simulation
of a developing flow as against the fully-developed flow in the previous 90° curved tube
case, a uniform profile of velocity, UB, is specified at the inlet. At the exit section,
the flow is assumed fully-developed with a negligible gradient of the velocity in the
stream-wise direction. The global mass conservation principle is used to impose the exit
boundary condition. The Reynolds number, based on the hydraulic diameter, DH , and
the inlet velocity, UB, is Re = ρUBDH/µ = 790. The corresponding Dean number
is De = Re
√
0.5DH/Rm = 211. With respect to the cross-section inset in Fig. 6.20,
a local (r, ζ) coordinate system is used for the purpose of presenting the results. The
radial coordinate, r, spans from 0 to 1 as we proceed from the lower wall, ABFE, to the
upper wall, DCGH. The span-wise coordinate, ζ, ranges from -1 to 1 as we move from
the front wall, ABCD, to the back wall, EFGH. In the case for square cross-section,
155
detailed experimental measurements of the stream-wise, radial velocities are available at
five stations. Stations 1 through 3 are located in the first half of the bend at angular
positions, θ = 0°, 13.5°, and 20.5°. Stations 4 and 5 are located in the second half of the
bend at angular positions, θ = 22.5° + 9° and θ = 22.5° + 22.5°. The predicted stream-
wise, radial velocities are normalized with UB and compared with the experimental values
from Taylor et al. (1982) in Fig. 6.22 for the various stations. Previous numerical results
by Coelho and Pereira (1993) are also included, wherever they are available.
6.4.2 Comparison of velocity profiles
At station 1, located at the beginning of the S-bend, the stream-wise velocity, us, is
symmetrical in the radial direction, since the profiles corresponding to r = 0.1 and 0.3
are nearly the same as that for r = 0.9 and 0.7, respectively. Near the side wall, i.e.,
ζ = 1, there exists a small region of positive ur, indicative of the fact that the first half of
the S-bend has curvature in the same sense as the positive radial direction. At stations 2
and 3, the fluid is pushed towards the lower wall as evident from the wider stream-wise
profile at r = 0.1 in comparison to r = 0.9. From the radial profile at these stations,
a region exists of positive and negative velocity near the side wall and the symmetry
plane, respectively. This denotes the presence of a pair of counter-rotating vortices on
the cross-section r − ζ plane. In general, the measured and predicted profiles are in
good agreement in the first half of the S-bend. Numerical results of Coelho and Pereira
(1993) agree better at r = 0.1, while the present results compare well at r = 0.3 and 0.7.
At r = 0.9, the two numerical predictions are virtually identical. In the second half of
the bend, the accumulation of the fluid near the lower wall is progressively reduced and
the radial velocity near the side wall changes its sign at station 5, indicating the vor-
tices have changed their direction. Although the numerical predictions are qualitatively
in agreement with experiments, there are quantitative discrepancies near the symmetry
plane at exit station 5. Further refinement of the grid did not yield any improvement
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Figure 6.22: Stream-wise and radial velocity profiles in S-bend with square cross-section.
Present computation ( ), Taylor et al. (1982) experiment ( ), Coelho and Pereira (1993)
computation ( ).
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in the numerical predictions. The physics of the flow in the S-bend with the circular
cross-section is similar to the square cross-section case. The stream-wise velocity profiles
from the symmetry plane, ζ = 0, is shown in Fig. 6.23. These profiles correspond to the
stations, θ = 2.25°, 20.25°, 22.5°+ 9°, and 22.5°+ 20.25°. Numerical predictions obtained
by Povinelli (1986) using a parabolized Navier-Stokes solver is also included in the com-
parison. At the final two stations, the present computation under-predicts the maximum
velocity. However, the present prediction is markedly closer to the experimental values
in the upper half of the bend.
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Figure 6.23: Stream-wise velocity profiles in an S-bend with circular cross-section.
Present computation ( ), Taylor et al. (1984) experiment ( ), Povinelli (1986) com-
putation ( ).
6.5 Turbulent Flow Over a 2D Model Hill
The ultimate objective of the present research is to develop a computational tool for
studying the terrain-wake interaction in a complex wind farm. In this context, turbulent
flow over a hill is studied. The hill configuration corresponds to Almeida et al. (1993)
experiments. The profile of the hill is that of the plane of symmetry of the 3D hill used
by Hunt and Snyder (1980). The profile is the inverse of a fourth order polynomial
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and obtained from ERCOFTAC (2016). The equation for the hill profile is listed in
Appendix E. The convex and concave regions of the hill cause the flow to accelerate near
the peak, followed by flow separation due to adverse pressure gradients on the leeside of
the hill. Coelho and Pereira (1992) studied the same problem computationally by using
a non-orthogonal, body-fitted coordinate system with the Cartesian velocity components
as the unknown variables. The standard K −  model by Launder and Spalding (1974)
and low Reynolds K−  model by Lam and Bremhorst (1981) were used for turbulence
closure.
6.5.1 Problem description
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Figure 6.24: Geometry of the 2D model hill.
The problem geometry is depicted in Fig. 6.24. The height of the hill is H. The
domain extends to a distance of 15H upstream and 20H downstream of the hill. The
height of the domain is 6.07H and the width is 7H. Coelho and Pereira (1992) conducted
detailed numerical comparisons of 2D and 3D flow predictions. In their analysis, it was
observed despite the presence of side walls, the flow remains two-dimensional at the
z mid-plane. They concluded “3D predictions using K −  eddy viscosity model at
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the central plane are virtually identical to 2D simulations” (see Coelho and Pereira,
1992, pp. 433–435). Thus, in the present simulation, the end walls in the transverse z-
direction are modeled as slip walls to make the flow two-dimensional. The top and bottom
boundaries are viscous no-slip walls. A uniform velocity, Uo, is set as the inflow condition.
The flow is fully-developed at the outlet and the conditions are determined through global
mass conservation. The standard K−  model is used for the turbulent simulation. The
turbulent inlet intensity and length scale are set as 3% and H, respectively. The Reynolds
number, based on hill height, H, and bulk inflow velocity, Uo, is Re = ρUoH/µ = 6×104.
A non-orthogonal body-conforming grid of size 275 × 70 × 30 is generated using the
simple algebraic technique of Trans-Finite Interpolation (TFI). TFI is a straightforward
technique that can be used to control the grid density effectively in the near-wall region.
Figure 6.25 shows the grids around the hill in the x− y plane.
1
(a) Grid on the x− y plane.
1
(b) Close up view of the grid near the 2D model hill.
Figure 6.25: Body-conforming grid over the 2D model hill.
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6.5.2 Streamlines and velocity profiles
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Figure 6.26: Contours of the mean streamline for turbulent flow over the 2D model hill.
Figure 6.26 shows the contours for the mean streamline of the flow at the z mid-plane.
Separation of the flow occurs on the leeside of the hill, aft of the hill peak. The separation
and reattachment points are xs/H = 0.47 and xr/H = 4.85, respectively. This compares
well with the experimentally-observed values of 0.43 and 4.82 from Almeida et al. (1993)
and the low Reynolds number turbulence model computational values of 0.43 and 4.64
from Coelho and Pereira (1992). A very small separation region was observed near the
front base of the hill as reported in Coelho and Pereira, undetected in the experiments.
The separation occurs, due to the non-smooth transition between hill surface and bottom
wall. In the experiments by Almeida et al., the separation point was estimated from the
axial velocity measured at a distance of 1 mm from the wall and, consequently, the small
separation region was undetected.
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Figure 6.27: Comparison of the velocity profiles for the turbulent flow over the 2D model
hill. Present simulation ( ), Almeida et al. (1993) experiments ( ).
Figure 6.27 shows a comparison of the predicted and the experimentally-measured
profiles of the mean velocity in the stream-wise and normal directions, at the z mid-
plane. These plots correspond to the vertical profiles at 14 different horizontal locations1,
x/H = −1.786, −0.714, 0.0, 1.071, 1.786, 2.5, 3.214, 4.286, 4.786, 5.357, 6.607, 8.036,
10.714, and 17.850. The span-wise velocity was zero, confirming the present simulation is
essentially two-dimensional. The predicted mean flow shows overall good agreement with
the experimentally-observed values in the separated recirculation region. However, the
1Almeida et al. (1993) reported the first two x/H stations are located at−1.964 and−0.724. However,
numerous sources, including ERCOFTAC (2016), Coelho and Pereira (1992), and Rodi et al. (1995)
indicate the first two stations are located at −1.786 and −0.714. The present simulation also confirms
the same, based on the velocity profile comparisons.
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present simulation shows a higher acceleration of the flow near the hill peak and under-
predicts the velocity in the boundary layer downstream of the reattachment point, a
trend also observed by Coelho and Pereira (1993).
6.6 3D Turbulent Flow Over Askervein Hill
6.6.1 Background
The next objective is to validate the ability of the present CFD solver to simulate
flows over complex terrains. Towards this end, the flow over Askervein Hill is considered.
The Askervein Hill has been studied extensively through field measurements, exper-
iments, and simulations by many researchers, including Taylor and Teunissen (1983,
1985), Walmsley and Taylor (1996), Montavon (1998), Kim and Patel (2000), Kim
et al. (2000), Castro et al. (2003), Stangroom (2004), Undheim et al. (2006), Forthofer
(2007), Chow and Street (2009), Golaz et al. (2009), and Gobbi and Dorweiler (2012).
Detailed topographic data and surface roughness are also easily available. The Askervein
Hill is an isolated hill, located along the west coast of the island of South Uist, in the
outer Hebrides of Scotland, United Kingdom. The field measurements over the hill were
the result of a collaborative effort between many countries, including Canada, Denmark,
Germany, UK, and New Zealand. They were conducted with the help of the Interna-
tional Energy Agency Program of Research and Development on Wind Energy Conver-
sion Systems during the months of September and October of 1982 and 1983. Some of
the favorable features of this hill include its relative isolation from others, lack of tall
trees or obstruction, and a gentler slope. The hill is nearly elliptical in shape with the
major and minor axes approximately 2 Km and 1 Km, respectively. The highest point
of the hill is 125 m above the mean sea level and the surrounding areas nearly 8 m above
the mean sea level.
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6.6.2 Problem description
6.6.2.1 Grid generation
One of the basic, yet non-trivial procedure in the simulation of flow over a real terrain
is the process of grid generation. Two digital topographic maps, map A and map B, as
well as surface roughness were originally developed by Walmsley and Taylor (1996). Of
these two maps, map A covers a larger area of the terrain, while map B is restricted to
the Askervein Hill and its immediate surroundings. The original maps were an array of
129 × 129 grid points and had an approximate spatial resolution of 57.1 m × 68.96 m
(map A) and 20.7 m × 19.45 m (map B). These original maps were then reconstructed
by Walmsley and Taylor, using various interpolation schemes to generate the so-called
derived maps A and B. These derived maps are of size 257 × 257. The derived map A
covers a region of size 16000 m × 16000 m with a spatial resolution of 62.5 m × 62.5 m,
while the derived map B covers a region of size 6000 m × 6000 m at a spatial resolution
of 23.4375 m × 23.4375 m. For the purposes of the present simulation, topographic data
from derived map B are used.
The center point (CP) of the terrain is located at (0, 0). The point corresponding to
the Hill Top (HT) is located at x = −304.6875 m and y = 281.25 m. Field measurements
of the mean wind speed are recorded with a series of cup anemometers at an elevation
of ζ = 10 m above the surface along three distinct lines A − A, AA − AA, and B − B.
The lines A − A and AA − AA are along the minor axis of the hill and oriented at an
angle 227° clockwise from the north. The line A−A passes through the HT and the line
AA − AA passes through the CP. The line B − B connects HT and CP, and is aligned
at an angle 313° clockwise from the north, also the major axis of the hill. The incoming
velocity, ~V , is at angle 210° clockwise from the north. Figure 6.28 shows the contours of
Askervein terrain elevation at intervals of 10 m and the three measurement lines.
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Figure 6.28: Topographic contours of the Askervein Hill.
To create a grid of suitable size and resolution for the present simulation, a terrain
grid generator program is developed. First, a parametric NURBS surface is constructed
that interpolates the 257×257 grid points from the derived map B using the global surface
interpolation algorithm by Piegl and Tiller (2012). With this parametric surface, the hill
elevation z points are obtained at the desired horizontal x and y points using the point
inversion algorithm by Piegl and Tiller. The x and y points are chosen independently
to obtain the corresponding z points. A non-uniform surface grid of size 101 × 101
is constructed. The grid generation procedure is detailed in Appendix F. Figure 6.29
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shows the surface grid in which the resolution is finer in the hill region and coarser in
the surrounding regions. The surface mesh is exaggerated in the z-direction to show the
details of the terrain. The horizontal extents of the domain are 6000 m × 6000 m. The
vertical extent of the domain consists of 74 cells and extends to an elevation of 1500 m
above the hill. These cells are finer in the near surface region and gradually stretch at
higher elevations.
Figure 6.29: An exaggerated surface mesh on the Askervein Hill showing the terrain
features.
6.6.2.2 Boundary conditions
The hill surface is set as a viscous no-slip wall boundary. In accordance with Walmsley
and Taylor (1996), the surface roughness height, zo, is set at 0.03 m. The top surface
of the domain is set as a slip boundary condition. The west and south boundaries of
the computational domain are the inlet boundaries. The inlet velocity and turbulence
profiles are same as those of Montavon (1998) and based on the formulation proposed
by Alexandrou (1999). The inlet velocity profile is given by
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where the constants are c = 0.183, b = 7.91, a = 1/c, and κ = 0.42. The wall friction
velocity, u∗, is 0.654 m/s. The non-dimensional distance is η = ζ/h, where ζ is the
elevation above the surface in m and h = 1090 m is the height of the boundary layer.
The inlet turbulence profiles are ( Montavon (1998))
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Cµ is the closure constant from the turbulence model. The north and east boundaries
are set as the outflow regions. The inlet condition is set as the initial condition throughout
the domain. Standard atmospheric conditions of ρ = 1.225 Kg/m3 and µ = 1.812 ×
10−5 Ns/m2 are used. The simulation is marched in time until the solution attains a
steady-state. Besides the three turbulence models, the simulation is performed also in
the laminar mode.
6.6.3 Velocity and turbulence profiles comparison
The horizontal wind speed-up ratio at an elevation of ζ = 10 m above the hill surface
is plotted along the lines A−A, AA−AA, and B −B in Figs. 6.30 - 6.32, respectively.
The speed up ratio is given by
Speed-up ratio =
√
u2 + v2√
u2ref + v
2
ref
− 1, (6.14)
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Figure 6.30: Speed-up ratio along the A− A line at an elevation of ζ = 10 m above the
surface.
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Figure 6.31: Speed-up ratio along the AA− AA line at an elevation of ζ = 10 m above
the surface.
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Figure 6.32: Speed-up ratio along the B −B line at an elevation of ζ = 10 m above the
surface.
where u and v are the velocities in the x and y directions at an elevation of 10 m above
the surface, while uref and vref are the inflow reference velocities from Eq. (6.10) at
ζ = 10 m. The figures include the speed-up profiles from the laminar, standard K − ,
realizable K− , and RNG K−  models as well as the field measurement values. From
Figs. 6.30 and 6.31, it can be seen the overall trend of decrease in wind speed in the
upwind, acceleration near the hill peak, and deceleration in the leeside of the peak are
all fairly predicted by these simulations. Along both lines A − A and AA − AA, in the
far upstream region, the laminar simulation compares well with the measured values,
while the three K −  models are identical and under-predicted. In the near upstream
region, between −375 m and 0 m, the profile from the laminar and the various turbulent
models are identical and compare well with the measured values. The peak value is
slightly under-predicted in the case for line A − A. It is in the leeside of the hill where
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distinct differences between the various simulations are observed. In general, the laminar
simulation over-predicts the wind speed and is far from the measured values. Along line
A−A, the standard and RNG values are identical and capture the decrease in wind speed
well, a feature not well-correlated in the literature using RANS models. The realizable
model over-predicts the wind speed values in comparison to standard and RNG models.
The performance of the turbulence models is reversed in the case of line AA−AA. Here,
the realizable model has a closer comparison to the measured values than the standard
and RNG models. In the case of B−B line, there is a slight under-prediction of the wind
speed by all models, although the laminar simulation is closer to the measurements.
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Figure 6.33: Vertical profile of the normalized turbulent kinetic energy at the Hill Top
(HT) point.
In Fig. 6.33, the vertical profile of the normalized turbulent kinetic energy, defined as
K/(u2ref+v
2
ref ), is plotted at the Hill Top (HT) point and compared against the measured
values obtained from Raithby et al. (1987). There is a good qualitative agreement in the
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trend of the turbulent kinetic energy between the measurements and the simulations.
Among the various turbulence models, the realizable model compares closest with the
measurements, while the standard and RNG models over-estimate the turbulent kinetic
energy closer to the surface. The discrepancies between the measured, simulated profiles
of wind speed and turbulence can be attributed to rather simple models of turbulence
and interpolations in the topography. The stochastic nature of the wind and the strati-
fication in the density and temperature of the atmosphere might also influence the field
observations. Such features are not modeled in the current simulations. Taking into ac-
count the overall features for the wind speed and turbulence profiles, the realizable model
correlates better with the field measurements and is the choice of turbulence model for
this research henceforth. This test case establishes that the current numerical method is
able to reproduce the features of complex terrain flows.
6.7 Wind Turbine Validation - Isolated NREL HAWT
The next objective is to validate the ability of the momentum source model to sim-
ulate wind turbines in a flow-field. For this purpose, the NREL combined phase II
experimental wind turbine described in Butterfield et al. (1992a,b) is simulated. This
turbine is well-documented and is used by many researchers, including Duque et al.
(2000) and Sorensen and Michelsen (2000) for validation studies. Here, the turbine is
studied in isolation without the effects of the tower, nacelle, or boundary layer. The
NREL phase II turbine is a downwind, horizontal axis wind turbine with a rated power
capacity of 20 KW . It has three blades of rectangular plan-form, i.e., constant chord.
This fixed pitch turbine has non-twisted blades and rotates at a constant rotational
velocity of 72 RPM. The turbine directly faces the free-stream and there is no yaw an-
gle. The specifications for the turbine are summarized in Table 6.6. The aerodynamic
characteristics of the S809 airfoil are listed in Appendix G.
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Table 6.6: Specifications for the NREL phase II experimental downwind turbine.
Diameter (D) 10.0584 m
Hub diameter 1.372 m
Rotation speed 72 RPM
Rotation direction Counter-clockwise (looking downstream)
Number of blades 3
Pitch angle 12° (fixed)
Cone angle 3.5°
Blade chord 0.4537 m
Blade twist 0°
Airfoil S809
6.7.1 Problem description
The domain size is 21.5D×13D×13D in the x, y, and z directions, respectively. It is
discretized with a Cartesian grid of size 120× 100× 100. The center of the wind turbine
is located at 14.25D, 6.5D, and 6.5D. As a downwind turbine, the free-stream velocity,
u∞, is set in the negative x-direction. Thus, there is distance of 7.25D and 14.25D in
the upstream and downstream directions of the turbine, respectively. The near turbine
region is discretized with 21×42×42 cells of size 0.025D×0.025D×0.025D, respectively.
Outside this region, the cell size increases gradually in a geometric progression until the
domain boundary is reached. Standard atmospheric conditions are used for the density
and viscosity of air. Free-stream velocity is varied from 5 m/s to 25 m/s in steps of
5 m/s. All boundaries, except the inlet and outlet planes, are set as slip walls. No
turbulence model is used in this problem and the laminar simulation is marched in time
until the solution reaches a steady-state.
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6.7.2 Power comparison
Thrusts produced by the turbine are −0.304, 1.04, 2.12, 3.03, and 4.43 KN at
5, 10, 15, 20, and 25 m/s, respectively. To account for the turbine shaft mechanical
efficiency, the numerically-obtained values for the mechanical power output are related to
the generator power using the following equation fit as described in Duque et al. (2000).
Pgenerator (inKW ) = 0.9036Pmechanical (inKW )− 0.847. (6.15)
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Figure 6.34: Comparison of the generator power for the isolated NREL downwind tur-
bine. Present simulation ( ) and measurements ( ) from Schepers et al. (1997) processed
by Duque et al. (2000).
Figure 6.34 presents a good correlation between the generator power from the present
simulation and the measured values obtained from IEA Annex XIV database by Schepers
et al. (1997). Due to wind speed variations and yaw error, the power values from the IEA
database were unsteady. Duque et al. (2000) processed these unsteady power values and
extracted the steady-state power. The processed steady-state power values from Duque
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et al. (2000) are used for comparison in Fig. 6.34. Note that the turbine does not produce
any useful power at free-stream speeds below 7 m/s. Instead, the turbine requires an
external power to keep it spinning.
Figure 6.35 shows the contours of u-velocity, at the hub-height, for the case of free-
stream wind speed magnitude, 25 m/s. The wake region behind the turbine is visualized
by the lower velocity regions and the counter-clockwise swirl induced by the spinning
turbine is visible from the twisting of the streamlines.
Figure 6.35: Turbine wake visualized by the contours of u-velocity at hub height for
|u∞| = 25 m/s.
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Figure 6.36 shows the magnitude of the velocity deficit, defined as udef = (u∞ −
u)/u∞ and the cross-sectional vectors at the sections 1D, 2D, and 3D downstream of
the turbine. The deficit is maximum near the periphery of the hub. This region is
characterized by intense vorticity. The deficit gradually reduces in the radial direction
and becomes zero outside the turbine stream-tube. The counter-clockwise swirl induced
by the spinning turbine is again visible from the cross-sectional vectors.
u∞
1
Figure 6.36: Contours of udef and the cross-sectional vectors at the sections 1D, 2D,
and 3D downstream of the turbine for |u∞| = 25 m/s.
6.8 Nibe HAWT on Flat Terrain
While the previous validation case analyzed an isolated turbine’s power production,
the present case focuses on validation of momentum source wind turbine model by con-
sidering the velocity wake profiles from a turbine on flat terrain. Towards this end, the
Nibe wind turbine described in Pedersen and Nielsen (1980), Nielsen (1982), and Tay-
lor et al. (1985) is simulated. Field measurements of the wake profiles from the Nibe
turbine were documented by Taylor (1990). Several researchers, including Sørensen and
Myken (1992), El Kasmi and Masson (2008), Re´thore´ (2009), Prospathopoulos et al.
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(2011), Makridis and Chick (2013), and Laan et al. (2015) have studied the performance
and wake evolution from the Nibe wind turbines. Two turbines–Nibe A and B, are lo-
cated on the westerly shoreline at Limfjord, near Aalborg, in the Northern Jutland of
Denmark. The Nibe A turbine is located 5D downstream of the Nibe B turbine. Four
meteorological masts equipped with cup anemometers, vortex anemometers, directional
vanes, and pressure barometers were used to measure the wake characteristics. The masts
1 through 4 are located at 2.5D, 4D, 6D, and 7.5D downstream of the Nibe B turbine,
respectively. Thus, masts 1 and 2 are located in between turbine B and A; whereas,
masts 3 and 4 are located beyond turbine A. At the time of the experiments described
in Taylor (1990), only Nibe B was in operation. While the idle Nibe A turbine did not re-
sult in any wake profile of its own, it did affect the wake from Nibe B, measured at masts
3 and 4. Similar to the computational studies in Sørensen and Myken (1992), El Kasmi
and Masson (2008), Re´thore´ (2009), Prospathopoulos et al. (2011), Makridis and Chick
(2013), and Laan et al. (2015), only Nibe B turbine is considered here, while Nibe A is
not modeled. The influence of tower and nacelle is also ignored. Thus, only the turbine B
and the ground plane are considered. Nibe B turbine is an upwind, horizontal axis wind
turbine with a rated power capacity of 630 KW operating at a wind speed of 13 m/s.
The specifications for the turbine are described in Table 6.7. Detailed blade geometry
information is not readily available from the literature. Therefore, the radial distribution
of the sectional chord length is obtained from a scaled schematic of the blade sketched
in Pedersen and Nielsen (1980) and plotted in Fig. 6.37. The aerodynamic characteristics
for the NACA 4412 airfoil is generated with the RotCFD software (Rajagopalan et al.,
2012) and listed in Appendix G.
6.8.1 Problem description
The domain extents are −20D ≤ x ≤ 85D, −25D ≤ y ≤ 25D, and 0D ≤ z ≤
26.25D. The turbine center is located at (0D, 0D, 1.125D). The domain is discretized
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Table 6.7: Specifications for the Nibe upwind turbine.
Diameter (D) 40 m
Hub height (H) 45 m
Hub diameter 4 m
Rotation speed 34 RPM
Rotation direction Clockwise (looking downstream)
Number of blades 3
Pitch angle 2° (fixed)
Cone angle 6°
Tilt angle 6°
Blade twist 11°
Airfoil NACA 4412
with a Cartesian grid of size 90 × 70 × 80 in the x, y, and z directions, respectively.
Standard atmospheric conditions are used for density and viscosity of air. The realizable
K −  model is used for turbulence. The zmin ground plane has a surface roughness of
zo = 0.01 m and is set as a viscous no-slip wall boundary. The zmax, ymin, and ymax
planes set as slip boundaries. At the inlet plane, an atmospheric boundary layer profile
described in Makridis and Chick (2009) is set as the inflow condition and is given by,
u = uref
ln(ζ/zo)
ln(H/zo)
, (6.16)
where ζ is the elevation above the terrain in m. The reference velocity, uref , is 13 m/s
at the reference hub height of H = 45 m. The inflow profiles for K and  are as follows.
K =
u∗2√
Cµ
, (6.17)
 =
u∗3
κζ
, (6.18)
where Cµ = 0.09, u
∗ = κuref/ ln(H/zo), and κ = 0.42. At outlet, negligible gradient of
velocity in the stream-wise direction is assumed and the boundary condition is enforced
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Figure 6.37: Radial distribution of the blade chord for the Nibe B HAWT.
in accordance with the global mass conservation principle. The turbine directly faces the
incoming wind and there is no yaw angle. The simulation is marched in time until the
solution reaches a steady-state. The steady-state mechanical power output produced by
the turbine is 506.25 KW .
6.8.2 Wake profiles comparison
Lateral and vertical profiles of the wake from Nibe B at downstream distances 2.5D,
4D, 6D, and 7.5D are used for comparison. The lateral profiles are obtained at hub
height, z/D = 1.125. The vertical profiles are obtained from the symmetry plane,
y/D = 0. Figure 6.38 shows the lateral profiles of wake velocity from the present sim-
ulations compared against the field measurements from Taylor (1990) and numerical
prediction using Fluent’s virtual blade model and Reynolds stress transport turbulence
model from Makridis and Chick (2013).
At mast 1, the present simulation compares well with the measurements and predic-
tions, both in terms of wake profile and the maximum velocity deficit. There is a slight
under-prediction of the maximum velocity deficit by the present simulation, possibly due
to the difference in the turbulence models between the present simulation and simula-
tion of Makridis and Chick (2013). At mast 2, the wake width is predicted well, while
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-3 -2 -1 0 1 2 3
y
D
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
u
uref
1
(b) Mast 2 - x = 4D.
-3 -2 -1 0 1 2 3
y
D
0.6
0.7
0.8
0.9
1
1.1
1.2
u
uref
1
(c) Mast 3 - x = 6D.
-3 -2 -1 0 1 2 3
y
D
0.7
0.8
0.9
1
1.1
u
uref
1
(d) Mast 4 - x = 7.5D.
Figure 6.38: Lateral profiles of wake velocity from Nibe B turbine at hub height, z/D =
1.125. Present simulation ( ), Taylor (1990) measurements ( ), and Makridis and
Chick (2013) simulation ( ).
the velocity deficit is not as good. The simulations tend to over-estimate the velocity
deficits. In the case of mast 3, the peak deficit velocity is predicted satisfactorily. How-
ever, the measured wake profile has diffused and become more wider when compared to
the simulated profiles. At mast 4, the present simulation is less diffuse, with a greater
velocity deficit than Makridis and Chick’s. Both the simulated profiles are symmetric,
while the measured wake profile is not. The wake width is estimated accurately and the
peak velocity deficit is over-estimated. The increase in wind speeds away from the cen-
terline, y/D = 0, is due to the errors in the field measurement of the reference velocity,
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uref (Taylor (1990) and Makridis and Chick (2013)). The mismatch between the field
measurements and predictions at masts 3 and 4 is attributable to the nacelle as well as
the idle Nibe A turbine. In general, the present simulation results are as good as the
simulation from Makridis and Chick and captures the trends of the field measurements
from Taylor. An interesting observation from Fig. 6.38 is that the wake profiles obtained
from the present simulation using the realizable K −  model is almost comparable to
the profile with Reynolds stress model from Makridis and Chick. In an earlier study
by Cabezo´n et al. (2011), with a different turbine, the wake from the realizable model
showed a much lesser deficit than the one with Reynolds stress model. The turbine used
in that case corresponds to Sexbierum experiments, which is a 300 KW upwind 3 bladed
HAWT. It is worth noting the turbine in the simulations of Cabezon et al. was mod-
eled with the one-dimensional actuator disk model using a single thrust coefficient value.
Further research is needed to ascertain whether the differing behavior of the turbulence
models between the present study and that of Cabezon et al. is caused due to the dif-
ference in the actual turbine or the turbine modeling technique. A comparative study
on a single turbine using both turbulence models and both turbine modeling modeling
techniques will illustrate whether the one dimensional actuator disk approach is more
sensitive to the choice of turbulence model.
Figure 6.39 shows the vertical profiles of wake velocity at masts 1 through 4. At mast
1, the measurements and predictions are in good agreement at the hub height and above,
although the velocity is over-estimated near the ground plane. This over-estimation is
likely due to the effect of the tower, which is not modeled in the simulations. The inclu-
sion of tower will result in lower velocity tower wake near the ground plane. It is noted
here that tower and nacelle can be readily included in the present simulation either as
a solid geometry or through modeled drag forces. For lack of geometry information and
consistency with prior simulations (Sørensen and Myken (1992); El Kasmi and Masson
(2008); Re´thore´ (2009); Prospathopoulos et al. (2011); Makridis and Chick (2013); Laan
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Figure 6.39: Vertical profiles of wake velocity from Nibe B turbine at symmetry section,
y/D = 0. Present simulation ( ), Taylor (1990) measurements ( ), and Makridis
and Chick (2013) simulation ( ).
et al. (2015)), the tower and nacelle are ignored here. At masts 2 through 4, the simula-
tion captures the trend of the velocity profile qualitatively, while there are quantitative
disagreements. In general, the velocities are over-estimated near the ground and under-
estimated above the hub. With the flow solver for the terrain and turbine validated,
wind turbines on various complex terrains are studied next.
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6.9 Two HAWTs in Isolation, on a Flat, and Quasi-3D
Gaussian Terrains
6.9.1 Background
For the next problem, two horizontal axis wind turbines in isolation, on a flat terrain,
and quasi-3D Gaussian terrain are studied. The objectives of this case are three-fold:
1. To study the near-ground effects on the performance of the turbines,
2. Interaction between the turbine wakes and the ground plane, and
3. The effect of the terrain on the evolution of the turbine wakes.
Gaussian terrains have been used in the past for simulations of turbine on terrains.
Notably, Prospathopoulos et al. (2008) studied a single turbine on quasi-3D and 3D
Gaussian terrains. They used K −  and K − ω RANS-based solvers with an actuator
disk model where the turbines are simulated through axial momentum extraction using
a single thrust coefficient (Ct) value known a priori. As such, their actuator disk model
neither considered any blade sectional characteristics nor the effect of the turbine induced
wake-swirl. Moreover, the Ct value is an input parameter that must be obtained from an
analytical or experimental thrust-velocity correlation for the specific turbine. Makridis
and Chick (2009) studied two horizontal axis wind turbines on flat and quasi-3D Gaussian
terrains using the virtual blade model of the commercial Fluent CFD software. Fluent’s
virtual blade model was developed along the lines of the present momentum source
model. Makridis and Chick’s results focused on the qualitative nature of the wake and
not many details were presented with regards to the turbine performance or the terrain-
wake interaction. The present work investigates the effects of the ground plane on the
turbine performance as well as the wake evolution on different terrains.
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6.9.2 Problem description
6.9.2.1 Turbine characteristics
The turbine chosen for the present simulation is the NREL 5 MW HAWT described
in detail in Jonkman (2007). It is a three-bladed, upwind HAWT, whose specifications
are summarized in Table 6.8. The radial distribution of the sectional chord, twist angle,
and the corresponding airfoil sections are listed in Table 6.9. The aerodynamic charac-
teristics of the eight airfoil sections are available in the AeroDyn format in Jonkman.
The momentum source model of the current procedure requires the airfoil data in the
C81 format. Therefore, a spline curve is fit to the data available from Jonkman. The
resulting spline curve is interpolated to obtain the airfoil data at a maximum of 99 points
for use in the current solver in C81 format. The airfoil data are listed in Appendix G.
The turbines directly face the on-coming wind and there is no yaw angle.
Table 6.8: Specifications for the NREL 5 MW upwind HAWT.
Diameter (D) 126 m
Hub height (H) 90 m
Hub diameter 3 m
Rotation speed 12.1 RPM
Rotation direction Counter-clockwise
Number of blades 3
Pitch angle 3°
Cone angle 2.5°
6.9.2.2 Geometry and grid
The geometry for the quasi-3D Gaussian hill is given by,
z = h exp
(
−0.5
(x
σ
)2)
, (6.19)
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Table 6.9: Turbine blade geometry for the NREL 5 MW upwind HAWT.
r/R Twist angle c/R Airfoil
0.0455 13.308° 0.0562 Cylinder-1
0.0889 13.308° 0.0612 Cylinder-1
0.1323 13.308 ° 0.0661 Cylinder-2
0.1865 13.308 ° 0.0723 DU40-A17
0.2516 11.48° 0.0738 DU35-A17
0.3167 10.162° 0.0708 DU35-A17
0.3817 9.011° 0.0674 DU30-A17
0.4468 7.795° 0.0636 DU25-A17
0.5119 6.544° 0.0595 DU25-A17
0.5770 5.361° 0.0556 DU21-A17
0.6421 4.188° 0.0517 DU21-A17
0.7071 3.125° 0.0478 NACA64-A17
0.7722 2.319° 0.0439 NACA64-A17
0.8373 1.526° 0.0400 NACA64-A17
0.8915 0.863° 0.0367 NACA64-A17
0.9349 0.37° 0.0331 NACA64-A17
0.9783 0.106° 0.0225 NACA64-A17
where h = 700 m is the height of the hill and σ = 1750/1.7774 m, where 1750 m is
the distance at which height of the hill is half its peak value. Table 6.10 summarizes
the domain size, locations of the turbine centers, and the grid size used in each of the
three simulations. The cells are clustered around the turbines with the near turbine
region discretized using 21×42×42 cells of size 0.025D×0.025D×0.025D, respectively.
Outside this region, the cell widths increase in a gradual geometric progression until the
domain boundary is reached. Figures 6.40 and 6.41 depict the geometry and the turbine
locations for the two terrain cases. The geometry in the isolated turbine case is very
simple and it is not shown.
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(a) Wind turbines on the flat terrain.
(b) Close up view of the wind turbines on the flat terrain.
Figure 6.40: Geometry for simulating two HAWTs on the flat terrain.
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(a) Wind turbines on the quasi-3D Gaussian terrain.
(b) Close up view of the wind turbines on the quasi-3D Gaussian terrain.
Figure 6.41: Geometry for simulating two HAWTs on the quasi-3D Gaussian terrain.
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Table 6.10: Domain size, turbine centers, and the grid size used in the three simulations.
Case
Domain size
(xmin, xmax)
(ymin, ymax)
(zmin, zmax)
Turbine center
(WT1) (WT2)
Grid size
Nx, Ny, Nz
Isolated
(−10D, 50D)
(−10D, 10D)
(0D, 20D)
(0D,−1D, 10D)
(0D, 1D, 10D)
90, 124, 74
Flat
(−75D, 75D)
(−75D, 75D)
(0D, 80D)
(0D,−1D, 0.7143D)
(0D, 1D, 0.7143D)
100, 132, 87
Quasi-3D
Gaussian
(−75D, 75D)
(−75D, 75D)
(0D, 80D)
(0D,−1D, 6.2698D)
(0D, 1D, 6.2698D)
100, 132, 99
6.9.2.3 Boundary conditions
Standard sea level conditions are used for the density and viscosity of air. Based on
the favorable performance with the Askervein complex terrain case and the recommenda-
tions by Ghosh (2010), the realizable K− model is used for turbulence closure. In cases
involving terrain, an atmospheric boundary layer is set as the inlet velocity and turbu-
lence profiles according to Eqs. (6.16) - (6.18). The reference velocity, uref , is 10 m/s at
the reference hub height of H = 90 m. The terrain surface roughness is zo = 0.0445 m.
For the isolated turbines’ simulation, a uniform free-stream velocity is set as the inflow
boundary condition. The free-stream velocity, u∞, is evaluated from Eq. (6.16) at an
elevation of ζ = 80D, which is also the maximum elevation in the two terrain simula-
tions. Thus, the isolated turbines have a uniform inflow velocity whose magnitude is the
same as the free-stream velocity outside the boundary layer in the case of the terrain
simulations. The free-stream velocity is u∞ = 16.1987 m/s. The free-stream K and 
for the isolated turbines are estimated, using an inlet turbulent intensity of 13% and
length scale of 0.07D. Figure 6.42 presents a schematic of the inflow velocity profiles
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for the three cases. The simulations are marched in time until the solution reaches a
steady-state.
Figure 6.42: Schematic of the inflow velocity profiles for the case of isolated turbines,
turbines on flat terrain, and turbines on quasi-3D Gaussian terrain.
6.9.3 Power comparison
The effect of the terrain on the turbine performance can be discerned by comparing
the power produced by the two turbines in the three scenarios, which is summarized
in Table 6.11. The steady-state average mechanical power output from the isolated
turbines is 2.91 MW ; whereas, the turbines on the flat terrain produce 1.528 MW .
In contrast to the isolated turbines, the turbines on the flat terrain face a boundary
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Table 6.11: Mechanical power produced by the two HAWTs in isolation, on flat, and
quasi-3D Gaussian terrains.
Case WT1 (MW) WT2 (MW) Average (MW)
Isolated 2.910 2.910 2.910
Flat 1.533 1.523 1.528
Gaussian 2.984 2.979 2.982
layer profile. The terrain retards the velocity, thus reducing the amount of extractable
power. In the absence of any change in the incoming wind-speed, the turbines on the
flat terrain may have to operate at an increased pitch angle to produce the same amount
of power as the isolated turbines. In the case of the quasi-3D Gaussian hill, the turbines
still face a boundary layer profile. However, the terrain geometry causes an accelerated
boundary layer flow at the turbine locations, leading to an enhanced power output. In-
fact, the accelerated boundary layer has a velocity greater than the free-stream. Thus, the
turbines’ power output have a marginal increase over the isolated turbines. To illustrate
this further, the profiles of u-velocity at the turbine locations are plotted in Fig. 6.43.
ζ ′ = (ζ − H)/D is the non-dimensional vertical distance from the hub center and the
u-velocity is normalized with the free-stream velocity, u∞. The hub location corresponds
to ζ ′ = 0 and the turbine blades span from ζ ′ = −0.5 to ζ ′ = 0.5, thereby causing a
velocity deficit in this region. Compared to the free-stream, the reduced and increased
velocities in the flat and quasi-3D Gaussian boundary layers, respectively, explain the
difference in the performance of the turbines in the three scenarios. It is worth noting
that the inflow profiles and the corresponding free-stream kinetic energies in the isolated
turbines and turbines on terrains are different. However, the turbines on the flat and
quasi-3D Gaussian terrains face similar inflow profiles and the difference in performance
of the turbines is only on account of the terrain.
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Figure 6.43: Velocity profile at the two wind turbines in isolation ( ), on the flat ( ),
and quasi-3D Gaussian terrains ( ).
6.9.4 Evolution of the wakes
The stream-wise evolution of the wakes from the two HAWTs in isolation, on the
flat, and quasi-3D Gaussian terrains are shown in Figs. 6.44 - 6.46, respectively. To show
the finer details of the wake structure, the visualization is limited only to the regions
of interest and not the entire flow-field. A shaded ground plane, if any, indicates the
presence of terrain. The axial u-velocity is normalized with the reference velocity, uref .
In the case of the isolated HAWTs, the uniform incoming velocity is visible from the
section, x/D = −2.5, in Fig. 6.44. The turbines are present at x/D = 0. Downstream of
this section, the wakes start to appear. A pair of co-rotating vortices, induced by the two
spinning turbines, start to merge around x/D = 10. At x/D = 17.5, the two vortices
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have formed a common region, while still retaining their individual cores, indicating the
merger is still in progress. The prominent flow-feature in the case of the isolated turbine
wakes is their merger.
With the two HAWTs on the flat terrain, stratification in the incoming axial velocity
owing to the boundary layer effect is visible from the section, x/D = −2.5, in Fig. 6.45.
Downstream of these turbines, near x/D = 2.5, the wakes start to interact and coalesce
into the lower velocity region near the ground plane. In addition to this coalescing,
the two wakes start to merge around x/D = 7.5. At x/D = 17.5, the wakes and the
boundary layer have almost merged into a single lower velocity zone. The prominent
feature in this case is the interaction and coalescing of the wakes with the near-ground
region rather than the simple merger seen in the case of the isolated HAWTs.
In the case of two HAWTs on the quasi-3D Gaussian terrain, the incoming velocity
is accelerated at x/D = −2.5 and 0 compared to the flat terrain case. This acceleration
is caused by the hill contour. The leeside of the hill is dominated by the wakes from
the two turbines and the hill-induced re-circulation zone. The turbine-wake regions can
be idealized as stream-tubes. The expanding area behind the hill causes overall flow
deceleration, which, in turn, results in the continuous vertical expansion of the wake
stream-tubes. The two cores of the wakes are convected downstream approximately at
an elevation equal to the hub-height, where the interaction with the ground plane is less
dominant than the flat terrain case. As evident from Fig. 6.46, identifiable turbine wakes
are present only until x/D = 10, beyond which, the hill-induced re-circulation zone is
dominant. Thus, in the case of the quasi-3D Gaussian hill, the prominent feature seems
to be the vertical expansion of the wakes as against the ground interaction in the case
of the flat terrain or the wake-merger in the case of the isolated turbines.
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(a) x/D = −2.5, 2.5, 7.5, 12.5, and 17.5.
u∞
(b) x/D = 0, 5, 10, and 15.
Figure 6.44: Wakes from the two isolated HAWTs.
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(a) x/D = −2.5, 2.5, 7.5, 12.5, and 17.5.
u∞
1
(b) x/D = 0, 5, 10, and 15.
Figure 6.45: Wakes from the two HAWTs on the flat terrain.
193
u∞
1
(a) x/D = −2.5, 2.5, 7.5, 12.5, and 17.5.
u∞
1
(b) x/D = 0, 5, 10, and 15.
Figure 6.46: Wakes from the two HAWTs on the quasi-3D Gaussian terrain.
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6.10 Four HAWTs on the Askervein Hill
6.10.1 Problem description
For the next problem, four horizontal axis wind turbines on top of the Askervein Hill
are simulated. The purpose of this problem is to analyze the turbine performance, flow-
field features like wakes, and the blade loading in the case of turbines on a real terrain as
against an analytical one like quasi-3D or 3D Gaussian terrains. Looking at the hill layout
in Figs. 6.28 and 6.29, the terrain has a sharp ridge-like feature along the major axis,
B −B. From the hill profile in Fig. 6.32, this ridge approximately extends to a distance
of 1000 m, i.e., from −750 to 250 m along the line B − B. Four turbines are chosen to
be equally spaced along this ridge, thereby fixing their x and y locations. To determine
their z positions, the terrain elevations are needed for these x and y points. As explained
in the grid generation section of the earlier Askervein complex terrain validation study, a
point inversion algorithm is used to obtain the terrain heights at these points. Once the
x, y, and z coordinates of the terrain are obtained, the turbine centers are determined
by adding a further elevation corresponding to the hub-height H = 90 m. Further details
on the point inversion algorithm are described in Appendix F. The coordinates of the
centers for the four HAWTs are listed in Table 6.12.
Table 6.12: Centers for the four HAWTs on Askervein Hill.
HAWT x (m) y (m) z (m)
WT1 -365.676 341.0 212.739
WT2 -182.838 170.5 210.352
WT3 0.0 0.0 205.363
WT4 182.838 -170.5 191.936
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6.10.1.1 Geometry, grid, and boundary conditions
The problem geometry is described in Fig. 6.47. The domain size and the boundary
conditions are the same as those for the earlier Askervein terrain case. Even though the
turbines are located on the ridge line B − B, they are oriented such that they directly
face the inflow velocity. There is an angle of 13° between the orientations of the ridge
plane and the turbine disk planes. For the purpose of presenting the results, a rotated
ξ, η coordinate system is used. ξ and η have the same origin location as x and y, and
are rotated from them by an angle of 60° in the counter-clockwise direction. Thus, ξ
is oriented along the inflow velocity, ~V , while η is normal to it. The ξ planes are also
parallel to the turbine disk planes. The turbine’s characteristics are the same as those
in Table 6.8. The domain is discretized using a body-fitted grid of size 185 × 181 × 68
(nearly 2.3 million cells) in the x, y, and z directions, respectively. To estimate the
baseline performance, a single isolated HAWT is simulated. The free-stream velocity for
the isolated HAWT is estimated beyond the boundary layer from Eq. (6.10). Substituting
for the boundary layer height, h = 1090 m, |~V∞| is 17.54 m/s. The realizable K − 
model is used for turbulence closure. The inlet turbulent intensity and length scale are
set to 13% and 0.07D, respectively.
6.10.2 Power production
The steady-state power produced by the single isolated turbine, four turbines on the
ridge of the Askervein Hill, average power of the four turbines, and their percentage
difference from the isolated turbine are summarized in Table 6.13. The four turbines on
the Askervein Hill produce almost similar amounts of power. While the isolated turbine
produces 2.948 MW , the average power produced by the four turbines on the Askervein
Hill is 3.046 MW , a marginal increase of 3.324%. From Figs. 6.30 - 6.32, it is evident
the flow is accelerated the most along the ridge of the hill. Despite the presence of the
terrain and its accompanied flow retardation, it is the acceleration due to the hill profile
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(b) Orientations of the ξ, η, ridge, and turbine disk planes on Askervein Hill.
Figure 6.47: Geometry for simulating four HAWTs on the ridge of Askervein Hill.
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that causes the turbines on the ridge of the Askervein Hill to produce slightly more power
than the isolated turbine.
Table 6.13: Mechanical power produced by the HAWT in isolation and the four HAWTs
on the Askervein Hill.
Case Power (MW) % difference
Isolated WT 2.948 0%
WT1 3.049 3.426%
WT2 3.046 3.324%
WT3 3.043 3.223%
WT4 3.044 3.256%
Average 3.046 3.324%
6.10.3 Flow-field features and turbine wakes
In Figure 6.48, the flow-field is visualized with contours of velocity magnitude and
streamlines at z = 205.1 m (z/D = 1.628) plane, which is the average height of the four
turbine centers. The conforming of the streamlines to the Askervein Hill geometry is
clearly visible. Upstream from the turbines (also upstream from the hill), the streamlines
originate beneath the z average plane. Near the turbines (ridge of the hill) and the
downstream regions (leeside of the hill), the streamlines rise above and go beneath the
z average plane, respectively. The flow is accelerated outside the turbine stream-tubes.
Since the turbines act as an obstacle to the incoming air, the flow squeezes itself into the
non-turbine regions, causing them to accelerate. Acceleration is also caused by the hill
geometry. The wakes from the turbines are convected individually for a short downstream
distance, beyond which, they evolve into an indistinguishable common region.
To understand the interaction with the terrain, the wakes are visualized between
η = −500 m and η = 750 m at ξ/D = 0, 1, 2, 3, 4, 5, 6, and 7 in Fig. 6.49. At
ξ = 0D, the turbine-induced wakes are circular in shape. As they travel downstream,
they become distorted, due to interactions with the terrain as well as the terrain-induced
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Figure 6.48: Streamlines and contours of velocity magnitude at z/D = 1.628.
wake. Around ξ = 2D, the wake of the hill appears. Between ξ = 3D and 6D, the wakes
from WT2 and WT3 coalesces with the terrain-induced wake. At ξ = 7D, the wakes
from all turbines and the hill have evolved into one common wake region.
6.10.4 Blade loading
The load on the blade sections is calculated as follows.
Load =
√
L2 +D2/ds, (6.20)
where L and D are the aerodynamic lift and drag forces, and ds is the span-wise length
of the blade element. The lift and drag forces are computed using Eqs. (3.51) and (3.52),
respectively. The magnitudes of the loads on the various turbines are similar to each
other but their distribution is different. Figure 6.50 shows the distribution of the sectional
loads on the isolated turbine and the four turbines on top of the Askervein Hill. The
loads are shown between the blade root and the tip over the entire range of the azimuth
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(a) ξ = 0D (b) ξ = 1D
(c) ξ = 2D (d) ξ = 3D
(e) ξ = 4D (f) ξ = 5D
(g) ξ = 6D (h) ξ = 7D
Figure 6.49: Terrain-wake interaction with 4 HAWTS on the Askervein Hill.
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(a) Isolated WT
(b) WT1 (c) WT2
(d) WT3 (e) WT4
Figure 6.50: Sectional blade load on the isolated WT and 4 WTs on Askervein Ridge.
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angle, ψ. The azimuth angle starts from ψ = 0° at the 12 o’ clock position and increases
in the clockwise direction until it reaches ψ = 360° and the 12 o’ clock position again.
As expected, the isolated turbine has a perfectly symmetrical load distribution. It is
characterized by a region of lower load near the hub. The blade sections in this region
are made of airfoils that predominantly produce drag over lift force. Outside this region,
the load increases radially and attains the peak value just before the outer edge of the
turbine disk. At the outer periphery, the blade load then reduces. Overall, the simulated
load distribution is in line with the expected loading behavior of an isolated turbine. The
azimuthal symmetry is no longer present in the case of the turbines on the Askervein
Ridge, especially for WT2, WT3, and WT4. A broader radial section of the blades
experiences higher loads in the region ψ = 0° to ψ = 270° than ψ = 270° to ψ = 360°.
6.10.5 Effect of inflow wind direction on the turbine performance
The effect of the inflow wind direction on the turbine performance in studied by
carrying out several simulations over the entire range of possible wind directions, from
θ = 0° to 360°. These wind directions encompass the full-wake, partial-wake, and no-wake
conditions. Figure 6.51 shows the simulated mechanical power outputs of the individual
wind turbines as well as the average power of the four turbines, for the various incoming
wind directions. The power in each case is non-dimensionalized with the power of the
isolated wind turbine from Table 6.13.
From the average power curve, it can be seen the power produced is significantly lower
when the wind flow direction results in full-wake condition, at θ = 135° and 315°, i.e.,
south-east and north-west directions, respectively. At θ = 135° and 315°, the average
power produced is just 31.41 and 20.53%, respectively. The average power produced is
maximum when the wind direction is θ = 0°(also 360°), i.e., north. In this case, the
power produced is 107.87% of the isolated turbine.
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Figure 6.51: Normalized power of the individual turbines and the average normalized
power of the four turbines for various inflow wind directions.
The turbines 1 and 4 become downstream turbines, subjected to full-wake conditions,
and their performance is degraded the most for the south-east (θ = 135°) and north-west
(θ = 315°) wind directions, respectively. The turbines 2 and 3 are affected for both
θ = 135° and 315° directions. The performance of the turbine 2 is degraded the most
for θ = 135°, while it occurs at θ = 315° for the turbine 3. The flow-field and wakes are
visualized by contours of velocity magnitude at the average hub-height, z/D = 1.628,
for the three cases of θ = 0°, 135°, and 315° in Fig. 6.52.
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(a) θ = 0°
(b) θ = 135° (c) θ = 315°
Figure 6.52: Wakes behind the turbines for different inflow wind directions.
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CHAPTER 7. CONCLUSIONS AND
RECOMMENDATIONS
7.1 Conclusions
In this research, the governing conservation equations for the Reynolds averaged
turbulent flow have been redeveloped in a new mixed contravariant-covariant basis for
the general curvilinear, non-orthogonal, body-fitted coordinate system. The convection-
diffusion flux is represented in the mixed basis and the physical covariant velocity is used
as the primary solution variable. The mixed form representation of the momentum equa-
tions in the non-orthogonal coordinates closely resembles orthogonal equations and has
the advantages of both the covariant and contravariant formulations. The newly devel-
oped conservation equations has the advantage of the contravariant formulation, where
the convective flux at a face is a single term similar to the orthogonal coordinates. In
addition, it retains the diagonally-dominant pressure characteristics of the covariant form
of the equations. In essence, the mixed formulation represents the convection-diffusion
flux tensor in a tangent-dual state that purposefully distinguishes the flux and gradient
computations. The equations are developed in a differential form using a continuum
approach as against a discrete approach. The proposed procedure is generic and could
be used to study a variety of problems involving complex geometry using non-orthogonal
BFC. The advantages and disadvantages of the Navier-Stokes equations, based on dif-
ferent velocity formulations, are summarized in the Table 7.1.
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Table 7.1: Comparison of the Navier-Stokes equations based on different velocity formu-
lations
Formulation Advantages Disadvantages
Cartesian
Simple equations without
secondary source terms
Complex 9/19 point pressure
equation stencil lacking diagonal
dominance
Contravariant
Convective flux calculated with
single velocity component
Complex 9/19 point pressure
equation stencil lacking diagonal
dominance and complex
secondary source terms
Covariant
Diagonally dominant, simple 5/7
point pressure equation stencil
Interpolation of non-directional
velocities for computing
convective fluxes and complex
secondary source terms
Mixed
contravariant-
covariant
Diagonally dominant, simple 5/7
point pressure equation stencil.
Convective flux calculated with
single velocity component
A new formulation and thus
requires complete rework of all
the mathematics for conservation
equations. Complex secondary
source terms
The development of the governing equations in a differential form has enabled the
use of a novel differential geometry procedure to analytically simplify the secondary
source terms. To improve the computational efficiency of the mixed-basis formulation,
the secondary sources are simplified to various commonly used complex geometry con-
figurations like non-orthogonal, tubular, rotated, extruded, triply orthogonal, toroidal,
spherical, cylindrical, and Cartesian. By developing a single CFD solver, using the mixed
formulation, that retains the majority of the terms to be invariant and implementing min-
imal changes in the secondary source term, a generic, efficient numerical procedure can
be used to study flows in geometries ranging from the complex non-orthogonal to the
simplest Cartesian systems. The ease of extension of an existing code from one coor-
dinate system to another is a compelling advantage of the proposed formulation. The
savings in computational efforts obtained by implementing metrics reduction are quan-
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tified in terms of floating point operations for the various possible complex geometry
configurations.
A new, three-dimensional, parallel RANS-based solver has been developed in FOR-
TRAN language. An existing momentum source method is implemented into the newly
developed solver to model wind turbines. The newly developed computational tool is ca-
pable of simulating turbine-turbine and turbine-terrain interference effects in a complex
wind farm. Validation of the various modules of the CFD solver has been conducted by
simulating eight different test cases. An extremely skewed non-orthogonal cavity (with
cavity angle 15° and 165°) is used to test the accuracy and convergence characteristics
of the present numerical procedure. The backward facing step is studied to check for
the turbulence model and the ability to capture complex separated flows. Laminar flows
in L and S-bends with square and circular cross-sections are simulated to demonstrate
the use of various complex geometry configurations. Since the ultimate objective of
this research is to study wind farms on complex terrains, turbulent flow over a model
two-dimensional hill and three-dimensional complex Askervein Hill are simulated. The
momentum source method is validated by modeling the flow around an isolated NREL
downwind, horizontal axis wind turbine and the Nibe B upwind, horizontal axis wind
turbine on flat terrain. In each of these validation studies, the simulated results are com-
pared and validated against published numerical, experimental, or field measurements.
Three different RANS models, including the standard, RNG, and realizable K−  model
have been implemented and studied. The present analysis shows the realizable K − 
model is favorable, since it compares closest with the field measurements.
Two cases providing insight into the flow physics of multiple turbines on complex
terrain are studied. The effects of the terrain on the turbine performance and the wake
evolution are studied by considering two NREL 5 MW HAWTs in isolation, on a flat, and
quasi-3D Gaussian terrains. Compared to the isolated ones, the turbines on the flat and
quasi-3D Gaussian terrains experience a decelerated and an accelerated boundary layer,
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which explains the enhanced and reduced power production, respectively. The dominant
feature of the wakes in the case of the turbines in isolation, flat terrain, and quasi-
3D Gaussian terrain are their merger, coalescing with the boundary layer, and vertical
stretching, respectively. The terrain-wake interference is studied in a more realistic
complex terrain by considering four HAWTs on the ridge of the Askervein Hill. The
wakes from the turbines travel individually for a short distance downstream, beyond
which they distort and evolve into a common deficit zone on account of interference with
the ground plane and the hill-induced re-circulating region. On average, the turbines on
the Askervein ridge produce 3.324% more power than an isolated turbine. The blades
of the turbines on the Askervein ridge also face an asymmetrical loading as against
the perfectly symmetrical loading of an isolated turbine. Based on several numerical
simulations, wind blowing from the north (θ = 0°) is found to be the most favorable and
north-west (θ = 315°) the most unfavorable direction resulting in 107.87% and 20.53%
power of the isolated turbines.
7.2 Recommendations
The recommendations for extending the present research are categorized into three
areas–modeling improvements, code acceleration, and applications.
7.2.1 Modeling improvements
1. While the present implementation can be used on a variety of complex geometries,
it is still limited in its capabilities because of the use of a single structured grid.
For instance, an abrupt, sharp 90° turn cannot be simulated without blocking large
portions of the cells in the domain. A block-structured, body-fitted mesh topology
is expected to address such shortcomings.
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2. The results contain uncertainties from the simplicity of the two-equationK− eddy
viscosity turbulence model. Within the RANS framework, a more sophisticated
model like the SST K − ω model by Menter (1993, 1994) or the v2 − f model
by Durbin (1995) can be tested. Alternately, the RANS models may be scrapped
in favor of more accurate, but expensive, Detached or Large Eddy Simulation
models.
3. The steady momentum source model can be updated with the unsteady momen-
tum source model by Guntupalli and Rajagopalan (2010) to represent the effect
of the individual turbine blades. A Gaussian smearing of the unsteady turbine
forces (Mikkelsen (2003), Troldberg (2008), and Ivanell et al. (2009)) over a few
neighboring cells to avoid singularities and numerical instabilities could be imple-
mented and tested.
4. The unsteady momentum source model will generate helical vortices from the wind
turbine blade tips. The use of a lower order, diffusive scheme like the power law will
not preserve the wake structure downstream of the turbines. A higher order scheme
like the second order upwind (Rajagopalan and Yu (1999)) or flux-corrected method
by Wirogo (1997) could be used in conjunction with a grid adaptation procedure
to capture and preserve the downstream wakes.
7.2.2 Code acceleration
All preceding modeling improvements will significantly increase the computational
demands of the present CFD solver. Thus, for practical design and analysis, code accel-
eration techniques become necessary. Implementation of the Message Passing Interface
parallelization is recommended for use with large cluster supercomputers. An alternate
possibility is to port the current central processor code to a graphics processor code for
use with smaller, but powerful graphics workstations. Algorithm-based speed-up seems a
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less laborious, nevertheless high acceleration strategy. Towards this end, the approaches
by Rajagopalan and Lestari (2015), Fischels and Rajagopalan (2015), and Garrick and
Rajagopalan (2015) may be considered.
7.2.3 Applications
1. The present research has resulted in the development of a computational tool
capable of simulating turbine-turbine and turbine-terrain interference in a wind
farm. The logical use and extension of this tool it to analyze various possible wind
farm design layouts for maximizing power output. While a full fledged, multiple
simulation-based optimization is impossible even with the state-of-the-art comput-
ing facilities, a quasi-optimization approach as suggested by Feng and Shen (2015)
and Kuo et al. (2015) may be explored.
2. Wind turbines and helicopters are very similar since their flow-fields are dominated
by rotating blades. The present computational tool can be used to study the in-
ground effect of helicopters in mountainous, complex terrains.
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APPENDIX A. SOME USEFUL VECTOR AND TENSOR
IDENTITIES
The various vector and tensor identities used for obtaining the mathematical rela-
tionships in Chapter 2 are listed below.
∇ ·
(
∇ ~AT
)
= ∇
(
∇ · ~A
)
. (A.1)
∇ ·
(
~A~B
)
=
(
∇ ~A
)
· ~B + ~A
(
∇ · ~B
)
. (A.2)
~A ·
(
T˜ · ~B
)
= ~B ·
(
T˜ T · ~A
)
=
(
T˜ · ~B
)
· ~A. (A.3)
T˜ T · ~A = ~A · T˜ . (A.4)
∇
(
~A · ~B
)
=
(
∇ ~A
)T
· ~B +
(
∇ ~B
)T
· ~A = ~B · ∇ ~A+ ~A · ∇ ~B. (A.5)
∇ ·
(
φ ~A
)
= φ
(
∇ · ~A
)
+ ~A · ∇φ. (A.6)
T˜ : ~A~B = ~A~B : T˜ =
(
T˜ · ~A
)
· ~B. (A.7)
∇ ·
[
T˜ T · ~A
]
= ∇ ·
[
~A · T˜
]
=
[
∇ · T˜
]
· ~A+ T˜ : ∇ ~A,
∇ ·
[
~A · T˜
]
− T˜ : ∇ ~A =
[
∇ · T˜
]
· ~A. (A.8)
I˜ : ∇ ~A = ∇ · ~A. (A.9)
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APPENDIX B. TURBULENCE EQUATIONS
Turbulent Kinetic Energy Equation
The turbulent kinetic energy equation is a transport equation for the kinetic energy
(per unit mass) of the fluctuating velocity component, ~v′, i.e., an equation for K =
1/2 ~v′ · ~v′. The turbulent kinetic energy equation can be obtained from the incompressible
momentum equation. Assuming constant viscosity, Eq. (3.7) can be manipulated using
Eq. (A.1) as follows.
∂ρ~V
∂t
+∇ ·
(
ρ~V ~V
)
= −∇p+∇ ·
(
2µS˜
)
,
= −∇p+∇ ·
(
µ∇~V
)
+∇ ·
(
µ∇~V T
)
,
= −∇p+∇ ·
(
µ∇~V
)
+ µ∇ ·
(
∇~V T
)
+∇µ · ∇~V T ,
= −∇p+∇ ·
(
µ∇~V
)
+ µ
(
∇
(
∇ · ~V
))
+∇µ · ∇~V T ,
∂ρ~V
∂t
+∇ ·
(
ρ~V ~V
)
= −∇p+ µ∇2~V . (B.1)
The third term on the right-hand side of the penultimate equation vanishes on ac-
count of the incompressibility condition and the final term vanishes because of constant
molecular viscosity assumption. To obtain the transport equation for turbulent kinetic
energy, decompose the instantaneous quantities in Eq. (B.1) into mean and fluctuating
components, perform scalar product with the fluctuating velocity and then take a mean,
i.e.,
[Eq. (B.1)] · ~v′
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Standard rules of Reynolds averaging from Eqs. (3.11) - (3.15) are used. Consider
one term at a time in Eq. (B.1).
Unsteady term
Dotting the unsteady term in Eq. (B.1) with ~v′,
∂ρ~V
∂t
· ~v′ =
∂ρ
[
~V + ~v′
]
∂t
· ~v′,
=
∂ρ~V
∂t
· ~v′ + ∂ρ
~v′
∂t
· ~v′,
Taking the mean,
∂ρ~V
∂t
· ~v′ = ∂ρ
~V
∂t
· ~v′ + ∂ρ
~v′
∂t
· ~v′,
= 0 +
∂ρ~v′
∂t
· ~v′,
=
1
2
[
∂ρ~v′
∂t
· ~v′ + ∂ρ
~v′
∂t
· ~v′
]
,
=
1
2
[
∂ρ~v′
∂t
· ~v′ + ∂
~v′
∂t
· ~ρv′
]
,
=
1
2
[
∂ρ~v′ · ~v′
∂t
]
,
=
∂
∂t
[
ρ
~v′ · ~v′
2
]
,
=
∂ρK
∂t
. (B.2)
The above quantity is the unsteady term of the turbulent kinetic energy equation.
Convection term
The convection term in Eq. (B.1) can be manipulated using Eq. (A.2) as follows.
∇ ·
(
ρ~V ~V
)
= ∇ ·
(
~V ρ~V
)
=
(
∇~V
)
· ρ~V + ~V
(
∇ · ρ~V
)
,
=
(
∇~V
)
· ρ~V + 0.
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The second term on the right-hand side vanishes, due to incompressibility. Decom-
posing the instantaneous velocity into mean and fluctuating components in the previous
equation and taking a scalar product with ~v′,
[(
∇~V +∇~v′
)
·
(
ρ~V + ρ~v′
)]
· ~v′ =
[
∇~V · ρ~V +∇~v′ · ρ~V +∇~V · ρ~v′ +∇~v′ · ρ~v′
]
· ~v′.
The above equation has four terms. Consider one term at a time and take the mean.
First term
[
∇~V · ρ~V
]
· ~v′ =
[
∇~V · ρ~V
]
· ~v′ = 0.
Second term
The second term can be rearranged using Eqs. (A.3) - (A.5).
[
∇~v′ · ρ~V
]
· ~v′ = ρ~V ·
[(
∇~v′
)T
· ~v′
]
= ρ~V ·
[
~v′ · ∇~v′
]
= ρ~V ·
[
∇
(
~v′ · ~v′
2
)]
.
Taking the mean,
[
∇~v′ · ρ~V
]
· ~v′ = ρ~V ·
[
∇
(
~v′ · ~v′
2
)]
,
= ρ~V ·
[
∇
(
~v′ · ~v′
2
)]
,
= ρ~V · ∇K,
= ∇ ·
(
ρ~VK
)
. (B.3)
The final step in the above equation is a consequence of the incompressibility con-
dition and Eq. (A.6). This quantity represents the convection of the turbulent kinetic
energy.
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Third term
The third term can be manipulated by using Eq. (A.7).
[
∇~V · ρ~v′
]
· ~v′ = ∇~V : ρ~v′~v′ = ρ~v′~v′ : ∇~V .
Taking the mean,
[
∇~V · ρ~v′
]
· ~v′ = ρ~v′~v′ : ∇~V ,
= ρ~v′~v′ : ∇~V . (B.4)
Negative of the above term is called production of turbulent kinetic energy and rep-
resents the transfer of energy from the mean field (larger scales) to the fluctuating field
(smaller scales).
Fourth term
The treatment of the fourth term is similar to the second term in Eq. (B.3).
[
∇~v′ · ρ~v′
]
· ~v′ = ρ~v′ ·
[
∇
(
~v′ · ~v′
2
)]
.
Taking the mean of the above quantity, using Eq. (A.6) and the incompressibility
condition,
[
∇~v′ · ρ~v′
]
· ~v′ = ρ~v′ ·
[
∇
(
~v′ · ~v′
2
)]
,
= ∇ ·
[
ρ~v′
(
~v′ · ~v′
2
)]
. (B.5)
This quantity is termed as the transport of turbulence.
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Pressure term
Splitting the instantaneous pressure in Eq. (B.1) into mean and fluctuating quantities,
dotting with the fluctuating velocity and taking the mean,
−∇p · ~v′ = −∇ (p+ p′) · ~v′,
= −∇p · ~v′ −∇p′ · ~v′,
= 0−∇p′ · ~v′,
= −∇ ·
(
p′~v′
)
. (B.6)
The final step is a consequence of incompressibility and Eq. (A.6). This quantity is
referred to as the redistribution term.
Diffusion term
Following the same procedure for the diffusion term from Eq. (B.1),
µ∇2~V · ~v′ =
[
µ∇2
(
~V + ~v′
)]
· ~v′,
= µ∇2~V · ~v′ + µ∇2~v′ · ~v′,
= 0 + µ∇2~v′ · ~v′,
= µ
[
∇ · ∇~v′
]
· ~v′.
Using Eq. (A.8) and Eq. (A.5),
µ∇2~V · ~v′ = µ
[
∇ · ∇~v′
]
· ~v′ = µ
[
∇ ·
(
~v′ · ∇~v′
)
−∇~v′ : ∇~v′
]
,
= µ∇ ·
[
∇
(
~v′ · ~v′
2
)]
− µ∇~v′ : ∇~v′,
= µ∇ · ∇K− ρν∇~v′ : ∇~v′,
= µ∇2K− ρ. (B.7)
The term, ν∇~v′ : ∇~v′, is commonly known as the turbulent dissipation rate, . Accu-
mulating the terms in Eqs. (B.2) - (B.7), the transport equation for the turbulent kinetic
energy, K, is
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∂ρK
∂t
+∇ ·
(
ρ~VK
)
= −∇ ·
(
p′~v′
)
−∇ ·
[(
~v′ · ~v′
2
)
ρ~v′
]
+ µ∇2K− ρ~v′~v′ : ∇~V
− ρ. (B.8)
To obtain the closed form equation for K, the gradient transport model is used for
the redistribution and transport of turbulence.
−∇ ·
(
p′~v′
)
−∇ ·
[(
~v′ · ~v′
2
)
ρ~v′
]
= ∇ · (µt∇K) . (B.9)
From Boussinesq’s hypothesis of Eq. (3.20), Reynolds stress is linearly related to the
mean rate of strain.
−ρ~v′~v′ = µt
(
∇~V +∇~V
T
)
− 2
3
ρKI˜ .
The production term then becomes
−ρ~v′~v′ : ∇~V =
[
µt
(
∇~V +∇~V
T
)
− 2
3
ρKI˜
]
: ∇~V ,
= µt
(
∇~V +∇~V
T
)
: ∇~V − 2
3
ρKI˜ : ∇~V ,
= µt
[
∇~V +∇~V
T
]
:
[
1
2
(
∇~V +∇~V
T
)
+
1
2
(
∇~V −∇~V
T
)]
−2
3
ρKI˜ : ∇~V ,
= 2µt
[
1
2
(
∇~V +∇~V
T
)]
:
[
1
2
(
∇~V +∇~V
T
)]
+2µt
[
1
2
(
∇~V +∇~V
T
)]
:
[
1
2
(
∇~V −∇~V
T
)]
−2
3
ρKI˜ : ∇~V ,
= 2µt
[
1
2
(
∇~V +∇~V
T
)]
:
[
1
2
(
∇~V +∇~V
T
)]
+ 0− 2
3
ρKI˜ : ∇~V ,
= 2µt
[
1
2
(
∇~V +∇~V
T
)]
:
[
1
2
(
∇~V +∇~V
T
)]
− 2
3
ρKI˜ : ∇~V ,
= 2µtS˜ : S˜ − 2
3
ρK
(
∇ · ~V
)
,
= 2µtS˜ : S˜,
= µtS
2. (B.10)
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The double dot product of a symmetric and antisymmetric tensor is zero. This
eliminates the rate of rotation tensor from the production term, i.e.,[
∇~V +∇~V
T
]
:
[
∇~V −∇~V
T
]
= 0.
It is common practice to use the notation S =
√
2S˜ : S˜. Substituting Eqs. (B.9)
and (B.10) in Eq. (B.8), the turbulent kinetic energy equation is
∂ρK
∂t
+∇ ·
(
ρ~VK
)
= ∇ · [(µ+ µt)∇K] + µtS2 − ρ.
The K equation is commonly written as,
∂ρK
∂t
+∇ ·
(
ρ~VK
)
= ∇ ·
[(
µ+
µt
σK
)
∇K
]
+ PK − ρ, (B.11)
where the constant σK = 1 and PK is the production term.
Turbulent Dissipation Rate Equation
The model equation for the turbulent dissipation rate, , cannot be obtained system-
atically. It is assumed analogous to the K equation.
∂ρ
∂t
+∇ ·
(
ρ~V 
)
= ∇ ·
[(
µ+
µt
σ
)
∇
]
+
C1PK − C2ρ
T
,
where T is the time scale of turbulence, to make the equation dimensionally consistent.
New constants, C1 and C2, are introduced. In the K−  model, the time scale is
T =
K

.
Thus, the epsilon equation is written as follows.
∂ρ
∂t
+∇ ·
(
ρ~V 
)
= ∇ ·
[(
µ+
µt
σ
)
∇
]
+ C1
PK
K
− C2ρ
2
K
. (B.12)
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APPENDIX C. EXPANSION OF TURBULENT
PRODUCTION TERM USING MIXED COMPONENTS
Following the modification by Kato (1993), the production term, PK, of the turbulent
kinetic energy, K, is
PK = µtSΩ, (C.1)
where µt is the turbulent eddy viscosity. S and Ω are the modulus of the mean strain
rate and mean rotation rate tensors, respectively.
S =
√
2 S˜ : S˜, S˜ = sji eˆ
ieˆj =
1
2
(
∇~V +∇~V T
)
, (C.2)
Ω =
√
2 Ω˜ : Ω˜, Ω˜ = Ωji eˆ
ieˆj =
1
2
(
∇~V −∇~V T
)
. (C.3)
Substituting for the gradient of velocity in mixed components from Eq. (2.59), the
components of the mean strain rate and mean rotation rate tensors are as follows.
sji =
1
2
[
hihj
(
∂(vi/h
i)
∂xk
− vl
hl
Γlik
)
gkj + hjhi
(
∂(vj/h
j)
∂xk
− vl
hl
Γljk
)
gki
]
.
Ωji =
1
2
[
hihj
(
∂(vi/h
i)
∂xk
− vl
hl
Γlik
)
gkj − hjhi
(
∂(vj/h
j)
∂xk
− vl
hl
Γljk
)
gki
]
.
Using the following steps,
v′11 =
∂
∂x1
( v1
h1
)
− v1
h1
Γ111 −
v2
h2
Γ211 −
v3
h3
Γ311,
v′12 =
∂
∂x2
( v1
h1
)
− v1
h1
Γ112 −
v2
h2
Γ212 −
v3
h3
Γ312,
v′13 =
∂
∂x3
( v1
h1
)
− v1
h1
Γ113 −
v2
h2
Γ213 −
v3
h3
Γ313,
v′21 =
∂
∂x1
( v2
h2
)
− v1
h1
Γ121 −
v2
h2
Γ221 −
v3
h3
Γ321,
v′22 =
∂
∂x2
( v2
h2
)
− v1
h1
Γ122 −
v2
h2
Γ222 −
v3
h3
Γ322,
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v′23 =
∂
∂x3
( v2
h2
)
− v1
h1
Γ123 −
v2
h2
Γ223 −
v3
h3
Γ323,
v′31 =
∂
∂x1
( v3
h3
)
− v1
h1
Γ131 −
v2
h2
Γ231 −
v3
h3
Γ331,
v′32 =
∂
∂x2
( v3
h3
)
− v1
h1
Γ132 −
v2
h2
Γ232 −
v3
h3
Γ332,
v′33 =
∂
∂x3
( v3
h3
)
− v1
h1
Γ133 −
v2
h2
Γ233 −
v3
h3
Γ333,
the six components of the mean strain rate tensor are as follows.
s11 = h
1h1
(
v′11 g
11 + v′12 g
21 + v′13 g
31
)
,
s22 = h
2h2
(
v′21 g
12 + v′22 g
22 + v′23 g
32
)
,
s33 = h
3h3
(
v′31 g
13 + v′32 g
23 + v′33 g
33
)
,
s21 = s
1
2 =
1
2
[
h1h2
(
v′11 g
12 + v′12 g
22 + v′13 g
32
)
+ h2h1
(
v′21 g
11 + v′22 g
21 + v′23 g
31
)]
,
s31 = s
1
3 =
1
2
[
h1h3
(
v′11 g
13 + v′12 g
23 + v′13 g
33
)
+ h3h1
(
v′31 g
11 + v′32 g
21 + v′33 g
31
)]
,
s32 = s
2
3 =
1
2
[
h2h3
(
v′21 g
13 + v′22 g
23 + v′23 g
33
)
+ h3h2
(
v′31 g
12 + v′32 g
22 + v′33 g
32
)]
.
Similarly, the components of the mean rotation rate tensor are as follows.
Ω11 = Ω
2
2 = Ω
3
3 = 0,
Ω21 = −Ω12 =
1
2
[
h1h2
(
v′11 g
12 + v′12 g
22 + v′13 g
32
)− h2h1 (v′21 g11 + v′22 g21 + v′23 g31)] ,
Ω31 = −Ω13 =
1
2
[
h1h3
(
v′11 g
13 + v′12 g
23 + v′13 g
33
)− h3h1 (v′31 g11 + v′32 g21 + v′33 g31)] ,
Ω32 = −Ω23 =
1
2
[
h2h3
(
v′21 g
13 + v′22 g
23 + v′23 g
33
)− h3h2 (v′31 g12 + v′32 g22 + v′33 g32)] .
From Eq. (2.75), the double dot product of two, second rank, mixed component
tensors is given by
S˜ : S˜ = sji eˆ
ieˆj : s
n
m eˆ
meˆn,
=
sji
hihj
snm
hmhn
gimgjn.
Upon expansion in three-dimensions, the above quantity has eighty-one terms, cor-
responding to i, j,m, n = 1, 2, 3.
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S˜ : S˜ =
s11
h1h1
[
s11
h1h1
g11g11 +
s21
h1h2
g11g12 +
s31
h1h3
g11g13 +
s12
h2h1
g12g11 +
s22
h2h2
g12g12+
s32
h2h3
g12g13 +
s13
h3h1
g13g11 +
s23
h3h2
g13g12 +
s33
h3h3
g13g13
]
+
s21
h1h2
[
s11
h1h1
g11g21 +
s21
h1h2
g11g22 +
s31
h1h3
g11g23 +
s12
h2h1
g12g21 +
s22
h2h2
g12g22+
s32
h2h3
g12g23 +
s13
h3h1
g13g21 +
s23
h3h2
g13g22 +
s33
h3h3
g13g23
]
+
s31
h1h3
[
s11
h1h1
g11g31 +
s21
h1h2
g11g32 +
s31
h1h3
g11g33 +
s12
h2h1
g12g31 +
s22
h2h2
g12g32+
s32
h2h3
g12g33 +
s13
h3h1
g13g31 +
s23
h3h2
g13g32 +
s33
h3h3
g13g33
]
+
s12
h2h1
[
s11
h1h1
g21g11 +
s21
h1h2
g21g12 +
s31
h1h3
g21g13 +
s12
h2h1
g22g11 +
s22
h2h2
g22g12+
s32
h2h3
g22g13 +
s13
h3h1
g23g11 +
s23
h3h2
g23g12 +
s33
h3h3
g23g13
]
+
s22
h2h2
[
s11
h1h1
g21g21 +
s21
h1h2
g21g22 +
s31
h1h3
g21g23 +
s12
h2h1
g22g21 +
s22
h2h2
g22g22+
s32
h2h3
g22g23 +
s13
h3h1
g23g21 +
s23
h3h2
g23g22 +
s33
h3h3
g23g23
]
+
s32
h2h3
[
s11
h1h1
g21g31 +
s21
h1h2
g21g32 +
s31
h1h3
g21g33 +
s12
h2h1
g22g31 +
s22
h2h2
g22g32+
s32
h2h3
g22g33 +
s13
h3h1
g23g31 +
s23
h3h2
g23g32 +
s33
h3h3
g23g33
]
+
s13
h3h1
[
s11
h1h1
g31g11 +
s21
h1h2
g31g12 +
s31
h1h3
g31g13 +
s12
h2h1
g32g11 +
s22
h2h2
g32g12+
s32
h2h3
g32g13 +
s13
h3h1
g33g11 +
s23
h3h2
g33g12 +
s33
h3h3
g33g13
]
+
s23
h3h2
[
s11
h1h1
g31g21 +
s21
h1h2
g31g22 +
s31
h1h3
g31g23 +
s12
h2h1
g32g21 +
s22
h2h2
g32g22+
s32
h2h3
g32g23 +
s13
h3h1
g33g21 +
s23
h3h2
g33g22 +
s33
h3h3
g33g23
]
+
s33
h3h3
[
s11
h1h1
g31g31 +
s21
h1h2
g31g32 +
s31
h1h3
g31g33 +
s12
h2h1
g32g31 +
s22
h2h2
g32g32+
s32
h2h3
g32g33 +
s13
h3h1
g33g31 +
s23
h3h2
g33g32 +
s33
h3h3
g33g33
]
.
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The double dot product of Ω˜ : Ω˜ is evaluated by replacing the components of strain
rate tensor with the components of rotation rate tensor. The modulus of the strain rate
tensor, S, rotation rate tensor, Ω, and the turbulence production are then evaluated
using Eqs. (C.2), (C.3), and (C.1), respectively.
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APPENDIX D. INFLUENCE OF MULTI-DIRECTIONAL
PRESSURE GRADIENT ON THE DIAGONAL
DOMINANCE OF PRESSURE EQUATION
The mass and momentum conservation equations using contravariant velocity can be
obtained in a manner similar to Eqs. (3.35) and (3.38).
∂ρ
∂t
+
1√
g
∂
∂xi
(
ρ
√
g vi
hi
)
= 0, (D.1)
∂ρvi
∂t
+
1√
g
∂
∂xj
(√
g tij
hj
)
= −hi gij ∂p
∂xj
+ si, (D.2)
where si contains all secondary source terms and any additional terms like turbulent
kinetic energy. The above momentum equation contains a multi-directional pressure
gradient because of the non-orthogonal metric, gij. For the sake of brevity, the pres-
sure equation is obtained in two-dimensions here. For an incompressible flow, the mass
Eq. (D.1) can be expanded as,
1√
g
∂
∂x1
(
ρ
√
g v1
h1
)
+
1√
g
∂
∂x2
(
ρ
√
g v2
h2
)
= 0. (D.3)
Equation (D.3) can be integrated over a control volume, ∆∀ = √g∆x1∆x2 and
discretized similar to Eq. (5.4).
(
ρAev
1
e
)− (ρAwv1w)+ (ρAnv2n)− (ρAsv2s) = 0. (D.4)
The area terms are Ae = (
√
g∆x2/h1)e, Aw = (
√
g∆x2/h1)w, An = (
√
g∆x1/h2)n,
and As = (
√
g∆x1/h2)s.
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Figure D.1: Nine-point stencil for the pressure equation.
Using the stencil shown in Fig. D.1, the equation for v1 velocity at e face can be
obtained in a manner similar to Eq. (5.74) by integrating and discretizing Eq. (D.2).
aev
1
e =
∑
anbv
1
nb + Sv1e −
(
h1g
11√g∆x2)
e
(pE − pP )−
(
h1g
12√g∆x1)
PE
(pne − pse) .
Rearranging,
v1e = vˆ
1
e + de (pP − pE) + e′PE (pse − pne) ,
where
vˆ1e = (Σ anbv
1
nb+Sv1e )/ae, de =
(
h1g
11√g∆x2)
e
/ae, e
′
PE =
(
h1g
12√g∆x1)
PE
/ae.
It may be noted that de is always positive, while the sign for e
′
PE depends on the
grid non-orthogonal metric, g12. If a simple bi-linear scheme is used to interpolate
pse and pne on a uniform grid, such that pse = 0.25 (pS + pSE + pP + pE) and pne =
0.25 (pP + pE + pN + pNE), then
v1e = vˆ
1
e + de (pP − pE) + ePE (pS + pSE − pN − pNE) .
The factor 0.25 can be absorbed into e′PE and denoted as ePE. Similar discrete
equations can be obtained for the velocities at the other three faces.
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v1w = vˆ
1
w + dw (pW − pP ) + eWP (pSW + pS − pNW − pN) .
v2n = vˆ
2
n + dn (pP − pN) + ePN (pW + pNW − pE − pNE) .
v2s = vˆ
2
s + ds (pS − pP ) + eSP (pSW + pW − pSE − pE) .
Substituting v1e , v
1
w, v
2
n, and v
2
s into Eq. (D.4) and rearranging,
aP pP = aE pE + aW pW + aN pN + aS pS
+ aSE pSE + aNE pNE + aSW pSW + aNW pNW + bˆP , (D.5)
where
aE = (ρAede) + (ρAnePN)− (ρAseSP ),
aW = (ρAwdw)− (ρAnePN) + (ρAseSP ),
aN = (ρAndn) + (ρAeePE)− (ρAweWP ),
aS = (ρAsds)− (ρAeePE) + (ρAweWP ),
aSE = −(ρAseSP )− (ρAeePE),
aNE = (ρAnePN) + (ρAeePE),
aSW = (ρAseSP ) + (ρAweWP ),
aNW = −(ρAnePN)− (ρAweWP ),
aP = aE + aW + aN + aS + aSE + aNE + aSW + aNW ,
bˆP =
(
ρAwvˆ
1
w
)− (ρAevˆ1e)+ (ρAsvˆ2s)− (ρAnvˆ2n) .
Thus, in 2D, the pressure equation has a nine-point stencil. The neighbor coefficients,
anb, may be positive or negative, depending on local grid non-orthogonality. It is possible
for the central coefficient, aP , to be lower than
∑ |anb| and diagonal dominance is no
longer guaranteed.
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APPENDIX E. PROFILE OF THE TWO-DIMENSIONAL
MODEL HILL
The profile of hill (see ERCOFTAC, 2016), h(x), from the symmetry line is given by
the following relations (h and x are in mm).
Between x = 0.0 and x = 9.0,
h(x) = min (28.0 , 2.800000000000E+01 + 0.000000000000E+00*x + 6.775070969851E-
03*x2 -2.124527775800E-03*x3).
Between x = 9.0 and x = 14.0,
h(x) = 2.507355893131E+01 + 9.754803562315E-01*x - 1.016116352781E-01*x2
+ 1.889794677828E-03*x3.
Between x = 14.0 and x = 20.0,
h(x) = 2.579601052357E+01 + 8.206693007457E-01*x - 9.055370274339E-02*x2
+ 1.626510569859E-03*x3.
Between x = 20.0 and x = 30.0,
h(x) = 4.046435022819E+01 - 1.379581654948E+00*x + 1.945884504128E-02*x2
- 2.070318932190E-04*x3.
Between x = 30.0 and x = 40.0,
h(x) = 1.792461334664E+01 + 8.743920332081E-01*x - 5.567361123058E-02*x2
+ 6.277731764683E-04*x3.
Between x = 40.0 and x = 54.0,
h(x) = max (0.0 , 5.639011190988E+01 - 2.010520359035E+00*x + 1.644919857549E-
02*x2 + 2.674976141766E-05*x3).
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APPENDIX F. GRID GENERATION ON COMPLEX
TERRAIN
The topographic maps for complex terrain are often available as a rectangular and
discrete array of x, y, and z points. The array would be a certain size, say M × N . In
general, the x and y points from the topographic maps would be equi-spaced, although
this is not necessarily always the case. Such a topographic description is only partially
useful for generating a surface mesh to use with a CFD solver. For instance, the array
size M × N may be too big, in which case the CFD simulation becomes expensive.
Additionally, the terrain may be smooth in certain regions and highly non-linear in
other regions. In such a case, a uniform mesh would be inefficient. Thus, it is desirable
to have a terrain grid generator program to take the discrete, often uniform, terrain data
points and create a surface mesh of desired size and resolution. Although various simple
interpolation algorithms like bi-linear scheme, may be used for such purposes, a NURBS
surface-based approach is adopted here for accurate terrain feature reproduction. A
separate terrain grid generator program was developed in MATLAB. The process of
terrain grid generation can be broken into two sub-steps.
1. Creation of a continuous parametric NURBS surface from discrete terrain data
points. The NURBS surface exactly fits the terrain points at every discrete location
and is not a global minimal error fit.
2. Generation of a discrete surface mesh of desired size and resolution from the con-
tinuous NURBS surface.
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Creation of a Continuous NURBS Surface from the Discrete
Terrain Data Points
The objective here is to create a continuous surface definition from the discrete x, y,
and z terrain points, i.e.,
Given xmn, ymn, zmn, 1 ≤ m ≤M ; 1 ≤ n ≤ N, (F.1)
Obtain S(u, v), 0 ≤ u, v ≤ 1, (F.2)
Such that S(um, vn) = (xmn, ymn, zmn), at every m,n. (F.3)
S is the continuous parametric NURBS surface and is a vector function with three
coordinates, i.e., S1 = x, S2 = y, and S3 = z. Any surface is a two-dimensional topology
and can be parameterized by two independent parameters, u and v. The parameters are
generally scaled such that 0 ≤ u, v ≤ 1.
A complete NURBS surface definition requires the specification of degrees of surface,
knot vectors, basis functions, and associated weighted control points. A detailed expla-
nation of a NURBS surface is beyond the scope of the present description and a classical
reference like Piegl and Tiller (2012) may be useful. A global surface interpolation algo-
rithm that exactly fits a NURBS surface at each of the discrete xmn, ymn, and zmn points
is used. The surface is constructed as a tensor product, which proceeds by interpolating
a series of curves.
Curve C1 interpolates (x11, y11, z11), (x21, y21, z21), . . . (xM1, yM1, zM1).
Curve C2 interpolates (x12, y12, z12), (x22, y22, z22), . . . (xM2, yM2, zM2).
...
Curve CN interpolates (x1N , y1N , z1N), (x2N , y2N , z2N), . . . (xMN , yMN , zMN).
Each of the C1,C2, . . . ,CN curves are of degree p and uses the parameters u1, u2, . . .,
uM . A surface is then interpolated through these curves to obtain S. The interpolation
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(a) 257× 257 discrete data points from the map B (Walmsley and Taylor (1996)).
Y
X
Z
(b) A continuous NURBS surface.
Figure F.1: Creation of a continuous NURBS surface from the discrete terrain data
points of Askervein Hill.
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in the second direction is of degree q and uses the parameters v1, v2, . . ., vN . Thus,
from the discrete xmn, ymn, and zmn points, a continuous surface S(u, v) is obtained such
that Eq. (F.3) is exactly satisfied. The algorithm and the computer program used in
the global surface interpolation are described in detail in (see Piegl and Tiller, 2012,
pp. 376–382). Using such a procedure, the 257 × 257 discrete points for the Askervein
Hill from map B (Walmsley and Taylor (1996)) is converted into a continuous NURBS
surface as shown in Fig. F.1.
Creation of a Discrete Surface Mesh from the Continuous
NURBS Surface
Following the NURBS description of the terrain, the next objective is to create a
surface mesh of desired size, say I × J , and resolution, i.e, using S obtain zij at the
desired xij and yij points. This is not a straightforward process as it appears at first.
Point inversion algorithm
There are two standard ways to describe a surface. The first is an implicit equation
where the relationship between the various variables are described using a mathematical
expression. The second way is to describe a surface in the parametric form. In the
parametric form, each coordinate is explicitly defined as a function of two independent
parameters. Equations (F.4) and (F.5) describe the general form of an implicit and para-
metric surface, respectively, while Eqs. (F.6) and (F.7) are examples of a spherical surface
with radius, R, and origin at (0, 0, 0) using the implicit and parametric representations.
S′(x, y, z) = 0. (F.4)
S(u, v) = (x(u, v), y(u, v), z(u, v)) a1 ≤ u ≤ b1, a2 ≤ v ≤ b2. (F.5)
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x2 + y2 + z2 = R2. (F.6)
S(ϕ, θ) = (R sinϕ cos θ, R sinϕ sin θ, R cosϕ) 0 ≤ ϕ ≤ pi, 0 ≤ θ < 2pi.(F.7)
With an implicit form, the dependent variable can be rearranged as an explicit func-
tion of the two independent variables (z2 = R2 − x2 − y2). Thus, the x, y, and z points
at which the surface is defined can be easily controlled. A couple of drawbacks for the
implicit form is only a few relatively simple surface equations exist and it is difficult to
represent arbitrary surfaces like a terrain. Additionally, for the purpose of geometric
modeling using computers, the handling of surfaces is cumbersome, if described in an
implicit form.
In the parametric form, the parameters u and v are chosen independently to obtain
corresponding x, y, and z points. Even with a one-to-one mapping between the para-
metric (u, v) and physical (x, y, z) space, it is difficult to directly control the points at
which the surface is defined. To obtain surface points at the desired x, y, and z physical
space locations, the corresponding u and v parameters must be determined. It may be
easy to obtain the inverse functions for a simple parametric surface like Eq. (F.7). A
NURBS-based parametric surface requires a complex set of inputs like control points,
knot vectors, and basis functions and a simple inverse function cannot be obtained. In
such parametric surfaces, the process of calculating the parametric space corresponding
to the desired physical space is called point inversion.
A surface can be thought as a logical plane with a rectangular array of points
S(uij, vij), 1 ≤ i ≤ I, 1 ≤ j ≤ J . Let xij, yij be the points at which the surface is
to be obtained from the parametric equation. An objective function (also known as
error function) for each point is defined as follows.
E(uij, vij) = (S1(uij, vij)− xij)2 + (S2(uij, vij)− yij)2. (F.8)
A terrain surface is typically uniquely defined, i.e., for each set of uij and vij, unique
values of xij, yij, and zij exist. For a general surface, this need not be the case and such
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exceptions are beyond the scope of the current discussion. Then, Eq. (F.8), is uni-modal
and has a known minimum of zero when the parameters uij and vij are such that they
map to the required xij and yij values. In other words, minimization of Eq. (F.8) in
the parametric space u and v provides the desired surface points. The parameters for
a NURBS surface are usually scaled in the range 0 ≤ u, v ≤ 1. Thus, the optimization
problem statement is as follows.
For each i, j
Minimize E(uij, vij) = (S1(uij, vij)− xij)2 + (S2(uij, vij)− yij)2, (F.9)
Subject to 0 ≤ uij, vij ≤ 1. (F.10)
The point inversion problem for the entire surface is I×J separate, two-dimensional,
unconstrained minimization, subject to the bounds in Eq. (F.10). The minimization
problem is solved using the Newton-Raphson method (see Piegl and Tiller, 2012, pp. 232–
233). Note, there are easier optimization algorithms like fmincon and simulated annealing
available from the MATLAB’s optimization toolbox. The Newton-Raphson method is
used here because it is quicker and more accurate. Only the gist of the method is
presented here. For each i, j grid point, the following matrix equation is solved iteratively
until convergence.
Jn ×∆n = κn, (F.11)
where
J =
 |Su|2 + r·Suu Su · Sv + r · Suv
Su · Sv + r · Svu |Sv|2 + r · Svv
 ,∆ =
δu
δv
 , κ =
−f
−g
 . (F.12)
The residual function, r, is
r(u, v) = S(u, v)−P. (F.13)
The scalar product of the residual function is also equal to the objective or error
function in Eq. (F.8), i.e., r · r = E. The forcing functions on the κ matrix in Eq. (F.12)
are as follows.
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f(u, v) = r(u, v) ·Su(u, v). (F.14)
g(u, v) = r(u, v) ·Sv(u, v). (F.15)
The updated parametric values areun+1
vn+1
 =
un
vn
+
δun
δvn
 . (F.16)
The superscripts n and n + 1 correspond to the current and next iteration level,
respectively. P is a vector function of the required points, i.e., xij, yij. Su and Sv are the
first derivatives (tangents) of the surface and Suu, Svv, and Suv are the second derivatives
(curvature) of the surface. These NURBS derivatives require additional algorithms for
computing modified control points and knot vectors as described in Piegl and Tiller
(2012). The Eq. (F.11) is solved iteratively until the value of the objective function in
Eq. (F.8) is less than 1× 10−5.
The Askervein terrain region is in the range−3000m ≤ x, y ≤ 3000m. A non-uniform
surface mesh of size 101×101 is created. The x and y points, where the surface is created,
are chosen after a visual inspection of the terrain complexity from Fig. F.1. The x and
y points along with the mesh size are used as inputs. This allows for easier creation of
meshes of different sizes and resolution. Figure F.2 shows the Askervein terrain surface
in the continuous, parametric NURBS representation and the discrete surface mesh at
the 101× 101 user-defined points. It can be seen by using the point inversion algorithm,
the surface mesh can be refined in the desired regions without losing accuracy of the
topographic details. Figure F.2 has a surface mesh that is more optimized than the
surface mesh in Fig. F.1.
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(a) A continuous NURBS surface.
(b) A 101× 101 discrete surface mesh.
Figure F.2: Creation of a discrete surface mesh from the continuous NURBS surface of
Askervein Hill.
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APPENDIX G. AIRFOIL TABLE
The airfoil table for the various airfoils used in Chapter 6 are listed below.
Table G.1: Airfoil Cylinder-1
α° Cl Cd
-180 0 0.5
0 0 0.5
180 0 0.5
Table G.2: Airfoil Cylinder-2
α° Cl Cd
-180 0 0.35
0 0 0.35
180 0 0.35
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Table G.3: Airfoil DU40-17
α° Cl Cd
-180 0 0.06
-175.42 0.164 0.077
-172.58 0.307 0.094
-169.86 0.429 0.131
-165.35 0.53 0.21
-160.42 0.611 0.304
-156.95 0.676 0.375
-154.09 0.723 0.44
-150.59 0.753 0.522
-146.94 0.769 0.608
-143.27 0.771 0.693
-139.59 0.76 0.776
-135.92 0.738 0.856
-132.25 0.705 0.932
-128.57 0.662 1.003
-124.9 0.611 1.069
-121.23 0.553 1.128
-117.55 0.487 1.181
-113.88 0.416 1.227
-110.2 0.341 1.266
-106.53 0.261 1.297
-102.86 0.179 1.321
-99.18 0.095 1.337
-95.51 0.009 1.345
-91.84 -0.077 1.345
-88.16 -0.164 1.338
-84.49 -0.248 1.322
-80.82 -0.332 1.299
-77.14 -0.412 1.268
-73.47 -0.488 1.231
-69.8 -0.562 1.186
-66.12 -0.628 1.134
-62.45 -0.69 1.077
α° Cl Cd
-58.78 -0.745 1.013
-55.1 -0.791 0.944
-51.43 -0.83 0.871
-47.75 -0.859 0.793
-44.08 -0.878 0.713
-40.41 -0.886 0.63
-36.73 -0.881 0.546
-33 -0.864 0.461
-28.92 -0.832 0.371
-24.7 -0.787 0.279
-22.04 -0.725 0.225
-18.37 -0.644 0.159
-14.69 -0.52 0.116
-11.08 -0.358 0.096
-7.1 -0.172 0.079
-3.67 -0.025 0.037
0 0.144 0.012
3.67 0.669 0.012
7.35 1.121 0.017
11.02 1.425 0.059
14.8 1.596 0.177
18.3 1.731 0.326
22 1.83 0.484
25.47 1.878 0.636
29.35 1.901 0.814
32.49 1.921 0.958
36.08 1.927 1.117
40.27 1.898 1.292
44.07 1.839 1.438
47.76 1.754 1.563
51.43 1.646 1.668
55.1 1.519 1.751
58.78 1.375 1.81
α° Cl Cd
62.45 1.219 1.842
66.12 1.057 1.847
69.8 0.89 1.824
73.47 0.726 1.774
77.14 0.567 1.699
80.82 0.418 1.607
84.49 0.285 1.509
88.16 0.174 1.435
91.84 0.078 1.397
95.51 -0.01 1.388
99.18 -0.098 1.379
102.86 -0.185 1.362
106.53 -0.27 1.338
110.21 -0.352 1.306
113.88 -0.43 1.266
117.55 -0.503 1.219
121.23 -0.57 1.164
124.9 -0.631 1.103
128.57 -0.684 1.035
132.25 -0.727 0.962
135.92 -0.761 0.884
139.59 -0.785 0.801
143.27 -0.796 0.716
146.94 -0.794 0.628
150.59 -0.778 0.539
154.09 -0.747 0.455
156.95 -0.699 0.388
160.42 -0.632 0.314
165.35 -0.547 0.217
169.86 -0.443 0.135
172.58 -0.317 0.097
175.42 -0.17 0.078
180 0 0.06
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Table G.4: Airfoil DU35-17
α° Cl Cd
-180 0 0.041
-175.42 0.168 0.061
-172.58 0.313 0.082
-169.86 0.437 0.122
-165.35 0.542 0.202
-160.42 0.626 0.297
-156.95 0.693 0.369
-154.09 0.741 0.434
-150.59 0.774 0.517
-146.94 0.792 0.604
-143.27 0.795 0.69
-139.59 0.785 0.775
-135.92 0.764 0.857
-132.25 0.732 0.934
-128.57 0.69 1.007
-124.9 0.639 1.075
-121.22 0.581 1.136
-117.55 0.515 1.191
-113.88 0.444 1.239
-110.2 0.369 1.279
-106.53 0.289 1.312
-102.86 0.205 1.338
-99.18 0.119 1.355
-95.51 0.032 1.365
-91.84 -0.055 1.366
-88.16 -0.142 1.36
-84.49 -0.229 1.346
-80.82 -0.313 1.324
-77.14 -0.395 1.295
-73.47 -0.474 1.258
-69.79 -0.549 1.213
-66.12 -0.619 1.162
-62.45 -0.682 1.105
α° Cl Cd
-58.77 -0.739 1.041
-55.1 -0.787 0.972
-51.43 -0.827 0.898
-47.75 -0.858 0.82
-44.08 -0.879 0.739
-40.41 -0.889 0.655
-36.73 -0.886 0.57
-33 -0.87 0.484
-28.92 -0.839 0.391
-24.7 -0.794 0.297
-22.04 -0.733 0.241
-18.36 -0.655 0.171
-14.69 -0.571 0.11
-11.14 -0.498 0.065
-6.91 -0.449 0.034
-3.65 -0.314 0.017
0 0.201 0.01
3.67 0.698 0.01
7.34 1.175 0.012
11.02 1.568 0.02
14.58 1.7 0.083
18.3 1.543 0.243
22.04 1.563 0.384
25.47 1.541 0.518
29.35 1.522 0.672
32.49 1.535 0.792
36.08 1.545 0.924
40.27 1.526 1.072
44.06 1.485 1.197
47.75 1.424 1.307
51.43 1.344 1.403
55.1 1.247 1.484
58.77 1.137 1.547
α° Cl Cd
62.45 1.017 1.591
66.12 0.89 1.616
69.8 0.758 1.621
73.47 0.626 1.606
77.14 0.495 1.573
80.82 0.37 1.526
84.49 0.253 1.473
88.16 0.15 1.431
91.84 0.056 1.409
95.51 -0.034 1.402
99.18 -0.123 1.391
102.86 -0.21 1.373
106.53 -0.296 1.347
110.2 -0.378 1.313
113.88 -0.457 1.272
117.55 -0.529 1.223
121.23 -0.596 1.166
124.9 -0.657 1.104
128.57 -0.709 1.034
132.25 -0.752 0.96
135.92 -0.785 0.88
139.59 -0.807 0.796
143.27 -0.818 0.709
146.94 -0.814 0.621
150.59 -0.796 0.532
154.09 -0.762 0.447
156.95 -0.712 0.379
160.42 -0.644 0.306
165.35 -0.558 0.208
169.86 -0.45 0.125
172.58 -0.322 0.084
175.42 -0.172 0.062
180 0 0.041
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Table G.5: Airfoil DU30-17
α° Cl Cd
-180 0 0.027
-175.43 0.199 0.049
-172.58 0.412 0.071
-169.86 0.584 0.111
-165.35 0.65 0.192
-160.42 0.667 0.287
-156.95 0.716 0.359
-154.09 0.776 0.425
-150.59 0.812 0.509
-146.94 0.831 0.598
-143.27 0.837 0.687
-139.59 0.831 0.774
-135.92 0.811 0.858
-132.25 0.78 0.939
-128.57 0.739 1.015
-124.9 0.688 1.085
-121.23 0.63 1.15
-117.55 0.564 1.208
-113.88 0.492 1.259
-110.21 0.415 1.303
-106.53 0.334 1.339
-102.86 0.249 1.367
-99.19 0.161 1.388
-95.51 0.072 1.4
-91.84 -0.017 1.404
-88.16 -0.107 1.4
-84.49 -0.196 1.388
-80.82 -0.284 1.368
-77.14 -0.369 1.34
-73.47 -0.451 1.305
-69.8 -0.528 1.262
-66.12 -0.602 1.211
-62.45 -0.668 1.154
α° Cl Cd
-58.78 -0.728 1.091
-55.1 -0.78 1.021
-51.43 -0.824 0.947
-47.76 -0.858 0.868
-44.08 -0.882 0.785
-40.41 -0.895 0.699
-36.73 -0.894 0.612
-33 -0.88 0.523
-28.92 -0.851 0.427
-24.7 -0.825 0.33
-22.04 -0.921 0.276
-18.37 -1.108 0.212
-14.75 -1.26 0.155
-10.95 -0.94 0.085
-7.2 -0.701 0.02
-3.67 -0.208 0.009
0 0.288 0.009
3.67 0.768 0.009
7.34 1.232 0.011
11.02 1.51 0.026
14.69 1.335 0.115
18.37 1.335 0.229
22 1.419 0.325
25.47 1.34 0.435
29.35 1.273 0.563
32.49 1.254 0.664
36.08 1.267 0.776
40.27 1.256 0.902
44.07 1.227 1.011
47.76 1.182 1.109
51.43 1.122 1.197
55.1 1.048 1.274
58.78 0.964 1.34
α° Cl Cd
62.45 0.87 1.392
66.12 0.769 1.43
69.8 0.664 1.455
73.47 0.556 1.464
77.14 0.447 1.461
80.82 0.34 1.446
84.49 0.236 1.425
88.16 0.139 1.406
91.84 0.048 1.396
95.51 -0.041 1.39
99.19 -0.13 1.379
102.86 -0.217 1.361
106.53 -0.301 1.335
110.21 -0.383 1.301
113.88 -0.46 1.259
117.55 -0.532 1.21
121.23 -0.599 1.154
124.9 -0.658 1.091
128.57 -0.709 1.022
132.25 -0.752 0.948
135.92 -0.784 0.868
139.59 -0.805 0.785
143.27 -0.815 0.699
146.94 -0.811 0.611
150.59 -0.793 0.522
154.09 -0.759 0.438
156.95 -0.702 0.372
160.42 -0.657 0.299
165.35 -0.645 0.202
169.86 -0.583 0.118
172.58 -0.412 0.076
175.43 -0.198 0.051
180 0 0.027
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Table G.6: Airfoil DU25-17
α° Cl Cd
-180 0 0.02
-175.43 0.264 0.044
-172.58 0.558 0.067
-169.86 0.772 0.108
-165.35 0.776 0.189
-160.42 0.698 0.284
-156.95 0.719 0.357
-154.09 0.788 0.423
-150.59 0.824 0.508
-146.94 0.844 0.597
-143.27 0.852 0.686
-139.6 0.845 0.774
-135.92 0.825 0.86
-132.25 0.794 0.941
-128.58 0.754 1.018
-124.9 0.703 1.09
-121.23 0.645 1.155
-117.56 0.579 1.214
-113.88 0.507 1.266
-110.21 0.43 1.311
-106.53 0.349 1.348
-102.86 0.263 1.377
-99.19 0.175 1.399
-95.51 0.085 1.412
-91.84 -0.005 1.417
-88.17 -0.096 1.414
-84.49 -0.186 1.402
-80.82 -0.275 1.383
-77.15 -0.361 1.355
-73.47 -0.444 1.32
-69.8 -0.523 1.277
-66.12 -0.596 1.227
-62.45 -0.665 1.17
α° Cl Cd
-58.78 -0.726 1.107
-55.1 -0.779 1.037
-51.43 -0.824 0.962
-47.76 -0.86 0.883
-44.08 -0.884 0.799
-40.41 -0.897 0.713
-36.73 -0.897 0.625
-33 -0.884 0.535
-28.93 -0.855 0.437
-24.7 -0.811 0.337
-22.04 -0.792 0.274
-18.37 -0.847 0.183
-14.68 -0.89 0.095
-11.03 -0.918 0.03
-7.38 -0.534 0.014
-3.67 -0.038 0.007
0 0.443 0.007
3.67 0.907 0.007
7.35 1.283 0.014
11.02 1.379 0.043
14.69 1.262 0.115
18.37 1.318 0.193
22 1.326 0.282
25.47 1.192 0.382
29.35 1.088 0.496
32.49 1.056 0.585
36.08 1.07 0.683
40.27 1.063 0.795
44.07 1.043 0.893
47.76 1.008 0.983
51.43 0.961 1.066
55.1 0.903 1.141
58.78 0.835 1.208
α° Cl Cd
62.45 0.76 1.266
66.12 0.677 1.314
69.8 0.588 1.352
73.47 0.496 1.379
77.15 0.401 1.396
80.82 0.306 1.403
84.49 0.211 1.403
88.17 0.118 1.401
91.84 0.028 1.398
95.51 -0.062 1.393
99.19 -0.15 1.381
102.86 -0.237 1.361
106.53 -0.322 1.334
110.21 -0.403 1.298
113.88 -0.479 1.255
117.56 -0.551 1.205
121.23 -0.617 1.148
124.9 -0.675 1.084
128.58 -0.726 1.014
132.25 -0.767 0.939
135.92 -0.799 0.859
139.6 -0.82 0.776
143.27 -0.827 0.689
146.94 -0.821 0.601
150.59 -0.802 0.513
154.09 -0.768 0.429
156.95 -0.701 0.363
160.42 -0.684 0.29
165.35 -0.769 0.195
169.86 -0.772 0.113
172.58 -0.559 0.071
175.43 -0.264 0.047
180 0 0.02
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Table G.7: Airfoil DU21-17
α° Cl Cd
-180 0 0.018
-176.33 0.282 0.024
-172.66 0.6 0.057
-168.99 0.824 0.11
-165.31 0.8 0.174
-161.64 0.682 0.247
-157.97 0.69 0.326
-154.29 0.759 0.41
-150.62 0.793 0.497
-146.95 0.813 0.585
-143.27 0.819 0.672
-139.6 0.812 0.758
-135.92 0.793 0.841
-132.25 0.762 0.92
-128.58 0.722 0.995
-124.9 0.673 1.064
-121.23 0.616 1.128
-117.56 0.553 1.185
-113.88 0.483 1.235
-110.21 0.407 1.278
-106.54 0.328 1.314
-102.86 0.245 1.342
-99.19 0.159 1.362
-95.51 0.072 1.374
-91.84 -0.017 1.378
-88.17 -0.105 1.374
-84.49 -0.192 1.363
-80.82 -0.277 1.343
-77.15 -0.36 1.316
-73.47 -0.441 1.281
-69.8 -0.517 1.238
-66.12 -0.588 1.189
-62.45 -0.654 1.133
α° Cl Cd
-58.78 -0.712 1.07
-55.1 -0.763 1.002
-51.43 -0.806 0.929
-47.76 -0.839 0.851
-44.08 -0.862 0.769
-40.41 -0.874 0.685
-36.74 -0.874 0.599
-33.06 -0.86 0.512
-29.39 -0.831 0.426
-25.71 -0.792 0.343
-22.04 -0.821 0.252
-18.37 -0.921 0.155
-14.69 -1.047 0.061
-11.02 -0.897 0.03
-7.35 -0.422 0.01
-3.67 0.058 0.006
0 0.518 0.006
3.67 0.961 0.007
7.35 1.307 0.014
11.02 1.289 0.035
14.69 1.273 0.094
18.37 1.308 0.164
22.04 1.278 0.251
25.71 1.107 0.358
29.39 0.977 0.464
33.06 0.936 0.563
36.74 0.952 0.657
40.41 0.949 0.75
44.08 0.934 0.84
47.76 0.907 0.927
51.43 0.868 1.01
55.1 0.82 1.087
58.78 0.762 1.157
α° Cl Cd
62.45 0.696 1.221
66.12 0.624 1.278
69.8 0.545 1.327
73.47 0.462 1.368
77.15 0.374 1.401
80.82 0.284 1.425
84.49 0.192 1.441
88.17 0.1 1.449
91.84 0.007 1.452
95.51 -0.085 1.447
99.19 -0.177 1.433
102.86 -0.267 1.412
106.54 -0.355 1.382
110.21 -0.438 1.344
113.88 -0.518 1.298
117.56 -0.591 1.245
121.23 -0.658 1.185
124.9 -0.718 1.118
128.58 -0.77 1.044
132.25 -0.811 0.966
135.92 -0.843 0.882
139.6 -0.863 0.794
143.27 -0.87 0.704
146.95 -0.864 0.612
150.62 -0.843 0.519
154.29 -0.806 0.428
157.97 -0.734 0.339
161.64 -0.718 0.256
165.31 -0.818 0.18
168.99 -0.826 0.113
172.66 -0.599 0.058
176.33 -0.283 0.024
180 0 0.018
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Table G.8: Airfoil NACA 64-17
α° Cl Cd
-180 0 0.02
-175.43 0.268 0.045
-172.58 0.57 0.068
-169.86 0.785 0.109
-165.35 0.77 0.188
-160.42 0.668 0.28
-156.95 0.679 0.35
-154.1 0.746 0.414
-150.59 0.779 0.495
-146.94 0.798 0.581
-143.27 0.804 0.667
-139.6 0.797 0.751
-135.92 0.778 0.832
-132.25 0.747 0.91
-128.58 0.707 0.983
-124.9 0.658 1.051
-121.23 0.601 1.113
-117.56 0.538 1.169
-113.88 0.469 1.218
-110.21 0.394 1.26
-106.53 0.315 1.295
-102.86 0.234 1.322
-99.19 0.15 1.341
-95.51 0.064 1.353
-91.84 -0.024 1.356
-88.17 -0.111 1.352
-84.49 -0.196 1.34
-80.82 -0.281 1.32
-77.15 -0.363 1.293
-73.47 -0.442 1.258
-69.8 -0.517 1.215
-66.12 -0.586 1.166
-62.45 -0.65 1.111
α° Cl Cd
-58.78 -0.708 1.049
-55.1 -0.758 0.982
-51.43 -0.801 0.909
-47.76 -0.833 0.833
-44.08 -0.855 0.752
-40.41 -0.866 0.67
-36.73 -0.866 0.585
-33 -0.847 0.498
-28.93 -0.828 0.402
-24.7 -0.844 0.299
-22.04 -0.911 0.231
-18.37 -0.993 0.138
-14.61 -1.098 0.044
-11.02 -0.804 0.012
-7.35 -0.408 0.009
-3.67 0.02 0.007
0 0.44 0.005
3.67 0.857 0.005
7.44 1.204 0.012
11.02 1.414 0.039
14.69 1.444 0.122
18.37 1.451 0.203
22.04 1.359 0.281
25.47 1.134 0.346
29.35 0.954 0.417
32.49 0.83 0.48
36.08 0.793 0.558
40.27 0.804 0.651
44.07 0.797 0.736
47.76 0.779 0.817
51.43 0.752 0.895
55.1 0.716 0.971
58.78 0.673 1.044
α° Cl Cd
62.45 0.622 1.113
66.12 0.564 1.178
69.8 0.499 1.238
73.47 0.429 1.294
77.15 0.354 1.343
80.82 0.273 1.386
84.49 0.189 1.421
88.17 0.099 1.443
91.84 0.007 1.452
95.51 -0.086 1.448
99.19 -0.178 1.435
102.86 -0.269 1.413
106.53 -0.357 1.383
110.21 -0.44 1.345
113.88 -0.519 1.299
117.56 -0.594 1.246
121.23 -0.662 1.186
124.9 -0.721 1.119
128.58 -0.772 1.045
132.25 -0.815 0.967
135.92 -0.847 0.883
139.6 -0.867 0.796
143.27 -0.874 0.705
146.94 -0.866 0.614
150.59 -0.846 0.522
154.09 -0.809 0.435
156.95 -0.739 0.367
160.42 -0.717 0.293
165.35 -0.794 0.195
169.86 -0.788 0.111
172.58 -0.568 0.069
175.43 -0.269 0.045
180 0 0.02
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Table G.9: Airfoil NACA 4412
α° Cl Cd
-180 0 0.008
-175.96 0.109 0.017
-171.91 0.218 0.065
-167.87 0.327 0.138
-163.82 0.239 0.232
-159.78 0.278 0.343
-155.73 0.308 0.466
-151.69 0.331 0.598
-147.64 0.346 0.736
-143.6 0.355 0.876
-139.55 0.356 1.017
-135.51 0.351 1.156
-131.46 0.34 1.29
-127.42 0.324 1.417
-123.37 0.302 1.536
-119.33 0.276 1.646
-115.28 0.246 1.744
-111.24 0.212 1.83
-107.19 0.176 1.902
-103.15 0.137 1.96
-99.1 0.096 2.003
-95.06 0.054 2.031
-91.01 0.011 2.043
-86.97 -0.038 2.039
-82.92 -0.088 2.019
-78.88 -0.137 1.984
-74.83 -0.184 1.933
-70.79 -0.229 1.868
-66.74 -0.27 1.789
-62.7 -0.307 1.696
α° Cl Cd
-58.65 -0.341 1.593
-54.61 -0.369 1.478
-50.56 -0.391 1.354
-46.52 -0.407 1.223
-42.47 -0.417 1.087
-38.43 -0.419 0.947
-34.38 -0.413 0.806
-30.34 -0.4 0.666
-26.29 -0.377 0.531
-22.25 -0.346 0.403
-18.2 -0.403 0.241
-14.16 -0.742 0.062
-10.11 -0.679 0.023
-6.07 -0.214 0.015
-2.02 0.274 0.011
2.02 0.761 0.011
6.07 1.249 0.015
10.11 1.715 0.023
14.16 1.777 0.062
18.2 1.438 0.241
22.25 1.417 0.403
26.29 1.546 0.531
30.34 1.637 0.666
34.38 1.694 0.806
38.43 1.716 0.947
42.47 1.707 1.087
46.52 1.668 1.223
50.56 1.602 1.354
54.61 1.51 1.478
58.65 1.395 1.593
α° Cl Cd
62.7 1.259 1.696
66.74 1.105 1.789
70.79 0.936 1.868
74.83 0.754 1.933
78.88 0.561 1.984
82.92 0.36 2.019
86.97 0.155 2.039
91.01 -0.044 2.043
95.06 -0.22 2.031
99.1 -0.392 2.003
103.15 -0.56 1.96
107.19 -0.719 1.902
111.24 -0.869 1.83
115.28 -1.007 1.744
119.33 -1.13 1.646
123.37 -1.237 1.536
127.42 -1.325 1.417
131.46 -1.393 1.29
135.51 -1.438 1.156
139.55 -1.458 1.017
143.6 -1.453 0.876
147.64 -1.419 0.736
151.69 -1.357 0.598
155.73 -1.263 0.466
159.78 -1.137 0.343
163.82 -0.979 0.232
167.87 -1.34 0.138
171.91 -0.893 0.065
175.96 -0.447 0.017
180 0 0.008
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Table G.10: Airfoil S809
α° Cl
-181.66 -0.122
-174.66 0.658
-162.66 0.498
-148.66 0.878
-130.66 0.878
-93.21 -0.142
-88.11 -0.356
-83.21 -0.472
-78.21 -0.666
-73.31 -0.857
-68.31 -0.94
-63.31 -1.08
-58.31 -1.17
-53.31 -1.12
-48.31 -1.2
-43.31 -1.14
-38.31 -1.05
-33.31 -0.824
-31.41 -0.745
-29.31 -0.683
-27.31 -0.647
-25.31 -0.603
-23.31 -0.597
-22.31 -0.587
-21.31 -0.588
-20.31 -0.655
-19.31 -0.912
-18.21 -0.908
-17.31 -0.929
-16.21 -0.938
-15.31 -0.894
-14.21 -0.868
-13.22 -0.869
-12.26 -0.887
-11.2 -0.86
-9.2 -0.755
-7.19 -0.571
-5.15 -0.369
-3.15 -0.156
α° Cl
-0.16 0.156
1.84 0.369
3.88 0.571
5.89 0.755
7.89 0.86
8.95 0.887
9.91 0.869
10.9 0.868
12 0.894
12.9 0.938
14 0.929
14.9 0.908
16 0.912
17 0.655
18 0.588
19 0.587
20 0.597
22 0.603
24 0.647
26 0.683
28.1 0.745
30 0.824
35 1.05
40 1.14
45 1.2
50 1.12
55 1.17
60 1.08
65 0.94
70 0.857
74.9 0.666
79.9 0.472
84.8 0.356
89.9 0.142
127.34 -0.878
145.34 -0.878
159.34 -0.498
171.34 -0.658
178.34 0.122
α° Cd
-181.66 0.09
-171.66 0.2
-161.66 0.37
-141.66 1.11
-121.66 1.72
-111.66 1.92
-101.66 2.09
-93.21 2.09
-88.11 2.32
-83.21 2.21
-78.21 2.17
-73.31 2.19
-68.31 1.98
-63.31 1.87
-58.31 1.7
-53.31 1.38
-48.31 1.26
-43.31 1.03
-38.31 0.817
-33.31 0.56
-31.41 0.482
-29.31 0.419
-27.31 0.375
-25.31 0.326
-22.31 0.281
-21.31 0.265
-20.31 0.271
-19.31 0.106
-17.31 0.074
-16.21 0.061
-15.31 0.048
-14.21 0.039
-13.22 0.035
-12.26 0.024
-11.2 0.017
-9.2 0.009
-7.19 0.008
-5.15 0.006
-3.15 0.004
α° Cd
-0.16 0.004
1.84 0.006
3.88 0.008
5.89 0.009
7.89 0.017
8.95 0.024
9.91 0.035
10.9 0.039
12 0.048
14 0.074
16 0.106
17 0.271
18 0.265
19 0.281
20 0.299
22 0.326
24 0.375
26 0.419
28.1 0.482
30 0.56
35 0.817
40 1.03
45 1.26
50 1.38
55 1.7
60 1.87
65 1.98
70 2.19
74.9 2.17
79.9 2.21
84.8 2.32
89.9 2.09
98.34 2.09
108.34 1.92
118.34 1.72
138.34 1.11
158.34 0.37
168.34 0.2
178.34 0.09
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