Abstract Time-series discord is widely used in data mining applications to characterize anomalous subsequences in time series. Compared to some other discord search algorithms, the direct search algorithm based on the recurrence plot shows the advantage of being fast and parameter free. The direct search algorithm, however, relies on quasi-periodicity in input time series, an assumption that limits the algorithm's applicability. In this paper, we eliminate the periodicity assumption from the direct search algorithm by proposing a reference function for subsequences and a new sampling strategy based on the reference function. These measures result in a new algorithm with improved efficiency and robustness, as evidenced by our empirical evaluation.
Introduction
Anomaly detection in time series has a broad range of applications (see for example [1] [2] [3] [4] ). Diverse applications have led to various characterizations of anomalies and consequently a large number of detection methods (see for example [2, [5] [6] [7] [8] ). In the data mining community, a popular definition of time series anomalies is the time series discord [9] . Intuitively, the discord of a time series is the subsequence most different from all other non-overlapping subsequences. The definition, despite its simplicity, captures an important class of anomalies, the relevance of which has been shown in several data mining applications [9] [10] [11] [12] . For example, Fig.1 shows an electrocardiography (ECG) recording used to detect premature ventricular contraction arrhythmia [13] . The presence of arrhythmia is reflected in the time series discord shown in the circle.
The discord of a time series can be found by computing the pair-wise distances among all subsequences. That means O(m 2 ) comparisons for a time series of length m. With the emergence of affordable sensor technologies and the prevalence of automatic data collection mechanisms, long time series are being created every day. For such long time series, O(m 2 ) comparisons are still computationally prohibitive. For example in a typical epilepsy application with 256 Hz electroencephalography (EEG, e.g., [14] ), 24 hours of recording would produce a time series of more than 22 million values and more than 200 trillion pairs of subsequences. For faster discord search, various algorithms have been proposed. These algorithms can be classified into two groups: index-based search and direct search.
Index-Based Discord Search
Index-based search was first proposed by Keogh and co-authors in [9] . In index-based search, all real valued subsequences are first encoded as character strings. In [9] , this was done through discretizing the time series. Then the strings are indexed so that similar subsequences have similar index keys (this is similar to how character strings in a database are indexed for faster data retrieval). Finally, pair-wise comparisons of subsequences are carried out with embedded for-loops, with pruning of the subspace determined by the index. These steps are explained with more details in Subsection 2.2.
The efficiency of an index-based search algorithm is determined by how subsequences are encoded as strings and how the for-loops are ordered. To improve the discretization in [9] , Pham [15] proposed a way to select break points based on k-means clustering. Instead of simple discretization, coefficients resulted from wavelet transformations were used to encode subsequences [11, 16] . A multi-resolution extension of [9] has also been proposed (see [17] ). To realize early exit of the for-loops, a heuristic based on symbol frequency was recently proposed [18] . Index-based algorithms rely on a set of tuning parameters for efficient encoding of subsequences. For example, HOT SAX [9] requires parameters alphabet size and word size to be set; WAT [11] uses an adaptive word size, yet alphabet size is still required. These parameters often have no natural correspondence in the application domain and few guidelines have been provided on selecting optimal index parameters. The difficulty of finding the optimal tuning parameters was discussed by Yankov and Keogh in [12] .
Direct Discord Search
To eliminate the tuning parameters in index-based search, direct discord search was proposed in [19] . A direct search algorithm looks for a discord by directly sampling the pair-wise distances among subsequences. In [19] , a sampling strategy was developed based on the quasi-periodicity present in many time series. The algorithm runs significantly faster on quasi-periodic time series than the typical index-based algorithms. More details of the algorithm can be found in Subsection 2.3.
In this paper we propose a generalization that eliminates the quasi-periodicity assumption in direct search. Like the original algorithm described in [19] , the new algorithm exploits a time series' recurrence structure, but replaces the periodicity assumption with a reference function. The reference function leads to a new sampling strategy that makes the search algorithm more efficient and robust.
Direct discord search can be regarded as a novel application of the recurrence plots. Recurrence plots were first introduced by Eckmann [20] as a diagnostic and visualization tool for time series originating from the study of dynamic systems. A recurrence plot for a time series T is a 2-D plot whose value at location
. The function values are usually converted into binary values by taking a threshold, but in this paper we shall use the unthresholded version [21] [22] [23] . Recurrence quantification analysis (RQA, see [24] ) is an excellent technique to quantify features in a recurrence plot. However, RQA produces global characterizations that cannot be directly used for discord search. The direct discord search algorithm bridges the gap by exploiting both global and local features of a recurrence plot.
Paper Outline
This paper is organized as follows. Section 2 introduces the formal definition of time series discords and reviews existing discord search algorithms. In particular, direct discord search is reformulated to allow for further generalisation. Section 3 presents the general direct-search algorithm based on a reference function and a new sampling strategy. Section 4 evaluates the efficiency of the new algorithm. Section 5 discusses the results and their implications in time series anomaly detection and feature extraction.
Time Series Discords
This section reviews the definition of time-series discords and the two major types of discord search algorithms: index-based search and direct search.
Definition of Discords
This paper considers only discrete time series with equal time intervals (as in [25] ). We use T to denote a time series (t 1 , t 2 , . . . , t m ) of length m, where each t i ∈ R; we use T [p; n] to denote the length-n subsequence of T starting at the p-th position. Following the convention set by Keogh and co-authors [9] , we assume a fixed length n for all subsequences of T ; hence we also write T [p] for T [p; n]. Also following the convention in [9] , we standardize each subsequence: (p, q) . As in [9] , by default dist(p, q) is the Euclidean distance between T [p] and T [q] when they are considered points in vector space R n . Nevertheless, the results in this paper also apply to other common distance definitions. For convenience, we write M for m−n+1, the starting location of the right-most lengthn subsequence in the whole series.
The distance matrix D for length-n subsequences of a time series T is an M × M matrix with D [p, q] dist(p, q). Fig.2 visualizes the distance matrix for the time series shown in Fig.1 when the subsequence length n = 360. Such a plot is called an unthresholded recurrence plot [21] , a global recurrence plot [22] , or simply a distance plot [23] . The plot is widely used in dynamical system analysis with time series data. The repeating diagonal pattern evident in Fig.2 shows that 1) at regularly spaced intervals there are locations p and q with relative small distance values, and 2) the small distance values exist along lines where p and q are changing at the same rate. This is an indicator of strong periodicity in the time series from Fig.1 .
We define a distance query to be a function call to evaluate an element of D; it clearly has time complexity O(n). It is a convention to measure the efficiency of a discord search algorithm with the number of distance queries made by the algorithm [9] . For convenience of exposition, we define the following constructs. Given a distance matrix D, a distance vector, denoted by d, is a length-M vector with the p-th element d [p] min q:|p−q| n D [p, q] . A distance vector stores for each subsequence the distance to its nearest nonoverlapping neighbor. It is conventional [9] to consider only pairs of subsequences with no overlap (i.e., |p − q| n). Fig.3 shows the distance vector derived from the distance matrix in Fig.2 
With the above notation, we can now reformulate the time series discord originally proposed in [9] . Intuitively, a length-n discord is the most "isolated" length-n subsequence (when each subsequence is regarded as a point in the metric space R n , dist(·, ·) , as illustrated in Fig.4 ). Theoretically there can be more than one position p that maximizes d [p] , and hence more than one discord. In practice for a continuousvalue time series (i.e., t i ∈ R), the likelihood of having two discords is negligible. On the surface, discord has a formulation similar to the minimax optimization problem, with
Definition 1 (Time Series Discord). Let T be a time series of length m and consider only length-n subsequences of T . A subsequence
. But unfortunately for most time series, the distance matrix D does not have a single saddle point for a local search of discord to work (see Fig.2 ). On the other hand, a discord can always be located through full evaluation of the distance matrix D, which requires O(M 2 ) distance queries. For a reasonable length of M = 20 000, it amounts to as many as 100 million distance queries. Fortunately more efficient discord search is often possible by making fewer distance queries to reach a "goodenough" partial evaluation D. In general, there are two strategies for reducing the number of distance queries: index-based search and direct search.
Index-Based Discord Search
In index-based search, all subsequences are indexed with a small number of index keys so that similar subsequences share the same index key. Let K be a set of index keys, an index I : 
For an ideal index, a discord T [p * ] will be mapped to a key shared by no other subsequence, and any other subsequence T [p] will share a key with at least one nonoverlapping subsequence T [q]. In other words, the bins produced by the index have a diameter ∆ such that
With such an index, search is done iteratively following the logic outlined in Fig.5 .
1:
Set d * to an extremely small positive number.
for all locations p ordered by the number of subsequences sharing the index key do {Outer loop} 3:
for all locations q ordered by the similarity of its index key to that of p do {Inner loop} 5:
Next p in the outer loop. 9: return p * as the discord location. The efficiency of index-based discord search depends on the orders in the outer and inner loops, which in turn rely on a good index with the right bin size. In practice, an index satisfying (1) is often difficult to find, as shown in Fig.6 .
In general, an index with a diameter ∆ should be found such that {p :
* . This will let the index key for p * be identified and evaluated first in the outer loop. The following proposition gives a lower bound on the search efficiency of an index-based algorithm. 
. , M ) such that location σ(i) will be evaluated before σ(i + 1). An index-based algorithm without caching of distance queries requires at
distance queries to locate a discord of length n, where
. Before the execution of the outer loop on i, we have d Fig.5 will not run and the inner loop will be completed with all distance queries, and there are at least M − 2n + 1 such queries. Since there are k such i, the algorithm requires at least k × (M − 2n + 1) distance queries. For each of the remaining M − k runs of the outer loop, at least one distance query is needed for line 6. This entails additional M − k distance queries. 
half of the number of subsequences overlapped with the discord. For example in Fig.6 (3) . As the time series has M = 5 041 subsequences of length n = 360, on average 61 000 or more distance queries are needed by (2) in Proposition 1.
In practice, a good index is realized by tuning parameters so that (1) is maximally realized. But few guidelines exist for selecting the tuning parameters.
Direct Discord Search
In direct discord search exemplified by [19] , no index is built and hence no index parameters are needed. Instead, a distance matrix D (as shown in Fig.2 Therefore, an estimated distance vector resulting from a partial evaluation of D is always above the true distance vector (see Fig.7 ). The following proposition gives a sufficient condition for discord to be identified fromd. Fig.7 .
In direct search, two sampling strategies are used in combination to generate a good estimated with a small number of distance queries to D.
1) Differentiating aims to obtain a smalld[p] with minimum number of queries to the distance profile D [p, ·] . This is similar to the inner loop of the indexbased search (see Fig.5 
regarded as a reference function f such that f (p) = I(T [p]). Differentiating then means querying those D[p, q] with I(T [p]) = I(T [q]).
2) Traversing aims to exploit the diagonal lines in a recurrence plot to improve a segment ofd. In the phase space of a time series, a segment of trajectory may run parallel to another segment (see Fig.4 (Traversing right) as these distances are likely to be small as well (see Fig.2 
). Traversing can be continued to the left (or the right) as long as D[p − i, q − i] <d[p] (or D[p + i, q + i] <d[p] respectively).
With the two sampling strategies Differentiating and Traversing, direct discord search iteratively refines D (and henced) until the sufficient condition in Proposition 2 is satisfied. Fig.9 shows the structure of direct discord search.
1:
InitializeD with Differentiating and Traversing. Direct discord search will always stop because D has only finite elements. When it stops, it returns a true discord location by Proposition 2. Also note that direct discord search contains no intrinsic random components. If we fix the starting point and the way to update Q, two runs of direct search would sample the same positions in the distance matrix.
In direct discord search, the search efficiency (measured by the number of distance queries) is determined by how the initialization, verification, and refinement steps in Fig.9 are implemented, which in turn depends on the Differentiating operation. In [19] , the Differentiating operation is designed to exploit quasiperiodicity present in many time series.
Periodicity-Based Direct Search
When a time series is quasi-periodic, the periodicity entails information redundancy in the distance matrix D. Hence direct search can be designed to take advantage of the periodicity in time series. One such algorithm was previously proposed in [19] ; it will be called Periodicity-Based Direct Search (PBDS) in this paper.
Suppose T is a time series with a period l. Then Fig.10 shows the positions sampled by the PBDS algorithm. First, the vertical line on the left shows the exhaustive query on D [1, ·] to estimate the period of the time series at the initialization step. Second, the scattered points multiple periods off the center diagonal line show the trace of Differentiating sampling at the verification step. Next, the diagonal segments result from the Traversing sampling at the refinement step. Finally, the vertical line at the discord location 3 927 shows a complete run of the while loop to verify the discord (lines 4∼9 in Fig.9 ). Empirical evaluation in [19] shows that for a quasiperiodic time series, PBDS is more efficient than indexbased algorithms. The PBDS algorithm, however, assumes the existence of a period l in the time series. When a time series is not quasi-periodic, the efficiency of PBDS will be compromised. In the following section, we propose a more general discord search algorithm. With a more flexible reference function, the algorithm achieves better efficiency for all periodic and non-periodic time series.
General Direct Search of Discord
In this section, we introduce a direct discord search algorithm that eliminates the quasi-periodic assumption on the time series. We call the algorithm General Direct Search (GDS). At the center of GDS is a new reference function.
New Reference Function for Direct Search
Consider the discord search problem with the subsequence length n setting to 1. In other words, each subsequence T [p] has one value and
. Then a discord is a point with the greatest distance to its left and right neighbors in the sorted list. For each p, the value d[p] can be computed in constant time as
where π −1 (·) is defined to be the inverse permutation for π. Therefore by sorting subsequences before the search, the length-1 discord can be found in time
. In GDS, we realise a similar reduction in distance queries by sorting on a one-dimensional transformation of subsequences.
We define a profile reference function f to be the distance profile D[p 0 , ·] for some fixed p 0 . Fig.11 shows a profile reference function when p 0 = 1. A profile reference function f has the following property: Proof. It follows directly from the triangle inequality and the reverse triangle inequality of a normed vector space.
Lemma 2. Let f be a profile reference function for GDS; that is, f
(p) = D[p 0 , p] for each p. Then |f (p) − f (q)| D[p, q] f (p) + f (q)
Differentiating with the New Reference Function
A profile reference function f is real-valued; that is f maps (1, 2, . . . , M ) to R. Hence given a position p, a gap function g p can be defined such that 
Sorting all gap functions entails O(M 2 log(M )) computational complexity, and hence has to be avoided. In GDS, we sort only the values for f (p) and use two pointers for each p to find the next f (q) closest to f (p). Let σ be a permutation for (1, 2, . . (2)), . . . , f (σ(M ))) be the sorted sequence. Then f (p) will be in the σ −1 (p)-th place in F . For each p, a left pointer bl p and a right pointer br p are defined; they initially point to f (σ(σ −1 (p)−1)) and f (σ(σ −1 (p) + 1)) (see Fig.12 ). To simulate the order of the gap function g p , the two pointers bl p and br p move to left and right respectively until bl p 1 or br p M . With the pointers, Differentiating for all p locations can be done with a sorted list shared by the locations. 
right pointer has moved to the right and the left pointer stays in its initial position.
Initialization and Refinement in GDS
In GDS, the reference function f can be used as an initial estimationd, by defininĝ
Our experiments show that the choice of p 0 rarely matters in the search. In this paper, we assume that p 0 = 1, the first location of the time series.
The refinement step can be implemented using Traversing. Fig.13 shows how the Traversing operation can be repeatedly applied to improved. Note that the location arg min qD [p, q] is retrieved from cache, not being computed every time.
For the time series in Fig.1, Fig.14 
Performance Analysis
The initialization step of GDS needs M distance queries for generating the distance profile at p 0 . is an upper bound on the number of distance queries for GDS. As shown in the next section, in practice GDS often needs fewer than 10M distance queries.
Empirical Evaluation
In this section, a collection of time series is used to compare the efficiency of two direct discord search methods: the PBDS algorithm in [19] and the GDS algorithm in this paper. Following the convention in discord search, the number of distance queries is used to measure the efficiency of the algorithms. Two sets of experiments are performed. In the first set, the discord length n is fixed and the time series length m varies. In the second set, a set of time series is used with varying discord length n. Fig.16 shows a sample of the time series used in the two sets of experiments. In the first set of experiments, time series of varying lengths are randomly generated from a long time series qtdbsel102 (as in [26] ). For each time series length m, 100 random excerpts of qtdbsel102 are created. The discord length n is fixed to 128. The same time series are analyzed using both PBGS and GDS.
As shown in Table 1 , GDS uses fewer distance queries than PBGS and the end-to-end running time is shorter. Moreover GDS scales better with increasing m. Finally, GDS has stable performance over random excerpts of time series; compared to PBDS, GDS has a smaller variance in the number of distance queries and running time.
For the complete time series qtdbsel102, the resulting discord of length 128 is shown in Fig.17 . Note that , where s is the sample standard deviation and n is the sample size. * * Experiments ran on a desktop PC with 3.40 GHz CPU and the program was implemented with the interpreted language R. the correctness of the algorithm is guaranteed by Proposition 2.
In the second set of experiments, a collection of time series from both [26] and [27] is used: 2h radioactivity, chfdchf15, nprs43, nprs44, power data. (For nprs43 and nprs44 , the leading and trailing segments display rapid changes most likely introduced during data collection. Therefore, we remove 20 points at the beginning and the end from both time series.) For large m, we also generate three random walk time series random walk 1, random walk 2, and random walk 3 using the model
where each Z i is an independent random variable with the standard normal distribution (with mean 0 and variance 1). For each time series, discords of lengths n = 64, 128, and 256 are searched for using both PBDS and GDS. The resulting discords for length 128 are displayed in Fig.17 .
As shown in Table 2 , PBDS's efficiency degrades as the discord length n is reduced. This problem is most severe when the time series is non-periodic, as for the three random walk series. In contrast, GDS's efficiency is not affected by the change in n -GDS displays consistent performance advantage over PBDS. With random walk time series and a high m/n ratio, GDS often makes only 5% of the distance queries needed by PBDS. 
Conclusions
We have proposed a general discord search (GDS) algorithm that is free of parameters. Empirical evaluation shows that the GDS algorithm finds the same discords with considerably fewer distance queries than the existing direct search algorithm PBDS. As shown in [19] , direct discord search is faster than index-based discord search. The GDS algorithm demonstrates even greater search efficiency. Finally, the GDS algorithm has stable performance across a wide range of time series lengths and discord lengths. This robustness is another benefit of eliminating tuning parameters.
We believe that the simplicity and speed advantage of the GDS algorithm will further the adoption of time series anomaly mining in a broader range of applications, as they allow quick search of anomalous subsequences and evaluation of their relevance. For example in many pattern recognition applications involving time series (such as seizure detection with epilepsy data [14] ), anomalous subsequences are important features for the prediction systems. As the GDS algorithm provides a robust way to quickly extract discords of different lengths, it can be a new feature extraction tool for pattern recognition practitioners.
The structure of the GDS algorithm suggests a connection between discord search and other dimensionality reduction techniques such as PCA. In particular, the reference function can potentially be replaced by other low dimensional representations of subsequences (e.g., the first principal scores). We are currently examining the connection and its use in discord-search algorithm design.
