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PUBLICATION THESIS OPTION 
This thesis has been prepared in the form of 3 
papers ready for publication. The format for each paper 
is in the s~yle of the journal, Technometrics. 
iii 
ABSTRACT 
This dissertation is presented in publication form 
and consists of three articles. The first article con-
siders a new life-testing distribution which has the 
property of possessing a failure rate function which can 
be U-shaped or exponentially increasing depending on the 
value of the shape parameter. In addition, this article 
considers generalized least squares type estimators for 
location-scale distributions, then uses these estimators 
in the analysis of the exponential-power distribution. 
Tables are provided for which inferences on the location 
and scale parameters and on the reliability can be ob-
tained. The second article gives relationships between 
a goodness-of-fit statistic based on a correlation co-
efficient and some well known and powerful goodness-of-
fit statistics. Tables of critical values are given for 
complete and censored samples when the hypothesis to be 
tested is completely specified or when the composite 
hypothesis of normality or exponentiality is to be 
tested. The third article gives some results on simple, 
closed form estimators for the Weibull or extreme-value 
distribution. Tables of critical values are also provided 
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AN EXPONENTIAL POWER LIFE-TESTING DISTRIBUTION 
Robert M. Smith and Lee J. Bain 
Uni.vers.ity of Missouri - Rolla, Rolla, Missouri 65401 
ABSTRACT 
An extreme-value type life-testing distribution is 
studied whi.ch has the property that the hazard function 
may assume a U-shaped form. Also the hazard function is 
exponentially increasing on the right. Some general prop-
erties of least squares type estimators are discussed for 
the case of location-scale parameter distributions, and 
these estimators are applied to the proposed model. Prop-
erties of the estimators are studied by Monte-Carlo simula-
tion, and procedures for interval estimation and tests of 
hypotheses for the parameters and reliability are provided. 
A numerical example is also considered. 
X. INTRODUCTION 
The following probability distribution, termed the 
exponential-power distribution, is considered in this 
paper as a possible life-testing model, 
f(t) 
F(t) = 1 -




s [1-e(t/a) ] 
e 
t ~ 
h(t) = f(t)/[1-F(t)] = (S/a6 )tS-l 
3 
0, a,S > 0; 
(t/a) 6 
e . 
This distribution may be thought of as a truncated extreme-
value distribution with a Weibull type parameterization 
rather than the usual location-scale parameterization. 
This model has two properties which may cause it to 
be more applicable in certain cases than other more famil-
iar models. First, the HF is exponentially increasing 
for large t. The Weibull distribution with HF proportional 
S-1 to (t - t 0 ) appears to be very widely applicable. How-
ever, as suggested by Antle (1972), if a faster rate of 
increase is needed, it would be natural to consider anHF 
proportional to exp[(t- t 0 )/b], which leads to a truncated 
extreme-value distribution, 
F(t) 
An exponentially increasing HF model has also been con-
sidered recently by MacLean (1974). The exponential-power 
distribution would include the truncated extreme-value 
distribution as a special case, if it is extended to a 
4 
three-parameter model by introducing a location or thresh-
old parameter, t 0 . The parameter t 0 will be assumed known 
in this paper, and thus may be considered to be zero. 
Thus, the Weibull type parameterization appears to 
provide a more flexible HF than the truncated extreme-
value model; and, in particular, a second interesting 
property of the exponential~power distribution is that the 
HF may be U-shaped. This model appears to be one of very 
few natural 2-parameter models which allows for a u-
shaped HF, although a need for nonmonotonic HF's has been 
indicated by many authors. The lognormal distribution has 
a nonmontonic HF; however, it is hump-shaped rather than 
U-shaped. Thus, the above properties indicate that the 
exponential-power model may be useful in certain cases 
where the product may be quite reliable and possibly even 
improve for some period of time, and then fail rather 
quickly after it begins to wear out or deteriorate. 
II. LEAST SQUARES TYPE ESTIMATION 
The least squares type estimation discussed by Bain 
and Antle (1967) may be used to obtain closed form 
estimates of the parameters. Some general properties 
of these estimators will be considered first before apply-
ing the method to the exponential-power distribution. 
Suppose G(x,e) denotes a CDF with unknown vector parameter 
5 
8 and x(l) , ... ,x(n) denotes an ordered random sample, then 
estimates of the unknown parameters are the values of the 
parameters which minimize 
I[u(x(i) ,e) - E (u(x(i) ,8))] 2 , 
where the sum is taken over whatever ordered observations 
are available, and the u(x(i)'e) are ordered variables 
whose distribution is independent of e. Certain modifi-
cations may be helpful, such as consideration of an 
appropriately weighted sum of squares may lead to more 
efficient estimators. Also the roore general form, 
I { w [ u < x < i > , e > J - w [E <u c x < i > , e ))J } 2 , 
may be computationally more convenient, since u may be 
chosen to make the expected values easy to calculate and 
w may be chosen to make the estimators easy to calculate. 
Of course the choice of u and w may affect the efficiency 
of the estimators. 
Some general properties of the least squares type 
estimators (LSTE) can be established for the case of loca-
tion-scale parameter distributions. These results also 
apply indirectly to Weibull type parameters since they 
are related to location-scale parameters under a log 
transformation of the variable. 
Suppose ~ and a are location and scale parameters, 
and ~may be some other parameter, so that G(x: ~,cr,~) = 
6 
G0 ((x-~)/cr;s) where G0 does not depend on~ and cr. Assuming 
u(x(i);~,cr,s) = u0 ((x(i)-~)/cr;s), then the same pivotal 
function properties hold for the LSTE's as was shown to 
hold for maximum likelihood estimators by Eastman and Bain 
(1973). 
Theorem. Suppose G(x; ~,a,s) = G0 ((x-~)/a;s),-~<~<~,a>O; 
then the LSTE's have the property that s,aja and (~-~)/cr 
are distributed independently of ~ and a. 
The proof of this theorem is completely analogous 
to the proof for maximum likelihood estimators. It also 
follows that the distribution of the pivotal quantities 
may be obtained for specified values of s, with ~ and a 
unknown, by Monte Carlo simulation of the distribution 
of s,cr and ~ based on random samples from the standardized 
variate z = (x-~)/cr. Similarly, the distribution of the 
estimate of reliability at time t, R(t) = 1- G(t;~,cr,s), 
depends only on R(t) and s· and not on ~,a and t separately. 
These results also hold if only the two parameters, ~ and 
a, are being estimated and the third parameter, s, is not 
present, or is assumed known. 
Some particularly convenient choices of u and w may 
be determined in general for the case of location-scale 
distributions. Letting u(x) = (x-~)/a and w(x) = x, 
leads to minimizing the sum, 
which gives the estimates 
2 A 
cr = S /S kl ~ = X 
X X 
7 
k a 1 
where ki = E(x(i)-~)/cr, k = (Lki/n1 ), x = (Lx(i)/n1 ) 1 
Sxk = L (x (i) -x) (k (i) -k) 1 S~ = L (x (i) -x) 2 1 the sums are 
taken over whatever ordered observations are available 
and n 1 denotes the number of observations available. Note 
that ~ becomes the sample mean for complete sampling from 
a distribution symmetric about ~. 
If desired,the above estimates may be computed by 
use of a standard regression analysis. In the regression 
notation, y =a+ bx, ki = yi' x(i) ~ .xi' b = 1/cr, and 
a = -~/cr. Technically, this appears to represent only 
a formal computational solution since the variables and 
constants are interchanged in the two methods. However, 
the generalized least squares method has been applied 
specifically to the case of location~scale distributions 
to obtain best linear unbiased estimates, and it is of 
interest to note the relationship of the estimates in 
this case. Gupta (1952) considered simplified BLUE's for 
the normal distribution by replacing the covariance matrix 
of the order statistics by the identity matrix, and these 
were found to have high efficiency. In general this leads 
to minimizing the sum, 
2 a , 
2 which differs from the previous sum by the factor a • 
"' 2 "' This gives the estimates, a 1 = Skx/Sk, ~ = x - k a 1 , 
8 
which are very similar but not identical to the previous 
estimates. These estimates would be the same if the 
correlation, r, between the x(i) and ki were 1, since 
2 "" . 
= r a • If a standard regression routine is used 
to obtain the estimates, the value of r would be pro-
vided automatically, and the value should be relatively 
close to 1 if the correct model is being assumed. 
Indeed, r may be a useful goodness of fit statistic 
which would be quite convenient in this framework. The 
distribution of r would be independent of ~ and a, but 
would depend on the assumed model. Further investigation 
is planned in this area. 
Thus, with a proper choice of u and w, the LSTE's 
are similar to simplified BLUE's for the case of location-
scale parameters. This suggests that in general the 
LSTE's can be improved by constdering weighted sums of 
squares, with weights similar to those used in determining 
BLUE's. On the other hand it may be possible to apply 
some of the simplifying techniques used in obtaining 
LSTE's directly to the BLUE's method to obtain tractable 
solutions. For example, the need to calculate the 
expected values of the order statistics is avoided by 
-1 
using the functions u(x) = G(x) and w(x) = G0 (x), see 
also Johns and Lieberman (1966). This gives estimates 
in the same form as above with the ki now given by ki = 
9 
-1 G0 [i/(n+l)]. This last form was used to obtain the 
estimates considered for the exponential-power distribu-
tion in the next section. 
It should be understood that no general claim is 
made concerning the efficiency of the LSTE's, however 
the method has several desirable properties. The 
estimators have the useful distributional properties 
mentioned above for location-scale distribution, but 
the method is also applicable to other types of distribu-
tions (see, for example, Bain (1974)). Also the method 
may be used under any amount of censoring, often leads 
to closed form estimates when other estimates do not, 
and at least should be useful for initial work or for 
obtaining starting values for more complicated procedures. 
III. APPLICATION TO EXI;>ONENTI:AL..-POWE'R D'ISTIUBUTION 
The exponenti~l-power distribution ~ay be trans-
formed to a location-scale distribution by letting X = 
ln T to obtain 
G ( x) :; 1 - e xp [ 1 - e xp ( e ( x ~. 11 ) I 0 ) ] , - oo < x <co , 
where 11 = ln a, a = 1/S. Thus, if it is assumed that 
the first r ordered observations, t(l) , ... ,t(r)' of a 
sample of size n are available, then point estimates are 
given by 






1.1 = ln a= cr, 
-1 
where x(i) = ln t(i) and ki = G0 (i/(n+l)) = ln ln(l-ln 
(1 - n!1 )l. An estimate of reliability of the product at 
time t would be 
A 
~(t) = exp[l- exp(t/~)S]. 
Information on the bias, variance and distributional 
properties of these estimators was obtained from a Monte-
Carlo simulation of 100,000/n samples of size n = 10, 20, 
40, 60, 80 and censoring fractions r/n = .5, .75, and 
1.0. The general magnitude of the bias and variance of 
A A A A 
{3, cr, 1.1, and Rare indicated by the values given in Table 
I, although the simulation was not large enough for high 
precision. Note that 7 out of 10 was actually used for 
the .75 censoring case for n = 10. 
IV. CONFIDENCE INTERVALS AND TESTS FOR ·1-1 AND cr 
Percentage points uy such that P [ (1.1-1.1) /cr < uy] = y 
A 
and vy such that P[cr/cr < vy] = y are given in Table II 
for various probability levels, sample sizes, and censor-
ing fractions. Thus, for example, a 95% confidence inter-
val for 1.1 would be 
(1.1- u.975 ° < l.1 < l.1- u.025 cr), 
11 
TABLE I. MONTE-CARLO MEANS AND VARIANCES OF THE LEAST SQUARES TYPE ESTI~ATORS 




n E (~) E (~) E(l.l-l-1) nV(~) nV(~) nv (E.) E (R) nV(R) n R = . 75 .90 . 95 R = .75 .90 .95 a a . a a 
10 .97 1.45 .43 4.8 6.9 9.0 .72 .86 .91 .15 .07 .04 
.5 20 .90 1.32 .35 3.0 6.2 9.2 .73 . 8 7 .92 .13 .07 .04 
80 .90 1.16 .21 3.2 5.1 8.9 . 75 .89 .94 .11 .07 .04 
10 .91 1.29 .29 2.4 4.5 3.6 . 72 .86 .91 .11 .07 .04 
.75 20 .90 1.25 .20 2.0 3.7 2.9 .73 .87 .92 .11 .07 .04 
80 .92 1.12 .11 2.1 3.0 2.8 .74 .89 .94 .12 .07 .04 
10 .92 1.32 .16 1.5 2.6 .98 .71 .85 .91 .11 .07 .0~ 
1.0 20 .90 1.21 .11 1.3 2.4 .97 . 72 .87 .92 .13 .08 .0.5 
80 .93 1.09 .05 1.4 1.9 .93 .74 . 8 9 .94 .14 .07 .04 
12 
or, in terms of a 
I" 
< a < a 
-u.025° 
e ) . 
Similarly, a 95% confidence interval for B is given by 
Of course, tests of hypotheses con-
cerning the parameters may be easily carried out, also. 
Linear interpolation on 1/n should be adequate in 
most cases for sample sizes not included in the table. 
Although asymptotic results have not been considered math-
ematically, a normal approximation for the distribution of 
(~ - ~)/cr appears to be becoming reasonably close for 
n ~ 80, if the biases are taken into account. 
mation leads to 
This approxi-
where v1 = nV(~/cr) and zy is the 100 y th percentile of a 
standard normal distribution. The expected values may be 
obtained approximately from Table I by interpolation on 
1/n, assuming the estimators are unbiased in the limit. 
The nV(~/cr) should be approaching a constant, so the value 
of v should be close to the tabulated value at n = 80, 
1 
although it is not completely cle~r how accurate this 
approximation is. The values obtained by the above approxi-
mation for n = 80 are included in Table II for comparison 
purposes. Similarly, a chi-square approximation for the 
13 
"' "' TABLE II. VALUES OF u SUCH THAT P[(lJ- lJ)/a < uy] = y y 
r 
-n n .01 .025 .05 . 10 .25 .so . 75 .90 .95 .975 .99 
10 -2.90 -1.90 -1.21 -. 8 3 -.19 .23 .52 .71 .81 0 8 7 .95 
20 -1.30 - .91 - . 73 -.44 -.11 .20 0 45 .64 0 75 .82 .90 
40 - .73 - .58 - .43 -.27 -.08 .17 .38 .56 .66 .74 .81 
• 5 60 - .59 - . 42 - .31 -.19 -.04 .16 . 35 .51 .59 .68 .73 
80 
- . 48 - . 38 - .28 -.19 -.03 .15 . 32 .47 .55 .62 .63 
app. 
-
. 49 - . 38 - .29 -.19 -.01 .18 . 38 .55 .65 .74 .85 
10 -1.40 - .98 - .69 -.43 -.11 .18 .38 .53 .61 .67 .74 
20 - .67 - .49 - • 35 -.23 -.05 .13 .29 .43 .43 .55 .61 
40 - .41 - .31 - .25 -.16 -.02 .10 .24 . 36 .36 .48 .52 
.75 60 - . 35 - .26 - .19 -.12 -.02 . 10 .22 .31 .31 . 42 .48 
80 
-
.27 - .22 - .17 -.11 -.03 .08 .20 .28 .28 . 38 . 42 
app. - .29 - .23 - . 18 -.12 -.02 .10 .21 .31 .31 .43 .49 
10 - .58 - .41 - .29 -.19 -.03 .12 .25 • 36 .42 .47 .55 
20 - . 35 - .26 - .19 -.13 -.02 .09 .19 .28 .33 . 38 .43 
40 - .23 - . 19 - .14 -.09 -.01 07 .14 .23 .27 . 30 .33 
1.0 60 - .20 - . 18 - .12 -.08 -.01 .06 .13 .20 .24 .27 .29 
80 - . 15 - . 13 - . 10 -.07 -.01 .05 . 11 .17 .21 . 2 3 .27 
app. - . 18 - .15 - .12 -.08 -.02 .05 .11 . 17 .21 .24 .28 
14 
distribution of aja, based on fitting two moments, gives 
v y 
• A 2 
= E(a/a>xy (h)/h 
A 2 A 2 h 
where h = 2[E(o/o)] /V(o/o) and xy(h) denotes the 100 yt 
percentile of a chi-square distribution with h degrees of 
freedom. It may sometimes be convenient to use the Wilson-
Hilferty (1931) transformation in this application since 
the degrees of freedom may be non-integer values or they 
may not be in the range of available tables. This gives 
x
2 (h)/h = [l-2/9h+z (2/9h) 112 ] 3 . Again the resulting y 
approximate values for n = 80 are included in Table III. 
V. INFERENCES ON RELIABILITY 
~ 
As indicated earlier, the distribution of R(t) depends 
only on R and not separately on a, B and t. Although a 
pivotal quantity is not known, it is still possible, but 
less convenient, to draw inferences concerning R(t). Per-
centage points, ry' for the distribution of R(t) were ob-
tained for true values of R of .5, .75, .9, .95, and .99, 
for the different sample sizes and censoring levels. 
Rather than tabulate the five values directly for each 
2 
case, a quadratic curve, a + bR + cR , was fit to the five 
points by least squares. The constants a, b, and c depend 
on n, r/n and y, and are tabulated in Table IV. This pro-
vides a convenient framework for applying the general 
15 
/\ 
TABLE III. VALUES OF v SUCH THAT P[aja < v ] = y y y 
r 
.01 .025 .05 . 10 .25 .50 . 75 .90 .95 .975 .99 - n 
n 
10 .28 .36 . 46 . .60 .87 1.32 1.90 2.70 3.20 3.80 4.30 
20 .47 .54 .63 .73 .92 1.24 1.62 2.20 2.50 2.80 3.20 
40 .63 .69 .73 .81 .95 1.17 1.46 1.78 2.00 2.30 2.50 
. 5 60 .67 .72 .78 .84 .97 1.16 1.42 1.64 1.76 1.88 . 2. 00 
80 . . 68 . 75 .80 .86 .97 1.15 1.34 1. 54 1.66 1.72 1.84 
app. .65 . 72 .78 .85 .98 1.14 1.32 1.49 1.60 1.70 1.83 
10 .37 .47 .57 .68 .91 1.30 1.74 2.40 2.80 3.30 3.70 
20 .54 .64 .71 .79 .95 1.19 1.50 1.84 2.20 2.50 2.80 
40 .68 .72 .77 . 8 4 .97 1.14 1.38 1.60 1.75 1.91 2.20 
. 75 60 .71 .77 .81 .87 .97 1.13 1.32 1.48 1.60 1.66 1.76 
80 .74 .79 .83 .89 .97 1.11 1.28 1.40 1.50 1.56 1.64 
app. . 72 .77 .82 .88 . 98 1.11 1. 2 4 1.37 1.46 1.53 1.62 
10 .54 .60 .68 .78 .96 1.26 1.60 2.00 2.40 2.80 3.10 
20 .63 .71 .76 .83 .97 1.16 1 .. 42 1 .. 70 1.88 2.20 2.40 
40 . 72 .77 .81 .88 . 98 1.12 1.30 1.50 1.62 1.72 1.84 
1.0 60 . 78 .80 .85 .90 .97 1.10 1.26 1.38 1.46 1.52 1.60 
80 .79 . 8 3 .86 .91 .98 1.08 1.20 1.34 1.38 1.46 1.52 
app. .76 .81 .85 .90 . 98 1.08 1.19 1.29 1.36 1.41 1.48 
16 
method for obtaining a confidence interval as described by 
Wilks (1938). That is, a lower y confidence limit, RL , 
such that P[RL < R] = y, is the value of R such that 
P[R < R*] = y where R* is the observed value of R. But 
for any given R, P[R < a+ bR + cR2 ] = y, thus RL is ob-
2 tained by setting a + bRL + cRL = R* and solving for RL. 
It may be noted that a + bR + cR2 is monotonically in-
creasing in the ranges of interest except for the one case 
n = 10, r/n = .5, y = .99 and R* > .997, thus there will 
ordinarily be a unique solution in the range of interest 
and there should be no difficulty in applying the above 
method. 
VL NUMERICAL EXAMPLE 
Davis (1952) studied the failure times of bus motors 
for their first through fifth failures, respectively. It 
was found by Bain (1974) that a slightly U-shaped quadratic 
HF model provided a very good fit for the data on time to 
second failure. The fifth bus motor failure data will now 
be considered. 
FIFTH BUS MOTOR FAILURES 
Thousands 
of miles 0-20 20-40 40-60 60-80 80-up 
No. of 
observed 
failures 29 27 14 8 7 
Since the data is grouped and a midpoint for the last 
interval is not .available, the estimates are calculated 
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TABLE IV. COEFFICIENTS FOR DETERMINING THE LOWER BOUND FOR RELIABILITY, RL 
SUCH THAT P[R(t) > RL] 
2 A 
= y, AS A SOLUTION OF a + bR + cRL = R* 
r/n .5 .75 1.0 
n a b c a b c a b c 
y = .90 
10 .182 1.157 - . 326 .074 1. 387 -.450 .064 1.365 -.421 
20 .333 .644 .037 .104 1.158 -.252 .050 1.265 -.307 
40 .380 .490 .224 .163 .892 -.045 .074 1.100 -.165 
60 . 385 . 355 . 2 72 .12 3 . .969 -.082 .041 1.155 -.189 
80 . 32 9 .473 .209 .115 .963 -.070 .039 1.135 -1.66 
y = .95 
10 • 0 36 1.719 - .746 .010 1.736 -.736 . 0 38 1.617 -.648 
20 .268 .940 - .195 .037 1.469 -.496 .040 1.438 -.470 
40 .326 .653 .036 .052 1.287 -.328 .017 1.354 -.363 
60 .353 .514 .147 .098 1.105 -.192 .020 1.275 -.286 
80 .352 .483 .178 .110 1.031 -.130 .042 1.183 -.216 
y = .975 
10 -.064 2.149 -1.081 -.002 1.935 -.929 .062 1.713 -.768 
20 .156 1.347 - .490 -.003 1.697 -.685 .005 1.654 -.652 
40 .256 .920 - .162 .035 1.421 -.446 -.013 1.523 -.501 
60 . 312 .701 .000 .059 1.280 -.330 .005 1.389 -.386 
80 .314 .649 .050 .051 1.255 -.297 .022 1.316 -.331 
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TABLE IV. COEFFICIENTS FOR DETERMINING THE LOWER BOUND FOR RELIABILITY, RL 
SUCH THAT P[R(t) > R ] = y, AS A SOLUTION OF a + bR + cR~ = ~* L 
(continued) 
r/n 
.5 . 75 1.0 
n a b c a b c a b c 
y = .99 
10 -.001 2.164 -1.166 .048 1.996 -1.044 .170 1. 610 -.777 
20 .020 1.844 - .857 -.050 1.977 - .921 .025 1.734 -.751 
40 . 212 1.140 - .340 -.016 1.669 - .644 -.022 1.657 -.628 
60 .289 .830 - .106 .028 1.439 - . 458 -.023 1.542 -. 512 
80 .249 .891 - .127 -.014 1.501 - .479 -.051 1.577 -.519 
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as if the data was censored at r = 79 for the sample of n 
= 85 observations. For grouped data it appears preferable 
to use the correspon ding midpoints of the k. 's along with 
J.. 
the midpoints of the intervals. That is, 
k = (1/78) 
4 
I j=l w.k J m. J 
where k. = ln ln[l- ln(l- i/(n + 1))]. Similarly, if 
J.. 
g. denotes the midpoint of the jth interval, then 
J 
r 
X = I 
i=l 




I j=l w.g./78 = J J 
= s ;s2 = b = kx x • 96' 
1J=lna=x k (j = 4.10, 
"' 
R(l5) = exp[l- exp(l5/~)S] = .74. 
3.17 
These estimates results in a chi-square goodness-of-fit 
value of 1.59, which indicates a good fit. The value of 
the correlation was r = .999, but this may have been 
affected in this case by having grouped data. 
using n = 80 tabulated values and interpolating for 
r/n = .92 censoring gives the following 95% confidence 
intervals: 
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"" (~- u_ 975 cr<~ < ~- u_ 025 o) = (4.10-.28(1.04) < ~<4.10+.16(1.04)) 
= (3.81<11<4.27), 
( 3.81 < 4.27) e <a e = (45.2<a<71. 3), 
(8v. 025 <B<Bv. 975 > = (.96(.82)<8<.96(1 .. 49)) = (.79<8<1.43), 
(l/1.43<cr<l/.79) = (.70<cr<l .. 27). 
Also, at 15,000 miles, P[R(lS) > RL] = .95, where 
.063 + 1.080 RL + .135 R~ = .74, and RL = .58. 
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RESULTS FOR A GOODNESS-OF-FIT STATISTIC 
Robert M. Smith and Lee J. Bain 
University of Missouri - Rolla, Rolla, Missouri 65401 
ABSTRACT 
Some comments are made concerning the possible forms 
of the correlation coefficient goodness-of-fit statistics 
and their possible relationship with other statistics, 
particularly the Cramer-Von Mises statistic. Critical 
values for censored sampling are provided for testing a 
completely specified hypothesis and for testing a com-
posite hypothesis of normality or exponentiality. A 
beta approximation is obtained for the normal case and 
some num.erical ex:amples are considered. 
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I. INTRODUCTION 
Comprehensive papers concerning many of the goodness-
of-fit statistics include those by Stephens (1974) , 
Shapiro, Wilk and Chen (1968}, ,and Shapiro and Wilk (1965). 
Also Lurie, Hartley, and Stroud (1974} and Barr and David-
son (1973} consider two tests applicable under type II 
censored sampling. There has also been considerable 
interest recently in a correlation type goodness-of-fit 
statistic. Without attempting to restate all the results 
of these papers, a few comments will be made concerning 
the relationship of the correlation statistics to other 
statistics and some percentage points for censored sampling 
will be provided. 
Suppose X~ f (x;l-1 ,a} , where 11 and a are location-
scale parameters, and that the reduced variable Z = 
(X-1-1) ;a """'- F 
0 
( z) . Also suppose x ( 1 ) , ••• , x (n) denotes an 
ordered sample of size n from F(x;l..l,CJ). Following the 
concept of normal probability plots Filliben (1975) 
suggests using the correlation coefficient, r(x(i) ,Mi), 
as a test statistic, where Mi is the median of Z(i); or 
-l ) . h d' f h . th d M. = F (m. , where m. 1s t e me 1an o t e 1 or ered 
1 0 1 1 
uniform variable, U(i) = F(x(i) il-l,a). Filliben also 
provides tables of percentage points for testing normality 
with complete samples. He discusses the similarities be-
tween r and the Shapiro and Wilk W statistic and Shapiro 
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and Francia W' statistic for tests of normality, and 
points out that r is in a form which is extendable to non-
normal distributions and censored sampling. In addition, 
Filliben also makes some power studies. Along similar 
lines Ryan and Joiner (1974) considered the correlation 
r (x (i) , F~ 1 [i/ (n+l)]). 
In a slightly different framework Smith and Bain 
(1975) suggested the use of r(x(i) ,ki) as a convenient 
statistic in conjunction with a least squares type estima-
tion procedure. In particular if estimates of ~ and cr 
are taken as the values which minimize 
2 
- k •] I ~ 
then simple closed form estimates exist; or alternately, 
A A 
~~ a, and ··· r(x(i) ,ki) could all be obtained from a stand-
ard regression analysis. In the regression notation-
y. = a + bx. + e. , k. = y.. , x (.) = x. , b = 1/cr, and a = 
~ ~ ~ ~ 1 1 1 




E Z ( i) , k i 2 ) = _ F ~ l [EF 0 ( Z ( i) ) ] = 
k ~ 3 ) = F -l [ ( i -1/2) /n] , and k ~ 4 ) - M = 
1 0 ~ - i 
-1 F (m.). 
0 ~ 
Also it might be desirable in some cases to 
use a modified form such as 
although the regression format would not then apply. As 
suggested by Ryan and Joiner, it appears that the choice 
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of k~j) is not too critical. In particular, the percentage 
~ 
points for r(x(i), kl 2 )) and r(x(i), ki 4 )) are very similar. 
Also, Bain and Antle (1967) found little difference in 
point estimates for the Weibull and extreme value dis-
tributions based on the first three choices for k. 
II. RELATIONSHIP TO OTHER ESTIMATORS 
Note fLrst that the minLmum sum of squares is a 
residual type sum of squares and can, itself, be consid-
ered as a goodness-of-fit statistic. This will be seen 
to be equivalent to us~g r 2 in the regression framework, 
where parameters are estimated. 
A. Completely Spec£fied Hypothesis 
Suppose first that a completely specified hypothesis 
is considered, then the sum of squares s 2 is equivalent 
to the Cramer-Von Mises test statistic, CM. Presumably, 
then, the other sums of squares of the form s 1 are also 
similar to the CM statistic. In this framework s 2 and 
r are related but not equivalent. 
Since parameters are assumed known, we are not re-
stricted to locat.ion-scale models. Letting u (i) = 
F[x(i)] denote an ordered uniform variable and k~S) = 
.1. 
F (k~ 3 ~ = (i 
0 .1. 
(5) 
r (u (i) , ki ) 
- 1/2)/n, the relationship between CM and 
is illustrated by noting that 
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These are the same terms which appear in r(u(i) ,kJS)) 
except for the last term, n(k(S)_u) 2=n(u-l/2) 2 . Indeed 
the Watson statistic is CM-n[u-1/2] 2 (Stephens (1974)). 
The study by Stephens indicates that the Watson statistic 
has slightly less power than the CM statistic in many 
cases, which suggests the last term is useful. 
(5) Both CM and r(u(i) ,ki ) have the advantage of be-
ing distributi.on-free in the sense that the same critical 
poi.nts apply for any completely specified F. Thus, for 
the complete sample case, one may as well use the already 
developed CM stati.sti.c wi.th, say, the convenient tables 
provided by Stephens. Either statistic can be easily 
extended to censored sampling by taking the appropriate 
sums over whatever ordered observations are available. 
Tables IX and VIII provide percentage points for 50% and 
25% censoring off the right for the statistics 
CM = 1 + I [F(x. )- (i-1/2)]2 12n i=l (1.) n · 
and 
r (F (x (i)) , i/ (n+l)) , 
respectively. The values given in Table IX appear to 
be in good agreement with the values given by Stephens 
for complete samples. 
28 
B. Composite Hypotheses (Location and Scale Unknown) 
Unfortunately the above statistics are not directly 
location and scale invariant, whereas the statistics of 
the form r(x(i) ,kij)) are location-scale invariant. How-
ever, these latter statistics have the requirement that 
different critical points must be provided for testing 
different models. An alternative would be to estimate 
ll and cr and modify the CM statistic to 1~n ' + I£; (x (i)) 
- (i-1/l.)jh)] 2 . Stephens fol1ows this approach for test-
ing normality and testing exponentiality, using m.l.e. ls 
of the parameters. The CM statistic is then distributed 
independent of parameters, but separate critical values 
must now be determined which depend on the mode1 being 
tested. 
Thus, for lJ and cr unknown, using the minimum sum of 
squares, or residual sum of squares, s = min sl = R 
A A 
k.] 2 I[(x(i)- lJ) /cr - is somewhat anaJo·gous to using the ~ 
above modified CM statistic, except that instead of using 
m.l.e., the least squares estimates, lJ and cr, are used 
which provide a minimum residual sum of squares. Also, 
in this case 
1 -
So that ~x(i)' ki) and SR are equivalent for this situa-
tion and therefore r is also analogous to the modified 
CM statistic. Of: course, not only is there a difference 
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in estimation, but also r(x(i) ,ki) applies directly to 
the x(i), whereas the CM statistic applies to F(x(i)), 
which possibly may make some difference. As mentioned 
earlier, the similarities between r and W and W' for 
testing normality have already been noted. 
In summary, rand SR appear to be indirectly re-
lated to some of the better goodness-of-fit statistics 
and have the advantage of direct probability plot inter-
pretation. These statistics may also have a computa-
tiona! advantage through their relationship to regression 
analsyis. Censored sampling results are discussed in the 
next section. 
III. CENSORED SAMPLES 
To perform t~e teat of a composite hypothesis, 
H
0
:FCx;}.l,cr) fi.ts the data, where F is exponential or 
( 2) 2 2 
normal, critical values of 1-[r(x(i) ,ki )] = l-r2 
.were determined by Monte Carlo simualtion. These values 
are given in Tables VII and VI in the form P[y < rEy]=y 
for the exponentLal and Ply < rNy]=y for the normal, 
( 2) 2 
where y = 1-[r(x(i) ,ki )] To test the completely 
specified hypothesis, H :F(x) fits the data, critical 
0 
values of 1- [r (F (x (i)) ,F 
0 
(k~2 ))) J 2 were also · determined in the 
same simulation. These values are given in Table VIII 
. ( 2}. 2 
in the form P{y < rUy]=y, where Y = 1-[r(F(x(i)) ,Fo(ki )}] 
= l-{r(u ~ ,i/(n+l))] 2 • Information on the means, variances, 
l.. 
and distributional properties of these statistics is 
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based on a simulation of 125,000/n samples of size 
n = 8, 20, 40, 60, 80, and censoring fractions r/n = 
.5, .75, 1.0. For all these tests an experimenter cal-
culates 1-r~ and rejects the hypothesis of a fit if 
the calculated value exceeds the tabulated value for a 
specified level of probability. The means and variances 
of 1-r~ are given in Table V. Critical points are also 
given in Table X for the CM statistic when the parameter 
has been replaced by the m.l.e., ~'for the case of 
uncensored samples • . These v~lues are in the form 
P[CM/r < vy]=y. 
In addition to these quantities LSTE and BLUE 
minimum sums of squares for the normal and exponential 
di.stributi.ons, a uniform sum of squares ( L [u (i) -
2 E(U(i))] ) , a weighted uni~orm sum of squares 
( (n+l) 2 L[(u(i)-E(U(i))]~/crii' where crii = 
i(n+l-i)/[(n+l) 2 (n+2)] and two cases (parameters known, 
parameters unknown) for the Von Mises statistic were also 
studied. Means and variances of these quantities are 
also given in Table V. 
An approximate beta distribution for 1-r~ is ob-
tained for the normal case by fitting two moments. 
That is, the mean and variance of a beta random variable 
are set equal to the Monte Carlo means and variances 
2 
of l-r2 . The beta is a natural choice for the distribu-
tion of r 2 because 0 ~ r 2 < 1 and according to Rao [8] 
when r 2 is calculated for a random sample from a normal 
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distribution it is distributed as a beta random variable 
with parameters a = 1/2, 8 = (n-2)/2. Although the values 
upon which r~ are based are not independent it seems 
2 
that r 2 may be approximately beta. The approximate values 
are determined from 
2 
a= {[m (1-m)]/V}-m, S = [a(l-m)/m], 
where 
f(x) r (a+S) a-1 S-1 = f ( ().) f ( s) X ( 1-X) i 0 < X < 1 1 a 1 S > -1. 
So that v is given by y 
v 
t ! y ua-l(l-u)S-l du/ ua-l(l-u)B-1 y = du. 
0 0 
The values presented, however, were determined from an 
approximation given in Abramowitz and Stegun [1], page 
945. 
It is interesting that the percentage points for 
r 2 agree to at least 2 decimal places except for very 
small n and for y = .01, .025, .05 (where the largest 
difference is .02) with the percentage points of 
Filliben. 
[i/ (n+l)]. 
Filliben used median ranks rather than F-l 
0 
As the sample size increases and y level in-
creases the percentage points become identical to three 
places. 
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IV. NUMERICAL EXAMPLES 
Suppose that 20 items were placed on test and 
that the first 15 ordered observations consisted of: 
-2.236, -1.619, -1.474, -1.207, -.877, -.811, -.659, 
-.409, -.362, -.325, -.196, -.075, .159, .207, .229. 
Suppose, in addition, that it is suspected that these 
data are normally distributed. The corresponding k~ 2 ) 
J_ 
would be: -1.668, -1.308, -1.066, -.874, -.710, 
- • 5 6 3 f - • 4 2 8 f - • 3 0 1 f - • 1 7 8 f - • 0 5 9 f • 0 59 1 • 1 7 8 f • 3.0 1 f 
.428, .563. After a standard regression analysis has 
been applied, the calculated value of r~ is .984 or 
2 ~ ~ A 
1- r 2 is .016, with a= -~/cr = .0983 and b = 1/cr = 
2 
.815. Comparing the calculated value, .016, of l-r2 
with the tabulated values of 1-r~ in Table VI for the 
normal distribution for n = 20 and r/n = .75 the hypoth-
esis of normality cannot be rejected. In addition to 
this , ~ = - . 12 0 5 and cr = 1 . 2 2 6 6 . -
Suppose that the first 15 ordered observations given 
above were translated by adding 2.3 to all observations. 
This results in: .064, .681, .826, 1.093, 1.423, 
1.489, 1.641, 1.891, 1.938, 1.975, 2.104, 2.225, 2.459, 
2.507, 2.529. Suppose, in addition, that it is now 
thought these data are exponentially distributed. The 
corresponding k~ 2 ) become: 
J_ 
.049, .100, .154, .211, .272, 
.336, .405, .480, .560, .647, .742, .847, .965, 1.099, 
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1.253. 2 2 For this set of data r 2 = .852 and l-r 2 = .148. 
Comparing this value with the tabulated values of 
Table VII for n = 20 and r/n = .75, we find that the 
hypothesis of exponentialLty is rejected at the .025 
level. 
The following values of men's weights in pounds 
were used by both Stephens and by Shapiro and Wilk 
[10] as an illustration of a test for normality: 148, 
154, 158, 160, 161, 162, 166, 170, 182, 195, 236. 
The calculated value of 1-r~ is found to be .239 which 
falls just below tne .01 critical value of .251. The 
.025 critibal value is .213, where both these values 
were obtained from Table VI by assuming this was a 
complete sample of size n and interpolating between n = 
8 and n = 20. In comparison, W = .79, VM = .171, and 
both of these values also fall just below their 1% 
critical points. 
The value of r that would have been obtaineQ for 
this last example by Filliben using median ranks is 
r = .8848 which also falls just below his 1% critical 
level. The corresponding values , of r 2 and the r using 
E(x.) are .8724 and .8856, respectively. Again, this much 
1 
of a difference between these 3 quantities exists only 
for small n and small levels of y. The values are much 
closer for larger n. The hypothesis that a two-parameter 
exponential distribution fits this data cannot be re-
(2) 2 jected when 1-[r(x(i) ,ki )] is used to perform the 
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test for fit. The ca~culated value of r 2 is .9657 and 
2 l-r2 = .0675. From Table VII for a complete sample of 
size 11 the value .0675 falls between the .25 and .50 
percentage points, since these values are .1015 and 
.0626, respectively. Note that the tables of Stephens 
for the Cramer-Von Mises statistic do not apply to this 
example since those tables apply only .to the one-parameter 
exponential and physically not having a threshold value 
for a man's weight seems unreasonable. 
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TABLE V. MONTE CARLO MEANS AND VARIANCES OF ( 2) ,2 1- [ r ( x ( i) , k i ) ] · AND OF THE VARIOUS 
SUMS OF SQUARES 
EXPONENTIAL NORMAL UNIFORM 
~In 2 2 2 2 2 V (r 2) n E (.1-r.2) V(r2) E (1-r2 ) V (r 2 ) E ( 1-:r 2) 2 
8 .1037 .6297-2 .0986 .6016-2 .1041 .6236- 2 
20 .0670 .2178-2 .0714 .2454-2 .0663 .2118-2 
.5 40 .0375 .5948-3 .0463 .1156-2 .0365 .5476-3 
60 .0258 .2921-3 .0348 .6003-3 .0249 .2631-3 
80 .0194 .1537-3 .0279 .3766-3 .0188 .1420-3 
8 .0924 .4419-2 .0897 .4007-2 .0919 .4353-2 
20 .0511 .1230-2 .0539 .1394-2 .0477 .1009-2 
.75 40 .0278 .3663-3 .0328 .5754-3 .0251 .2824-3 
60 .0185 .1381-3 .0234 .2286-3 .0166 .1077-3 
80 .0141 .8152-4 .0186 .1498-3 .0126 .5809-4 
8 .0845 .3692-2 .0795 .2941-2 .0774 .3017-2 
20 .0571 .1993-2 .0451 .8165-3 .0363 .5345-3 
1.0 40 .0401 .1294-2 .0270 .2822-3 .0190 .1548-3 
60 .0326 .8649-3 .0197 .1207-3 .0126 .5809-4 
80 .0269 .7155-3 .0153 .7402-4 .0095 .3442-4 
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TABLE V. MONTE CARLO MEANS AND VARIANCES OF l-[r(x(i)'ki2)))2 AND THE VARIOUS 
SUMS OF SQUARES (continued) 
MEANS UNIFORM . .. EXPONENTIAL NORMAL 
r /n I u~ Iu~ / a . . LSTE BLUE CM CM LSTE BLUE n Min SS Min SS Par.Kn. Par.Unk. Min SS Min SS 1 1 11 
8 .7466-1 .4973-1 .1274-1 .2361-1 .8939-1 .4767-0 .6366-1 .1219-0 
20 .7943- 1 .2260-1 .2416-1 .3084-1 .8520-1 .1107-0 .1714-0 .2561-0 
.5 40 .7839-1 . 1152-1 .2820-1 .3200-1 .8140-1 .2177+1 .2624-0 .3465-0 
60 .7700- 1 .7644-2 .2951-1 .3224-1 .7913-1 .3241+1 .3152-0 .3903-0 
80 .7961-1 .5923-2 .2976-1 .3196-1 .8129-1 .4325+1 .3492-0 .4178-0 
8 .1218-0 .7450-1 .6155-1 .1055-0 .1369-0 .2594-0 .1629-0 .1055-0 
20 .1313-0 .3378-1 .1009-0 .1267- 0 .1373-0 .5386-0 .3256-0 .4296-0 
.75 40 .1328-0 .1742-1 .1156-0 .1299-0 .1359-0 .1018+1 .4448-0 .5331-0 
60 .1303-0 .1152-1 .1174-0 .1276-0 .1325-0 .1500+1 .4971-0 .5723-0 
80 .1356-0 .8972-2 .1200-0 .1273-0 .1374-0 .1979+1 .5418-0 .6035-0 
8 .1490-0 .9929-1 .2926-0 .6696-0 .1677-0 .9305-1 .3603-0 .5559-0 
20 .1571-0 .4471-1 .7159-0 .1275+1 .1646-0 .9203-1 .6780-0 .8626-0 
1. 0 40 .1585-0 .2315-1 .1192+1 .1859+1 .1624-0 .9159-1 .9132-0 .1064+1 
60 .1569-0 .1551-1 .1562+1 .2171+1 .1596-0 .8889-1 .1043+1 .1162+1 
80 .1615-0 .1193-1 .1788+1 .2443+1 .1636-0 .8899-1 .1107+1 .1213+1 
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TABLE V. MONTE CARLO MEANS AND VARIANCES OF 1- [ r ( x ( . ) , k ~ 2) ) ]2 AND OF THE VARIOUS 
. l l 
SUMS OF SQUARES (continued) 
VARIANCES UNIFORM EXPONENTIAL NORMAL 
·-. 
r/n Iu~ Iu~ /cr .. LSTE BLUE CM CM LSTE BLUE n Min SS Min SS Par.Ukn. Par. Kn. , Min SS Min SS l l ll 
8 .6729-2 .3283-2 .9500-4 .3115-1 .5062-2 .8847-2 .2521-2 .1745-2 
20 .7026-2 .5799-3 .2832-3 .8369-1 .1271-1 .7946-2 .1419-1 .1135-2 
• 5 40 .6658-2 .1346-3 .3372~3 .1357-0 .2476-1 .7099-2 .3708-1 .7571-3 
60 .6473-2 .5864-4 .3825-3 .1193-0 .3200-1 .6820-2 .4932-1 .6567-3 
80 .7382-2 .3674-4 .3625-3 .1256-0 .4708-1 .7702-2 .5912-1 .6192-3 
8 .1314-1 .5123-2 .1972-2 .9260-1 .5379-2 .1478-1 .1321-1 .2433-1 
20 .1523-1 .9695-3 .4802-2 .1623-0 .1252-1 .1591-1 .5081-1 .1671-1 
.75 40 .1577-1 .2417-3 .6343-2 .2382-0 .2400-1 .1610-1 .1057-0 .1198-1 
60 .1510-1 .1063-3 .5564-2 .1859-0 .3309-1 .1533-1 .1033-0 .9756-2 
80 .1793-1 .6984-4 .5939-2 .1921-0 .4206-1 .1817-1 .1264-0 .8610-2 
8 .1761-1 .7866-2 .4425-1 .2868-0 .3799-2 .2018-1 .6067-1 .1942+1 
20 .1900-1 .1400-2 .3138-0 .4221-0 .3848-2 .2006-1 .1848-0 .4558+1 
1.0 40 .2013-1 .3544-3 .1144+1 .5575-0 .4100-2 .2069-1 .3227-0 .9689+1 
60 .1898-1 .1523-3 .1982+1 .4654-0 .3774-2 .1931-1 .3400-0 .9176+1 
80 .2236-1 .1017~3 .3158+1 .5347-0 .3700-2 .2271-1 .3892-0 .1314+2 
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TABLE VI. VALUES OF rNy SUCH THAT P[y < rNy]=y, y = (2) 2 1-[r(x(i) ,ki )] 
FOR THE NORMAL DISTRIBUTION 
r 
r/n n .01 .• 025 .05 .10 .25 .50 .75 .90 .95 .975 .99 
8 .0017 .0043 .0088 .0174 .0402 .0789 .1399 .2074 .2681 .2984 .3692 
20 .0116 .0149 .0187 .0242 .0360 .0580 .0920 .1367 .1697 .2087 .2677 
.5 40 .0093 .0114 .0138 .0167 .0240 .0364 .0575 .0864 .1153 .1419 .1750 
60 .0072 .0087 .0106 .0133 .0183 .0284 .0427 .0641 .0847 .0989 .1283 
80 .0061 .0073 .0086 .0106 .0150 .0229 .0340 .0521 .0665 .0807 .1012 
app. .0019 .0031 .0047 .0072 .0131 .0242 .0405 .0556 .0671 .0779 .0917 
8 .0092 .0139 .0192 .0268 .0448 .0737 .1181 .1731 .2273 .2746 .3155 
20 .0111 .0136 .0163 .0200 .0287 .0438 .0676 .0991 .1281 .1555 .1971 
.75 40 .0072 .0087 .0102 .0128 .0176 .0261 .0397 .0604 .0781 .0977 .1250 
60 .0055 .0066 .0079 .0096 .0132 .0193 .0288 .0423 .0521 .0649 .0782 
80 .. 0049 .0057 .0065 .0076 .0106 .0152 .0228 .0332 .0426 .0546 .0625 
app. .0016 .0026 .0037 .0054 .0096 .0163 .0255 .0358 .0429 .0497 .0582 
8 .0116 .0159 .0208 .0274 .0414 .0653 .1029 .1504 .1875 .2430 . 2862 . 
20 . 0099 .0127 .0149 .0180 . 0253 .0375 .0564 .0822 .1004 .1230 .14 64 • 
1.0 40 .0070 .0080 .0094 .0115 . . 0158 . . 0228 .0328 .0476 .0587 .0732 .0865 
60 .0050 .0062 .0074 .0090 .0120 .0169 .0241 .0341 .0405 .0502 . 0 605 : 
80 .0042 .0050 .0057 .0069 .0092 .0131 .0191 .0264 .0326 .0386 .0455 
app. .0023 .0032 .0042 .0057 .0090 .0136 .0202 .0272 .0319 .0364 e 0420 I 
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TABLE VII. VALUES OF rEy SUCH THAT P[Y < rEy]=y, y= 1- [ r ( x ( i ) ' k 12 ) ) ] 2 FOR THE 
EXPONENTIAL DISTRIBUTION 
l 
r/n n . 01 .025 .05 .10 .25 .50 .75 .90 .95 .975 .99 
8 .0017 .0048 .0099 .0185 .0442 .0855 .1426 .2246 .2768 .3112 .3718 
20 .0111 .0144 .0183 .0232 .0347 .0541 .0855 .1293 .1602 .1897 .2556 
.5 40 .0083 .0102 .0119 .0145 .0205 .0307 .0473 .0683 .0844 .0999 .1269 
60 .0055 .0069 .0081 .0101 .0144 .0213 .0317 .0469 .0602 .0709 .0872 
80 .0045 .0055 .0065 .0081 .0111 .0166 .0240 .0331 .0421 .0524 .0685 
8 .0082 .0127 .0186 .0266 ~0450 .0757 .1216 .1806 .2414 .2835 .3378 
20 .0101 .0125 .0152 .0190 .0272 .0412 .0643 .0952 .1197 .1474 .1760 
.75 40 .0063 .0074 .0086 .0104 .0149 .0224 .0345 .0514 .0648 .0788 .0990 
60 .0042 .0053 .0063 .0075 .0106 .0155 .0231 .0322 .0412 .0507 .0612 
·so . 0034 ·. o·o41 .0046 .0057 .0081 .0115 .0173 .0251 .0326 .0406 .0475 
8 .0093 .0131 .0175 .0240 .0402 .0689 .1117 .1678 .2185 .2656 .2938 
20 .0091 .0118 .0144 .0183 .0278 .0435 .0708 .1116 .1455 .1833 .2470 
1.0 40 .0064 .0079 .0098 .0126 .0186 .0292 .0489 .0774 .1054 .1447 .1925 
60 .0057 .0068 .0081 .0099 .0147 .0233 .0385 .0662 .0922 .1161 .1621 
.... ' . 
-so ."0042' -. 005"4 .-0071 .0084 .0121 ·. 0189 .0315 .0513 .0782 .1046 .1458 
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TABLE VIII. VALUES OF rUy SUCH THAT P[y < rUy]=y, y = 1-[ ( ' •··· (2} 2 r x ( . ) , F : (k ,, , ) ) 1 1 e 1 
FOR THE UNIFORM DISTRIBUTION 
r 
r/n n .01 .025 .05 .10 .25 .50 .75 .90 .95 .975 .99 
8 .0019 .0049 .0101 .0185 .0451 .0870 .1419 .2287 .2796 .3167 .3667 
20 .0114 .0145 .0183 .0234 .0342 .0537 .0854 .1264 .1571 .1909 .2567 
.5 40 .0078 .0098 .0118 .0141 .0204 .0306 .0465 .0650 .0819 .0995 .1250 
60 .0051 .0066 .0079 .0101 .0140 .0205 .0313 .0452 .0564 .0672 .0805 
80 .0044 .0054 .0064 .0077 .0107 .0159 .0232 .0331 .0412 .0492 .0675 
8 .0092 .0143 .0196 .0278 .0452 .0753 .1197 .1791 .2383 . 2820 ~ . 3381 
20 .0096 .0117 .0143 .0178 .0257 .0393 .0604 .0879 .1120 .1326 .1653 
.75 40 .0056 .0068 .0081 .0100 .0138 .0205 .0313 .0462 .0575 .0685 .0865 
60 .0041 .0048 .0056 .0069 .0097 .0141 .0207 .0288 .0359 .0454 .0572 
80 .0031 .0039 .0045 .0054 .0074 .0104 .0155 .0221 .0286 .0341 .0417 
8 .0115 .0156 .0196 .0259 .0396 .0626 .0990 .1480 .1827 .2426 .2903 
20 .0081 .0097 .0115 .0140 .0202 .0303 .0462 .0650 .0820 .0995 .1213 
1.0 40 .0045 .0054 .0064 .0077 .0106 .0158 .0232 .0338 .0427 .0521 .0672 
60 .0031 .0039 .0045 .0054 .0074 .0104 .0155 .0221 .0285 .0341 .0417 
80 .0023 .0028 .0033 .0039 .0054 .0080 .0122 .0173 .0215 .0253 .0285 
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TABLE IX. VALUES OF li SUCH THAT P[CM/r < ti ]=y TO TEST THE COMPLETELY y y 
SPECIFIED HYPOTHESIS OF FIT 
r_ 
r/n n .01 .02S .OS .10 .2S .so .7S .90 .9S .97S .99 
8 .0034 .0040 .0046 .ooss . 00.83 .0144 .0271 .0479 .0678 .0916 .1217 
20 .0010 .0012 .0014 .0018 .0029 .OOS4 .0109 .0189 .02S7 .0328 .043S 
.so 40 .0001 .0002 .0004 .0007 .0014 .0027 .OOS1 .0091 .0123 .01S7 .0220 
60 .0000 .0001 .0002 .0004 .0009 .0018 .0033 .0060 .0082 .0104 .0139 
80 .0000 .0001 .0001 .0002 .0006 .0013 .0026 .0046 .0064 .0081 .0106 
8 .0033 .0041 .0048 .0061 .0094 .0161 .0287 .0486 .064S .0806 .0993 
20 .0011 .0013 .0017 .0023 .0036 .0063 .0117 .0197 .0266 .0328 .0407 
.75 40 .0001 .0003 .0007 .0011 .0018 .0032 .0057 .0097 .0130 .0164 .0212 
60 .0001 .0001 .0003 .0005 .0012 .0021 .0037 .0063 .0088 .0111 .0136 
80 .0000 .0001 .0002 .0003 .0008 .0016 .0029 .0051 .0068 .0081 .0112 
8 .0033 .0041 .0049 .0061 .0091 .0152 .0264 .0432 .0572 .0711 .0903 
20 .0011 .0014 .0018 .0023 .0036 .0059 .0104 .0172 .0231 .0278 .03S3 
1.0 40 .0002 .0004 .0008 .0011 .0018 .0029 .0051 .0084 .0111 .0141 .0183 
i 
60 .0001 .0001 .0003 .0005 .0012 .0019 .0033 .OOS6 .0075 .0096 .0012 
80 .0000 .0001 .0001 .0003 .0007 .0015 .0027 .0044 .0057 .0072 .0094 
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TABLE X. VALUES OF v SUCH THAT P{CM/r < v ]=y FOR THE EXPONENTIAL y y 
DIST.RIBUTION WITH PARAME.TER UNKNOWN . 
· i/n· . _01_ · . . · ~ 02.5~ . . 05 ' • .10 . . l ~- . •. 25 . . . ..50 . . . . 7 5. . 90. . 9.5 .. . 975 .99 
8 .0026 .0032 .0337 .0045 .0063 .0095 .0146 .0216 .0268 .0323 .0394 
20 .0010 .0011 .0013 .0017 .0025 .0037 .0058 .0088 .0108 .0128 .0158 
1.0 40 .0001 .0001 .0003 .0006 .0012 .0019 .0029 .0043 .0056 .0067 .0085 
60 .0000 .0001 .0001 .0003 .0006 .0013 .0019 .0028 .0036 .0044 .0053 
80 .0000 .0000 .0001 .0002 .0004 .0009 .0016 .0022 .0028 .0034 .0039 
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SOME RESULTS ON INTERVAL ESTIMATION FOR THE TWO-PARAMETER 
WEIBULL OR EXTREME-VALUE DISTRIBUTION 
Robert M. Smith and Lee J. Bain 
University of Missouri - Rolla, Rolla, Missouri 65401 
ABSTRACT 
Two statistics based on simple, closed form estima-
tors are examined for use in interval estimation of re-
liability and of the location parameter of the extreme-
value distribution. Properties of the estimators are 
studied by Monte Carlo simulation, and procedures for 
interval estimation and tests of hypotheses for the loca-
tion parameter and reliability are provided. 
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I. INTRODUCTION 
In a series of papers, Bain [1], and Engelhardt 
and Bain [4,5] have developed simple, yet efficient esti-
mators for the parameters of the Weibull distribution 
defined by 
F~(x) = 1-exp[-(x/a)S], x>O, a>O, S>O, 
or the extreme-value distribution defined by 
Fy(Y) = 1-exp{-exp[(y-u)/b]}, b>O. 
It is well known and easily verified that the logarithm of 
a Weibull distributed variable has an extreme-value distri-
bution. The relationship is y = ln x with b = 1/S and u = 
ln a. With this correspondence, a procedure developed for 
one model can be applied to the other model. The advantage 
of using the extreme-value distribution is that it's 
parameters appear as location and scale parameters. 
Suppose x 1 <x2 < ... <xr denote the r smallest order 
statistics in a sample of size n from a Weibull distribution 
and y 1 <y2 < ••• <y , where y. = ln x., represent the r smallest r ~ ~ 
order statistics in a sample of size n from the extreme-
value distribution. The simple estimators for the parameters 
b and u are, respectively, 
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y. + r y ]/nk , r/n_<.9 
.1. r r ,n 
b = 
r 
L IY· - Y ljnk , i=l .1. s s,n r/n=l.O 
y - c b, 
r r,n r/n .::_. 9 
u = 
A 
y + ~b, r/n=l. 0 
where s = n for n.::_lS, s = n-1 for 16<n.::_24, s = [.892n]+l 
for n>251 ~is Euler's constant, Cr = E[(y -u)/b] and 
,n r 
k is an unbiasing constant. Both C and k have 
r,n r,n r,n 
been tabulated and are given in the above references. 
The proposed simple estimator of reliability is: 
A A 
R ( t ) = e xp { - e xp [ ( ln t - .. u) /b ] } , 
where u and b are the simple estimators defined above. 
Prior to the introduction of these simple estimators 
point and interval estimation procedures for the parameters 
u, b, and reliability R(t) were, in general, qui te com-
plicated, especially under censored sampling . For 
example, equations from which the maximum likelihood 





I X~ ln x. +(n-r) xs ln xr 
ri=l J. J. r 1 r 1 I ;:;] - ln x. = 0 ( 1) r ~ s r 1 I + (n-r) X s i=l 
i=l J. r 
and 
( 2) 
These equations cannot be solved in closed form but an iter-
ative procedure must be applied to extract the solution. 
Thus a computer is usually required to obtain the maximum 
likelihood estimates (MLE's). Once these MLE's have been 
obtained, tables and procedures are given in [2] and [8] 
which can be used to make inferences concerning u, b, and 
R (t) • 
For the simple estimators, point estimates of u, b, 
and R(t) have been obtained in closed form and noted above, 
but inferential procedures for these parameters have been 
available only for the scale parameter, b, and to a limited 
extent for the location parameter, u. Tables of values 
upon which a confidence interval for u can be determined 
for n = 10, 20, 30, 40 and probability levels of .90, .95, 
.98, and .99 are given in [6]. Mann, et. al. [7] have also 
recently developed some interval estimators for these 
parameters. Theirdevelopment is based on the simple estima-
tors of Bain and Engelhardt but the procedure is complicated, 
approximate, indirect, and only lower confidence bounds are 
available. However, if n>l5, r/n~.4, and .5~y~.95 then they 
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assert that the method will be nearly correct. 
Equation (2) above gives the MLE for the parameter 
a, a, in terms of the MLE of ~,S. A procedure that could 
be followed to find an estimate of a would be to replace 
S with the simple estimator S. The resulting estimator 
would then be a combination of the simple estimation pro-
cedure and the MLE procedure. This gives 
r 





Since (~ 1/a) 6 = [L(xi/a) 6 + (n-r) {xr/a) 6 ]/r is a pivotal 
quantity, it may also be used to determine confidence 
intervals for a or u and its distribution could be 
determined by Mon~e Carlo simulation. 
This paper will attempt to complete the work accom-
plished to this point on the inferential procedures based 
upon the simple estimators by giving exact distributional 
results for variables which will allow confidence bounds 
to be placed on u and on the reliability R(t). 
II. DISTRIBUTIONS OF T1 AND T2 
Since (~-u)/b = ln[(~/a) 6 ] is distributed independently 
of parameters, a confidence interval for u or a could be 
found and tests of hypotheses concerning u could be 
A 
performed if the distribution of (;-u) ;b or (~/a)S were 
· known. 
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Two quantities were investigated for this purpose: 
A 
T 1 = e xp [ ( u- u) /b ] 
and 
r 1/b 1/b [ I (x./a) +(n-r) (x /a) ]/r. 
i=l 1 r 
The distributions of both these quantities were obtained 
from a Monte Carlo simulation of 200,000/n samples of size 
n = 10, 20, 40, 60, 80 and censoring fractions r/n = .2, 
.3, .4, .5, .6 1 .7, .8, .9, 1.0 . Percentage points u y 
such that P[ir(T1-l)<uy] = y and vy such that P[/r(T2-l) 
<v ]=y are given in Tables XII and XIII for the various y 
sample sizes and censoring fractions, as well as various 
probability levels. Information on the mean and variance 
of each statistic was also obtained from the same simula-
tion. These values are given in Table XI. 
It was thought prior to the performance of this study 
that both T1 and T2 , for large n, would be approximately 
distributed as chi-square random variables. According to 
this assumption a chi-square approximation was determined 
for T1 by fitting the mean and variance of a x
2 (v), where 
v = 2[E(T1 )]
2 /V(T1 ). These approximate values are also 
given in Table XII and are determined from u =lr[(x2 (v)/h) y 
-1], where h=v/E(T1 ) and vis as above. It should be noted 
that the approximate x2 values agree better with the 
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tabulated values for n = 80 at the lighter censoring levels 
than at the heavier censoring levels. 
Asymptotic percentage points were also obtained for 
A 
T 1 sinoe .asymptotically ·a(X<1~·1) ""- n ( 0, rV (u) ) , where the 
asymptotic mean and variance of T1 are E(T1 ) = 1, V(T1 ) = 
A 2 
V(u)/b and are determined from the approximate relations 
obtained through the partial Taylor expansions for finding 
the mean and variance of a function of two variables when 
the means and variances of the two variables are known. 
The relations are: 
1 A 2 A A 2 
= 1 + ~ V(u)/b - Cov(u,b)/b , 
• A 2 
= V(u)/b . 
These two expressions are then evaluated at the asymptotic 
A 2 A A 2 
values for V(u)/b and Cov(u,b)/b given in [5]. With these 
values, then, the infinity percentage points v are given y 
by v = z [rV(~)] 112 , where z is the corresponding standard y y y 
normal percentage point. The infinite values are also 
presented in Table XII. 
III. INFERENCES CONCERNING u 
"' 6 Since T1 = (~/a) 6 and T2 = (a1/a) , a method for 
choosing between T1 and T2 could be to determine which one 
of these statistics determines the shortest confidence 
interval for u. The two intervals are: 
A 
P[C1 <T1 <c2 ] = P[C1<(~/a)S<c2 ] 
and 
I I 
P[C1 <T2 <c2 ] 
A A A 
= P[ln a-ln(c2 )/S<lna<lna-ln(C1 )/S] 
A 
I 1
r2<x./a)(3 (n-r) (x /a) S] I = P{Cl < + C2} r 1 r 
"" "" 
= 
I s P{C1/a1 < 1/as 
I A(3 
< C2/al} 
I A A 1 A 
= P{ln a -1 ln(C2 )/S<lna<lna1-ln(C1 )/S} 
A "" I "" A I 
= _P{u1 - b ln c2 <u<u1 - b ln c 1 }. 
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The interval width for each interval is a function of b 
I I 
and the percentage points c 1 , c 2 , c1 , c 2 only. 
Since the interval width is the difference between 
the endpoints of the interval and b is a factor common 
to all four endpoints, the interval lengths can be com-
I I 
pared by considering ln(c2;c1 ) and ln(c2;c1 ) only. Thus 
the numbers compared were of the form (C2 + lr"> I (c1 + lr) 
I I 
and (c2+1r)/(C1+1r). This transformation is necessary be-
cause the values presented in Tables XII and XIII are of 
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Upon examination of these 
numbers it can be concluded that the percentage points 
based on T2 tend to produce the shortest interval widths 
although the actual magnitude of the difference between 
the widths would be negligible from a practical point of 
view. The differences between widths decreases as the 
amount of censoring is reduced. 
It can also be observed from Table XI that the 
variance of T2 is, in general, smaller than the variance 
of T1 , but T2 is biased below 1.0 and T1 is biased above 
1.0. Thus, comparing V[T 1/E(T1 )] to V[T2 /E(T2 )], there 
appears to be no significant difference between T1 and T2 . 
Similarly 1 comparing the estimates of reliability, R1 
" 
and R2 , there appears to be little difference between 
Tl and T2 • 
IV. INFERENCES. ON RELIABILITY 
Here, as before, the distribution of R(t) = exp 
" " {exp[(ln t-u)jb]} depends only on Rand no other values. 
A 
Therefore, the distribution of R(t) can be obtained for 
specified values of R from a Monte Carlo simulation. 
centage points of the distributions of R1 and R2 were 
obtained for true values of R of .1, .25, .5, .75, 
Per-
.90, .95, and .99 for each of the different sample sizes 
and censoring levels. These values are presented in 
A 
Tables XIX and XX in the form P[(R1-R)/cra<rly]=y for T1 _ 
A 
and in the form P [ (R -R) /a <r2 ] =y _, for T2 • 1 a y In each case, 
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R is the true value of reliability and a is the asymp-
a 
A 
totic standard deviation of R1 determined in [5]. The 
asymptotic values, aa = [V(~1 )] 1/2 , are given in Table 
XVIII and were determined from 
A A A 
-2(u/b)n Cov(u/b,b/b) + nV(u/b)} 
where u/b = -ln(-ln R), R is the true value of reliability, 
A /\. A A 
nV ( u/b) = 1.16 32, n Cov (u/b ,b/b) = -.162 4, and nV (b/b) = 
.8. These last three values are also asymptotic values 
determined in {5]. In addition, Tables XIV, XV, XVI, and 
A 
XVII present the Monte Carlo means and variances of R1 
and R2 . 
Again, as in article I the general method for deter-
mining confidence intervals must be utilized to find a 
confidence interval for R(t). Thus, for an observed 
value of reliability, R*, the lowery confidence limit, 
A 
~, such that P[R>RL] = y, is determined from R* = ~ 
+ a r , where r is found in either Table XIX or Table 
a y . y 
XX and a is found in Table XVIII. 
a 
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TABLE XI. MONTE CARLO MEANS AND VARIANCES OF T1 AND T2 
n r/n . 2 . 3 . 4 . 5 . 6 . 7 . 8 . 9 1.0 
E(T1 ) 
10 1.166 1.081 1.049 1.051 1.066 1.075 1.083 1.090 1.093 
20 1.073 1.027 1.015 1.022 1.026 1.031 1.031 1.041 1.043 
40 1.022 1.000 1.006 1.006 1.010 1.014 1.014 1.019 1.019 
60 1.011 1.004 1.009 1.011 1.014 1.015 1.015 1.017 1.016 
80 1.015 1.007 1.008 1.007 1.008 1.009 1.009 1.009 1.012 
E(T 2 ) 
10 .878 .894 .908 .934 .963 .984 1.002 1.016 1.007 
20 .936 .936 .946 .964 .976 .987 1.001 1.006 1.019 
40 .956 .955 .971 .977 .985 .992 .996 1.000 1.019 
60 .964 .974 .985 .991 .997 1.000 1.004 1. 006 1.018 
80 .981 .983 .990 .992 .996 .998 .999 1.001 1.008 
V(T1 ) 
10 2.0235 .8182 .5748 .4356 .2983 .2672 .2562 .2502 .2162 
20 .7762 .3745 .2228 .1524 .1140 .0946 .0846 .0800 .0798 
40 .4070 .1807 .1027 .0667 .0490 .0416 .0365 .0350 .0342 
60 .2657 .1208 .0675 .0477 .0343 .0279 .0245 .0228 .0219 
80 .2010 .0876 .0511 .0331 .0244 .0190 .0163 .0159 .0167 
V(T2 ) 
10 1.1449 .5584 . 3919 .3419 .2418 .2232 .2207 .2227 .1922 
20 .6269 .3100 .1921 .1345 .1020 .0852 .0764 .0726 .0778 
40 .3554 .1368 .0952 .0620 .0456 .0381 .0335 .0315 .0351 
60 .2428 .1132 .0638 .0442 .0324 .0264 .0229 .0214 .0224 
80 .1875 .0833 .0488 .0317 .0223 .0181 .0155 .0145 .0151 
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TABLE XII. VALUES OF u SUCH THAT P [ /r (T 1 -1) <uy] = y y 
n r/n .2 . 3 .4 . 5 . 6 . 7 . 8 .9 1.0 
r = .01 
10 -1.50 -1.79 -1.98 -2.17 -2.20 -2.18 -2.11 -2.04 -1.99 
20 -2.00 -2.43 -2.54 -2.49 -2.38 -2.25 -2.16 -2.10 -2.08 
40 -2.74 -2.89 -2.83 -2.65 -2.33 -2.24 -2.19 -2.24 -2.23 
60 -3.03 -3.09 -2.76 -2.71 -2.43 -2.19 -2.14 -2.11 -2.23 
80 -3.28 -3.07 -2.95 -2.71 -2.40 -2.27 -2.12 -2.12 -2.29 
' . 
00 
-4.23 -3.42 -2.93 -2.63 -2.46 -2.39 -2.39 -2.47 -2.51 
app. -2.94 -2.71 -2.50 -2.34 -2.21 -2.21 -2.12 -2.22 -2.37 
y = .025 
10 -1.49 -1.77 -1.95 -2.05 -1.99 -1.90 -1.83 -1.72 -1.72 
20 -1.98 -2.33 -2.36 -2.20 -2.01 -1.92 -1.82 -1.78 -1.79 
40 -2.62 -2.62 -2.46 -2.24 -2.01 -1.92 -1.86 -1.88 -1.88 
60 -2.89 -2.74 -2.33 -2.22 -2.03 -1.91 -1.89 -1.84 -1.90 
80 -3.03 -2.72 -2.50 -2.24 -2.03 -1.92 -1.82 -1.85 -1.99 
00 
-3.56 -2.89 -2.72 -2.53 -2.07 -2.01 -2.02 -2.08 -2.11 
app. -2.66 -2.39 -2.18 -2.02 -1.90 -1.88 -1.82 -1.89 -2.02 
y = .05 
10 -1.48 -1.74 -1.90 -1.87 -1.71 -1.62 -1.53 -1.48 -1.47 
20 -1.95 -2.14 -2.07 -1.91 -1.71 -1.63 -1.53 -1.53 -1.52 
40 -2.46 -2.34 -2.13 -1.87 -1.72 -1.63 -1.55 -1.58 -1.58 
60 -2.59 -2.33 -1.97 -1.95 -1.71 -1.70 -1.56 -1.60 -1.60 
80 -2.64 -2.34 -2.08 -1.87 -1.68 -1.58 -1.51 -1.60 -1.66 
00 
-2.99 -2.42 -2.07 -1.86 -1.74 -1.69 -1.69 -1.75 -1.77 
app. -2.38 -2.09 -1 . . 8.8 -1.73 -1.62 -1.54 -1.54 -1.61 -1.71 
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TABLE XII. VALUES OF u SUCH THAT P[lr(T1 -1) <uy] = y y 
(continued) 
n r/n . 2 . 3 .4 . 5 . 6 . 7 . 8 . 9 1.0 
y = .10 
10 -1.46 -1.67 -1.69 -1.52 -1.37 -1.26 -1.19 -1.16 -1.17 
20 -1.90 -1.86 -1.69 -1.50 -1.38 -1.27 -1.19 -1.20 -1.23 
40 -2.20 -1.92 -1.64 -1.41 -1.30 -1.26 -1.20 -1.22 -1.28 
60 -2.23 -1.94 -1.59 -1.47 -1.35 -1.26 -1.22 -1.28 -1.28 
80 -2.23 -1.82 -1.61 -1.45 -1.34 -1.18 -1.18 -1.27 -1.32 
00 
-2.33 -1.89 -1.62 -1.45 -1.35 -1.32 -1.32 -1.36 -1.38 
app. -2.00 -1.71 -1.64 -1.39 -1.29 -1.22 -1.22 -1.27 -1.34 
Y. = .25 
10 -1.38 -1.28 -1.01 - .84 - .70 - .64 - .64 - .61 - .63 
20 -1.43 -1.12 - .94 - .80 - .71 - .66 - .63 - .64 - .67 
40 -1.37 -1.09 - .84 - .75 - .67 - .63 - .65 - .66 - .67 
60 -1.28 -1.01 - .83 - .75 - .66 - .65 - .62 - .66 - .68 
80 -1.27 -1.00 - .84 - .70 - .68 - .62 - .67 - .65 - . 70 
00 
-1.23 - .99 - .85 - .76 - .71 - .69 - .69 - .72 - .73 
app. -1.25 -1.01 - .86 - .77 - .70 - .65 - .65 - .67 - .70 
Y. = .5 
10 - .64 - .19 - .05 .04 .06 .07 .07 .07 .05 
20 - .26 - .04 .04 .05 .03 .05 .07 .06 .04 
40 - .16 - .05 .00 .01 .03 .01 .02 .04 .03 
60 - .10 - .02 .03 .06 .09 .05 .09 .07 .05 
80 - .04 .04 .05 .08 .04 .04 .04 .03 .03 
00 0 0 0 0 0 0 0 0 0 
p.pp. - .21 - .12 - .06 - .03 .00 .02 .02 .03 .06 
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TABLE XII. VALUES OF u SUCH THAT P [ vr ( T 1 -1) < u y ] = y y 
(conti.nued) 
n r/n 
. 2 . 3 . 4 . 5 . 6 . 7 . 8 . 9 1.0 
r = .75 
10 1.40 1.19 1.00 .91 .87 .84 .87 .87 .92 
20 1.36 1.11 .96 .86 .82 .79 .81 .84 .87 
40 1.30 1.05 .94 .77 .74 .74 .75 .79 .83 
60 1.24 .99 .86 .86 .84 .78 .82 .87 .84 
80 1.25 1.01 .94 .82 .75 .72 .72 .78 .86 
00 1.23 .99 .85 .76 .71 .69 .69 .72 .73 
app. 1.08 .92 .85 .78 .75 .74 .73 .77 .86 
r = .90 
10 3.34 2.36 1.90 1.73 1.71 1.71 1.81 1.88 1.97 
20 2.81 2.13 1.84 1.62 1.57 1.56 1.60 1.67 1.76 
40 2.60 1.93 1.69 1.54 1.42 1.50 1.49 1.59 1.60 
60 2.46 1.93 1.66 1.59 1.48 1.55 1.48 1.52 1.59 
80 2.50 1.95 1.66 1.53 1.44 1.49 1.35 1.46 1. 6'1 
00 2.33 1.89 1.62 1.45 1.35 1.32 1.32 1.36 1.38 
app. 2.46 1.96 1.73 1.57 1.48 1.42 1.40 1.47 1. 6.2 
r = .95 
10 4.33 2.97 2.45 2.34 2.33 2.38 2.50 2.67 2.86 
20 3.63 2.73 2.28 2.19 2.07 2.09 2.21 2.30 2. 4.7 
40 3.35 2.50 2.09 1.98 1.89 1.91 1.96 2.08 2.12 
60 3.19 2.50 2.08 2.02 1.87 1-.94 1.93 2.03 2 . :!'0 
80 3.19 2.47 2.10 1.90 1.82 1.77 1.76 1.96 2 . ·14 
00 2.99 2.42 2.07 1.86 1.74 1.69 1.69 1.75 1 . . 77 
app. 3.39 2.63 2.29 2.06 1.93 1.84 1.82 1.91 2. -09 
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TABLE XII. VALUES OF u SUCH THAT P[/r(T1 -1)<uy] = y y 
(continued) 
n r/n . 2 . 3 .4 . 5 • 6 . 7 . 8 .9 1.0 
y = .975 
10 5.00 3.49 2.97 2.88 2.93 3.15 3.36 3.54 3.80 
20 4.32 3.21 2.71 2.62 2.55 2.61 2.80 2.98 3.10 
40 4.01 2.94 2.49 2.40 2.27 2.33 2.46 2.58 2.67 
60 3.83 3.04 2.56 2.41 2.30 2.22 2.41 2.48 2.59 
80 3.86 2.86 2.50 2.24 2.18 2.19 2.20 2.30 2.50 
00 3.56 2.89 2.72 2.53 2.07 2.01 2.02 "2. 08 2.11 
app. 4.25 3.25 2.81 2.51 2.33 2.22 2.19 2.30 2.51 
y = .99 
10 5.00 4.15 3.64 3.78 4.03 4.30 4.64 4.83 5 . . 00 
20 4.94 3.72 3.28 3.25 3.17 3.33 3.56 3.77 3.99 
40 4.78 3.43 2.93 2.88 2.82 2.86 3.03 3.20 3 • .2 8 
60 4.59 3.46 2.93 2.81 2.77 2.79 2.95 2.94 3.10 
80 4.59 3.41 2.98 2.68 2.68 2.54 2.64 2.87 3.23 
00 4.23 3.42 2.93 2.63 2.46 2.39 2.39 2.47 2.51 
app. 5.04 3.92 3.42 3.04 2.82 2.67 2.63 2.76 3.01 
61 
TABLE XIII. VALUES OF v SUCH THAT P[vr(T 2-1)<v] = y y - y 
n r/n 
.2 . 3 .4 . 5 . 6 . 7 . 8 .9 1.0 
r = .01 
10 -1.50 -1.79 -1.98 -2.19 -2.22 -2.24 -2.11 -2.07 -2.00 
20 -2.00 -2.41 -2.54 -2.50 -2.42 -2.29 -2.22 -2.08 -2.06 
40 -2.75 -2.90 -2.85 -2.66 -2.37 -2.24 -2.21 -2.17 -2.21 
60 -3.08 -3.14 -2.82 -2.74 -2.47 -2.21 - 2 .17 -2.11 -2.09 
80 -3.28 -3.14 -3.00 -2.54 -2.40 -2.28 -2.15 -2.15 -2.23 
y = .025 
10 -1.49 -1.77 -1.96 -2.07 -2.03 -1.97 -1.86 -1.80 -1.73 
20 -1.98 -2.32 -2.35 -2.26 -2.09 -1.97 -1.88 -1.81 -1.79 
40 -2.64 -2.67 -2.48 -2.30 -2.10 -1.99 -1.88 -1.89 -1.84 
60 -2.91 -2.76 -2.41 -2.28 -2.09 -1.97 -1.82 -1.81 -1.82 
80 -3.05 -2.77 -2.52 -2.28 -2.06 -1.95 -1.84 -1.88 -1.90 
r = .05 
--
10 -1.48 -1.75 -1.91 -1.89 -1.79 -1.69 -1.62 -1.54 -1.50 
20 -1.96 -2.17 -2.13 ~2 .. 03 -1.79 -1.66 -1.60 -1.58 -1.55 
40 -2.49 -2.39 -2.18 -1.90 -1.79 -1. 69 -1.60 -1.55 -1.59 
60 -2.64 -2.40 -2.07 -1. 96 -1.77 -1.70 -1.61 -1.60 -1.60 
80 -2.70 -2.39 -2.13 -1.94 -1. 7_? -1.61 -1.57 -1.58 -1.57 
y = .10 I 
I 
10 -1.46 -1.69 -1.71 -1.62 -1.46 -1.37 -1.29 -1.25 -1.24 
20 -1.91 -1.91 -1.78 -1.65 -1.45 -1.34 -1.27 -1.26 -1.27 
40 -2.23 -1.99 -1.71 -1.52 -1.39 -1.32 -1.29 -1.28 -1.27 
60 -2.30 -2.10 -1.68 -1.56 -1.43 -1.34 -1.29 -1.29 -1.29 
80 -2.29 -1.91 -1.67 -1.52 -1.39 -1.26 -1.22 -1.20 -1.2~ 
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TABLE XIII. VALUES OF v SUCH THAT P[lr(T2-1)<vyl = y y 
(continued) 
n r/n • 2 . 3 . 4 . 5 . 6 . 7 . 8 . 9 1.0 
y = .25 
l 10 -1.40 -1.36 -1.15 - .99 - .88 - .82 - .79 - .77 - .77 
20 -1.47 -1.23 -1.07 - .94 - .82 - .77 - .74 - .74 - .74 
40 -1.44 -1.18 - .95 - .85 - .78 - .73 - .72 - .74 - .71 
60 -1.41 -1.11 - .90 - .84 - . • 75 - .73 - .68 - .71 - .67 
80 -1.39 -1.07 - .91 - .79 - .74 - .70 - .70 - .70 - .69 
y = .50 
10 - .83 - .42 - .31 - .21 - .18 - .15 - .15 - .15 - .14 
20 - .47 - .25 - .20 - .17 - .13 - .13 - .12 - .11 - .10 
40 - .33 - .19 - .13 - .08 - .08 - .10 - .09 - .06 .00 
60 - .27 - .13 - .11 - .06 - .01 - .06 - .01 .00 .03 
80 - .15 - .12 - .04 - .01 - .03 - .04 - .07 - .07 - .01 
y = .75 
10 .71 .69 .60 .56 .55 .55 .57 .60 .64 
20 .92 .80 .68 .67 .61 .58 .61 .64 .68 
40 1.00 .84 .75 .62 .62 .62 .63 .63 .78 
60 1.02 .84 .80 .74 .70 .67 . 68 .75 .84 
80 1.07 .89 .76 .72 .67 .62 .61 .66 .77 
r = .90 
10 2.19 1.63 1.39 1.30 1.31 1.32 1.42 1.52 1.65 
20 2.21 1.69 1.47 1.40 1.33 1.33 1.38 1.44 1.63 
40 2.23 1.72 1.51 1.36 1.28 1.30 1.30 1.39 1.62 
60 2.20 1.77 1.55 1.45 1.35 1.35 1.38 1.41 1.66 
80 2.29 1.79 1.51 1.38 1.42 1.30 1.27 1.45 1.48 
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TABLE XIII. VALUES OF v SUCH THAT P[lr(T 2-1)<vy] = y y 
(continued) 
n r/n .2 . 3 . 4 . 5 
·6 . 7 . 8 . 9 1.0 
r = .95 
10 2.90 2.15 1.83 1.80 1.83 1.96 2.12 2.27 2.49 
20 2.89 2.40 1.92 1.88 1.79 1 . 86 1.94 2.09 2.29 
40 2.97 2.21 1.92 1.70 1.69 1.73 1.78 1.89 2.17 
60 2.92 2.28 1.99 1.86 1'. 71 1.78 1.80 1.90 2.23 
80 2.95 2.27 1.95 1.78 1.70 1.67 1.66 1.76 1.99 
y = .975 
10 3.42 2.62 2.31 2.28 2.44 2.63 2.87 3.09 3.40 
•, ;) 
20 3.52 2.70 2.32 2.29 2.26 2.35 2.50 2.68 2.97 
40 3.61 2.65 2.25 2.13 2.01 2.15 2.26 2.38 2.69 
60 3.51 2.84 2.41 2.21 2.14 2.16 2.25 2.40 2.75 
80 3.60 2.73 2.37 2.07 2.05 2.00 2.06 2.20 2.47 
r = .99 
10 4.01 3.14 2.89 3.09 3.39 3.67 3.99 4.43 4.64 
20 4.17 3.22 2.84 2.89 2.83 3.01 3.23 3.48 3.98 
40 4.27 3.14 2.72 2.58 2.55 2.63 2.78 2.99 3.36 
60 4.25 3.22 2.83 2.64 2.61 2.63 2.75 2.85 3. 27. 
2.83 2.55 2.56 2.44 2.48 2.61 
' ( 
80 4.29 3.16 3.02 
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TABLE XIV. MONTE ·CARLO MEANS OF R1 
n r/n 
. 2 . 3 . 4 .5 .6 .7 . 8 .9 1.0 
R = .1 
10 .1846 .1606 .1401 .1295 .1232 .1177 .1148 .1135 .1132 
20 .1632 .1393 .1242 .1162 .1110 .1078 .1077 .1067 .1059 
40 .1393 .1219 .1123 .1060 .1039 .1032 .1027 .1029 .1024 
60 .1280 .1149 .1090 .1060 .1047 .1036 .1032 .1020 . . 1027 
80 .1248 .1118 .1072 .1041 .1026 .1018 .1006 .1007 .1016 
R = .25 
10 .2398 .2427 .2398 .2422 .2467 .2491 .2518 .2544 .2563 
20 .2456 .2421 .2420 .2425 .2448 .2471 .2509 .2520 .2528 
40 .2402 .2377 .2420 .2436 .2458 .2479 .2493 .2505 .2508 
60 . 2391 .2411 .2454 .2471 .2495 .2506 .2517 .2517 .2519 
80 .2421 .2439 .2466 .2476 .2488 .2496 .2493 .2498 .2510 
R = .50 
10 .3574 .4162 .4493 .4730 .4889 .4967 .5017 .5048 .5049 
20 .4106 .4502 .4714 .4858 .4939 .4985 .5020 .5030 .5036 
40 .4449 .4693 .4863 .4931 .4973 .4994 .5006 .5013 .5019 
60 .4572 .4810 .4929 .4968 .5000 .5015 .5025 .5027 .5021 
80 .4694 .4877 .4947 .4979 .--4 998 .5009 .5010 .5011 .5016 
R = .75 
10 .5917 .6933 .7296 .7447 .7509 .7524 .7524 .7518 .7492 
20 --6799 . ~ 7 3 _Q 5 .. . i 4-4 3 .• ·1 ~9. 3 . ..• :7 513 .1$17 .7515 ·.1510 .7505 
40 .7190 .7424 . 7488 . 7504 .7510 .7510 .7507 .7505 .7509 
60 .7329 .7462 .7502 .7510 .7517 .7518 .7518 .7519 .7507 
80 .7387 .7480 .7501 .7511 .7513 .7515 .7515 . 7512 .7509 
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TABLE XIV. MONTE CARLO MEANS OF R1 (continued) 
n r/n • 2 . 3 . 4 . 5 .6 . 7 • 8 . 9 1.0 
R = .90 
10 .8401 .8868 .8949 .8961 .8953 .8948 .8941 .8934 .8914 
20 .8874 .8985 .8989 .8983 .8978 .8974 .8967 .8965 .8957 
40 .8980 .9002 .8998 .8995 .8991 .8987 .8984 .8982 .8983 
60 .8998 .9006 .9003 .9000 .8998 .8996 .8996 .8997 .8988 
80 .9000 .9005 .9002 .9001 .9000 .8998 .8999 .8998 .8995 
R = .95 
10 .9266 .9420 .9432 .9426 .9418 .9417 .9416 .9414 .9400 
20 .9460 .9471 .9466 .9461 .9458 .9457 .9454 .9454 .9446 
40 .9494 .9490 .9483 .9481 .9480 .9478 .9477 .9477 .9477 
60 .9502 .9496 .9492 .9490 .9488 .9488 .9488 .9489 .9484 
80 .9500 .9496 .9493 .9493 .9492 .9491 .9493 .9493 .9490 
R = .99 
10 .9815 .9821 .9823 .9825 .9827 .9831 .9835 .9838 .9828 
20 .9858 .9857 .9859 .9861 .9863 .9866 .9866 .9869 .9860 
40 .9879 .9879 .9878 .9880 . 9881 .9882 .9883 .9884 .9882 
60 .9887 .9886 .9886 .9887 .9888 .9888 .9889 .9890 .9889 
80 .9889 .9889 .9889 .9890 .9891 .9891 . 9892 .9893 .9892 
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" TABLE XV. MONTE ·CARLO MEANS FOR R2 
n .2 .3 .4 . 5 . 6 .7 . 8 .9 1.0 
R = .1 
10 .1482 .1303 .1151 .1078 .1036 .1000 .0982 .0976 .0981 
20 .1409 .1224 .1107 .1047 .1008 .0986 .0987 .0982 .0990 
40 .1271 .1107 .1050 .1002 .0983 .0982 .0980 .0983 .0967 
60 .1195 .1083 .1039 .1017 .1009 .1002 .1000 .0997 .0997 
80 .1171 .1069 .1033 .1008 .0997 .0992 .0984 .0986 .0991 
R = .25 
10 .1992 . 2042 . 2056 .2314 .2147 .2230 .2279 .2324 .2370 
20 .2174 .2190 .2200 .2253 .2295 .2333 .2381 .2406 .2444 
40 .2236 .2246 .2311 .2340 .2376 .2405 .2427 .2445 .2476 
60 .2270 .2319 .2378 .2408 .2439 .2456 .2472 .2481 .2507 
80 .2324 .2366 .2408 .2427 .2446 .2460 .2463 .2472 .2492 
R = .5 
10 .4172 .3857 .4321 .4371 .4571 .4686 .4767 .4825 .4863 
20 .3818 .3983 .4488 .4667 .4775 .4842 .4890 .4918 .4953 
40 .4199 .4541 .4743 .4832 .4889 .4921 .4942 .4964 .5045 
60 .4429 .4708 .4856 .4903 .4952 .4966 .4982 .4993 .5042 
80 .4583 .4805 .4887 .4929 .4957 .4973 .4980 .4994 .5014 
R = .75 
10 .6405 .6675 .7005 .7200 .7298 .7340 .7361 .7370 .7367 
20 .6556 .7103 .7291 .7370 .7409 .7426 .7431 .7436 .7443 
40 .7035 .7323 .7411 .7443 .7457 .7464 .7466 .7467 .7562 
60 .7227 .7396 .7451 .7469 .7481 .7486 .7490 .7495 .7539 
80 .7312 .7429 .7464 .7480 .7487 .7491 .7495 .7495 .7514 
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"' TABLE XV. MONTE CARLO MEANS FOR R2 (continued) 
n . 2 . 3 . 4 . 5 .6 .7 . 8 . 9 1.0 
R = .9 
---
10 .8545 .8717 .8810 .8844 .8853 .8860 .8861 .8860 .885 
20 .8752 .8894 .8921 .8927 .8930 .8932 .8927 .8927 . 892t 
40 .8915 .8958 .8964 .8968 .8967 .8966 .8964 .8963 . 9 02 t 
60 .8956 .8967 .8981 .8982 .8982 .8982 .8982 .8984 . 901] 
80 .8970 .8983 .8986 .8987 .8988 .8988 .8990 .8989 . 900( 
R = .95 
10 .9257 .9323 .9351 .9359 .9360 .9366 .9369 .9370 .9368 
20 . 9 391 .9422 .9429 .9430 .9432 .9434 .9431 .9433 .9430 
40 .9461 .9467 .9465 .9467 .9542 .9450 .9466 .9466 .9506 
60 .9479 .9481 .9480 .9480 .9479 .9480 .9481 .9482 .9499 
80 .9486 .9485 .9485 .9485 .9486 .9486 .9488 .9488 .9494 
R = .99 
10 .9776 .9786 .9798 .9804 .9809 .9816 .9822 .9825 .9827 
20 .9838 .9843 .9849 .9853 .9856 .9860 .9860 .9863 .9862 
40 .9870 .9873 .9874 .9876 .9878 .9880 .9881 .9881 .9894 
60 .9881 .9883 .9884 .9885 .9886 .9887 .9888 .9888 .9894 
80 .9885 .9886 .9887 .9888 .9889 .9890 .9891 .9892 .9894 
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TABLE XVI. MONTE CARLO VARIANCES FOR R1 
n .2 .3 . 4 • 5 .6 .7 • 8 . 9 1.0 
R = .1 
10 .6611-1 .3919-1 .2499-1 .1764-1 .1309-1 .1015-1 .8370-2 .7265-2 .6656-2 
20 .4015-1 .2283-1 .1467-1 .1018-1 .7327-2 .5596-2 .4575-2 .3954-2 .3621-2 
40 .2388-1 .1285-1 .8162-2 . . 5350-2 .3874-2 .3046-2 .2368-2 .2501-2 .1871-2 
60 .1748-1 .9494-2 .5832-2 .4180-2 .2886-2 .2203-2 .1697-2 .1429-2 .1250-2 
80 .1422-1 .7326-2 .4587-2 .3057-2 .2205- 2 .1555-2 .1191-2 .1049-2 .9912-3 
R = .25 
10 .8228-1 .5514-1 .3903-1 .2974-1 .2347-1 .1936-1 .1669-1 .1494-1 .1420-1 
20 .5572-1 .3534-1 .2454-1 .1778-1 .1327-1 .1043-1 .8686-2 .7741-2 .7214-2 
40 .3697-1 .2178-1 .1389-1 .9182-2 .6601-2 .5263-2 .4281-2 .3881-2 .3601-2 
60 .2813-1 .1592-1 .9765-2 .6870-2 .4781-2 .3637-2 .2947-2 .2610-2 .2403-2 
80 .2300-1 .1232-1 .7587-2 . 4953-2 , .3472-2 .2530-2 .2007-2 .1857-2 .1891-2 
R = .5 
10 .1067-0 .7299-1 .5080-1 .3662-1 .2769-1 .2300-1 .2027-1 .1865-1 .1861-1 
20 .6991- 1 .4089-1 .2560-1 .1730-1 .1285-1 .1070-1 .9662-2 .9214-2 .9361-2 
40 .4288-1 .2069-1 .1139-1 .7435-2 .5676-2 .5012-2 .4641-2 .4510-2 . 4398-·2 
60 .2905-1 .1306-1 .7005-2 .5125-2 .3847-2 .3290-2 .3087-2 .2977-2 .2904-2 
80 .2139-1 .9053-2 .5337-2 .3537-2 .2746-2 .2314-2 .2139-2 .2124- 2 . 2271-·2 
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TABLE XVI. MONTE - CARLO VARIANCES FOR R1 (continued) 
n . 2 • 3 .4 .5 .6 .7 .8 . 9 1.0 
R = .75 
10 .1163-0 .0520-1 .2970-1 .1920-1 .1482-1 .1332-1 .1264-1 .1223-1 .1291-1 
20 .4858-1 .1774-1 .1026-1 .7919-2 .7005-2 .6744-2 .6568-2 .6483-2 .7225-2 
40 .1636-1 .5854-2 .4138-2 .3548-2 .3448-2 .3395-2 .3369-2 .3310-2 .3303-2 
60 .7705-2 .3417-2 .2554-2 .2405-2 .2266-2 .2235-2 .2218-2 .2222-2 .2176-2 
80 .5199-2 .2389-2 .1918-2 .1732-2 .1694-2 .1669-2 .1672-2 .1640-2 .1713-2 
R = .90 
10 .5535-1 .1563-1 .8139-2 .6369-2 .5848-2 .5652-2 .5501-2 .5356-2 .6159-2 
20 .1085-1 .3757-2 .3240-2 .3049-2 .2959-2 .2879-2 .2803-2 .2709-2 .3545-2 
40 .2452-2 .1738-2 .1663-2 .1580-2 .1561-2 .1516-2 .1469-2 .1416-2 .1666-2 
60 .1261-2 .1126-2 .1075-2 .1059-2 .1035-2 .1008-2 .9731-3 .9561-3 .9369-3 
80 .9462-3 .8422-3 .8214-3 .8187-3 .7933-3 .7788-3 .7609-3 .7253-3 .7422-3 
R = .95 
10 .2056-1 .5282-2 .3433-2 .3173-2 .3027-2 .2944-2 .2827-2 .2729-2 .3649~2 
20 .2810-2 .1612-2 .1536-2 .1473-2 .1432-2 .1375-2 .1319-2 .1254-2 .2188-2 
40 .9749-3 .8639-3 .8348-3 .7912-3 .7619-3 .7247-3 . 6885-3 .6578-3 .9525~3 
60 .5999-3 .$824-3 .5489-3 . 5215-3 .5079-3 .4851-3 .4597-3 .4411-3 .4524-3 
80 . .4746-3 .4462-3 .4287-3 .4136-3 .3987-3 .3830-3 .3682-3 .3445-3 .3739~3 
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TABLE XVI. MONTE CARLO VARIANCES FOR R1 (continued) 
n .2 . 3 .4 . 5 .6 . 7 .8 . 9 1.0 
. R = .. 99 
10 .2348-2 .1258-2 .1115-2 .1038-2 .9921-3 .9456-3 .8941-3 .8527-3 .2045-2 
20 .4008-3 .3765-3 .3503-2 .3220-3 .3045-3 .2871-3 .2703-3 .2527-3 .1346-2 
40 .2309-3 .2143-3 .2023-3 .1858-3 .1811-3 .1696-3 .1604-3 .1580-3 .4883-3 
60 .1568-3 .1445-3 .1373-3 .1284-3 .1254-3 .1165-3 .1184-3 .1133-3 .1466-3 
80 .1356-3 .1289-3 .1205-3 .1129-3 .1151-3 .1055-3 .1021-3 .1023-3 .1318-3 
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TABLE XVII. MONTE CARLO VARIANCES FOR R2 
n .2 . 3 . 4 .5 . 6 .7 . 8 . 9 1.0 
R = .1 
10 .4953-1 .2969-1 .1920-1 .1371-1 .1028-1 .8018-2 .6568-2 .5577-2 .4881-2 
20 .3333-1 .1930-1 .1257-1 .8831-2 .6387-2 .4873-2 .3903-2 .3223-2 .2753-2 
40 .2127-1 .1162-1 .7463-2 .4949-2 .3546-2 .2740-2 .2091-2 .1679-2 .1441-2 
60 .1605-1 .8844-2 .5465-2 .3912-2 .2702-2 .2048-2 .1523-2 .1203-2 .1005-2 
80 .1329-1 .6913-2 .4354-2 .2911-2 .2077-2 .1454-2 .1079-2 .8694-3 .7187-3 
R = .25 
10 .6443-1 .4548-1 .3249-1 .2540-1 .2046-1 .1710-1 .1481-1 .1320-1 .1216-1 
20 .4839-1 .3155-1 .2300-1 .1643-1 .1236-1 .9738-2 .8008-2 .6953-2 .6412-2 
40 .3420-1 .2052-1 .1325-1 .8846-2 .6293-2 .4921-2 .3937-2 .3390-2 .3291-2 
60 .2668-1 .1174-1 .9378-2 .6605-2 .4587-2 .3476-2 .2732-2 .2335-2 .2172-2 
80 .2211-1 .1196-1 .7378-2 .4825-2 .3337-2 .2417-2 .1879-2 .1619-2 .1505-2 
R = . 5 
10 .1177-0 .6921-1 .4821-1 .3577-1 .2767-1 .2323-1 .2055-1 .1895-1 .1816-1 
20 .6608-1 .3956-1 .2535-1 .1733-1 .1295-1 .1078-1 .9725-2 .9268-2 .9457-2 
40 .4189-1 .2067-1 .1145-1 .7509-2 .5665-2 .4939-2 .4576-2 .4443-2 .4840-2 
60 .2886-1 .1310-1 .7019-2 .5058-2 .3808-2 .3277-2 .3050-2 .3010-2 .3194-2 
80 .2136-1 .9079-2 .5311-2 .3527-2 .2710-2 .2308-2 .2147-2 .2106-2 .2270-2 
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TABLE XVII. MONTE CARLO VARIANCES FOR R2 (continued) 
n .2 • 3 . 4 • 5 .6 . 7 • 8 . 9 1.0 
R = .75 
10 .9561-1 .5396-1 .3213-1 .2151-1 .1671-1 .1490-1 .1405-1 .1361-1 .1348-1 
20 .4839-1 .1901-1 .1107-1 .8508-2 .7494~2 .7181-2 .7020-2 .7003-2 .7366-2 
40 .1721-1 .6190-2 .4339-2 .3767-2 .3570-2 .3504-2 .3499-2 .3525-2 .3753-2 
60 .8088-2 .3553-2 .2627-2 .2444-2 .2330-2 .2307-2 .2306-2 .2398-2 .2554-2 
80 .5401-2 .2453-2 .1947-2 .1773-2 .1728-2 .1727-2 .1744-2 .1747-2 .1888-2 
R = .90 
10 .3407-1 .1583-1 .9517-2 .7515-2 .6830-2 .6490-2 .6261-2 .6104-2 .6038-2 
20 .1122-1 .4370-2 .3636-2 .3362-2 .3233-2 .3127-2 .3053-2 .2992-2 .3102-2 
40 .2723-2 .1883-2 .1770-2 .1699-2 .1635-2 .1577-2 .1543-2 .1531-2 .1509-2 
60 .1353-2 .1186-2 .1116-2 .1088-2 .1073-2 .1047-2 .1018-2 .1029-2 .1048-2 
80 .1001-2 .8693-3 .8510-3 .8434-3 .8124-3 .8143-3 .7898-3 .7737-3 .7991-3 
R = .95 
10 .1242-1 .5845-2 .4271-2 .3824-2 .3557-2 .3394-2 .3238-2 .3130-2 .3072-2 
20 .3156-2 .1888-2 .1735-2 .1636-2 .1568-2 .1497-2 .1438-2 .1390-2 .1425...;2 
40 .1090-2 .9381-3 .8887-3 .8417-3 .7965-3 .7580-3 .7248-3 .7083-3 .6702-3 
60 .6470-3 .6070-3 .5711-3 .5379-3 .5263-3 .5033-3 .4810-3 .4771-3 .4714-:3 
80 .4991-3 .4628-3 .4434-3 .4305-3 .4056-3 .3968-3 .3789-3 .3630-3 .3734-3 
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"' TABLE XVII. MONTE -CARLO VARIANCES FOR R2 (continued) 
n .2 .3 .4 . 5 .6 .7 .8 . 9 1.0 
R = ,.99 
10 .1740-2 .1514-2 .1297-2 .1164-2 .1100-2 .1027-2 .9593-3 .9189-3 .8771-3 
20 .4865-3 .4275-3 .3850-3 .3530-3 .3248-3 .3047-3 .2869-3 .2715-3 .2748-3 
40 .2475-3 .2276-3 .2123-3 .2007-3 .1893-3 .1723-3 .1660-3 .1630-3 .1526-3 
60 .1649-3 .1522-3 .1387-3 .1319-3 .1300-3 .1238-3 .1201-3 .1133-3 .1133-3 
80 .1378-3 .1286-3 .1207-3 .1175-3 .1095-3 .1103-3 .1028-3 .1075-3 .1035-3 
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TABLE XVIII. ASYMPTOTIC VARIANCES OF R1 
r/n 
R .2 • 3 .4 .5 . 6 . 7 . 8 . 9 1.0 
n = 10 
.10 .17028-0 .80114-1 .451.97-1 .28349-1 .19167-1 .13803-1 .10610-1 .89997-2 .76814-2 
.25 .26222-0 .11772-0 .64647-1 .40349-1 .27821-1 .20944-1 .17144-1 .15427-1 .13722-1 
.50 . 14085-0 .61291-1 .35396-1 .25001-1 .20400-1 .18316-1 .17435-1 .17195-1 .16692-1 
.75 .25440-1 .15774-1 .13707-1 .13265-1 .13204-1 .13200-1 .13151-1 .13037-1 .13020-1 
.90 . 65499-2 . 65104-2 .64432-2 .62901-2 .60840-2 .58495-2 .56029-2 .5378 6-2 .53459-2 
. 95 .34368-2 .32796-2 .30778-2 .28758-2 .26849-2 .25077-2 .23454-2 . • 22136 ~ 2 .21811~ 2 
.99 .48425-3 .40048-3 .34290-3 .30008-3 .26644-3 .2 3901- 3 . 21 634-3 . 19960-3 .19390-3 
n = 20 
.10 .85138-1 .40057-1 .22599-1 .14175-1 .95835-2 .69014-2 .53048-2 .44999-2 .38407-2 
.25 .13111-0 .58861-1 .32323-1 .20175-1 .13911-1 .10472-1 .85721-2 .77137-2 .68612-2 
.50 .70427-1 .30646-1 .17698-1 .12500-1 .10200-1 .91581-2 .87175-2 .85974-2 .83461-2 
.75 .12720-1 .78871-2 .68534-2 .66323-2 .66022-2 .65999-2 .65756-2 .65485-2 .65400-2 
.90 .32750-2 .32552-2 .32216-2 .31451-2 .30420-2 .29248-2 . 28015-2 .26893-2 .26730-2 
.95 .17184-2 .16398-2 .15389-2 .14379-2 .13425-2 .12538-2 .11727-2 .11068-2 .10905-2 




TABLE XVIII. ASYMPTOTIC VARIANCES OF R1 (continued) 
r/n 
R .2 • 3 .4 • 5 .6 . 7 . 8 . 9 1.0 
n = 40 
.10 .42569-1 .20028-1 .11299-1 .70874-2 .47917-2 .34507-2 .26524-2 .22499-2 .19203-2 
.25 .65555-1 .29430-1 .16162-1 .10087-1 .69553-2 .52359-2 .42861-2 .38568-2 .34306-2 
.so .35214-1 .15323-1 .88489-2 .62502-2 .50999-2 .45790-2 .43587-2 .42987-2 .41731-2 
.75 .63599-2 .39435-2 .34267-2 .33161-2 .33011-2 .33000-2 .32878-2 .32700-2 .32600-2 
.90 .16375-2 .16276-2 .16108-2 .15725-2 .15210-2 .14624-2 .14007-2 .13447-2 .13365-2 
. 95 .85920-3 .81991-3 .76944-3 .71894-3 .67123-3 .62692-3 .58634-3 .55341-3 .54527-3 
.99 .12106-3 .10012-3 . 85724-4. .75020.-4 .66610-4 .59752-4 .54085-4 .49900-4 .48476-4 
·n·= 60 
.10 .28379-1 .13352-1 .75328-2 .47249-2 .31945-2 .23005-2 .17683-2 .14999-2 .12802-2 
.25 .43704-1 .19620-1 .10774-1 .67249-2 .46368-2 .34906-2 .28574-2 .25712-2 .22871-2 
.50 .23476-1 .10215-1 .58993-2 .41668-2 .34000-2 .30527-2 .29058-2 .28658-2 .27820-2 
.75 .42400-2 .26290-2 .22845-2 .22108-2 .22007-2 .22000-2 .21919-2 .21800-2 .21728-2 
.90 .10917-2 .10851-2 .10739-2 .10484-2 .10140-2 .97492-3 .93382-3 .89643-3 .89099~: 
.95 .57280-3 .54660-3 .51296-3 .47929-3 .44749-3 .41795-3 .39090-3 .36894-3 .36352--: 
.99 .80708-4 .66746-4 .57149-4 .50013-4 .44407-4 .39834-4 .36057-4 .33267-4 . 32317-4 
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" TABLE XVI II. ASYMPTOTIC VARIANCES OF R1 (continued) 
r/n 
R . 2 . 3 • 4. .s .• 6 . 7 . 8 . 9 1.0 
·n =··so 
. 10 . 21285-1 .10014-1 .56496-2 .35437-2 .23959-2 .17253-2 .13262-2 .11250-2 .96017-3 
.25 . 32778-1 .14715-1 .80808-2 .50437-2 .34776-2 .26180-2 .21430-2 .19284-2 .17153-2 
. so . 17607-1 .76614-2 .44245-2 .31251-2 .25500-2 .22895-2 .21794-2 .21494-2 .20865-2 
) 
.75 . 31800-2 .19718-2 .17134-2 .16581-2 .16505-2 .16500-2 .16439-2 .16350-2 .16296-2 
.90 .81874-3 .81380-3 .80541-3 .78627- 3 .76049-3 .73119 - 3 .70037-3 .67233-3 .66824-3 
.95 .42960-3 .40995-3 .38472-3 .35947-3 .33562-3 .31346-3 .29317-3 .27671-3 .27264-J 
.99 .60531-4 .50059-4 .42862-4 .37510-4 .33305-4 .29876-4 .27042-4 .24950-4 .24238-4 
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TABLE XIX. MONTE· CARLO VALUES OF r1y SUCH THAT P[(R1-R)/cra<r1y] = y 
r/n 
n R ,2 .3 .4 .5 .6 . 7 • 8 .9 1.0 
y = .01 
.10 - .30 - .40 - .so - .60 - .79 - .89 - .99 -1.09 -1.18 
. 25 - .50 - .80 -1.00 .. -1.29 -1.49 -1.77 -1.92 -1.97 -2.04 
.50 -1.40 -2.09 -2.69 -3.16 -3.38 -3.23 -2.88 -2.S4 -2.46 
10 .7S -4.05 -2.98 -2.S8 -2.43 -2.42 -2.37 
.90 -- -- -3.S3 -2.87 -2.72 -2.77 -2.82 -2.88 -2.8S 
.95 -- -3.90 -3.11 -3.12 -3.23 -3.3S -3.41 -3.47 -3.38 
.99 -4.SO -4.88 -- -- -- -- -- -- --
.10 - .40 - .50 - .70 - .89 -1.08 -1.23 -1.38 -1.4S -1.55 
.25 - .70 -1.09 -1.39 -1.77 -2.07 -2.28 -2.34 -2.38 -2.25 
.so -1.89 -2.87 -3.61 -3.62 -3.29 -2.84 -2.61 -2.45 -2.40 
20 .75 -- -- -3.79 -2.93 -2.61 -2.48 -2.39 -2.41 ~2.41 
.90 -- -3.16 -2.6S -2.S7 -2.S8 -2.66 -2.68 -2.72 -2.79 
.95 -3.75 -2.7S -2.8S -2.92 -3.05 -3.06 -3.12 -3.17 -3.21 
.99 -3.85 -4.03 -4.46 -4.S9 -4.66 -4.54 -4.54 -4.51 -4.57 
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TABLE XIX. MONTE CARLO VALUES OF r1y SUCH THAT P[(R1-R)/aa<r1yl = y (continued) 
r/n 
n R . 2 . 3 .4 .5 .6 .7 . 8 .9 1.0 
r = .01 
.10 - .50 - .79 - .99 -1.19 -1.43 -1.58 -1.75 -1.84 -1.89 
.25 -1.00 -1.48 -1.94 -2.33 -2.42 -2.44 -2.48 -2.44 -2.36 
.50 -2.67 -3.57 -3.59 -3.21 -2.82 -2.75 -2.65 -2.51 -2.38 
40 .75 -- -4.07 -2.87 -2.50 -2.36 -2.41 -2.39 -2.37 -2.37 
.90 ~· 3. 89 -2.61 -2.49 -2.47 -2.48 !o'i"2.50 -2.61 -2.76 -2.69 
.95 -2.65 -2.57 -2.67 -2.83 -2.88 -2.88 ~2.92 -3.02 -2.95 
.99 -3.60 -3.61 -3.84 ":""3.92 -3.96 - 3.71 -3.64 -3.64 -3.80 
.10 - .60 - .89 -1.18 -1.42 -1.66 -1.75 -1.82 -1.93 -1.98 
.25 -1.19 -1.77 -2.19 -2.42 -2.65 -2.41 -2.38 -2.41 -2.35 
.so -3.15 -3.73 -3.26 -3.22 -2.84 -2.46 -2.39 -2.23 -2.27 
60 .75 -4.53 -3.32 -2.69 -2.60 -2.41 -2.46 -2.43 -2.43 -2.19 
.90 -2.77 -2.55 -2.55 -2.59 -2.68 -2.69 -2.69 -2.67 -2.48 
.95 -2.53 -2.67 -2.79 -2.81 -2.92 -3.02 -2.93 -3.13 -2.70 
.99 -3 . 44 -3.35 -3.57 -3.51 -3.65 -3.79 -3.55 -3.51 -3.50 
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TABLE XIX. MONTE ·CARLO VALUES OF r S~CH . . THA.T P [ (R1 -R) /cra <r ly] = y (continued) . . .. ly 
tjn 
1. 0: . n . R .2 . . 3 .4 • 5 .6 . 7 . 8 . 9 
y ·= ·. ·o1 
.10 - .70 - .99 -1.31 -1.57 -1.71 -1.93 -1.98 -2.08 -2.13 
.25 -1.39 -1.97 -2.30 -2.45 -2.44 -2.43 -2.43 -2.30 -2. 44. 
.50 -3.35 -3.28 -3.09 -3.04 -2.82 -2.61 -2.36 -2.29 -2.38' 
80 .75 -4.61 -3.24 -2.78 -2.37 -2.24 -2.41 -2.38 -2. 35 . -2.40 
.90 -2.82 -2.48 -2.49 -2.53 -2.55 -2.63 -2.59 -2.58 -2.47 
.95 -2.64 -2.73 -2.82 -2.87 -2.79 -2.95 -2.82 -2.75 -2.67. 




TABLE XIX. MONTE · CARLO VALUES OF r1y SUCH THAT P[(R1-R)/oa<r1yl = y (continued) 
r/n 
n R .2 . 3 .4 . 5 . 6 .7 . 8 . 9 1.0 
y = .025 
.10 - . 30 - .39 - .49 - .59 - .79 - .88 - .98 -1.07 -1.15 
.25 - .50 - .79 - .99 -1.28 -1.47 -1.72 -1.83 -1.84 -1.85 
.50 -1.39 -2.08 -2.66 -3.10 -2.93 -2.56 -2.30 -2.09 -2.03 
10 .75 -4.78 -- -4.57 -2.90 -2.31 -2.07 -2.02 -2.01 -1.98 
.90 -- -3.90 -2.34 -2.21 -2.18 -2.27 -2.28 -2.32 -2.33 
.95 -- -2.56 -2.45 -2.52 -2.60 -2.68 -2.73 -2.74 -2.72 
.99 -3.55 -3.86 -4.08 -4.13 -4.16 -4.25 -4.19 -4.15 -4.05 
.10 - . . 39 - .49 - .69 - .88 -1.06 -1.18 -1.32 -1.38 -1.45 
.25 - .69 -1.08 -1.38 -1.73 -1.98 -2.04 -2.05 -1.94 -1.94 
. 50 -1.88 -2.83 -3.27 -2.97 -2.63 -2.33 -2.13 -2.00 -1.97 
20 .75 -- -4.26 -2.84 -2.25 -2.16 -2.03 -1.99 -1.98 -2.03 
.90 -4.19 -2.26 -2.17 -2.13 -2.15 -2.20 -2.25 -2.27 -2.31 
.95 -2.48 -2.30 -2.37 -2.45 -2.52 -2.55 -2.58 -2.59 -2.62 
.99 -3.21 -3.43 -3.46 -3.56 -3.63 -3.61 7"3.59 -3.44 -3.45 
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TABEL XIX. MONTE - CARLO VALUES OF r SUCH THAT P [ (R1-R) /a a< r1y] = y (continued) 1y 
r/n 
. . 
n - R .•. 2- . .• .3 ' . 4 ' . 5 ' .6 .7 .8 . 9 1.0 
y = .025 
.10 
-
.49 - .78 - .97 -1.16 -1.36 -1.51 -1.56 -1.63 -1.69 
.25 - .99 -1.46 -1.85 -2.10 -2.09 -2.18 -2.01 -1.98 -2.00 
.50 -2.64 -2.89 -3.03 -2.64 -2.35 -2.19 -2.09 ~2.05 -2.00 
40 .75 -4.64 -2.99 -2.29 -2.16 -2.04 -2.02 -2.04 -2.02 -1.98 
.90 -2.64 -2.13 -2.10 
-2.15 -2.18 -2.20 -2.27 -2.25 -2.20 
.95 -2.23 -2.25 -2.30 -2.33 -2.35 -2.38 -2.50 -2.44 -2.41 
.99 -2.96 -3.03 -3.06 -3.14 -3.16 -3.07 -3.03 -2.94 -2.89 
.10 - • 59 - .88 -1.14 -1.34 -1.52 -1.57 -1.65 -1.75 -1.68 
.25 -1.18 -1.72 -2.01 -2.11 -2.15 -2.04 -2.00 -1.99 -1.97 
.so -2.96 -2.93 -2.80 -2.57 -2.25 -2.13 -2.03 -1.99 -1.91 
60 .75 -3.63 -2.81 -2.34 -2.21 -2.07 -2.03 -2.01 -2.05 -1.88 
.90 -2.27 -2.04 -2.09 -2.10 -2.11 -2.25 -2.22 -2.27 -2.05 
.95 -2.09 -2.16 -2.18 -2.22 -2.32 -2.39 -2.36 ~2.46 -2.20 
.99 -2.79 -2.85 -2.76 -2.72 -2.85 -2.99 -2.84 -2.94 -2.68 
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"' TABLE XIX. MONTE CARLO VALUES OF r1y SUCH THAT P f (R1 -R) /a a <r 1 Y] = y (continued) 
. .. 
r/n 
. .. ... 
. R ... • 2 . . .. . . • 3 . . . . • 4 . .. .. ·• 5. ·.· .• 6 . •. 7 . 8 • 9 1.0 n. . . . . . 
· y =· ·:··025 
.10 - .69 - .98 -1.26 -1.46 -1.57 -1.64 -1.72 -1.83 -1.82 
.25 -1.37 -1.83 -2.03 -2.10 -2.08 -2.08 -1.97 -2.00 -2.03 
.50 -2.98 -2.76 -2.65 -2.45 -2.20 -2.02 -2.89 -1.91 -2.01 
80 .75 -3.33 -2.40 -2.15 -2.01 -2.00 -1.95 -1.94 -1.97 -1.91 
. 90 -2.22 ~2.00 -2.04 -2.07 -2.08 -2 .-11 -2.09 -2.12 -2.07 
.95 -2.01. - 2.16 -2.21 -2.2£> -2.35· -2-.34 -2.19 -2.24 -2.28 
.99 - 2 .69 -2.66 -2.81 -2.82 -2.76 -2.86 -2.68 -2.61 -2.51 
83 
"' TABLE XIX. MONTE CARLO VALUES OF r1y SUCH THAT P[ (R1-R)/cra<r1y] = y (continued) 
r/n 
n R .2 • 3 .4 .5 . 6 . 7 . 8 . 9 1.0 
r = .05 
.10 - .29 - . 39 
- .49 - .58 - .77 - .87 - .96 -1.04 -1.10 
.25 - .49 - .78 - .98 -1.26 -1.44 -1.62 -1.68 -1.62 -1.61 
.50 -1.39 -2.06 -2.62 -2.70 -2.36 -2.07 -1.84 -1.71 -1.67 
10 .75 -4.77 -- -3.06 -2.11 -1.79 -1.70 -1.68 -1.67 -1.65 
.90 -- -2.28 -1.82 -1.78 -1.81 -1.85 -1.89 -1.92 -1.90 
.95 -2.85 -1.96 -1.98 -2.05 -2.10 -2.12 -2.18 -2.20 -2.18 
.99 -2.77 -3 ·. 00 -3.13 -3.23 -3.19 -3.15 -3.15 -3.13 " -3.06 
.10 - .39 - .49 - .68 - .87 -1.02 -1.14 -1.25 -1.27 -1.33 
.25 
-
.68 -1.07 -1.35 -1.65 -1.75 -1.75 -1.74 -1.64 -1.65 
.50 -1.87 -2.70 -2.63 -2.35 -2.09 -1.85 -1.71 -1.64 -1.65 
20 .75 -- -3.02 -2.17 -1.83 -1.71 -1.65 -1.67 -1.68 -1.66 
.90 -2.74 -1.81 -1.76 -1.77 -1.84 -1.85 -1.86 -1.87 -1.85 
.95 -2.39 -1.87 -1.95 -1.99 -2.02 -2.06 -2.08 -2.08 -2.05 
.99 -2.50 -2.64 -2.73 -2.76 -2.75 -2.78 -2.78 -2.75 -2.63 
84 
/\. 
TABLE XIX. MONTE CARLO VALUES OF r1y SUCH THAT P [ (R1-R) /cra <r1Yl = y (continued) 
r/n 
n R .2 . 3 .4 .5 .6 .7 .8 .9 1.0 
X = .05 
.10 - .49 - .75 - .95 -1.22 -1.26 -1.38 -1.43 -1.43 -1.46 
.25 - .97 -1.42 -1.70 -1.80 -1.76 -1.76 ~1.71 -1.62 -1.66 
.50 -2.54 -2.59 -2.33 -2.05 -1.88 -1.78 -1.68 -1.63 -1.64 
40 .75 -3.57 -2.27 -1.87 -1.73 -1.68 -1.67 -1.69 -1.70 -1.65 
.90 -2.03 -1.73 -1.76 -1.73 -1.79 -1.81 -1.79 -1.82 -1.80 
.95 -1.81 -1.81 -1.88 -1.89 -1.94 -1.99 -1.93 -1.97 -1.94 
.99 -2.30 -2.39 -2.43 -2.40 -2.40 -2.42 -2.37 -2.37 -2.34 
.10 - .58 - .86 -1.08 -1.25 -1.36 -1.44 -1.46 -1.52 -1.47 
.25 -1.16 -1.62 -1 . 71 -1.77 . -1.80 -1.75 - 1.70 -1.62 -1.63 
.50 -2.41 -2.54 -2.01 -2.07 -f. 8,3 -1.77 -1.69 -1.71 -1.64 
60 .75 -2.70 -2.08 -1.82 -1.79 -1.67 -1.66 -1.65 -1.65 -1.63 
.90 -1.89 -1.72 -1.65 -1.64 -1.66 -1.69 -1.74 -1.76 -1.72 
.95 -1.74 -1.81 -1.79 -1.81 -1.84 -1.92 -1.91 -1.90 -1.84 
.99 -2.28 -2.31 -2.20 -2.23 -2.25 -2.29 -2.21 -2.21 -2.14 
85 
A 
TABLE XI.X. MONTE CARLO VALUES OF r1y SUCH THAT Pl(R1-R)/oa<r1Y] = y (continued) 
r/n 
n R .2 .3 .4 .5 .6 .7 . 8 . 9 1.0 
r = .05 
.10 - .68 - .96 -1.17 -1.30 -1.33 -1.45 -1.48 -1.49 -1.51 
.25 -1.32 -1.63 -1.70 -1.66 -1.64 -1.62 -1.63 -1.67 -1.68 
.so -2.43 -2.19 -1.99 -1.93 -1.77 -1.65 -1.61 -1.63 -1.66 
80 .75 -2.78 -1.94 -1.76 -1.64 -1.66 -1.62 -1.63 -1.65 -1.63 
.90 -1.75 -1.63 -1.66 -1.67 -1.68 -1.75 -1.71 -1.71 -1.71 
.95 -1.71 -1.72 -1.71 ~1.19 -1 .. 80 -; 1 .. 90 . ~1 :.86 -- ~1 ·. 80 -- ~1 •. 81 
.99 -2.18 -2.11 -2.14 -2.15 -2.17 - 2.17 -2.18 -2.16 -2.05 
86 
/\ 
TABLE XIX. MONTE ·CARLO VALUES.- OF r1y SUCH THAT P[(R1-R)/aa<r1y] = y (continued) 
r/n 
n R .2 . 3 .4 .5 .6 .7 . 8 . 9 1.0 
r = ,.10 
.10 - .28 - .38 - .47 - .57 - .74 - .83 - .92 - .96 - .99 
.25 - .48 - .77 - .96 -1.22 ~1.36 -1.39 -1.36 -1.30 -1.27 
.50 -1.37 -2.03 -2.36 -1.96 -1.65 -1.47 -1.34 -1.28 -1.28 
10 .75 -4.73 -3.27 -1.82 -1.43 -1.30 -1.28 -1.27 -1.26 -1.27 
.90 -3.43 -1.42 -1.37 -1.35 -1.38 -1.40 -1.42 -1.43 -1.41 
. 9 5 -1.57 -1.42 -1.47 -1.51 -1.55 -1.56 -1.60 -1.59 -1.57 
.99 -1.99 -2.10 -2.12 -2.18 -2.19 -2.15 -2.14 -2.10 -2.04 
.10 - .38 - .47 - .65 - .83 - .95 -1.03 -1.08 -1.09 -1.12 
.25 - .67 -1.03 -1.29 -1.41 -1.44 -1.39 -1.33 -1.28 -1.29 
.so -1.83 -2.18 -1.94 -1.69 -1.48 -1.35 -1.29 ~1.27 -1.27 
20 .75 -3.53 -1.86 -1.42 -1.30 -1.27 -1.25 -1.24 -1.24 -1.26 
.90 -1.61 -1.34 -1.32 -1.34 -1.35 -1.35 -1.37 -1.40 -1.38 
.95 -1.39 -1.40 -1.44 -1.46 -1.49 -1.48 -1.50 -1.52 -1.49 
.99 -1.77 -1.85 -1.89 -1.91 -1.91 -1.89 -1.90 -1.88 -1.85 
87 
/\ 
TABLE XIX. MONTE CARLO VALUES OF r1y SUCH THAT P[(R1-R)/oa<r1yl = y (continued) 
r/n 
. n R , 2 .3 .4 .5 .6 • 7 . 8 .9 1.0 
J: = .10 
.10 - .47 - .71 - .90 - .99 -1.09 -1.13 -1.20 -1.15 -1.19 
.25 - .95 -1.30 -1.40 -1.38 -1.35 -1.38 -1.30 -1.29 . -1.30 
.50 -2.15 -1.87 -1.63 -1.48 -1.39 -1.34 -1.28 -1.27 -1.28 
40 .75 -2.29 -1.64 -1.40 -1.33 -1.31 -1.27 -1.26 -1.26 -1.28 
.90 -1.47 -1.34 -1.33 -1.34 -1.36 -1.38 -1.39 -1.39 -1.34 
.95 -1.33 -1.36 -1.41 -1.42 -1.43 -1.46 -1.47 -1.47 -1.41 
.99 -1.63 -1.73 -1.74 -1.69 -1.67 -1.70 -1.69 -1.70 -1.64 
,10 - .57 - .83 - .97 -1.09 -1.13 -1.18 -1.19 -1.21 -1.18 
.25 -1.12 -1.35 -1.38 -1.41 -1.36 -1.36 -1.32 -1.31 -1.25 
.50 -2.00 -1.75 -1.49 -1.49 -1.41 -1.35 -1.28 -1.27 -1.29 
60 .75 -1.98 -1.60 -1.35 -1.31 -1.27 -1.25 -1.24 -1.24 -1.29 
.90 -1.34 -1.22 -1.24 -1.27 -1.30 -1.34 -1.29 -1.28 -1.39 
.95 -1.26 -1.32 ~1.30 -1.36 -1.39 -1.41 -1.35 -1.34 -1.44 
.99 -1.55 - 1.60 -1.60 -1.56 -1.59 -1.61 -1.58 -1.57 -1.60 
88 
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TABLE XIX. MONTE CARLO VALUES OF r 1 SUCH THAT P [ ( R1- R) I a a< r 1 Y] = y (continued) 
r/n 
n R .2 .3 . 4 .5 . 6 . 7 . 8 . 9 1.0 
y = .10 
.10 - .65 - .90 -1.01 -1.13 -1.14 -1.17 -1.18 -1.21 -1.22 
.25 -1.24 -1.35 -1.38 -1.40 -1.35 -1.27 -1.26 -1.28 -1.28 
.so -1.83 -1.67 -1.60 -1.46 -1.36 -1.27 -1.25 -1.23 -1.29 
80 .75 -1.95 -1.38 ~1.26 -1.24 -1.22 -1.21 -1.20 -1.20 -1.28 
.90 -1 . 29 -1.20 -1.22 -1.25 , -1.28 -1.29 -1.31 -1.30 -1.35 
.. 95 -1.26 -1.26 -1.30 -1.33 -1.34 -1.34 -1.38 -1.38 -1.41 
.99 -1.49 -1.52 -1.53 -1.56 -1.52 -1.53 -1.56 -1.50 -1.54 
89 
"' TABLE XIX. MONTE CARLO VALUES OF r1y SUCH THAT P [ (R1-R)/cra <r1Yl = y (continued) 
r/n 
n R .2 .. 3 .4 .5 .6 .7 .8 . 9 1.0 
y = .25 
.10 - .25 - .34 - .43 - .52 - .60 - .62 - .63 - .61 - .61 
.25 - .45 - .72 - .85 - .83 - .77 - .72 - .70 - .66 - .65 
.50 -1.33 -1.41 -1.01 - .81 - .69 - .66 - .65 - .64 - .63 
10 .75 -2.72 - .89 - .67 - .63 - .62 - .62 - .63 - . 63 - .63 . 
.90 - .68 - .63 - .63 - .64 - .65 - .66 - .66 - .66 - .67 
.95 - .62 - .64 - .66 - .67 - .70 - .71 - .70 - .70 - .71 
.99 - .65 - .74 - .76 - .79 - .83 - .84 - .83 - .81 - .81 
.10 - .34 - .43 - .58 - .62 - .64 - .65 - .64 - .64 - .64 
.25 - .62 - .79 - .81 - .78 - .75 - .71 - .66 - .64 - .68 
.50 -1.28 - .96 - .81 - .75 - .70 - .68 - .65 - .64 - • 67 : 
20 .75 -1.07 - .70 - .64 - .64 - .64 - .64 - .63 - .64 - .67 
.90 - .64 - .62 - .63 - .63 - .65 - .66 - .67 - . 68 - . 68 . 
.95 - .62 - .63 - .66 - .65 - .67 - .68 - .69 - .70 - .70 




TABLE -XIX. -MONTE CARLO VALUES OF r SUCH THAT P I ( R1- R) I a a< r 1 Y ] = y (continued) - . . . . . . 1y. 
r/n 
' . . 
n- R • 2' ·. 3 .4 .5 .6 .7 . 8 .9 1.0 
r - • '25 
.10 - .43 - .58 - .62 - .65 - .64 - .65 - .65 - .64 - .65 
.25 - .78 - .80 - .73 - .72 - .68 - .65 - .68 - .67 - .67 
.50 -1.03 - .88 - .76 - .69 - .67 - .63 - .66 - .64 - .65 
40 .75 - .85 - .70 - .66 - .64 - .63 - .64 - .64 - .64 - .64 
.90 - .63 - .59 - .61 - .60 - .62 - .63 - .65 - .65 - .65 
.95 - .59 - .61 - .65 - .62 - .65 - .67 - .68 - .68 - .67 
.99 
-
. ·. 69 
- .6.7 - . 7.0 - • 6.9 - .71 - .73 - .73 - .73 - .71 
.10 - .51 - .59 - .61 - .67 - .·63 - .66 - .66 - .65 - .63 
.25 - .76 - .74 - .70 - .71 - .70 - .69 - .64 - .63 - .66 
.50 - .95 - .78 - .71 - .68 - .68 - .67 - .62 - .64 - .66 
60 .75 - .87 - .74 - .67 - .61 - .62 - .61 - .62 - .60 - .66 
.90 - .60 - .56 - .58 - .60 - .60 - .60 - .66 - .66 - .66 
.95 - .53 - .54 - .56 - .56 - .60 - .60 - .66 - .68 - .66 
.99 - .. 65 - .68 - .65 - .66 - .63 - .67 - .70 - .72 - .69 
91 
"' TABLE XIX. MONTE CARLO VALUES OF r1y SUCH THAT P [ ( R1- R) I a a< r 1 Y] = y (continued) 
r/n 
n R .2 .3 . 4 . 5 .6 • 7 .8 . 9 1.0 
. y = .25 
.10 - .56 - .60 - .61 - .65 - .66 - .65 - .67 - .65 - .67 
.25 - .76 - .71 - .69 - .70 - .72 - .66 - .65 - .66 - .68 
.50 - .87 - .77 - .68 - .67 - .66 - .64 - .67 - .66 - .67 
80 .75 - .72 - .68 - .66 - .65 - .64 - .65 - .65 - .66 - .67 
.90 - .60 - .61 - .61 - .64 - .63 - .61 - .64 - .64 - .66 
.95 - .58 - .58 - .66 - .63 - .68 - .62 - .63 - .69 - .67 
.99 - .67 - .66 - .67 - .67 - .70 - .69 - .68 - .69 - .69 
92 
"' TABLE XIX. MONTE CARLO VALUES OF r1y SUCH THAT P [ ( R1- R) I a a< r 1 Y] = y (continued) 
r/n 
n R .2 . 3 .4 . 5 .6 .7 . 8 .9 1.0 
r = .50 
.10 - .21 - .18 - .11 - .08 - .03 - .02 - .01 .04 .03 
.25 - .37 - .18 - .09 - .02 .03 .06 .06 .06 .04 
.50 - .44 - ~05 .03 .08 .07 .06 .06 .06 .05 
10 .75 .03 .10 .08 .07 .07 .07 .07 .07 .06 
.90 .12 .12 .11 .11 .10 .09 .09 .09 .01 
.95 .22 .17 .15 .13 .11 .10 .09 .09 .07 
.99 .29 .21 .16 .13 .12 .10 .10 .09 .07 
.10 - .15 - .09 - .05 - .01 - .01 - .03 .04 .02 .01 
.25 - .1S - .OS .00 .00 .03 .04 .06 .OS .03 
.50 - .11 - .02 .06 .05 .OS .02 .06 .06 .05 
20 .75 .08 .07 .07 .06 .06 .06 .06 .06 .06 
.90 .10 .10 .09 .09 .09 . 09 .08 .08 .06 
.95 .13 .11 .11 .08 .10 .09 .09 .08 .06 
.99 .15 .12 .12 .09 .10 .09 .08 .07 .06 
9 3 
A 
TABLE XIX .•.. MONTE CARLO. VALUES OF r SUCH THAT P I .. (R1-R) /a a <r 1 Y] = y (continued) 
-
. . l.y. . ' ... ' . 
r/n 
... 
.. 2. . . ·• 3. .4 ·• s . .6 .7 . 8 .9 1.0 n R 
r = .so 
.10 - .12 - .04 - .04 .01 .03 .01 .01 .01 .00 
.2S - .08 - .OS .00 .00 .00 .00 .OS .04 .02 
.so - .OS - .04 .06 .04 .04 .04 .03 .04 .03 
40 .7S .06 .OS .OS .OS .OS .04 .04 .04 .04 
.90 .09 .08 .08 .08 .07 .07 .07 .06 .04 
.9S .11 .10 .09 .09 .08 .07 .06 .OS .04 
.99 .13 .10 .11 .10 .08 .07 .05 .04 .04 
.10 - .10 - .OS - .02 .00 .02 .04 .04 .04 .OS 
.25 - .7S - .10 - .07 - .02 .03 .01 .02 .04 .06 
.so - .03 .04 .03 .03 .09 .06 .09 .OS .05 
60 .75 .05 .08 .08 .OS .OS .OS .OS .OS .02 
.90 .06 .08 .04 .04 .06 .08 .08 .06 .02 
.95 .10 .10 .08 .06 .06 .06 .07 .05 .03 
.99 .1S .13 .08 .07 .08 .08 .08 .03 .02 
94 
" TABLE XIX. MONTE CARLO VALUES OF r1y SUCH THAT P[{R1-R)/aa<r1YJ = y (continued) 
r/n 
n R .2 .3 .4 .5 .6 . 7 • 8 • 9 1.0 
y = .50 
.10 - .07 - .02 - .01 .03 .00 .03 .03 .03 .02 
.25 - .07 - .03 - .02 .00 .00 .00 .00 .00 .03 
.50 - .02 .00 .02 .01 .00 .03 .00 .01 .00 
80 .7S .03 .OS .05 .06 .04 .06 .03 .04 . 04 
.90 .08 .06 .03 .03 .OS .03 .04 .07 . 05 
.9S .09 .09 .08 .07 .07 .03 .04 .04 .04 
.99 .10 .07 .08 .08 .09 .07 .OS .02 .04 
95 
" TABLE XIX. MONTE CARLO VALUES OF r 1 SUCH THAT P[(R1-R)/aa<r1YJ = y (continued) Y 
r/n 
. n- R . . • 2 . 3 . 4 
.5 .6 . 7 . 8 . 9 1.0 
y = .75 
.10 .70 .72 .73 .75 .77 .78 .76 .74 .76 
.25 .53 .60 .64 .67 .70 .72 .72 .71 .74 
.50 .57 .62 .67 .70 .72 .73 .74 .74 .74 
10 .75 .62 .70 .74 .75 .75 .75 .74 .73 .71 
.90 .88 .79 .76 .73 .71 .69 .68 .67 .64 
.95 .79 .71 .67 .66 .64 .63 .63 .62 .59 
•. 99. .44 .46 .50 .50 .51 .51 .52 .52 .50 
.10 .72 .76 .75 .74 .73 .74 .76 .73 .73 
.25 .58 .63 .67 .68 .69 .71 .72 .70 .73 
.so .55 .61 .67 .70 .73 .74 .74 .74 .74 
20 : 7~ ~62 .69 .71 ,72 ~73 .72 .72 .72 .72 
.90 .74 .73 .71 .69 .68 .68 .68 .67 .68 
.95 .74 .70 .68 .66 .64 .65 .65 .64 .64 
.99 .48 .55 .56 .56 .56 .57 .57 .57 .57 
96 
A 
TABLE XIX. MONTE CARLO VALUES OF r1y SUCH THAT P[ (R1-R)/cra<r1Y] = y (continued) 
~ 
r/n 
n R .2 . 3 .4 .5 . 6 . 7 . 8 . 9 1.0 
y = .75 
.10 .69 .66 .70 .63 .69 .70 .70 .70 .72 
.25 .60 .62 .63 .61 .66 .68 .69 .69 .72 
.50 .58 .62 .63 .64 .67 .69 .72 .70 .71 
40 .75 .62 .68 .70 .71 .71 .71 .70 .71 .72 
.90 .73 .73 .70 .69 .67 .68 .66 .68 .68 
.95 .71 .69 .68 .65 .65 .64 .65 .65 .65 
.99 .61 .60 .60 . 59 .60 .59 .60 .60 .60 
.10 .65 .62 .69 .72 .72 .76 .75 .75 .76 
.25 .56 .54 .61 .68 .69 .70 .71 .74 .75 
.50 .54 .57 .64 .66 .73 .70 .71 .72 .73 
60 .75 .60 .62 .66 .67 .68 .67 .67 .68 .70 
.90 .69 .67 .68 .67 .69 .67 .66 .70 .67 
.95 .73 .69 .71 .70 .71 .67 .68 .68 .65 
.99 .64 .60 .62 .63 .63 .62 .64 .64 .60 
97 
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TABLE XIX. MONTE CARLO .VALUES OF r1y SUCH THAT P[ (R1-R)/cra<r1Y] = y (continued) 
r/n 
n R .2 . 3 . 4 .5 .6 .7 .8 .9 1.0 
r = .75 
.10 .65 .62 .68 .66 .66 .66 .64 .64 .72 
.25 .56 .60 .63 .62 .69 .64 .64 .64 .74 
.50 .54 .69 .66 .65 .67 .65 .66 .66 .76 
80 .75 .59 .65 .70 .70 .69 .68 .67 .66 .70 
.90 .71 .68 .68 .68 .69 .67 .70 .67 .68 
.95 .70 .68 .70 .70 .68 .68 .69 .70 .66 
.99 .64 .63 .63 .63 .63 .62 .66 .67 .62 
98 
A 
TABLE XIX. MONTE CARLO VALUES OF r1y SUCH THAT P[(R1-R)/oa<r1y] = y (continued) 
r/n 
n R . 2 • 3 .4 .5 .6 . 7 . 8 • 9 1.0 
r = .90 
.10 1.32 1.37 1.39 1.39 1.40 1.40 1.40 1.41 1.44 
.25 .88 .99 1.05 1.12 1.19 1.23 1.29 1.31 1 .. 37 
.50 .76 .91 1.04 1.17 1.28 1.33 1.36 1.37 1.37 
10 .75 1.00 1.27 1.35 1.36 1.33 1.32 1.29 1.28 1.22 
.90 1.22 1.15 1.11 1.08 1.06 1.05 1.04 1.04 1.01 
.95 .86 .85 .85 .87 .87 .88 .89 .90 .88 
.99 .48 .47 .56 .56 .60 .63 ' . 64 .65 .66 
.10 1.36 1.37 1.37 1.37 1.37 1.36 1.37 1.37 1.41 
.25 .96 1.07 1.12 1.18 1.21 1.25 1.30 1.31 1.34 
.50 .84 .99 1.10 1.20 i . ·26 - ~1':-:30 - 1.33 1.35 1.38 
20 .75 .99 1.22 1.30 1.31 1.32 1.32 1.29 1.28 1.29 
.90 1.31 1.25 1.20 1.18 1.16 1.14 1.12 1.12 1.12 
.95 1.09 1.05 1.03 1.02 1.01 1.02 1.01 1.01 1. 01 . 
.99 .65 .67 .72 . 74 .77 .79 .80 .82 . 82 . 
99 
"' TABLE XIX. MONTE CARLO VALUES OF rly SUCH THAT P[(R1-R)/cra<r1y] = y (continued) 
r/n 
n R . 2 • 3 .4 .5 .6 .7 .8 . 9 1.0 
r =.9o 
.10 1.35 1.34 1.39 1.30 1.27 1.34 1.33 1.36 1.36 
.25 1.03 1.06 1.12 1.10 1.13 1.25 1.29 1.31 1.33 
.50 .92 1.02 1.11 1.14 1.22 1.29 1.30 1.32 1.33 
40 .75 1.02 1.18 1.26 1.29 1.29 1.26 1.26 1.26 1.29 
.90 1.28 1.26 1.23 1.20 1.19 1.18 1.19 1.17 1.18 
.95 1.21 1.14 1.13 1.10 1.09 1.09 1.10 1.09 1.10 
.99 .82 .85 .87 .89 .89 .91 .94 .93 .95 
.10 1.32 1.39 1.37 1.41 1.38 1.41 1.38 1.37 1.36 
.25 1.03 1.06 1.11 1.18 1.22 1.27 1.27 1.28 1.31 
.50 • 9 3 1.02 1.14 1.24 1.24 1.31 1.30 1.26 1.32 
60 .75 1.06 1.14 1.24 1.26 1.26 1.28 1.29 1.29 1.26 
.90 1.30 1.27 1.20 1.15 1.16 1.17 1.18 1.18 1.19 
.95 1.20 1.14 1.12 1.09 1.09 1.11 1.11 1.13 1.12 
.99 .91 .92 .93 .92 .93 .95 .97 1.00 .98 
100 
"' TABLE XIX. MONTE CARLO VALUES OF r1y SUCH THAT P[(R1-R)/oa<r1y] = y (continued) 
r/n 
n R . 2 . 3 . 4 .5 . 6 .7 .8 . 9 1.0 
X = .90 
.10 1.35 1.36 1.37 1.33 1.36 1.30 1.27 1.32 1.38 
.25 1.01 1.06 1.16 1.14 1.24 1.22 1.18 1.25 1.34 
.50 . 9 3 1.06 1.15 1.17 1.23 1.24 1.24 1.24 1.39 
80 .75 1.03 1.18 1.22 1.22 1.24 1.25 1.25 1.24 1.34 
.90 1.22 1.19 1.15 1.15 1.20 1.25 1.22 1.20 1.25 
.95 1.18 1.13 1.10 1.10 1.11 1.14 1.17 1.16 1.19 
.99 .94 .96 .96 .97 .99 1.02 1.03 1.04 1.07 
101 
A 
TABLE XIX. MONTE CARLO .VALUES OF r SUCH THAT PI (R1-R) /a a<r 1 y] = y (continued) . 1y 
r/n 
n. R .2 . 3 .4 . 5 .6 . 7 . 8 .9 1.0 
. . 
. y =· 
.-95 
.10 1.46 1.61 1.66 1.69 1.71 1.75 1.78 1.79 1.87 
.25 .98 1.13 1.23 1.33 1.42 1.53 1.62 1.65 1.75 
.50 .84 1.06 1.28 1.48 1.64 1.74 1.77 1.78 1.76 
10 .75 1.30 1.60 1.69 1.66 1.63 1.59 1.56 1.55 1.49 
.90 1.26 1.23 1.21 1.19 1.18 1.18 1.18 1.18 1.16 
.95 .88 .87 .88 .93 .94 .94 .97 .98 .97 
.99 .49 .49 _sa .58 .65 .67 .67 .69 .70 
.10 1.60 1.69 1.71 1.76 1.73 1.72 1.76 1.78 1.83 
.25 1.11 1.27 1.33 1.44 1.48 1.53 1.64 1.66 1.75 
.50 .96 1.16 1.34 1.51 1.62 1.69 1.74 1.75 1.76 
20 .75 1.25 1.57 1.67 1.70 1.67 1.65 1.63 1.63 1.60 
.90 1.56 1.48 1.42 1.40 1.38 1.35 1.34 1.35 1.33 
.95 1.17 1.16 1.15 1.16 1.17 1.16 1.17 1.18 1.17 
.99 .67 .71 .76 .79 .83 .85 .88 .90 .90 
102 
A 
TABLE XIX. MONTE · CARLO VALUES OF r1y SUCH THAT P[ (R1-R)/oa<r1y] = y (continued) 
r/n 
n R . 2 . 3 .4 .5 . 6 . 7 . 8 . 9 1.0 
y = .95 
.10 1.72 1.71 1.70 1.69 1.68 1.73 1.76 1.71 1.77 
.25 1.22 1.32 1.34 1.41 1.44 1.57 1.63 1.66 1.67 
.50 1.07 1.21 1.35 1.49 1.54 1.64 1.63 1.65 1.70 
40 .75 1.25 1.51 1.62 1.63 1.63 1.60 1.63 1.61 1.63 
.90 1.60 1.57 1.52 1.47 1.45 1.42 1.44 1.41 1.45 
.95 1.41 1.34 1.30 1.31 1.30 1.29 1.30 1.31 1.33 
.99 .87 .92 .97 .99 1.01 1.03 1.07 1.09 1.10 
.10 1.74 1.71 1.78 1.75 1.74 1.75 1.74 1.72 1.73 
.25 1.25 1.31 1.40 1.47 1.48 1.55 1.60 1.66 1.67 
.50 1.13 1.26 1.41 1.50 1.57 1.61 1.65 1.66 1.75 
. 60 .75 1.28 1.52 1.61 1.63 1.62 1.59 1.58 1.61 1.63 
.90 1.57 1.54 1.51 1.47 1.43 1.44 1.43 1.48 1.47 
.95 1.44 1.40 1.33 1.32 1.31 1.31 1.32 1.34 1.36 
.99 .99 1.03 1.06 1.07 1.11 1.10 1.11 1.14 1.17 
103 
A 
TABLE XIX. MONTE CARLO VALUES OF r1y SUCH THAT P [ ( R1- R) I a a< r 1 Y ] = y (continued) 
r/n 
ri R .2 . 3 . 4 .5 .6 . 7 . 8 . 9 1.0 
r = .95 
.10 1.77 1.70 1.74 1.70 1.69 1.66 1.64 1.70 1.79 
.25 1.33 1.38 1.46 1.48 1.52 1.57 1.52 1.61 1.75 
.50 1.13 1.30 1.44 1.48 1.55 1.54 1.52 1.55 1.76 
80 .75 1.43 1.55 1.61 1.64 1.65 1.65 1.66 1.60 1.67 
.90 1.56 1.51 1.51 1.52 1.51 1.52 1.50 1.50 1.55 
.95 1.44 1.40 1.40 1.37 1.36 1.39 1.40 1.41 1.45 
.99 1.06 1.09 1.10 1.13 1.14 1.17 1.22 1.25 1.25 
10 4 
A 
TABLE XIX. MONTE CARLO VALUES OF rly SU~H THAT P[(R1-R)/cra<r1y] = y (continued) 
r/n 
n . .R . • 2 . ..3 .4 .5 . .6 . 7 . 8 . 9 1.0 
1 = . 975 
.10 1.55 1.11 1.S5 1.90 1.94 2.01 2.10 2.13 2.23 
.25 1.04 1.22 1.35 1.48 1.63 1.78 1.94 2.00 2.10 
.50 .89 1.17 1.48 1.74 1.93 2.03 2.08 2.09 2.09 
10 .75 1.50 1.82 1.89 1.88 1.85 1.78 1.75 1.73 1.69 
.90 1.28 1.27 1.25 1.25 1.24 1.24 1.25 1.27 1.25 
.95 .89 .89 .92 .96 .97 .97 1.01 1.04 1.03 
.99 .49 .49 .59 .59 .67 .68 .69 .73 .75 
.10 1.79 1.93 1.96 2.06 2.06 2.03 2.11 2.17 2.21 
.25 1.21 1.39 1.49 1.64 1.73 1.81 1.90 1.96 2.11 
.50 1.04 1.30 1.55 1.76 1.91 2.02 2.08 2.09 2.11 
20 .75 1.45 1.86 1.96 1.98 1.98 1.94 1.90 1.88 1.82 
.90 1.67 1.61 1.56 1.55 1.53 1.50 1.51 1.52 1.48 
.95 1.20 1.21 1.22 1.23 1.25 1.26 1.28 1.30 1.28 
.99 .69 .76 .78 .83 .86 .89 .93 .95 .96 
105 
" TABLE XIX. MONTE CARLO VALUES OF r1y SUCH THAT P[(R1-R)/cra<r1'YJ = y (continued) 
r/n 
n R .2 . 3 .4 .5 .6 .7 • 8 
·9 1.0 
r = .975 
.10 1.94 1.96 1.94 1.95 1.93 2.01 2.08 2.04 2.09 
.25 1.36 1.48 1.54 1.64 1.69 1.81 1.85 2.00 1.95 
.50 1.19 1.37 1.55 1.74 1.91 1.97 1.96 1.96 2.04 
40 .75 1.45 1.79 1.93 1.97 1.96 1.95 1.94 1.86 1.94 
.90 1.85 1.77 1.73 1.72 1.65 1.64 1.66 1.64 1.67 
.95 1.53 1.53 1.48 1.47 1.45 1.44 1.48 1.47 1.49 
.99 .90 .96 1.02 1.06 1.09 1.11 1.16 1.18 1.19 
.10 2.01 2.02 2.00 2.09 2.01 2.10 2.09 2.00 2.13 
.25 1.44 1.55 1.58 1.67 1.75 1.87 1.91 2.01 2.04 
.so 1.25 1.46 1.63 1.81 1.92 1.98 2.02 2.03 2 ·. 04 
60 .75 1.48 1.80 1.95 1.97 1.98 1.97 1.94 1.94 1.90 
.90 1.82 1.82 1.71 1.74 1.71 1.67 1.67 1.67 1.67 
.95 1.60 1.60 1.50 1.53 1.54 1.52 1.51 1.55 1.53 
.99 1.04 1.10 1.13 1.18 1.21 1.23 1.23 1.26 1.27 
106 
A 
TABLE XIX. MONTE ·CARLO VALUES OF rly SUCH THAT P[ (R1-R)/cra <r1Yl = y (continued) 
r/n 
h R .2 .3 .4 .5 .6 . 7 . 8 . 9 1.0 
y = .975 
.10 2.04 2.00 1.97 1.96 2.03 i.OO 1.98 2.02 2.14 
.25 1.53 1.59 1.66 1.73 1.81 1.84 1.85 1.92 2.04 
.50 1.31 1.48 1.67 1.72 1.84 1.88 1.91 1.95 2.03 
80 .75 1.52 1.81 1.90 1.95 1.89 1.91 1.92 1.89 1.94 
.90 1.89 1.86 1.83 1.80 1.73 1.75 1.76 1.71 1.74 
.95 1.68 1.61 1.63 1.62 1.57 1.62 1.63 1. 6 3 1.60 
.99 1.15 1.18 1.23 1.29 1.26 1.32 1.39 1.38 1.39 
107 
A 
TABLE XIX. MONTE CARLO VALUES OF r1y SUCH THAT P[(R1-R)/cra<r1y] = y (continued) 
r/n 
n R .2 . 3 .4 .5 .6 .7 .8 .9 1.0 
r. = .99 
.10 1.64 1.90 2.03 2.12 2.21 2.28 2.41 2.46 2.69 
.25 1.08 1.30 1.47 1.66 1.87 2.10 2.30 2.38 2.54 
.50 .96 1.32 1.71 · 2.04 2.26 2.36 2.40 2.42 2.45 
10 .75 1.56 1.94 2.06 2.04 2.02 1.96 1.92 1.92 1.87 
.90 1.29 1.29 1.28 1.28 1.28 1.28 1.30 1.34 1.32 
.95 .90 .89 .97 .99 .99 .99 1.07 1.08 1.07 
.99 .50 .50 .60 .60 .69 .69 .69 .77 .78 
.10 1.94 2.12 2.24 2.33 2.34 2.35 2.48 2.49 2.64 
.25 1.30 1.51 1.. 66 1.84 1.99 2.08 2.22 2.31 2.48 
.50 1.12 1.46 1.79 2.08 2.32 2.45 2.50 2.50 2.46 
20 .75 1.72 2.17 2.29 2.31 2.24 2.26 2.23 2.15 2.11 
.90 1.75 1.72 1.66 1.64 1.66 1.67 1.66 1.62 1.63 
.95 1.26 1.27 1.27 1.28 1.31 1.35 1.37 1.38 1.37 
.99 .70 .78 .79 .87 .89 .93 .97 .98 .99 
108 
A 
.. TABLE . XIX. -MONTE CARLO -VALUES OF r1 SUCH THAT PI (R1-R) /cr_a <r ly] = y (continued) 
' 
y. . . . 
r/n 
. -r~· R · · · ··· ·_ ~ 2' .• 3 . . 4 ' ' .. . . 5 .6 .7 .8 1.0 i 9 
. r ·=· .·99 
.10 2.19 2.23 2.25 2.27 2.28 2.36 2.35 2,37 2.53 
.25 1.51 1.62 1.76 1.86 1.96 2.15 2.24 2.26 2.37 
.50 1.29 1.54 1.80 2.03 2.23 2.38 2.43 2.45 2.45 
40 .75 1.69 2.10 2.26 2.32 2.26 2.22 2.24 2.24 2.19 
.90 2.07 2.01 1.97 1.92 1.87 1.82 1.86 1.84 1.88 
.95 1.62 1.59 1.60 1.60 1.59 1.59 1.62 )..62 1.65 
.• 99 .95 .98 1.06 1.12 1.15 1.18 1.24 1.25 1.28 
.10 2.31 2.37 2.28 2.39 2.38 2.39 2.42 2.32 2.56 
.25 1.63 1.76 1.87 1.98 2.05 2.19 2.38 2,. 23 2.43 
.50 1.40 1.67 1.87 2.11 2.21 2.28 2.32 2.34 2.41 
60 .75 1.72 2.13 2.32 2.33 2.27 2.26 2.27 2.31 2.20 
.90 2.05 2.00 1.94 1.96 1.98 1.97 1.92 1.94 1.91 
.95 1.75 1.69 1.65 1.70 1.74 1.74 1.68 1.78 1.73 
.99 1.08 1.16 1.19 1.24 1.30 1.35 1.34 1.39 1.41 
109 
"' TABLE XIX. MONTE CARLO VALUES OF r1y SUCH THAT P [ ( R1- R) I a a< r 1 Y ] = y (continued) 
r/n 
n R .2 . 3 . 4 .5 • 6 .7 . 8 . 9 1.0 
r = .99 
.10 2.37 2.28 2.39 2.39 2.40 2.32 2.32 2.31 2.65 
.25 1.70 1.82 1.90 1.97 2.14 2.06 2.20 2.22 2.52 
.50 1.50 1.64 1.91 1.97 2.20 2.30 2.34 2.37 2.51 
80 .75 1.82 2.18 2.32 2.34 2.36 2.36 2.40 2.25 2.20 
.90 2.19 2.12 2 •. 14 2.06 2.03 2.03 2.04 1.98 1.97 
-
.95 1.83 1.74 1.82 1.83 1.79 1.85 1.86 1.81 1.83 
.99 1.22 1.25 1.32 1.40 1.41 1.47 1.52 - 1.51 1.52 
110 
"' TABLE XX. VALUES OF r2y SUCH THAT P[(R2-R)/aa<r2y] = y 
r/n 
n R . 2 . 3 . 4 .5 .6 .7 .a . 9 1.0 
y = .01 
.10 - . 30 - .40 - .50 - .60 - .79 - .89 - .99 -1.09 -1.18 
.25 - .50 - .80 -1.00 -1.29 -1.49 -1.77 -1.92 -1.97 -2.02 
.50 -1.40 -2.09 -2.69 -3.17 -3.39 -3.31 -2.96 -2.66 -2.50 
10 .75 -4.79 -- -- -4.53 -3.30 -2.84 -2.69 -2.61 -2.29 
.90 -- -- -4.01 -3.26 -3.05 -3.07 -3.10 -3.22 -3.19 
.95 -- -4.28 -3.65 -3.58 -3.61 -3.72 -3.78 -3.96 -3.88 
.99 -- -- -- -- -- -- -- -- --
.10 - .40 - .50 - .70 - .89 -1.08 -1.24 -1.37 -1.45 -1.52 
.25 - .70 -1.09 -1.39 -1.78 -2.09 -2.28 -2.35 -2.24 -2.18 
.50 -1.89 -2.87 -3.64 -3.75 -3.39 -2.88 -2.68 -2.54 -2.38 
20 .75 -- -- -4.32 -3.16 -2.79 -2.61 -2.54 -2.54 -2.60 
.90 -- -3.51 -2.93 -2.79 -2.80 -2.85 -2.87 -2.95 -3.04 
.95 -4.28 -3.13 -3.06 -3.10 -3.25 -3.29 -3.30 -3.44 -3.47 
.99 -4.58 -4.61 -4.83 -4.72 -4.80 ~4.71 -4.88 -4.81 -4.93 
111 
" TABLE XX. VALUES OF r 2y SUCH THAT P[(R2-R)/cra<r2yl = y (continued) 
r/n 
n R .2 . 3 .4 . 5 . 6 .7 .8 . 9 1.0 
y = .01 
.10 - .so - .79 - .99 -1.19 -1.44 -1.62 -1.74 -1.80 ~1.83 
.25 -1.00 -1.49 -1.94 -2.34 -2.45 -2.48 -2.51 -2.33 -2.28 
.so -2.68 -3.65 -3.79 -3.47 -2.91 -2.67 -2.58 -2.48 -2.42 
40 .75 -- -4.40 -3.24 -2.74 -2.60 -2.56 -2.53 -2.57 -2.50 
.90 -3.92 -2.85 -2.70 -2.60 -2.67 -2.68 -2.74 -2.88 -2.73 
.95 -2.92 -2.77 -2.87 -2.95 -2.91 -2.93 -3.07 -3.20 -2.97 
.99 -3.91 -4.09 -4.02 -4.04 -4.08 -3.93 -4.04 -4.13 -3.73 
.10 - .60 - .89 -1.18 -1.42 -1.67 -1.79 -1.85 -1.86 -1.85 
.25 -1.19 -1.77 -2.20 . -2.45 -2.66 -2.48 -2.31 -2.28 -2.19 
.50 -3.15 -3.75 -3.31 -3.25 -2.97 -2.50 -2.40 -2.28 -2.25 
60 .75 -4.76 -3.48 -2.79 -2.66 -2.47 -2.45 -2.48 -2.49 -2.49 
.90 -3.01 -2.67 -2.65 -2.71 -2.73 -2.74 -2.70 -2.79 -2.72 
.95 -2.69 -2.79 -2.83 -2.87 -3.03 -3.06 -2.97 -3.04 -2.97 
.99 -3.54 -3.73 -3.59 -3.51 -3.71 -3.85 -3.66 -3.68 -3.58 
112 
"' TABLE XX. VALUES OF r2y SUCH THAT P[(R2-R)/aa<r2YJ = y (continued) 
r/n 
n R . 2 .3 . 4 .5 . 6 . 7 . 8 .9 1.0 
y = .01 
.10 
- .70 - .99 -1.32 -1.60 -1.73 -1.89 -1.94 -2.04 -1.96 
.25 -1.39 -1.98 -2.31 -2.57 -2.48 -2.46 -2.37 -2.31 -2.20 
.50 -3.37 -3.31 -3.28 -3.12 -2.86 -2.54 -2.45 -2.40 -2.41 
80 .75 -4.72 -3.32 -2.79 -2.47 -2.42 -2.40 -2.39 -2.42 -2.42 
.90 -2.86 -2.63 -2.64 -2.66 -2.65 -2.67 -2.63 -2.63 -2.63 
.95 -2.79 -2.82 -2.90 -2.93 -2.91 -3.02 -2.87 -2.80 -2.80 
.99 -3.41 -3.48 -3.51 -3.73 -3.64 -3.67 -3.49 -3.37 -3.36 
113 
"' TABLE XX. VALUES OF r2y SUCH THAT P[(R2-R)/aa<r2yl = y (continued) 
r/n 
n R . 2 . 3 .4 .5 .6 .7 . 8 .9 1.0 
y = .025 
.10 - .30 - .39 - .49 - .59 - .79 - .88 - .98 -1.07 -1.15 
.25 - .so - .79 - .99 -1.28 -1.48 -1.73 -1.84 -1.86 -1.84 
.50 -1.39 -2.08 -2.67 -3.11 -3.05 -2.73 - 2.46 -2.21 -2.12 
10 .75 -4.76 -- -4.85 -3.31 -2.60 -2.30 -2.26 -2.23 -2.23 
.90 -- -4.18 -2.79 -2.54 -2.50 -2.50 -2.55 -2.60 -2.59 
.95 -4.58 -3.10 -2.88 -2.88 ~2.94 -2.97 -3.09 -3.11 -3.12 
.99 -4 .. . 59 -4.70 -4.71 -4.72 -4.67 -4.66 -4.56 -4.56 -4.50 
.10 - .39 - .49 - .69 - .88 -1.06 -1.19 -1.33 -1.38 -1.43 
.25 - .69 -1.08 -1.38 -1.74 -1.98 -2.08 -2.10 -1.94 -1.89 
.50 -1.88 -2.83 -3.38 -3.11 -2.77 -2.48 -2.26 -2.10 -2.09 
20 .75 -- -4.72 -3.16 -2.58 -2.34 -2.19 -2.17 -2.18 -2.23 
.90 -4.55 -2.60 -2.37 -2.35 -2.37 -2.43 -2.46 -2.53 -2.70 
.95 -2.93 -2.60 -2.59 -2.64 -2.68 -2.73 -2.74 -2.77 -2.85 
.99 -3.75 -3.76 -3.73 -3.82 -3.87 -3.83 -3.83 -3.74 -3.81 
114 
"' TABLE XX. VALUES OF r2y SUCH THAT P[(R2-R)/aa<r2y] = y (continued) . .. 
r/n 
.. . 
R .2 . 3 .4 .s .6 .7 . 8 .9 1.0 n 
y =· .•. 025 
.10 - .50 - .78 - .97 -1.16 -1.36 -1.52 -1.58 -1.59 -1.65 
.25 - .99 -1.46 -1.87 -2.15 -2.13 -2.20 -2.08 -1.95 -1.92 
.so -2.64 -3.10 -3.00 -2.94 -2.53 -2.37 -2.23 -2.11 -2.05 
40 .75 -4.69 -3.22 -2.52 -2.30 -2.15 -2.12 -2.11 -2.13 -2.05 
.90 -2.85 -2.28 -2.24 -2.27 -2.27 -2.29 -2.32 -2.38 -2.21 
. 9 5 -3.11 -2.44 -2.45 -2.48 -2.53 -2.52 -2.55 -2.55 -2.34 
.99 -3.21 -3.20 -3.26 -3.23 -3.27 -3.18 -3.16 -3.08 -2.70 
.10 - .59 - .88 -1.14 -1.35 -1.53 -1.59 -1.65 -1.69 -1.69 
.25 -1.18 -1.72 -2.02 -2.15 -2.20 -2.09 -1.13 -1.97 -1.86 
.50 -3.01 -3.00 -2.87 -2.66 -2.32 -2.24 -2.08 -1.99 -1.98 
60 .75 -4.43 -2.87 -2.39 -2.27 -2.16 -2.11 -2.08 -2.23 -2.17 
.90 -2. 47 -2.24 -2.17 -2.16 -2.19 -2.27 -2.25 -2.41 -2.30 
.95 -2.26 -2.26 -2.30 -2.32 -2.44 -2.54 -2.46 -2.56 -2.45 
.99 -2.95 -2.95 -2.79 -2.82 -2.94 -3.10 -2.91 -2.98 -2.83 
115 
" ' (continued) "TABLE XX. VALUES OF r2y SUCH THAT P[(R2-R)/cra<r2yl = y 
r7n 
n R . 2 .3 .4 .5 .6 .7 . 8 .9 1.0 
y = .025 
.10 - .69 - .98 -1.26 -1.46 -1.59 -1.67 -1.73 -1.74 -1.72 
.25 -1.37 -1.85 -2.05 -2.12 -2.04 -2.05 -1.95 -1.95 -1.89 
.so -3.07 -2.86 -2.73 -2.52 -2.28 - 2.12 -1.95 -1.97 -2.02 
80 .75 -3.51 -2.64 -2.31 -2.09 -2.05 -2.00 -2.04 -2.07 -2.08 
.90 -2.35 -2.10 -2.13 -2.17 -2.20 -2.21 -2.17 -2.21 -2.27 
.95 -2.23 -2.19 -2.29 -2.36 -2.41 -2.47 -2.34 -2.35 -2. 36 . 
.99 -2.82 -2.74 -2.89 -2.90 -2.81 -2.98 -2.75 -2.70 -2.70 
116 
A 
TABL;E XX. VALUES OF r 2y SUCH THAT P [ ( R2- R) I a a< r 2 Y] = y (continued) 
r/n 
n R .2 . 3 .4 .5 .6 .7 . 8 .9 1.0 
y = .05 
.10 
-
.29 - . 39 - .49 - .59 - .77 - .87 - .96 -1.04 -1.10 
.25 
-
.49 - .78 - .98 -1.26 -1.45 -1.66 -1.73 -1.67 -1.62 
.50 -1.38 -2.06 -2.63 -2.83 -2.54 -2.25 -2.01 -1.86 -1.78 
10 .75 -4.72 -- -3.46 -2.49 -2.09 -1.96 -1.91 -1.90 -1.89 
.90 -4.50 -2.71 -2.21 -2.10 -2.07 -2.08 -2.12 -2.16 -2.18 
.95 -2.89 -2.46 -2.39 -2.39 -2.39 -2.39 -2.45 -2.47 -2.50 
.99 -3.35 -3.71 -3.66 -3.70 -3.58 -3.53 -3.51 -3.49 -3.45 
.10 ' - .39 - .49 - .68 - .87 -1.03 -1.15 -1.26 -1.29 -1.29 
.25 
-
.69 -1.07 -1.35 -1.68 -1.80 -1.83 -1.78 -1.70 -1.64 
.50 -1.87 -2.73 -2.80 -2.51 -2.09 -1.91 -1.81 -1.78 -1.75 
20 .75 -- -3.34 -2.44 -2.06 -1.88 -1.81 -1.79 -1.82 -1.87 
.90 -3.23 -2.09 -1.99 -1.98 -1.97 -1.99 -2.02 -2.01 -2.08 
.95 -2.29 -2.16 -2.17 -2.14 -2.16 -2.19 -2.25 -2.23 -2.27 
.99 -2.95 -2.97 -2.97 -2.96 -2.96 - 2.96 -2.97 -2.91 -2.90 
117 
"' TABLE XX. VALUES OF r SUCH THAT. P[(R2-R)/cra<r2yl = y (continued) . 2y 
r/n 
n · R .·2 . . 3 . 4 . .5 .6 . 7 . 8 . 9 1.0 
·r = ·• os 
.10 - .49 - .76 - .95 -1.13 -1.27 -1.39 -1.41 -1.39 -1.45 
.25 - .98 -1.43 -1.73 -1.84 -1.84 -1.80 -1.71 -1.61 -1.62 
.so -2.55 -2.64 -2.49 -2.18 -1.99 -1 .. 88 -1.71 -1.73 -1.62 
40 .75 -3.85 -2.53 -2.04 -1.93 -1.83 -1.79 -1.77 -1.82 -1.74 
.90 -2.29 -1.94 -1.87 -1.85 -1.91 -1.93 -1.89 -1.98 -1.80 
.95 -2.04 -2.00 -2.05 -2.00 -2.00 -2.06 -2.01 -2.17 -1.93 
.99 -2.53 -2.55 -2.55 -2.54 -2.54 -2.50 -2.43 -2.39 -2.15 
.10 - .58 - .86 -1.09 -1.26 -1.38 -1.46 -1.46 -1.47 -1.42 
.25 -1.17 -1.63 -1.74 -1.87 -1.84 -1.79 -1.71 -1.65 -1.62 
.so -2.59 -2.35 -2.14 -2.13 -1.95 -1.84 -1.75 -1.74 -1.70 
60 .75 -2.88 -2.24 -1.91 -1.83 -1.78 -1.77 -1.77 -1.80 -1.77 
.90 -2.03 -1.76 -1.73 -1.75 -1.80 -1.76 -1.88 -1.85 -1.85 
.95 -1.91 -1.87 -1.85 -1.85 -1.93 -1.89 -1.95 -2.01 -1.92 
.99 -1.81 -2.39 -2.30 -2.30 -2.31 -2.34 -2.30 -2.37 -2.22 
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"' TABLE XX. VALUES OF r2y SUCH THAT P [ ( R2- R) I a a< r 2 Y] = y (continued) 
r/n 
n R .2 .3 .4 • 5 . 6 .7 • 8 . 9 1.0 
·-
y = .OS 
.10 - .68 - .9S -1.18 -1.32 -1.3S -1.4S -1.48 -1.47 -1.47 
.25 -1.34 -1.65 -1.73 -1.78 -1.66 -1.66 -1.66 -1.66 -1.60 
.so -2.S2 -2.28 -2.20 -2.01 -1.89 -1.71 -1.66 -1.63 -1.64 
80 .75 -2.81 -2.12 -1.86 -1.74 -1.70 -1.70 -1.71 -1.72 -1.7S 
.90 -1.92 -1.76 -1.7S -1.76 -1.74 -1.81 -1.79 -1.8S -1.81 
.95 -1.82 -1.80 -1.81 -1.87 -1.83 -1.91 -1.91 -1.95 -1.95 
.99 -2.27. -2.17 -2.21 -2.21 -2.22 -2.27 -2.22 -2.24 -2.20 
119 
" TABLE XX. VALUES OF r2y SUCH THAT P [ (R2-R) /cr a <r2Yl = y (continued) 
r/n 
n R .2 . 3 .4 .5 . 6 .7 . 8 .9 1.0 
y = .10 
.10 - .28 - .38 - .47 - .57 - .75 - .84 - .92 - .98 -1.00 
.25 - .48 
- .77 - .96 -1.23 -1.40 -1.47 -1.44 -1.37 -1.31 
.so -1.36 -2.03 -2.45 -2.19 -1.88 -1.69 -1.54 -1.44 -1.42 
10 .75 -4.53 -3.51 -2.23 -1.74 -1.57 -1.49 -1.47 -1.46 -1.45 
.90 -2.82 -1.87 -1.72 -1.64 -1.62 -1.62 -1.63 -1.64 -1.62 
.95 -1.98 -1.85 -1.81 -1.81 -1.80 -1.78 -1.80 -1.82 -1.81 
.99 -2.72 -2.61 -2.53 -2.49 -2.48 -2.40 -2.37 -2.35 -2.33 
.10 - . 38 - .47 - .66 - .83 - .96 -1.06 -1.11 -1.11 -1.09 
.25 - .67 -1.04 -1.31 -1.47 -1.50 -1.47 -1.39 -1.35 - 1.29 
.so -1.84 -2.31 -2.11 -1.89 -1.69 -1.60 -1.44 -1.38 -1.36 
20 .75 -.377 - 2.17 -1.75 -1.55 -1.46 -1.41 -1.40 -1.40 -1.43 
.90 -1.97 -1.62 -1.54 -1.51 -1.50 -1.50 -1.52 -1.56 -1.57 
.95 -1.74 -1.65 -1.63 -1.63 -1.65 -1.63 -1.66 -1.66 -1~68 





TABLE XX. VALUES OF r 2y SUCH THAT P[ (R2-R)/cra<r2Y1 = y (continued) 
r/n 
h R .2 . 3 . 4 .5 . 6 .7 . 8 . 9 1.0 
y = .10 
.10 - .47 - .72 - .90 -1.03 -1.11 -1.14 -1.21 -1.14 -1.14 
.25 - .95 -1.32 -1.45 -1.44 -1.42 -1.41 ~1.34 -1.28 -1.26 
.so -2.23 -2.02 -1.78 -1.62 -1.53 - 1.45 -1.37 -1.31 -1.27 
40 .75 -2.57 -1.83 -1.54 -1.42 -1.4 0 -1.38 -1.39 -1.41 -1.29 
.90 -1.70 -1.49 -1.45 -1.44 -1.45 -1.48 -1.49 -1.49 -1.30 
.95 -1.53 -1.49 -1.53 -1.51 -1.51 -1.54 -1.56 -1.56 -1.35 
.99 -1.80 -1.85 -1.84 -1.73 -1.74 -1.75 -1.77 -1.78 -1.47 
.10 - .57 - .83 -1.00 -1.11 -1.14 -1.19 -1.23 -1.17 -1.16 
.25 -1.13 -1.44 -1.44 -1.45 -1.40 -1.40 -1.37 -1.30 -1.23 
.50 -2.14 -2.01 -1.65 -1.64 -1.50 -1.46 -1.40 -1.39 -1.27 
60 .75 -2.30 -1.77 -1.49 -1.44 -1.35 -1.34 -1.35 -1.34 - 1.31 
.90 -1.50 -1.36 -1.33 -1.33 -1.40 -1.41 -1.36 -1.44 -1.3 3 
.95 -1.39 -1.42 -1.41 -1.42 -1.46 -1.51 -1.44 -1.46 - 1.38 
.99 -1.69 -1.68 -1.65 -1.63 -1.69 -1.68 -1.67 -1.65 -1.51 
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A 
. .. . . .. 
·TABLE ··XX·. ·· VALUES OF r SUCH THAT P!(R -R)/cr <r ] = y (continued) 
. .. . - . . . 2y . . . . . . . . . . .2 . . . a. .2y 
:t/n 
.. 
·· · ··· 
. ... 
.3 .4 • 5. . 6 . .7 . 8 . 9 1.0 n . R . .. . . • .2. . . 
· r ·= ·.10 
.10 - .66 - .91 -1.02 -1.14 -1.17 -1.17 -1.17 -1.15 -1.13 
.25 -1.25 -1.37 -1.38 -1.43 -1.36 -1.31 -1.27 -1.21 -1.19 
.50 -2.00 -1.79 -1.56 -1.45 -1.37 -1.30 -1.30 -1.27 -1.30 
80 .75 -1.98 -1.57 -1.43 -1.32 -1.30 -1.28 -1.32 -1.32 -1.31 
.90 -1.43 -1.33 -1.33 -1.33 -1.35 -1.34 -1.39 -1.39 -1.39 
.95 -1.37 -1.37 -1.38 -1.41 -1.39 -1.42 -1.44 -1.47 -1.45 
•. 99. -1.59 -1.57 -1.57 -1.61 -1.55 -1.55 -1.61 -1.60 -1.56 
122 
~ (continued) .TAB.LE XX .. . VALUE.S . OF r2y SUCH THAT P[(R2-R)/cra<r2 ] = y . . .. . . . . 
. . . . . . . . .Y 
r/n 
. . 
. R .. • .2 . . 3 . 4 .5 •. 6 . 7 • 8 • 9 1.0 n 
., 
y = ."25 
.10 - .26 - .35 - .44 - .53 - .64 - .69 - .70 - .68 - .66 
.25 - .45 - .73 - .90 - .94 - .91 - .87 - .85 - .80 - .77 
.50 -1.30 -1.53 -1.27 -1.07 - .94 - .89 - .85 - .83 - .82 
10 .75 -1.67 -1.26 -1.00 - .91 - .86 - .83 - .81 - .80 - .80 
.90 
- . 9 8 - .96 - .89 - .85 - .84 - .83 - .81 - .81 - .80 
.95 - .96 - .93 - .89 - .86 - .87 - .86 - .85 - .82 - .82 
.• 99 - .97 - .99 - .97 - .96 - .98 - .98 - .96 - .92 - .90 
.10 - .34 - .43 - .60 - .67 - .71 - .71 - .71 - .68 - .64 
.25 
- .63 - .85 - .90 - .89 - .86 - .83 - .77 - .73 - .70 
.50 -1.40 -1.15 - .96 - .92 - .86 - .83 - .80 - .78 - .77 
20 .75 -1.40 - .97 - .86 - .82 - .79 - .78 - .77 - .76 - .76 
.90 - .95 - .83 - .78 - .76 - .76 - .77 - .76 - .77 - .78 
.95 - .88 - .81 - .79 - .76 - .77 - .77 - .79 - .79 - .80 
. . 99 - .90 - .92 - .87 - .82 - .85 - .83 - .86 - .83 - .86 
123 
TABLE XX. VALUES OF r2y SUCH THAT. P[ (R.z-R)/cr <r2 ] = y (continued) -· a Y 
r/n 
n R .2 . 3 .4 . 5 . 6 .7 . 8 . 9 1.0 
y = .25 
.10 - .43 - .61 - .65 - .69 - .70 - .70 - .69 - .67 - .70 
.25 - .81 - .87 - . 82 - .80 - .78 - .73 - .77 - .71 - .68 
.50 - .97 - .94 - .85 - .81 - .78 - .75 - .75 - .74 - .67 
40 .75 -1.07 - .89 - .80 - .77 - .74 - .73 - .72 - .74 - .58 
.90 - .83 - .74 - .72 - .70 - .70 - .71 - .73 - .73 - ' . 55 
.95 - .74 - .71 - .73 - .69 - .72 - .73 - .74 - .75 - .55 
.99 - .80 - .76 - .77 - .76 - .76 - .78 - .79 - .78 - .54 
.10 - .52 - .65 - .66 - .70 - .69 - .69 - .70 - .68 - .67 
.25 - .85 - .85 - .78 - .79 - .75 - .78 - .75 - .72 - .69 
.50 - .92 - .87 - .79 - .76 - .76 - .74 - .72 - .71 - .66 
60 .75 -1.00 - .88 - .78 - .71 - .69 - .68 - .72 - .66 - .61 
.90 - .74 - .68 - .66 - .67 - .68 - .68 - .71 - .70 - .62 
.95 - .65 - .62 - .62 - .63 - .66 - . 68 - .73 - .72 - .64 
.99 - .67 - .66 - .67 - .66 - .69 - .70 - .75 - . 78 - .66 
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A 
. . . T-ABLE .XX .. VALUES -OF r2y SUCH TH~T P[(R2-R)/oa<r2y] = y (continued) 
r/n 
n R . • 2. .3 .4 . 5 . .. 6 . 7 .8 . 9 1.0 
r = .25 
.10 - .58 - .62 - .66 - .69 - .72 - .69 - .69 - .64 - .59 
.25 - .68 - .69 - .70 - .70 - .71 - .69 - .73 - .67 - .64 
.50 - .89 - .81 - .76 - .76 - .75 - .72 - .72 - .70 - .67 
80 . .75 - .89 - .81 - .76 - .74 - .68 - .73 - .72 - .72 - .70 
.90 - .75 - .70 - .70 - .70 - .69 - .66 - .72 - .71 - .75 
.95 - .65 - .65 - .67 - .67 - .70 - .70 - .72 - .73 - .69 
.99 
-
.71 - .73 - .72 - .68 - .72 - .70 - .70 - .72 - .70 
125 
"' 
. . . . . 
··· TABLE· XX·.o · VALUES OF r SUCH THAT P [ (R-:2 -R) /aa <r 2Y] = y (continued) . . . . 2.y. ' . . . . . . 
r/n 
. ... . . . 
n . . ' R • 2 . • 3 ..4 . . • .5 . 6 • 7 • 8 . 9 1.0 
r =· ·• 5 
.10 - .21 - .25 - .24 - .21 - .19 - .15 - .14 - .13 - .12 
.25 - .41 - .34 - .24 - . .-21 - .16 - .15 - .14 - .13 - .14 
.50 - .14 - .26 - .22 - .18 - .16 - .15 - .14 - .12 - .11 
10 .75 - .03 - .20 - .19 - .15 - .12 - .09 - .07 - .06 - .05 
.90 - .04 - .07 - .05 - .04 - .02 .00 - .02 - .02 - .01 
.95 .09 .04 .03 .02 .01 .00 .01 .01 .00 
.99 .20 .14 .10 .09 .07 .06 .05 .04 .02 
.10 - .21 - .17 - .15 - .13 - .12 - .11 - .09 - .07 - .07 
.25 - .26 - .18 - .14 - .11 - .11 - .11 - .09 - .07 - . . 06 
.50 - .27 - .16 - .14 - .12 - .10 - .10 - .08 - .07 - .05 
20 .75 - .15 - .14 - .09 - .06 - .04 - .03 - .03 - .03 - .01 
.90 - .14 - .08 - .04 - .03 .01 .01 .00 .00 .01 
.95 - .01 .00 .01 .00 .02 .02 .02 .02 .01 
.99 .12 .06 .06 .06 .06 .05 .05 .05 .00 
126 
" TABLE XX. VALUES OF r2y SUCH THAT P[(R2-R)/cra<r2yl = y (continued) 
r/n 
n R .2 . 3 .4 .5 .6 . 7 . 8 . 9 1.0 
y = .5 
.10 
-
.16 - .13 - .11 - .10 - .10 - .10 - .09 - .05 - .10 
.25 - .17 - .14 - .11 - .09 - .10 - .10 - .08 - .07 - .05 
.50 - .19 - .15 - .10 - .10 - .09 - .07 - .06 - .05 .07 
40 .75 - .16 - .13 - .07 - .06 - .05 - .05 - .03 - .01 .15 
.90 - .07 - .04 .00 .01 .00 .00 .00 .01 .17 
.95 .00 .01 .02 .03 .03 .04 .00 .03 .17 
.99 .06 .06 .06 .06 .05 .04 .03 .03 .19 
.10 - .13 - .13 - .07 - .07 - .05 - .05 - .03 - .02 - .02 
.25 - .17 - .14 - .10 - .06 - .01 - .01 .00 .00 .03 
.50 - .12 - .07 - .04 - .03 - .01 - .01 - .01 .00 .08 
60 .75 - .12 - .06 - .05 - .02 - .01 .00 - .00 .00 .10 
.90 - .06 - .01 - .01 .01 .00 .01 .02 .02 .12 
.95 .01 .02 .01 .00 .02 .01 .02 .05 .12 
.99 .07 .07 .02 .02 .02 .05 .03 .05 .12 
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A 
TABLE XX. VALUES OF r2y SUCH THAT P [ ( R2- R) I a a< r 2 Y] = y (continued) 
r/n 
n R . 2 . 3 .4 .s . 6 .7 . 8 .9 1.0 
y = .5 
.10 - .09 - .07 - .OS - .04 - .OS - .03 - .04 - .07 - .06 
.25 - .12 - .07 - .04 - .04 - .OS - .04 - .04 - .04 - .02 
.50 - .11 - .OS - .02 - .03 - .03 - .06 - .06 - .03 .02 
80 .7S - .10 - .06 - .03 - .02 - .02 - .02 - .02 .02 .08 
.90 - .03 - .01 .00 .00 .03 .03 .02 .06 .08 
.9S .01 .01 .02 .02 .OS .06 .03 .06 .07 
.99 .06 .02 .02 .03 .06 .OS .06 .04 .09 
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A 
TABLE XX. VALUES OF r2y SUCH THAT P[(R2-R)/aa<r2y] = y (continued) 
t:/n 
n R .2 . 3 .4 . 5 . 6 . 7 . 8 . 9 1.0 
y = .75 
.10 .46 .49 .so .54 .55 .55 .52 .so .48 
.25 .34 .40 .44 .45 .48 .49 .49 .48 .so 
.50 .54 .41 .42 .44 .48 .52 .54 .56 .60 
10 .75 .62 .so .55 .59 .62 .63 .63 .64 .65 
.90 .98 .71 .68 .66 .65 .64 .63 .62 .62 
.95 .80 .68 .64 .62 .61 .60 .60 .59 .58 
.99 .44 .43 .48 .49 .50 .50 .51 .51 .50 
.10 .53 .57 .57 .57 .57 .57 .57 .55 .55 
.25 .44 .49 .52 .53 .53 .56 .55 .54 .56 
.50 .41 .45 .so .53 .53 .58 .60 .62 .68 
20 .75 .42 .50 .56 .60 .62 .64 .64 .66 .73 
.90 .61 .63 .63 .63 .63 .64 .64 .64 .66 
.95 .68 .65 .63 .62 .60 .62 .61 .62 .63 
.99 .54 .54 .54 .54 .54 .55 .55 .56 .56 
129 
" 
· · · TABLE ·xx. · VALUES OF · r ·· SUCH · THAT P[ ·(R -R)/cr <r ] = y (continued) 
' ' 2y · · · · · · · · · 2· · ··· a 2y 
r/n 
n·· R .2 .·3 ... .. . 4 . . . 
.. .. 5 . .6 . 7 . 8 .9 1.0 
.... 
. .. 
r ·=· .-75 
.10 .58 .56 .57 .56 .56 .59 .52 .51 .53 
.25 .so .51 .53 .48 .53 .55 .55 .55 .60 
.50 .47 .so .51 .52 .54 .55 .57 .58 .79 
40 .75 .47 .55 .58 .61 .63 .63 .63 .66 .86 
.90 .61 .64 .64 .66 .63 .65 .63 .65 .82 
.95 .64 .66 .63 .65 .62 .63 .62 .64 .79 
.99 .58 .58 .59 .58 .59 .59 .60 .60 .72 
.10 .58 .62 .61 .64 .62 .65 .64 .60 .59 
.25 .48 .46 .53 .57 .59 .59 .57 .59 .63 
.50 .45 .47 .52 .56 .61 .61 .62 .65 .73 
60 .75 .47 .50 .55 .58 .62 .62 .66 .68 .81 
.90 .59 .61 .63 .62 .66 .60 .66 .69 .80 
.95 .65 .64 .63 .67 .64 .64 .66 .69 .78 
.99 .63 .60 .61 .61 .60 .62 .63 .64 .70 
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TABLE XX. VALUES OF r2y " SUCH THAT P[(R2-R)/cra<r2yl = y (continued) 
r7n 
n R .2 . 3 .4 .5 .6 .7 .a .9 1.0 
r = .75 
.10 .62 .63 .62 .64 .65 .63 .57 .54 .57 
.25 .51 .54 .56 .54 .58 .55 .55 .50 .59 
.50 .47 .50 .56 .54 .58 .57 .58 .60 .72 
80 .75 .48 .54 .61 .63 .64 .62 .63 .67 .74 
- .90 .57 .59 .62 .62 .64 .61 .65 .67 .73 
.95 .64 .63 .66 .66 .66 .65 .67 .69 .74 
.99 .63 . 62 .62 .6 2 . 63 .62 .66 . 66 .69 
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A 
TABLE XX. VALUES OF r2y SUCH THAT P [ { R2 - R) I cr a< r 2 Y ] = y {continued) 
r/n 
n R . 2 . 3 . 4 .5 .6 . 7 . 8 . 9 1.0 
y = .90 
.10 1.08 1.13 1.13 1.12 1.14 1.12 1.11 1.08 1.07 
.25 .74 .81 .86 .90 .96 1.00 1.04 1.07 1.12 
.50 1.16 .76 .85 .97 1.08 1.16 1.21 1.25 1.28 
10 .75 1.52 1.20 1.24 1.26 1.25 1.23 1.22 1.23 1.22 
.90 -1. 24 1.15 1.09 1.06 1.04 1.03 1.02 1.02 1.00 
.95 .86 .84 .84 .86 .87 .87 .88 .89 .87 
.99 .48 .47 .56 .56 .60 .63 .64 .65 .66 
.10 1.19 1.21 1.22 1.24 1.20 1.18 1.18 1.15 1.13 
.25 .84 .93 .97 1.02 1.05 1.09 1.12 1.13 1.21 
.50 .72 .84 .95 1.05 1.11 1.18 1.22 1.25 1.34 
20 .75 .85 1.07 1.18 1.23 1.24 1.25 1.24 1.25 1.30 
.90 1.26 1.20 1.16 1.14 1.12 1.11 1.10 1.11 1.13 
.95 1.08 1.03 1.00 1.00 1.00 1.00 1.00 1.02 1.07 
.9 9 .65 .67 .71 .74 .76 .78 .80 .81 .82 
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A 
TABLE XX. VALUES OF r2y SUCH THAT P [ (R2-R)/aa <r2YJ = y (continued) 
r/n 
n R . 2 . 3 .4 . 5 . 6 . 7 . 8 . 9 1.0 
y = .90 
.10 1.22 1.21 1.26 1.18 1.17 1.21 1.14 1.10 1.15 
.25 .99 1.03 1.08 1.10 1.12 1.19 1.19 1.19 1.19 
.50 .83 .93 1.00 1.02 1.09 1.15 1.19 1.20 1.42 
40 .75 .88 1.06 1.17 1.20 1.21 1.21 1.24 1.23 1.43 
.9-Q 1.20 1.21 1.19 1.16 1.16 1.15 1.18 1.16 1.31 
.95 1.15 1.14 1.09 1.09 1.09 1.09 1.09 1.12 1.21 
.99 .82 .84 .86 .88 .89 .90 .93 .94 1.01 
.10 1.28 1.30 1.29 1.33 1.31 1.25 1.22 1.15 1.17 
.25 1.00 1.04 1.06 1.13 1.15 1.17 1.20 1.13 1.22 
.so .85 .94 1.04 1.13 1.13 1.17 1.22 1.28 1.50 
60 .75 .97 1.11 1.19 1.21 1.22 1.28 1.26 1.33 1.45 
.90 1.22 1.23 1.20 1.18 1.17 1.18 1.21 1.24 1.35 
.95 1.16 1.13 1.08 1.10 1.08 1.09 1.12 1.16 1.26 
.99 .90 .93 .94 .93 . 9 3 .95 .98 1.03 1.08 
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A 
TABLE XX. VALUES OF r2y SUCH THAT P[ (R2-R)/aa <r2y] = y (continued) 
r/n 
n R .2 .3 . 4 .5 . 6 . 7 . 8 .9 1.0 
y = .90 
.10 1.31 1.27 1.28 1.24 1.25 1.18 1.16 1.15 1.11 
.25 1.05 1.07 1.09 1.11 1.14 1.16 1.11 1.08 1.16 
.50 . 9 3 1.01 1.08 1.12 1.14 1.20 1.21 1.22 1.31 
80 .75 1.01 1.13 1.19 1.23 1.25 1.25 1.27 1.26 1.38 
.90 1.19 1.20 1.19 1.19 1.21 1.19 1.23 1.27 1.33 
.95 1.19 1.12 1.11 1. 11 1.15 1.16 1.17 1.19 1.28 
.99 .93 .95 .95 .98 1.02 1.03 1.04 1.08 1.10 
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"' TABLE XX. VALUES OF r2y SUCH THAT P [ ( R2- R) I a a< r 2 Y] = y (continued) 
r/n 
.n R . .2 . 3 .4 .5 .6 . 7 . 8 .9 1.0 
r = .95 
.10 1.28 1.38 1.41 1.42 1.43 1.44 1.45 1.44 1.45 
.25 .85 .96 1.04 1.12 1.20 1.29 1.37 1.43 1.53 
.so 1.33 .94 1.11 1.30 1.46 1.57 1.62 1.67 1.72 
10 .75 1.56 1.66 1.63 1.61 1.56 1.55 1.52 1.52 1.48 
.90 1.27 1.23 1.21 1.18 1.17 1.16 1.16 1.18 1.15 
.95 .87 .86 .86 .89 .90 .91 .92 .93 .93 
.99 .49 .49 .58 .58 .65 .66 .67 .69 .69 
.10 1.44 1.53 1.54 1.56 1.56 1.54 1.52 1.50 1.52 
.25 1.00 1.14 1.18 1.27 1.31 1.39 1.44 1.47 1.57 
.so .86 1.03 1.19 1.35 1.49 1.53 1.62 1.67 1.78 
20 .75 1.16 1.46 1.58 1.62 1.59 1.59 1.59 1.60 1.63 
.90 1.55 1.46 1.41 1.37 1.29 1.28 1.28 1.29 1.29 
.95 1.14 1.12 1.11 1.11 1.11 1.11 1.11 1.13 1.13 
.99 .67 .71 .76 .78 .83 .85 .88 .90 .90 
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"' TABLE XX. VALUES OF r2y SUCH THAT P[(R2-R)/cra<r2yl = y (continued) 
r/n 
: n R .2 .3 .4 . 5 . .6 . 7 • 8 . 9 1.0 
-
r = .95 
.10 1.60 1.59 1.60 1.53 1.54 1.52 1.51 1.51 1.51 
.25 1.14 1.21 1.25 1.29 1.33 1.39 1.45 1.46 1.60 
.50 .99 1.10 1.24 1.37 1.47 1.54 1.58 1.61 1.84 
40 .75 1.14 1.42 1.54 1.56 1.58 1.58 1.61 1.60 1.77 
.90 1.45 1.45 1.41 1.38 1.38 1.34 1.39 1.43 1.49 
.95 1.31 1.29 1.27 1.24 1.24 1.24 1.26 1.27 1.38 
.. 99. .87 .92 .96 .99 1.02 1.03 1.07 1.09 1.15 
.10 1.67 1.61 1.61 1.69 1.61 1.64 1.58 1.48 1.48 
.25 1.22 1.29 1.36 1.44 1.41 1.49 1.46 1.49 1.64 
.50 1.05 1.18 1.35 1.45 1.55 1.60 1.64 1.67 1.87 
60 .75 1.18 1.43 1.54 1.55 1.55 1.55 1.55 1.65 1.82 
.90 1.43 1.43 1.38 1.38 1.37 1.40 1.37 1.42 1.52 
.95 1.38 1.36 1.33 1.32 1.33 1.32 1.35 1.38 1.46 
.99 .99 1.03 1.05 1.06 1.10 1.09 1.11 1.14 1.21 
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"' TABLE XX. VALUES OF r 
.2y. SUCH THAT P[(R2-R)/cra<rz1 = y (continued) 
r/n 
n . R . • .2 .3 .4 .. • 5 . 6 .7 .8 .9 1.0 
y = .95 
.10 1.70 1.60 1.63 1.60 1.60 1.55 1.49 1.50 1.45 
.25 1.26 1.30 1.38 1.39 1.41 1.44 1.43 1.50 1.58 
.50 1.12 1.22 1.37 1.39 1.47 1.49 1.52 1.55 1.76 
80 .75 1.23 1.42 1.55 1.60 1.59 1.62 1.61 1.62 1.72 
.90 1.43 1.42 1.41 1.41 1.40 1.44 1.40 1.43 1.51 
.95 1.43 1.41 1.35 1.38 1.38 1.41 1.41 1.44 1.48 
.99 1.06 1.09 1.10 1.11 1.13 1.17 1.23 1.26 1.29 
137 
/\ 
TABLE XX. VALUES OF r 2 . . y SUCH THAT P [ (R2-R) /a a <r 2YJ = y (continued) 
r/n 
n R . 2 . 3 . 4 .5 . 6 . 7 . 8 . 9 1.0 
y = .975 
.10 1.39 1.55 1.60 1.65 1.66 1.69 1.74 1.74 1.77 
.25 .91 1.07 1.17 1.28 1.40 1.54 1.66 1.76 1.90 
.50 1.36 1.18 1.34 1.58 1.78 1.89 1.98 2.00 2.05 
10 .75 1.58 1.91 1.87 1.85 1.81 1.75 1~72 1.72 1.68 
.90 1.29 1.27 1.25 1.24 1.24 1.24 1.25 1.26 1.25 
.95 .89 .89 .92 .96 .97 .97 1.01 1.04 1.03 
.99 .49 .49 .59 .59 .67 .68 .68 .73 .74 
.10 1.64 1.76 1.78 1.87 1.84 1.83 1.84 1.82 1.83 
.25 1.11 1.26 1.34 1.50 1.56 1.63 1.69 1.73 1.86 
.so .95 1.17 1.41 1.63 1.88 1.90 1.95 2.01 2.13 
20 .75 1.43 1.78 1.90 1.93 1.94 1.90 1.87 1.86 1.88 
.90 1.68 1.60 1.54 1.53 1.51 1.49 1.50 1.50 1.50 
.95 1.21 1.21 1.21 1.23 1.25 1.25 1.27 1.28 1.29 




TABLE XX. VALUES OF r2y SUCH THAT P[(R2-R)/cra<r2yl = y (continued) 
r/n 
n R .2 .• 3 . 4 .5 .6 .7 . 8 .9 1.0 
r = .975 
.10 1.82 1.84 1.82 1.85 1.81 1.82 1.84 1.74 1.74 
.25 1.32 1.37 1.42 1.51 1.55 1.62 1.70 1.75 1.95 
.50 1.12 1.26 1.46 1.63 1.77 1.86 1.93 1.93 2.22 
40 .75 1.34 1.71 1.87 1.92 1.89 1.88 1.85 1.90 2.07 
.90 1.81 1.73 1.70 1.68 1.61 1.63 1.65 1.65 1.76 
.95 1.51 1.46 1.45 1.46 1.42 1.43 1.46 1.49 1.59 
.99 .90 .96 1.01 1.06 1.09 1.12 1.16 1.18 1.23 
.10 1.90 1.93 1.91 1.98 1.88 1.98 1.91 1.78 1.79 
.25 1.39 1.51 1.57 1.68 1.66 1.74 1.79 1.76 1.97 
.so 1.16 1.37 1.53 1.70 1.80 1.90 1.96 2.02 2.23 
60 .75 1.38 1.69 1.87 1.92 1.93 1.95 1.89 1.97 2.13 
.90 1.76 1.77 1.70 1.72 1.69 1.66 1.66 1.71 1.80 
.95 1.58 1.57 1.49 1.53 1.54 1.52 1.51 1.58 1.62 
.99 1.04 1.10 1.12 1.16 1.21 1.22 1.22 1.27 1.31 
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TABLE XX. VALUES OF r2y SUCH THAT P[(Ra-R)/cr <r2 ] = y (continued) , a Y 
r/n 
n R .2 . 3 .4 . 5 .6 . 7 . 8 . 9 1.0 
y = .975 
.10 1.96 1.92 1.90 1.93 1.92 1.84 1.78 1.71 1.74 
.25 1.47 1.51 1.60 1.63 1.68 1.68 1.70 1.74 1.84 
.50 1.27 1.42 1.60 1.64 1.77 1.83 1.84 1.91 2.02 
80 .75 1.42 1.72 1.86 1.91 1.90 1.90 1.95 1.86 1.99 
.90 1.82 1.82 1.80 1.77 1.72 1.74 1.79 1.69 1.78 
.95 1.64 1.60 1.60 1.61 1.57 1.60 1.62 1.58 1.65 
.99 1.15 1.18 1.23 1.27 1.28 1.33 1.39 1.36 1.39 
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"' TABLE XX. VALUES OF r2y SUCH THAT P [ ( R2- R) I a a< r 2 Y ] = y (continued) 
r/n 
n R .2 . 3 .4 .s .6 . 7 .8 .9 1.0 
:Y = .99 
.10 1.48 1.69 1.79 1.85 1.92 1.97 2.08 2.10 2.18 
.2S .97 1.16 1.30 1.4S 1.66 1.87 2.0S 2.16 2.32 
.so 1.39 1.92 1.64 1.92 2.14 2.24 2.32 2.38 2.40 
10 .7S 1.59 1.96 2.07 2.03 2.00 1.94 1.91 1.91 1.88 
.90 1.29 1.29 1.28 1.28 1.28 1.28 1.30 1.34 1.32 
.95 .90 .90 .97 .98 .99 .99 1.06 1.07 1.07 
.99 .50 .so .60 .60 .69 .69 .69 .77 .78 
.10 1.80 1.9S 2.0S 2.14 2.12 2.11 2.13 2.13 2.1S 
.25 1.20 1.39 1.S2 1.67 1.79 1.88 2.08 2.21 2.39 
.so 1.07 1.35 1.67 1.96 2.18 2.32 2.38 2.40 2.54 
20 .7S 1.88 2.10 2.24 2.28 2.21 2.23 2.20 2.13 2.17 
.90 1.75 1.70 1.65 1.65 1.63 1.66 1.66 1.64 1.65 
.95 1.26 1.26 1.26 1.28 1.31 1.34 1.36 1.38 1.38 
.99 .69 .78 .79 .87 .89 .93 .97 .98 .99 
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TABLE XX. VALUES OF r2y SUCH THAT P[ (R2 -R)/aa <r2Yl = y (continued) 
r/n 
n R .2 . 3 .4 .5 .6 .7 . 8 .9 1.0 
y = .99 
.10 2.11 2.09 2.13 2.13 2.12 2.16 2.14 2.03 2.06 
.25 1.46 1.58 1.68 1.75 1.86 1.92 1.99 2.05 2.31 
.50 1.20 1.44 1.68 1.98 2.11 2.20 2.28 2.33 2.62 
40 .75 1.58 2.02 2.20 2.23 2.19 2.20 2.19 2.18 2.39 
.90 2.02 1.94 1.92 1.90 1.85 1.84 1.83 1.85 1.96 
.95 1.62 1.58 1.59 1.59 1.59 1.56 1.62 1.63 1.72 
.99 .96 .98 1.06 1.12 1.15 1.18 1.23 1.25 1.31 
.10 2.20 2.23 2.16 2.25 2.25 2.30 2.26 2.12 2.07 
.25 1.55 1.75 1.71 1.93 1.97 2.10 2.23 2.17 2.31 
.50 1.34 1.55 1.73 1.98 2.09 2.20 2.25 2.39 2.71 
60 .75 1.63 2.09 2.27 2.29 2.26 2.24 2.22 2.34 2.45 
.90 2.01 1.96 1.93 1.96 1.97 1.96 1.87 2.00 2.10 
.95 1.74 1.68 1.62 1.69 1.71 1.73 1.68 1.79 1.84 
.99 1.08 1.16 1.19 1.24 1.30 1.34 1.34 1.39 1.45 
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TABLE XX. VALUES OF r 2y SUCH THAT PltR2-R)/cra<r2Yl = y (continued) 
r/n 
n R .2 . 3 .4 • 5 .6 . 7 . 8 .9 1.0 
J 
y = .99 
.10 2.28 2.23 2.32 2.32 2.27 2.15 2.08 2.04 2.01 
.25 1.64 1.73 1.82 1.89 2.02 1.91 1.97 2.01 2.20 
.so 1.41 1.55 1.81 1.93 2.07 2.16 2.19 2.19 2.49 
80 .75 1.71 2.11 2.32 2.33 2.29 2.30 2.35 2.28 2.37 
.90 2.13 2.06 2.08 2.05 2.01 2.04 2.02 1.99 2.06 
.95 1.82 1.73 1.78 1.83 1.79 1.85 1.86 1.77 1.85 
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