Abstract-In this paper, we study the problem of tracking a step reference signal using sampled-data control systems. We are interested in the tracking performance, defined as the integral square of the tracking error response between the system's output and the reference input. This performance is deemed the best achievable by a sampled-data controller with a linear time-invariant discrete-time compensator if it is the minimal attainable by all such controllers that stabilize the system. Our primary objective is to investigate the fundamental tracking performance limit in sampled-data systems, and to understand whether and how sampling and hold in a sampled-data system may impose intrinsic barriers to performance. We consider two tracking performance measures, with one defined with respect to the unit step signal, and another with respect to a delayed step signal and averaged over one sampling period. We derive an analytical closed-form expression in each case for the best achievable performance. The results show that a performance loss is generally incurred in a sampled-data system, in comparison to the tracking performance achievable by analog controllers. This loss of performance, as so demonstrated by the expressions, is attributed to the non-minimum phase behaviors as well as the intersample effects generated by samplers and hold devices. Thus, sampled-data controllers do result in an additional performance limit, which is seen as a necessary tradeoff for other advantages offered by this class of controllers.
to different tracking performance. In this paper, we consider the tracking performance problem for sampled-data systems, in which the plant operates in continuous time while the controller in discrete time. We consider single-input, single-output (SISO), linear time invariant (LTI) plants. The reference input will be the unit step signal. The tracking performance is defined as the integral square of the error response, measured by the minimal error achievable by all possible sampled-data stabilizing controllers with an LTI compensator. Our main objective is to investigate what may affect the tracking performance in this setting, and whether any limit to this performance may exist, and if any, how and why it arises.
The tracking capability of feedback systems is an important attribute and has been the subject of research for many years. For SISO stable plants, the ability to track step signals with an LTI controller is considered in [21] , [24] . It has been shown that the tracking capability is completely determined by the location of non-minimum phase zeros of the plant, whether in continuous time or in discrete time. Recently, these studies have been extended to multi-input multi-output, unstable plants with possible time delays [10] , [26] , [33] , wherein it was found that the tracking performance is determined by the delay times, as well as the location and directional properties of the unstable poles, and the non-minimum phase zeros in the plant, and that the effects of delays, poles and zeros can be completely described via closed-form expressions. A similar conclusion holds with respect to other benchmark signals than the step signal, including sinusoidal and ramp signals [11] , [28] .
Problems concerning tracking with sampled-data controllers have been widely studied as well; see, e.g., [13] [14] [15] , [18] , [19] , [36] and the references therein. These problems become considerably more difficult, and closed-form expressions for tracking performance are not yet available; instead, the existing work addresses exclusively numerical design of optimal sampled-data controllers. Among several issues which are unique to sampled-data tracking systems, one important problem is concerned with whether the tracking performance in a sampled-data system may become worse than that of the corresponding analog system. If this is the case, why then is a performance loss incurred in the sampled-data system? Furthermore, what may be the cause contributing to this loss of performance? Would the loss be fundamental of the sampled-data implementation of the controller? If so, can the loss be recovered with sufficiently fast samplers? These issues form the primary objectives of inquiry in the present paper.
The tracking problems being considered in this paper can be posed as sampled-data control problems and tackled using 0018-9286/$25.00 © 2008 IEEE existing numerical methods (see, e.g., [13] , [15] ). It is worth noting that problems of this kind have been studied in a more general setting where linear time-varying (LTV) and periodic controllers are considered [15] , [38] . Despite the restriction, the consideration of LTI controllers nevertheless enables us to obtain analytical results that differ considerably from numerical solutions. Specifically, our main results are analytical expressions of the minimal tracking error, whereas the error is defined either as the integral square error in tracking the standard unit step signal originated at the time zero, or as an averaged error in tracking a delayed step reference. These analytical results are crucial for answering the aforementioned questions, which a numerical solution generally fails to address. First, the results show that the time delay and the non-minimum phase zeros of the analog plant continue to impose limits on the sampled-data tracking performance, in exactly the same manner as in using an analog controller. Second, it is well-known that due to the induction of samplers, the ensuing discretization of the plant is likely to generate new non-minimum phase zeros (i.e., zeros outside the unit disc), despite that the original analog plant may itself be minimum phase [2] , [3] , [6] , [17] . The analytical expressions obtained in this paper reveal that such zeros will also have a negative effect on the tracking performance. Third, in order to contain sampling noise and prevent sampling aliases, an analog pre-filter is generally included in a sampled-data system; for the same reason, discretization of this filter may also generate non-minimum phase zeros and hence they too will affect the tracking performance. Finally, our results exhibit further a relationship between the plant's harmonic contents and the tracking performance, showing that the high-frequency harmonics will have a negative effect on the tracking performance as well. In summary, it will be seen that sampling and hold as a whole results in undesirable "byproducts" unfound in analog systems, which contribute to the degradation of the tracking performance. is the set of all proper stable rational transfer functions in the discrete-time sense; the reader is referred to [13] for the definitions and properties of these spaces. 
II. PRELIMINARIES

A. Problem Formulation
We consider the SISO unity feedback system 1 depicted in Fig. 1 , in which represents the plant model with a possible delay, a lowpass, anti-aliasing filter, and a sampled-data controller consists of a discrete-time compensator , followed by a hold device and preceded by a sampler . The signals and are the reference input and the system output, respectively. We take as an ideal point sampler, and a ZOH, which are synchronized and are of the sampling period . Thus, the sampled sequence is given by , , and the ZOH yields as its output the signal , for . For a given reference signal , the digital compensator is designed such that it stabilizes the analog plant and the continuous-time output tracks the continuous-time reference
. The signal represents the tracking error response. We take to be the unit step signal (1) Assume that the system is initially at rest. The problem then is to determine the best tracking performance achievable by all possible digital LTI compensators that stabilize the plant. Here we measure the tracking performance by the energy of the tracking error response, denoted as and quantified by the integral (2) With the filter and the sampling rate given, the best attainable tracking performance by this class of sampled-data controllers is
The minimal achievable by an analog controller was found in [10] , [24] , whose discrete-time counterpart was obtained in [33] , both of which admit explicit expressions of the best tracking performance in their respective settings. Our aim in this paper is to derive a corresponding solution for the sampled-data tracking problem, that is, an explicit expression of minimal achievable by sampled-data controllers. Alternatively, we will also study a similar performance measure which seeks to average a quadratic error over a time-shifted reference signal. This alternative performance problem is deferred to Section IV.
Unless otherwise specified, throughout this paper we shall assume is rational and proper. It is worth noting that these assumptions are non-restrictive except the stability assumption on , which can be removed if a two-parameter controller structure is adopted and hence is deemed inessential. 2 For example, is a standard requirement to ensure that be finite. If an anti-aliasing filter is included in the system, the condition that is also necessary.
For a one-sided signal with Laplace transform , we denote the -transform of the sampled sequence by , and write it as ; that is where is the -transform operator, the sampling operator, and the inverse Laplace transformation. Define Let denote the ZOH-equivalent discretization [13] , [16] of , that is
It is useful to note that despite the presence of delay, remains to be a rational function; an explicit construction of such a discretization can be found in, e.g., [16] (pp. 171). Moreover, the stability of and guarantees that is stable. Thus, under Assumption 1, the set of all stabilizing LTI controllers is given by
The optimal tracking performance achievable via an LTI controller can then be determined as (4)
B. Frequency-Domain Lifting
We shall tackle the optimal tracking problem from a frequency-domain approach. Let the sampling frequency and the Nyquist frequency be respectively. We refer to the frequency range as the baseband. A fundamental fact concerning a sampled signal is that its frequency response consists of infinitely many shifted copies of the original continuous-time frequency response
We shall write . Consider ,
. By a direct appeal to [7] , or a straightforward extension of contour integral argument [25, p. 147 ] employing the Jordan lemma [22, p. 259] , one can show that the above series converges uniformly to , under the condition that is the Laplace transform of the step response of a system whose transfer function is strictly proper and rational. In light of this condition and Assumption 1, we may write Let be the Laplace transform of the reference input : . Then, the output response can be expressed in the frequency domain as where is the sensitivity function of a discretized system. Employing the parameterization (3), we obtain the error response as (5) and thus the tracking performance can be expressed in the frequency domain as (6) Frequency-domain lifting techniques were developed in, e.g., [1] , [8] , [18] , [37] , which have been the subject of numerous studies of sampled-data control problems (see also [38] for an extension to linear, periodically time-varying systems). In what follows we briefly describe this procedure, while referring to [1] , [8] Consequently, the tracking performance can be quantified using the lifted version of ; specifically
Denote It follows that
Here, in the last expression, is the unit operator on the lifted signal space , such that . The composite operator is known as an FR-operator [1] , [18] . In light of (7), the best achievable tracking performance can then be found by solving the optimal model-matching problem (8) Our goal is obtain an analytical solution to this problem.
III. TRACKING PERFORMANCE WITH UNIT STEP
Our main result is given in the following theorem, which is a closed-form, analytical expression of the best tracking performance achievable by a sampled-data control scheme, in which the discrete-time controller is assumed to be LTI. We shall need the allpass factorization of , given as
where represents the minimum phase part of , and is an allpass factor, such that with , , being the non-minimum phase zeros of . Theorem 1: Let the reference input be the step signal given by (1) . Then under Assumption 1 (10) where and is defined as (11) with , , being the non-minimum phase zeros of , , , the non-minimum phase zeros of , , the non-minimum phase zeros of , with all non-minimum phase zeros of the discrete-time transfer functions counting the zeros at infinity.
Proof: See Appendix A. We remark that the singular integral in converges, a technicality that we choose to omit herein but will become selfevident in the proof of Theorem 1; alternatively, it is straightforward, though somewhat tedious, to show that the integrand has a removable singularity at . The quantity in (10) represents the performance limit inherent of the plant, in which the first two terms, i.e., arise due to the time delay and the non-minimum phase zeros of the continuous-time plant. This term coincides with the minimal tracking error attainable by the optimal analog controller. Thus, Theorem 1 shows that the influence on the tracking performance by the nonminimum phase zeros and the time delay remain in complete existence, in exactly the same way, when the optimal analog controller is replaced by a sampled-data controller. The theorem makes it clear that with a discrete-time LTI controller, sampled-data control will generally worsen the tracking performance, due to the presence of the additional terms, which are all non-negative. Since the sampled-data controllers constitute a special class of LTV controllers, this result reinforces the previous finding in [27] , that the optimal tracking performance achievable via an LTI or an LTV analog controller coincides. On the other hand, it is also known [15] that with the sampled-data scheme, can be further improved if the discrete-time LTI controller is allowed to be time-varying, which may serve as an even more fundamental measure of tracking performance. The third and fourth terms in are seen as the undesirable "byproduct" of the sampled-data tracking scheme, capturing the negative effect of the sampling and hold operations on the tracking performance. The third term is attributed to the non-minimum phase zeros of an auxiliary discretized system, with a ZOH-equivalent discretization of ; a similar effect arises with the anti-aliasing filter, represented by . Together with the third, the fourth term in manifests in a more explicit fashion the effect of intersample behavior, an important aspect of sampled systems, displaying an explicit dependence of the tracking performance on the high-frequency harmonics of . It is useful to note that this effect is independent of the anti-aliasing filter .
It is well-known that sampled systems are prone to non-minimum phase zeros. In particular, it is known [2] , [3] , [17] that for a continuous-time system with pole-zero excess greater than two, the sampled system with a ZOH will always result in zeros outside the unit disc, provided that the sampling period is sufficiently small. It is also known that a continuous-time system with pole-zero excess greater or equal to one results in a discrete-time system with a zero at the point infinity, and hence the sampled system becomes non-minimum phase. Theorem 1 shows that such discrete-time non-minimum phase zeros, known as the sampling zeros, as well as the high-frequency harmonics, are the very reason why it is difficult for a sampled-data system to retain the tracking performance achievable by an analog controller.
In summary, it is clear that sampled-data controllers will in general lead to a degradation in the tracking performance. A plausible question is whether with a fast sampling rate, this degradation can be made small. Toward this end, we first note that the third term in will diminish, and so will . Indeed, according to [2] (see also [3] , [6] , [17] ), for sufficiently small , the transfer function will contain zeros mapped from the zeros of the minimum phase transfer functions , approaching the point from the interior of the unit disc. The remaining zeros of will approach those of the so-called Euler polynomial. As such, for sufficiently small , the second term in is only determined by the zeros of the Euler polynomial, which are always real negative. Consequently, we claim that for sufficiently small More generally, it turns out that the optimal performance as a whole will decrease at a linear rate to the performance achievable by the optimal analog controller. We state this result in the following corollary. The proof is given in Appendix B.
Theorem 2: Under the assumptions in Theorem 1, as (12) It is then clear that the effects of sampling and hold will become negligible for sufficiently small ; in other words, the performance loss due to the use of sampled-data controllers can be recovered in the limit, with an arbitrarily fast sampler.
IV. AVERAGE TRACKING PERFORMANCE
An alternative, complementary measure that can be used to quantify the tracking performance is the performance criterion that seeks to average the quadratic error in (2), over a time-shifted reference signal. In this formulation, we consider the tracking error defined by (13) Note that . The averaged tracking performance is defined as (14) and the optimal average performance becomes Averaged performance measures in the spirit of (14) were advocated in [5] , [12] , [20] for sampled-data systems, and studied in [38] for more general periodic LTV systems. Our following result, a counterpart to Theorem 1, gives an analytical expression as well for the optimal average tracking performance.
Theorem 1: Let the reference input be the step signal given by (1) . Let also be a minimal realization of . Define
Then under Assumption 1 (15) where is given as in Theorem 1 and , , are the non-minimum phase zeros of counting the zeros at infinity. Proof: See Appendix C. It is clear that the essential difference between and results from the use of the anti-aliasing filter . On the other hand, the performance limit due to the plant, i.e., the term is invariant of the measures and thus appears more fundamental to the tracking performance. Theorem 1 and Theorem 2, therefore, reinforce each other, demonstrating the fundamental role of in a sampled-data tracking system regardless of the performance measures adopted.
Analogously, the following asymptotic property of can be established. The proof is similar to that for Theorem 2 and thus omitted. 
We note that the convergence of was previously established in [34] . However, Theorem 4, much like Theorem 2, presents a stronger characterization of this convergence, establishing a linear convergence rate.
V. CONCLUSION
In this paper we have derived explicit expressions for the optimal performance in tracking a step reference signal via sampled-data controllers. Our results demonstrate that the best tracking performance achievable by LTI controllers is negatively affected by 1) the time delay and non-minimum phase zeros of the continuous-time plant; 2) the non-minimum phase zeros resulted from discretization; and 3) the effects due to sampling and hold operations, attributed to both sampling zeros and the plant high-frequency harmonics. While the first source inherits completely and exactly from the analog tracking system, the rest results from the use of a sampled-data controller. Nevertheless, it is also shown that with an arbitrarily fast sampler, this tracking performance does approach asymptotically that achievable by an analog controller, hence recovering in full the performance loss incurred by the sampling and hold operations.
The present work can be extended in a straightforward manner to multi-input multi-output systems, using a combination of the techniques developed herein and in [9] , [10] . It can also be readily generalized to systems with unstable plants. In the latter vein, two-parameter controllers can be used to achieve the optimal performance, which as shown in [9] , [10] for analog systems and in [29] , [33] for discrete-time systems, are exempted from the effect of plant unstable poles. Indeed, it can be shown, by combining the development in [1] (where a two-parameter sampled-data control structure was considered) and the techniques in [10] and the present paper, that this remains true for sampled-data systems, and that in fact, despite the presence of plant unstable poles, the optimal tracking performance achievable by a two-parameter sampled-data controller will coincide with that in the present setting, i.e., a stable plant controlled by a one-parameter sampled-data controller. As such, our study of stable plants suffices to expose the fundamental limit to the achievable tracking performance, which is solely determined by the non-minimum phase behavior of the plant and the intersample effect of a sampled system.
APPENDIX A PROOF OF THEOREM 1
Proof: The proof of Theorem 1 requires a lengthy derivation. Our first step is to separate the non-minimum phase zeros of . For this purpose, we invoke the allpass factorization (9) . Introducing the diagonal operators , , so that It follows that , where:
We claim that (A1) with Indeed, since and , it follows analogously as in [10] that:
We next evaluate . Define
It is possible to carry out a spectral factorization [13] , [35] for , such that
We note that can be constructed explicitly as a rational function [8] It is also clear that the optimal tracking performance can be achieved by the solution of the discrete-time model-matching problem which can be solved using standard optimal control procedures (see, e.g., [13] ), or based on a cheap control approach [29] .
The remaining part of the proof proceeds by evaluating , which, by a direct calculation, is found to be Proof: In light of Theorem 1, it suffices to consider a delayfree plant and assume that is minimum phase, and show that the corresponding tracking performance approaches zero at a linear rate, i.e., We accomplish this goal using a time-domain lifting approach [4] , [30] , [31] , [36] . In particular, we rely on a formalism of [13] , which studied a more specialized tracking problem under an criterion. Let us first consider a generalized continuous-time plant , with the realization A generalized feedback system is shown in Fig. 2 . With a continuous-time plant and a sampled-data controller , the system can be converted into one with a discrete-time controller together with a generalized discrete-time plant , which take the places of and , respectively. The state-space realization of the discrete-time plant is given by . The set of all stabilizing controllers is given by The minimal tracking performance is then found to be We refer the above discretization scheme to [13] (Chap. 12), which was carried out therein for a similar tracking problem.
We next perform an asymptotic analysis 3 on . Using the asymptotic expansion we find that for a sufficiently small
We may now calculate the transfer functions , , and . It is immediate to find from the realization (B3) that 3 This asymptotic analysis was performed in [32] , which unfortunately contains an error and hence led to an erroneous result.
Here we have taken , and the fact that , . Thus, we find that Select so that where are the non-minimum phase zeros of , which, according to [2] , [3] , [17] , will approach to the zeros of the Euler polynomial. For this to be possible, however, it is necessary that possesses an order when ; in other words, the order of cannot be lower than . We are thus led to which, along with the recognition from Theorem The proof is thus completed.
