Abstract-
INTRODUCTION
The Low Power and Lossy Networks (LLN), standardized by the IETF ROLL working group [1] is a subclass of the Internet of things networks. It is formed mostly from heavily resource constrained and low-cost tiny devices and sensors. The interconnection between routers is based on Lossy Links, which are unstable by nature and characterized by relatively low packet delivery rates. This kind of devices needs an efficient routing protocol to reach the Internet. RPL is an IPV6 proactive distance-vector routing protocol, which has several components used to construct the Destination-Oriented Directed Acyclic Graphs (DODAGs). The first one is the objective function (OF) [2] . It defines how nodes select and optimize the routes toward the destination, while the second component is the trickle algorithm. In the RPL network, the trickle allows controlling the transmission of the signalling traffic used to build the DODAG topology [3] [4] . It allows exchanging information between constrained nodes in a simple way with an achievement of the scalability and energy-efficient goal. To this end, Trickle uses two mechanisms. The first one is when it detects an inconsistency in the network; it increases the signalling rate to be adaptable to this event. However, when the network reaches its steady phase it gradually and exponentially reduces the signalling rate for an efficient energy and bandwidth consumptions. The second mechanism is the suppression mechanism that allows removing the control packets if the node detects that enough number of its neighbours have transmitted the same information. This mechanism allows decreasing the energy consumption [5] . Many contributions have been proposed by researchers to improve the Trickle Algorithm. However, to the best of our knowledge, there is no proposed approach that combines the three metrics (Low overhead, low Convergence time and decreased energy consumption), which are more important in LLN networks. In this study, we propose a new extended trickle called FL-Trickle. Our proposed algorithm leads to a faster convergence time and a lower overhead and energy consumption. The remaining of this paper is organized in the following fashion. Section II, presents an overview of RPL and Trickle algorithm. Section III, describes some studies related to the Trickle algorithm. Motivation and proposed enhancement are explained in Section VI. An assessment of the different results obtained from simulation is described in section V. Finally, we conclude the paper by discussing the results and proposing a future work.
II. RPL OVERVIEW

A. RPL
RPL is a routing protocol for Low Power and Lossy Networks (LLN), made specifically for Wireless Sensor Networks (WSN) in the Internet of Things [6] . It has a routing table to decide which neighbor node is the next hop for a given message. RPL operates by assigning each node a rank, which is increased as far as the node is from the border router. It allows creating a Destination Oriented Directed Acyclic Graph (DODAG), which is a graph of paths of communication through the network [7] . RPL works in two directions; upward routing from leaf nodes to the border router and downward routing from the border to any node.
There are three types of messages that RPL used for creating an optimized routing table [8] [9] ; DODAG Information Objects (DIO) forms the DODAG and allows other nodes to discover an RPL instance and join it. DODAG Information Solicitations (DIS) solicits DIOs from other neighbor nodes. Finally, DODAG Destination Advertisement Objects (DAO) supports downward paths to parent or ancestor nodes. RPL is based on the Trickle Timer Algorithm to control the DODAG graph and to construct and update it. The timer controls specifically the transmission of the DIO's messages that enter the network and also the time that a node listens for a new information and how it will be sending its own and current information to its neighbors.
B. Trickle Timer Algorithm
The trickle algorithm is developed to disseminate code updates and construct the DODAG through LLN Network. It runs for a defined interval and made up of three configuration parameters:
 Imin: The minimum interval size, which is defined in units of time (e.g., Milliseconds, seconds ...).  Imax: The maximum interval size that considered a number of doublings of Imin, also defined in units of time (e.g., Milliseconds, seconds ..).  K: presents the redundancy constant [10] .
In addition to these parameters, three variables are maintained by Trickle:
 I: The current interval size defined in units of time (e.g., Milliseconds, seconds ...).  t: a time within the current interval defined in units of time (e.g., Milliseconds, seconds ..).  c: A counter.
To operate, the trickle algorithm uses six steps [10] : first, it starts its first interval from a range of [Imin, Imax] . Then, it resets the counter to zero and chooses a transmission time randomly from a range of [I/2, I]. In the third step, if the trickle detects a consistent it increments the counter. At a specific time "T", nodes can transmit only if the counter is less than the redundancy K and which forms the step 4. At an expired interval, trickle doubles its length. If the new length is high than the Imax, then the trickle sets this interval to Imax and returns to step 2. At least, step 6 is related to the inconsistent messages. If a node detects an inconsistent, it resets the interval length to Imin and reexecuts step 2.
III. RELATED WORKS
The IETF has adopted Trickle Algorithm as a core component of RPL that is responsible for regulating the transmission of the control traffic data. In addition, Trickle has been used by various applications to disseminate data in service discovery protocols in an efficient way [13] . Despite its importance, only a few studies have been conducted to validate its efficiency and optimizing its operation. In [4] , authors proposed an improved version of Trickle called "Enhanced-Trickle". This algorithm solves the short listen problem. It changes three configuration parameters in the standard Trickle; First, it chooses the time "t" from within the range [0, I], instead of [I/2, I]. Then, the algorithm resets the counter "c" to zero only at the beginning of the first interval "Imin" and at the randomly chosen time "t" to enable the suppression mechanism. However, this produces unequal intervals among nodes. Hence, some nodes have more chances to transmit than others do. As a solution, authors proposed to stretch the redundancy of the constant "k" by using a new formula: k = (k * (2 * Inz -I)) / I. Therefore, if a node has two successive transmissions, "k" will increase until exceeding the redundancy counter "c". As a result, it allows decreasing the convergence time. In contrast, it still suffers from the unfairness problem, because it is rare when this formula is applied, so the algorithm will operate as the standard. Hence, some nodes will send more than others in most times. For instance, the authors in [11] and [12] analysed the underlying causes of unfairness in Trickle networks, addressing the unfairness of Trickle into two contributors: desynchronization and non-uniform topology. To balance Trickle's communications in heterogeneous topologies, the authors in [11] proposed an algorithm called "Multiple Redundancy Constants K" that computes the redundancy constants "k" locally at each node depending on the number of neighbours. In [12] , the authors analysed the unfairness, linking the problem's cause to the desynchronization among nodes. Therefore, they proposed an algorithm called "Trickle-D" that adapts the redundancy constant "k" to improve global fairness based on the Jain's fairness index ensuring that all nodes have the same number of transmissions. Consequently, Trickle-D achieves high fairness while keeping a low overhead. Another version of Trickle, called "New Elastic Trickle", is introduced in [13] , in which the convergence time and the latency are improved. The authors examined the relationship between the number of neighbours and the listen-only period, discovering that when the number of neighbours is small, the listen-only period is short, and vice versa. In addition, they eliminated the listen-only period for the first interval; hence, nodes can resolve the inconsistency earlier. As a result, the New Elastic Trickle gets better results in term of convergence time. However, it increases the control traffic overhead in the first Interval due to the elimination of the listen-only period. Hence, it consumes more energy.
IV. MOTIVATION AND CONTRIBUTION
The proposed Algorithm (FL-Trickle)
The Trickle algorithm is the main component of the RPL routing protocol. It allows controlling and regulating the load of the traffic in the network. However, Trickle has some limits that reduce its efficiency in terms of convergence time, overhead and energy consumption. To overcome these limitations, we propose a new enhancement of the Trickle called "FL-Trickle". We noticed that choosing a low value for Imin in the first intervals is a major issue [1] . Indeed, it lets the nodes sending many control messages to converge quickly. As a result, it introduces high control traffic overhead. For this reason, we aimed to find a way to converge as quickly as possible with low control traffic overhead and at the same time decreasing the power consumption. The proposed FL-Trickle is illustrated in Figure 2 The main contribution of this paper is that the new FLTrickle decreases the delay to transmit the control messages by fixing the transmission time T at I/2, instead of choosing it randomly in [I, I/2]. Hence, our algorithm has a faster converge network. In additions FL-Trickle decreases the transmission rate by working with a high value of the Minimum Interval (Imin) in order to have a low overhead with no extra in terms of energy consumption. To decrease the energy consumption, FL-Trickle uses three parameters, the skipped intervals, the start and the end intervals of the skipped process.
V. SIMULATION RESULTS
a) Simulation setup:
To assess our proposed FL-Trickle, we configured a set of parameters using the Cooja simulator running on the Contiki Operating System (version 2.7). The choice of this simulator is based on two main considerations: first, it is an open source emulator designed for IoT applications [14] . Second, it makes the modification and improvement of the trickle very easy due to its implementation on the core RPL in a separate way to the other components of RPL as the objective function. We have considered three metrics to evaluate our experiments: the convergence time wich is the time for nodes to join the network, the overhead that is the number of control messages and the energy consumption. Each one has an impact on the behaviour of the Trickle algorithm [15] .
b) Evaluation results:
To evaluate the performance of FL-Trickle, we considered 
1) Comparison of different RX values
The first scenario is based on RX values. We compare FLTrickle, Trickle-Plus, and Standard Trickle in terms of convergence time, energy consumption, and overhead for different RX values from 20% to 100%. As we can observe from Figure 3 , FL-Trickle has the optimal convergence time with 100% and 80% of RX value than trickle plus and standard trickle. We notice that the convergence time of FLTrickle scales logarithmically with the increase of RX values. However, Trickle-Plus provides a slow decrease of convergence time than Standard Trickle from 100% and 80% RX values but strongly decrease from 80% to 20%. Moreover, we notice that the convergence time changes are not proportional to the RX values. The decrease of the probability of reception (RX) provides an increase in terms of convergence time. We conclude that with a low probability of reception, the number of lost packets increases, making the network to converge very slowly. In addition, the decrease of the RX value lets nodes to transmit more control messages as illustrated in figure 4 . We notice that the standard Trickle provides a very high value of overhead due to the listen-only period as explained earlier.
However, both FL-Trickle and Trickle-Plus have a low overhead, because they skip the undesired intervals, sending only the necessary control messages needed for the convergence. As we can observe, the decrease in RX values affect the network stability, making nodes to send more control messages. More control messages mean more energy consumption as illustrated in Figure 5 . We also observe that FL-Trickle consumes low power than TricklePlus and Standard Trickle. This result refers to the skipped interval that reduces the unnecessary messages and the high value of the Imin intervals that balance the transmission load between nodes. By adopting these two parameters, FLTrickle keeps providing better results in terms of convergence time, overhead and energy consumption. In contrast with the trickle standard, the use of low values of Imin allows for more energy consumption, which affects the network lifetime, making nodes consuming their energy in a short time. The second scenario focuses on the redundancy constant "K". The experiments demonstrate the impact of this parameter on convergence time, overhead and power consumption. As shown in Figure 6 , FL-Trickle makes the network to converge faster than Trickle-Plus and Standard Trickle even if we change the redundancy constant (k). However, as we can observe from Figure 6 , the redundancy k can affect the convergence time. The network that uses the Standard Trickle converges very slowly especially with high values of redundancy K. This result is similar to results in Figure 7 , we observe that when the redundancy k increases, nodes transmit more messages which causes congestion. To resolve this problem and then decrease the control messages, nodes should use the suppression mechanism. In contrast, this mechanism cannot be activated until the counter C is greater or equal to redundancy K. For this reason; the Standard Trickle has the highest overhead than Trickle-Plus and FL-Trickle. More overhead means more energy consumption as confirmed in Figure 8 . We notice that the FL-Trickle consumes low energy than Trickle-Plus and Standard Trickle. In addition, the increase in redundancy k allows increasing the energy consumption. This can be explained by the fact that with a high value of redundancy k, nodes keep transmitting their data until the counter c attaints a high value or equal to these parameters. This can make the network converge slowly, increase the overhead and makes nodes consume more energy. As a conclusion, we notice that regardless the experiment condition, FL-Trickle provides better results in terms of convergence time, overhead and energy consumption. 
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