Background: A common, important problem in spatial epidemiology is measuring and identifying variation in disease risk across a study region. In application of statistical methods, the problem has two parts. First, spatial variation in risk must be detected across the study region and, second, areas of increased or decreased risk must be correctly identified. The location of such areas may give clues to environmental sources of exposure and disease etiology. One statistical method applicable in spatial epidemiologic settings is a generalized additive model (GAM) which can be applied with a bivariate LOESS smoother to account for geographic location as a possible predictor of disease status. A natural hypothesis when applying this method is whether residential location of subjects is associated with the outcome, i.e. is the smoothing term necessary? Permutation tests are a reasonable hypothesis testing method and provide adequate power under a simple alternative hypothesis. These tests have yet to be compared to other spatial statistics.
Background
Statistical tests applied in spatial epidemiology have two primary purposes. The first is to detect spatial variation in disease risk across a study region and the second is to identify areas of increased or decreased risk [1] [2] [3] [4] . We consider generalized additive models (GAMs) and the spatial scan statistic; two popular methods that can be used for both purposes.
GAMs are generalizations of generalized linear models that allow nonparametric functions of covariates to be modeled in an additive framework [5] . Webster et al. (2006) used GAMs in spatial settings with a bivariate locally weighted regression (LOESS) smooth [5] and performed hypothesis tests using permutation techniques to determine whether there was spatial variation in disease risk and to locate statistically significant areas of increased or decreased risk [6] . Similar methods have been applied by other authors using tests based on permutation, bootstrap, and Monte Carlo techniques [7] [8] [9] [10] .
In previous research, we evaluated four permutation tests applied with GAMs to determine type I error rates and power estimates under simple hypotheses (Young, Weinberg, Vieira, Ozonoff, Webster: The Power of Hypothesis Testing Using Generalized Additive Models with Bivariate Smoothers, submitted) [11] . The four methods differed primarily in the determination of the span (neighborhood) size when applying GAMs to observed and permuted datasets. For the conditional permutation test (CPT), originally proposed by Webster et al. (2006) , we selected an optimal span by applying GAMs to observed data using a range of possible span sizes. Akaike's Information Criterion (AIC) was recorded for each model and the minimal model AIC corresponded to the optimal span [6, 12] . The statistic of interest, the difference in deviances of models including and excluding the bivariate LOESS smoothing term, was recorded for the observed data. GAMs were then applied to permuted datasets using the optimal span selected for the observed data to produce a conditional permutation distribution of difference in deviance statistics. We determined significance through the comparison of the observed statistic to the sampling distribution generated from the repeated permutations [6] . This method had an inflated type I error rate when applied using the nominal α cutoff. For a nominal significance level of 0.05, CPT had an estimated type I error rate of 9.5% when applied with a bivariate smoothing term. When the null hypothesis was rejected for p-values less than 0.025, the observed type I error rate fell within a 95% confidence interval of 0.05, the desired significance level [11] .
The second method was a fixed span permutation test (FSPT) where the span size was determined a priori and was held constant for observed and permuted datasets. The test was otherwise performed in the same manner as the CPT. This test had an appropriate type I error rate [11] but the required a priori determination of the span size was a disadvantage (Young, Weinberg, Vieira, Ozonoff, Webster: The Power of Hypothesis Testing Using Generalized Additive Models with Bivariate Smoothers, submitted). An alternative method was the fixed multiple span permutation test (FMSPT), evaluating GAM models at three or five predetermined span sizes across the range of possible spans. A permutation test was performed at each selected span with a reduced significance cutoff, empirically determined to be α/ #Spans Examined. The Bonferroni-like adjustment produced a slightly conservative type I error rate but the FMSPT had similar power estimates when compared to the other methods (Young, Weinberg, Vieira, Ozonoff, Webster: The Power of Hypothesis Testing Using Generalized Additive Models with Bivariate Smoothers, submitted). The final permutation method was the unconditional permutation test (UPT) where we determined the optimal span size for observed and permuted datasets through minimizing the AIC statistics. This method had an appropriate type I error rate; however it was computationally intensive and had reduced power when compared to the other methods [11] . A brief description of the hypothesis testing methods is located in Table 1 .
The spatial scan statistic, a popular method proposed by Kulldorff and Nargawalla (1995) , detects the most likely cluster through comparison of likelihoods of cases falling within and outside circular zones [13] . In recent power evaluations, the scan statistic performed well with a single circular cluster [2, 14, 15] but underperformed with multiple and non-circular clusters [16] . When applied to case-control data, aside from stratified analyses, the scan statistic cannot be adjusted for covariates [16] . We applied the scan statistic through SaTScan, publicly available free software [17] , to reflect its application in spatial statistics and spatial epidemiology.
GAMs and the scan statistic were compared in a previous study that focused on cluster detection using aggregate data. The performance of the two methods depended greatly on the shape of the cluster and with irregularly shaped clusters, GAMs outperformed the scan statistic [18] . In this study, we applied the CPT, FMSPT, and spatial scan statistic to simulated case-control point data to estimate power for global and sensitivity for local hypothesis tests. The CPT and FMSPT were selected for comparison as they are computationally efficient, had similar power estimates in a previous study (Young, Weinberg, Vieira, Ozonoff, Webster: The Power of Hypothesis Testing Using Generalized Additive Models with Bivariate Smoothers, submitted), and neither method requires a priori selection of a single span.
Here, simulated data were generated in three cases: Case 1 was a circular cluster of constant increased or decreased risk centered in a circular study region (Figure 1) , Case 2 was a circular study region with increased or decreased risk with proximity to the center of the region (Figure 2 ), and Case 3 was a square study region with increased or decreased risk with proximity to the center of the horizontal axis ( Figure 3) . We compared the power and sensitivity of the hypothesis testing methods for each Case.
Methods

Simulated Data
Simulated data had a dichotomous outcome and geographic locations generated from a bivariate uniform distribution of longitude and latitude. Odds ratios were chosen to produce a wide range of theoretical power. Odds ratios less than 1.0 indicate areas of decreased risk while odds ratios greater than 1.0 indicate areas of increased risk. For each set of parameters, 1000 datasets were simulated, each containing 1000 observations, chosen to reflect previous studies performed on the Cape Cod Family Health Study data that used GAMs as a statistical analysis technique [19] [20] [21] . Statistical analyses were applied to point data and the nominal α level was 0.05.
Case 1 was a circular study region that contained a circular cluster of constant risk centered in the region. (Figure 1, Figure 4 ) This case was a simplified version of what may be observed if subjects living within some radius of an exposure source, such as a lead smelter [22] , were found to be at constant increased or decreased risk when compared to subjects living further from the source. The cluster covered 15% of the study region and approximately 150 of the 1000 subjects lived within the cluster. We considered scenarios where the probabilities of disease outside the cluster were equal to 5% or 20%. Odds ratios comparing those living within to outside the cluster were 0.5, 1.0, 1.5, 2.0, 2.5, and 3.0.
Simulated data for Case 2 reflected a circular study region with linearly increasing or decreasing logodds of disease with proximity to the center of the region. (Figure 2) This was a simplified pattern of what may be observed where increased proximity to some point, such as a lead smelter [22] , increased the risk of disease. The probability of disease at the edge of the region, i.e. the subjects least exposed, was equal to 5 or 20% and odds ratios comparing subjects at the center to those at the edge of the region included 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, and 3.5.
In Case 3, the study region was square with logodds of disease increasing or decreasing linearly with proximity to the center of the horizontal axis of the study region. (Figure 3 ) These data followed a simple pattern similar to increased risk of disease with proximity to heavy-traffic roadways [23, 24] . As with Case 2, the probabilities of disease for those least exposed, i.e. living at the horizontal edges of the region, were equal to either 5 or 20%. There was no variation in disease risk across the vertical axis. The odds ratios were 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, and 3.5 comparing subjects living at the center to those at the edge of the horizontal axis.
Theoretical Power
Data for Case 1 could be appropriately analyzed using a Pearson chi-square test while data for Cases 2 and 3 could be appropriately analyzed using simple logistic regressions. We derived the theoretical power for each Case to determine how the spatial methods compare to the more simple tests. Details of these derivations are available in Additional file 1. 95% confidence intervals were computed for each power estimate. The margin of error was computed using the standard deviation of the estimated power, i.e. 95% CI=p\and±1.96p\and(1−p\and) 1000, where p\and is the estimated power.
Generalized Additive Models (GAMs)
We applied GAMs to simulated data using a bivariate LOESS smoothing term to adjust for geographic location [6] using the gam package [25] available in R v2.8.0 [26] . Two hypothesis tests were performed using the GAM framework: the CPT and FMSPT. When performing the CPT, an optimal span size for the observed data was selected through the application of GAM models to the observed data using a range of span sizes between 0.05 and 0.95. The AIC was recorded for each model and the span was selected to minimize the model AIC [6, 12] . The span size was held constant as GAMs were applied to 999 permuted datasets. The statistic of interest was the difference in deviances between models including and excluding the smoothed term for geographic location. The null hypothesis was rejected if the observed difference in deviance statistic fell in the upper 2.5% of the distribution of statistics from permuted datasets [6, 11] .
The FMSPT was performed through the application of GAM models across either three or five predetermined span sizes, denoted by FMSPT-3 and FMSPT-5 respectively. The three span sizes selected were 0.1, 0.5, and 0.9 while the five span sizes were 0.1, 0.3, 0.5, 0.7, and 0.9. From each model the difference in deviance statistic was recorded and subsequently compared to the permutation distribution with the same span size. For FMSPT-3, the null hypothesis was rejected if the difference in deviance statistic fell in the upper 100*\alpha3% of the distribution while for FMSPT-5, it was rejected if the statistic fell in the upper 100*\alpha5% of the distribution [27] .
Syntax used to generate data for this study and to minimize the AIC statistic across multiple span sizes using the software R v2.8.0 [26] is available on the Boston University Superfund Research Program website at: http://www.busbrp.org/projects/project2.html.
Spatial Scan Statistic
The spatial scan statistic is a method that overlays the study region with overlapping circular regions centered at observation locations with radii varying continuously from zero to some specified upper limit (here, radii vary from zero to containing one-half of the study population). A zone is the infinite number of circles centered at some arbitrary point location with radii varying from zero to the upper bound. For a given radius, a zone can be further described by the number of individuals and cases falling inside the circle. The spatial scan statistic tests the null hypothesis of spatial randomness, i.e. the probability of disease within a circular zone equals that outside the zone, through a likelihood ratio test and detects the most likely cluster as the zone that maximizes the likelihood under the full parameter space. The distribution of the likelihood ratio depends on the underlying population distribution, upon which no assumptions have been made. With small samples it is possible to find the exact distribution; however for larger datasets Monte Carlo simulations are required [13] .
In this study, the scan statistic was applied through the free available software SaTScan v 7.0.3 [17] using a purely spatial Bernoulli model, appropriate for case-control data. We rejected the null hypothesis if the most likely cluster was significant at the 0.05 level.
Detecting Exposure Source Locations
We aimed to evaluate the ability of the GAM permutation tests and the spatial scan statistic to correctly identify the exposure source as high or low risk, i.e. the sensitivity of the methods. For Cases 1 and 2, we defined the CPT as successful in locating the exposure source if the global null hypothesis was rejected and the point-wise predicted logodds for the center of the study region fell in either the upper or lower 2.5% of the point-wise permutation distribution of predicted logodds. We considered the FMSPT successful if the global null hypothesis was rejected and at least one test predicted a point-wise logodds falling in the upper or lower 2.5% of the corresponding predicted permutation distribution. For Case 1, we also examined the proportion of the true cluster correctly identified as high or low risk by the point-wise tests, given that the global hypothesis was rejected. For Case 3, we defined sensitivity as the proportion of the vertical exposure source that was detected as increased risk for datasets when the global null hypothesis was rejected. For the FMSPTs, we present the proportion of the vertical source detected by at least one span size.
For Cases 1 and 2, if the center of the region was detected as part of a significant most likely cluster at the 0.05 level, the scan statistic was considered successful in identifying the area of risk. For Case 1, we also examined the percent of the true cluster overlapped by a significant most likely cluster. For Case 3, we examined the proportion of the vertical exposure source included in a significant most likely cluster.
The sensitivity to detect the exposure source is undefined for data simulated under the null hypothesis and so sensitivity estimates for these data are excluded. The local hypothesis tests are exploratory in nature but provide an additional measure by which the tests can be compared. We did not examine a measure of specificity in this analysis as, for Cases 2 and 3, the exposure source was not dichotomous in nature.
Results
Theoretical powers for Cases 1, 2, and 3 were computed using equations from the literature [ [28] (Table 2) The CPT outperformed FMSPT-3 and FMSPT-5 in each case. It was appropriately sized with observed type I error rates near 0.05. The power of the CPT was approximately doubled when comparing estimates for a probability of disease of 0.05 to 0.20 for each case. Larger power estimates were generally observed for Case 1, followed by Case 3 and Case 2. (Table 3) In general, FMSPT-3 had higher power estimates than FMSPT-5, perhaps due to the slightly conservative Bonferroni-like significance cutoff adjustments. The greatest power estimates for the FMSPTs with an odds ratio of 3.0 were observed in Case 1 with a probability of disease for unexposed subjects of 0.20 and power estimates ranging (Table 3) The spatial scan statistic performed best in Case 1, followed by Cases 2 and 3. In Case 1, the scan statistic had a maximum estimated power of 0.963 (95%CI: 0.951-0.975) with a probability of disease outside the cluster of 0.20. In Cases 2 and 3 the maximum power was 0.758 (95%CI: 0.731-0.785) and 0.703 (95%CI: 0.675-0.731), respectively, for an odds ratio of 3.5. The test had an appropriate type I error rate for all cases and scenarios. It was outperformed by all three of the permutation testing methods in Cases 2 and 3 but had the highest power estimates in Case 1. (Table 3) Examining method sensitivity, in Case 1, the CPT detected an average proportion of 0. (Table 4) Examining the ability of the methods to detect the exposure source location, the CPT was outperformed by both FMSPTs in Case 2. When the null hypothesis was rejected, the exposure source was correctly identified as a point of high or low risk by the CPT in up to 98.7% (95%CI: 98.0-99.4%) of datasets. (Table 5) The estimates for the FMSPTs were greater, with the exposure source correctly identified in over 99% of datasets where the global null hypothesis was rejected with an odds ratio of 3.5 and a probability of disease for unexposed subjects of 0.20. (Table 5) The scan statistic was outperformed by the permutation testing methods in Case 2. It detected the exposure source in 72.5% (95%CI: 69.7-75.3%) of datasets where the null hypothesis was rejected with a probability of disease for unexposed subjects of 0.20 and an odds ratio of 3.5. (Table 5) In Case 3, the FMSPTs outperformed the CPT and scan statistic detecting a higher proportion of the vertical exposure source. (Table 5) The distribution of the selected span size for the CPT was bimodal with models near 0.3 and 0.6 for Case 1 for a probability of disease outside the cluster of 0.20. For a probability of disease of 0.05, there was greater density of the distribution near large span sizes indicating that for smaller probabilities of disease for unexposed subjects, the GAM was more likely to choose large span sizes than for higher prevalence diseases. (Figure 5a) The distribution of the radius of the scan statistic for Case 1, for a probability of disease for unexposed subjects of 0.20 and an odds ratio of 3.0, was unimodal with both mean and mode near the true cluster radius of 0.15. (Table 6 ) The distribution for a probability of disease for unexposed subjects of 0.05 was bimodal with modes near 0.1 and the true cluster size showing a tendency of the scan statistic to detect small clusters when analyzing diseases of lower prevalence. (Figure 5b )
Figures 6 and 7 display two datasets from Case 1 with an odds ratio of 3.0 and a probability of disease of 0.20 for unexposed subjects where the global null hypothesis was rejected by all of the methods compared. In Figure  6 , the CPT detected between 6.3 and 33.7% of points as increased risk while FMSPT-3 and FMSPT-5 detected 12.8-38.1% and 13.7-38.2% of points, respectively. For the same case, odds ratio, and probability of disease, the scan statistic detected a cluster with the smallest radius observed, 0.07, while in Figure 7 it detected its largest cluster with a radius of 0.80.
Discussion
Simulated data were used to compare the power and sensitivity of the CPT and FMSPTs performed with GAMs to the spatial scan statistic under three simple alternative hypotheses. Theoretical power was computed for each alternative hypothesis to provide a comparison of spatial statistic hypothesis tests to simpler methods.
In Case 1, a circular cluster was centered in the study region. The spatial scan statistic identifies clusters by placing circular zones across the region of interest and comparing the likelihood of disease within to outside the zones. As this method is similar to the pattern of disease risk for this Case, it is unsurprising that the scan statistic had the highest estimated power, nearing the theoretical power calculated for a Pearson chi-square test. The CPT had slightly lower power than the scan statistic and FMSPT-3 and FMSPT-5 had lower power estimates.
In Case 2, there was a linear association between Euclidean distance from the center of the circular study region and the logodds of disease. Case 3 was a square study region with a linear association between the proximity to the center of the horizontal axis and the logodds of disease. As these cases would be appropriately analyzed by logistic regression methods, GAM permutation tests had an advantage over the scan statistic in its flexibility to detect different patterns in disease risk. In both Cases 2 and 3, the CPT had the highest estimated power though estimates were at least 10% smaller than the theoretical power of a logistic regression. The scan statistic had the lowest power for Cases 2 and 3. For all tests, power estimates for Case 1 exceeded those of Cases 2 and 3. For the GAM permutation tests, power estimates for Case 3 were greater than those of Case 2 under similar conditions while the estimates were comparable between the two cases for the scan statistic.
The size of the most likely cluster and hot-and coldspots identified by the scan statistic and GAM methods varied greatly across datasets, as observed in Figures 6  and 7 . For Case 1, an odds ratio of 3.0, and a lower prevalence, i.e. a probability of disease outside the cluster of 0.05, the spatial scan statistic had larger variation in most likely cluster radius and a greater probability of a most likely cluster having a radius smaller than the true cluster than for higher prevalence. (Table 6 , Figure 5a ) The scan statistic showed a tendency to detect small clusters while the CPT tended to smooth over small variations in disease risk as a large span (span > 0.80) was more likely to be selected when analyzing diseases of lower prevalence. (Figure 5b) Comparing model sensitivities, in Case 1, the FMSPT-5 consistently detected the highest proportion of the true cluster as a hot-or coldspot, followed by FMSPT-3 and CPT with the scan statistic having the lowest mean proportion detected. It is not surprising that FMSPT-3 and FMSPT-5 had the highest sensitivity estimates as the definition of sensitivity of these tests considered points detected if they were considered a hot-or coldspot in at least one of 3 or 5 models. Sensitivity for the CPT required the points to be detected at a single span size.
Of interest, the spatial scan statistic had the highest power estimates for Case 1 though it did not detect the highest proportion of the true cluster. As for its sensitivity, the scan statistic detected a most likely cluster of the correct size with a radius within ±0.01 of the true cluster radius in 19.4% of datasets with an odds ratio of 3.0 and a probability of disease outside the cluster of 0.20. Of these most likely clusters, 12.4% were centered in the correct location and only one dataset was observed to have a correct cluster radius and location with a p-value of less than 0.05.
In Case 2, sensitivity was measured by the probability of detecting the exposure source, given that the global null hypothesis was rejected. In practice, after detecting variation in disease risk, public health resources may be sent to specific locations detected as hot-or coldspots to determine the source of exposure. If the exposure point source is not included in the most likely cluster or hot-/coldspot detected, it is unlikely that public health officials will be able identify the true exposure that is increasing disease risk. A minimum sensitivity of 80% may be considered a reasonable requirement of tests used for application. The FMSPTs had sensitivity Sensitivity reflects the probability of the identification of the center of the region as high or low risk, given that the global null hypothesis was rejected, i.e. Sensitivity = P(Exposure Source Located | Rejected Ho) * Sensitivity reflects the mean percent of the vertical exposure source identified as high or low risk, given that the global null hypothesis was rejected, i.e. Sensitivity = mean(Percent Exposure Source Located | Rejected Ho) estimates of at least 80% for odds ratios over 2.0 while the CPT had sensitivities of 80% for odds ratios of at least 3.0 for both probabilities of disease. The sensitivity of the scan statistic did not reach 80% for any odds ratios, having much lower estimates than the permutation testing methods. Of the datasets where the scan statistic detected a most likely cluster with a p-value of less than 0.05, it rarely identified the correct exposure point source.
Sensitivity for Case 3 was measured as the proportion of the vertical exposure source identified as high or low risk, given that the global null hypothesis was rejected. Again, the spatial scan statistic had much lower sensitivity than the permutation testing methods. For odds ratios of at least 3.0 and a probability of disease for unexposed subjects of 0.20, the FMSPTs had sensitivity estimates of at least 70%, slightly lower than the desired magnitude. FMSPT-5 had the highest sensitivity, followed by FMSPT-3 and CPT.
For the CPT, we selected the span size through minimization of the AIC statistic. Many other methods of span selection are available. We believe similar results Figure 4a we see that for lower disease prevalence the GAM methods tend to choose a large span size, possibly oversmoothing and missing the cluster. The scan statistic tends to under-smooth and finds a most likely cluster that is much smaller than the true cluster radius, as shown in Figure 4b . would be observed for any data driven span selection procedure, but further research is needed to confirm this. For the FMSPTs, we selected spans for a range across possible span sizes a priori. Other span sizes could be selected and power estimates may change accordingly. For the CPT and FMSPTs, we applied significance level adjustments based on empirical evidence from previous research and a nominal α level of 0.05 [27] . There is no guarantee that similar results will be observed in future studies as the significance cutoffs used here were selected and evaluated through a single set of simulations. For different nominal α levels, appropriate significance cutoffs must be determined. A number of extensions to the scan statistic are available, including elliptical [28] and flexibly shaped [29] zones; however for this research, our interest was in evaluating the original, and widely used, circular spatial scan statistic as applied using the software SaTScan. Applications of other versions of the scan statistic may influence the statistical power and sensitivity of the test. Evaluation of the extended methods is left for future research. In this research, we applied the methods to point data. Both the scan statistic and GAM methods are applicable to aggregate data and if applied to such data, the resulting distribution of power estimates would likely change.
Conclusions
Power of at least 80% indicates that the null hypothesis is correctly rejected at a high rate, a desirable quality of a testing method. The permutation tests each had power estimates exceeding the 80% threshold for large odds ratios. Reduced power was observed for a lower prevalence disease, as was expected with reduced theoretical power. The scan statistic had an observed power estimate of at least 80% for a circular cluster of increased risk centered in the study region but lower estimates for other variations in disease risk.
Sensitivities of at least 80% are desirable to ensure that the testing methods detect the correct areas of increased or decreased risk. In general, the FMSPTs had the highest sensitivity with estimates of at least 80% with large odds ratios for all disease risk patterns examined. The CPT had slightly lower sensitivity though its sensitivity reached 80% for higher prevalence diseases and with large odds ratios. The scan statistic had lower sensitivity estimates for all variations of disease risk examined and was observed to have at least 80% sensitivity only for a circular cluster centered in the study region which mimicked its own cluster detection method.
Simple patterns of spatial variation in disease risk were considered in this study. The relative pattern of power estimates of the four methods differ based on the pattern of disease risk considered. The spatial scan statistic outperformed the GAM methods in the case of a circular cluster centered in the study region, though it underperformed in sensitivity. For a linear association between geographic location and disease risk, the scan statistic had power estimates and sensitivity falling below the GAM estimates. It is important to note that analyses were performed using point data. Results of power comparisons applied to aggregate data may differ from those observed here. Across all simple scenarios examined in this research, the GAM methods presented a reasonable alternative with similar or greater power estimates and sensitivity exceeding that of the spatial scan statistic.
Additional material
Additional file 1: Theoretical Power. This file includes information regarding how to compute the theoretical power for the Pearson chisquare test and logistic regressions applied.
