Abstract-It is shown that there exists a nonlinear mapping which transforms image features and their changes to the desired camera motion without measuring of the relative distance between the camera and the object. This nonlinear mapping can eliminate several difficulties occurring in computing the inverse of the feature Jacobian as in the usual feature-based visual feedback control methods. Instead of analytically deriving the closed form of this mapping, a fuzzy membership function (FMF) based neural network incorporating a fuzzy-neural interpolating network is proposed to approximate the nonlinear mapping, where the structure of the FMF network is similar to that of radial basis function neural network which is known to be very effective in the function approximation. Several FMF networks are trained to be capable of tracking a moving object in the whole workspace along the line of sight. For an effective implementation of the proposed FMF network, an image feature selection process is investigated, and the required fuzzy membership functions are designed. Finally, several numerical examples are presented to show the validity of the proposed visual servoing method.
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I. 1NTRODUCTION ECENTLY, the visual feedback control has received R much attention particularly in the intelligent robotics field by virtue of its power of allowing a robot to manipulate and track a randomly moving object without any previous knowledge of the object's location or motion [I] . Applications of visual feedback systems include the seam tracking [2] , the precision part placement [3] , the conveyor tracking 141, and the control of space telerobots [ 5 ] .
The actual image features have been widely employed as feedback signals in visual robot systems. In the image featurebased visual feedback structure [6] is usually required the computation of the inverse of the ,feature Jacobian, which is diffijr-entia1 relationship heh>een U feature space and a camera motion space, for computing the desired camera motion based on the image feature changes of objects. However, using the inverse of the feature Jacobian cannot accommodate rather large feature variations due to its corresponding large motion errors. Thus, other auxiliary techniques may be necessary to compensate for such motion errors proposed a feature-based dynamic look-and-move control structure allowing the visual feedback Manuscript received April 23, 1992 : revised February 8, 1993 June 2, 1993 . This work was supported in part hy ('ontrol Systems Lab. of KIST and ERC-ACI to have variable sampling and delay times by incorporating the generation of feature-based trajectories as well as the feature Jacobian. However, the feature Jacobian must be manually generated before a task begins. In-depth knowledge of the robot kinematics and the camera modelling is not a trivial task. Hence, in [8] and [9] , the model reference adaptive controller (MRAC) has been employed to minimize coupling effects in transforming the coordinate of feature space to that of the joint space. But computational requirements for the realtime parameter identification, and the sensitivity to numerical precision, sensor noise, and choice of model might make the approach infeasible as the number of system variables increases.
In spite of the use of such auxiliary techniques, there are some additional drawbacks in using the feature Jacobian approach [7] - [9] . First, feature Jacobians in [7] - [9] could be the inherent minor error source when the usual pin-hole camera model is assumed. Second, the feature Jacobian approach requires estimation of the distance between the object and the camera, which is usually solved by employing depth measuring techniques such as laser range finders, binocular stereo [lo] , active monocular stereo [ 111, or computed from the objects' CAD model data [1] , [7] . This makes the feature Jacobian approach too complicated to implement. And even when equipping the controller with a distance measurement device, the output tracking performance may heavily depend upon the choice of features [I] , because the feature Jacobian is very sensitive to feature variations. Finally, in the worst case, the feature Jacobian might be singular, which drives the system uncontrollable.
On the other hand, when we consider that living animals including human beings just see and pick up an object without precise numerical position information, the visual servoing seems to be an innate ability of living animals. Such a skill often improves by repetitive learning while growing up. Insinuated by the above observation, some researchers have attempted to develop not only methods for the robot motion control utilizing the image features, but also schemes enabling a robot to elaborate the motion for itself by repetitive trials Among them, Miller [4] , [ 121 proposed a neural network based learning control system for the visual servoing, where the CMAC (Cerebeller Model Arithmetic Computer) memory was employed for the learning. In this control system, a priori knowledge of neither the robot kinematics nor the object speed [41, [121, ~3 1 . 1063 [41, [121, ~3 1 . -6706/94$04.00 0 1994 or orientation relative to the robot was assumed. However, in the implementation of such supervised learning controllers, network training exercises should be performed to approximate the desired transformation not only over a particular region but over the entire operating space of the system. This is necessary to ensure the general application of the robot to complex nonrepetitive tasks as well as simple repetitive ones, because the robot controller is trained only over a particular region for a specific task, it cannot respond to unexpected changes of the environment and/or tasks. Hashimoto et al. [ 131 proposed a self-organizing visual servoing system based on two back-propagation neural networks which learn the feature Jacobian regardless of the joint type and geometric dimensions. However, as in Miller's networks [4] , [12] , this network has to be trained over the whole workspace. In addition, the convergence of weights of the back-propagation neural networks to global minimum is not generally guaranteed. Thus, it seems to be very difficult to practically apply this method to real tasks.
On the other hand, a completely different approach for the feature-based visual servoing was proposed by authors [15] , where was proposed a new type of Jacobian, in which element was not a function of the relative distance between the camera and the object but a function of only the image features. Furthermore, to avoid the complexity in deriving the proposed Jacobian, a fuzzy controller with a supervised leaming capability was suggested to provide the robot with the path following capability of linear motion. The employment of such a new Jacobian can be expected to eliminate difficulties encountered when the traditional feature Jacobian was used; however, due to the simple gradient method used in the leaming algorithm, a satisfactory performance could not be guaranteed.
In this paper, we will first show that there exist a nonlinear mapping which transforms features and their variations to a desired camera motion without information on the relative distance between the camera and the object, and the nonlinear mapping can eliminate several difficulties occurring in computing the inverse of the feature Jacobian as in the usual feature-based visual feedback controls [7] , [ 101. Instead of analytically deriving the closed form of such a nonlinear mapping, a fuzzy membership function (FMF) based neural network is proposed to approximate the nonlinear mapping. The structure of the proposed networks is similar to that of the radial basis function (RBF) network [16] which is known to be very effective in the function approximation.
The main concept of our fuzzy-neural network hinted by the human's behavioral leaming process is to set up the initial knowledge of a function or a mapping by fuzzy rules and then to iteratively improve the degree of approximation by the leaming capability of the neural network. Among examples of such a human leaming process in visual servoing, "drn ing U car'' could be a good example. When we drive a car, it an object such as a road sign or a traffic light looks small, we feel tempted to drive the car at a high speed to reach the object as we expect that the distance between the object and the car is far. But, if the object looks large, we drive the car slowly since we think that the object is close to the car. Such intuitive rules are refined through repetitive driving experiences to acquire better driving skills, and the refined rules hold in any places where the driver has never been before, even if the rules have been updated only within a limited small training region.
In this paper, we will show how the human visual servoing principle is employed to generate desired input-output training data. If the distance between the camera and the object is larger than a maximum displacement per sampling time, the camera approaches the target at its maximum speed. Otherwise, the camera moves toward the target at a lower speed. The proposed FMF network must be trained so as to be capable of tracking a moving object in the whole workspace along the line of sight. A small training region is chosen within the whole workspace as a visible region determined by considering the view angle of the camera. Next, the visible region is segmented into a number of subspaces. For each subspace, an FMF network is assigned to leam the camera motion along a representative linear path belonging to the subspace, while a target position is fixed until all the FMF networks are completely trained. A fuzzy-neural interpolating network is then augmented to cover the whole training region. For an effective implementation of the proposed FMF networks, an image feature selection process is investigated, and the required fuzzy membership functions are designed. Finally, several numerical examples are presented to show the validity of our proposed visual servoing method.
Note that Wang and Mendal 1321 recently proposed the Fuzzy Basis Function (FBF) for function approximation, which is similar to our FMF network. However, in their approach there were no learning trials, which implies that the FBF was not employed as a neural network. Specifically, two arbitrary sets of initial FBF were first constructed from inputoutput data pairs and informal IF-THEN rules. And then significant portions of the initial FBF's were selected based on their error reduction ratio. Thus the performance of their algorithm critically depends upon the initial choice of basis functions, their membership functions, and the number of final basis functions which should be usually selected after many trial and errors for satisfactory performance. Compared to their approach, in our FMF network, the membership functions of the THEN part in the fuzzy IF-THEN rules are adjusted by the gradient descent method as is usual in the RBF and the BPNN. Hence there is no need to determine either the initial basis functions or the number of basis functions, owing to the learning capability of our FMF network. In particular. when a large number of fuzzy variables are needed for the function approximation, the proposed fuzzyneural interpolating network can be employed to produce simple fuzzy rules, but there is no such a scheme in [32] . In these viewpoints, our approach can be considered as a better solution of the fuzzy-neural fusion compared to the approach in 1321.
A NONLINEAR TRANSFORMATION FROM A DIFFERENTIAL
IMAGE SPACE INTO A DIFFERENTIAL CARTESIAN SPACE Let 'A-be an rrr-dimensional relative position vector of an object with respect to a camera frame C. and let F be an n-dimensional feature vector of the object image. Then, the forward kinematic relationship between " X and F can be represented as where I(.) is a mapping from " X E R" to F E R". If the mapping from ' X to F is one-to-one, then the inverse kinematic relationship may be represented as
where I-'(.) is a mapping from F E R" to " X E RnL.
Conventional methods such as the position-based static "lookand-move" type visual feedback in [7] employ the geometric optics model given in (2) to determine the position of an object, from image features, with respect to a fixed reference frame. However, such a geometric model will produce accurate results only under ideal conditions.
Another relationship between a feature space and a camera space can be represented by using the feature Jacobian. Let d'X/dt and dF/dt: respectively, be the velocity of the object with respect to the camera and the change of object image features with respect to time. Then the first-order approximation of (1) can be obtained by
where J ( ' X ) is an n x m matrix defined as a I ( " X ) / a " X .
If the matrix J is full-rank, d'X/dt can be obtained by using the pseudoinverse of J , J f ( " X ) [29] , as
It is noted here that when using (4) instead of (2), the geometric optics model will be also required to obtain the J ( ' X ) , for which the analytical derivation is a quite difficult process. To simplify the process, a simple pin-hole camera model is usually employed. As a result, inaccurate modelling may cause control problems in real applications. It is also noted that each element of the feature Jacobian in (4) is a function of " X , which especially requires either the object's CAD data [ 11, [7] or the estimate of the distance between the object and the camera [lo] . This requirement usually makes the feature Jacobian computationally complex and sensitive to measurement errors of the distance so that the feature Jacobian approach would be unrealistic. In addition to these difficulties, J ( ' X ) has to be obtained again whenever the object is changed, since changes in the object eventually cause the geometric optic relation to be remodeled. Furthermore, if J(rA-) is singular, the inverse Jacobian approach becomes inapplicable.
To overcome such difficulties, a different type of the differential relationship between ' X and F will be proposed here. For this, let 6X and SF be the variations of ' X and F , respectively. Then, from (2), we obtain
where G(F, SF) is defined as [28] can be designed for any of three techniques. An obvious disadvantage in using the BPNN for the function approximation is that they are highly nonlinear in parameters. Leaming must be based on nonlinear optimization techniques, and the parameter estimate may become trapped at a local minimum of the chosen performance index during the leaming process when the gradient descent algorithm is utilized. In contrast to the BPNN, the RBF network [16] , [28] can be considered as a special two-layer network which is linear in the parameters by fixing all RBF centers and nonlinearities in the hidden layer. Thus the hidden layer performs a fixed nonlinear transformation with no adjustable parameters and it maps the input space onto a new space. The output layer then implements a linear combiner on this new space and the only adjustable parameters are the weights of this linear combiner. These parameters can therefore be determined using the linear least squares (LS) method, which is an important advantage of this approach. Because of a strong connection between the RBF and the neural network, it is reasonable to believe that the RBF network can offer approximation capabilities similar to those of the two-layer neural network, provided that the hidden layer of the RBF network is appropriately fixed. This heuristic belief is strongly supported by the theoretical results on the RBF method as a multidimensional interpolation technique [221. However, the performance of the RBF network critically depends upon the chosen centers of the basis functions. In practice the centers are often chosen to be a subset of the data. Although researchers are well aware that fixed centers should suitably sample the input domain, most published results simply assume that centers are arbitrarily selected from data points. Usually, resulting RBF networks either perform poorly or have a large size. Furthermore. numerical ill-conditioning frequently occurs owing to the near linear dependency caused by, for example, some centers being too close [23] .
To overcome such difficulties in choosing centers of the RBF, fuzzy membership functions are here employed, since centers of fuzzy membership functions can be relatively well determined by considering empirical rules describing inputoutput relations of an unknown function. Now, fuzzy relations are first shown to be represented as a linear combination of their fuzzy membership functions, where weightings are centers of singleton membership functions for output fuzzy variables. And then a learning rule is given by applying a gradient descent method. In addition, a fuzzy-neural interpolating network is proposed to overcome difficulties in determining fuzzy rules, especially for the case where a relatively large number of input variables are required for the function approximation.
Consider the following q fuzzy relations: is remarked that the supremum combination techniques in (8) and (9) tend to produce a uniform distribution for B as the number of combined fuzzy sets increases [24] . A uniform distribution always has the same mode and centroid. Thus as the number of fuzzy relations increases, system sensitivity decreases. In [25] , the additive combination technique was shown to be more reasonable than the supremum combination technique, since the additive combination technique tends to invoke the fuzzy version of the central limit theorem. In other words, the added fuzzy waveforms pile up to approximate a symmetric unimodal, or bellshaped membership function. Different fuzzy waveforms produce similarly shaped output distributions but centered about different places on the real line. When applying the additive combination technique for the inference, ~~( 7 1 ) can be obtained by either
Since pB(u) in (8)- (11) should be defuzzified to produce a single scalar output value, a popular defuzzification technique such as the centroid of mass would be here employed. If we let $(U) be a normal singleton located at U = A, for each i , and apply the centroidal defuzzification technique to p: ( U ) in (8)- (1 l 
The radial basis function network to implement a mapping /I1 .fl. : R" -+ R can be written as
By plugging (20) 
Equation (12) 
at the output node together with the scaling factor K to effectively account for the maximum magnitude of the function output. In (16), N 1 is a constant implying the slope of the output node function. It is remarked that the choice of the output node function depends on how we choose to represent the output data. For example, if we want the output units to be binary, we use a sigmoid output node function, since the sigmoid is output-limiting and quasi-bistable but is also differentiable. In other cases, either a linear or a output node function of the type in (16) is appropriate 1261. For the function approximation, let f ( y ) be a scalar function to be approximated, and let ,u(y) be a n approximation of f ( y ) .
-Then ,U( -y ) can be represented-as if the FMF network is utilized for the function approximation.
Let us define the error function which is proportional to the square of the difference between the actual and the desired output given by
From (17) and ( I Q , the derivative of the error function E with respect to the weight of the /-th FMF network. A,, can
To decrease E with respect to A,. the weight changes, AA,. can be chosen to be proportional to d E / d & ;
where 711 is the leaming-rate parameter. Thus, the learning rule for adapting weight can be given as where t is an integer implying the number of learning trials.
The schematic diagram of our FMF network with p inputs and a scalar output is depicted in Fig. 1 .
By comparing the FMF network with the RBF network, it may be worthwhile to observe the following. First, the structure of the FMF network is completely the same as that of the RBF network, where 6(y) plays the role of the basis function. Second, the number and the centers of the basis functions are determined by the number of fuzzy relations and linguistic values of the fuzzy input variables in the 'IF' part of the fuzzy relations, respectively. Third, weighting values A,'s to be updated by (23) correspond to locations of singleton fuzzy membership functions for the 'THEN' part of fuzzy relations. In these respects, the FMF network may be considered as an effective fusion of the RBF neural network with the learning capability and fuzzy reasoning techniques taking advantages of human expert's experiences.
It is remarked that the scalar output case is here considered for notational simplicity. The extension to the multioutput case is straightforward since a multioutput network can always be separated into a group of single output networks. It is also remarked that the initial weight values are known to play important roles of obtaining the global minimum in most of the neural networks [21] . In this respect, heuristic choice of the initial values based on the fuzzy rules for the FMF networks can provide better performances than the random choice of the initial weight values for the RBF network, since the weights of the FMF network have clear meanings as locations of the singleton fuzzy membership functions for the 'THEN' parts of the fuzzy rules, but the weights of the RBF networks have no physical meanings. It is further remarked that in some real applications, the number of membership functions and their centers seem to be well-selected by careful observation of data structures rather than the arbitrary selection mechanism usually employed in the RBF network.
In spite of the distinct advantages in using the FMF network rather than the RBF network, one might have difficulties in determining fuzzy rules and required membership functions, especially when a large number of input variables are necessary for the function approximation. To cope with such difficulties, a fuzzy-neural interpolation network is here proposed, where the function , f ( y l , y 2 (28) -y € B z and by applying the gradient descent method to minimize .Ji, our updating rule for the weight -li,, in (25) can be obtained. Specifically, since $ ' ( U ) = p2 .G(,u)(l -,y(u)), the derivative performance index Ji with respect to the weight y;j can be obtained as follows:
The learning rule for adapting weights yzJ of the fuzzy-neural interpolating network can be given as r; ; l = where 712 is the learning-rate parameter given as a positive constant not greater than or equal to unity.
To demonstrate the capability of the function approximation of our FMF network incorporating the proposed fuzzy-neural interpolating network, a simulation is performed with a function known as the Mexican hat, sombrero, given by which is depicted in Fig. 5 . The input and the output universes of discourse are given as :r E [-120,120] . 7) E [-l20, 1201 Table I . The sampled training data in Table I is sketched as in Fig. 6 . Then 13 FMF networks are assigned in such a way that each FMF network leams input-output mappings given in a column of Table I . This implies that for ;y = yT. the 6-th FMF network is assigned to approximate f ( x , ;I/:). The fuzzy rules for designing the I-th FMF network can be generated by observing the training data in the i-th column of Table I It is remarked that the whole input space is divided into 13 subspaces and 13 fuzzy rules o f the type in (32) are required for each subspace. If each set of fuzzy rules is determined according to the data characteristics in each column, the network may quickly converge to the global minimum. Specifically. for example, let the leaming-rate parameter 111 in (23) be given Graphical representation of the hampled training data for function as 0.2 and let in (16) be given as 5 . If the initial linguistic value of output variable 3 is assigned to 'PM', A; = 20, 269 leaming trials of FMF network are required to reduce the square of error to be less than 0. I , but if the initial linguistic value of 3 is assigned to 'PH'. A; = 120, only single leaming trial is required.
After completely training I3 FMF networks, the proposed fuzzy-neural interpolating network with the leaming rule in (30) is applied to improve the degree of the function approximation. To verify the capability of approximation of our FMF networks incorporating the fuzzy-neural interpolating network, the approximated function is retrieved with 49 x 4'3 segmented input data as sketched in Fig. 9 . It may be observed from Fig. 9 that our FMF networks incorporating the fuzzy-neural interpolating network can be used as a function approximator, but the network could not reproduce the given Graphical representation of the function approximated by 13 FMF function completely due to insufficient training data. If the number of subspace is sufficiently large, the given function is expected to be satisfactorily approximated by the proposed FMF networks incorporating the fuzzy-neural interpolating network.
Iv. DESIGN OF THE VISUAL SERVO USING THE FMF NETWORKS.
The differential nonlinear mapping G ( F , SF) relating the image features and their changes to the desired changes in the camera's position and orientation can be used in the resolved motion rate control (RMRC) scheme [31] as shown in Fig. 10 .
Since it is difficult to obtain G ( F , 6 F ) analytically, G ( F , S F )
is here approximated by the FMF networks and the fuzzy- Target location for the meawrement of FL7 by the teach-by-showing neural interpolation network described in Section 111. For this, the following issues are discussed in order; i) feature selection for control, ii) determination of desired input-output training data for tracking moving objects, and iii) establishment of necessary fuzzy rules and membership functions for fuzzy set values employed in the fuzzy rules. In selecting the image features for the visual feedback control, the image recognition criteria including unique features, feature set robustness, computational inexpensive features, and feature set completeness have been proposed in [I], where the feature set completeness was the major issue and was given by the singularity measure of the feature Jacobian matrix. Since the matrix inverse operation is not required in our approach, the singularity measure in [ l ] is not necessary. Instead, easiness in making up the fuzzy rules is considered, where easiness may be evaluated by means of the number of fuzzy rules. To reduce the number of fuzzy rules, the number of input variables should be reduced. In our case, at least six image features seem to be identified for the 3-D translational and orientational camera motion, which implies that Fig. 13 . It is remarked that use of a quadrangle rather than a triangle or a pentagon allows features representing the position and the To be specific, let (6x1, 6xz1 6 2 3 ) and (6x4; 6x5, 656), respectively, represent the differential changes in translation along and rotation about " X , ' Y , and '2 axes of the camera frame. (SF,) , for i = 3, 4, 5, and 6, respectively. This property holds for any object with a quadrangle in its image, since such simulation results are generally dependent not on the object shapes but on the chosen features.
And let
It is noted that the dependency of SX; on F; and F3 , for Z = 1 and 2, can be further simplified by using a single variable di defined as Now, we will propose a method to determine the desired input-output training data for moving object tracking. For this, FMF networks will be trained to be capable of tracking a moving object in the whole workspace along the line of sight. Then, input-output training data are generated by considering the view angle of the camera which makes it possible to have a surprisingly small conic training space instead of the whole workspace as a training region as in 1121, [13] . To be specific, for a fixed target at ( O p t , , O P t Y , O p t , ) , consider the conic visible region VR, in which the camera can look at the whole object as shown in Fig. 15 . where the height of the cone is determined by the maximum moving distance of the camera during one sampling along the line of sight. The top of VR, is denoted as TVR,. It is easily observed that in the viewpoint of camera motion, VR, should be replaced with the quadrangular pyramid in Fig. 16 which will be denoted as VR. The top of VR is denoted as TVR. Then input-output training data are generated from the linear paths connecting the locations on the TVR to the target location (" Pt,. O p t y Optz), in the object frame. Here the world frame is chosen as the object frame.
It is remarked that most of the neural network based visual serving methods [ 121-[ 141, [30] require many training exercises to cover the whole workspace, and thus might be difficult to implement. On the contrary, human visual servoing such as driving a car utilizes only visible region in both training and retrieving phases. That is, when driving a car, if an object such as a road sign or a traffic light looks small, we feel tempted to drive the car at a high speed to reach the object as we expect that the distance between the object and the car is far. But, if the object looks large, we drive the car slowly since we think that the object is close to the car. Such intuitive rules are refined through repetitive driving experiences to acquire better driving skills, and the refined rules hold in any places where the driver has never been before, even if the rules have been updated only within a limited small training region. This principle has been partially employed in [13] and [30] where a global neural network learns the control signal for larger object distances and a local network for smaller object distances. However, the approach in [13] and [30] requires many a learning trial to cover the whole workspace. Specifically, 160 patterns for the global neural network and 100 pattems for the local neural network were necessary. In addition, to teach the property of the manipulator in the whole workspace. the learning process with the back propagation algorithm was iterated 30 000 times for the global network and 50 000 times for the local network, which seems to be ineffective. Thus the approach in [ 131 and 1301 can be thought of as an imperfect application of the human visual servoing principle.
Here, we will employ the human visual servoing principle to generate desired input-output training data. If the distance between the camera and the object is larger than a maximum displacement per sampling time, the camera approaches the target at its maximum speed. Otherwise, the camera moves toward the target at lower speed. Thus, leaming can be performed by using input-output data within VR in Fig. 16 . To sample the desired input-output data in VR easily, TVR is divided into M I x M2 grids and the linear path is generated in such a way that the center of each grid is connected with the target location. Then, VR is eventually divided into All x Af2 subspaces. The desired input-output data are obtained on each linear path, where the number of sampling locations on each linear path are decided by fuzzy rules to be employed. It is noted that at each sampling location, the camera can reach Singleton membership functions for the fuzzy set values in the the target in one sampling period. Then, we know that the sampling location implies Szi for i = 1 . 2 , . . . ,ci. Since the desired 63:; is given, the desired input-output data can be generated by acquiring features Fi and 6Fi for ,i = 1,2, . . . . 6 at each sampling location.
Observe that among the nonlinear mappings G,, for i = 1 , 2 , , . . !6, input variables d l and "12 in Gl(dl.hF1) and G2(d2, hF2) can be neglected when the fuzzy rules are to be established, since dl and d z for SX1 and D X 2 in GI and G2 are constants on a given linear path. Then, we know that fuzzy rules for GI and G2 can be generated by using only one input variable SFl and DF2. respectively. However, fuzzy rules should be independently generated for every linear path. To avoid such design complexities, we utilize the same linguistic expressions for every linear path, but independently design the membership functions of fuzzy rules for each linear path. An example of such fuzzy rules is given as follows for and ,uEl(ui) be the membership functions of Ai, and B:,, respectively. For each function approximation, the membership functions of the fuzzy-set values in the 'IF' part of the fuzzy rules can be produced by observing the input data. For the sake of simplicity, membership functions p $ , ( b F ; ) are given as a triangular shape shown in Fig. 17 , whose equation is described by i = 1 , 2 , . . . , 6 , ,j = 1 , 2 , . . . , q a l and 1 = 1.2.. . . ,M,, where ulJ1. bzJ1 and czJ1 are real numbers to be determined. To determine a z J l , hZ3/ and cZJ/ for u t , ( S F , ) in ( 3 3 , let SF,,,, be the maximum feature value for bF, and let SF,,,, be the minimum value for SF, given as SF,,,,, = -SF,,,,,. In addition, let h ( M a , l ) be defined as for i = 1,2, . . . ,6. For example, to determine q i , qz and q3, SFlmax, b F 2 m a x 9 and h F j n i a x should be compared with each other. As shown in Fig. 16 Fig. 16 , (11, q2 and q3 are chosen so that q1 = 5, and qz = q3 = 3. Now, to determine the singleton membership functions p;, (u,) , for z = 1 , 2 , . . . , 6 , j = 1 , 2 . . . . ,q,, and 1 = FMF networks, the A41 x A12 FMF networks are then combined by the interpolating network in (27) . The interpolating network is further trained by (30) in such a way that .I, in (28) IS minimized. Then the FMF networks incorporating the fuzzy-neural network can control the camera to track the moving object along the line of sight not only within the training region VR but also within the whole workspace of the robot manipulator.
V. SIMULATION RESULTS
Computer simulations are performed to illustrate the performance of the proposed FMF neural network based visual servoing method. In these simulations, only the kinematic relationship between the object and the camera is considered, and without loss of generality only the position of the camera is controlled. Since the dynamics of the system are not included. the commanded changes in the camera's position are assumed to happen instantly. The imaging camera is modeled as a pinhole lens. The image features are derived from the idealized Table 11 . The parameters 711 and /jl in the FMF networks of (23) are given as 0.5 and 3.0, respectively. For each pair of bF; and the desired output hXi(1. the network is trained in such a way that the square of the errors is less than or equal to 0.000 1. After completing the trainings of the 49 FMF neural networks, the interpolation network in (27) Fig. 19 that the errors converge to almost zero within 250 trials. Similar error convergency has been observed from other cases. Fig.  20 shows the variations of X 1 2~. X213, and Xs11, with respect to the number of leaming trials, when the FMF networks are trained in such a way that the camera at (0.0333 m, 0.0167 m, 0.35 m) moves to the target location. It is here observed that X311, which implies the fuzzy-set value corresponding to 'negative large' in the 'THEN part' of the 1st fuzzy rule for the approximation of G3( dT1, SF;) which generates the differential motion of the camera along the 'Z-axis, tends to be decreased further at the 250th trial, while and A213 converge to 1.9 x and 2.0 x lo-' in about 50 trials. respectively. Tendency of decreasing X311 comes from the exponential saturation property of the function g ( 0 ) in (16) which is employed in the FMF neural networks. In other words, the FMF network for G3(drl>SF3) reduces A311 to exactly produce the desired velocity of the Z-axis motor given as the maximum velocity (50 mm/200 ms) for this case. In cases of A122 and X213, the desired outputs are not the maximum velocities, and thus X122 and A213 rapidly converge to some constants. Thus, from Figs. 19 and 20, the design of the proposed FMF neural network for the visual servoing is believed to be quite successful. It is remarked that 250, which is the number of trials needed to learn an input-output relationship, is surprisingly small compared to other methods using neural networks. Now, we let the FMF neural networks with the interpolating networks be trained to follow the untrained linear paths in the averaged sense as described in Section IV. Figs. 21 and 22 show that the path following performance of the FMF neural . Thus, it is believed that the FMF neural networks with interpolating network completely trained only over a small portion of the whole working space can be generally applied to tracking of the any other path in the whole space without any further learning trials.
To support such a belief, we will investigate the capability of the proposed FMF neural network based visual servo to track the moving object along the line of sight. For this, we consider the following two cases. i) The case when the object moves along a linear path given as 2' = X / 2 with a velocity of 55.9 mm/s and ii) the case when the object moves around a circular path given as X 2 + Ir2 = (500 mm)' with the angular velocity of 2 revolutions/min. Here. the object frame at the start-up of the visual servoing is chosen as the world frame. The desired and the actual trajectories of the camera for the case i) are shown in delay of one sampling period. Thus, to get rid of the trajectory error, a predictive fuzzy control techniques may be required. Fig. 24(a) and (b) shows the object trajectories and the output trajectories of the camera motors for the case ii), where similar observations to the case i) can be made. It is remarked that in spite of the constant trajectory error, the path errors are negligibly small as shown in Fig. 24(c) . Fig. 25 shows the path following performances of the controller using our proposed FMF neural network with the interpolating network and for the controller using the feature Jacobian approach [7] , [9] , when the object image is corrupted feedback controller is robust to the noises, while the visual controller using the inverse of the feature Jacobian is seriously sensitive to the noises. From these simulations, it can be concluded that our proposed visual servoing method based on FMF neural networks works successfully, and is superior to any other previous feature based visual servoing methods in the sense of simple training mechanism, noise-immunity and the tracking capability of moving object in the whole robot workspace.
VI. CONCLUSION
A fuzzy membership function (FMF) based neural network incorporating a fuzzy-neural interpolating network was proposed to approximate the nonlinear mapping for visual servoing. The structure of the proposed networks was similar to that of the radial basis function neural network. The proposed FMF network was trained to be capable of tracking a moving object in the whole workspace along the line of sight. For the effective implementation of the proposed networks, the image feature selection mechanism has been investigated and the required fuzzy membership functions have been designed. From the simulation results, it can be [23] S. Chen, C. F. N. Cowan, and P. M. Grant, "Orthogonal least square leaming algorithm for radial basis function networks." IEEE Trar~s.
that our visual servo controller is practical and can be easily implemented through contemporary microcomputers owing to comoutation reauired when retrieving. In our future research
