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Abstract
The design of complex software systems fundamentally relies on the understanding of abstract
components and their interactions. Although compositional techniques are being successfully em-
ployed in practice, the use of such techniques is often rather informal and intuitive, and typically
a justiﬁcation for correct behaviour of the composed system exists but is not expressed explicitly.
In this paper, we show what can be gained from treating such justiﬁcations as ﬁrst-class citizens.
The fairly general setting for this paper is a formal development of a UNITY-style temporal logic
for labeled transition systems in the calculus of inductive constructions which has been conducted
using the Coq proof assistant in a formally rigorous way. Our development not only subsumes the
original UNITY approach to program veriﬁcation and the more recent approach of New UNITY,
but goes beyond it in several essential aspects, such as the generality of the program/system model,
the notion of fairness, and the issue of compositionality.
The last aspect, which we feel is crucial in the foundations for software engineering, is subject of this
paper. We present a general proof rule for compositional veriﬁcation of liveness assertions in tightly
coupled systems. It relies on a notion of compositional proofs, which in turn is closely related to
classical work on interference-free proofs for parallel programs. The formulation of this new proof
rule and the veriﬁcation of its soundness does not only exploit the strong inductive reasoning
capabilities of the calculus of inductive constructions, but it also uses the propositions-as-types
interpretation and the associated proofs-as-objects interpretation in an essential way.
Keywords: UNITY, program veriﬁcation, compositionality, software engineering
1 Introduction
With the high complexity of today’s software systems it is clear that a complete
understanding of the behavior of a large system is only feasible if the system
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can be structured as a set of interacting components that are of suﬃciently
small complexity to be understood in isolation. An important goal in software
engineering is to ﬁnd such a decomposition under many other constraints,
such as testability, resusability, and facilitation of collaborative development,
just to name a few. However, not only the composition itself, but also the
justiﬁcation of the correctness of the behaviour of the components and the
composed system is an important product of the software engineering activity.
This valuable piece of information often exists at some informal and intuitive
level, but is typically not made explicit, and hence can not be communicated
to other team members or may even get lost, often leading to subtle errors
in the design of systems. We feel that foundations for software engineering
should not only address the precise description of components, their interfaces,
and their behavioral properties but also needs to include an explicit language
to convey justiﬁcations for such properties. In this paper we use an entirely
formal approach to study what could be gained by making such information
available. To explain our ideas we use a generalization of the well-known
UNITY approach, which is a natural extension of Hoare’s assertional aproach
to program veriﬁcation, but our results are obtained in a way which makes
them entirely independent of the underlying programming language.
The UNITY methodology has been developed in the late 80s by Chandy
and Misra [5]. Its formal techniques comprise a programming language and
a temporal logic. Programs are viewed as Unbounded Nondeterministic Iter-
ative Transformations, and the speciﬁcation language is a variant of linear
time temporal logic. Today, UNITY is a well-known methodology that has
proved to provide a surprisingly elegant technique for (compositional) system
veriﬁcation in many case studies. Applications of UNITY and closely related
formalisms can be found in [5,27,28,7,44,17,42,6,41,25,13,29,38,12,23] and in-
clude the speciﬁcation, design and veriﬁcation of parallel programs, distributed
algorithms and protocols, asynchronous hardware, and mobile systems.
The basis for this paper is our formal development [43] of a generalization
of the UNITY temporal logic in the calculus of inductive constructions (CIC)
using the Coq proof development system [3]. In contrast to most existing
formalizations of UNITY we follow the more recent proposal for New UNITY
[27,28], which is compatible with the original UNITY approach but develops
the logic in terms of more elementary temporal operators. (New) UNITY sug-
gests a number of interesting generalizations concerning the notion of program
and the notion of fairness which provides a basis to deal with system spec-
iﬁcation languages quite diﬀerent from the UNITY programming language
such as diﬀerent ﬂavors of Petri nets [38] and rewriting-based formalisms such
as rewriting logic [24]. On the formal side, our treatment beneﬁts from the
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use of type theory in several ways. This most interesting result of the use of
type theory is a new compositionality theorem for liveness assertions, which
is the main subject of this paper. We think it is no exaggeration to say that
the formal elegance with which this result can be formulated and proved in
CIC is made possible by the propositions-as-types and its associated proofs-
as-objects interpretation. As far as we know this is a new application of this
interpretation that has not been considered so far.
Overview. After a brief informal introduction of a sound and complete
fragment of (New) UNITY in Section 2, we present our formalized generaliza-
tion of UNITY in Section 3, which is then further extended in Section 5 by
our compositionality results. In Section 4 we verify a simple and well-known
UNITY example, which will be reused in Section 6 to illustrate the application
of our results.
2 A Sound and Complete Fragment of UNITY
We begin with an informal and simpliﬁed overview of the original UNITY
methodology. As explained in [5] the UNITY programming language is a typed
language and programs are given by: (1) a declaration of program variables
together with their types, and (2) a ﬁnite set of conditional multiple assignment
statements . 1
The semantics of UNITY programs is an interleaving semantics: A state
is a well-typed assignment of values to variables. In contrast to the origi-
nal UNITY approach that requires programs to start in a state satisfying an
initialization condition, which is a ﬁxed part of the program, we omit the ini-
tialization condition and we use the following more liberal semantics. 2 An
execution sequence is an inﬁnite sequence of states that starts with an arbi-
trary state and it is obtained by the fair and nondeterministic selection and
execution of statements. Fairness in UNITY means that each statement is
executed inﬁnitely often. It is also called unconditional fairness, since the
conditions of statements are not taken into account.
The UNITY methodology is based on a simple temporal logic compris-
ing only a few temporal operators called stable, invariant, unless, ensures
and leads to. These are unary or binary operators formulating assertions on
state predicates, i.e. predicates depending on the system state. Although the
1 For technical reasons, all UNITY programs are assumed to contain skip, a statement
which does not have any eﬀect [27].
2 Unfortunately, a formal inconsistency in [5] has lead to some confusion about the
meanings of UNITY assertions. This problem and possible solutions are discussed in
[26,35,39,36,37,18,16,13]. The motivation for our simple solution to allow executions se-
quences to start in an arbitrary state can be found in [43].
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UNITY temporal logic should be classiﬁed as a variant of linear time temporal
logic, there are some interesting peculiarities that make it impossible to deﬁne
all its operators in terms of standard linear time logic [22].
Our formal development is inspired by a more recent presentation of UNITY
logic called New UNITY in [27,28]. In addition to unless and ensures, which
are the basic operators in [5], we follow the New UNITY approach by introduc-
ing two new operators co and transient, since they provide a more elementary
basis for deﬁning the other operators.
In the following we give a brief informal overview of the temporal logic in
terms of the execution semantics. When we introduce a UNITY-style tem-
poral logic for transition systems in the next section, however, we will deﬁne
temporal assertions directly in terms of the system in the spirit of [5]. The
advantage of such an approach is not only its mathematical elegance but also
a considerable degree of semantics independence.
The following four temporal assertions, which in fact can be regarded as a
fragment of a linear time temporal logic, are properties of individual execution
sequences lifted to sets of execution sequences. (1) p co q: 3 If p holds in an
arbitrary state then q holds in the successor state. (2) stable p: Once p holds
it remains true. (3) p unless q: If p holds then p remains true at least as long
as q does not hold. (4) p leads to q: If p holds then q will eventually become
true. 4
In addition, there are two auxiliary operators of a diﬀerent kind, which
are usually not employed in high-level speciﬁcations. Instead they are used
as auxiliary assertions to establish leads to assertions during the veriﬁcation
phase. (1) transient p: p cannot hold permanently because there is a single
statement which falsiﬁes p once it is true. (2) p ensures q: p unless q and if p
holds then q will eventually become true because there is a single statement
which falsiﬁes p ∧ (¬q).
In addition to the temporal operators introduced so far we use two ad-
ditional kinds of assertions: The ind. invariant assertion, and the invariant
assertion. Both of them depend on an additional state predicate IC, called
an initialization condition, which will usually specify a set of states considered
to be initial in a particular context: (1) ind. invariantIC p: IC implies p and
stable p. (2) invariantIC p: p holds in every state reachable from some state
satisfying IC.
It is clear that every inductive invariant is an invariant. The converse is
not true, since an invariant is an assertion about reachable states only and
3 pronounced “p constrains q”
4 This includes the case where q holds without any delay. We always use “eventually” in
this sense.
M.-O. Stehr / Electronic Notes in Theoretical Computer Science 159 (2006) 299–323302
does not imply stability for arbitrary states. Hence, (noninductive) invariants
in general allow us to avoid over-speciﬁcation of program behavior. On the
other hand, noninductive invariants are less useful for compositional reason-
ing, since the set of reachable states is in general not robust under composi-
tion. Inductive invariants are instead compositional, since they are assertions
about arbitrary states. As a consequence, both kinds of invariants are needed
in practice. A clarifying discussion of these issues and their relation to the
UNITY substitution axiom can be found in [16].
3 Generalizing UNITY
In this section we present a formalized generalization of UNITY to labeled
transition systems. UNITY programs can be regarded as a special case of
transition systems as follows: Each conditional multiple assignment statement
of the program is viewed as an action. The associated transition relation
takes the form of a function that describes the eﬀect of the statement on the
state. If the condition of a UNITY statement is not satisﬁed the corresponding
action is enabled but the eﬀect of the action is the identity relation on states.
Hence, the enabledness predicate is trivially satisﬁed in such transition system
representations of UNITY programs.
In the remainder of this paper we use the logical universe Prop of CIC
in a classical way, that is, we assume classical axioms such as the law of
the excluded middle, logical extensionality and proof-irrelevance, which are
all satisﬁed under an appropriate classical set-theoretic interpretation. The
universe Type on the other hand will be used as a universe for general data
types.
3.1 Labeled Transition Systems
In the following we work in the setting of an abstract labeled transition system,
which is given by a type st of states, a type act of actions, and a ternary
transition relation trans. Given an action e and states s, s’ the proposition
(trans e s s’) expresses that there is a state transition from s to s’ labeled
with an action e.
Variable st:Type.
Variable act:Type.
Variable trans : act->st->st->Prop .
We also need the notion of a view, which is just a set of actions. A view
induces a restriction of the presupposed transition system and all temporal
assertions are deﬁned relative to a view. For brevity, we often identify a view
and its induced transition system in informal explanations.
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Definition view := (set act).
In addition to the transition system we assume a set wf of weakly fair
groups of actions. The signiﬁcance of this set will be explained in Section 3.4.
Variable wf : (set (set act)).
3.2 State Predicates and Functions
We have a type s_prop of state predicates, i.e. propositions depending on
states.
Definition s_prop := st->Prop.
The usual logical operators and quantiﬁers are lifted from Prop to s_prop
in the natural way. They are denoted by s_true, s_false, s_or, s_and, s_imp,
s_iff, s_not, s_ex, and s_all. An exception is the operator everywhere, which
does not produce a state predicate but a (state-independent) proposition.
Definition everywhere := [p:s_prop] (s:st)(p s).
3.3 Safety Assertions
We start with the deﬁnition of the co operator. Recall that for two predicates
p and q the assertion (co E p q) means that if p holds at some state then q
holds at each possible successor state in E no matter which action occurs.
Definition hoare := [e:act][p,q:s_prop]
((s,s’:st)(trans e s s’)->(p s)->(q s’)).
Definition co := [E:view][p,q:s_prop]
(e:act)(In act E e)->(hoare e p q).
Subsequently, we deﬁne further operators in terms of co. Remember that
the assertion (unless E p q) states that in E, p holds unless q holds, or more
precisely, if p holds at some state and q does not hold then at the next step
p remains true or q becomes true. Progress is not enforced, i.e. the assertion
does not exclude the possibility that p remains true forever and q never holds.
Definition unless := [E:view][p,q:s_prop]
(co E (s_and p (s_not q)) (s_or p q)).
The assertion (stable E p) asserts that p is stable, i.e. once p becomes true
in E it continues to hold.
Definition stable := [E:view][p:s_prop] (co E p p).
The stronger assertion (ind_invariant E IC p) states that p is an inductive
invariant in E w.r.t. an initialization condition IC. In addition to stability of p
it is required that p is implied by the IC.
Definition ind_invariant :=
[E:view][IC:s_prop][p:s_prop]
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(everywhere (s_imp IC p)) /\ (stable E p).
We also introduce assertions of the form (invariant E IC p) which state
that p is implied by some inductive invariant in E w.r.t. an initialization
condition IC.
Definition invariant :=
[E:view][IC:s_prop][p:s_prop]
(ExT [inv:s_prop] (ind_invariant E IC inv) /\
(everywhere (s_imp inv p))).
Finally, we have the state predicate (si E IC), called the strongest invariant
[20], which characterizes the set of reachable states.
Definition si :=
[E:view][IC:s_prop][s:st]
(p:s_prop)(ind_invariant E IC p)->(p s).
3.4 Liveness Assertions
The original UNITY logic can express leads to assertions, a special class of
liveness assertions stating that if some condition holds at some point then
some (other) condition will eventually be reached. Independent of UNITY,
the relevance of leads to assertions for concurrent program veriﬁcation has
already been pointed out in [19]. In our opinion, an important contribution
of the UNITY approach can be found in the tight integration of assertional
and temporal logic viewpoints (concerning safety and liveness assertions) and
– related to this – the elegant support for compositional reasoning.
In contrast to safety assertions (nontrivial) liveness assertions can only be
proved if the system satisﬁes certain fairness requirements. As in New UNITY
the liveness assertions ensures and leads_to are built on top of unless and
transient assertions, and the notion of fairness is elegantly encapsulated in the
transient operator. We generalize this operator from unconditional fairness
to weak group fairness as follows: The assertion (transient p) means that p
cannot hold permanently, since once it is true it will eventually be falsiﬁed
due to a single weakly fair group of actions. To express this requirement for
progress we introduce sco, a strong version of co, which takes enabledness into
account.
We ﬁrst deﬁne enabledness of an action e as a state predicate (enabled e)
which is satisﬁed for those states s where the action e may occur.
Definition enabled := [e:act][s:st]
(ExT ([s’:st] (trans e s s’))) .
We then lift (enabled e) to groups of actions giving rise to another state
predicate (group_enabled E) which is satisﬁed iﬀ the group E (i.e. at least one
action from this group) is enabled.
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Definition group_enabled := [E:(set act)][s:st]
(ExT [e:act](In act E e) /\ (enabled e s)).
The assertion (sco E p q) means not only that in E the successor state of
a state satisfying p is a state satisfying q, but it also states that E seen as a
group of actions is enabled in every state satisfying p.
Definition en := [E:(set act)][p:s_prop]
(everywhere (s_imp p (group_enabled E))).
Definition sco := [E:(set act)][p,q:s_prop]
(en E p) /\ (co E p q) .
For the following deﬁnition of transient we assume a set wf of weakly fair
groups of actions that is speciﬁed in addition to the transition system. To
keep the deﬁnition of as simple as possible, we adopt the convention that the
empty group is always weakly fair and therefore contained in wf. 5
Now the assertion (transient E p) is satisﬁed iﬀ the given view E includes
a weakly fair group E’ of actions such that for every state satisfying p each
successor state obtained by executing an action from E’ invalidates p.
Definition transient := [E:view][p:s_prop]
(ExT [E’:(set act)]
(In (set act) wf E’)/\(Included act E’ E)/\
(sco E’ p (s_not p))).
The ensures assertion is essentially unless equipped with liveness. To en-
sure liveness we just have to add (transient E (s_and p (s_not q))) expressing
that (s_and p (s_not q)) cannot hold permanently in E. This excludes the pos-
sibility that p holds forever and that q never becomes true.
Definition ensures := [E:view][p,q:s_prop]
(unless E p q) /\ (transient E (s_and p (s_not q))).
Subsequently we use the standard inductive deﬁnition from [5] to in-
troduce leads to as the main operator to express liveness assertions. The
leads_to operator is deﬁned inductively on top of ensures as the smallest pred-
icate satisfying the three properties leads_to_basis, leads_to_transitivity and
leads_to_dis
junction. Remember that the assertion (leads_to E p q) should entail 6 that
if p holds in an arbitrary state in E then q will hold eventually in the fu-
ture. This is obviously implied by (ensures E p q), justifying the implication
leads_to_basis in the inductive deﬁnition below. Furthermore, transitivity is
5 New UNITY assumes that each program contains a skip statement that does not have
any eﬀect. Thanks to our convention we do not need a corresponding assumption here.
6 Notice that we only state an implication here. Although the UNITY temporal logic is
complete [31,32] as we introduced it in Section 2, we have not studied the issue of complete-
ness of our generalization.
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clearly a property of leads_to, as required by the implication leads_to_transi-
tivity. Finally, the implication leads_to_disjunction formalizes a disjunction
property: If the assertions (leads_to E (P i) q) hold for a family P of state
predicates, then we can conclude (leads_to E (s_ex T P) q). The justiﬁcation
is straightforward: Given a state s satisfying the disjunction (s_ex T P) there
must be some index i such that (P i) is true at s. Then we can use the premise
(leads_to E (P i) q) to infer that q will hold eventually.
Inductive leads_to [E:view] : s_prop->s_prop->Prop :=
leads_to_basis : (p,q:s_prop)
(ensures E p q) -> (leads_to E p q)
| leads_to_transitivity : (p,q,r:s_prop)
(leads_to E p q) -> (leads_to E q r) ->
(leads_to E p r)
| leads_to_disjunction : (T:Type)(P:T->s_prop)(q:s_prop)
((i:T)(leads_to E (P i) q)) ->
(leads_to E (s_ex T P) q).
3.5 Elementary Compositionality
Throughout the paper, we are working in the context of a single transition
system which represents a global view of the entire system, and we regard
components of this system as particular local views. The natural composition
operation is a simple union of these views, i.e. a union of sets. A distinguishing
feature of a UNITY-style temporal logic is that almost all of its operators enjoy
elementary compositionality properties. The most important ones are given
below.
Theorem co_union : (E,E’:view)(p,q:s_prop)
(co E p q) -> (co E’ p q) ->
(co (Union act E E’) p q).
Theorem stable_union : (E,E’:view)(p:s_prop)
(stable E p) -> (stable E’ p) ->
(stable (Union act E E’) p).
Theorem indinv_stable_union :
(E,E’:view)(IC:s_prop)(p:s_prop)
(ind_invariant E IC p) -> (stable E’ p) ->
(ind_invariant (Union act E E’) IC p).
Theorem unless_union : (E,E’:view)(p,q:s_prop)
(unless E p q) -> (unless E’ p q) ->
(unless (Union act E E’) p q).
Theorem unless_stable_union : (E,E’:view)(p,q:s_prop)
(unless E p q) -> (stable E’ p) ->
(unless (Union act E E’) p q).
Theorem transient_union : (E,E’:view)(p:s_prop)
((transient E p) \/ (transient E’ p)) ->
(transient (Union act E E’) p).
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Theorem ensures_unless_union : (E,E’:view)(p,q:s_prop)
(ensures E p q) -> (unless E’ p q) ->
(ensures (Union act E E’) p q).
Theorem ensures_stable_union : (E,E’:view)(p,q:s_prop)
(ensures E p q) -> (stable E’ p) ->
(ensures (Union act E E’) p q).
It is remarkable that the only operators which do not enjoy composition
rules similar to those above are invariant and leads_to. Fortunately, invariant
has a compositional counterpart ind_invariant, but the lack of simple compo-
sitionality rules for leads_to is clearly unsatisfactory. However, for tightly
coupled systems with an unrestricted notion of composition, as we use it here,
it appears that we cannot expect a rule similar to ensures_unless_union due to
the possible interference between components.
4 An Illustrative Example
In this section we brieﬂy recall the well-known common meeting time problem
and its solution in terms of a simple UNITY program [5,28]. This example
will be reused later to demonstrate our approach to compositional veriﬁcation.
Modeling time by natural numbers, the problem is to ﬁnd the earliest pos-
sible common meeting time for two persons. We presuppose the existence
of such a common meeting time and for each of the two persons we assume
a function, say f and g, respectively, such that f(t) and g(t) is the earliest
availability time not earlier than t. We are looking for a program that has
a variable time and satisﬁes the following temporal speciﬁcation: (1) Partial
correctness, i.e. time is approximating the common meeting, i.e. it will never
decrease and will never exceed the smallest common meeting time. (2) Total
correctness, i.e. in addition to partial correctness, time will eventually con-
tain the smallest common meeting time. A solution satisfying this informal
speciﬁcation is given by the UNITY program:
Program CMT
declare time : nat
initially time = 0
assign time := f(time) | time := g(time)
end
4.1 Formalization
The informal problem speciﬁcation implies that we can assume two functions
f and g on natural numbers which are ascending and monotone. 7
7 The predicates le and lt denote the standard total order ≤ and < on natural numbers.
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Variables f,g : nat->nat.
Axiom f_is_ascending : (m:nat)(le m (f m)).
Axiom g_is_ascending : (m:nat)(le m (g m)).
Axiom f_is_monotone : (m,n:nat)(le m n)->(le (f m) (f n)).
Axiom g_is_monotone : (m,n:nat)(le m n)->(le (g m) (g n)).
A common meeting time is formalized as a common ﬁxpoint of f and g.
Definition common := [t:nat] (f t)==t /\ (g t)==t.
Next we assume that a smallest common meeting time, which we denote
by cmt, exists, as our informal speciﬁcation states.
Variable cmt : nat.
Axiom cmt_exists : (common cmt).
Axiom cmt_smallest : (m:nat)(common m)->(le cmt m).
The representation of the UNITY program CMT as a labeled transition sys-
tem uses two actions update_f and update_g corresponding to the two state-
ments of the program. For sake of brevity we have omitted the details of this
straightforward representation.
4.2 Veriﬁcation of Partial Correctness
Our overall strategy is to prove ﬁrst safety assertions for partial correctness,
and then, on top of such safety assertions, to establish liveness assertions,
that are additionally needed for total correctness. The two main theorems
will correspond exactly to our informal speciﬁcation given before. Our proof
is similar to the proof given in [28], but all steps have been mechanically
checked using Coq. All relevant proof rules are listed in Appendices A and B
for reference.
We start with a lemma stating that if time has a value m, then at each
successor state time will not increase above (f m) or it will not increase above
(g m). The proof is done by unfolding co and then verifying the assertions for
both actions update_f and update_g.
Lemma CMT_S1 : (m:nat)
(co CMT ([s:st] ((s time) == m))
([s:st] (le (s time) (f m)) \/ (le (s time) (g m)))).
The next lemma CMT_S2 is obtained by applying the elimination theorem
(see Appendix B) on the program variable time. To this end, we instantiate x,
p and q in Theorem elimination by time, [s:st](common n)->(le (s time) n) and
[m:nat][s:st](le (s time) (f m)) \/ (le (s time) (g m)), respectively.
The remaining co premise is given exactly by Lemma CMT_S1.
Lemma CMT_S2 : (n:nat)
(co CMT [s:st]((common n)->(le (s time) n))
(s_ex ? [m:nat]
[s:st]((common n)->(le m n))/\
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((le (s time) (f m))\/(le (s time) (g m))))).
The next lemma states that time, which is advanced by the program, can-
not skip any common meeting time. The proof starts with the co assertion of
the preceding lemma and uses right hand side weakening to obtain the stable
assertion.
Lemma CMT_S3 : (n:nat)
(stable CMT ([s:st] (common n) -> (le (s time) n))).
Since ([s:st] (common n) -> (le (s time) n))) holds initially, i.e. it is im-
plied by [s:st](s time) == O, we can establish an inductive invariant.
Lemma CMT_S4 : (n:nat)
(ind_invariant CMT [s:st]((s time) == O)
([s:st] (common n) -> (le (s time) n))).
Substituting cmt for n we obtain Theorem CMT_S5 establishing the fact that
time cannot increase beyond the smallest common meeting time cmt.
Theorem CMT_S5 : (ind_invariant CMT
[s:st](s time)==O [s:st](le (s time) cmt)).
Finally, we prove Theorem CMT_S6, stating that time can only increase but
never decreases. The proof is done by unfolding co and then by considering
each of the two actions update_f and update_g, using the axioms f_is_ascending
and g_is_ascending, respectively.
Theorem CMT_S6 : (m:nat)
(co CMT [s:st](m == (s time)) [s:st](le m (s time))).
4.3 Veriﬁcation of Total Correctness
In order to establish total correctness we have to prove the liveness assertion
stating that the smallest common meeting time cmt is reached eventually if
the program starts in a sate satisfying the initialization condition. Formally,
we wish to prove:
(leads_to CMT ([s:st]((s time) == O)) ([s:st]((s time) == cmt)))
To this end we employ (reverse) induction on natural numbers according
to Theorem leads_to_rev_nat_induction (see Appendix A). We have to supply
a variant which increases up to some maximum value. An obvious choice is
the value of the variable time, together with the smallest common meeting
time cmt as its maximum value.
Definition variant := [s:st](s time).
Below we need the following lemma CMT_S7, a special case obtained from
Lemma CMT_S3 by instantiating n with cmt.
Lemma CMT_S7 : (stable CMT [s:st](le (variant s) cmt)).
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In the following we prepare the application of the reverse induction rule
leads_
to_rev_nat_induction, which will be used later to prove Lemma CMT_L13, which
in turn immediately implies the ﬁnal liveness property CMT_L14. The leads_to
assertion in the premise of the reverse induction rule is proved in Lemma
CMT_L12 directly, as an ensures assertion.
We begin with the proof of the safety part of this ensures assertion, which
is the unless assertion given in Lemma CMT_S8: If time is not beyond cmt, then
there are only two possibilities for the next state: Either we reach cmt, or
time increases but not beyond cmt. The proof unfolds unless and applies
co_stable_conjunction to CMT_S7 and CMT_S6. Then co_implication is used to
obtain the goal.
Lemma CMT_S8 : (m:nat)
(unless CMT
(s_and [s:st](le (s time) cmt)
[s:st](m == (s time)))
(s_or (s_and [s:st](le (s time) cmt)
[s:st](lt m (s time)))
[s:st]((s time) == cmt))).
The liveness part of the aforementioned ensures assertion will be provided
by the transient assertion in Lemma CMT_L11, which in turn will be proved from
the following lemma CMT_L10 via an intermediate lemma CMT_L9 which states:
If time is not a common meeting time, then time will eventually change.
Lemma CMT_L9 : (m:nat) (transient CMT
[s:st](not (common (s time))) /\ (m == (s time))).
The proof is done by unfolding transient and distinguishing two cases: If
m equals (f m) then update_g is responsible for progress, otherwise update_f is
the witness of progress.
Using transient_implication and the fact that cmt is the smallest common
meeting time we obtain Lemma CMT_L10.
Lemma CMT_L10 : (m:nat) (transient CMT
[s:st]((lt (s time) cmt) /\ (m == (s time)))).
Another application of transient_implication together with some case anal-
ysis on time ﬁnally yields CMT_L11, which is exactly what we need for the proof
of Lemma CMT_L12.
Lemma CMT_L11 : (m:nat)(transient CMT
(s_and (s_and [s:st](le (s time) cmt)
[s:st](m == (s time)))
(s_not (s_or (s_and [s:st](le (s time) cmt)
[s:st](lt m (s time)))
[s:st]((s time) == cmt))))).
Now we can combine safety (Lemma CMT_S8) and liveness (Lemma CMT_L11)
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assertions to obtain the ensures assertion that can be directly used to prove the
following Lemma via leads_to_basis (see the inductive deﬁnition of leads_to).
Lemma CMT_L12 : (m:nat)
(leads_to CMT
(s_and [s:st](le (s time) cmt)
[s:st](m == (variant s)))
(s_or (s_and [s:st](le (s time) cmt)
[s:st](lt m (variant s)))
[s:st]((s time) == cmt))).
Finally, we can prove CMT_L13 using the reverse induction rule leads_to_rev_
nat_induction. We instantiate maximum by cmt, and variant by variant as deﬁned
above. The leads_to premise is exactly CMT_L12. Lemma CMT_L13 states that
if time is not beyond the smallest meeting time cmt, then it will reach cmt
sometime in the future.
Lemma CMT_L13 : (leads_to CMT
([s:st](le (s time) cmt)) ([s:st]((s time) == cmt))).
Of course, this left hand side of leads_to covers speciﬁcally the initialization
condition of our original program. So, we obtain our ﬁnal liveness result
CMT_L14 by weakening the left hand side using leads_to_implication.
Theorem CMT_L14 : (leads_to CMT
([s:st]((s time) == O)) ([s:st]((s time) == cmt))).
Together, the theorems CMT_S5, CMT_S6, and CMT_L14 prove total correctness
of the program as formulated in informal speciﬁcation.
5 Compositionality via Propositions-as-Types
We hope that with the previous example we have convinced the reader that
even the veriﬁcation of an apparently simple program requires a lot of eﬀort if
done in a formally rigorous way. Hence, it is an absolute necessity for practical
applications of interactive veriﬁcation techniques to reuse components together
with their proofs.
Although we have simple compositionality theorems for most temporal
operators, there is no counterpart of a similar form for leads_to. In particular,
we cannot just replace ensures by leads_to in Theorem ensures_unless_union.
Let us take a closer look at this issue: Assume we have components E and E’
and state predicates p and q such that (leads_to E p q) and (unless E’ p q)
holds. Then we cannot infer in general that (leads_to (Union act E E’) p q)
holds, since the component E may interfere with E’ on the execution path from
p to q, e.g. by modifying variables which the progress of E relies on. Obviously,
such an interference can lead to new possibilities of execution that do not lead
to q. The issue of interference in parallel programs is a well-known problem and
M.-O. Stehr / Electronic Notes in Theoretical Computer Science 159 (2006) 299–323312
the solution proposed in [30] (see also the textbook presentation [2]) is based
on a notion of interference-free proof schemes. This notion is rich of details and
syntactic in nature. It involves a concept of programs annotated with proofs
that seems to be hard to represent in a formal logic. In this section we propose
to use the abstract notion of proof oﬀered by the type theory itself according
to the propositions-as-types/proofs-as-objects interpretation to obtain a fully
satisfactory formalization of interference freeness in the general context of
labeled transition systems.
Under the propositions-as-types interpretation [15] (see also [9]), also called
formulae-as-types analogy, a logical formula A is interpreted as a type [[A]] such
that A is provable iﬀ [[A]] is inhabited. In addition, a proof P is interpreted as
an object [[P ]] such that [[P ]] is an element of [[A]]. This second part is called
proofs-as-objects interpretation or proofs-as-programs interpretation. These
interpretations of a logic in a type theory have originally been used in the con-
text of the Curry-Howard isomorphism [15], which requires an even stronger
correspondence, namely that normalization of proofs in the logic corresponds
to normalization in the type theory. The propositions-as-types interpretation
can also be seen as a type-theoretic concretization of the BHK interpretation
[14], that has been used by Brouwer, Heyting, and Kolmogorov to explain
the meaning of intuitionistic logic. Curry-Howard isomorphisms have been
successfully established in the setting of intuitionistic logics and correspond-
ing type theories, such as between a higher-order intuitionistic logic and the
calculus of constructions [10].
Recall that in our formalization we are using the logical universe Prop of
CIC in a classical way together with the standard proof-irrelevance axiom.
Since we are now interested in treating proofs as informative objects for the
leads_to fragment of the temporal logic rather than assuming proof irrele-
vance, we move the relevant parts to the universe Type and we exploit the
duality of views oﬀered by the propositions-as-types interpretation, i.e. we
use both, the conventional view of types as data types and the logical view of
types as formulae. In other words, we will now work with two diﬀerent log-
ics simultaneously: (1) the impredicative logic which resides in the standard
propositional universe Prop and is axiomatized as a classical extensional logic
with proof irrelevance; and (2) the predicative logic provided by the Type uni-
verse hierarchy which is intuitionistic, intensional and takes proofs seriously.
The ﬁrst step is to migrate from uninformative leads_to assertions to in-
formative inf_leads_to assertions by replacing Prop by Type. We obtain the
following deﬁnition:
Inductive inf_leads_to [E:view] : s_prop->s_prop->Type :=
inf_leads_to_basis : (p,q:s_prop)
(ensures E p q) -> (inf_leads_to E p q)
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| inf_leads_to_transitivity : (p,q,r:s_prop)
(inf_leads_to E p q) -> (inf_leads_to E q r) ->
(inf_leads_to E p r)
| inf_leads_to_disjunction : (T:Type)(P:T->s_prop)(q:s_prop)
((i:T)(inf_leads_to E (P i) q)) ->
(inf_leads_to E (s_ex T P) q).
We have formally veriﬁed that all proofs in our development up to this
point remain valid if we replace leads_to by inf_leads_to. This is a a conse-
quence of the fact that the leads_to fragment of UNITY has been developed
in an entirely constructive way relative to the base fragment of the logic. The
main purpose of the new deﬁnition is to give assertions (inf_leads_to E p q)
in addition to their logical interpretation the status of a standard inductive
data type with informative elements which are interpreted as proofs. 8
Since inf_leads_to is more informative than leads_to, we have the following
theorem, which can also be seen as a casting function from informative proofs
to uninformative, i.e. abstract, proofs.
Theorem inf_leads_to_imp_leads_to : (E:view)
(p,q:s_prop)(inf_leads_to E p q)->(leads_to E p q).
Of course, the converse implication cannot be proved, due to the impos-
sibility of generating informative objects from uninformative objects in CIC,
which is consistent with our proof irrelevance axiom.
Exploiting the fact that proofs are objects we are now in a position to
deﬁne the compositionality property for proofs of inf_leads_to assertions.
We deﬁne the property recursively, using the standard elimination principle
inf_leads_to_rect that comes with inf_leads_to.
Definition compositional := [E’:view][E:view]
(inf_leads_to_rect E
([u,v:s_prop][l:(inf_leads_to E u v)] Prop)
(* inf_leads_to_basis *)
[p,q:s_prop][en:(ensures E p q)]
(unless E’ p q)
(* inf_leads_to_transitivity *)
[p,q,r:s_prop]
[l1:(inf_leads_to E p q)][comp1:Prop]
[l2:(inf_leads_to E q r)][comp2:Prop]
(comp1 /\ comp2)
(* inf_leads_to_disjunction *)
[T:Type][P:T->s_prop][q:s_prop]
[L:((i:T)(inf_leads_to E (P i) q))][Comp:(i:T)Prop]
(i:T)(Comp i)).
The intuition is that, given a proof prf : (inf_leads_to E p’ q’), the com-
8 Since this type resides in Type it is not subject to the restrictions that are enforced by
CIC for elimination over the uninformative universe Prop [33,3].
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positionality property (compositional E’ E prf) requires that each ensures step
in E is matched by a corresponding unless step in E’, a condition that expresses
freedom of interference at the ﬁnest level of granularity.
The compositionality theorem that covers this case is ensures_unless_union.
The idea of the subsequent compositionality theorem for inf_leads_to is to
reduce compositionality at the higher level of inf_leads_to to compositionality
at the lower level of ensures using the aforementioned theorem.
In fact, the compositionality theorem for inf_leads_to is easy to prove by
induction over the proof prf:
Theorem inf_leads_to_union : (E,E’:view)(p,q:s_prop)
(prf:(inf_leads_to E p q))
(compositional E’ E p q prf)->
(inf_leads_to (Union act E E’) p q).
This theorem reduces the proof of an inf_leads_to assertion of a sys-
tem with components E and E’ to a corresponding proof for one component,
namely prf : (inf_leads_to E p q), that satisﬁes the compositionality prop-
erty
(compositional E’ E p q prf). Since the proof of prf is typically derived us-
ing the standard proof rules for inf_leads_to that have been given before, the
task of proving the compositionality property can be considerably simpliﬁed
by using lemmas that state how the compositionality property behaves under
application of the standard proof rules. In fact, we have proved a lemma for
each proof rule that states a minimal suﬃcient condition to ensure composi-
tionality of the resulting inf_leads_to assertions. To convey the basic idea we
give a selection of these lemmas in Appendix C.
6 Extending the Example
To illustrate the use of our new rule for compositional reasoning in a concrete
setting we extend the common meeting time example, which involves two
persons represented by functions f and g, by adding another person represented
by a function h.
Variable h : nat->nat.
Axiom h_is_ascending : (m:nat)(le m (h m)).
Axiom h_is_monotone : (m,n:nat)(le m n)->(le (h m) (h n)).
Axiom h_accepts_cmt : (h cmt) = cmt .
Theorem h_rem_below_cmt : (m:nat)(le m cmt)->(le (h m) cmt) .
As formulated above, we assume that the new person at least agrees with
the common meeting time cmt, i.e. with the common meeting time of the ﬁrst
two persons. This ensures that adding the new person to the existing system
does not aﬀect the properties, especially Theorem CMT_L14, proved earlier,
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although the executions of the new system can be quite diﬀerent.
While preserving the original component CMT, we represent the additional
person by an action update_h in the new component CMT’.
Again, we have veriﬁed that after this extension all theorems remain valid.
More importantly, we have reproved these theorems in their informative ver-
sions. This is needed to apply our compositionality rule in the proof of The-
orem CMT_L16 below.
The only nontrivial proof obligation produced by Theorem CMT_L16 is given
by the following lemma: For the new component CMT’ we have to prove an
unless assertion, which states noninterference with the informative version of
CMT_L12 (an inf_leads_to assertion that is actually an ensures assertion).
Lemma CMT_L15 : (m:nat)(unless CMT’
(s_and [s:st](le (s time) cmt)
[s:st] m == (s time))
(s_or (s_and [s:st](le (s time) cmt)
[s:st](lt m (s time)))
[s:st](s time) == cmt)).
Now we can prove the expected liveness property of the composed system
as formulated in the following theorem.
Theorem CMT_L16 : (inf_leads_to (Union act CMT CMT’)
([s:st](le (s time) cmt)) ([s:st]((s time) == cmt))).
The proof is done by applying the compositionality theorem inf_leads_to_
union. The veriﬁcation of the compositionality property is reduced to CMT_L15
by applying inf_leads_to_induction_comp and inf_leads_to_basis_comp (see Ap-
pendix C).
7 Final Remarks
We envision that software engineering will more and more move into a direc-
tion where programs become only a small part of the entire product being
developed. The use of CASE environments as well as test generators, simula-
tion and analysis tools with their own languages, is already current practice,
but we anticipate that the trend will go further into a direction where a lot
of information that is implicitly used in the software and system engineering
process becomes a piece of software itself, which should be developed and
maintained according to the same standards as conventional programs. The
treatment of mathematical developments, including theories and proofs, as a
piece of software as in this paper is simply another consequent step into that
direction.
Tightly coupled systems are diﬀerent from loosely-coupled systems in the
sense that the interaction patterns between components can be arbitrarily
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complex and often can not be described by simple protocols. Clearly arbi-
trary interactions via shared variables lead to a tigher interaction between
components than asynchronous message passing. In such a setting the inter-
faces can be rather unconstrained and it can be undesirable or impractical
to specify all admissible environments in detail. Especially anticipating the
assumptions regarding the environment without coverconstraining it can be a
diﬃcult task if it needs to be done before the proving the component correct.
Another diﬀculty in practice is that we often want to compose components
that have been designed without the intention of being extended or extended
in the way that is needed.
The approach adopted in this paper suggests to formulate proofs of guar-
anteed component behavior in a simple UNITY-style temporal logic and to
exhibit a well-chosen abstraction of the proofs as part of the component in-
terface so that the subsequent composition with another component can be
established in a compositional way, meaning that the original proofs for the
components remain valid. This paper shows how the classical concept of
interference-free proof schemes [30] can be applied in a very general setting
which is independent of the underlying programming language and further-
more that a rigorous formalization of this rather syntactic concept is feasible
and even quite simple if the underlying logic supports a propositions-as-types
and its associated proofs-as-objects interpretation.
There are a number of approaches to formalize UNITY in diﬀerent logics
and proof assistants, namely using the Boyer-Moore prover [11], the Larch
prover [7], HOL [1], Coq [13], and Isabelle/ZF [34]. The reference [11] uses
quantiﬁer-free ﬁrst-order logic to develop the UNITY temporal logic on the
basis of its execution semantics. In [7] a ﬁrst-order logic is employed to give an
axiomatization of UNITY. The last three approaches employ more expressive
logics: [1] and [13] directly use the higher-order logics of HOL and CIC, re-
spectively, and [34] uses Isabelle/ZF, a formalization of Zermelo-Fraenkel set
theory in the higher-order framework of Isabelle.
Our approach is guided by New UNITY [27,28]. We have developed a
veriﬁed and comprehensive library of temporal logic proof rules. It includes
all proof rules from [5] in the generalized setting including e.g. the progress-
safety-progress and the completion rule, the elimination theorem from [27,28],
additional proof rules for relativized assertions, and ﬁnally compositionality
lemmas for the all important proof rules as explained in Appendix C. Instead
of formalizing a particular execution semantics as in [13], we have followed
the semantics-independent approach of [5]. In this sense our approach bears
some similarity with [1]. On the other hand [1] sticks very close to the original
UNITY approach and does not consider any generalizations beyond UNITY
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programs. The semantics-independent approach, which has a slight proof-
theoretic ﬂavor in the sense that the main liveness operator leads_to is given by
an inductive deﬁnition, oﬀers the possibility of exploiting the propositions-as-
types interpretation in the context of compositionality. As far as we know, the
propositions-as-types interpretation has neither been applied in the context of
UNITY nor for this particular purpose until now.
Our approach rests on the observation that UNITY-style logic can be struc-
tured in two levels. At the ﬁrst level we have a classical logic to express state
predicates. In other words, for a given global state we assume that it is in
principle decidable (not necessarily computationally) if a property holds or
does not hold. At the second level, we have temporal assertions, which are
deﬁned in a purely intuitionistic fragment without negation, reﬂecting the
open-ended nature of our assertion language 9 . The only proofs which are
relevant for compositionality are thoose at the intuitionistic level. Hence, we
have structured our embedding into the type theory of CIC in such a way
that we abstract from the proofs at the ﬁrst level using a proof irrelevance
principle for the universe Prop, and we preserve proofs at the second level us-
ing the propositions-as-types interpretation in the Type universes. Since the
assertion language is open-ended, it could be made more expressive, e.g. by
adding additional temporal or other modal operators, but clearly the proofs of
metalogical properties which are proved by induction over proofs would have
to be extended correspondingly.
Possible future reseach directions include the following. The development
should be specialized to concrete programming languages and a concrete state
space structure. Often it is possible to use structural information (not present
at the labelled transition system level) to automatically prove non-interference
assertions, an example being assertions involving local variables only. An-
other consequent step would be the specialization to concrete programs. For
instance, non-interference could be established for a speciﬁc set of interac-
tion patterns. This could be applied to threads encapsulated as objects with
a ﬁxed set of interface methods, a popular pattern in software engineering.
Other directions for future work include exploring the relationship and combi-
nation with other methods for compositional veriﬁcation such as [4,40,21,29,8],
and extensions of our approach, e.g. exploring the question whether strong
fairness assumptions are within the reach of the proof-centered and semantics-
independent approach pursued in this paper.
The complete mechanically checked development in Coq including the ex-
amples is available at http://formal.cs.uiuc.edu/stehr/unity.html.
9 Similar to the open-ended nature of e.g. Martin-Lo¨f’s type theory
M.-O. Stehr / Electronic Notes in Theoretical Computer Science 159 (2006) 299–323318
Acknowledgement
I am grateful for a meeting with Jayadev Misra during his visit at UIUC in
2003, and I appreciate his suggestion to prepare a paper on the unconventional
approach to compositionality in my thesis – I am sorry that it has taken so
long. The initial work on the formalization of UNITY was sponsored by the
European Community project “Modelling and Analysis of Time Constrained
and Hierarchical Systems” (CHRX-CT94-0452). I gratefully acknowledge re-
cent support from ONR Grant N00014-02-1-0715 in the preparation of this
paper.
References
[1] F. Andersen, K. D. Petersen, and J. S. Pettersson. Program veriﬁcation using HOL-UNITY.
In J. J. Joyce and C.-J. H. Segar, editors, Higher Order Logic Theorem Proving and its
Applications: 6th International Workshop, HUG’93, Vancouver, B.C., August 11–13 1993,
Proceedings, volume 780 of LNCS, pages 1–15. Springer-Verlag, 1994.
[2] K. R. Apt and E.-R. Olderog. Veriﬁcation of Sequential and Concurrent Programs. Graduate
Texts in Computer Science. Springer-Verlag, 1997.
[3] B. Barras, S. Boutin, C. Cornes, J. Courant, Y. Coscoy, D. Delahaye, D. de Rauglaudre,
J. C. . Filliatre, E. Gime´nez, H. Herbelin, G. Huet, H. Laulhe`re, C. Mun˜oz, C. Murthy,
C. Parent-Vigouroux, P. Loiseleur, C. Paulin, A. Sa¨ıbi, and B. Werner. The Coq Proof
Assistent Reference Manual, Version 6.3.1, Coq Project. Technical report, INRIA, 1999.
http://logical.inria.fr/.
[4] M. Carpentier and K. M. Chandy. Towards a compositional approach to the design and
veriﬁcation of distributed systems. In J. M. Wing, J. Wookcock, and J. Davies, editors, FM’99
– Formal Methods, World Congress on Formal Methods in the Development of Computing
Systems, Toulouse, France, September 1999. Proceedings, Volume I, volume 1708 of LNCS,
pages 570–589. Springer-Verlag, 1999.
[5] K. M. Chandy and J. Misra. Parallel Program Design. A Foundation. Addison-Wesley, 1988.
[6] K. M. Chandy and J. Misra. Proofs of distributed algorithms: An exercise. In C. A. R.
Hoare, editor, Developments in Concurrency and Communication, chapter 11, pages 305–332.
Addison-Wesley, Reading, Massachusetts, 1990.
[7] B. Chetali. Formal veriﬁcation of concurrent programs using the Larch prover. IEEE
Transactions on Software Engineering, 24(1):46–62, 1998.
[8] P. Collette and E. Knapp. A foundation for modular reasoning about safety and progress
properties of state-based concurrent programs. Theoretical Computer Science, 183:253–279,
1997.
[9] T. Coquand. On the analogy between propositions and types. In G. Huet, editor, Logical
Foundations of Functional Programming, The UT year of programming series. Addison-Wesley,
1990.
[10] H. Geuvers. Logics and Type Systems. PhD thesis, University of Nijmegen, 1993.
[11] D. M. Goldschlag. Mechanically verifying concurrent programs with the Boyer-Moore prover.
IEEE Transactions on Software Engineering, 16(9), 1990.
[12] D. M. Goldschlag. Mechanically verifying safety and liveness properties of delay insensitive
circuits. In K. G. Larsen and A. Skou, editors, Computer Aided Veriﬁcation, 3rd International
Workshop, CAV ’91, Aalborg, Denmark, July 1–4, 1991, Proceedings, volume 575 of LNCS,
pages 354–364. Springer-Verlag, July 1992.
M.-O. Stehr / Electronic Notes in Theoretical Computer Science 159 (2006) 299–323 319
[13] B. Heyd. Application de la the´orie des types et du de´monstrateur COQ a´ la ve´riﬁcation de
programmes paralle`lles. PhD thesis, Universite´ Henri Poincare´ – Nancy 1, 1997.
[14] A. Heyting. Intuitionism – An Introduction. Studies in Logic and the Foundations of
Mathematics. North-Holland, 1971.
[15] W. A. Howard. The formulae-as-types notion of construction. In J. Hindley and J. Seldin,
editors, To H.B. Curry: Essays on Combinatory Logic. Academic Press, 1980.
[16] E. Kindler. Invariants, composition, and substitution. Acta Informatica, 32(4):299–312, 1995.
[17] E. Knapp. Derivation of concurrent programs. Sci. Comput. Programming, 19:1–23, 1992.
[18] E. Knapp. Soundness and completeness of UNITY logic. In P. S. Thiagarajan, editor,
Foundations of Software Technology and Theoretical Computer Science, 14th Conference,
Madras, India, December 15–17, 1994, Proceedings, volume 880 of LNCS, pages 378–389.
Springer-Verlag, 1994.
[19] L. Lamport. Proving the correctness of multiprocess programs. IEEE Transactions on Software
Engineering, SE-3(2):126–143, 1977.
[20] L. Lamport. Win and sin: predicate transformers for concurrency. ACM Transcations on
Programming Languages and Systems, 12:396–428, 1990.
[21] L. Lamport. The temporal logic of actions. ACM Transactions on Programming Languages
and Systems, 16(3):872–923, May 1994.
[22] Z. Manna and A. Pnueli. The Temporal Logic of Reactive and Concurrent Systems. Springer-
Verlag, 1992.
[23] P. J. McCann and G.-C. Roman. Mobile UNITY coordination constructs applied to packet
forwarding for mobile hosts. In Coordination Languages and Models, volume 1282 of LNCS,
pages 338–354, Berlin, 1997. Springer-Verlag.
[24] J. Meseguer. Conditional rewriting logic as a uniﬁed model of concurrency. Theoretical
Computer Science, 96:73–155, 1992.
[25] J. Misra. A simple proof of a simple consensus algorithm. In Beauty is Our Business,
chapter 35, pages 312–318. Springer-Verlag, New York, 1990.
[26] J. Misra. Soundness of the substitution axiom. Notes on UNITY,
http://www.cs.utexas.edu/users/psp/notesunity.html, Mar. 1990.
[27] J. Misra. New UNITY. Manuscript, http://www.cs.utexas.edu/users/psp/newunity.html,
1994.
[28] J. Misra. A logic for concurrent programming: Safety and progress. Journal of Computer and
Software Engineering, 3(2):239–300, 1995.
[29] J. Misra. A discipline of multiprogramming: programming theory for distributed applications,
volume 18 of Monographs in Computer Science. Springer-Verlag, 2001.
[30] S. Owicki and D. Gries. Verifying properties of parallel programs: an axiomatic approach.
Communications of the ACM, 19:279–285, May 1976.
[31] J. Pachl. A simple proof of a completeness result for leads-to in the UNITY logic. Technical
Report RZ 2060, IBM Research Division, Zurich Research Laboratory, 1990.
[32] J. Pachl. A simple proof of a completeness result for leads-to in the UNITY logic. Information
Processing Letters, 41, 1992.
[33] C. Paulin-Mohring. Inductive Deﬁnitions in the system Coq – Rules and Properties. In
M. Bezem and J. . F. Groote, editors, Typed Lambda Calculi and Applications, International
Conference, TLCA ’93, Utrecht, The Netherlands, March 16–18, 1993, Proceedings, volume
664 of LNCS. Springer Varlag, 1993.
M.-O. Stehr / Electronic Notes in Theoretical Computer Science 159 (2006) 299–323320
[34] L. C. Paulson. Mechanizing UNITY in Isabelle. ACM Transactions on Computational Logic,
1(1):3–32, 2000.
[35] J. S. Pettersson. Comments on “always-true is not invariant”: Assertional reasoning about
invariance. Information Processing Letters, 40(5):231–233, 1991.
[36] I. S. W. B. Prasetya. Error in the UNITY substitution rule for subscripted operators. Formal
Aspects of Computing, 6:466–470, 1994.
[37] G. Reichwein and J. L. Fiadeiro. Models for the substitution axiom of UNITY logic.
Information Processing Letters, 48(4):171–176, 1993.
[38] W. Reisig. Elements of Distributed Algorithms: Modeling and Analysis with Petri Nets.
Springer-Verlag, 1998.
[39] B. A. Sanders. Eliminating the substitution axiom from UNITY logic. Formal Aspects of
Computing, 3:189–205, 1991.
[40] N. Shankar. A lazy approach to compositional veriﬁcation. In W. P. de Roever, H. Langmaack,
and A. Pnueli, editors, Compositionality: The Signiﬁcant Diﬀerence, International Symposium,
COMPOS’97, Bad Malente, Germany, September 8-12, 1997, Revised Lectures, volume 1536
of LNCS. Springer-Verlag, 1998.
[41] A. K. Singh and R. Overbeek. Derivation of eﬃcient parallel programs: An example from
genetic sequence analysis. International Journal of Parallel Programming, 18:447–484, 1989.
[42] M. G. Staskauskas. Formal derivation of concurrent programs: an example from industry.
IEEE Transactions on Software Engineering, 19:503–528, 1993.
[43] M.-O. Stehr. Programming, Speciﬁcation, and Interactive Theorem Proving —
Towards a Uniﬁed Language based on Equational Logic, Rewriting Logic, and Type
Theory. Doctoral Thesis, Universita¨t Hamburg, Fachbereich Informatik, Germany, 2002.
http://www.sub.uni-hamburg.de/disse/810/.
[44] S. D. Swierstra, P. J. A. Lentfert, and A. H. Uittenbogaard. Distributed incremental maximum
ﬁnding in hierarchicaly divided graphs. Technical Report RUU-CS-90-30, Utrecht University,
Sept. 1990.
A Selected UNITY Proof Rules
Our formal development contains all proof rules of [5] and many more. Due to lack of space,
however, we just list a few simple rules used in the example of this paper.
Theorem co_implication : (E:view)(p,p’,q,q’:s_prop)
(everywhere (s_imp p p’)) ->
(everywhere (s_imp q q’)) ->
(co E p’ q) -> (co E p q’).
Theorem co_stable_conjunction : (E:view)(p,q,r:s_prop)
(stable E r) -> (co E p q) ->
(co E (s_and p r) (s_and q r)).
Theorem transient_implication : (E:view)(p,q:s_prop)
(transient E p)->(everywhere (s_imp q p))->
(transient E q).
Theorem leads_to_implication : (E:view)
(p,p’,q,q’:s_prop)
(everywhere (s_imp p p’))->
(everywhere (s_imp q q’))->
(leads_to E p’ q)-> (leads_to E p q’).
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We give a general proof rule for well-founded induction, and then a derived rule for (re-
verse) induction over the type nat of natural numbers. The general well-founded induction rule
leads_to_induction assumes that the induction is carried out over a state function variant
mapping states into some domain, assuming a well-founded ordering less on this domain which
is not necessarily total.
Theorem leads_to_induction : (E:view)
(T:Type)(less:T->T->Prop)(variant:st->T)
(WfT_well_founded T less)->
(p,q:s_prop)
((m:T)
(leads_to E
(s_and p [s:st] (variant s) == m)
(s_or (s_and p [s:st] (less (variant s) m)) q)))->
(leads_to E p q).
Theorem leads_to_rev_nat_induction : (E:view)
(variant:st->nat)(maximum:nat)(p,q:s_prop)
(everywhere (s_imp p [s:st](le (variant s) maximum)))->
((m:nat)(le m maximum)->
(leads_to E
(s_and p [s:st] m = (variant s))
(s_or (s_and p [s:st] (lt m (variant s))) q)))->
(leads_to E p q).
B Elimination Theorem
The intuitive idea behind the elimination theorem, which has been ﬁrst introduced in the context
of New UNITY in [27,28], is the following: Assume that we have a predicate p which depends on
no other variable than v. We would like to conclude that if p holds at some state, then at each
successor state there is some m such that (subst p v m), meaning that p holds with m substituted
for v. So far this simply states that if p was true in the past there must have been some value m
for v when p was true. Notice, however, that we do not know anything else about m. Now assume
we have the additional information that when the variable v contains m then the predicate (q m)
holds in the next state. Then we can strengthen our conclusion: If p holds at some state then at
each successor state there is some m such that (subst p v m) and also (q m) holds.
Theorem elimination :
(E:view)(v:var)(p:s_prop)(q:(var_type v)->s_prop)
((v’:var)~(v’==v)->(independent p v’)) ->
((m:(var_type v))(co E [s:st]((s v)==m) (q m))) ->
(co E p (s_ex ? [m:(var_type v)]
(s_and (subst p v m) (q m)))).
C Selected Compositionality Lemmas
For each proof rule we have proved a lemma that states a minimal suﬃcient condition to ensure
compositionality of the resulting inf_leads_to assertions. In many cases (like in those listed
below) these lemmas state that proof rules preserve the compositionality property. The ﬁrst three
lemmas correspond directly to the three cases of the inductive deﬁnition of compositional.
Theorem inf_leads_to_basis_comp :
(E’,E:view)(p,q:s_prop)
(unless E’ p q)->
(en:(ensures E p q))
(compositional E’ E ? ?
(inf_leads_to_basis E ? ? en)).
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Theorem inf_leads_to_transitivity_comp :
(E’,E:view)(p,q,r:s_prop)
(lto1:(inf_leads_to E p q))
(lto2:(inf_leads_to E q r))
(compositional E’ E ? ? lto1)->
(compositional E’ E ? ? lto2)->
(compositional E’ E ? ?
(inf_leads_to_transitivity E ? ? ? lto1 lto2)).
Theorem inf_leads_to_disjunction_comp :
(E’,E:view)(T:Type)(P:T->s_prop)(p,q:s_prop)
(lto:((i:T)(inf_leads_to E (P i) q)))
((i:T)(compositional E’ E ? ? (lto i)))->
(compositional E’ E ? ?
(inf_leads_to_disjunction E T P (s_ex T P) q lto)).
Theorem inf_leads_to_induction_comp :
(E’,E:view)
(T:Type)(less:T->T->Prop)(variant:st->T)
(wf:(WfTinf_well_founded T less))
(p,q:s_prop)
(lto:((m:T)(inf_leads_to E
(s_and p [s:st] (variant s) == m)
(s_or (s_and p [s:st] (less (variant s) m)) q))))
((m:T)(compositional E’ E ? ? (lto m)))->
(compositional E’ E ? ?
(inf_leads_to_induction E T less variant wf p q lto)).
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