Introduction
Superconductivity is characterized by the formation of Cooper pairs, which occupy a macroscopic wave function with a fixed phase. In classical superconductors, the Cooper pairs have a singlet structure, and there is a finite energy gap for single-particle excitations. Exchange of electrons between a normal metal and a superconductor at energies below the gap is mediated by Andreev reflection [1] , which converts electrons to holes at the interface, and thereby transfers two electrons to the superconductor. Andreev reflection couples both spin and particle/hole spaces, and imposes a fixed phase relation between the two particles of an Andreev pair. As a consequence, Andreev reflection leaks superconducting correlations into the normal metal, a phenomenon known as the proximity effect. A signature of the proximity effect is the modification of the singleparticle density of states in the normal metal. For a thin metal film superimposed on a superconductor, the modification of the density of states can be qualitatively understood by the very intuitive picture of Andreev bound states, as initially discovered by de Gennes & Saint-James [2, 3] (despite the fact that the terms Andreev reflection and Andreev bound state had not yet been coined at the time). While the initial prediction of a sawtooth-like density of states for a highly idealized ballistic system with specularly reflecting interfaces [2, 3] was not confirmed by experiment [4, 5] , the concept of Andreev bound states has proved to be extremely useful. Subgap Andreev bound states result from the interplay of the intrinsic phase shift of Andreev reflection and additional phase shifts, which can have different origin, and, consequently, Andreev bound states can occur in many different physical systems. In Josephson junctions, the bound states are controlled by the macroscopic phase difference across the junction, and carry the supercurrent [6, 7] . At surfaces of unconventional superconductors, zero-energy bound states may appear due to the sign reversal, i.e. a phase shift of π , of the order parameter in different directions of the Fermi surface [8] [9] [10] [11] . Andreev bound states can also be observed inside the normal core of a vortex in a type-II superconductor [12] [13] [14] [15] .
Subgap Andreev bound states induced by magnetic impurities in singlet superconductors were predicted already in the 1960s independently by Yu, Shiba and Rusinov [16] [17] [18] [19] . The generation of these bound states can be understood very conveniently in terms of spin-dependent scattering phases at the impurity [18, 20] . These so-called Shiba or Yu-Shiba-Rusinov states have been investigated by tunnelling spectroscopy in superconductors doped with small amounts of magnetic impurities [21] , and near single magnetic ad-atoms or molecules on superconducting surfaces using scanning tunnelling spectroscopy [22, 23] . A particularly interesting system for the study of the interplay of spin-dependent scattering and superconductivity are interfaces between ferromagnetic materials and superconductors, which will be the focus of this paper. Figure 1 shows a schematic view of spin-dependent electron transmission at an interface between two materials. It is assumed that at least one of the two materials or the barrier itself is ferromagnetic. Electron waves of spin-up or spin-down electrons, with Fermi wavelength λ F , are transmitted through the interface with spin-dependent transmission amplitudes t ↑ and t ↓ (which we assume to be real). Throughout this paper, we will denote the majority spin of the ferromagnet as spin up. The difference of the transmission probabilities, t 2 ↑ − t 2 ↓ , is the spin-filter effect, which is a key figure of merit for spintronics applications. The spin-filter effect is conveniently expressed in terms of the spin polarization of the junction conductance, P = (G ↑ − G ↓ )/(G ↑ + G ↓ ), where G ↑,↓ are the individual conductances for the two spin projections. In addition to the different transmission amplitudes, the phases of the transmitted wave functions may be spin-dependent. While the absolute phases are usually irrelevant, the relative phase shift θ s between electron waves of spin up and spin down can lead to observable consequences. θ s is called the spin-mixing angle [24] or the spin dependence of interfacial phase shifts (SDIPS) [25] . Interfaces with non-zero θ s are called spin active (or magnetically active). Spin-dependent scattering at interfaces can be characterized by 2 × 2 transmission and reflection matrices in spin space [24, [26] [27] [28] Reflection and transmission amplitudes are related by the normalization condition t 2 σ + r 2 σ = 1, where σ =↑, ↓ denotes the spin. θ s appears in both the transmission and reflection matrix. SDIPS also appears in the concept of the spin-mixing conductance G ↑↓ in spintronics, where it gives rise to the imaginary part of G ↑↓ [29] . Spin-dependent phase shifts at atomic length scales are difficult to observe directly, but they may be detected indirectly by their impact on transport properties. (1), and is reflected as a hole in the spin-down band. The hole is reflected back into the superconductor from the spin-active interface (2) , where it picks up a phase shift θ s /2. The hole undergoes inverse Andreev reflection to an electron (3), and then a second normal reflection (4), closing the cycle. The overall phase shift acquired along this cycle is given by twice the intrinsic phase shift of Andreev reflection, δ = arccos( / ), plus the spin-mixing angle θ s . For a unique wave function, the semiclassical Bohr-Sommerfeld quantization condition
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must be met. This yields the relation
for the energy of the bound state [27, 28] . For small θ s , the bound state is close to the energy gap, whereas for θ s = π it is at zero energy. The latter case is similar to the zero-energy surface bound states observed in unconventional superconductors, where a phase shift of π may be present due to the intrinsic order parameter symmetry [8, 9] . Depending on the sign of θ s , the cycle has to begin with either a spin-up or spin-down electron, i.e. the bound state is spin-polarized. This is in contrast to the spin-degenerate Andreev bound states found in systems without SDIPS. A true bound state with sharply defined energy is formed only if the tunnel probability is zero, e.g. at an interface between a superconductor and a ferromagnetic insulator. For finite tunnel probability, e.g. for a thin insulating layer between a superconductor and a metallic ferromagnet, the particles may escape from the superconductor, and the bound state broadens into a resonance, as indicated schematically in figure 2. For small tunnel probabilities t 2 1, the width of the resonance is approximately given by t 2 /2. The spin-resolved normalized density of states at the interface is given in [28] 
where ρ = r ↑ r ↓ . An example of the spin-resolved density of states is plotted in figure 3a . As can be seen, the bound state induces spin-polarized resonances at the energies given by (2.3) (except at θ s = π , where the resonances for spin up and down overlap, and the bound state is spin-degenerate). Andreev bound states have a profound impact on many transport properties. First of all, as they modify the density of states, they are directly visible in conductance spectroscopy [28, 31, 32] . For a discrete bound state in a point contact, the differential subgap conductance due to resonant Andreev reflection is given by [28] 
where f 0 is the Fermi function, e is the electron charge and h is Planck's constant. Owing to the simple relation (2.3) between bound-state energy and spin-mixing angle, spectroscopy of Andreev bound states can be used as a tool to directly determine θ s . Andreev bound states are also expected to induce characteristic features in zero-frequency [31] and finite-frequency noise [33] . In multiterminal structures, overlapping Andreev bound states can mediate spin transport [34] and crossed Andreev reflection [35, 36] . Crossed, or non-local, Andreev reflection has been observed experimentally with the help of ferromagnetic contacts that allowed discriminating between this non-local process and the competing process of electron co-tunnelling [37] . Large local and nonlocal thermoelectric effects, and generalized Onsager relations, have been predicted in similar structures [38, 39] due to the coupling of spin and thermal transport (spincaloritronics). We note that most of these effects are due to the spin polarization of the density of states, and therefore specific to Andreev bound states at spin-active interfaces. The simple scheme presented above describes a single Andreev bound state in a point contact. For extended interfaces, the spin-mixing angle depends on the angle of incidence of the quasi-particle trajectory [24] . In diffusive systems, spin-mixing can be characterized by dimensionless parameters γ φ,i , which depend on different moments of the distribution of spinmixing angles [30] . The lowest order parameter γ φ1 acts exactly like a Zeeman splitting by an applied field [40] [41] [42] . In figure 3b , we show the calculated spin-resolved density of states n( ) in a thin diffusive superconducting film on top of a ferromagnetic insulator [30] . As for a single bound state, the density of states is spin-polarized.
In addition to the modification of the density of states, spin-active scattering at an interface with a superconductor also leads to the generation of triplet Cooper pairs in the vicinity of the interface, i.e. the triplet proximity effect [43, 44] . When a singlet Cooper pair is reflected from a spin-active interface, its spin structure is transformed from the pure singlet (↑↓ − ↓↑) to (↑↓ exp(iθ s )− ↓↑ exp(−iθ s )) = (↑↓ − ↓↑) cos θ s + i(↑↓ + ↓↑) sin θ s , i.e. a mixture of a singlet and a triplet with zero projection along the quantization axis (i.e. with m z = 0). Therefore, spin-active scattering is intimately linked to the triplet proximity effect. The singlet and m z = 0 triplet can propagate into a ferromagnetic metal, where they oscillate as a function of the distance from the interface [45, 46] . Determining the phase of these oscillations [47, 48] as a function of the thickness of the ferromagnetic film may therefore also provide insight into spin-dependent phase shifts [25] .
Experiments and results
To observe Andreev bound states in tunnel spectroscopy and to clearly distinguish them from the gap features, the bound-state energy should be small compared with the gap [32] . For spin-active interfaces, this requires a large θ s of the order of π . Large spin-mixing angles were predicted for ultra-thin tunnel barriers with a smooth variation of the effective barrier potential [32] . We, therefore, performed experiments on S/F tunnel junctions with ultra-thin insulating barriers. Figure 4a shows a false-colour scanning electron microscopy image of one of our junctions, together with the measurement scheme [49] . The samples were fabricated by electron beam lithography and shadow evaporation from different angles. First, a thin (approx. 10-15 nm) superconducting aluminium wire was evaporated. The aluminium was exposed to pure oxygen at a pressure of ≈ 1 Pa for about 5 min to form a thin aluminium oxide layer. Subsequently, without breaking the vacuum, ferromagnetic iron wires were superimposed by evaporation under a different angle to form small (≈ 150 × 150 nm 2 ) tunnel junctions. Figure 4b shows a transmission electron microscopy cross section of the oxide barrier. As can be seen, the oxide is about 1-2 nm thick and disordered. The resistance-area product of the junctions was typically around 30 Ωμm 2 .
Differential-conductance measurements were carried out at low temperatures down to 50 mK, with a magnetic field B applied parallel to the substrate plane along the ferromagnetic wires. Figure 5a shows the differential conductance of one junction as a function of bias for several different applied magnetic fields. At zero field, a Bardeen-Cooper-Schrieffer-like density of states is observed, which develops a Zeeman splitting upon increasing the magnetic field, as is well known from the literature [40] [41] [42] . From fits of the standard model of high-field tunnelling [50, 51] to our data, we can determine the pair potential , the spin polarization P and the Zeeman splitting. The observed Zeeman splitting corresponds to the free-electron g-factor of 2 without Fermi-liquid renormalization, as expected for superconducting aluminium at very low temperatures and well below the critical field [52, 53] . Figure 5b shows the subgap region at zero applied field on an enlarged scale. Note that the conductance scale differs by about three orders of magnitude. The subgap data exhibit a symmetric double-peak structure at V ≈ ±23 meV, as expected for resonant Andreev reflection via an Andreev bound state. The line is a fit assuming a contribution according to equation (2.6), giving way to the dominant regular contribution as |V| approaches /e, as observed in figure 5a. From this fit, the absolute value of the spin-mixing angle, |θ s | = 0.94π , can be determined.
One characteristic feature of Andreev bound states induced by spin-active scattering is the spin polarization of the density of states. As a consequence, the resonances due to spin-active scattering are expected to exhibit a Zeeman shift, as opposed to a Zeeman splitting for spindegenerate bound states. Figure 6a ,b shows the field dependence of the subgap conductance of two different junctions in our experiments. Bound states can be seen in both junctions, and the features at opposite bias shift in opposite directions as a function of the applied field, with a slope given by the Zeeman energy μ B B (indicated by dotted lines). At higher bias, the gap features move inwards with increasing field due to orbital pair-breaking effects and the Zeeman splitting of the density of states. In our experiments, the magnetization of the ferromagnet is always parallel to the applied field, and therefore majority-spin features shift down in energy (up in bias). The direction of the Zeeman shift with increasing field allows an unambiguous assignment of spin to the subgap features, and thereby a determination of the sign of the spin-mixing angle. Figure 6c ,d shows numerical simulations of the same data. For these simulations, we included the known field dependence of the regular quasi-particle spectrum, and apply a Zeeman shift with g = 2 to the bound-state features by hand. A total of eight samples and 30 junctions were measured. In about two-thirds of these, Andreev bound states were found, with a broad distribution of bound-state energies and corresponding spin-mixing angles. In some junctions, actually up to three discrete states were observed. Figure 7a shows the bound-state energies / of the minority-spin feature for each junction. As mentioned in the introduction, bound states can be clearly distinguished from the gap features only if the bound-state energy is sufficiently small compared to . We have greyed out the blind range around the gap in the plot. Figure 7b shows a histogram of / . Comparing the experimental results to the theoretical predictions, it is rather surprising that we find discrete bound states for an extended disordered interface. The most likely interpretation is that discrete bound states are created at localized weak spots of the tunnel barrier, where the exchange field of the ferromagnet leaks into the superconductor most strongly. In this respect, they are similar to the localized YuShiba-Rusinov states around dilute magnetic impurities in superconductors mentioned in the introduction. 
Conclusion
We have reviewed the physics of Andreev bound states at spin-active interfaces. Subgap bound states are formed at superconductor-ferromagnet interfaces due to spin-dependent phase shifts. A distinct feature of these states is their spin polarization, which becomes noticeable in spin transport, crossed Andreev reflection and superconducting spincaloritronics effects. Our experiments on conductance spectroscopy provide evidence for the presence of spin-polarized Andreev bound states at spin-active interfaces. Our results indicate that in disordered thin tunnel barriers between superconductors and ferromagnets, discrete bound states are formed at weak spots of the tunnel barrier. From the energy of the bound states, and their Zeeman shift, both the magnitude and sign of the spin-mixing angle can be determined.
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