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RECOVERY OF TIME DEPENDENT COEFFICIENTS FROM
BOUNDARY DATA FOR HYPERBOLIC EQUATIONS
ALI FEIZMOHAMMADI, JOONAS ILMAVIRTA, YAVAR KIAN, AND LAURI OKSANEN
Abstract. We study uniqueness of the recovery of a time-dependent magnetic
vector-valued potential and an electric scalar-valued potential on a Riemannian
manifold from the knowledge of the Dirichlet to Neumann map of a hyperbolic
equation. The Cauchy data is observed on time-like parts of the space-time bound-
ary and uniqueness is proved up to the natural gauge for the problem. The proof
is based on Gaussian beams and inversion of the light ray transform on Lorentzian
manifolds under the assumptions that the Lorentzian manifold is a product of a
Riemannian manifold with a time interval and that the geodesic ray transform is
invertible on the Riemannian manifold.
1. Introduction
1.1. Statement of the problem. Let (M, g¯) be a 1 + n dimensional Lorentzian
manifold with boundary. Throughout this paper, we will assume that (M, g¯) has
a global product structure, that is to say M = [0, T ] ×M , g¯ = −dt2 + g, where
T > 0 and (M, g) denotes a smooth compact connected Riemannian manifold of
dimension n > 2, with smooth boundary ∂M . We assume that g ∈ C6(M ; Sym2M),
where Sym2M denotes the bundle of symmetric two-tensors over M . We denote by
∆g¯ the Laplace-Beltrami operator given by ∆g¯ := div g¯ ∇g¯, where div g¯ (resp., ∇g¯)
denotes the divergence (resp., gradient) operator on (M, g¯). In local coordinates
(x0 := t, x1, . . . , xn) and for each u ∈ C2(M) we have:
∆g¯u =
n∑
i,j=0
|g¯|−1/2∂xi(|g¯|1/2g¯ij∂xju),
where g¯−1 := (g¯ij)06i,j6n and |g¯| := |det g¯|. As g¯ = −dt2+g, we have ∆g¯ = −∂2t +∆g,
where ∆g is defined analogously. Consider a complex-valued scalar function q(t, x)
(electric potential) and a complex-valued one-form A (magnetic potential), such that
the following regularity assumptions are satisfied
q ∈ C(M) and A ∈ C1(M;T ∗M). (1.1)
Key words and phrases. Dirichlet to Neumann map, Gaussian beam, inverse problems, lens data,
light ray transform, magnetic potential.
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In local coordinates, the one-form A can be expressed as
A(t, x) = b(t, x) dt+
n∑
i=1
ωj(t, x) dx
j = b(t, x) dt+ ω(t, x), (1.2)
where ω is a time-dependent one-form on (M, g). Given A and q as above, We
consider the initial boundary value problem (IBVP)

−∆g¯u+A∇g¯u+ qu = 0, on M,
u = h, on (0, T )× ∂M,
u(0, ·) = 0, ∂tu(0, ·) = 0 on M,
(1.3)
with non-homogeneous Dirichlet data h ∈ H10 ((0, T ) × ∂M). Note that in local
coordinates, A∇g¯u = −b ∂tu +
∑n
i,j=1 g
ijωi ∂ju. We introduce ν¯, the outward unit
normal vector to (0, T )× ∂M , and define the hyperbolic Dirichlet-to-Neumann (DN
in short) map, given by
ΛA,q : h 7→ (∂ν¯u− (Aν¯)u
2
)|(0,T )×∂M
where u solves problem (1.3). This is well-defined as equation (1.3) admits a unique
solution u ∈ C(0, T ;H1(M))∩C1(0, T ;L2(M)), with ∂ν¯u|(0,T )×∂M ∈ L2((0, T )×∂M).
This follows from [29, Theorem 2.1] as explained in Section 2.1. The goal of this
paper is to study the unique recovery of the complex valued coefficients A and q
given ΛA,q, up to the natural obstructions discussed in the next section.
1.2. Natural obstructions. The first obstruction concerns the recovery of the mag-
netic potential A. Indeed, for j = 1, 2, fix (Aj, qj) defined as above and assume that
there exists ψ(t, x) ∈ C2(M) with ψ|(0,T )×∂M = 0, such that
A1 = A2 + 2d¯ψ, q1 = q2 +∆g¯ψ −A2∇g¯ψ − 〈∇g¯ψ,∇g¯ψ〉g¯ , (1.4)
where d¯ denotes the exterior derivative on M, that acts on f ∈ C∞(M) through
d¯f = ∂tf dt + df with d denoting the exterior derivative on M , and 〈·, ·〉g¯ denotes
the inner product on (M, g¯). Then, for uj the solution of (1.3) with A = Aj, q = qj ,
j = 1, 2, it holds that u1 = e
ψu2 and, using the fact that ψ|(0,T )×∂M = 0, we obtain
∂ν¯u1 − (A1ν¯)u1
2
= ∂ν¯u2 + (∂ν¯ψ)u2 − (A1ν¯)u2
2
= ∂ν¯u2 − (A2ν¯)u2
2
.
This proves that ΛA1,q1 = ΛA2,q2, but A1 6= A2 as soon as ψ does not vanish iden-
tically. In other words, the DN map ΛA,q is invariant with respect to the gauge
transformation given by (1.4) and the best we can expect is the recovery of the
coefficients A and q from ΛA,q modulo the gauge invariance (1.4).
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The second obstruction to our problem is due to finite speed of propagation for
the wave equation. Let us define the set
D = {(t, x) ∈M| dist(x, ∂M) < t < T − dist(x, ∂M)}.
Due to domain of dependence arguments (see [25, Section 1.1] and [26, Section 1.1]),
it is not possible to recover the restriction of any of the coefficients A and q on the set
M\D from ΛA,q. Therefore, for our problem, the best we can expect, is to recover
the coefficients modulo the gauge invariance above, on the set D.
1.3. Main result. Before stating the main result, we need to recall the definition
of the geodesic ray transform on the (spatial) Riemannian manifold M . For each
(y, v) ∈ SM , with SM denoting the unit tangent bundle of M , let γ(·; y, v) denote
the unit speed geodesic starting at point y, in the direction v, that is:
∇gγ˙ γ˙(·; y, v) = 0, γ(0; y, v) = y, γ˙(0; y, v) = v.
For any (y, v) ∈ SM , we define τexit(y, v) through:
τexit(y, v) := inf {t > 0 | γ(t; y, v) ∈ ∂M, γ˙(t; y, v) /∈ Tγ(t;y,v)∂M}.
We now define
∂−SM := {(y, v) ∈ SM | y ∈ ∂M, 〈v, ν(y)〉g < 0, τexit(y, v) <∞}, (1.5)
where ν denotes the outward normal unit vector on ∂M . Henceforth, for the sake of
brevity, we use the term maximal geodesic to refer to the geodesics γ(·; y, v) (or γ(·)
in short) with (y, v) ∈ ∂−SM , over their maximal interval of definition in M int, that
is the interval I := (0, τexit).
Definition 1.1. Let (y, v) ∈ ∂−SM and let γ(·; y, v) : I → M . We define the
geodesic ray transform of (f, α) ∈ C(M)× C(M ;T ∗M), as follows:
Iγ(f, α) :=
∫
I
[f(γ(t)) + α(γ(t))γ˙(t)] dt.
We also need to recall the definition of the solenoidal component, αs, of a one-
form α with local representation α =
∑n
k=1 αk dx
k. Let δα :=
∑n
i,j=1
1√
g
∂i(
√
ggijαj)
denote the divergence operator on M sending one-forms to functions. Given any
α ∈ L2(M ;T ∗M), it can be uniquely decomposed as
α = αs + dψ, (1.6)
where δαs = 0 and ψ ∈ H10 (M) solves ∆gψ = δα in the weak sense on M . This is
called the Helmholtz decomposition (see for example [42]). We will be working with
C1(M) one-forms. In this case, one can immediately see that since δα ∈ C(M) ⊂
Ln(M), elliptic regularity implies that ψ ∈ W 2,n(M) ⊂ C1(M). We will use this
4 HYPERBOLIC DIRICHLET TO NEUMANN MAP
observation later in the paper to derive the smoothness properties for the gauge.
With these notations, we can now state the main geometric assumption on (M, g).
Hypothesis 1.2. Let (M, g) be a compact connected Riemannian manifold with
smooth boundary. We say that the geodesic ray transform is injective on M with
respect to functions f ∈ C(M) and one-forms α ∈ C(M ;T ∗M), if the following
holds:
Iγ(·;y,v)(f, α) = 0, ∀(y, v) ∈ ∂−SM implies that f ≡ 0 and αs ≡ 0.
According to Theorems 3 and 4 in [36], Hypothesis 1.2 will be fulfilled if M is
simple. This condition can also be fulfilled by a non-simple manifold. We refer to
Section 2.2 for a more detailed discussion about this aspect.
Finally, let us introduce the set E ⊂ D where we recover the coefficients. For any
x ∈ M , we define Dg(x) := sup {τexit(y, v) | (y, v) ∈ ∂−SM, x is in γ(·; y, v)} and let
Dg(M) := sup {Dg(x) | x ∈M}. For T > 2Dg(M), we define
E := {(t, x) ∈M|Dg(x) < t < T −Dg(x)}.
Theorem 1.3. Let g ∈ C6(M ; Sym2M), A1,A2 ∈ C1(M;T ∗M) and q1, q2 ∈ C(M).
Assume that supp (A1 −A2) ⊂ E , supp (q1 − q2) ⊂ E , and
A1(t, x) = A2(t, x), ∀(t, x) ∈ (0, T )× ∂M.
If Hypothesis 1.2 holds, then ΛA1,q1 = ΛA2,q2 implies that there exists ψ ∈ C2(M)
with ψ|(0,T )×∂M = 0, such that (1.4) holds.
The proof of this theorem relies in part on injectivity of the so-called light ray
transforms of vector valued functions. Recall that a curve β in M is a null geodesic
(or a light ray), if ∇g¯
β˙
β˙ = 0 and 〈β˙, β˙〉g¯ = 0. Given the product structure of M, we
can parametrize maximal null geodesics through β(t) = (t˜+ t, γ(t)), t ∈ I where γ is
a unit speed maximal geodesic in M and t˜ ∈ R. We define the light ray transforms
Lq and LA of q ∈ C(M) and A ∈ C(M;T ∗M) as follows:
Lq(β) :=
∫
I
q(β(t)) dt and LA(β) :=
∫
β
A.
We have the following proposition, that will be proved in Section 5.
Proposition 1.4. Let (q,A) ∈ C(M)× C1(M;T ∗M) be such that supp q, suppA ⊂
E . If Hypothesis 1.2 holds, then we have the following statements:
(i) If Lq(β) = 0 for all maximal null geodesics β in M, then q ≡ 0 on M.
(ii) If LA(β) = 0 for all maximal null geodesics β in M, then there exists ψ ∈
C2(M) vanishing on ∂M such that A ≡ d¯ψ on M.
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1.4. Previous literature. Results related to the recovery of coefficients for hyper-
bolic equations can in general be divided into two categories of time-independent
and time-dependent coefficients. Starting with the seminal works [4, 6], there is
an extensive literature related to the recovery of time-independent coefficients for
hyperbolic equations. These results usually rely on the Boundary Control method,
developed in [4, 6] and a time sharp unique continuation theorem [41], which provide
the building blocks of very general results. We refer the reader to [27] for an intro-
duction to the method and to [28] for an example of a state of the art result in this
direction. We also refer to [5, 21] for review. The unique continuation theorem in
[41] fails if the dependence of the coefficients on time is non-analytic and therefore
extension of these results for general time dependent coefficients is not possible (see
e.g. [1, 2]). We refer the reader to [17] for a uniqueness result, when the dependence
of the coefficients on time is real analytic. Starting with [12], methods based on
Carleman estimates have also been quite fruitful in deriving uniqueness results for
time-independent coefficients of hyperbolic equations. Contrary to the Boundary
Control method, where the best known stability estimates are double logarithmic
[11], these methods tend to give strong stability estimates. We also mention [30]
where Boundary Control method is combined with complex geometric optics and
stronger estimates are obtained for low frequencies.
In the time-dependent category, most of the results are obtained for the reconstruc-
tion of the zeroth order term, q, and are based on a use of geometric optic solutions
for the wave equation. Let us mention that this approach has also been used in
the time-independent category [8, 9, 23, 37] to obtain strong stability estimates al-
though they suffer from considerably stronger geometric assumptions compared to
the Boundary Control method. Methods based on geometric optics were used in
the context of recovery of time-dependent coefficients starting with [35]. Among the
literature of results in this direction, we refer to [10, 19, 24, 32, 33]. The leading
coefficients for the wave equation in all these results are constant. Uniqueness of ze-
roth order coefficient q for a variable coefficient wave equation was considered in [26]
where the recovery of the potential was based on inversion of geodesic ray transform
for scalar functions. It should be noted that even in the case where A = 0, the result
in this paper is a significant improvement of [26], since there (M, g) was assumed to
be simple.
Approaches based on global geometric optic solutions fail if the Riemannian man-
ifold (M, g) is not simple (see Section 3.5). This motivates the use of Gaussian
beams in the current paper. Gaussian beams were introduced in [3, 34] and they
were first used in the context of inverse problems in [7, 20]. We refer the reader
to [21] for a thorough presentation in the case of a wave equation with a smooth
metric, a smooth electric potential and no magnetic potential. This paper is con-
cerned with the reconstruction of time-dependent vector valued coefficients for the
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wave equation under weak geometrical assumptions on the spatial manifold (M, g)
and weaker regularity assumptions on the coefficients. We use Gaussian beams to
reduce the inverse problem to the inversion of the light ray transform of the unknown
coefficients. The closest previous work to this reduction is [40], where the authors
study the problem of recovery of the geometry along with a time-dependent magnetic
potential A and an electric potential q in a Lorentzian manifold from a micro-local
formulation of a Cauchy data set on the boundary. It is shown that if g¯,A, q belong
to some Ck, with k sufficiently large, then this Cauchy data set uniquely determines
the scattering relation of g¯ along with light ray transforms of A, q. Their approach
is based on the study of Fourier Integral Operators and propagation of singularities.
The inversion of the light ray transform on a general Lorentzian manifold is left as
an open problem. Our Gaussian beam construction makes the reduction to the light
ray transform more explicit in terms of the smoothness required. We also succeed in
the inversion of the light lay transform, in the sense of Proposition 1.4. Our inversion
method for the light ray transform was inspired in part by techniques developed in
the context of the Caldero´n problem [14].
1.5. Outline of the paper. This paper is organized as follows. In Section 2, we
discuss the forward problem (1.3) and also discuss the Hypothesis 1.2. In Section 3,
we present the Gaussian beam construction near a null geodesic in M. In Section 4,
we show the reduction step from the knowledge of the Dirichlet to Neumann map
ΛA,q, to the knowledge of the light ray transforms of A, q and conclude that Theo-
rem 1.3 follows from Proposition 1.4. Finally, Section 5 is concerned with the proof
of Proposition 1.4.
2. Preliminaries
2.1. Direct problem. Let Xu := A∇g¯u + qu, where A and q satisfy (1.1). We
consider the wave equation

−∆g¯u+Xu = F, in M,
u|x∈∂M = h, on (0, T )× ∂M ,
u|t=0 = u0, ∂tu|t=0 = u1, on M
(2.1)
It is classical that u is in the energy space
C([0, T ];H1(M)) ∩ C1([0, T ];L2(M)) (2.2)
when h = 0, F ∈ L2(M), u0 ∈ H10 (M) and u1 ∈ L2(M). The wave equation

−∆g¯v = F, in M,
v|x∈∂M = h, on (0, T )× ∂M ,
v|t=0 = u0, ∂tv|t=0 = u1, on M ,
(2.3)
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was considered in [29]. It was shown there that if F and u1 are as above, and
u0 ∈ H1(M) and h ∈ H1((0, T )× ∂M) satisfy the compatibility condition
h|t=0 = u0|x∈∂M , (2.4)
then the solution v is the energy space (2.2), and ∂ν¯v|x∈∂M ∈ L2((0, T )× ∂M).
Let us now set u = v − w where v is the solution of (2.3) with F , u0, u1 and h
as above, and w is the solution of (2.1) with F = Xv ∈ L2(M), u0 = 0, u1 = 0
and h = 0. Then u satisfies (2.1) with the same F , u0, u1 and h as in (2.3) for v.
As both v and w are in (2.2), so is u. But then −∆g¯u = F − Xu ∈ L2(M) and
∂νu|x∈∂M ∈ L2((0, T ) × ∂M). It is straightforward to turn this regularity result to
the corresponding estimate
‖u‖C([0,T ];H1
0
(M))∩C1([0,T ];L2(M)) + ‖∂νu‖L2((0,T )×∂M) (2.5)
≤ C(‖F‖L2(M) + ‖h‖H1((0,T )×∂M) + ‖u0‖H1(M) + ‖u1‖L2(M)),
for solutions u of (2.1) under the compatibility condition (2.4).
We write If(t) =
∫ t
0
f(s)ds, and show now that u satisfies the estimate
‖u‖L2(M) ≤ C ‖IF‖L2(M) , (2.6)
when u0, u1 and h vanish identically. The map taking F to u is continuous from
L2(M) to H1(M), and by considering its adjoint, we obtain also continuity from
H−1(M) to L2(M). Let F ∈ L2(M) and define v and w as above, but with u0, u1
and h vanishing also for v. Then −∆g¯Iv = IF and
‖v‖L2(M) = ‖∂tIv‖L2(M) ≤ C ‖IF‖L2(M) .
Moreover,
‖w‖L2(M) ≤ C ‖Xv‖H−1(M) ≤ C ‖v‖L2(M) ,
and the above two estimates imply (2.6).
2.2. On inversion of the geodesic ray transform. We are not aware of results on
inversion of the geodesic ray transform Iγ(f, α) when the metric tensor g is assumed
to be only C6-smooth. Therefore, for the purposes of the present section, we assume
g to be C∞-smooth.
It is well-known that simple manifolds satisfy Hypothesis 1.2, see Theorems 3 and
4 in [36]. It is also likely that the method to invert the geodesic ray transform using
convex foliations, originating from [43], can be used to show that Hypothesis 1.2
holds under the assumptions that the boundary of M is strictly convex in the sense
of the second fundamental form, and that there is a strictly convex function on M .
In [31] this is shown under the further assumption that f and α are smooth. Let us
point out that, even when A = 0, combining Theorem 1.3 and [31] gives a result on
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unique determination of smooth q that falls outside the scope of the closest previous
results [26].
Let us now describe a non-simple case satisfying Hypothesis 1.2 as studied in [38].
There it is assumed that (M, g) satisfies the following:
(i) M and ∂M have real analytic atlases.
(ii) There is an open set of simple geodesics Γ on a slightly larger manifold (Mˆ, g)
such that T ∗M ⊂ {N∗γ | γ ∈ Γ}.
(iii) Any path in M connecting two boundary points is homotopic to a path of
the form
c1 ∪ γ1 ∪ c2 ∪ γ2 ∪ · · · ∪ γk ∪ ck+1,
where cj are paths on ∂M and γj = γ˜j|M for some γ˜j ∈ Γ. Moreover, γj
intersects ∂M only at its endpoints and is transversal to ∂M .
(iv) g is generic in the sense of [38, Corollary 1].
Here γ ∈ Γ being simple means that the endpoints of γ are in Mˆ \M and there
are no conjugate points on γ, simple geodesics are given topology in the sense of the
parametrization (2) in [38], and N∗γ denotes the conormal bundle of γ, viewed as a
1-dimensional submanifold of Mˆ .
3. Gaussian Beam Solutions
The goal of this section is to construct the so called Gaussian beam solutions
uj ∈ C([0, T ];H1(M)) ∩ C1([0, T ];L2(M)) for j = 1, 2 of the problems{ −∆g¯u1 +A1∇g¯u1 + q1u1 = 0, (t, x) ∈ M,
u1(0, x) = ∂tu1(0, x) = 0, x ∈M,{ −∆g¯u2 −A2∇g¯u2 + (−δ¯A2 + q2)u2 = 0, (t, x) ∈M,
u2(T, x) = ∂tu2(T, x) = 0, x ∈M,
(3.1)
taking the form
u1(t, x) = e
iρϕ(t,x)v1(t, x) +R1,ρ(t, x), (t, x) ∈M, (3.2)
u2(t, x) = e
−iρϕ¯(t,x)v¯2(t, x) +R2,ρ(t, x), (t, x) ∈M, (3.3)
with ρ > 1. Here, δ¯ denotes the divergence operator on (M, g¯) sending one-forms
to functions. The two equations in (3.1) are in essence formal adjoints of each
other, with respect to the real L2(M) inner product. The phase function ϕ will be
chosen so that both the oscillatory parts eiρϕ and e−iρϕ¯ remain bounded in L2(M)
as ρ→∞ and such that the principal terms |eiρϕ(t,x)vk(t, x)| are concentrated near a
fixed maximal null geodesic in D. The remainder terms R1,ρ, R2,ρ will vanish in the
limit ρ→∞.
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3.1. Fermi Coordinates. We will start by reviewing Fermi coordinates near a fixed
maximal null geodesic β : [τ−, τ+] → M, where we are using the time coordinate
t as the parametrization for the null geodesic. Here, β(τ−), β(τ+) denote the start
and end points of the maximal null geodesic on the boundary (0, T )× ∂M . Note, in
particular, that β(t) ∈ D for all t ∈ [τ−, τ+]. Fermi coordinates were first introduced
by E. Fermi [18]. In this paper, the geometry has a product structure which makes
the construction of Fermi coordinates slightly easier. This is to some extent similar to
[16, 22], where a coordinate construction was carried out in the context of an elliptic
partial differential equation on a Riemannian manifold with a product structure. We
will therefore follow [16] with some modifications.
Let us introduce notation that will be fixed throughout the remainder of this
paper. We begin by embedding (M, g) into a closed manifold (Mˆ, g) and extend the
null geodesic β to Mˆ := (0, T ) × Mˆ such that β(t) is well-defined on the interval
[τ−−ε, τ++ε] with ε > 0 a small constant. We also consider extensions of the metric g
and the coefficients A1,A2, q1, q2 to the bigger set Mˆ such that the extended metric g
is C6 smooth and the extensions of the coefficients satisfy the regularity assumptions
in (1.1) with M replaced by Mˆ. Finally, for the sake of convenience, we define the
constants a, b, a0, b0, s− and s+ as follows
a =
√
2(τ− − ε), b =
√
2(τ+ + ε), a0 =
√
2(τ− − ε
2
), b0 =
√
2(τ+ +
ε
2
), (3.4)
and
s− =
√
2τ−, s+ =
√
2τ+.
We will now present Fermi coordinates near the null geodesic β in Mˆ. In all the fol-
lowing arguments, β(t) denotes the parametrization of the null geodesic with respect
to the time coordinate in M.
Lemma 3.1. (Fermi coordinates) Let β : (τ−− ε, τ++ ε)→ Mˆ be a null geodesic as
above. There exists a coordinate neighborhood (U,Φ) of β([τ− − ε2 , τ+ + ε2 ]) denoted
by (z0 := s, z1 := r, z2, . . . , zn) such that:
• Φ(U) = (a, b) × B(0, δ′) where a, b are given by (3.4) and B(0, δ′) denotes a
ball in Rn with a sufficiently small radius δ′ only depending on the geometry
(M, g¯) and ε.
• Φ(β(t)) = (√2t, 0, . . . , 0︸ ︷︷ ︸
n times
) for all t ∈ (τ− − ε, τ+ + ε).
Furthermore the metric g¯ in this coordinate system is C4 smooth and satisfies
g¯|β = 2dsdr +
n∑
j=2
(dzj)2 and
∂g¯jk
∂zi
|β = 0 for all 0 6 i, j, k 6 n.
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Proof. Let us begin by defining Π : Mˆ → Mˆ through Π(t, x) = x. Note that Πβ = γ
where γ is a unit speed geodesic passing through the point x0 = Π(β(a)). We choose
{α2, ..., αn} such that the set {γ˙(x0), α2, ..., αn} forms an orthonormal basis for Tx0Mˆ .
Let y1 denote the arc length parameter along the geodesic γ from the point x0. For
each 2 6 k 6 n, let ek(y1) ∈ Tγ(y1)Mˆ denote the parallel transport of αk along γ to the
point γ(y1). Since γ˙ is also parallel along γ, the set {γ˙(y1), e2(y1), ..., en(y1)} forms
an orthonormal basis for Tγ(y1)Mˆ . We now define the coordinate system (y
0, . . . , yn)
through F1 : Rn+1 → Mˆ:
F1(y0 := t, y1, ..., yn) = (t, expγ(y1)(
n∑
α=2
yαeα(y
1))),
where expp(·) denotes the exponential map on M at the point p. Let us remark that
since g ∈ C6(M ; Sym2M), the map F1 is locally in C5 (see for example [15]).
We now define (s := z0, r := z1, . . . , zn) = F2(y0, . . . , yn) through

s := z0 := 1√
2
(t+ y1) + a
2
,
r := z1 := 1√
2
(−t + y1) + a
2
,
zj := yj ∀j > 2.
(3.5)
For the sake of brevity, we will also use the notations z = (s, z′) = (s, r, z′′) for this
coordinate system. Let us consider the composition map F : R1+n → Mˆ given by
F = F1 ◦ F−12 . It is clear that for all t ∈ [τ− − ε, τ+ + ε]:
F(
√
2t, 0) = F1(t, t− a
√
2
2
, 0) = F1(t, t− (τ− − ε), 0) = β(t),
implying that F(s, 0) is injective for all s ∈ (a, b) as β is not self-intersecting on the
time interval [τ− − ε, τ+ + ε]. Furthermore, for all s ∈ (a, b) it holds that
∂
∂s
F(s, 0) = 1√
2
(∂t + γ˙(
√
2
2
(s− a))),
∂
∂r
F(s, 0) = 1√
2
(−∂t + γ˙(
√
2
2
(s− a))),
∂
∂τ
F(s, τvα)|τ=0 = eα(
√
2
2
(s− a)),
where vα denotes the αth coordinate vector in R
n−2. Thus F(s, z′) is a locally C5
map in a neighborhood of the null geodesic β such that F(s, 0) is injective and
DF(s, 0) is invertible. The inverse mapping theorem applies to deduce that F(s, z′)
is a diffeomorphism on a neighborhood of [a0, b0]×B(0, δ′) with δ′ sufficiently small.
We then choose Φ = F−1. Note that Φ ∈ C5 near the null geodesic, and since
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g ∈ C6(M ; Sym2M), we deduce that the pull back of the metric metric g¯, Φ∗g¯ is C4
smooth in the Fermi coordinate system.
Let us now study the form of the metric in this single coordinate chart (U,Φ) given
by the z-coordinates. We will first derive the form of the metric in y-coordinates
which is just an affine transformation of the z coordinates (the linear part of this
affine transformation is unitary). To find the form of the metric in y-coordninates,
we note that F1 preseves the product structure on Mˆ and therefore it suffices to
check the form of the Riemannian metric g near the geodesic γ = Π(β) in Mˆ . Let
the indices i, j, k run between 1 and n and the indices α, β between 2 and n. Since
the set {γ˙(y1), e2(y1), ..., en(y1)} is an orthonormal basis, we see that gjk|γ = δjk|γ.
This implies that ∂1gjk|γ = 0. Now note that:
∂αgij|γ = 〈∇g∂α∂i, ∂j〉g|γ + 〈∂i,∇g∂α∂j〉g|γ,
where ∇g denotes the Levi-Civita connection on (Mˆ, g). Using the symmetry for
Levi-Civita connection we see that
∇g∂α∂1|γ = ∇g∂1∂α|γ = ∇gγ˙(y1)eα(y1)|γ = 0,
which together with ∇gγ˙ γ˙ = 0 implies that ∂jg11|γ = 0 for all j ∈ {1, . . . , n}. This
implies that Γ11j |γ = 0 for all j, where Γijk denotes the Christoffel symbol for (Mˆ, g).
Pick an arbitrary unit vector (v2, . . . , vn) ∈ Rn−1 and for each y1 ∈ R consider
the geodesic in Mˆ parametrized as h(r˜) = expγ(y1)(r˜
∑n
α=2 v
αeα(y1)) with the corre-
sponding Fermi coordinates (y1, r˜v
2, . . . , r˜vn). Note that h˙α(0) = vα, and h satisfies
0 = h¨kαβ(r˜) + Γ
k
αβ(r˜)h˙
α(r˜)h˙β(r˜) = Γkαβ(r˜)h˙
α(r˜)h˙β(r˜),
since h¨kαβ(r˜) = 0 in this coordinate system. Since v
α is arbitrary, we deduce that
Γkαβ|γ = 0 for all 1 6 k 6 n and all 2 6 α, β 6 n.
To conclude that all the Christoffel symbols vanish on the null geodesic, we still need
to show Γα1β|γ = 0. Using the definition of the Christoffel symbol we see that it
suffices to show that ∂αg1β|γ = 0. But,
∂αg1β|γ = 〈∂1,∇g∂α∂β〉g|γ = Γ1αβ|γ = 0.
Thus in y coordinates g¯|β = ηjk where ηjk denotes the Minkowski metric on R1+n
and ∂ig¯jk|β = 0. Since the map y → z is affine, it is easy to verify that g¯ satisfies the
claimed properties. 
It should be clear now that the constants a, a0, s−, s+, b0, b defined in (3.4) merely
denote the s-coordinates of the points β(τ−− ε), β(τ−− ε2), β(τ−), β(τ+), β(τ++ ε2),
and β(τ+ + ε) respectively.
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3.2. Eikonal and Transport equations. Throughout this subsection we will as-
sume that β is a null geodesic in D that is extended to Mˆ as described above with
local coordinates (z0, . . . , zn) and that A, q satisfy (1.1). Let us consider the differ-
ential operator:
LA,q := −∆g¯ +A∇g¯ + q.
We start the construction of the approximate Gaussian beam by defining the set
V = {(z0, z′) ∈ Mˆ | z0 ∈ [a0, b0], |z′| < δ}, (3.6)
with 0 < δ < δ′ (see Lemma 3.1) sufficiently small such that the set V does not
intersect the sets {0}×M and {T}×M (this can always be fulfilled as β ∈ D). We
make a WKB ansatz of the form
u = eiρϕv, (3.7)
such that u is an approximate solution to LA,qu = 0 as a formal power series in ρ > 1.
Here, ϕ ∈ C3(V) and v ∈ C2(V). We make the following ansatz for ϕ, v respectively:
ϕ =
2∑
k=0
ϕk(s, z
′) and v(s, z′) = ρ
n
4 v0(s)χ(
|z′|
δ
), (3.8)
where for each k = 0, 1, 2, ϕk is a homogeneous polynomial of degree k with respect
to the variables zi with i ∈ {1, ..., n}. The smooth function χ : R → [0,∞] satisfies
χ(t) = 1 for |t| 6 1
4
, and χ(t) = 0 for |t| > 1
2
. We also define the set where
Note that:
∆g¯(e
iρϕv) = eiρϕ(−ρ2〈dϕ, dϕ〉g¯v + iρ(2〈dϕ, dv〉g¯ + (∆g¯ϕ)v) + ∆g¯v).
Let us define:
Sϕ := 〈dϕ, dϕ〉g¯, and TAv := 2〈dϕ, dv〉g¯ + (−A∇g¯ϕ+∆g¯ϕ)v.
Then:
LA,q(eiρϕv) = eiρϕ(ρ2(Sϕ)v − iρTAv + LA,qv). (3.9)
We require that Sϕ = ∑nk,l=0 g¯kl∂kϕ∂lϕ vanishes up to second order on the null
geodesic β with respect to the transversal directions (the case Sϕ ≡ 0 is known as
an eikonal equation). Put differently, in terms of the Fermi coordinates we require
that:
∂α1
∂z1α1
. . .
∂αn
∂znαn
(Sϕ)(s, 0, . . . , 0) = 0 for s ∈ (a0, b0), (3.10)
for all m = 0, 1, 2 and all choices of α1, . . . , αn > 0 such that
∑n
j=1 αj = m.
We will also require that the following transport equation holds along the null geo-
desic β:
(TAv0)(s, 0, . . . , 0) = 0 for s ∈ (a0, b0). (3.11)
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3.3. Construction of the phase. We begin by solving equation (3.10). For m = 0,
we obtain the equation
(
n∑
k,l=0
g¯kl
∂ϕ
∂zk
∂ϕ
∂zl
)|β = 0 1 6 ∀i, j 6 n.
Recalling that g¯|β = 2dz0dz1 + (dz2)2 + . . .+ (dzn)2, this reduces to
2∂0ϕ∂1ϕ+
n∑
k=2
(∂kϕ)
2 = 0. (3.12)
Similarly, for m = 1, we obtain (recall that for all i, j, k we have ∂ig
jk|β = 0)
(
n∑
k,l=0
g¯kl∂2kαϕ∂lϕ)|β = 0, for all 1 6 α 6 n. (3.13)
Recalling the definition of the phase function ϕ from equation (3.8), it is clear that
equations (3.12) and (3.13) will be satisfied if we set ϕ0 = 0 and ϕ1 = r. Next we
consider the case m = 2 in equation (3.10) and write ϕ2(s, z
′) :=
∑
16i,j6nHij(s)z
izj
where Hij = Hji is a symmetric matrix. Let us impose the auxiliary condition that
ℑH(s) > 0 for s ∈ (a0, b0). (3.14)
This assumption will lead to a Gaussian decay away from the null geodesic β, but we
will also provide a geometric motivation behind this assumption in the next section.
We require:
∂2
∂zi∂zj
(
n∑
k,l=0
g¯kl
∂ϕ
∂zk
∂ϕ
∂zl
)|β = 0 1 6 ∀i, j 6 n.
This is equivalent to:
(∂2ij g¯
kl∂kϕ∂lϕ + 2g¯
kl∂3kijϕ∂lϕ+ 2g¯
kl∂2kiϕ∂
2
ljϕ+ 4∂ig¯
kl∂2jkϕ∂lϕ)|β = 0.
which again simplifies to
(∂2ij g¯
11 + 2g¯10∂30ijϕ+ 2
n∑
k=2
∂2kiϕ∂
2
kjϕ)|β = 0.
We therefore obtain the following Riccati type ODE:
d
ds
H +HCH +D = 0, s ∈ (a0, b0) H(s−) = H0 with ℑH0 > 0, (3.15)
where C is the matrix defined through

C11 = 0
Cii = 2 2 6 i 6 n
Cij = 0 otherwise
(3.16)
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and D = (Dij)n×n := 14(∂
2
ij g¯
11|β)n×n for all i, j ∈ {1, . . . , n}. Note that since g is
C4 smooth in the Fermi coordinates, we have D ∈ C2([a0, b0];Cn×n). We now recall
two lemmas. For the proofs, we refer the reader to [21, Lemma 8,Section 8] and [21,
Lemma 10,Section 8] respectively.
Lemma 3.2. The Riccati equation (3.15) has a unique solution. The solution H is
symmetric and ℑ(H(s)) > 0 for all s ∈ (a0, b0). We have H(s) = Z(s)Y (s)−1 where
Z(t) and Y (t) solve the following system of first order linear ODEs:
d
ds
Y = CZ, Y (s−) = I,
d
ds
Z = −DY, Z(s−) = H0.
In addition, Y (s) is non-degenerate for all s ∈ [a0, b0].
Lemma 3.3. The following identity is satisfied:
det(ℑ(H(s)) · | det(Y (s))|2 = det(ℑ(H0)).
Let us make some remarks about the regularity of the solutions Y (s), H(s). Since C
is a constant matrix, the matrix Y (s) also satisfies
d2
ds2
Y = −CDY, Y (s−) = I, Y˙ (s−) = CH0. (3.17)
since D ∈ C2([a0, b0];C2n), we immediately deduce that Y ∈ C4([a0, b0];Cn×n). Now
considering the ODE for the function Z(s), we deduce that Z ∈ C3([a0, b0];Cn×n).
Finally, since H(s) = Z(s)Y −1(s) and since Y (s) is non-singular on [a0, b0], we
conclude that
H ∈ C3([a0, b0];Cn×n) and ϕ ∈ C3(V) (3.18)
in the Fermi coordinates.
3.4. Construction of the amplitude. Let us now study the transport equation
(3.11). First observe that in Fermi coordinates
(∆g¯ϕ)|β =
N∑
i,j=0
g¯ij∂2ijϕ|β =
n∑
j=2
∂2jjϕ|β = Tr(CH).
Thus equation (3.11) simplifies to:
2∂sv0 + (Tr(CH)−A(s, 0)β˙)v0 = 0 s ∈ [a0, b0], (3.19)
where Aβ˙ := A∂s = 〈A, dz1〉g¯. We proceed to prove that
v0(s) = det(Y (s))
− 1
2 e
1
2
(
∫ s
s−
A(τ,0)β˙ dτ)
s ∈ [a0, b0] (3.20)
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satisfies equation (3.19). Indeed, this follows immediately from the observation:
Tr(C(s)H(s)) = Tr(C(s)Z(s)Y (s)−1) = Tr(
dY
ds
(s)Y (s)−1) =
d
ds
log(det(Y (s))),
where we have used the fact that dY
ds
(s) = C(s)Z(s). Clearly v0 ∈ C2([a0, b0]),
which together with the definition of v implies that v ∈ C2(V). This concludes the
construction of the amplitude function and also the construction of u defined by (3.7)
which we refer to as an approximate Gaussian beam.
3.5. Geometrical interpretations. We will briefly discuss some geometrical as-
pects of the approximate Gaussian beam construction. In particular, we will discuss
explicitly, how conjugate points on (M, g¯) manifest themselves in the vector valued
function Y (s) constructed above. First we note the following lemma.
Lemma 3.4. Let β be a null geodesic as above and let us consider the Fermi coor-
dinates near β. We have the following identity:
∂2g¯11
∂zi∂zj
|β = −2R0i0j |β,
for all indices i, j ∈ {1, . . . , n}, where Rλµνκ denotes the curvature tensor for the
Lorentzian manifold (Mˆ, g¯).
Proof. First note that by Bianchi identities the expression is clearly symmetric with
respect to indices i, j. We let ∇g¯ and Γ¯ijk denote the Levi-Civita connection and the
Christoffel symbol for (M, g¯) respectively. Recall that g¯ij denotes the inverse of the
matrix g¯ij and since g¯|β = 2dz0dz1 + (dz2)2 + . . .+ (dzn)2 it follows that
∂2g¯11
∂zi∂zj
|β = − ∂
2g¯00
∂zi∂zj
|β.
Since [∂i, ∂j ] = 0, we have
R0i0j |β = 〈∇g¯∂0∇g¯∂i∂0, ∂j〉g¯|β − 〈∇g¯∂i∇g¯∂0∂0, ∂j〉g¯|β.
Using the definition of the Levi-Civita connection we have
∇g¯∂0∇g¯∂i∂0 =
n∑
k=0
(∂0Γ¯
k
i0)∂k +
n∑
k,m=0
Γ¯ki0Γ¯
m
0k∂m, (3.21)
and
∇g¯∂i∇g¯∂0∂0 =
n∑
k=0
(∂iΓ¯
k
00)∂k +
n∑
k,m=0
Γ¯k00Γ¯
m
ik∂m. (3.22)
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Recall that ∂igjk|β = 0. This implies that Γ¯ijk|β = 0 but since ∂0 also denotes the
tangent vector to β, we observe additionally that ∂0Γ
i
jk|β = 0 which implies that
(3.21) vanishes along β. Hence we obtain
R0i0j |β = −〈
n∑
k=0
∂iΓ¯
k
00∂k, ∂j〉g¯|β = −(
n∑
k=0
g¯jk∂iΓ¯
k
00)|β =
1
2
(
n∑
k,m=0
g¯jkg¯
km∂2img¯00)|β
=
1
2
(
n∑
m=0
δjm∂
2
img¯00)|β =
1
2
∂2ij g¯00|β = −
1
2
∂2ij g¯
11|β.

We can next use the above lemma in conjunction with the product structure of the
Lorentzian manifold M to derive the following corollary.
Corollary 3.5. For any null geodesic β as above, we have the following
∂2g¯11
∂z1∂zi
|β = 0,
for all indices i ∈ {1, . . . , n}.
This corollary can be used to simplify the Riccati equation (3.15) further. Indeed,
Corollary 3.5 implies that D1i = 0 for i ∈ {1, . . . , n} and since C1j = Cj1 = 0 for all
j ∈ {1, . . . , n}, we can simply take H11 = s+ c0 for any constant c0 with ℑ(c0) > 0,
H1j = Hj1 = 0 for all j > 1 and take Hi+1,j+1 := H˜i,j for all i, j ∈ {1, . . . , n − 1}
where H˜ is a symmetric (n− 1)× (n− 1) matrix satisfying
d
ds
H˜ + 2H˜2 + D˜ = 0, H˜(s−) = H˜0, (3.23)
with D˜ij = Di+1,j+1 for all i, j ∈ {1, . . . , n− 1}. This observation also simplifies the
construction of the matrix Y . Indeed, we can take Y11 = c0 and Y1j = Yj1 = 0 for all
j ∈ {1, . . . , n}.
Note that a key ingredient in the construction of Gaussian beams is the requirement
that the matrix valued function Y (s) is non-singular. This is indeed guaranteed in
the above construction as a consequence of choosing ℑ(H0) > 0. We will briefly
discuss what happens when one pursues real valued solutions to this linear system.
Recall that Y (s) satisfies equation (3.17). This of course implies that the columns
of the matrix Y should also satisfy the same ODE. Let V be one of the columns
of Y with representation V =
∑n
j=1 V
j(s) ∂
∂zj
. Using the definition of the matrix D
and Lemma 3.4, we deduce that d
2
ds2
V i =
∑n
j=1R0i0jV j . Rearranging the indices and
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using the Bianchi identities we obtain (recall that on the null geodeisc, ∂0 = β˙):
D2
ds2
V +R(V, β˙)β˙ = 0.
This is the well-known Jacobi equation along β. We therefore see that the columns
of Y are variation fields of some variation of β through null geodesics. In particular
based on this geometric characterization of Y , one can deduce that if there exists
a point β(s) on the interval [a0, b0] that is conjugate to β(a0), then any real valued
solution Y (s) to (3.17) will always become singular at that point (see for example
[13, Section 5.5]). Therefore a global geometric optic construction with a real valued
phase function can not be achieved in the presence of conjugate points on (M, g¯).
3.6. Construction of the remainder terms. With the WKB construction com-
plete, we now return to the task of constructing solutions u1, u2 to (3.1), concentrat-
ing on a null geodesic β ∈ D. In particular, we will construct the remainder terms in
equations (3.2)-(3.3). We consider the differential operators LA1,q1 and L
∗
A2,q2 (formal
adjoint of LA2,q2 with respect to the real L
2 inner product). We can use the previous
discussion to obtain two families of approximate solutions given by eiρϕv1 and e
−iρϕv¯2
to these differential operators. Indeed, let
F1,ρ = −LA1,q1(eiρϕv1), F2,ρ = −L∗A2,q2(e−iρϕ¯v¯2).
Applying equation (3.9), we obtain
F1,ρ = −eiρϕ[ρ2(Sϕ)v1 − iρTA1v1 + LA1,q1v1],
F2,ρ = −e−iρϕ¯[ρ2(Sϕ)v¯2 + iρT−A¯2v2 + L∗A2,q2 v¯2].
(3.24)
The phase function ϕ ∈ C3(V) is chosen exactly as in Section 3.3 and adapting
equation (3.11) to this case, we make the following ansatz for v1, v2:
vi = ρ
n
4 vi,0(s)χ(
|z′|
δ
) for i = 1, 2,
such the functions vi,0(s) satisfy the following transport equations:
2∂sv1,0 + (Tr (CH)−A1β˙)v1,0 = 0, s ∈ [a0, b0]
2∂sv2,0 + (Tr (CH) + A¯2β˙)v2,0 = 0, s ∈ [a0, b0].
(3.25)
Using (3.20) we have:
v1,0(s) = det(Y (s))
− 1
2 e
1
2
(
∫ s
s−
(A1β˙)(τ,0) dτ),
v2,0(s) = det(Y (s))
− 1
2 e
− 1
2
(
∫ s
s−
(A¯2β˙)(τ,0) dτ).
(3.26)
Note that F1,ρ, F2,ρ are compactly supported in a small tubular region around the
null geodesic where the Fermi coordinates are well defined. Also recall from the
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previous discussions that v1, v2 ∈ C2(V) in the Fermi coordinates. Next we define
the expression Rj,ρ, j = 1, 2, as the solution of the following IBVP

LA1,q1R1,ρ = F1,ρ, (t, x) ∈M,
R1,ρ(0, x) = 0, ∂tR1,ρ(0, x) = 0, x ∈M
R1,ρ(t, x) = 0, (t, x) ∈ (0, T )× ∂M,
(3.27)


L∗A2,q2R2,ρ = F2,ρ, (t, x) ∈ M,
R2,ρ(T, x) = 0, ∂tR2,ρ(T, x) = 0, x ∈M
R2,ρ(t, x) = 0, (t, x) ∈ (0, T )× ∂M.
(3.28)
The energy estimate (2.5) in Section 2 implies that equations (3.27) and (3.28) admit
unique solutions
Rj,ρ ∈ C([0, T ];H10(M)) ∩ C1([0, T ];L2(M)) j = 1, 2,
with the estimates:
‖Rj,ρ‖H1(M) 6 C‖Fj,ρ‖L2(M). (3.29)
We claim that Rj,ρ, j = 1, 2, satisfy the following decay property
lim
ρ→+∞
(‖Rj,ρ‖L2(M) + ρ−1 ‖Rj,ρ‖H1(M)) = 0, (3.30)
and showing this completes the construction of the solutions u1, u2 of (3.1). Note
that for j = 1, 2, using (3.10), (3.11) we have the following bounds:
‖vj‖C2(M) 6 Cρn4 ,
|TAjvj | 6 Cρ
n
4 |z′|χ( |z
′|
δ
),
|Sϕ| 6 C|z′|2N (|z′|) for z ∈ V,
(3.31)
where C > 0 only depending on the geometry and ‖A1‖C1, ‖A2‖C1. Here, N denotes
a continuous function depending on the geometry (Mˆ, g¯) and such that N (0) = 0.
Note that equation (3.14) implies that:
|eiρϕ| = |e−iρϕ¯| 6 e−Dρ|z′|2 , (3.32)
with D > 0 independent of ρ and only depending on the geometry. In particular
these estimates imply that:
‖ρn4 eiρϕ‖2L2(V) .
∫
V
ρ
n
2 e−Dρ|z
′|2χ2(
|z′|
δ
)dz = O(1),
‖ρn4 (Sϕ)eiρϕ‖2L2(V) .
∫
V
|z′|4ρn2N 2(|z′|)e−Dρ|z′|2χ2( |z
′|
δ
)dz = o(ρ−2),
‖(TAjvj)eiρϕ‖2L2(V) .
∫
V
ρ
n
2 |z′|2e−Dρ|z′|2χ2( |z
′|
δ
)dz = O(ρ−1),
(3.33)
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Combining these bounds with (3.24), we find
‖Fj,ρ‖L2(M) = o(ρ), j = 1, 2, (3.34)
and using the estimate (3.29), we deduce that
lim
ρ→+∞
ρ−1 ‖Rj,ρ‖H1(M) 6 C limρ→+∞ ρ
−1 ‖Fj,ρ‖L2(M) = 0, j = 1, 2.
Therefore, in order to prove the bound (3.30), it only remains to prove that
lim
ρ→+∞
‖Rj,ρ‖L2(M) = 0, j = 1, 2. (3.35)
Let us begin by stating the following two lemmas that will simplify the proof of the
estimate (3.35).
Lemma 3.6. Let ϕ,V be as above. Then, ∂tϕ does not vanish in V.
Proof. Since we are considering the neighborhood V we may use the Fermi coordinate
system (s, z′). Recall that in this coordinate system ϕ(z) = z1 + Hij(z0)zizj =
r +Hij(s)z
izj where i, j ∈ {1, . . . , n}. Therefore:
√
2∂tϕ = ∂sϕ− ∂rϕ = −1 +
∑
16i,j6n
H˙ij(s)z
izj + 2
n∑
i=1
Hi1(s)z
i,
which implies that for |z′| =√|z1|2 + . . .+ |zn|2 < δ sufficiently small we have
|∂tϕ| > 1
2
. (3.36)

Lemma 3.7. Let ϕ be as above and suppose that f ∈ C(V) with supp f ⊂ V. The
following estimate holds:
lim
ρ→∞
ρ
n
4 ‖
∫ t
0
f(τ, ·)eiρϕ(τ,·) dτ‖L2(M) = 0. (3.37)
Proof. Note that since f is supported near the null geodesic β, we may use the Fermi
coordinate system (s, z′). Define ζρ : Rn+1 → R through
ζρ(x) = κ
−1ρ
n+1
4 χ(ρ
1
4 |x|),
with χ defined as in (3.8) and κ = ‖χ‖L1(Rn). We define the smooth functions:
fρ = f ∗ ζρ (s, z′) ∈ V.
It is clear that fρ is supported near the null geodesic β and
lim
ρ→∞
‖fρ − f‖C(M) = 0, ‖fρ‖W k,∞(M) 6 Ckρ
k
4 ∀k ∈ N. (3.38)
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We write
‖ρn4
∫ t
0
f(τ, ·)eiρϕ(τ,·) dτ‖L2(M) 6 I1 + I2,
where
I1 = ‖ρn4
∫ t
0
fρ(τ, ·)eiρϕ(τ,·) dτ‖L2(M), and I2 = ‖ρn4
∫ t
0
(f−fρ)(τ, ·)eiρϕ(τ,·) dτ‖L2(M).
For I1, we integrate by part in time using e
iρϕ = −i
ρ∂tϕ
∂te
iρϕ and use Lemma 3.6
together with the fact that the set V does not intersect the sets {0}×M and {T}×M
to obtain
I1 6 ‖ ρ
n
4
ρ∂tϕ
fρe
iρϕ‖L2(M) + ‖ρn4−1
∫ t
0
∂τ (
fρ
∂τϕ
)eiρϕ dτ‖L2(M) . ρ− 34 ,
where we are using the first bound in (3.33) together with equation (3.38) to bound
the first term by ρ−1 and the second term by ρ−
3
4 . For the term I2, we can use
the Cauchy Schwarz inequality along with inequalities (3.33) and equation (3.38) to
obtain
I2 6 T‖ρn4 (f − fρ)eiρϕ‖L2(M) 6 T‖fρ − f‖C(M) · ‖ρn4 eiρϕ‖L2(V) → 0 as ρ→∞.

Proof of Estimate (3.35). The result for R1,ρ and R2,ρ being similar, we will only give
a proof for R1,ρ. Using the energy estimate (2.6) in Section 2, together with the fact
that R1,ρ solves equation (3.28), it suffices to prove that limρ→∞ ‖F∗,ρ‖L2(M) = 0,
where F∗,ρ(t, x) :=
∫ t
0
F1,ρ(τ, x) dτ . We have:
F∗,ρ(t, x) = I1(t, x) + I2(t, x) + I3(t, x), (3.39)
where
I1(t, x) = −
∫ t
0
eiρϕ
[
ρ2(Sϕ)(τ, x)v1(τ, x)
]
dτ
I2(t, x) =
∫ t
0
eiρϕ [iρTA1v1(τ, x)] dτ
I3(t, x) = −
∫ t
0
eiρϕ [(LA1,q1)v1(τ, x)] dτ.
We proceed to bound each of the above integrals using the Fermi coordinates (s, z′)
around β. This can be done since each of the above integrands is supported in a
small tubular neighborhood of β. For the first integral, I1, we apply integration by
HYPERBOLIC DIRICHLET TO NEUMANN MAP 21
parts to obtain
I1(t, x) =
∫ t
0
iρ2
ρ∂τϕ
(∂τe
iρϕ)(Sϕ)(τ, x)v1(τ, x) dτ
=
iρeiρϕ
∂tϕ
(Sϕ)(t, x)v1(t, x) +
∫ t
0
eiρϕ
[
−iρ∂τ [( Sϕ
∂τϕ
)v1]
]
(τ, x) dτ
=
iρeiρϕ
∂tϕ
(Sϕ)v1 + iρ
∫ t
0
eiρϕ
∂2τϕ
(∂τϕ)2
(Sϕ)v1 dt− iρ
∫ t
0
eiρϕ
∂τ [(Sϕ)v1]
∂τϕ
dt
:= S1(t, x) + S2(t, x) + S3(t, x).
(3.40)
Using (3.33) we deduce that ‖S1‖L2(M) = o(1). For S2(t, x), we first use the Cauchy-
Schwarz inequality to observe that
‖S2‖L2(M) 6 ρT‖eiρϕ ∂
2
t ϕ
(∂tϕ)2
(Sϕ)v1‖L2(V).
Recalling that ϕ ∈ C3(V) and applying the bound (3.33) again, we deduce that
‖S2‖L2(M) = o(1). For S3, we integrate by parts again to obtain
S3 = −eiρϕ∂t[(Sϕ)v1]
(∂tϕ)2
+
∫ t
0
eiρϕ∂τ [
∂τ ((Sϕ)v1)
(∂τϕ)2
] dτ := S4 + S5.
Using equation (3.10), it is clear that |∂t(Sϕ)| . |z′|N (|z′|) and |∂2t (Sϕ)| . N (|z′|)
on the set V. Using this observation, together with bounds analogous to (3.33), we
deduce that ‖S4‖L2(M) = o(ρ− 12 ) and ‖S5‖L2(M) = o(1). Let us now consider the
function I2(t, x). We have:
I2(t, x) =
∫ t
0
−i
ρ∂τϕ
∂τ (e
iρϕ) [iρTA1v1(τ, x)] dτ
=
eiρϕ
∂tϕ
(TA1v1)(t, x)−
∫ t
0
eiρϕ
[
∂τ (
TA1v1
∂τϕ
)
]
dτ := S6(t, x) + S7(t, x).
(3.41)
Using (3.33) again, we deduce that ‖S6‖L2(M) . ρ− 12 . For S7, noting that ∂t(TA1v1∂tϕ ) ∈
Cc(V), we can use Lemma 3.7 to show that limρ→∞ ‖S7‖L2(M) = 0. Finally, for
the function I3(t, x), since ϕ, v1 ∈ C2(V), we have LA1,q1v1 ∈ C(V) and that this
function is supported near the null geodesic β. Using this observation together with
Lemma 3.7, we conclude that limρ→∞ ‖I3‖L2(M) = 0. This completes the proof. 
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4. Reduction to the light ray transform
In this section we will obtain the light ray transforms of A and q on null geodesics
from the knowledge of the Dirichlet to Neumann map ΛA,q and then use Proposi-
tion 1.4 to prove Theorem 1.3. Proposition 1.4 will subsequently be proved in the
next section.
4.1. Recovery of the light-ray transform of A. From now on we fix q = q1− q2,
A = A1 − A2 extended by zero to (R ×M) \M. We take β to be a maximal null
geodesic in D ⊂M and extend it to Mˆ. For j = 1, 2, we define
uj ∈ C([0, T ];H1(M)) ∩ C1([0, T ];L2(M))
a solution of (3.1) taking the form (3.2)-(3.3) with the properties described in the
previous section. We fix u3 the solution of (1.3) with A = A2, q = q2 and f given by
f(t, x) := u1(t, x) = v1(t, x)e
iρϕ, (t, x) ∈ (0, T )× ∂M.
Then the function u = u3 − u1 solves

−∆g¯u+A2(t, x)∇g¯u+ q2(t, x)u = A∇g¯u1 + qu1, in M,
u = 0, on (0, T )× ∂M,
u(0, ·) = 0, ∂tu(0, ·) = 0 in M.
(4.1)
Moreover, since A1 = A2 on (0, T )×∂M by assumption, we have ∂ν¯u = ∂ν¯u3−∂ν¯u1 =
ΛA2,q2f − ΛA1,q1f = 0. Multiplying (4.1) by u2 and integrating by parts we obtain∫
M
[A∇g¯u1u2 + qu1u2] dVg¯ = 0, (4.2)
where dVg¯(t, x) = |g¯| 12dt ∧ dx denotes the volume form for g¯ = −dt2 + g. Applying
(3.30), we obtain
0 = lim
ρ→+∞
ρ−1
∫
M
[A∇g¯u1u2 + qu1u2] dVg¯ = i lim
ρ→+∞
∫
M
(A∇g¯ϕ)e−2ρℑ(ϕ)v1v¯2 dVg¯.
Recall that the functions v1 and v2 are supported in a small tubular neighborhood
of the null geodesic β. Thus the integrand in the above equation is supported near β
and we can the use Fermi coordinates z = (z0, . . . , zn) = (s, z′) = (s, r, z2, . . . , zn) =
(s, r, z′′) to compute the limit. We have:
v1v¯2 = ρ
n
2 v1,0v¯2,0χ
2(
|z′|
δ
) = ρ
n
2 det(|Y (s)|)−1G(s)χ2( |z
′|
δ
),
where
G(s) = e 12
∫ s
s−
(A(τ,0)β˙) dτ
.
Note that:
(A∇g¯ϕ)(s, 0)G(s) = 2G˙(s).
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Using Lemma 3.1 we have || det g¯|(s, z′) − 1| 6 C|z′|2. Using the fact that A, q = 0
on the set Mˆ \M and the above two obsevations we get
lim
ρ→+∞
∫ b0
a0
∫
|z′|<δ
ρ
n
2 G˙(s)e−2ρℑ(ϕ)(det |Y (s)|)−1χ2( |z
′|
δ
) ds ∧ dz′ = 0.
Lemma 3.3 implies that∫
|z′|<δ
ρ
n
2 e−2ρℑ(ϕ)(det |Y (s)|)−1χ2( |z
′|
δ
) dz′ = C +O(|ρ|−∞),
where C 6= 0 is a constant. Combining Fubini’s theorem and the above equation we
have
0 =
∫ b0
a0
G˙(s) ds =
∫ s+
s−
G˙(s) ds = G(s+)− G(s−).
Since G(s−) = 1 by definition, we conclude that G(s+) = 1, which implies that for
any null geodesic β ∈ D, we have
exp(
1
2
∫
β
A) = 1.
Since suppA ⊂ E , we can conclude that:
1
4pii
∫
β
A ∈ Z, (4.3)
for any maximal null geodesic in R × M . Now consider equation (4.3) and write
β(t) = (t˜+ t, γ(t)), where t ∈ I and t˜ ∈ R. We consider the family of null geodesics
βs(t) = (s + t, γ(t)) and note that equation (4.3) holds for all s ∈ R. Since A is of
compact support, we must have that
∫
βs
A vanishes for |s| large. Together with the
continuity of A, we can conclude that it must vanish for all s. Therefore, for any
maximal null geodesic in R×M we have∫
β
A = 0.
Finally, under the hypothesis of Theorem 1.3, together with Proposition 1.4, we
conclude that the first equation in (1.4) holds.
4.2. Recovery of the light ray transform of q. The previous discussion yields
that A1 −A2 = d¯ψ for some ψ ∈ C2(M) with ψ|∂M = 0. We define ψ˜ = 12ψ, and let
A˜2(t, x) = A2(t, x) + 2dψ˜ = A1(t, x) ∀(t, x) ∈M,
q˜2(t, x) = q2(t, x) + ∆g¯ψ˜ −A2∇g¯ψ˜ −
〈
∇g¯ψ˜,∇g¯ψ˜
〉
g¯
∀(t, x) ∈M. (4.4)
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The gauge invariance of the DN map implies that
ΛA1,q1 = ΛA˜2,q˜2 = ΛA1,q˜2. (4.5)
Furthermore, we also know that supp (q˜2 − q1) ⊂ E . We now proceed as in the
previous section. We start by fixing q = q1 − q˜2. As before, we take β to be a
maximal null geodesic in D ⊂M and extend it to Mˆ. For j = 1, 2, we define
uj ∈ C([0, T ];H1(M)) ∩ C1([0, T ];L2(M)),
as the Gaussian beam solutions of (3.1) (with A2 replaced with A˜2 and q2 replaced
with q˜2), taking the form (3.2)-(3.3). We fix u3 the solution of (1.3) with A = A˜2,
q = q˜2 and f given by
f(t, x) := u1(t, x) = v1(t, x)e
iρϕ, (t, x) ∈ (0, T )× ∂M.
Then the function u = u3 − u1 solves

−∆g¯u+ A˜2(t, x)∇g¯u+ q˜2(t, x)u = qu1, in M,
u = 0, on (0, T )× ∂M,
u(0, ·) = 0, ∂tu(0, ·) = 0 in M.
(4.6)
Moreover, (4.5) implies ∂ν¯u = ∂ν¯u3 − ∂ν¯u1 = ΛA˜2,q˜2f − ΛA1,q1f = 0. Multiplying
(4.6) by u2 and integrating by parts we obtain∫
M
qu1u2 dVg¯ = 0. (4.7)
Applying (3.30), we obtain
lim
ρ→∞
∫
M
qe−2ρℑϕv1v¯2 dVg¯ = 0, (4.8)
Here, we note that since A˜2 = A1, we have
v1v¯2 = ρ
n
2 v1,0v¯2,0χ
2(
|z′|
δ
) = ρ
n
2 det(|Y (s)|)−1χ2( |z
′|
δ
).
Thus, taking the limit ρ→∞ and using Lemma 3.3 we deduce that∫
t∈I
q(β(t)) dt = 0. (4.9)
This equation only holds for maximal null geodesics in D, but since supp q ⊂ E , we
can conclude that this equation holds for all maximal null geodesics β in R ×M .
Together with Proposition 1.4, we conclude that q = 0, thus completing the proof of
Theorem 1.3.
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5. Inversion of the light ray transforms
This section is concerned with the proof of Proposition 1.4. We start with the
inversion of the light ray transform of a scalar function q satisfying supp q ⊂ E .
Proof of statement (i) in Proposition 1.4. We know that for any maximal geodesic
β in R×M , ∫
t∈I
q(β(t)) dt = 0.
Using the identification of maximal null geodesics β = (t˜ + t, γ(t)) with maximal
geodesics in M , we conclude that
Lq(t˜, γ) =
∫
I
q(t˜+ t, γ(t)) dt = 0, (5.1)
for all t˜ ∈ R and all unit speed maximal geodesics γ in M . Taking the Fourier
transform of L(t˜, γ) with respect to the variable t˜ ∈ R and using the fact that q is
compactly supported, we deduce that
0 = L̂q(τ, γ) =
∫
I
∫
R
e−iτ t˜q(t+ t˜, γ(t)) dt˜ dt =
∫
I
eiτtqˆ(τ, γ(t)) dt,
where qˆ(τ, ·) denotes the Fourier transform of q with respect to the time variable.
Evaluating at τ = 0, we get ∫
I
qˆ(0, γ(t)) dt = 0,
for all geodesics γ in M . Using Hypothesis 1.2, we deduce that qˆ(0, ·) = 0. Next, we
evaluate all the derivatives of L̂(τ, γ) at τ = 0:
0 = [∂kτ L̂q(τ, γ)]|τ=0 = [∂kτ
∫
I
eiτtqˆ(τ, γ(t)) dt]|τ=0 =
k∑
j=0
(
k
j
)∫
I
(it)k−j∂jτ qˆ(0, γ(t)) dt.
(5.2)
We now use induction on j to show that ∂jτ qˆ(0, ·) = 0 for all j ∈ N. This is true for
j = 0 as shown above. Suppose the induction hypothesis holds for all j < k. Then
using (5.2) implies that ∫
I
∂kτ qˆ(0, γ(t)) dt = 0.
Together with Hypothesis 1.2, we conclude that ∂kτ qˆ(0, ·) = 0. This completes the
proof by induction. Now, since q(t, ·) is a compactly supported function in t, we
know that qˆ(τ, ·) is real analytic with respect to τ and since all the derivatives vanish
at τ = 0, we conclude that qˆ vanishes identically, which implies that q ≡ 0. 
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It remains to prove the inversion of the light ray transform of a one-form A sat-
isfying suppA ⊂ E up to the natural gauge. let us begin with some remarks and
lemmas. We write A = b dt+ ω. Similar to the proof above, we have
0 = L̂A(τ, γ) =
∫
R
e−iτ t˜
∫
I
[b(t˜ + t, γ(t)) + ω(t˜+ t, γ(t))γ˙(t)] dt dt˜,
for all maximal geodesics γ ∈M . SinceA is compactly supported, we can interchange
the order of integration to obtain
0 = L̂A(τ, γ) =
∫
I
(bˆ(τ, γ(t)) + ωˆ(τ, γ(t))γ˙(t)) dt,
where bˆ and ωˆ denote the Fourier transform in time of the compactly supported
function b and the one-form ω respectively. Evaluating at τ = 0, we obtain
Iγ(bˆ(0, γ) + ωˆ(0, γ)) = 0.
Using Hypothesis 1.2 together with smoothness properties of the Helmholtz decom-
position discussed in Section 1.3, we deduce that
bˆ(0, x) = 0, ωˆ(0, x) = dψ0(x), (5.3)
for some ψ0 ∈ C1(M) vanishing on ∂M . Note that since ω is C1 smooth, and since
dψ0(x) = ωˆ(0, x) ∈ C1(M ;T ∗M), it follows that
ψ0 ∈ C2(M).
We have the following lemma.
Lemma 5.1. Let ψ−1 := 0 and ψ0 be as above. There exists a sequence of functions
{ψk}∞k=1 ⊂ C2(M) all vanishing on ∂M and such that for every k > 0,
∂kτ ωˆ(0, x) = dψk(x), and ∂
k
τ bˆ(0, x) = ikψk−1(x).
Proof. We proceed by induction. The claim is true for k = 0 as discussed above.
Suppose it holds for all m < k. For m = k, we have:
∂kτ L̂A(0, γ) =
k∑
j=0
(
k
j
)∫
I
(it)k−j[∂jτ bˆ(0, γ(t)) + ∂
j
τ ωˆ(0, γ(t))γ˙(t)] dt = 0.
Now using the induction hypothesis together we can simplify this expression to obtain∫
I
[∂kτ bˆ(0, γ(t)) + ∂
k
τ ωˆ(0, γ(t))γ˙(t)] dt = −
k−1∑
j=0
(
k
j
)
(
∫
I
(it)k−j[(ij)ψj−1 + dψjγ˙(t)] dt).
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Now using the fact that
∫
I
tk−jdψj γ˙(t) dt = −
∫
I
(k − j)tk−j−1ψj dt, we can simplify
the right hand side of the above equation to
−
k−1∑
j=0
(
k
j
)
(
∫
I
[(it)k−j(ij)ψj−1 − (it)k−j−1i(k − j)ψj ] dt)
= −
k−1∑
j=0
(
k
j
)
(
∫
I
[(it)k−j(ij)ψj−1] dt) +
k∑
j=1
(
k
j
)
(
∫
I
[(ij)(it)k−jψj−1] dt)
= ik
∫
I
ψk−1(γ(t)) dt.
Hence we have∫
I
[∂kτ bˆ(0, γ(t))− ikψk−1(γ(t)) + ∂kτ ωˆ(0, γ(t))γ˙(t)] dt = 0.
Using Hypothesis 1.2 together with smoothness properties of the Helmholtz decom-
position in Section 1.3, we conclude that there exists ψk ∈ C1(M) vanishing on ∂M
such that
∂kτ ωˆ(0, x) = dψk(x), and ∂
k
τ bˆ(0, x) = ikψk−1(x).
Since dψk = ∂
k
τ ωˆ(0, x) ∈ C1(M ;T ∗M) and ψk ∈ C1(M), we conclude that
ψk ∈ C2(M).
This completes the induction argument. 
Proof of statement (ii) in Proposition 1.4. Let us define
ψ(t, x) :=
∫ t
0
b(s, x) ds =
∫ t
−∞
b(s, x) ds, (5.4)
where we are using the fact that suppA ⊂ M. Note that since A has compact
support, equation (5.3) implies
ψ(t, x) = ψ(T, x) =
∫ T
0
b(s, x) ds = bˆ(0, x) = 0 for t > T . (5.5)
Similarly, ψ(t, x) = 0 for t 6 0. Again, we let ψˆ(τ, x) denote the Fourier transform
of ψ in the time variable. Note that since ψ is compactly supported in time, ψˆ(τ, x)
is analytic with respect to τ . Let us define the coefficients {ψ˜k}∞k=0 through
ψˆ(τ, x) =
∞∑
k=0
ψ˜k(x)
k!
τk.
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We claim that ψ˜k(x) = ψk(x) holds for all k > 0 and all x ∈ M . To see this note
that by definition ∂tψ = b. Hence iτ ψˆ(τ) = bˆ(τ). Now differentiating this expression
k + 1 times and evaluating at τ = 0 we deduce that
iψ˜k = iψˆ
(k)(0) = i
1
k + 1
bˆ(k+1)(0) = iψk,
where we used Lemma 5.1 in the last step. Thus, we have
ψˆ(τ, x) =
∞∑
k=0
ψk(x)
k!
τk.
Since ω(t, x) is also compactly supported in t, Lemma 5.1 implies that
ωˆ(τ, x) =
∞∑
k=0
∂kτ ωˆ(0, x)
k!
τk =
∞∑
k=0
dψk(x)
k!
τk. (5.6)
Note that for every fixed x ∈M , the following estimate holds:
|∂kτ ωˆ(0, x)| 6 ‖∂kτ ωˆ(τ, x)‖L∞(R) .
∫ T
0
|t|k|ω(t, x)| dt,
which implies that the infinite series (5.6) is uniformly convergent with respect to
x ∈M , and therefore we can write
ωˆ(τ, x) =
∞∑
k=0
dψk(x)
k!
τk = d(
∞∑
k=0
ψk(x)
k!
τk) = dψˆ(τ, x).
Hence, ω = dψ, and subsequently
A = b dt + ω = (∂tψ) dt+ dψ = d¯ψ. (5.7)
Note that ψ|(0,T )×∂M = 0 as ψk|∂M = 0 for all k > 0. We will now show that
ψ ∈ C2(M). Indeed, it is clear from equation (5.4) that ψ ∈ C1(M). But then since
d¯ψ = A ∈ C1(M;T ∗M) we may conclude that ψ ∈ C2(M). 
5.1. Remarks. With the proof of Theorem 1.3 complete, let us state a few remarks.
We start with the auxiliary condition that the coefficients A, q should be known on
the set M\ E . This is merely an artifact of the light ray inversion method, as the
Gaussian beam construction shows that the light ray transforms of A and q can
be obtained on the set D. As the ratio Dg(M)/T grows, the set E grows and the
coefficients are therefore recovered in a large set that is closer in size to the optimal
set D. The assumption that Dg(M) < ∞ in particular implies that the manifold
(M, g) should be non-trapping. To illustrate this remark, consider M = [0, 1] × S1
with S1 denoting the unit circle and note that in this case Dg(M) =∞.
Regarding the smoothness of the metric g, note that we only require the metric
in Fermi coordinates to be C4 smooth. This however, can only be guaranteed if the
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metric is a priori known to be C6 smooth, as there could be some loss of regularity
in the angular directions of the exponential map of a Riemannian manifold. One
can in fact use a mollification of the phase function ϕ to improve the result to
g ∈ C4(M ; Sym2M). The key here is that there is no loss of regularity in the direction
tangent to the null geodesic in Fermi coordinates. We believe that the result could
be extended to g ∈ C2(M ; Sym2M), but this will require mollification of the metric,
gρ. Improvements beyond the C2-smoothness for the metric g could be much harder.
Acknowledgments
A.F was supported by EPSRC grant EP/P01593X/1, J.I. was supported by the
Academy of Finland (decision 295853), Y.K. was partially supported by the Agence
Nationale de la Recherche grant ANR-17-CE40-0029 and L.O was supported by the
EPSRC grants EP/P01593X/1 and EP/R002207/1.
References
[1] S. Alinhac, Non-unicite´ du proble´me de Cauchy, Ann. of Math., 117 (2) (1983), 77-108.
[2] S. Alinhac and M.S. Baouendi, A non uniqueness result for operators of principal type,
Math. Z., 220 (1995), 561-568.
[3] V. Babich, V. Ulin, The complex space-time ray method and quasi-photons, Zap. Nauch
Semin. LOMI 117(1981), 5-12 (Russian)
[4] M. Belishev, An approach to multidimensional inverse problems for the wave equation, Dokl.
Akad. Nauk SSSR, 297 (1987), 524-527.
[5] M. Belishev, Recent progress in the boundary control method, Inverse Problems, 23 (2007),
R1-R67.
[6] M. Belishev, Y. Kurylev, To the reconstruction of a Riemannian manifold via its spectral
data (BC-method), Comm. Partial Differential Equations, 17 (1992), 767-804.
[7] M. Belishev, A. Katchalov, Boundary control and quasi-photons in the problem of a
Riemannian manifold reconstruction via its dynamical data, Zap. Nauch. Semin. POMI,
(203)1992,21-50 (Russian)
[8] M. Bellassoued, D. Dos Santos Ferreira, Stability estimates for the anisotropic wave
equation from the Dirichlet-to-Neumann map, Inverse Probl. Imaging, 5 (4) (2011), 745-773.
[9] M. Bellassoued, D. Jellali, M. Yamamoto, Lipschitz stability for a hyperbolic inverse
problem by finite local boundary data, Appl. Anal., 85 (2006), 1219-1243.
[10] I. Ben Aicha, Stability estimate for hyperbolic inverse problem with time-dependent coefficient,
Inverse Problems, 31 (2015), 125010.
[11] R. Bosi, Y. Kurylev, M. Lassas, Stability of the unique continuation for the wave operator
via Tataru inequality and applications, J. Differential Equations, 260 (2016), pp. 64516492.
[12] A. Bukhgeim, M. Klibanov, Global uniqueness of a class of multidimensional inverse prob-
lem, Sov. Math.-Dokl., 24 (1981), 244-247.
[13] M. Carmo, Riemannian Geometry, Birkha¨user, 1992.
[14] M. Cekic´, The Caldero´n problem for connections, Commun. Partial Diff. Equ. 42(11),
17811836 (2017).
30 HYPERBOLIC DIRICHLET TO NEUMANN MAP
[15] D.M. DeTurck, J.L. Kazdan, Some regularity theorems in Riemannian geometry, Ann. Sci.
E´c. Norm. Supe´r., 4 (1981), No. 3, 249260.
[16] D. Dos Santos Ferreira, S. Kurylev, M. Lassas, M. Salo, The Caldero´n problem in
transversally anisotropic geometries, J. Eur. Math. Soc., Vol. 18, No. 11 pp. 2579-2626, 2016.
[17] G. Eskin, Inverse hyperbolic problems with time-dependent coefficients, Commun. Partial Diff.
Eqns., 32 (11) (2007), 1737-1758.
[18] E. Fermi, Atti Acad. Naz. Lincei Rend. Cl. Sci. Fiz. Mat. Nat. 31, 21, 51 (1922).
[19] V. Isakov, Completness of products of solutions and some inverse problems for PDE, J. Diff.
Equat., 92 (1991), 305-316.
[20] A. Katchalov, Y. Kurylev, Multidimensional inverse problem with incomplete boundary
spectral data, Comm. partial differential equations, 23 (1998) 55-95.
[21] A. Katchalov, Y. Kurylev, M. Lassas, Inverse boundary spectral problems, Chapman
& Hall/CRC Monogr. Surv. Pure Appl. Math. 123 Chapman & Hall/CRC, Boca Raton, FL,
2001.
[22] C.E. Kenig, M. Salo, The Caldero´n problem with partial data on manifolds and applications,
Analysis and PDE.http://arXiv.org/abs/1211.1054
[23] Y. Kian, Stability of the determination of a coefficient for wave equations in an infinite waveg-
uide, Inverse Probl. Imaging, 8 (3) (2014), 713-732.
[24] Y. Kian, Stability in the determination of a time-dependent coefficient for wave equations from
partial data, Journal of Mathematical Analysis and Applications, 436 (2016), 408-428.
[25] Y. Kian, Unique determination of a time-dependent potential for wave equations from partial
data, Annales de l’IHP (C) Nonlinear Analysis, 34 (2017), 973-990.
[26] Y. Kian and L. Oksanen, Recovery of time-dependent coefficient on Riemanian
manifold for hyperbolic equations, to appear in International Math Research Notices,
https://doi.org/10.1093/imrn/rnx263.
[27] Y. Kian, L. Oksanen, M. Morancey, Application of the boundary control method to partial data
Borg-Levinson inverse spectral problem. http://arXiv.org/abs/1703.08832
[28] Y. Kurylev, L. Oksanen, G. P. Paternain, Inverse problems for the connection Laplacian,
J. Differential Geom., 110 (2018), no. 3, 457-494.
[29] I. Lasiecka, J-L. Lions, R. Triggiani, Non homogeneous boundary value problems for
second order hyperbolic operators J. Math. Pures Appl., 65 (1986), 149-192.
[30] S. Liu and L. Oksanen,A Lipschitz stable reconstruction formula for the inverse problem for
the wave equation, Trans. Amer. Math. Soc., 368 (2016), 319-335.
[31] G. P. Paternain, M. Salo, G. Uhlmann, H. Zhou, The geodesic X-ray transform with
matrix weights. http://arXiv.org/abs/1605.07894
[32] A. G. Ramm and J. Sjo¨strand, An inverse problem of the wave equation, Math. Z., 206
(1991), 119-130.
[33] R. Salazar, Determination of time-dependent coefficients for a hyperbolic inverse problem,
Inverse Problems, 29 (9) (2013), 095015.
[34] J. Ralston, Gaussian beams and the propagation of singularities, Studies in partial differential
equations, 206-248, MAA, Stud. Math. 23, 1982.
[35] P. Stefanov, Uniqueness of the multi-dimensional inverse scattering problem for time depen-
dent potentials, Math. Z., 201 (4) (1989), 541-559.
[36] P. Stefanov, and G. Uhlmann, Stability estimates for the X-ray transform of tensor fields
and boundary rigidity, Duke Math. J., 123 (2004), 445467.
HYPERBOLIC DIRICHLET TO NEUMANN MAP 31
[37] P. Stefanov and G. Uhlmann, Stable determination of the hyperbolic Dirichlet-to-Neumann
map for generic simple metrics, International Math Research Notices, 17 (2005), 1047-1061.
[38] P. Stefanov, G. Uhlmann, Integral geometry on tensor fields on a class of non-simple
Riemannian manifolds. American Journal of Mathematics, 130 (1), 239268 (2008).
[39] P. Stefanov, G. Uhlmann, A. Vasy, Local and global boundary rigidity and the geodesic
X-ray transform in the normal gauge. http://arXiv.org/abs/1702.03638
[40] P. Stefanov, Y. Yang, The inverse problem for the Dirichlet-to-Neumann map on Lorentzian
manifolds. Anal. PDE 11, no. 6, 1381–1414 (2018).
[41] D. Tataru, Unique continuation for solutions to PDE; between Ho¨rmanders theorem and
Holmgrens theorem, Commun. Partial Diff. Eqns., 20 (1995), 855-884.
[42] M. E. Taylor, Partial Differential Equations, Vol I, Applied Mathematical Sciences, 2nd edn,
vol. 116. Springer, New York (2011).
[43] G. Uhlmann, A. Vasy, The inverse problem for the local geodesic ray transform, Invent.
Math., 205(1) (2016), 83-120.
Department of Mathematics, University College London, London, UK-WC1E 6BT,
United Kingdom
E-mail address : a.feizmohammadi@ucl.ac.uk
Department of Mathematics and Statistics, University of Jyva¨skyla¨, P.O. Box 35
(MaD), Finland
E-mail address : joonas.ilmavirta@jyu.fi
Aix Marseille Universite´, Universite´ de Toulon, CNRS, CPT, Marseille, France
E-mail address : yavar.kian@univ-amu.fr
Department of Mathematics, University College London, London, UK-WC1E 6BT,
United Kingdom
E-mail address : l.oksanen@ucl.ac.uk
