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Summary. We propose a new empirical likelihood approach which can be used to construct
design-based confidence intervals under unequal probability sampling without replacement.
The proposed empirical likelihood confidence interval has the following advantages. It gives
confidence intervals which may perform better than standard confidence intervals based on the
central limit theorem. It does not rely on variance estimates, design effects or joint-inclusion
probabilities. It can be applied to the Horvitz-Thompson estimator, the Ha´jek estimator or the
regression estimator. It can be also used with large sampling fractions. The proposed approach
also offers a unified likelihood-based justification for design-based approaches, such as calibra-
tion, used in sample surveys.
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1. Introduction
Let U be a finite population of N units. Let yi and xi be, respectively, the values of the
variable of interest and the vector of auxiliary variables attached to unit i. Note that N
is a fixed quantity which is not necessarily known. Suppose that we want to estimate the
population total Y =
∑
i∈U yi. Suppose that a sample s of size n is selected with unequal
probabilities without replacement with a sampling fraction n/N which can be large. Let pii
denote the inclusion probability of unit i. Let
∑n
i=1 denote the sum over the sampled units.
The total Y can be estimated by the Horvitz and Thompson (1952) estimator
ŶHT =
n∑
i=1
yi
pii
, (1)
by the Ha´jek (1971) ratio estimator
ŶH =
N∑n
i=1 pi
−1
i
n∑
i=1
yi
pii
,
by regression estimators (e.g. Hartley and Rao, 1968; Sa¨rndal et al., 1992) or by empirical
likelihood estimators. We consider a design-based approach; where the sampling distribution
is specified by the sampling design.
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One of the first attempts to formulate a likelihood-based approach is survey sampling is
due to Godambe (1966) who showed that under the design-based approach, the standard
likelihood function is flat and cannot be used for inference. A solution to this problem is
to assume that the data is generated from a super-population model which can be used
to derive a likelihood function (e.g. Cassel et al., 1977, Ch. 4). However this approach
relies on super-population models which are not always suitable for the production of survey
estimates. Hartley and Rao (1968) introduced the empirical likelihood approach under the
name of scale load approach which provides a likelihood-based approach which does not
relies on models. Owen (1988) brought this approach into the mainstream statistics (see also
Owen, 2001). Since Chen and Qin (1993) suggested its first application in survey sampling,
there have been many recent developments of empirical likelihood based methods in survey
sampling (e.g. Rao and Wu, 2009) and adaptive sampling (Salehi et al., 2010). However, the
traditional empirical likelihood approaches (Rao and Wu, 2009) are not entirely satisfactory
and have several disadvantages described below. The proposed empirical likelihood approach
does not have these disadvantages and can be implemented with a larger class of sampling
designs and estimators.
Standard confidence intervals based upon the central limit theorem can perform poorly
when the sampling distribution is not normal. For example, the lower bounds of a confidence
interval can be negative even when the parameter of interest is positive. The coverage and
the tail errors can be also lower than their intended levels. On the other hand, empirical
likelihood confidence intervals (Owen, 2001) may be better in this situation, as empirical
likelihood confidence intervals are determined by the distribution of the data (Rao and Wu,
2009) and the range of the parameter space is preserved.
Chen and Sitter (1999) proposed a pseudo empirical likelihood approach which can be
used to construct confidence intervals (Wu and Rao, 2006). The pseudo empirical likelihood
approach is not entirely appealing from a theoretical point of view, as it is not applicable to
the Horvitz and Thompson (1952) estimator and it relies on variance estimates (Rao and Wu,
2009). This approach consists in maximising the pseudo empirical likelihood function under
a set of constraints. Confidence intervals are computed using an empirical log-likelihood ratio
function multiplied by a design effect which takes into account of the sampling design. This
approach is not a genuine empirical likelihood approach (Rao and Wu, 2009), as confidence
intervals rely on variance estimates or design effects which can difficult to compute when,
for example, the joint inclusion probabilities are unknown. The proposed approach does not
rely on variance estimates, design effects or joint inclusion probabilities, as it will not be
necessary to multiply the empirical log-likelihood ratio function by a design effect.
The pseudo empirical likelihood approach cannot be used to derive a confidence interval
for the Horvitz and Thompson (1952) estimator ŶHT . However it can be used to derive
confidence intervals for the Ha´jek (1971) estimator ŶH . When yi is highly correlated with
pii, we prefer to use the more efficient estimator ŶHT rather than ŶH (Rao, 1966). For
example, with business surveys, it is common to have a strong correlation; and ŶH would
be a poor estimator in this case. In this situation, the pseudo empirical likelihood approach
gives a confidence interval for the less efficient estimator, ŶH . The proposed approach is
more flexible, as confidence intervals for ŶHT or ŶH can be computed.
In this paper, we propose to use a new empirical likelihood approach which is differ-
ent from the pseudo empirical likelihood approach. We show that the empirical likelihood
function considered is a genuine empirical likelihood function. We show that the Horvitz
and Thompson (1952) estimator is the maximum likelihood estimator when we do not use
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auxiliary variables. When we include a calibration constraint on the auxiliary variables (e.g.
Huang and Fuller, 1978; Deville and Sa¨rndal, 1992), the maximum likelihood estimator is
asymptotically equivalent to the regression estimator (e.g. Hartley and Rao, 1968; Sa¨rndal
et al., 1992).
The main contribution of this paper is to show that under a series of regularity conditions,
the proposed empirical log-likelihood ratio function converges to a chi-squared distribution
with one degree of freedom without the need of adjusting the empirical log-likelihood ratio
function by a design effect. This property depends on a set of constraints which takes account
of the sampling design and the auxiliary variables. We show this property can be used to
derive confidence intervals for the Horvitz and Thompson (1952) estimator, the Ha´jek (1971)
estimator and the regression estimator, when the sampling fraction is large or negligible.
When deriving asymptotic results associated with the empirical likelihood based method,
it is common practice to assume that the sampling fraction is negligible (n/N → 0) (e.g.
Wu and Rao, 2006, p. 364, Zhong and Rao, 2000, p. 933, Rao and Wu, 2009, p. 192).
This assumption limits the applicability of these methods, as many surveys use sampling
fractions which are not necessarily negligible. For example, with business surveys, it is
common practice to have large sampling fractions. Note that empirical likelihood confidence
intervals have better coverage than standard confidence intervals when the variable of interest
is very skewed or contains many zeros (Chen et al., 2003) which is a common situation with
business surveys or when we are interested in domains’ totals. The proposed empirical
likelihood approach does not rely on the assumption n/N → 0, and can be used when the
sampling fraction is large.
In §2, we define the class of sampling designs considered. In §3, we define the proposed
empirical likelihood function and in §4, we show how the parameters of the empirical like-
lihood function can be estimated. In §5, we define the empirical likelihood estimators of
a total. The asymptotic framework and the regularity conditions are given in §6. In §7,
we show that these estimators reduce to the Horvitz and Thompson (1952) estimator, the
Ha´jek (1971) estimator or the regression estimator (e.g. Hartley and Rao, 1968; Sa¨rndal
et al., 1992) depending on the constraints considered. In §8, we define the proposed empir-
ical log-likelihood ratio function, and in §9 show how this function can be used to derive
non-parametric confidence intervals. In §10, we show that the sampling distribution of the
proposed empirical log-likelihood ratio function converges to a chi-squared distribution. In
§11, we show via a series of simulations that the proposed empirical likelihood approach gives
confidence intervals which perform better than standard confidence intervals.
2. Stratified unequal probability sampling
Assume that the sample s is randomly selected by a uni-stage stratified probability sampling
design p(s). Suppose that the finite population U is stratified into H strata denoted by U1,
U2, . . ., UH ; where ∪Hh=1Uh = U . The size of Uh is denoted by Nh with
∑H
h=1Nh = N .
Suppose that a sample sh of fixed size nh is selected without replacement with unequal
probabilities pii from Uh. The complete sample is given by s = ∪Hh=1sh. Let n = (n1, . . . nH)′
denote the vector of the strata sample sizes. The sampling design depends on design variables
which contains the information about the stratification and the inclusion probabilities. The
design variables have the following values attached to unit i.
zi = (zi1, . . . , ziH)
′,
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where zih = pii δ{i ∈ Uh}. The function δ{A} is the Dirac measure which is equal to one
when A is true and zero otherwise. Note that because a fixed size sample is selected within
each stratum, we have the following fixed sizes constraint.
n∑
i=1
zi
pii
=
∑
i∈U
zi = n· (2)
We suppose that the sample is selected according to a high entropy stratified sampling
design with unequal probabilities (e.g. Ha´jek, 1981; Berger, 1998; Brewer and Donadio, 2003;
Tille´, 2006; Berger, 2011). For example the Rao-Sampford (Rao, 1965; Sampford, 1967)
and the Chao (1982) sampling designs are high entropy sampling designs (Berger, 2005,
2011). Note that most sampling designs used in practice have large entropy, except the
non-randomized systematic sampling design. The maximum entropy sampling design is the
conditional Poisson sampling design (Ha´jek, 1981). Berger (2011) showed that the high
entropy sampling designs and the conditional Poisson sampling design are asymptotically
equivalent.
The conditional Poisson sampling design (Ha´jek, 1981; Fuller, 2009) can be implemented
by using a rejective approach (Ha´jek, 1964) which consists in selecting several Poisson samples
with inclusion probabilities pii and retaining the first sample which is such that the fixed sizes
constraint (2) holds. Note that the final sample retained is not Poisson samples because the
sample sizes are fixed and given by n. Note that the conditional Poisson sampling design
can also be implemented by selecting a rejective sample within each stratum. Note that the
inclusion probabilities are not exactly given by pii, because of the rejective nature of this
sampling design. However, Ha´jek (1964) showed that (1) is asymptotically equivalent to the
Horvitz and Thompson (1952) estimator with the correct inclusion probabilities.
3. Empirical likelihood function under unequal probability sampling
Let {y1, . . . , yn} denote a set of n independent and identically distributed observed values
from a distribution F . The distribution function that has support on this set is given by
Fm(x) =
n∑
i=1
[F (yi)− F (y−i )] δ{i ≤ x} =
∑n
i=1mi δ{i ≤ x}∑n
i=1mi
; (3)
where the quantity mi is proportional to the mass of unit i in the population (e.g. Deville,
1999); that is, mi ∝ [F (yi)− F (y−i )]; where F (y−i ) = limy↑yiF (yi).
The distribution function (3) is valid if the observations are independent and identically
distributed. However, this is not the case when the sample is selected with an unequal
probability sampling design. Hence, we need another distribution function which is different
from (3) and which takes the sampling design into account. Consider that the set of observed
values is selected according to a fixed size conditional Poisson sampling design. In Appendix
A, we show that the sample distribution under conditional Poisson sampling is given by
Fs(x) =
∑n
i=1 pii mi δ{i ≤ x}∑n
j=1 pij mj
· (4)
The empirical likelihood function is defined by (see Owen, 2001, p. 7)
L(m) =
n∏
i=1
[Fs(yi)− Fs(y−i )]·
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Hence using (4), we have the following empirical likelihood function.
L(m) =
n∏
i=1
(
pii mi∑n
j=1 pij mj
)
· (5)
Note that Kim (2009) proposed a similar empirical likelihood function under Poisson
sampling and with probability mass instead of the mass mi. Kim (2009) did not show how
this function can be used to contruct confidence intervals.
When the sampling design is different from the conditional Poisson sampling design, we
propose to use the same empirical likelihood given by (5). We will show that the empirical
log-likelihood ratio function (see §8) gives correct confidence intervals even when the sampling
design is different from the conditional Poisson sampling design, as long as the entropy is
large, because the empirical log-likelihood ratio function has the same sampling distribution
under Poisson sampling or under large entropy sampling (Berger, 2011).
4. Maximum empirical likelihood estimator of the mass measure
The maximum likelihood estimators of mi are the values m̂i which maximise the log-empirical
likelihood function
`(m) = log(L(m)), (6)
subject to the constraints mi ≥ 0 and
n∑
i=1
mici = C; (7)
where ci is a known Q × 1 vector associated with the i-th sampled unit and C is a known
Q×1 vector. Note that the vector C is not necessarily a vector of fixed quantities. Hence C
can be fixed or random. Possible choices for ci and C are discussed in §10. The constraint
(7) resembles the constraint used in calibration (e.g. Huang and Fuller, 1978; Deville and
Sa¨rndal, 1992). However, we will see in §10 that C is not necessarily a vector of population
totals of auxiliary variables.
We can find a solution to this minimisation problem using the Lagrange multipliers
method which consists in minimising the following function.
Q(m,λ) =
n∑
i=1
log(pii mi)− n log
(
n∑
i=1
pii mi
)
− n
N
λ′
(
n∑
i=1
mici −C
)
·
The values of mi and λ which minimise Q(m,λ) are the solutions of the following set of
equations ∂Q(m,λ)/∂mi = 0 and ∂Q(m,λ)/∂λ = 0. The solution is
m̂i =
1
n
(
pii
nκ
+
1
N
λ′ci
)−1
, (8)
where
κ =
1
n
n∑
j=1
pij mj · (9)
The parameters κ and λ are such that the constraint (7) holds. The parameters κ and λ
can be computed using an iterative Newton-Raphson procedure described in §4.1.
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4.1. Iterative Newton-Raphson procedure
Let
f(κ,λ) =
1
N
n∑
i=1
m̂ici·
Note that f(κ,λ) is a Q× 1 vector function of κ and λ, because the m̂i depend on κ and λ.
Suppose that κ is a given quantity. A Taylor approximation of f(κ,λ) in the neighbour-
hood of an initial guess λ0 is given by
f(κ,λ)− f(κ,λ0) l ∆̂(κ,λ0) (λ− λ0) , (10)
where ∆̂(κ,λ) is the following Q×Q gradient matrix.
∆̂(κ,λ) =
∂f(κ,λ)
∂λ
= − 1
nN2
n∑
i=1
cic
′
i
(
pii
κn
+
1
N
λ′ci
)−2
· (11)
As the constraint (7) can be re-written as f(κ,λ) = CN−1, we have that λ l λ0 −
∆̂(κ,λ0)
−1(f(κ,λ0) − CN−1), using (10). Hence, the following recursive formula can be
used to compute λ,
λ`+1 = λ` − ∆̂(κ,λ`)−1(f(κ,λ`)−CN−1)· (12)
We propose to calculate λ iteratively with λ0 = 0 and κ = 1. The solution of (12) gives
a new set of weights m̂i which substituted into (9) gives a new value for κ which gives a new
value for λ by using (12). We repeat this process several times until convergence. Note that
κ is generally very close to one.
5. Maximum empirical likelihood estimator of a total
The maximum empirical likelihood estimator of a total is defined by the following function
of the maximum empirical likelihood estimators of the mass measure.
τ̂ =
n∑
i=1
m̂iyi, (13)
where m̂i is defined by (8). An alternative estimator is the following maximum empirical
likelihood ratio estimator of a total.
τ̂r = N
∑n
i=1 m̂iyi∑n
i=1 m̂i
· (14)
Note that both estimators depend on the values of ci and C and that the m̂i play the role
of survey weights.
Note that when ci = zi and C = n, we have that λ = 0, κ = 1 and m̂i = pi
−1
i . In this
case, (13) reduces to the Horvitz and Thompson (1952) estimator ŶHT and (14) reduces to
the Ha´jek (1971) ratio estimator ŶH . The estimator ŶHT is more efficient than ŶH when
the variable of interest is correlated with the inclusion probabilities (Rao, 1966). When the
variable of interest and the inclusion probabilities are not correlated, ŶHT can be less efficient
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than ŶH (Rao, 1966). In this situation , we suggest using (14) which reduces to the Ha´jek
(1971) ratio estimator when ci = zi and C = n.
Wu and Rao (2006) proposed to use the pseudo empirical likelihood estimator with zi
treated as values of auxiliary variables. This gives a pseudo empirical likelihood estimator
which is different from ŶHT and ŶH . Note that with the pseudo-empirical likelihood approach
(Chen and Sitter, 1999), it is not possible to obtain the Horvitz and Thompson (1952)
estimator ŶHT .
6. Asymptotic framework
In order to derive asymptotic properties of the proposed empirical likelihood approach, it is
necessary to define the asymptotic framework and a set of regularity conditions.
We use the Ha´jek (1964) asymptotic framework. Consider a sequence of stratified samples
st selected from the sequence of nested finite populations U t with a stratified sampling design
p(s)t with inclusion probabilities piti where t = 1, 2, . . .. All limiting processes are understood
to be as t → ∞. In what follows, a constant will be a scalar free of t. For simplicity of
notation, the index t is suppressed in what follows.
We assume that
dh =
∑
i∈Uh
pii(1− pii)→∞, (15)
for all h and that the number of strata H is bounded (H = O(1)). The stochastic order
O(·), o(·), Op(·) and op(·) are defined according to this asymptotic framework, where the
convergence in probability is with respect to the sampling design. The assumption (15) was
first suggested by Ha´jek (1964). This assumption implies that nh → ∞ and Nh → ∞,
as dh < nh < Nh. We also assume that nh/Nh → fh, where fh is a positive constant.
Berger (2011) showed that under these assumptions and other mild regularity conditions, high
entropy sampling designs and the conditional Poisson sampling design are asymptotically
equal.
Consider the following regularity conditions.
N−1‖Ĉpi −C‖ = Op(n−ψ), (16)
nN−1 max{pi−1i ‖ci‖ : i ∈ s} = op(n1/2), (17)
nN−1 max{pi−1i |yi| : i ∈ s} = op(n1/2), (18)
‖Ŝ‖ = Op(1), (19)
‖Ŝ−1‖ = Op(n2ψ−1), (20)
1
nNτ
n∑
i=1
‖ci‖τ
piτi
= Op(n
−τ ), (21)
1− κ = Op(n−µ), (22)
with ψ > 1/2, τ ≤ 3, µ > 1/2,
Ŝ = ∆̂(κ,0),
Ĉpi =
n∑
i=1
ci
pii
, (23)
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where ∆̂(κ,0) is given by (11) with λ = 0. The quantity ‖A‖ = trace(A′A)1/2 denotes the
Euclidean norm
Isaki and Fuller (1982) gave conditions under which (16) holds. Under the condition
nN−1pi−1i = Op(1) proposed by Krewski and Rao (1981, p. 1014), the conditions (17)
and (18) hold when (i) max{|yi| : i ∈ s} = op(n1/2) and when (ii) max{‖ci‖ : i ∈ s} =
op(n
1/2). Chen and Sitter (1999, Appendix 2) showed that the conditions (i) and (ii) hold
for common unequal probability sampling designs. The matrix Ŝ is equal to a covariance
matrix between totals multiplied by −κ2n/N2. Thus the condition (19) holds when the norm
of this covariance matrix variance decreases with rate n−1. The condition (20) means that
‖Ŝ‖ is bounded away for a quantity or order Op(n1−2ψ). The condition (21) is a Lyapunov-
type condition for the existence of moments. The condition (22) holds as κ is close or equal
to one.
Note that using (17) and Lemma 3 (in Appendix B), we have that m̂ipii = Op(1) which
implies that we have a negligible probability to have m̂i a lot larger than pi
−1
i .
7. Approximation of the maximum empirical likelihood estimator of a total
The following lemma will be useful to derive an approximation of the maximum empirical
likelihood estimator of a total and to derive the asymptotic distribution of the empirical
log-likelihood ratio function in §10.
Lemma 1. Let λ be the solution of (7) for given ci and C. Under the regularity conditions
(16)-(22), we have that
λ = N−1Ŝ
−1
(C − Ĉpi) + ê, (24)
where ‖ê‖ = op(n−1/2) and Ĉpi is defined by (23).
The proof of Lemma 1 is given in Appendix B.
In Appendix C, we show that the Lemma 1 implies that the maximum empirical likelihood
estimator (13) is asymptotically equivalent to
τ̂ = ŶHT + B̂
′
(C − Ĉpi) + op(N), (25)
under the regularity conditions (16)-(22), where B̂ is a vector of regression coefficients defined
by
B̂ =
(
n∑
i=1
1
pi2i
cic
′
i
)−1 n∑
i=1
1
pi2i
yici· (26)
Note that when ci is a vector of auxiliary variables and C is the associated vector of
population totals, (25) is the generalised regression estimator (e.g. Sa¨rndal et al., 1992, p.
228). When ci = (x
′
i, z
′
i)
′ and C =
∑
i∈U ci, (25) is the generalised optimal regression
estimator (e.g. Isaki and Fuller, 1982; Sa¨rndal, 1996; Berger et al., 2003).
Note that there is a clear analogy between the proposed empirical likelihood approach
and calibration (e.g. Huang and Fuller, 1978; Deville and Sa¨rndal, 1992), as the function (6)
can be viewed as a calibration distance function, and the empirical likelihood estimator is
asymptotically equivalent to a calibrated regression estimator (25).
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8. Empirical log-likelihood ratio function
Let m̂i be the values which maximise (6) subject to the constraints mi ≥ 0 and (7) for
given values for ci and C. Let `(m̂) be the maximum value of (6). Let m̂
∗
i be the values
which maximise (6) subject to the constraints mi ≥ 0 and (7) with ci = c∗i = (c′i, y∗i )′ and
C = C∗ = (C ′, y∗)′. In §10, we give examples of values for y∗i and y∗. Let `(m̂∗) be the
maximum value of (6). The empirical log-likelihood ratio function is defined by the following
function of y∗
r̂(y∗) = 2 {`(m̂)− `(m̂∗)} · (27)
Note that for a given value of y∗, the quantity r̂(y∗) is a random variable with a distribution
specified by the sampling design.
9. Empirical likelihood confidence intervals
The main advantage of empirical likelihood approach is its capability of deriving non-
parametric confidence intervals which do not depend on variance estimates. In §10, we
show that the sampling distribution of the empirical log-likelihood ratio function is such that
Pr
{
r̂(Y ) ≤ χ21(α)
}
l 1− α, (28)
where Y denotes the population total and Pr{·} denotes the probability with respect to the
sampling design. The quantity χ21(α) is the upper α-quantile of the chi-squared distribution
with one degree of freedom. In §10, we show that the property (28) holds for the Horvitz
and Thompson (1952) estimator, the Ha´jek (1971) estimator and the regression estimator
(e.g. Hartley and Rao, 1968; Sa¨rndal et al., 1992) when the sampling fraction is large or
negligible. We will see that (28) holds even if the sampling design is different from the
conditional Poisson sampling design.
As the property (28) holds, the (1−α) level empirical likelihood confidence interval (e.g.
Wilks, 1938; Hudson, 1971) for the population total Y is given by[
min
{
y| r̂(y) ≤ χ21(α)
}
; max
{
y| r̂(y) ≤ χ21(α)
} ] ·
Note that r̂(y) is a convex non-symmetric function with a minimum when y is the max-
imum empirical likelihood estimator. This interval can be found using a bijection search
method within the interval [N min{yi|i ∈ s}, N max{yi|i ∈ s}] (e.g. Wu, 2005). This involves
calculating r̂(y) for different values of y.
Standard confidence intervals based upon the central limit theorem can perform poorly
when the sampling distribution is not normal (Wu and Rao, 2006). On the other hand, em-
pirical likelihood confidence intervals may be better in this situation, as empirical likelihood
confidence intervals are determined by the distribution of the data (Rao and Wu, 2009) and
the range of the parameter space is preserved (Wu and Rao, 2006). This may not be the
case for standard confidence intervals, as they can have negative lower bounds even when the
parameter of interest is positive. In §11, we show via a series of simulation that the proposed
empirical likelihood approach gives confidence intervals which perform better than standard
confidence intervals.
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10. Asymptotic distribution of the empirical log-likelihood ratio function
In this §, we show that the property (28) holds for the Horvitz and Thompson (1952) esti-
mator, the Ha´jek (1971) estimator and the regression estimator (e.g. Hartley and Rao, 1968;
Sa¨rndal et al., 1992) when the sampling fraction is large or negligible. This result relies on
the following assumption.
Pr
{
(Ŷ − Y )2 var[Ŷ ]−1 ≤ χ21(α)
}
l 1− α, (29)
where Ŷ is an estimator of the total Y , var[Ŷ ] is the design-based variance of Ŷ . Note
that the assumption (29) holds when Ŷ is asymptotically normally distributed. However
the assumption (29) is weaker that asymptotic normality, as (29) may hold even when Ŷ
is not normally distributed. Note the assumption of asymptotic normality is usually made,
when showing that the empirical log-likelihood ratio function converges to a chi-squared
distribution (e.g. Owen, 2001, p. 219, Wu and Rao, 2006, p. 364).
Using the following Lemma, we can derive the approximation (32) of the empirical log-
likelihood ratio function.
Lemma 2. Let λ the solution of (7) for given ci and C. Under the regularity conditions
(16)-(22), we have that
`(m̂) + n log(n) =
−1
2
(Ĉpi −C)′Σ̂
−1
(Ĉpi −C) + op(1), (30)
where Ĉpi is defined by (23) and Σ̂ = −N2n−1κ−2Ŝ.
The proof of Lemma 2 is given in Appendix D.
Lemma 2 implies that
`(m̂∗) + n log(n) =
−1
2
(Ĉ
∗
pi −C∗)′Σ̂
∗−1
(Ĉ
∗
pi −C∗) + op(1), (31)
where Ĉ
∗
pi =
∑n
i=1 c
∗
i pi
−1
i and Σ̂
∗
= −N2n−1κ∗−2Ŝ∗, where Ŝ∗ is given by (11) with λ = 0,
κ = κ∗, ci = c∗i and C = C
∗. Note that the matrix Σ̂
∗
can be re-written as
Σ̂
∗
=
n∑
i=1
1
pi2i
c∗i c
∗′
i =
(
Σ̂
∗
cc Σ̂
∗
cy
Σ̂
∗′
cy σ̂
∗
yy
)
where
Σ̂
∗
cc =
n∑
i=1
1
pi2i
cic
′
i = Σ̂, Σ̂
∗
cy =
n∑
i=1
1
pi2i
ciy
∗
i , σ̂
∗
yy =
n∑
i=1
y∗2i
pi2i
·
By taking the difference between equations (30) and (31), we have that
r̂(y∗) = (Ĉ
∗
pi −C∗)′Σ̂
∗−1
(Ĉ
∗
pi −C∗)− (Ĉpi −C)′Σ̂
−1
(Ĉpi −C) + op(1)· (32)
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10.1. Empirical likelihood approach for negligible sampling fractions
Let ci = zi, C = Z =
∑
i∈U zi and y
∗
i = yi. It can be shown that m̂i = 1/pii and τ̂ = ŶHT
is the Horvitz and Thompson (1952) estimator (1). Because of the fixed sizes constraint (2),
we have that Ĉpi −C = 0H and Ĉ
∗
pi −C∗ = (0
′
H , ŶHT − y∗)′, where 0H is a H × 1 vector of
zeros. Thus (32) reduces to
r̂(y∗) = (0
′
H , ŶHT − y∗)Σ̂
∗−1
(0
′
H , ŶHT − y∗)′ + op(1)
= (ŶHT − y∗)2(σ̂∗yy − Σ̂
∗′
cyΣ̂
∗−1
cc Σ̂
∗
cy)
−1 + op(1)· (33)
As Σ̂
∗
cc = diag{n1, n2, . . . , nH} and Σ̂
∗
cy = (Ŷ
(1)
pi , Ŷ
(2)
pi , . . . , Ŷ
(H)
pi )′, it can be shown that
σ̂∗yy − Σ̂
∗′
cyΣ̂
∗−1
cc Σ̂
∗
cy = v̂arpps[ŶHT ],
where v̂arpps[ŶHT ] is the following pps stratified variance estimator (e.g. Durbin, 1953;
Sa¨rndal et al., 1992, p. 99).
v̂arpps[ŶHT ] =
H∑
h=1
∑
i∈sh
(
y˘i − n−1h Ŷ (h)pi
)2
,
where y˘i = yi/pii. Therefore, as τ̂ = ŶHT , we have that v̂arpps[τ̂ ] = v̂arpps[ŶHT ] and
r̂(y∗) = (τ̂ − y∗)2 v̂arpps[τ̂ ]−1 + op(1)·
When the sampling fractions are negligible, v̂arpps[τ̂ ] is a consistent estimator for the variance
(Durbin, 1953). Hence the assumption (29) implies the property (28) by Slutsky’s theorem.
It can be shown that the property (28) holds for the maximum empirical likelihood
ratio estimator (14) if we modify the values of y∗i and y
∗. Let y∗i be the value of the
linearised variable of a ratio estimator; that is, y∗i = yi − N−1τ̂r (e.g. Deville, 1999). By
using y∗ = y − ŶHT , we have that
r̂(y) = (τ̂r − y)2 v̂arpps[τ̂r]−1 + op(1),
treating r̂(y∗) as a function of y, where v̂arpps[τ̂r] is the linearised pps variance estimator of
(14) (e.g. Sa¨rndal et al., 1992, p. 178, Deville, 1999). Thus the property (28) holds for the
maximum empirical likelihood ratio estimator.
10.2. Empirical likelihood approach for non negligible sampling fractions
In this case, the maximum empirical likelihood point estimator is still obtained using ci = zi
and C = n; that is τ̂ = ŶHT .
In order for property (28) to hold, it is necessary to modify the ci and the y
∗
i when
computing the empirical log-likelihood ratio function. Let ci = qizi, y
∗
i = qiyi, y
∗ = y +∑n
i=1 y
∗
i pi
−1
i − ŶHT and C =
∑n
i=1 cipi
−1
i ; where qi = (1 − pii)1/2. Note that for small
sampling fractions, qi l 1 and we have the same ci, y∗i , y∗, C as in §10.1. It can be shown
that m̂i = 1/pii and τ̂ = ŶHT . We have that Ĉpi −C = 0′H and Ĉ
∗
pi −C∗ = (0
′
H , ŶHT − y).
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Hence (32) reduces to (33) with
Σ̂
∗
cc =
n∑
i=1
(1− pii)ziz′ipi−2i = diag{d̂1, d̂2, . . . , d̂H},
Σ̂
∗
cy =
n∑
i=1
(1− pii)ziy˘ipi−1i = (Y˜1, . . . , Y˜h, . . . , Y˜H)′,
σ̂∗yy =
n∑
i=1
(1− pii)y˘2i ;
where d̂h =
∑
i∈sh(1− pii) and Y˜h =
∑
i∈sh(1− pii)y˘i. It can be shown that
σ̂∗yy − Σ̂
∗′
cyΣ̂
∗−1
cc Σ̂
∗
cy = v̂ar[ŶHT ],
where v̂ar[Ŷ
(h)
pi ] is the following stratified Ha´jek (1964, p. 1520) variance estimator
v̂ar[ŶHT ] =
H∑
h=1
[∑
i∈sh
(1− pii)y˘2i − d̂−1h Y˜h
]
· (34)
Therefore, as ŶHT = τ̂ , we have that
r̂(y) = (τ̂ − y)2 v̂ar[τ̂ ]−1 + op(1), (35)
treating r̂(y∗) as a function of y, where v̂ar[τ̂ ] = v̂ar[ŶHT ].
The within stratum Ha´jek (1964) variance estimator is consistent when dh →∞. Hence
(34) is consistent because the number of strata is asymptotically bounded. Berger (2011)
showed that this estimator is consistent under maximum entropy sampling. Thus, using
assumption (29), we have that the property (28) holds by Slutsky’s theorem. Note that this
result holds for large and small sampling fractions, and that the finite population correction
are naturally included in (34).
With the maximum empirical likelihood ratio estimator, we need to use y∗i = qi(yi −
N−1τ̂r) and y∗ = y +
∑n
i=1 y
∗
i pi
−1
i − τ̂r. In this situation, it can be shown that the property
(28) holds for the maximum empirical likelihood ratio estimator.
10.3. A restricted empirical likelihood approach for auxiliary variables
Let xi be a P vector of values of auxiliary variables associated with unit i. We assume that
the vector of population totals
∑
i∈U xi is known. Let m̂i(x) be the values which maximise
(5) under the constraint (7) with ci = (x
′
i, z
′
i)
′ and C =
∑
i∈U ci. The empirical likelihood
estimator of a total τ̂(x) =
∑n
i=1 m̂i(x)yi (see (25)) is asymptotically equal to the generalised
optimal regression estimator (Isaki and Fuller, 1982; Sa¨rndal, 1996; Berger et al., 2003).
In order for the property (28) to hold, it is necessary to use the following restricted
empirical likelihood function instead of the function (5) when calculating the empirical log-
likelihood ratio function.
L˜(m̂) =
n∏
i=1
(
mi m̂i(x)
−1∑n
j=1mj m̂j(x)
−1
)
· (36)
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Note that (36) will be used for the calculation of the empirical log-likelihood ratio function,
and not for the empirical likelihood point estimator. Note that the function (36) reduces to
the function (5) when we do not have auxiliary variables. Because we use (36) instead of (5),
the components of the matrix ∆̂(κ,λ) are given by (11), after substituting pii by m̂i(x)
−1.
Let ci = qi(x
′
i, z
′
i)
′, y∗i = qiyi, y
∗ = y +
∑n
i=1 y
∗
i m̂i(x) − τ̂(x), C =
∑n
i=1 cim̂i(x) and
qi = (1− pii)1/2. The restricted empirical log-likelihood ratio function is given by
r˜(y∗) = 2
{
log(L˜(m̂))− log(L˜(m̂∗))
}
· (37)
It can be shown that r˜(y∗) is approximated by (32), where Ĉpi =
∑n
i=1 ci m̂i(x)
−1 and
C∗ =
∑n
i=1 c
∗
i m̂i(x)
−1. It can be shown that Ĉpi−C = 0′H and Ĉ
∗
pi−C∗ = (0
′
H , τ̂(x)−y)′.
Hence (32) gives the following approximation.
r˜(y) = (τ̂(x)− y)2 v̂ar[τ̂(x)]−1 + op(1),
treating r˜(y∗) as a function of y. The quantity v̂ar[τ̂(x)] is an estimator of the variance of
τ̂(x). This variance takes into account of the calibration constraint
∑n
i=1mixi =
∑
i∈U xi
and of the fixed sizes constraint (2). Deville and Tille´ (2005) gave an analytic expression
of this estimator and showed that this estimator is approximately unbiased under fixed size
sampling designs. Thus the property (28) holds with the function (37).
With auxiliary variables, the maximum empirical likelihood ratio estimator is given by
τ̂r(x) = N
∑n
i=1 m̂i(x)yi∑n
i=1 m̂i(x)
·
In order for the property (28) to hold with the function (37), we need to use (36) with
y∗i = qi(yi −N−1τ̂r(x)) and y∗ = y +
∑n
i=1 y
∗
i pi
−1
i − τ̂r(x).
11. Simulation study
We generated several population data according to the following model proposed by Wu and
Rao (2006).
yi = 3 + ai + βxi + ϕ ei,
where ai and xi follow independent exponential distributions with rate parameters equal to
one and ei ∼ χ21 − 1. The pii are proportional to ai + 2. The constant 2 is added to ai to
avoid having very small pii. The parameter ϕ is used to obtain a weak (0.30) and a strong
correlation (0.80 or 0.75) between the values yi and yˆi = 3 + ai + βxi. The parameter β will
be equal either to zero or one.
We use the Chao (1982) sampling design to select 1000 samples with unequal probabilities
in order to compare the Monte-Carlo performance of the 95% empirical likelihood confidence
interval with the standard confidence interval based on the central limit theorem. With
this design, it is possible to compute the joint inclusion probabilities exactly and the Sen-
Yates-Grundy variance estimator (Sen, 1953; Yates and Grundy, 1953) which is needed for
standard confidence intervals. We consider that we have one stratum.
The coverages of the confidence intervals are reported in Tables 1, 2 and 3. As the 1000
samples are selected independently, we can use the de Moivre-Laplace theorem to test if
the coverages are significantly different from 95% or if the tail error rates are significantly
different from 2.5%. The symbols ∗ and ∗∗ indicate significant differences (∗: 1% < p-value
≤ 5%; ∗∗: p-value ≤ 1%).
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11.1. Empirical likelihood confidence intervals with small sampling fractions
For the first series of simulations, we generate population data of size N = 800 with β = 0.
The xi are not generated. Different sample sizes are considered: n = 40 and 80. As the
sampling fractions are small, the approach described in §10.1 is used to derive the empirical
likelihood confidence intervals. Consider ci = zi = (pii), C =
∑
i∈U zi = (n) and y
∗
i =
yi. Note that in this case, the maximum empirical likelihood estimator is the Horvitz and
Thompson (1952) estimator.
Table 1 gives the observed coverage probability, the lower and the upper tail error rates
and the average length of the 95% confidence intervals. Note that the correlation is the cor-
relation between the variable of interest and the inclusion probabilities. Note the confidence
intervals computed with the proposed empirical likelihood approach perform better than the
standard confidence interval, because the coverages are not significantly different from 95%
and the lower and upper tail error rates are closer to 2.5%.
Table 1 can be compared with the results of the Wu and Rao (2006) simulation study,
because the data was generated the same way. Wu and Rao (2006) used the pseudo empirical
likelihood confidence intervals for the Ha´jek (1971) estimator ŶH . In our series of simulations,
we have the confidence interval for the Horvitz and Thompson (1952) estimator ŶHT . As far
as the coverages are concerned, our results are similar to the results of Wu and Rao (2006).
However, The average length of proposed empirical likelihood confidence intervals is smaller
than the average length of the confidence interval of the Ha´jek (1971) estimator obtained
using pseudo empirical likelihood. This difference is more pronounced with large correlation,
as in this case, ŶHT is more accurate than ŶH (Rao, 1966).
11.2. Empirical likelihood confidence intervals with large sampling fractions
For the second series of simulation, we generate population data of size N = 150 with
β = 0. The xi are not generated. Different sample sizes are considered: n = 40 and 80.
As the sampling fractions are large, the approach described in §10.2 is used. Note that the
maximum empirical likelihood estimator is still the Horvitz and Thompson (1952) estimator.
The observed coverages of the confidence intervals are given in Table 2. We see that for large
sample sizes, the empirical likelihood confidence intervals have coverages and tail error rates
which are not significantly different from 95% and 2.5%. On the other hand, the standard
confidence intervals have poor coverages and tail error rates in all cases. For small sample
sizes, the empirical likelihood confidence intervals have better lower tail error rates than the
standard confidence intervals.
11.3. Restricted empirical likelihood confidence intervals with one auxiliary variable
For the third series of simulation, we generate population data of size N = 150 with β = 1.
In this case, the values xi of the auxiliary variable are generated. A random set of 80% of
the values of yi are replaced by zeros. Different sample sizes are considered: n = 40 and
80. The standard confidence interval is based on the standard regression estimator defined
by (6.4.2) in Sa¨rndal et al. (1992). Note that this estimator is equal to the right hand side
of (25) when ci = xi and C =
∑
i∈U xi. The variance estimator of the standard regression
estimator is given by (6.6.4) in Sa¨rndal et al. (1992).
The observed coverages of the confidence intervals and the mean square error of the point
estimators are given in Table 3. We observe better coverages for the empirical likelihood
confidence intervals except when the correlation is strong and the sample size is small. The
Empirical likelihood confidence interval 15
biases of the empirical likelihood estimator are slightly smaller, although none of the biases
are significantly different from zero. It is not surprising to observe smaller mean square errors
for the empirical likelihood estimator, because this estimator is asymptotically equivalent to
the optimal regression estimator (see §7).
12. Discussion
The proposed empirical likelihood approach provides a likelihood-based justification of es-
timators used in sample surveys, such as the Horvitz and Thompson (1952) estimator, the
Ha´jek (1971) estimator, the regression estimator (e.g. Hartley and Rao, 1968; Sa¨rndal et al.,
1992) and calibration estimators (e.g. Huang and Fuller, 1978; Deville and Sa¨rndal, 1992),
as we have shown that these estimators are maximum empirical likelihood estimators. The
distance functions used in calibration are disconnected from mainstream statistical theory.
However, the proposed distance function (6) is clearly related to the concept of likelihood.
The proposed empirical likelihood function (6) has some advantages over some of the tradi-
tional calibration distances. The ‘calibrated’ empirical likelihood weights are always positive
and the empirical likelihood function can be used to construct likelihood ratio confidence
intervals (e.g. Wilks, 1938; Hudson, 1971).
The proposed empirical likelihood approach can be easily generalised for multi-stage
designs (e.g. Sa¨rndal et al., 1992§4.3.2), by substituting the yi by the first-stage totals. In
this case, the zi specify the stratification used at the first-stage. The empirical log-likelihood
ratio function will be approximately equal to the ratio (35) where v̂ar[τ̂ ] is now the first
stage variance estimator or the variance between the primary sampling units. This variance
usually captures most of the variance of the point estimator (e.g. Sa¨rndal et al., 1992§4.3.2).
The first stage auxiliary variables can be easily incorporated.
In the presence of non-response, it is common practice to impute or to adjust the sampling
weights (e.g. Rao and Shao, 1992; Shao and Steel, 1999; Sa¨rndal and Lundstro¨m, 2005). The
proposed empirical likelihood approach can be generalised in the presence of non-response by
using Fay (1991) reverse approach (Shao and Steel, 1999) which can accommodate imputation
and weighting adjustment. In this situation, the point estimator is a function of totals which
needs to be linearised. The variable of interest would need to be substituted by a linearised
variable (Shao and Steel, 1999) in order to construct confidence intervals (see also §10.1).
Another approach consists in using calibration techniques to compensate for nonresponse
(e.g. Sa¨rndal and Lundstro¨m, 2005). This involves using auxiliary variables in the constraint
(7).
Bootstrap is an alternative approach which can be used to derive non-parametric confi-
dence intervals. The proposed approach does not rely on re-sampling and is therefore less
computationally intensive than the bootstrap. It is also possible to combine the empirical
likelihood and the bootstrap approaches to improve the coverage of the empirical likelihood
confidence intervals, by replacing the threshold χ21(α) in the property (28) by a quantity
which can be obtained by bootstrapping the empirical likelihood ratio function (e.g. Owen,
2001§3.3, Wu and Rao, 2010).
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Appendix A [Proof of (4)]
This proof is an adaptation of Kim’s (2009) proof.
Consider a random variable Y which has realised values from the sample data, when
the sample is selected according to a conditional Poisson sampling design. Let pi(Y) be the
function which gives the probability to select a value of Y; that is, pi(Y = yi) = pii.
The sample distribution of the data {y1, . . . , yn} is given by the conditional probability
that Y ≤ x given that Y is selected with probability pi(Y) and the Poisson sample has the
required sample size νs = n, where νs =
∑n
i=1 zipi
−1
i . Note that νs is random under Poisson
sampling.
Note that Y is selected with probability pi(Y) if U ≤ pi(Y) where U is an uniform U(0, 1)
random variable. Therefore, this conditional probability is given by
Fs(x) = Pr{Y ≤ x, U ≤ pi(Y), νs = n} Pr{U ≤ pi(Y), νs = n}−1
=
∫
Ω
∫ x
∞
∫ pi(y)
0
du dFm(x) δ{νs = n} dνs∫
Ω
∫∞
∞
∫ pi(y)
0
du dFm(x) δ{νs = n} dνs
,
where Ω denotes the set of all possible values of νs. Let νs = 1
′νs be the number of units in
the Poisson sample, where 1 is a H × 1 vector of one. Since ∫ pi(y)
0
du = pi(y), we have that∫
Ω
∫ x
∞
∫ pi(y)
0
du dFm(x) δ{νs = n} dνs =
∫
Ω
∫ x
∞
pi(y) dFm(x) δ{νs = n} dνs
=
∫
Ω
∑νs
i=1 piimiδ{i ≤ x}∑νs
i=1mi
δ{νs = n} dνs
=
∑n
i=1 piimiδ{i ≤ x}∑n
i=1mi
·
Thus, the distribution of the sample data {y1, . . . , yn} is given by (4).
Appendix B [Proof of Lemma 1]
In order to proof Lemma 1, we need the following Lemma.
Lemma 3. Let λ be the solution of (7) for given ci and C. Under the regularity conditions
(16), (17), (19) and (22), we have that ‖λ‖ = Op(n−ψ), where ψ > 1/2.
Proof (Lemma 3). Let L a vector which has the same dimension as λ and which is such
that ‖L‖ is bounded away from zero, ‖L‖ = Op(1) and λ = ‖λ‖L. Equation (8) implies
that
m̂i = κpi
−1
i {1− vi(1 + vi)−1}, (38)
where
vi = nκ(Npii)
−1c′iλ· (39)
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Equations (38) and (39) imply
1
N
L′
n∑
i=1
m̂ici =
κ
N
L′Ĉpi +L′
˜̂
Sλ, (40)
where
˜̂
S = −κ
2n
N2
n∑
i=1
cic
′
i
pi2i (1 + vi)
·
Constraint (7) implies that
∑n
i=1 m̂ici = C. Hence (40) implies that
L′ ˜̂Sλ = −N−1L′(κĈpi −C)
or equivalently
‖λ‖L′L = −N−1L′(κĈpi −C), (41)
as λ = ‖λ‖L.
Note that
− 1
κ2
Ŝ =
n
N2
n∑
i=1
1
pi2i
cic
′
i ≤ −(1 + max |vi|)
1
κ2
˜̂
S·
The last inequality and (41) imply that
−L′ŜL ≤ −(1 + max |vi|)L′ ˜̂SL = (1 + max |vi|)N−1‖λ‖−1L′|κĈpi −C|
≤ (1 + κ‖λ‖M)N−1‖λ‖−1|L′(κĈpi −C)|, (42)
as max |vi| ≤ κ‖λ‖M , where M = max{nN−1pi−1i ‖ci‖} = op(n1/2). Hence (42) implies that
‖λ‖{−κ−1L′ŜL− κMN−1|L′(κĈpi −C)|} ≤ N−1|L′(κĈpi −C)|· (43)
We have that −L′ŜL ≤ ‖L‖2‖Ŝ‖ = Op(1), using conditions (19) and ‖L‖ = Op(1). We
also have that −L′ŜL is bounded away from zero, because −Ŝ is positive definite. Using
conditions (16), (17) and (22), we have that |κMN−1L′(κĈpi −C)| = op(n1/2−ψ). Finally,
inequality (43) implies that
‖λ‖{Op(1) + op(n1/2−ψ)} = Op(n−ψ)
and hence ‖λ‖ = Op(n−ψ). This completes the proof.
Proof (Lemma 1). As constraint (7) holds, we have that
Ĉpi −C = κ
n∑
i=1
civi
pii
−
n∑
i=1
ciθi
pii
, (44)
where vi is defined by (39) and θi = m̂ipii − 1 + viκ. Furthermore
κ
N
Ŝ
−1 n∑
i=1
ci
pii
vi = −λ· (45)
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Let
ê = λ+N−1Ŝ
−1
(Ĉpi −C)· (46)
The lemma is proven if we can show that ‖ê‖ = op(n−1/2)
Equations (44) and (45) imply
ê = −Ŝ−1
n∑
i=1
ci
Npii
θi·
As (20) holds, we have that
‖ê‖ ≤ Op(n2ψ−1)
n∑
i=1
‖ci‖
Npii
|θi|· (47)
Using the fact that |(1 + x)−1 − 1 + x| ≤ ζ−1x2 when |x+ 1| ≥ ζ, we have that
|(1 + vi)−1 − 1 + vi| ≤ γv2i ; (48)
as there exists a constant γ such that |vi + 1| > γ > 0 because vi = op(n1/2−ψ) because of
(17) and Lemma 1. As |θiκ−1 + κ−1 − 1| = |(1 + vi)−1 − 1 + vi|; inequality (48) implies that
|θiκ−1 + κ−1 − 1| ≤ γv2i . Hence
|θi| ≤ κγ−1 v2i + |1− κ| =
n2 κ3
γN2pi2i
(λ′ci)2 + |1− κ| ≤ n
2 κ3
γN2pi2i
‖ci‖2‖λ‖2 + |1− κ|· (49)
Inequalities (47) and (49) imply that
‖ê‖ ≤ Op(n2ψ−1)‖λ‖2κ3 n
2
γN3
n∑
i=1
‖ci‖3
pi3i
+Op(n
2ψ−1)|1− κ| 1
N
n∑
i=1
‖ci‖
pii
= Op(n
−1) +Op(n2ψ−µ−1),
using (21), (22) and Lemma 3. As µ > 1/2 and ψ > 1/2, we have that ‖ê‖ = op(n−1/2).
The Lemma follows from (46) and ‖ê‖ = op(n−1/2).
Appendix C [Proof of (25)]
Let C˜pi = Ĉpi −C and Ĉpi be defined by (23). Using Equations (38) and (39) and Lemma
1, we have that
τ̂
N
= κ
ŶHT
N
− nκ
2
N2
n∑
i=1
yic
′
iλ
pi2i (1 + vi)
= κ
ŶHT
N
+
κ2n
N3
n∑
i=1
yic
′
i
pi2i (1 + vi)
Ŝ
−1
C˜pi − ê1,
= κ
ŶHT
N
+
κ2n
N3
n∑
i=1
yic
′
i
pi2i
Ŝ
−1
C˜pi − ê1 − ê2, (50)
where
ê1 =
nκ2
N2
n∑
i=1
yic
′
iê
pi2i (1 + vi)
,
ê2 =
κ2n
N3
(
n∑
i=1
yic
′
i
pi2i
vi
1 + vi
)
Ŝ
−1
C˜pi·
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As |1 + vi| ≥ ρ > 0, we have that
‖ê1‖ ≤ κ
2D
ρ
1
N
n∑
i=1
‖ci‖
pii
‖ê‖,
where D = max{nN−1pi−1i |yi|} = op(n1/2). Using ‖ê‖ = op(n−1/2) and assumption (21), we
have that ‖ê1‖ = op(1).
We also have that
‖ê2‖ ≤ (κ2Dmax{|vi|})ρ−1N−2
n∑
i=1
‖ci‖
pii
‖Ŝ−1‖‖C˜pi‖· (51)
As |vi| ≤ nκN−1pi−1i ‖ci‖‖λ‖ = op(n1/2−ψ), inequality (51) implies that ‖ê2‖ = op(1), using
(16), (20) and (21).
As ‖ê1‖ = op(1) and ‖ê2‖ = op(1), and as
1
N2
n∑
i=1
1
pi2i
cic
′
i =
−Ŝ
nκ2
, (52)
equation (50) implies that
τ̂
N
= κ
ŶHT
N
− 1
N
(
n∑
i=1
1
pi2i
yic
′
i
)(
n∑
i=1
1
pi2i
cic
′
i
)−1
C˜pi + op(1)
=
ŶHT
N
+
1
N
B̂
′
C˜pi + (κ− 1) ŶHT
N
+ op(1),
which implies (25) because κ− 1 = op(1) and N−1ŶHT = Op(1).
Appendix D [Proof of Lemma 2]
Equation (8) implies that
log
(
pii m̂i∑n
j=1 pijm̂i
)
= − log(n)− log(1 + vi), (53)
where vi is defined by (39).
As we have that log(1 + vi) = vi− v2i /2 +ϕi, where ϕi = Op(|vi|3), equation (53) implies
that
`(m̂) + n log(n) = −
n∑
i=1
vi +
1
2
n∑
i=1
v2i −
n∑
i=1
ϕi· (54)
Using Lemma 1, (24) and (23), we have that
n∑
i=1
vi =
nκ
N
λ′
n∑
i=1
ci
pii
=
nκ
N
λ′C˜pi +
nκ
N
λ′C = − nκ
N2
C˜
′
piŜ
−1
C˜pi +
nκ
N
ê′C˜pi +
nκ
N
λ′C, (55)
20 Y.G. Berger and O. De La Riva Torres
where C˜pi = Ĉpi −C and Ĉpi is defined by (23).
Using Lemma 1, (24) and (52), we have that
n∑
i=1
v2i =
n2κ2
N2
λ′
n∑
i=1
1
pi2i
cic
′
iλ = −
n
N2
C˜
′
piŜ
−1
C˜pi + 2
n
N
ê′C˜pi − n ê′ Ŝ ê· (56)
By substituting (55) and (56) into (54), we have that
`(m̂) + n log(n) =
n
N2
(κ− 1
2
)C˜
′
piŜ
−1
C˜pi − nκ
N
λ′C +
n
N
(1− κ)ê′C˜pi − n
2
ê′Ŝê−
n∑
i=1
ϕi· (57)
Note that equations (16), (20) and (22) imply that
|nN−2(κ− 1/2)C˜ ′piŜ
−1
C˜pi| = Op(1)· (58)
We have that
‖nN−1(1− κ)ê′C˜pi‖ ≤ nN−1|1− κ|‖ê‖‖C˜pi‖ = Op(n−µ),
as ‖ê‖ = op(n−1/2) and (16) and (22) hold.
We have that
‖n ê′ Ŝ ê‖ ≤ n‖Ŝ‖‖ê‖2 = op(1), (59)
as ‖ê‖ = op(n−1/2) and (19) holds.
As ϕi = Op(|vi|3), we have that∣∣∣∣∣
n∑
i=1
ϕi
∣∣∣∣∣ = Op(1)
n∑
i=1
|vi|3 ≤ n4κ3‖λ‖3 1
nN3
n∑
i=1
‖ci‖3
pi3i
= Op(n
−1/2) = op(1), (60)
using Lemma 1 and (21).
As (1+vi)
−1 = 1−vi+i, where i = Op(v2i ), the equation (38) implies that m̂ipii = κ(1−
vi)+κi. Hence
∑n
i=1 m̂ipii = κn−κ
∑n
i=1 vi+κ
∑n
i=1 i. As
∑n
i=1 m̂ipii = κn, we have that∑n
i=1 vi =
∑n
i=1 i. Using the last expression and (39), we have that nκN
−1λ′Ĉpi =
∑n
i=1 i
or equivalently
nκ
N
λ′C =
nκ
N
λ′(C − Ĉpi) +
n∑
i=1
i· (61)
We have that ∣∣∣∣∣
n∑
i=1
i
∣∣∣∣∣ = Op(1)
n∑
i=1
v2i ≤ Op(1)n3κ2‖λ‖2
1
N2n
n∑
i=1
‖ci‖2
pi2i
· (62)
Conditions (21), (22), Lemma 3 and (62) imply that |∑ni=1 i| = Op(n1−2ψ) = op(1), as
ψ > 1/2.
Using conditions (21), (22) and Lemma 3, we have that |nκN−1λ′(C−Ĉpi)| = Op(n1−2ψ) =
op(1). Furthermore, as
∑n
i=1 i = op(1), the equation (61) implies that
nκN−1λ′C = op(1)· (63)
Finally, (58), (57), (59), (60), (63) and κ− 1/2 = 1/2 + op(1) imply (30).
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Table 1. Observed coverage probabilities, lower and upper tail error rates, average lengths of the
95% confidence intervals. N = 800. The point estimator is the Horvitz and Thompson (1952)
estimator.
cor(yi, yˆi) n Type of confidence Coverage Lower tail Upper tail Average
intervals Probabilities error rates error rates Lengths
0.3 40 Empirical likelihood 93.8% 1.3%* 4.9%** 1455
Standard 91.4%** 0.4%** 8.2%** 1386
80 Empirical likelihood 94.6% 1.8% 3.6%* 1047
Standard 93.0%** 0.9%** 6.1%** 972
0.8 40 Empirical likelihood 93.9% 2.1% 4.0%** 448
Standard 92.9%** 1.2%** 5.9%** 425
80 Empirical likelihood 95.4% 1.5%* 3.1% 319
Standard 94.1% 1.1%** 4.8%** 294
Table 2. Observed coverage probabilities, lower and upper tail error rates, average lengths of the
95% confidence intervals. N = 150. The point estimator is the Horvitz and Thompson (1952)
estimator.
cor(yi, yˆi) n Type of confidence Coverage Lower tail Upper tail Average
intervals Probabilities error rates error rates Lengths
0.3 40 Empirical likelihood 92.2%** 2.2% 5.6%** 273
Standard 91.0%** 1.0%** 8.0%** 273
80 Empirical likelihood 94.3% 2.4% 3.3% 156
Standard 93.2%** 0.9%** 5.9%** 153
0.8 40 Empirical likelihood 93.3%* 2.1% 4.6%** 76
Standard 93.0%** 0.9%** 6.1%** 74
80 Empirical likelihood 94.9% 2.4% 2.7% 41
Standard 93.2%** 1.6% 5.2%** 40
Table 3. Observed coverage probabilities, lower and upper tail error rates of the 95% confidence
intervals. N = 150. Bias and MSE are respectively the bias and the mean square error of the
empirical likelihood and the regression estimators.
cor(yi, yˆi) n Type confidence Coverage Lower tail Upper tail Bias MSE
intervals Prob. error rates error rates
0.3 40 Emp. Likelihood 93.7% 2.6% 3.7%* 0.66 1579.5
Standard 91.9%** 1.9% 6.2%** 1.28 1603.0
80 Emp. Likelihood 94.5% 2.4% 3.1% 0.47 418.7
Standard 94.4% 1.4%* 4.2%** 0.78 430.8
0.51 40 Emp. Likelihood 92.8%** 3.7%* 3.5%* 2.30 1914.5
Standard 92.4%** 1.9% 5.7%** 2.34 1912.4
80 Emp. Likelihood 93.8% 2.8% 3.4% 0.73 442.3
Standard 93.5%* 1.4%* 5.1%** 1.23 462.3
