Introduction
A NY econometric equation representing a complex behavioral or technical relationship is, of necessity, an approximation of reality. As such, it is subject to errors in specification and structural change over time. This problem is well recognized by econometricians. Duesenberry and Klein (1965) Since econometricians are inevitably faced with structural change and errors in specification, they should use a technique which is robust rela-tive to such problems. The device most commonly used is to assume that the disturbances are subject to an autoregressive process. The autoregressive correction may frequently ameliorate the effects of misspecification and structural change, but it is doubtful whether such processes, except in rare instances, describe the true distribution of the disturbances. The economics literature seldom gives any justification for this scheme except that omitted variables may be subject to an autoregressive process or the structure of the model may be changing.5 We suspect the reasons for the widespread use of the autoregressive correction are that it is a simple hypothesis, explains serial correlation in the disturbances, and can be dealt with efficiently. The adaptive regression model considered in this paper is equally simple but more general, explains serial correlation, and can also be dealt with efficiently.6
In the next section the adaptive regression model is presented and the Bayesian estimators are developed. In section II the results of a Monte Carlo Study are presented. Two models are considered for which data are generated by eleven different schemes. The estimation and forecasting efficiency of adaptive regression, and ordinary least squares with and without the autoregressive correction are compared. Section III contains an analysis of the role of time trends in econometric relationships. In section IV the relative forecasting ability of the three estimation techniques is tested on real data. The three models suggested by Rosenberg (1968) has used stepwise composition to develop the computationally efficient Aitken estimates of a model subject to structural change over time. His procedure, however, requires that the true covariance matrix of the disturbances be known up to a constant scale factor. 'Adjusting the intercepts is an ad hoc method for keeping the model on track for ex ante forecasting. The intercepts are not assumed to change over the sample period which is always much longer than the forecasting period.
'The autoregressive correction assumes the error is subject to a first or second order autoregressive scheme. See Dhrymes (1969) for the maximum likelihood approach and Zellner and Tiao (1965) for the Bayesian development. The latter approach is used in this paper. 'In fact, if omitted variables are subject to an autoregressive process, the disturbances will, in general, be subject to a more complicated process. 6 A test with sufficient power to differentiate betweer these two models (or others which result in serial correlation) using sample sizes generally available to econometricians does not appear to exist. Further, if one did, its usefulness would be limited as neither structure is likely to be an exact representation of reality. That one structure is more likely on the basis of the data does not imply thai it will forecast better if, in fact, a third structure is generating the data.
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Friedman and Meiselman (1963) are considered. Section V summarizes the findings.
I An Adaptive Regression Model
The adaptive regression model considered here explicitly assumes that the equation may be subject to permanent structural change over time. The assumed structure is 
The maximum likelihood estimators of the adaptive regression model and their large sample properties were developed in (Cooley and Prescott, 1973) . In this paper we present the results of Bayesian estimation of the model. We assume the prior knowledge about the parameters ,B, o-and y can be represented by locally uniform and independent distributions: I 
This is a form of the multivariate student t distribution. Because the random parameter /80 is generated by a nonstationary process, it cannot be estimated consistently. It has been shown, however, that the estimates of y and cr2 are consistent and that the estimates of the random intercept and the slopes are asymptotically efficient. The concern of the present paper is to examine the performance of these estimators in small and moderate sized samples under realistic conditions. As Malinvaud (1966, p. 71) has pointed out, in the evaluation of estimators it is essential to study the sensitivity of their properties to changes in the assumptions of the model to which they are applied.
II Monte Carlo Tests The objective of the Monte Carlo analysis was to test the overall accuracy and robustness of the adaptive regression technique (ADR).
Since the adaptive regression model considered here assumes a more general form of serial correlation in the residuals it is of primary interest to examine whether applying the adaptive regression technique yields significant improvements over the more commonly used autoregressive correction. It is also of interest to see how adaptive regression performs in the face of specification errors. Three estimation techniques were used on each sample of test data. The accuracy and predictive efficiency of the ADR estimates were compared to estimates generated by ordinary least square (OLS) and to generalized least squares estimates generated under the assumption that the error terms were subject to a first order autoregressive process (AUTO); that is Ut --' N(put-1,o'2).
In order to provide a broad test for robustness, several different structures were used to generate the test data.
The first set of schemes used the adaptive regression model to generate the data. Different values for y were utilized; this varied the relative importance of permanent and transitory changes. In some situations this structure may be a close approximation of reality, but they are possibly few in number. Specification errors will not always result in intercept changes which are identically and independently distributed normal variates with mean 0 as the ADR model assumes. For this reason two other schemes with very different probability laws governing the intercept change were included to determine whether the results are sensitive to the assumptions concerning the intercept changes. One scheme had a small probability of a large change in the intercept in each period while the other had a constant change in the intercept every period. The latter situation would arise if a variable with a time trend had been omitted from the analysis. Specification errors, which necessarily arise because of the need to approximate, may cause shifts in the slope coefficients as well as the intercept. To determine whether this affects the results, a scheme with randomly changing slope parameters was included.
The final set of data generation schemes had no parameter change. In one, all the assumptions of conventional regression theory were satisfied. This model is a special case of the adaptive structure, obtained when y = 0. This permits us to analyze what is lost by making the more general assumption that there may be permanent as well as transitory disturbances. The remaining schemes had disturbances which 8 It should be noted that repeated inversion of Q, is not necessary. In Cooley and Prescott (1973) a transformation P is developed which does not depend upon the unknown parameters such that Py is normal with mean PX,8 and diagonal covariance matrix. This was important for without this transformation computation costs of adaptive regression would be excessive given current computer technology. were generated by first and second order autoregressive processes.9
The equations which generated the data had two explanatory variables When the slope parameters were subject to change, the values of P3L and 32 in period T + 1 were used. When there is no intercept change, and the disturbances are independent, the optimal forecast is Pt0 + 1XI, T+L + /32X2rT+1. To this put-l must be added for the first order autoregressive forecast errors."3 Entries in table 2 marked with a b indicates that the differences in forecasting efficiency between OLS and ADR were statistically significant; c indicates that the differences between AUTO and ADR were also significant.
Significant Findings
1) When intercept change is present, the mean squared forecasting error (MSFE) is dramatically lower for ADR. The MSFE was as low as one-fifth that of OLS and one-half that of AUTO. Similar improvements are made in estimation efficiency. The mean squared estimation errors (MSEE) are generally significantly lower for ADR.
2) It appears that the ADR results are not sensitive to errors in specifying the probability laws governing this intercept change. With the exception of the constant change in equation B, ADR yields substantially lower MSFE and MSEE than OLS or AUTO when this form of misspecification exists. The reason for the exception is noted in 7) below.
3) When there is no intercept change, and disturbances are independent, the loss involved in using ADR is quite small. This is a reflection of the fact that the ADR technique is quite accurate at estimating the true value of y. 4) Somewhat surprisingly, ADR performed as well or better than AUTO in terms of mean squared forecasting error when the disturbances were generated by a first order autoregressive process. These differences were not statistically significant, however, and ADR performed somewhat worse in terms of estimation efficiency. The converse, however, was not true. AUTO did not always perform as well as ADR when the adaptive scheme generated the data, and in two of the tests the differences were significant. 5) When the disturbances were generated by a second order autoregressive process, the results were slightly mixed. AUTO did marginally better than ADR for the larger samples and marginally worse for the smaller ones. Again, the differences were not significant. This, together with finding 4, indicates that ADR is a robust technique. 6) When the slope coefficients were subject to sequential change, ADR again performed remarkably well when the error was evaluated about the true value of the slope coefficients in period T + 1. Both the MSFE and MSEE are substantially smaller, indicating that ADR is robust in this situation as well.
7) A comparison of the estimation and forecasting results for equations A and B indicates that forecasting performance improves for both OLS and AUTO when an explanatory variable has a time trend. This is offset by an increase in the mean squared estimation error of 62, the coefficient of that variable. Apparently, the time trend variable serves as a proxy for the intercept change."4 When the intercept is subject to a constant change every period, the structure is equivalent to a constant intercept model with an omitted time trend. Thus, it is not surprising that OLS and AUTO forecast well in this situation since x2 is highly correlated with time. This explains the exception noted in 2) above. 8) A comparison of the results for equation A with 35 and 20 observations indicates that sample size had a decided impact on performance. The ADR estimates had lower MSFE and MSEE, both absolutely and relative to OLS and AUTO when more observations were available. When intercept change was present, however, OLS performed significantly better on the small sample than on the large one, despite the fact that the MSEE for /31 and 82 were sometimes significantly higher and selscheme and plUt-+ p2Ut-2 for the second order autoregressive scheme. The mean square errors of forecast differ from the mean square error about the conditional expectation by a constant; thus, drawing inference about MSFE about the conditional expectations rather than the actual realization is a valid procedure.
"3Correlated sampling was used in this study to obtain the maximum information for a given sample size. We tested whether the difference in square errors between ADR and each of the other techniques was greater or equal to zero using the sign tests. T tests were tried but because of the extreme observations the test was not appropriate even for 100 replications. Since the extreme observations were always in favor of ADR, namely large negative values, the median exceeds the mean making our test conservative. Summers (1965) uses such procedures.
Computer time constraints prevented us from increasing the sample size sufficiently so that a symptotic theory could be invoked and t tests used.
14 The detailed results revealed that the OLS estimates of 32 had t statistics that were two to five times those of the AD.R estimates. The referee pointed out this result could have been anticipated given Theil's theorem on impact of omitted variable (1957). dom significantly lower for the smaller sample. When there is no intercept change, the estimators show comparable improvements as the number of observations is increased.
9) The mean squared errors were principally the result of variance and not bias except for equation B with the constant change scheme. This is not surprising as, in all other cases, OLS provides unbiased forecasts and slope estimates. The nonlinear techniques AUTO and ADR had equally small bias, save for that one exception.
III Time Trend Analysis
Frequently in econometric analysis equations are estimated with a time variable included. Sometimes it is argued that a trend variable is necessary to delineate growth effects from the permanent relationship being measured. It is also argued that time variables may arise naturally when the equation being studied is the solution to a dynamic system. Usually, however, the only apparent justification for the inclusion of a time trend is that its t statistic is large in absolute value and there is some phenomenon in the system that is not accounted for by the other variables. We hypothesize that a significant time trend may be absorbing some of the effects of structural change. The purpose of the analysis reported here is to test the validity of this conjecture. The following two structures were used: When the data were generated with a time trend included, the t statistics of the time trend for OLS always exceeded 2. When the data were generated by the Adaptive Model, the t statistic of the time trend for OLS exceeded 2 in 21 out of 25 trials and exceeded 5 in 14 out of 21 trials. OLS was clearly unable to differentiate between the two models. The AUTO and ADR techniques are more successful in differentiating between the two models. With ADR, however, the value of the t statistics were far smaller and do not give the researcher a false sense of confidence in his estimates. The AUTO method falls somewhere between ADR and OLS.
In terms of estimating and forecasting efficiency, correct specification is crucial with OLS but not very important with ADR. Table 4 reveals that the MSFE increased only from 7.3 to 9.3 for the ADR estimates when time was incorrectly excluded while, with OLS, the MSFE increased from 4.4 to 56.9. XVhen the adaptive model generated the data, the incorrect inclusion of time increased the MSFE from 12.9 to 17.8 for ADR and reduced it from 94.0 to 57.3 for OLS. Entries marked b indicate that the forecasting difference between ADR and both OLS and AUTO are statistically significant. Thus, when intercept variation is present, the performance of OLS is substantially improved if a time variable is arbitrarily included in the equation and, the time variable will most likely appear significant. 
V Summary and Conclusions
Problems of structural change and misspecification, common in empirical research, are difficult, if not impossible, to deal with directly. The adaptive regression model, which assumes explicitly that the equation may be subject to permanent structural change over time, appears to be a valuable technique for dealing with such problems. Monte Carlo tests indicate that in terms of both forecasting and estimation efficiency adaptive regression is superior to ordinary least squares (with and without the autoregressive correction) when equations are subject to change over time. Adaptive regression is also remarkably robust when disturbances are generated by an autoregressive process. When the possibility of structural change over time is acknowledged, the significance of time trends in economic relations is questionable. Adaptive regression performs well even when time trends are incorrectly omitted. In summary, the tests reported " Friedman and Meiselman's definitions were used.
Whether they are the appropriate or best definitions, we have no comment. in this paper indicate that because of its more general specification and robustness adaptive regression is a desirable alternative to conventional techniques.
