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Abstract. We consider binomial series
∑∞
n=0 anz
n, where zn = z(z−1) · · · (z−
n+1) in the complex plane. The order of growth can be obtained for some en-
tire functions represented by binomial series. Integrability by binomial series
is concerned for difference equations. Examples are given. As an applica-
tion, we construct a difference Riccati equation possessing a transcendental
meromorphic solution of order 1/2.
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1 Introduction
Integrability of discrete functional equations in complex domains has been
actively discussed by several detectors, see e.g., [1], [7], [8], [9]. Once a can-
didate of integrable discrete equation is chosen by a detector for necessary
condition of existence of solutions, it is required to construct a rigorous solu-
tion, and investigate its analytic and geometric properties. Wiman–Valiron
theory and binomial series are one of the invaluable tools for difference equa-
tions, see e.g., [5], [14].
In this paper, we consider a formal solution of a difference equation writ-
ten by binomial series. Further, we discuss conditions of convergence of these
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formal solutions to find a sufficient condition for meromorphic solutions, and
investigate the order of growth of them.
For a function f , we denote by ∆f(z) = f(z + 1) − f(z) the difference
operator. Let n be a nonnegative integer. Define ∆nf(z) = ∆(∆n−1f(z))
for n ≥ 1, and write ∆0f = f . Let k be a positive integer. We consider a
difference equation
(1.1) Ξ(z, y,∆y, . . . ,∆ky) = 0,
where Ξ(x, x0, x1, . . . , xk) is a polynomial in x, x0, x1, . . . , xk. Define z
0 = 1
and
(1.2) zn = z(z − 1) · · · (z − n+ 1) = n!
(
z
n
)
for n ≥ 1. By definition, we have
(1.3) ∆zn = (z + 1)n − zn = nzn−1
which corresponds to (zn)′ = nzn−1 in the differential calculus, see e.g., [14].
The equality (1.3) also can be derived from the Pascal triangle rule(
z + 1
n
)
=
(
z
n− 1
)
+
(
z
n
)
.
Consider the formal series of the form
(1.4) Y (z) =
∞∑
n=0
anz
n, an ∈ C, n = 0, 1, 2 . . . .
We call the right hand side of (1.4) binomial series. It is a question that
under what conditions the formal series (1.4) determined by the difference
equation (1.1) converges. For a fixed z, if
∑∞
n=0 |an||zn| converges, we call
Y (z) absolutely converges at z.
Remark 1.1 Let pi be a periodic function with period 1. Clearly, for any
function f , we have ∆(pi(z)f(z)) = pi(z)∆f(z). We proceed to show that
zn is linearly independent over periodic function field, that is, if n1, . . . , nm,
m ≥ 2 are distinct and satisfy
(1.5) pi1z
n1 + pi2z
n2 + · · ·+ pimzn2 = 0,
2
where pij (1 ≤ j ≤ m) are periodic function of period 1, then pi1 = pi2 =
· · · = pim = 0. The proof heavily depends on (1.3). Let us assume that
n1 < n2 < · · · < nm, it yields that by (1.5)
n1pi1z
n1−1 + n2pi2zn2−1 + · · ·+ nmpimznm−1 = 0.
We continue this way nm times. Then we have (nm)!pim = 0, which implies
pim = 0. Similarly, we have pi1 = · · · = pim = 0.
We call a function f(z + n) an n-th shift of f(z) for n ∈ N, in particular,
we call f(z + 1) a shift of f(z) simply for n = 1. We have relations between
higher order differences and higher order shifts
(1.6) ∆nf(z) =
n∑
j=0
(
n
j
)
(−1)n−jf(z + j),
and
(1.7) f(z + n) =
n∑
j=0
(
n
j
)
∆jf(z).
By means of (1.6), it is possible that we write (1.1) using shifts of y as
(1.8) Ξ˜(z, y(z), y(z + 1), . . . , y(z + k)) = 0,
where Ξ(x, x0, x1, . . . , xk) is a polynomial in x, x0, x1, . . . , xk. Conversely, by
(1.7), the equation (1.8) can be written in the form (1.1).
We give a result for convergence of formal solutions of (1.1) in Section 3,
and in Section 2 we show some preliminary lemmas for the proof of it. In
Section 4, we give examples of formal solutions of some linear difference
equations with binomial series and discuss the convergence of them. Section 5
devotes to the observations order of growth of linear difference equations
with polynomial coefficients and a difference Riccati equation with a rational
function as coefficient by means of Nevanlinna theory.
2 Preliminaries
First, we recall properties of Gamma function and factorial (or binomial)
series, see e.g., [14], [18]. Let {φn} and {ψn} be positive sequences. We write
φn ∼ ψn if φn = O(ψn) and ψn = O(φn) as n→∞, simultaneously.
3
Lemma 2.1 For any given z ∈ C \ N, we have
(2.1) |zn| ∼ n!
n1+<z
, as n→∞.
Proof It is known that for any z ∈ C \ N
(2.2) Γ(z) = lim
n→∞
(n− 1)! nz
z(z + 1) · · · (z + n− 1) ,
see e.g., [18, Page 237]. Putting −z in place of z in (2.2), we obtain
zn = (−1)n(−z)(−z + 1) · · · (−z + n− 1)(2.3)
=
(−1)n(n− 1)!n−z
Γ(−z) (1 + o(1)) =
(−1)nn!
Γ(−z)n1+z (1 + o(1)),
as n→∞. Since Γ(z) has no zeros in C, we obtain (2.1) by (2.3). 
Lemma 2.2 Let Y (z) be a formal series given by (1.4). Then
zY (z) =
∞∑
n=1
(nan + an−1)zn, z∆Y (z) =
∞∑
n=1
n ((n+ 1)an+1 + an) z
n
and z∆2Y (z) =
∞∑
n=1
n(n+ 1) ((n+ 2)an+2 + an+1) z
n.
Proof Using (1.4) and (1.3), we have
(z + 1)Y (z) =
∞∑
n=0
an(z + 1)
n+1 =
∞∑
n=1
an−1(z + 1)n =
∞∑
n=1
an−1(∆zn + zn)
=
∞∑
n=1
an−1(nzn−1 + zn).
This gives
zY (z) = (z + 1)Y (z)− Y (z) =
∞∑
n=1
an−1(nzn−1 + zn)−
∞∑
n=0
anz
n
=
∞∑
n=1
nan−1zn−1 +
∞∑
n=1
(an−1 − an)zn − a0
=
∞∑
n=1
(n+ 1)anz
n +
∞∑
n=1
(an−1 − an)zn,
4
the assertion the first equality in Lemma 2.2 follows. Similarly, we obtain
the second and the third equalities in Lemma 2.2, respectively 
Remark 2.1 For any positive integer k, we have
z∆kY (z) =
∞∑
n=1
n(n+ 1) · · · (n+ k − 1) ((n+ k)an+k + an+k−1) zn.
The first equality in Lemma 2.2 implies that zkY (z) can be represented in
the form
∑
n=k bkz
k for given integer n recursively. For example,
(2.4) z2Y (z) = (a0 + a1)z +
∞∑
n=2
(
n2an + (2n− 1)an−1 + an−2
)
zn.
In order to prove (2.4), we need following equation
zzn = (z − n+ n)zn = zn+1 + nzn.
Thus, it yields
z2zn = z
(
zn+1 + nzn
)
= zn+2 + (2n+ 1)zn+1 + n2zn.
Then, we have
z2Y (z) = z2
∞∑
n=0
anz
n =
∞∑
n=0
an
(
zn+2 + (2n+ 1)zn+1 + n2zn
)
= (a0 + a1)z +
∞∑
n=2
(
n2an + (2n− 1)an−1 + an−2
)
zn.
Lemma 2.3 Let n ≥ 2 be an integer, and zn be a monomial defined by
(1.2).
(i) Write
(2.5) zn = zn +
n−1∑
j=1
ηj,n z
j,
5
and ηn,n = 1 and η0,n = 0. Then
(2.6) ηj,n+1 = ηj−1,n − n ηj,n, 1 ≤ j ≤ n.
Further, we have
(2.7) |ηj,n| ≤
(
(n− 1)!
(j − 1)!
)2
1
(n− j)! , 1 ≤ j ≤ n.
(ii) Write
(2.8) zn = zn +
n−1∑
k=1
η˜j,n z
k,
and η˜n,n = 1 and η˜0,n = 0. Then
(2.9) η˜k,n+1 = η˜k−1,n + kη˜k,n, 1 ≤ k ≤ n.
Further, we have
(2.10) |η˜k,n| ≤
(
(n− 1)!
(k − 1)!
)2
1
(n− k)! , 1 ≤ k ≤ n.
The coefficients ηj,n in (2.5) and η˜j,n in (2.8) are called the first kind and the
second kind of Stirling numbers for falling binomial coefficients zn, respec-
tively. The formulas (2.6) and (2.9) are known as the Pascal rule for Stirling
numbers, see e.g., [2, Chap. 1], [19].
Proof (i) We give the proof for (2.7). Clearly, (2.7) holds for n = 2 and
1 ≤ j ≤ 2. Assume that (2.7) holds for n and all 1 ≤ j ≤ n. By means of
(2.6), we have
|ηj,n+1| ≤ |ηj−1,n|+ n|ηj,n|
≤
(
(n− 1)!
(j − 2)!
)2
1
(n− j + 1)! + n
(
(n− 1)!
(j − 1)!
)2
1
(n− j)!
≤
(
n!
(j − 1)!
)2
1
(n− j + 1)!
(
(j − 1)2 + n(n− j + 1)
n2
)
.
6
Combining this and (j − 1)2 + n(n− j + 1)− n2 = (j − 1)(j − (n+ 1)) ≤ 0,
we obtain (2.7) for the case n + 1 and all 1 ≤ j ≤ n + 1. We have thus
proved (i).
(ii) We give the proof for (2.10). Clearly, (2.10) holds for n = 2 and 1 ≤ k ≤
2. Assume that (2.10) holds for n and all 1 ≤ k ≤ n. By means of (2.9), we
have
|η˜k,n+1| ≤ |η˜k−1,n|+ k|η˜k,n| ≤ |η˜k−1,n|+ n|η˜k,n|
≤
(
(n− 1)!
(k − 2)!
)2
1
(n− k + 1)! + n
(
(n− 1)!
(k − 1)!
)2
1
(n− k)!
≤
(
n!
(k − 1)!
)2
1
(n− k + 1)!
(
(k − 1)2 + n(n− k + 1)
n2
)
.
Combining this and (k− 1)2 + n(n− k + 1)− n2 = (k− 1)(k− (n+ 1)) ≤ 0,
we obtain (2.10) for the case n + 1 and all 1 ≤ k ≤ n + 1. We have thus
proved Lemma 2.3. 
3 Convergence of formal series
Let {αn} be a sequence. We define a quantity concerning {αn} as
(3.1) χ({αn}) = lim sup
n→∞
n log n
− log |αn| .
If an entire function w(t) is represented by a Taylor series w(t) =
∑∞
n=0 αnt
n,
then Lindelo¨f–Pringsheim theorem states that the order of growth σ(w) co-
incides with χ({αn}), see e.g., [15, Page 24].
We refer the Stirling formula
(3.2) n! ∼ nn
√
2pin
en
, as n→∞,
which is useful to estimate asymptotic behavior of {an} in (1.4), see e.g., [18,
Page 253].
Theorem 3.1 Suppose that χ({an}) < 1. Then the formal series Y (z) given
by (1.4) converges to y(z) uniformly on every compact subset in C. Moreover,
we have, σ(y) = χ({an}).
7
Proof First we show σ(y) ≤ χ({an}). By (3.1) for any ε > 0, we have
n log n
− log |an| ≤ χ({an}) + ε,
for n sufficiently large. We choose ε small enough to satisfy χ({an}) + ε < 1.
For the convenience, we set γ = 1/(χ({an}) + ε) > 1. Then it holds |an| <
n−γn for n sufficiently large. By definition, zn vanishes for large n if z is
a positive integer, which implies that Y (z) converges. In what follows, we
assume that z is not a positive integer. By means of Lemma 2.1 and (3.2),
we have
(3.3) |an||zn| ≤ n−γn n!
n1+<z
∼
√
2pin
en
1
n1+<z
n(1−γ)n.
Applying d’Alembert’s ratio test, see e.g., [18, Page 22], to the right hand
side of (3.3), we see that Y (z) converges to an entire function y(z) uniformly
on every compact subset in C.
We write
(3.4) y(z) =
∞∑
n=0
bnz
n, bn ∈ C, n = 0, 1, 2 . . . .
By (1.4) and (2.5), we have
(3.5) y(z) =
∞∑
n=0
anz
n =
∞∑
n=0
an
(
n∑
j=0
ηj,nz
j
)
=
∞∑
n=0
( ∞∑
k=n
akηn,k
)
zn,
where ηn,n = 1, ηn,0 = 0. It follows from (3.4) and (3.5), bn =
∑∞
k=n akηn,k.
By means of Lemma 2.3 (i) and (3.2), we have
|bn| ≤
∞∑
k=n
|ak||ηn,k| ≤ K1
∞∑
k=n
k−γk
(
(k − 1)!
(n− 1)!
)2
1
(k − n)!
≤ K2 n
2
(n!)2
∞∑
k=n
k−γk
(k!)2
k2
1
(k − n)!
≤ K3 n
2
(n!)2
∞∑
k=n
k−γk
1
k2
(
k2kk
e2k
)(
k−kek
kn√
k
)
≤ K3 n
2
(n!)2
∞∑
k=n
k(1−γ)k
kn
k
√
kek
,
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where K1, K2 and K3 are positive constants. Since γ > 1 and k
n/ek decreases
for k ≥ n, we have
|bn| ≤ K4 n
2
(n!)2
∞∑
k=n
n(1−γ)k
nn
en
≤ K5 n
2
(n!)2
n(1−γ)n
nn
en
,
where K4 and K5 are positive constants. Using (3.2) again, we obtain
(3.6) |bn| ≤ K6n2
(
en
nn
√
n
)2
n(1−γ)n
nn
en
≤ K6ne
n
nγn
.
By Lindelo¨f–Pringsheim theorem and (3.6), we obtain σ(y) ≤ χ({an}).
Secondly we show χ({an}) ≤ σ(y). Using Lindelo¨f–Pringsheim theorem,
we obtain |bn| < n−γn for n sufficiently large, where γ = 1/(σ(y) + ε) > 1, if
we choose ε small enough. Therefore, it follows
y(z) =
∞∑
n=0
bnz
n =
∞∑
n=0
bn
(
n∑
k=0
η˜k,nz
k
)
=
∞∑
n=0
( ∞∑
k=n
bkη˜n,k
)
zn,
where η˜n,n = 1, η˜n,0 = 0. It follows that an =
∑∞
k=n bkη˜n,k. By the same
discussion above with Lemma 2.3 (ii), we have
|an| ≤
∞∑
k=n
|bk||η˜n,k| ≤ Kne
n
nγn
,
for some constant K > 0. By Lindelo¨f–Pringsheim theorem, we obtain
χ({an}) ≤ σ(y). Thus, Theorem 3.1 is proved. 
Corollary 3.1 Let k ≥ 1 be an integer and R(z, y1, . . . , yk) be a rational
function in z and y1, . . . , yk. Suppose that the difference equation
(3.7) y(z) = R(z, y(z + 1), . . . , y(z + k))
has a formal solution Y (z) of the form (1.4) with χ({an}) ≤ 1. Then (3.7)
possesses a meromorphic solution.
Proof If χ({an}) < 1, then by Theorem 3.1 the formal series Y (z) given by
(1.4) converges to y(z) uniformly on every compact subset in C. We consider
the case χ({an}) = 1 below. By means of Lemma 2.1, Y (z) converges at least
in the right half complex plane. This solution can be analytically continued
whole complex plane by using (3.7). 
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4 Examples
Example 4.1 Let λ 6= 0, −1 be a constant. Consider a difference equation
(4.1) ∆y(z) = λy(z).
We see that a formal solution of (4.1) is decided by (n + 1)an+1 = λan.
This gives that an = a0
λn
n!
with an arbitrary constant a0. Using (3.1), we
compute χ({λn
n!
}) = 1. By means of Corollary 3.1, we see that (4.1) has a
meromorphic solution. In fact, Y (z) = a0
∑∞
n=0
λn
n!
zn converges to a0(1 + λ)
z
at least in the right half complex plane. This solution can be analytically
continued whole complex plane by using (4.1).
Example 4.2 Consider a difference equation
(4.2) ∆y(z) = (z − 1)y(z).
We consider the formal solution of (4.2) of the form (1.4). By (4.2) and
Lemma 2.2, we have
∞∑
n=1
(n+ 1)an+1z
n =
∞∑
n=1
(nan + an−1)zn −
∞∑
n=0
anz
n,
which gives a1 + a0 = 0 and An+1 = An, where An = nan + an−1, n ≥ 1.
This gives that an = a0
(−1)n
n!
with an arbitrary constant a0. Using (3.1),
we compute χ({ (−1)n
n!
}) = 1. By means of Corollary 3.1, we see that (4.2)
has a meromorphic solution. In fact, Y (z) = a0
∑∞
n=0
(−1)n
n!
zn converges to
a0Γ(z) in the right half complex plane. This solution can be meromorphically
continued whole complex plane by using (4.2). We also see that this solution
admits simple poles at 0,−1,−2,−3, . . . by (4.2).
Example 4.3 Consider a difference equation of second order
(4.3) (4z + 6)∆2y(z) + 3∆y(z) + y(z) = 0.
We consider a formal solution to (4.3). Using (1.3) and Lemma 2.2, we have
4
∞∑
n=1
n(n+ 1)((n+ 2)an+2 + an+1)z
n + 6
∞∑
n=0
(n+ 1)(n+ 2)an+2z
n
+ 3
∞∑
n=0
(n+ 1)an+1z
n +
∞∑
n=0
anz
n = 0,
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which implies
2(n+ 2)(n+ 1)(2n+ 3)an+2 + (n+ 1)(4n+ 3)an+1 + an = 0, n ≥ 0.
Setting An = 2(n+ 1)(2n+ 1)an+1 + an, n ≥ 0, we have
(4.4) (n+ 1)An+1 + An = 0, n ≥ 0.
Further, setting 2a1 + a0 = 0, we obtain A0 = 0, and hence by (4.4), An = 0,
n ≥ 0, namely
(4.5) 2a1 + a0 = 0, 2(n+ 1)(2n+ 1)an+1 + an = 0, n ≥ 0.
We consider the convergence of the formal series (1.4) with the coefficients
an = (−1)n/(2n)!, n ≥ 0. We compute the quantity χ({an}) using (3.1) and
(3.2),
χ({αn}) = lim sup
n→∞
n log n
log |(2n)!| =
1
2
,
which concludes that the formal series (1.4) given by (4.5) converges uni-
formly on every compact subset in C by Theorem 3.1.
5 Growth of solutions of difference equations
In this section, we consider the order of growth of solutions of difference
equations. First we recall a result of linear difference equations of the form
(5.1) ap(z)∆
py(z) + · · ·+ a1(z)∆y(z) + a0(z)y(z) = 0,
where aj(z) =
∑Aj
k=0 a
(j)
k z
k, Aj = deg aj(z) and ap(z) 6≡ 0. Write Nj =
{(x, y) ; x ≥ j, y ≤ Ap−j − (p− j)} for 0 ≤ j ≤ p. The Newton polygon for
(5.1) is defined as the convex hull of N = ∪pj=0Nj. The order of growth of
entire solutions has been investigated in connection with Newton polygon.
Theorem 5.1 below was showed under the condition σ(y) < 1/2 in [14, The-
orem 1.1]. Chiang and Feng improved the condition on the order of growth
using the different method.
Theorem 5.1 [5, Theorem 4] Let y be an entire solution of order of growth
σ(y) < 1. Then the order of growth σ(y) is a rational number which can be
11
determined from a gradient of the corresponding Newton polygon of (5.1). In
particular,
(5.2) logM(r, y) = Lrσ(y)(1 + o(1)),
where L > 0 and M(r, y) = max|z|=r |y(z)|.
Remark 5.1 We observed the linear difference equation (4.3) in Exam-
ple 4.3. We showed that formal solution Y (z) of (4.3) of the form (1.4)
converges to an entire solution y(z) in the complex plane, and the growth
order σ(y) is at most 1/2. Illustrating the Newton polygon of (4.3), we see
that only 1/2 is the possible gradient. This implies that σ(y) = 1/2 by
Theorem 5.1.
In what follows, we discuss the order of growth of solutions to difference
Riccati equation
(5.3) f(z + 1) =
f(z) + A(z)
1− f(z) ,
where A(z) is a rational function. It is showed [12, Theorem 3.1] that there
is no transcendental meromorphic solution to (5.3) of order less than 1/2, if
(5.3) possesses a rational solution. Chen and Shon proved [3, Theorem 1.1]
that if (5.3) possesses a rational solution, then every transcendental mero-
morphic solution to (5.3) is of order of growth at least 1. In [12, Example 3.1],
an example of difference Riccati equation of the form (5.3) that possesses a
rational solution and transcendental meromorphic solutions of order at least
1 was constructed. However, a question which asks does there exist a tran-
scendental meromorphic solution f to (5.3) of order 0 ≤ σ(f) < 1 is generally
open. We construct an example of transcendental meromorphic function of
order 1/2 satisfying a difference Riccati equation. We need a lemma below.
Lemma 5.1 Let a 6= 0, b, c be complex constants. Suppose that a linear
difference equation
(5.4) (az + b)∆2y(z) + c∆y(z) + y(z) = 0
possesses a transcendental entire solution y of order σ(y) < 1. Then
(5.5) f(z) =
2(az − a+ b)
2az − 2a+ 2b− c
(
−∆y(z)
y(z)
)
+
c
2az − 2a+ 2b− c
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satisfies a difference Riccati equation of the form (5.3) with
(5.6) A(z) =
4az − 4a+ 4b+ 2ac− c2
(2az + 2b− c)(2az + 2b− 2a− c)
and σ(f) = 1/2.
Proof We adopt the method of transformation in [13, Page 111]. Set g(z) =
−∆y(z)/y(z). Then we have ∆2y = −y(z)∆g(z) + g(z + 1)g(z)y(z). Using
these formulas and (5.4), we see that g(z) satisfies
(5.7) g(z + 1) =
1 + (az + b− c)g(z)
az + b− (az + b)g(z) .
We define f(z) by (5.5). It follows from (5.5) and (5.7), we obtain (5.3)
with (5.6). By the Valiron–Mohon’ko theorem, we have T (r, f) = T (r, g) +
O(log r), as r → ∞, see e.g., [16], [17, Theorem 2.2.5]. We have T (r, g) ≤
T (r, y) + T (r, y) +O(1), as r →∞, where y(z) = y(z + 1). Since we assume
that σ(y) < 1, we have T (r, y) = T (r, y)(1 + o(1)), as r →∞, r 6∈ E, where
E ⊂ R is a set of finite logarithmic measure, see, e.g., [4, Theorem 2.1], [10,
Theorem 8.1]. Further, by Theorem 5.1 and the arguments in [11, Pages 259–
261], [14, Remark 1.2], T (r, y) = T (r, y)(1 + o(1)) holds for all r sufficiently
large, and hence, we obtain σ(f) = σ(g) ≤ σ(y) = 1/2. By [6, Theorem 4.2],
we have σ(y) = λ(y), where λ(y) is the exponential convergence for zero
sequence of y. We assert that the number of zeros z of y such that y(z) =
y(z + 1) = 0 is finite. If we assume the contrary, there exists z0 satisfying
y(z0 + j) = 0 for all j ≥ 1 by (5.4), which implies that σ(y) ≥ λ(y) ≥ 1,
a contradiction. This gives that 1/2 = λ(y) = λ(1/f) ≤ σ(f). Hence we
obtain that σ(f) = 1/2. 
Proposition 5.1 There exists a transcendental meromorphic function f of
order σ(f) = 1/2 satisfying a difference Riccati equation of the form (5.3).
Proof As observed in Example 4.3 and Remark 5.1 that the second order
difference equation (4.3) possesses an entire solution of order 1/2. By means
of Lemma 5.1, a difference Riccati equation (5.3) with
A(z) =
16z + 23
64z2 + 80z + 9
has a transcendental meromorphic solution of order 1/2. 
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