We use geometrical arguments based on grain boundary symmetries to introduce crystalline interfacial energies for interfaces in polycrystalline thin films with a cubic lattice. These crystalline energies are incorporated into a multi-phase field model. Our aim is to apply the multi-phase field method to describe the evolution of faceted grain boundary triple junctions in epitaxially growing microstructures. In particular, we are interested in symmetry properties of triple junctions in tricrystalline thin films. Symmetries of triple junctions in tricrystalline films have been studied in experiments by Dahmen and Thangaraj 6,25 . In accordance with their experiments, we find in numerical simulations that any two neighbouring triple junctions belong to different symmetry classes. We introduce a local equilibrium condition at triple junctions which can be interpreted as a crystalline version of Young's law. The local equilibrium condition at triple junctions is purely determined by the grain boundary energies. In particular no triple junction energies are necessary to explain which triple junctions are possible. All triple junctions observed in the experiments as well as in the simulations fulfil the crystalline version of Young's law. Our approach is also capable to describe grain boundary motion in general polycrystalline thin films.
Introduction
The issue of this paper is to study the motion of grain boundaries and triple junctions in tricrystalline thin films. Our study was motivated by experimental observations by Dahmen and Thangaraj 6, 25 who examined the evolution of thin aluminum films on a silicon substrate. In their experiments, the authors studied the symmetry properties in heteroepitaxial thin film growth of a cubic tricrystalline aluminum grain structure with three orientational variants. The variants were rotated about a common <001> by 30
• with respect to each other. One of their results with two adjacent triple junctions is shown in Figure 1 . We remark that at the time when the micrographs shown in Figure 1 was taken the film was not fully equilibrated 5 . In particular, the position of the grain boundaries was still changing in time.
The top and bottom grain in Figure 1 have the same crystallographic orientation. Such thin films of aluminum are formed by deposition on a single crystal silicon substrate 6 . Cahn and Kalonji 3 emphasize that neighbouring triple junctions must belong to different symmetry classes. This property is observed in experiments. For example in Figure 1 the upper triple junction fulfils a highly symmetric angle condition of three 120
• angles. In this more symmetric class, the angles between the cube axes across the grain boundaries are 30
• and 120
• (see Figure 8 ). At the lower triple junction, the three grains are arrayed in a different way while their crystallographic orientations remain the same. A less symmetric angle configuration of one 150
• and two 105
• angles at the lower triple junction is observed. In this less symmetric class, the angles between the cube axes are 60
• and 150
• (see Figure 8 ).
Figure 1: Symmetry of two adjacent grain boundary triple junctions in a tricrystalline thin film sample of aluminum, observed by Thangaraj and Dahmen 24 .The grains have a cubic microstructure and are rotated by 30
• about a common < 001 > from each other.
We use arguments of grain boundary symmetries to specify expressions for crystalline interfacial energy anisotropy. The symmetry discussion shows that an eightfold anisotropy is a suitable choice to model grain configurations such as those appearing in the evolution of tricrystalline thin aluminum films. At triple junctions a local equilibrium condition which is a version of Young's law appropriate for crystalline interfacial energies has to hold. It can be shown that the experimentally observed triple junctions all satisfy this local equilibrium condition. We will demonstrate that if two triple junctions belong to the same symmetry class one of them would not satisfy the crystalline version of Young's law. Roughly speaking this follows from the the fact that orientations of some of the facets would not be preferred orientations for the proposed interfacial energies.
We then introduce a crystalline phase field model to describe the motion of grain boundaries. The multi-phase field model used is based on an approach by Steinbach et al. 20 , which has been extended 9,10,11 to include effects of anisotropic time relaxation as well as of interfacial energy anisotropy. It was shown 9 by formal asymptotic expansions that the diffuse anisotropic multi-phase field system relates to a sharp interface model in the limiting case, when a parameter related to the thickness of the interface tends to zero. In particular, a derivation of the anisotropic mean curvature flow at interfaces and of the anisotropic force balance condition at triple junctions, known as Young's law, with additional shear forces due to interfacial energy anisotropy, was given. In related work 18 , generalized Cahn-Hoffman ξ-vectors and a stress tensor for the multi-phase field model were introduced to recover the sharp interface equations in the asymptotic limit. These investigations ensure the reliability of the phase field model by recovering classical physical laws in the sharp interface limit and, hence, justify to apply the model to complicated solidification phenomena and grain growth phenomena. In simulations of isotropic phase systems 10 the evolution of interfaces, triple and quadruple junctions was carefully examined and confirmed the predictions of the formal asymptotic analysis. After these developments, the multi-phase field methodology was further generalized 11 to model crystalline interfacial energy anisotropy. Numerical simulations of both, smooth and crystalline anisotropic phase systems 11 demonstrated that the multiphase field model is able to describe the influence of shear forces due to anisotropy effects on the adjustment of interfaces and junctions.
There are several applications of the extended multi-phase field model: one way is to model and simulate phase transitions in real multi-phase alloy systems. In particular, peritectic and eutectic solidification processes have been studied
19 . Another application is to use the model to study growth phenomena in polycrystalline microstructures. This is the intention of this paper for the case of polycrystalline thin films.
The present paper is structured as follows: In Section 2, we discuss the energy and symmetry of grain boundaries in order to derive expressions for the interfacial energies of grain boundaries. These anisotropic grain boundaries are crystalline leading to a polygonial Wulff region. Then we show that the angles observed in experiments fulfil a crystalline version of Young's law. Using the expressions for crystalline energy anisotropy, we formulate the multi-phase field model in Section 3. This model is used for an application to heteroepitaxial growth in aluminum thin films in Section 4. We present numerical simulations of the evolution of tricrystalline microstructures. The simulations illustrate the symmetry properties of adjacent triple junctions and demonstrate that this kind of phenomenon can well be described with a multi-phase field model. We also compare solutions obtained by numerical simulations to explicit solutions of a related sharp interface model. Finally we draw some conclusions.
Crystalline Interfacial Energies and Young's Law
In this section we introduce an anisotropic grain boundary energy which specific form is derived by using grain boundary symmetries (see also Cahn and Kalonji 3 ). In Section 3, this choice will be incorporated into the formulation of the multiphase field model. We consider a cubic microstructure of an aluminum thin film on a silicon substrate. We focus on a tricrystalline grain formation with three allowed orientational variants. The variants are rotated about the common <001 > by 30
• with respect to each other. At triple junctions an anisotropic version of Young's force balance law has to hold.
To illustrate the crystallographic symmetry and topological properties of tricrystalline thin aluminum films that have been obtained by heteroepitaxial growth on a single silicon crystal substrate, we first discuss the symmetry characteristics of a faceted grain boundary between two orientational variants. The symmetry of the • to each other.
grain structure depends on the crystallographic symmetries and on the relation between the different orientations. The two superimposed cubes in Figure 2 indicate two grains with a relative rotation of 30
• between their crystallographic orientation. The eight symmetry/mirror axes are marked by solid lines. The symmetry/mirror axes are preferred directions for grain boundaries to be formed, because in these directions the boundaries are in states of minimal energy. This can be explained using the criterion of symmetry dictated-extrema 3, 4, 6, 16 . In the schematic drawing in Figure 3 , we show the location of the grain boundaries along the symmetry axes for the situation in which one grain lies in a matrix of a second grain with another orientation. The facets shown in Figure 3 all lie in directions of minimal interfacial energy. We intend to formulate a convex and crystalline interfacial energy which Wulff region has the shape of the grain in Figure 3 . Therefore, we construct an interfacial energy with a typical cusp-like structure at the eight preferred directions. At these points, the interfacial energy is non-differentiable. In particular, we choose for the interfacial energy the formulâ
where θ is the angle between the normal at the interface and the x 1 -axis. This expression is symmetrically continued by reflection for all eight facets as displayed in Figure 4 . This choice of interfacial energy leads to a regular octagonal Wulff region and hence to an octagonal shape of the grain. Other choices of interfacial energies leading to the same octagonal Wulff region are possible, as long as they have the symmetries with respect to the mirror axes shown in Figure 2 . The quantityσ can also be understood as a function defined for the normals ν = (cos θ, sin θ). We extend this function to all of IR 2 by σ(r cos θ, r sin θ) = rσ(θ), for θ ∈ [0, 2π) and r > 0 which leads to a function which is homogeneous of degree one (see Hoffman and Cahn 15 ).
So far, we defined the interfacial energy of a grain boundary between two specific cubic orientational variants. We now extend the previous considerations to describe a tricrystalline microstructure with three orientational variants rotated by 30
• with respect to each other. In this situation, we need to distinguish which pair of grains participate in forming a specific grain boundary. Three combinations of such grain pairs are possible. In our formulation the interfacial energiesσ ik between grains i and k are realized byσ
where θ is the angle of the boundary facet between the grains labelled i and k. The angle α ik is the relative orientation of the facets between the grains i and k with respect to the x 1 -axis. For the case of the tricrystal considered by Thangaraj and Dahmen 25 , the α ik have to realize 0, 30 • , −30
• rotations. As pointed out above, each of the three possible pairwise combinations of grains has eight symmetry axes and hence, eight preferred directions for its facets. The amount of possible symmetry axes and directions of facets in the tricrystal adds up to twenty-four as illustrated in Figure 5 .
The interfacial energiesσ ik are crystalline in the sense of Gurtin 13 . In particular, the Frank diagram ofσ ik is already polygonial. For such energies a crystalline motion law for faceted grain boundaries can be formulated (see Angenent and Gurtin 1 and Taylor 21 ). We now study the local equilibrium condition at a triple junction separating three grains of different orientation. The balance law for the forces at triple junctions can be derived by pinning the boundaries at points away from the triple junction. Then one allows the triple point to move, by holding the boundary points fixed, and the configuration with the least energy is a stable configuration. A variational analysis then gives Euler-Lagrange equations for the triple junction which can be interpreted as a force balance. This is the classical approach which ensures that the balance law leads to configurations which locally minimize energy (see Herring 14 ). In the case that the interfacial energies are isotropic and all have the same magnitude we recover the well known 120
• angle condition. We now want to apply this procedure to a crystalline setting.
In the case that convex interfacial energies are allowed to be non-differentiable we formulate the local equilibrium condition with the help of subdifferentials of convex functions. Let σ : IR n → [0, ∞), n ∈ IN, be a convex function. The subdifferential ∂σ(x 0 ) of σ at the point x 0 consists of all points η ∈ IR n for which
For smooth interfacial energies, ∂σ(x 0 ) contains one element which is the standard gradient of σ at the point x 0 . In this case the gradient of σ is the ξ-vector of Cahn and Hoffman 15 . If σ is nonsmooth there are orientations ν 0 such that the subdifferential ∂σ(ν 0 ) contains more than one element. In this case there is a choice of ξ-vectors for the orientation ν 0 . The set ∂σ(ν 0 ) consists of all ξ-vectors possible for ν 0 .
In order to derive the local equilibrium condition, we consider a situation where three interfaces Γ i which are each pinned at one end point x i ∈ IR 2 meet at a triple junction at their other endpoint. Here we use a single index rather than labelling the interfaces with the indices of the two neighbouring grains. Each interface is assumed to be parameterized by a continuous and piecewise smooth curve c i whenever the interface is non-empty. The class of all possible configurations is
, c i is a continuous and piecewise smooth parameterization or a constant function } .
We assume that for each interface there is an energy
which is taken to be convex, homogeneous of degree one and such that σ i (r) is positive whenever r ∈ IR 2 is nonzero. For each (c 1 , c 2 , c 3 ) ∈ T we define an energy
where ν i is the normal to the interface i. We will always assume that the sign of the normal ν i is chosen such that (ν i , c ′ i ) is positively orientated. The following theorem derives a generalized force balance law as an EulerLagrange equation for a minimizer of the energy E in the class T .
Theorem 1. There exists a minimizer
with the following properties: i) the d i are segments of straight lines, ii) either there exist ξ i ∈ ∂σ i (ν i ) such that
Proof. Let S ⊂ T be the subclass of T where the c i are segments of straight lines.
Claim:
min
We show that to any (c 1 ,c 2 ,c 3 ) ∈ T one finds a (c 1 , c 2 , c 3 ) ∈ S with
Let y =c 1 (1) =c 2 (1) =c 3 (1) and let c i (i = 1, 2, 3) be a parameterization of a straight line between x i and y. Then, it follows
This is a consequence of the convexity of σ i and is proven in the appendix. The three curves (c 1 , c 2 , c 3 ) now fulfil the inequality (2.1).
We are left to find a minimizer of the functional E in the set S. Three curves, parameterized by an element in S, are uniquely defined by their value at the triple point. For any z ∈ IR 2 we define
where (c 1 , c 2 , c 3 ) ∈ S is such that c 1 (1) = c 2 (1) = c 3 (1) = z. Finding a minimizer of E in S is equivalent to determining a minimizer of h. We compute
where r ⊥ ∈ IR 2 is the vector we obtain when r is rotated by 90
• . From the assumptions on the σ i , we can deduce
This implies that h has a minimum z 0 and from convex analysis (see Ekeland and Temam 7 ) we conclude that this minimum fulfils 0 ∈ ∂h(z 0 ).
For convex functions, that do not attain the value ∞, the sum rule for subdifferentials holds 7 . Using this and the chain rule for subdifferentials 7 , we obtain:
Since ∂σ i is homogeneous of degree zero, it holds
provided that z 0 = x i for i = 1, 2 and 3. The condition (2.2) implies that there exists ξ i ∈ ∂σ i (ν i ) such that ξ 1 + ξ 2 + ξ 3 = 0. This proves the theorem.
Let us now derive a condition at the external boundary. Since we are interested in a local condition, we assume that the boundary is flat. Therefore, we set
be convex, homogeneous of degree one and assume that σ(r) > 0 whenever |r| > 0. For x 0 ∈ Ω 1 we define
and piecewise smooth parameterization } .
We want to determine ac ∈ T b such that
The following theorem characterizes a specific minimizerc.
Theorem 2. There exists a minimizerc ∈ T b with the following properties:
1.c is the parameterization of a segment of a straight line, 2. there exists a ξ ∈ Dσ(ν) such that
Here,ν is the unit normal toc and ν ∂Ω is the outer unit normal to ∂Ω at c(1).
Proof. Similar as in the proof of Theorem 1 it is enough to find a minimizer in the class of all straight connections between x 0 and points on the boundary ∂Ω 1 . The energy h b (p) of a straight connection between a point (0, p) and x 0 is given by
wherec is a parameterization of the straight connection. Due to the homogeneity of σ it holds
Since h b is convex, bounded from below and large for large p we can conclude the existence of a minimum p 0 . For p 0 it holds (see Ekeland and
With the help of the chain rule for subdifferentials 7 we get
The last identity holds since ∂σ is homogeneous of degree zero. Since ν ∂Ω = −1 0 , we conclude from (2.3) and (2.4) the existence of a ξ ∈ ∂σ(ν) such that ξ · ν ∂Ω = 0 which proves the theorem.
Motivated by Theorem 1 we say a triple junction with interfacial energies σ i and normals ν i fulfils the crystalline version of Young's law if there exist ξ i ∈ Dσ i (ν i ), i = 1, 2, 3, such that
The vectors ξ ⊥ i are the forces acting on the interface i, i.e. the identity above is equivalent to a balance of forces at the triple junction. The tangential component of ξ ⊥ i represents surface tension effects, while the normal component of ξ ⊥ i is the surface shear (see Gurtin 13 ). Analogously we say the crystalline version of Young's law is fulfilled at boundary points if there exists a ξ ∈ Dσ(ν) such that
where σ is the interfacial energy of the interface which intersects the boundary and ν is the normal of the interface at the boundary point. The vector ξ ⊥ is the force acting on the interface and (2.6) says that there is no force acting tangential to the boundary.
The Phase Field Model
In this Section, we review the formulation of the main concepts of the vectorial multi-phase field model. For a more detailed description of this model, we refer to previous work 9, 10, 11, 20 . To model the motion of grain boundaries of N different orientational variants in a polycrystalline microstructure, a vector of order parameters u = (u 1 , ..., u N ) is introduced. The components u i , i = 1, ..., N , describe the fraction of the grain orientations. Hence, they are required to be nonnegative and they add up to 1, i.e. u ∈ G where G := {u ∈ IR N : u i ≥ 0,
and the projection T onto the tangent plane T Σ := {u ∈ IR N :
As defined in 9,10,11 , a generalized Ginzburg-Landau free energy for the multi-
being an open bounded set, is of the form
Here, ε is a generally small length scale parameter which is related to the thickness of the interface. The gradient energy f is a nonnegative function which models interfacial energy contributions. The commonly used expression for f depends only on ∇u and needs to be generalized to distinguish the energy amount of each individual grain boundary in the system. The energy part of f from a special grain boundary is expressed in terms of the irreducible representations u i ∇u j − u j ∇u i 9,10,20 so that f is set to be an anisotropic gradient potential
This choice enables to include anisotropy into the system via the dependence of σ ij on (u i ∇u j − u j ∇u i ) where the functions σ ij are assumed to be homogeneous of degree one. The vector (u i ∇u j − u j ∇u i )/|u i ∇u j − u j ∇u i | is an approximation of the normal vector to a grain boundary between the grains i and j and this way the orientational dependence of f is incorporated. The functions σ ij are the same as the ones introduced in Section 2. We refer to Garcke, Nestler and Stoth 11 , where also expressions for smooth interfacial energy anisotropies and more general crystalline energies have been considered.
The potential Ψ is assumed to be nonnegative and to have global minima which correspond either to the individual orientational variants (grains) in a polycrystalline structure or to individual phases in a multi-phase system, i.e.
where e i denotes the i-th standard unit vector in IR N . In the numerical simulations presented in Section 4, we have implemented an obstacle type potential of the form
(3.9) Choosing the parameters σ ijk in the term i,j,k σ ijk u i u j u k large enough ensures that a stationary wave connecting two minima of Ψ ob lies close to the edges of the Gibbs simplex. This fact is crucial when we want to guarantee that the interfacial energy of a grain boundary between i and j is sufficiently close toσ ij . For a fuller discussion of this issue we refer to Garcke, Nestler and Stoth 10, 11 .
The governing equations of motion for all components of the vector u can be derived by considering the gradient flow of the Ginzburg-Landau free energy. We remark that the obstacle potential (3.9) leads to a parabolic variational inequality instead of a system of Allen-Cahn equations. A solution u : (0, T ) × Ω → G has to satisfy
10) for all v : (0, T ) × Ω → G sufficiently smooth. By (., .) L 2 we denote the usual L 2 -scalar product. When we are away from the obstacle, the equation 11) and the natural boundary condition 12) have to hold. Here ν ∂Ω is the outer unit normal to ∂Ω. If u attains values which lie on the boundary of the Gibbs-simplex a certain inequality has to hold. The notation f ,u denotes the derivative with respect to u, and f ,X denotes the derivative with respect to the gradient variable ∇u. The scalar kinetic coefficient β is assumed to be strictly positive and can be of anisotropic character by letting β depend on (u, ∇u) 11 . This has to be done in such a way that β(u, ∇u) is homogeneous of degree zero in the gradient variable.
It was shown 9 that an Allen-Cahn system defined as the gradient flow to a smooth anisotropic free energy of the form (3.7) and (3.8) leads to a sharp interface model in the limit when the interfacial thickness tends to zero. The limiting motion consists of the anisotropic mean curvature flow with an anisotropic force balance law (Young's law) including Herring torque terms at triple junctions. We refer to the work of Cahn and Taylor 24 and Belletini, Goglione and Novaga 2 who studied the asymptotic limit for vanishing interfacial thickness in the case of a crystalline two phase system.
Numerical Simulations
The numerical simulations are performed by implementing a discretized form of the initial value problem to the vectorial Allen-Cahn variational inequality (3.10). We solve these equations on a uniform, rectangular mesh of size Ω = (0, a)×(0, b) = (0, N 1 h) × (0, N 2 h), where h, N 1 and N 2 determine the cell size, the number of cells in x 1 -and in x 2 -directions, respectively. Our discretization method is described in Garcke, Nestler and Stoth 11 , Section 3. For the time update, we use an explicit finite difference algorithm with a time step given by ∆t. The simulations are carried out with an eight-fold crystalline interfacial energy anisotropy with relative angles 30
• (i.e. α 12 = , β = 1, and σ ijk = 5. When displaying the results of the numerical simulations, we indicate the regions in which u 1 or u 2 or u 3 is maximal with black or grey or white colour, respectively. First, we investigate the case of two adjacent triple junctions with different symmetry properties as seen in the experiments of Thangaraj and Dahmen 25 (see Figure 1 ). The initial grain configuration for the simulation is shown in Figure 6 (left) and consists of a highly symmetric triple junction with three 120
• angles at the top and a less symmetric triple junction with 150
• , 105
• and 105
• angles at the bottom. This setting exactly reproduces the grain orientations in the experimental situation of Figure 1 . • angles in the neighborhood of a triple junction with 150
• angles at times t = 0 and t = 0.45.
We find that the angles at the adjacent triple junctions remain the same. This feature well recovers the experimental observations by Thangaraj and Dahmen 25 and is in accordance with the discussion by Cahn and Kalonji in 3 . To further examine the hypothesis that neighbouring triple junctions must alternate between symmetry classes, we started the next simulation with a completely symmetric grain configuration in which both triple junctions were set with a 120
• angle condition. As can be seen from Figure 7 , this situation is unstable. Forces very rapidly act on the grain boundaries near the lower triple junction and cause the angles to change into the less symmetric configuration of one 150
• angle and two 105
• angles. The facets observed in the simulations have orientations which are symmetry axes of the three cubic variants. The schematic drawing in Figure 8 illustrates the relation between the grain boundary locations and the cubic lattices of the three grains for the examples considered in the above simulations. Pairs of cube axes from two differently oriented lattices meet at grain boundaries which are mirror axes of the cubic lattices. • angles shown at times t = 0, 0.15 and t = 0.33. The fact that such a grain configuration is unstable supports the postulate that adjacent triple junctions belong to different symmetry classes. where the ν ij are the normals to the interface at the triple junction. It is assumed that ν ij points from grain i into grain j. Hence, ν ij = −ν ji . In what follows, we always define σ ji (ν ji ) := σ ij (−ν ij ) if i < j. We remark that for our specific choice of interfacial energies we have:
If ν is a preferred orientation for the interface (i, j) we compute
The quantities α sin Geometrically the points contained in the sets ∂σ ij (ν) make up the boundary of the Wulff region to σ ij (see Hoffman and Cahn 15 ). If ν is a preferred orientation ∂σ ij (ν) is a whole facet of the boundary of the Wulff region, whereas if ν is not preferred then ∂σ ij (ν) consists of just one point representing a corner in the boundary of the Wulff region. This means that ∂σ ij (ν) is either a point or the straight connection between two points. Hence, for all ν we can find ξ 13 with s ij ∈ {−, +}. Applying this idea we determine the sets i<j ∂σ ij (ν ij ) for the triple junctions observed in Figure 6 . For the symmetric 120
• triple junction in Figure 6 at the top we obtain a regular polygon (see Figure 10 to the left) and for the triple junction in Figure  6 at the bottom consisting of two 105
• angles and one 150
• angle, we obtain the set shown in Figure 10 to the right. Both sets contain the zero vector which means that both triple junctions fulfil the crystalline version of Young's law.
For the symmetric 120
• triple junction located below in Figure 7 (to the left) the two arcs below do not lie in preferred orientations. This implies that ∂σ ij (ν ij ) for these orientations only contains one element and hence the set i<j ∂σ ij (ν ij ) is a segment of a straight line (see Figure 11 to the left). This set does not contain the zero vector and hence the crystalline version of Young's law is not fulfilled. In the simulations we observe that the lower triple junction with the symmetric angles, shown in Figure 7 to the left, changes the angles immediately to a 105
• , 150
• angle configuration. The triple junction obtained, now gives rise to a set i<j ∂σ ij (ν ij ) which is shown in Figure 11 to the right. This set contains the zero vector and hence fulfils the crystalline version of Young's law. Of course a similar discussion can be performed for any pair of neighbouring triple junctions. In conclusion we can say that if two neighbouring triple junctions belong to the same symmetry class one of them does not satisfy the crystalline version of Young's law. In Figure 12 left, we start with a lower triple junction which has 105
• , 90
• , 165
• angles. The set i<j ∂σ ij (ν ij ) is shown to the right. In this case two interfaces are orientated in preferred orientations and the third one (the one to the right) is not. Since 0 / ∈ i<j ∂σ ij (ν ij ), the crystalline version of Young's law is not fulfilled, we observe that the angles at the triple junction change. The form of the set i<j ∂σ ij (ν ij ) depends on how many interfaces that intersect the triple junction lie in preferred directions. The set will be the convex hull of 1, 2, 4 or 8 points. In the latter case two points lie in the interior which implies that i<j ∂σ ij (ν ij ) is a hexagon. We refer to the Figures 10-12 for examples of sets with 2, 4 and 6 corner points.
We made extensive numerical simulations with different angle conditions at triple junctions and we noticed that all triple junctions that remained stable for some time fulfilled the crystalline version of Young's law. Moreover, all triple junctions that did not fulfil the crystalline version of Young's law changed the angles immediately to a configuration that fulfilled the crystalline version of Young's law. We note that the triple junctions observed in the experiments by Thangaraj and Dahmen 25 satisfy the crystalline version of Young's law.
In Section 2 we also formulated a crystalline version of Young's law for points where an interface intersects the external boundary. We checked that in all our numerical simulations this law was satisfied.
Let us now construct a nontrivial solution to the crystalline curvature flow with triple junctions. Our goal is to compare this solution to the one computed by numerically solving the multi-phase field system. The solution we want to construct consists of three interfaces two of which are steadily evolving (see Figure 13 ). Since we are interested in the evolution of facets which have endpoints at triple junctions or at boundary points, we need to specify the velocity of such a facet. For all other facets the evolution law would be defined as proposed by Angenent and Gurtin Let ν be the normal of a facet for which we want to define the velocity. Moreover, let τ = ν ⊥ be the tangent to the facet, σ the interfacial energy of the interface corresponding to the facet and let x l and x r be the endpoints of the facet labeled such that
is a parameterization of the facet. To each point of x(s) we need to define a ξ-vector ξ(s) ∈ Dσ(ν) in such a way that the normal velocity V of the interface which is given by (see
is constant on the facet. Here, σ * is the interfacial energy of the facet and div Γ is the divergence operator on the facet. Since ξ on a facet can only vary its tangential component, ξ has to be linear on the facet, i.e. ξ(s) can be written as
where ξ l and ξ r are the ξ-vectors at the endpoints of the facet. Now,
where L is the length of the facet. There exist α l and α r such that ξ r = ν + α r τ and ξ l = ν + α l τ . Hence, we may also write
Altogether we get
For a facet which lies in a direction which is not preferred, there is only one choice of the ξ-vector. Hence div Γ ξ = 0 on this facet which implies that this facet does not move.
To compute the velocity of a facet which orientation is a preferred one, we need to determine the ξ-vectors at the endpoints of this facet. Let us first consider the case where the endpoint of the facet is equal to an endpoint of a facet of the same interface. To simplify the discussion, we only consider the case in which such adjacent interfaces have orientations ν 1 and ν 2 which are adjacent preferred ones. In such a case there is a unique vector ξ which belongs to both Dσ(ν 1 ) and Dσ(ν 2 ). This is the choice of ξ at this endpoint of the facet. If the orientations of the facets are not adjacent new facets have to be introduced, but we do not discuss this issue here.
In the case that an endpoint of a facet with normal ν and energy σ lies on the boundary, the value of ξ ∈ Dσ(ν) has to be determined such that the crystalline version of Young's law (2.6) is fulfilled. This means we need to choose ξ such that
The most complicated situation occurs when the endpoint of the facet lies on a triple junction. In this case three vectors ξ 12 ∈ Dσ 12 (ν 12 ), ξ 23 ∈ Dσ 23 (ν 23 ) and ξ 31 ∈ Dσ 31 (ν 31 ) have to be determined in such a way that the crystalline version of Young's law is fulfilled. This condition alone in general would not specify the ξ ij in a unique way. A further condition comes from the requirement that the ξ ij have to give rise to velocities for the facets which guarantee that the facets still intersect in one point at later times. Determining the vectors ξ 12 , ξ 23 and ξ 31 in such a way gives the normal velocity of facets via the law (4.14). For a more detailed discussion of these issues we refer to 8 and 23 . Let us now compute the constantly transported solution to the crystalline curvature flow corresponding to the simulation in Figure 13 .
(4.15)
The normals related to the facets which intersect the boundary are adjacent preferred orientations to the normals ν Reflecting the interfacial energy σ 23 at the x 2 -axis gives the energy σ 12 . This, together with the fact that the interface (3, 1) does not move, implies that the solution has a mirror symmetry across the line x 1 = a/2. Therefore, we only compute the evolution of the (1, 2)-interface. As a consequence of (4.20) where we used that the interfacial energy of a preferred orientation is equal to cos In the computation shown in Figure 13 , the domain Ω has a width of a = 2.99 in the x 1 -direction. Therefore, the above formulas give L Figure 13 gives values which agree to those above up to three leading digits.
Remark: Solutions to the isotropic curvature flow which are invariant under translations have been found by Mullins 17 . When only two grains are present the selfsimilar solution is the so-called "grim reaper" (see Grayson 12 ). One can use this result to construct solutions also involving triple junctions. It was shown that these solutions are exponentially attractive 10 .
In grain growth of three orientational variants, many grain boundaries evolve under the laws discussed above. Stability and symmetry properties of adjacent triple junctions, coarsening of the grain structure by pairwise annihilation of triple junctions and formation of dog-bone shaped grains can be seen at different times in the Figures 14 and 15 . 
