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Abstract
Text data are being used as a lens through
which human cognition can be studied at a
large scale. Methods like emotion analysis
are now in the standard toolkit of computa-
tional social scientists but typically rely on
third-person annotation with unknown validity.
As an alternative, this paper introduces online
emotion induction techniques from experimen-
tal behavioural research as a method for text-
based emotion analysis. Text data were col-
lected from participants who were randomly
allocated to a happy, neutral or sad condition.
The findings support the mood induction pro-
cedure. We then examined how well lexi-
con approaches can retrieve the induced emo-
tion. All approaches resulted in statistical dif-
ferences between the true emotion conditions.
Overall, only up to one-third of the variance in
emotion was captured by text-based measure-
ments. Pretrained classifiers performed poorly
on detecting true emotions. The paper con-
cludes with limitations and suggestions for fu-
ture research.
1 Introduction
We leave ever-increasing traces of our behaviour
on the Internet, most prominently in the form of
text data. People comment on YouTube videos,
broadcast their opinions through social media or
engage in fringe forum discussions (Hine et al.,
2016). An abundance of text as data has led to the
emergence of research studying human emotion
through text (Gentzkow et al., 2019).
1.1 Detecting emotions in text
Emotion analysis is an umbrella term for the task
aimed at ”determining ones attitude towards a par-
ticular target or topic. [Where A]ttitude can mean
an evaluative judgment [] or an emotional or affec-
tual attitude such as frustration, joy, anger, sadness,
excitement” (Mohammad, 2020). The applications
of emotion analysis are wide-ranging from busi-
ness use cases (e.g. understanding how consumers
feel about a product) to public health issues. For
example, researchers have used text data to under-
stand affective responses to COVID-19 (Li et al.,
2020; van der Vegt and Kleinberg, 2020), and are
seeking to harness further text data to study mental
health aspects and coping mechanisms to a new
normal.
Researchers typically resort to one of two op-
tions to learn about human emotions from text:
lexicon approaches or (pretrained) classification
models. A lexicon is typically a list of n-grams that
are assigned a sentiment (or emotion) value either
through human crowdsourcing effort (Mohammad
et al., 2013; Mohammad and Turney, 2010; Socher
et al., 2013; Ding and Pan, 2016) or (semi) auto-
mated means such as hashtags of Tweets (Moham-
mad and Kiritchenko, 2015; Sailunaz and Alhajj,
2019). The outcome value of a document or sen-
tence is often represented as an aggregate sentiment
or emotion score of the units of analysis in the doc-
ument (for an overview see Poria et al., 2020).
Sentiment classification typically relies on su-
pervised machine learning. Here, classification
algorithms trained on annotated corpora make pre-
dictions about the overall sentiment of an unseen,
new document (e.g. positive, neutral, negative). Im-
portantly, to train classifiers, researchers here too
need labelled data generated through either manual
or semi-automated efforts (for another comprehen-
sive overview on emotion analysis, see Mohammad,
2020).
1.2 Text as a proxy of human emotion
While most emotion analysis studies focus on pre-
dicting sentiment, relatively little attention is paid
to how we arrive at labelled data in the first place.
We argue that as a research community, we are only
marginally interested in the sentiment or emotion
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of a document. Instead, the primary objective we
have with emotion analysis is to make inferences
about the emotional state of the author. Conse-
quently, text data are only a convenient proxy for
emotional processes. The latter are typically in-
accessible from observational data (e.g. Twitter
data), hence we use text data as a backdoor through
which emotion can be studied.
Put differently, we care only about text data to
the degree to which they allow us to make infer-
ences about human emotions. In order to test how
well computational linguistics approaches are ca-
pable of making these inferences, it is worthwhile
looking at various types of ground truth. These
are, in turn, intertwined with the core challenge
for emotion analysis, that emotions are inherently
subjective.
1.3 Degrees of ground truth
Emotion analyses typically require data labelled
concerning an emotion of interest (e.g., happiness,
sadness, anger). The procedures applied to obtain
these data result in three degrees of ground truth
with implied degrees of label validity. The widely
used approach of using readily-available, observa-
tional data and imposing a third-person label on the
retrieved text data is what we call pseudo ground
truth. The label validity is unknown because we
cannot examine how the emotion judgment of a
third person aligns with the true emotion of the
author of the document. For example, just because
we label a Tweet as ”angry” does not mean that the
person who wrote it was indeed angry - although
the latter and not the former is the target of study.
To improve the validity of the labels, some stud-
ies asked participants to recall and write about an
event in which they felt certain emotions - e.g. the
ISEAR dataset (Seyeditabari et al., 2018) - or asked
them directly about their feelings before they wrote
a text (Kleinberg et al., 2020). While these efforts
increase the confidence in the label validity, they
are still vulnerable to the limitations of survey de-
signs such as self-selection (e.g. some people may
be more inclined to report positive emotions than
others), an accurate recall of events (e.g. people
forget or amend a memory), and demand character-
istics (e.g. writing an expected or socially desirable
manner).
To fully assess the validity of emotion analy-
sis, we thus need stricter label ground truth. The
strictest criterion is that the researcher has actively
manipulated an outcome through random assign-
ment (e.g. making one group like a product and
another group dislike it before they both write a
review). By experimentally manipulating the emo-
tional state so that one group of participants feels
positive and the other negative, we can be con-
fident the groups only differed in the emotional
state. Hence, it allows us to isolate the effect that
emotional states have on text data. In this paper,
we adopt emotion induction procedures from ex-
perimental psychology for brief online settings to
conduct the first test of emotion analysis on manip-
ulated ground truth emotions.
1.4 Experimental emotion induction
Videos, affirmative statements, and music are but
a few stimuli that can be used to induce a specific
mood in a person (Scott et al., 2018; Westermann
et al., 1996; Heene et al., 2007). Recently, mood
induction studies have started to examine the va-
lidity in online settings (Marcusson-Clavertz et al.,
2019). The authors measured the positive and neg-
ative affect of participants before and after an emo-
tion manipulation: participants were shown (i) a
happy video and listened to uplifting music, (ii) a
sad video and sad music, or (iii) a neutral video
and music. The procedure was successful in in-
ducing the desired emotion (joviality in the happy
emotion induction, and sadness in the sad emotion
induction).
Suchlike procedures have not yet been used in
NLP emotion analysis research. A noteworthy ex-
ception is the 2014 study on emotional contagion
on Facebook (Kramer et al., 2014). The researchers
manipulated the exposure to positive and negative
words in users’ Facebook news feeds. When a
user saw fewer positive words, they tended also to
produce fewer positive and more negative words
themselves; and vice versa. To the best of our
knowledge, this is the only attempt to experimen-
tally manipulate the mood of participants and as-
sess how this is reflected in subsequent language
behaviour.
1.5 Aims of this paper
In the current paper, we combine active mood in-
duction manipulation and language measurements
in a behavioural experiment to assess the validity
of emotion analysis approaches.
2 Method and Data
The local ethics committee has approved this
study.1
2.1 Participants
We collected data of 525 participants through the
crowd-sourcing platform Prolific Academic.2 One
participant was excluded because the text was writ-
ten in Spanish, and seven others were excluded
because their text input contained more than 20%
punctuation. The final sample of 517 participants
(Mage = 32.11 years, SD = 11.84; 45.47% fe-
male) were randomly allocated to the happy mood
condition (n = 175), sad mood condition (n =
169), or the neutral condition (n = 173). Neither
age nor gender differed statistically between the
three groups.
2.2 Experimental task
All participants accessed the experimental task on-
line, provided informed consented and were told
that this study was about their feelings at this very
moment. Each participant was randomly allocated
to one of three experimental conditions (see 2.3).
In each condition, the participants watched a movie
clip and made a self-assessment of their current
feelings on a 9-point scale (1 = not at all, 5 =
moderately, 9 = very much). They specified how
much happiness, sadness, anger, disgust, fear, anx-
iety, relaxation, and desire they felt at that mo-
ment (Harmon-Jones et al., 2016). Also, they chose
which of these eight emotions best characterized
their current feeling if they had to choose just one.
Upon completing these questions, all partici-
pants were asked to write a few sentences (at least
500 characters) to ”express [their] feelings at this
moment”. After that, all participants were asked to
rate how well they think they could express their
feelings in the text (on a 9-point scale: 1 = not at
all, 5 = moderately, 9 = very well) and received a
debriefing. During the debriefing, the participants
were given a chance (regardless of their condition)
to watch the happy movie. This ensured that no
participant left the task in a sad mood.
1The data are available at https:
//osf.io/nxr2a/?view_only=
441e160f2ab8490e9262c5f390114bb5.
2The sample size was determined a priori through power
analysis for a small-to-moderate effect size (Cohens f =
0.20), a significance level of 0.01, and a statistical power of
0.95.
2.3 Emotion manipulation
We adapted the mood induction procedure from
previous work (Marcusson-Clavertz et al., 2019).
The negative mood induction procedure con-
sisted of a video from The Lion King, showing
the young lion Simba in danger in a stampede.
Simba’s father is rushing to his rescue but dies
after being run over by wildebeest. The scene ends
with Simba searching for his father only to find his
lifeless body.
The positive mood induction consisted of a video
clip, again from the Lion King, showing the char-
acters Timon and Pumba singing the song Hakuna
Matata.
In the neutral condition, the participants watched
a video about magnets from the documentary series
Modern Marvels. Each video clip was edited to two
minutes in duration.
2.4 Lexicon measurements
We obtained the mean sentiment value for each text
from six lexicons: (1) Matthew Jockers sentiment
lexicon of 10,738 unigrams rated between -1.00
and +1.00 (Jockers, 2015), (2) the NRC sentiment
lexicon (Mohammad and Turney, 2010) consisting
of 13,891 terms associated with eight emotions and
positive/negative sentiment (here we only used the
sentiment terms), (3) Bing Lius sentiment lexicon
(6,789 unigrams scored as -1 or +1), and (4) the
AFINN sentiment lexicon (Nielsen, 2011) of 2,477
unigrams scored from -5 to +5, (5), the SenticNet
4 lexicon (23,626 terms scored between -0.98 and
+0.98)(Cambria et al., 2016) (6) the LIWC category
Tone which represents the proportion of words in a
target text that belong to the emotional tone lexicon
(Pennebaker et al., 2015).
2.5 Pretrained classifiers
We used three pretrained sentiment classifiers
which predict positive vs negative sentiment trained
on the Stanford Sentiment Treebase 2 (SST2,
(Socher et al., 2013), and the IMDB Movie Review
dataset (Maas et al., 2011). The models were iden-
tical to the baselines used in earlier work and and
include a CNN, LSTM and BERT model (for de-
tails, see Mozes et al., 2020). The baseline accuracy
rates reached with theses models in their respec-
tive dataset are: CNNimdb = 0.87, LSTMimdb =
0.87, BERTimdb = 0.91 and CNNsst2 = 0.84,
LSTMsst2 = 0.84, BERTsst2 = 0.92 (Mozes
et al., 2020).
Positive emotion Neutral Negative emotion
Text length 119.95 (21.93) 122.65 (24.41) 122.04 (31.01)
Self-reported emotion values
Happiness 6.06 (2.04) 4.75 (1.97) 2.87 (1.95)
Sadness 2.71 (1.99) 3.28 (2.44) 6.37 (2.52)
Sentiment values
Jockers 1.36 (3.45) 0.43 (3.54) -0.95 (2.82)
NRC 1.14 (3.87) 0.51 (3.87) -0.28 (3.44)
Bing 0.22 (4.37) -0.58 (4.34) -2.70 (3.48)
Afinn 2.34 (8.97) -0.13 (8.97) -3.88 (7.55)
SenticNet 4 0.10 (0.25) 0.05 (0.23) -0.04 (0.24)
LIWC Tone 51.80 (38.88) 40.18 (37.73) 18.64 (27.51)
Table 1: Descriptive statistics (M , SD) per condition.
2.6 Analysis plan
First, we examine whether the emotion induction
manipulation was successful. Second, we inves-
tigate whether the mean sentiment scores of the
texts differed per induced emotion. Third, we ex-
amine how much of the self-reported mood scores
are captured by each measurement. Lastly, we as-
sess how well pretrained models detect the induced
emotions.
3 Results
For the statistical analyses, we report effect sizes
from null hypothesis significance testing. The re-
porting of p-values is now widely discouraged due
to their misinterpretation and bias for large sample
sizes (Benjamin et al., 2018). Effect sizes pro-
vide a standardised measure of the magnitude of
a phenomenon and are comparable across studies
(Lakens, 2013).
The effect size Cohen’s d expresses the mean dif-
ference between two groups divided by the pooled
standard deviation.3. Squared [brackets] denote the
99% confidence interval of the effect size.
3.1 Emotion manipulation
Self-reported happiness: There was a significant
effect of emotion manipulation on the self-reported
happiness. The happiness score in the happy con-
dition was higher than in the neutral, d = 0.65
[0.37; 0.93]; and the sad condition, d = 1.60
[1.28; 1.91]. The happiness score in the neutral
condition, in turn, was higher than that in the sad
condition, d = 0.96 [0.66; 1.25] (Table 1).
3For interpretation: a d of 0.2, 0.5, and 0.8 represent a
small effect, medium-sized and large effect, respectively (Co-
hen, 1988)
Self-reported sadness: Similarly, a significant
effect of emotion manipulation on the self-reported
sadness, showed that the sadness score in the sad
condition was higher than in the neutral, d = 1.24
[0.94; 1.55]; and the happy condition, d = 1.61
[1.29; 1.92]. There was no difference in the sad-
ness score between the neutral and happy condi-
tion, d = 0.26[0.02; 0.53]. These findings provide
substantial evidence for a successful emotion in-
duction.
3.2 Emotion measurements
The texts written by the participants were, on av-
erage, 121.54 words long (SD = 25.99). The
average length did not differ between the three con-
ditions (Table 1).
The results for the overall manipulation and the
follow-up comparisons (Table 2) suggest that all six
sentiment measures differed across all three groups
with the most substantial effect for the LIWC Tone
measurement.4 All measurements further found
substantial differences between the happy and sad
condition.
Texts in the happy condition were substantially
more positive than in the sad condition on all six lin-
guistic measurements. The largest difference was
found for the LIWC Tone measurement (d = 0.99)
while the smallest was evident for the NRC ap-
proach (d = 0.39). In none of the happy vs neutral
comparisons was there a notable statistical differ-
ence. Except for the NRC approach, there were
higher sentiment scores in the neutral than in the
sad condition, with the LIWC Tone measurement
showing the largest effect (d = 0.65).
4 * = Cohens d sign. at p < .001. For all variables, there
was a significant main effect of the emotion manipulation.
Measurement Happy vs Sad Happy vs Neutral Neutral vs Sad
Jockers 0.74* [0.45; 1.03] 0.27 [-0.01; 0.55] 0.43* [0.15; 0.72]
NRC 0.39* [0.11, 0.67] 0.16 [-0.11, 0.44] 0.22 [-0.06; 0.49]
Bing 0.74* [0.43; 1.03] 0.19 [-0.09; 0.46] 0.54* [0.26; 0.82]
Afinn 0.75* [0.46; 1.04] 0.28 [0.00; 0.55] 0.45* [0.17; 0.74]
SenticNet 4 0.56* [0.27; 0.84] 0.21 [-0.06; 0.49] 0.36* [0.08; 0.64]
LIWC Tone 0.99* [0.69; 1.28] 0.30 [0.03; 0.58] 0.65* [0.37; 0.94]
Table 2: Statistical comparisons of lexicon measurements per condition.
Happiness Sadness
Jockers 28.94 21.81
NRC 15.52 10.63
Bing 26.83 22.94
Afinn 28.72 23.72
SenticNet 4 27.65 15.44
LIWC Tone 30.76 25.91
Table 3: R2 (in %) between reported emotion values
and linguistic measurement
3.3 Correlation between induced emotion
and measurement
Correlational analysis shows that the emotion mea-
sures are all significantly positively correlated to
the happiness scores and negatively correlated to
the sadness scores.5 We use the R2 to express the
percentage of variance in happiness and sadness
values that is explained by either emotion measure-
ment (Table 3).
The emotion measurements indicate similar re-
sults; all explain between 26.83 and 30.76% of
the variance in the happiness scores and 21.94 to
25.91% of the sadness score variance. Only the
NRC deviates with 15.52% and 10.63% of the hap-
piness and sadness scores being explained, respec-
tively. That is, up to one-third of the self-reported
happiness and just above one quarter of the self-
reported sadness are explained by linguistic mea-
surements.
3.4 Predicting emotions
Table 4 shows the area under the curve results for
the pretrained models and the lexicon approaches.6
For the latter, the AUCs ranged from 0.60 (NRC)
to 0.70 (Jockers, Bing, Afinn) and 0.74 (LIWC).
None of the pretrained models was able to obtain
5The Pearson r values can be obtained by taking the square
root of the reported R2
6Read the pretrained results as follows: ”SST2: CNN”
means that the classifier was a conv. neutral netword trained
on the SST2 corpus
Approach AUC Acc.
Lexicon approaches
Jockers 0.70 [0.63; 0.77] -
NRC 0.60 [0.53; 0.68] -
Bing 0.70 [0.63; 0.78] -
Afinn 0.70 [0.63; 0.77] -
SenticNet 4 0.67 [0.60; 0.75] -
LIWC Tone 0.74 [0.67; 0.81] -
Pretrained models
SST2: CNN 0.65 [0.57; 0.72] 0.62
SST2: LSTM 0.63 [0.55; 0.70] 0.60
SST2: BERT 0.63 [0.55; 0.71] 0.60
IMDB: CNN 0.59 [0.61; 0.67] 0.54
IMDB: LSTM 0.56 [0.48; 0.64] 0.54
IMDB: BERT 0.63 [0.55; 0.71] 0.62
Table 4: Area under the curve [95% CI] and accuracy
for predicting the pos-vs-neg emotion induction.
higher AUCs than the lexicon approaches. For the
pretrained models we also calculated the prediction
accuracy. None of the models outperformed the
chance level significantly.
3.5 Moderation through language proficiency
A factor that could have influence the current find-
ings is the participants’ native language (English
vs not English) and their self-reported ability to
express their feeling in the text. We added both
factors as covariates to the statistical models for
each linguistic emotion measurement. There was
no evidence for an effect of these and conclude
that these factors did not influence the effect of the
emotion manipulation.
4 Discussion
Emotion analysis is used widely and an evaluation
with experimentally manipulated ground truth data
can help study emotions with higher label validity.
We randomly assigned participants to a happy, neu-
tral or sad mood. Our findings suggest i) that mood
induction can be done within a concise time online
making it a method usable in larger scale settings;
ii) that frequently used emotion measurements only
capture a small portion of the happiness and sad-
ness of the authors; and iii) that pretrained models
perform poorly on predicting ground truth emotion
data.
4.1 Manipulating emotions online
By randomly assigning participants to the happy,
sad or neutral condition, we were able to attribute
any change in the reported emotion to the experi-
mental manipulation. There were substantial sta-
tistical differences in happiness and sadness when
our participants were in the respective experimen-
tal conditions. While emotion (or mood) induction
in itself is not new in experimental behavioural
research (Westermann et al., 1996; Marcusson-
Clavertz et al., 2019), our work tested this method
for text-based analyses and demonstrated its fea-
sibility within short time online. The current pro-
cedure could thus serve as an introduction of an
experimental emotion induction approach for NLP
research.
4.2 Inferring ground truth emotions
4.2.1 Lexicon approaches
This paper assessed how a range of emotion anal-
ysis methods - lexicons and pretrained classifiers
- could infer the true emotion of an author. For all
of the examined lexicon measures, large statisti-
cal differences emerged between the texts written
by participants in the happy and the sad condition.
The findings varied, however, by the approach used:
while the Jockers, Bing and Afinn lexicons resulted
in moderate to large effect sizes, SenticNet4 and the
NRC approach showed only moderate differences.
Using the LIWC approach yielded the largest dif-
ference.
Taken together, these findings indicate that the
emotion induction resulted in texts that differed in
the expected directions on sentiment (i.e. happy
participants wrote positive texts and sad partici-
pants negative texts). Crucially, the randomised
experimental design allows us to conclude that the
textual differences can be attributed to the differ-
ence in emotion - which classical observational
studies cannot.
4.2.2 Prediction with pretrained models
Lexicon approaches are only one means to make in-
ferences about emotions. Despite their widespread
use (e.g. Kramer, 2012; Guillory et al., 2011), ma-
chine learning classifiers typically beat lexicon ap-
proaches in accuracy.7 We therefore also tested
three models trained on vast sentiment corpora.
Although the models stem from a different do-
main (movie reviews), we would have expected
these models to perform well on making a simple
positive (happy) vs negative (sad) prediction. Sur-
prisingly, none of the AUCs of the pretrained mod-
els outperformed the lexicon approaches. Neither
did any of the pretrained models exceed random
guessing performance.
4.2.3 Explained variance in emotions
Another aspect is how much of the emotion is cap-
tured by either linguistic measure. The emotion
measurement explained between 27% and 31% of
the happiness scores (except 16% for the NRC ap-
proach) and 22% and 26% of the sadness scores
(except for 11% and 15% for NRC and SentiNet4)
. If 31% of the variance of happiness are explained
in emotion analysis, 69% is not. That implies that
more than two-thirds of the emotion of interest is
not captured.
4.3 Limitations and outlook
Our work comes with a few limitations. First, one
might argue that models built in the current do-
main would inevitably have performed better than
the pretrained models from the movie reviews do-
main. We argue that most applied emotion analysis
problems are unsupervised problems and hence in-
evitably rely on pretrained models or lexicons. For
example, if a clinician wants to obtain insights into
a patient’s mental health (e.g., based on diaries),
training models would defeat the purpose. Often-
times there simply is no ground truth and we have
to rely on measurements.
Second, the emotion induction procedure used
in the current study is a simple happiness manipu-
lation. As such, it is likely an oversimplification of
human emotions which can come in mixtures (e.g.
feeling sad and happy at the same time, Larsen
et al., 2001). To date, manipulation procedures ex-
ist beyond the happiness-sadness dichotomy (e.g.
making people angry, see Lobbestael et al., 2008)
and meta-analytical research suggests even mixed
emotions can be induced experimentally (Berrios
et al., 2015). However, these are not yet usable in
7See https://github.com/sebastianruder/
NLP-progress/blob/master/english/
sentiment_analysis.md
an online setting. Future work on enabling com-
plex emotion induction online is needed to apply
the current approach to more complex emotions.
A central question for future work is not only
how emotion detection can be improved to cap-
ture true emotional states better, but also, to under-
stand the process and other sources that explain
emotions. For example, it is possible that lan-
guage proficiency - or even more specifically, a
skill to express emotions in writing - moderates
one’s ability to express their feelings in the form
of text. Formalising the path from emotion-to-text-
to-measurement that is underlying so many socio-
and psycholinguistic approaches, would allow us
to map out the boundaries of emotion analysis and
make the next steps in the field. Ultimately, deep-
ening the understanding of how emotions manifest
themselves in text, and how we can use computa-
tional methods to infer the emotion contained in
text, is essential to the study of human cognition
and behaviour through text data.
5 Conclusion
The current work provided the first insights into
experimental emotion induction in computational
linguistics research.
We found that linguistic measurements only par-
tially explain the true emotions. Understanding
the nexus from cognition to language is one of the
fundamental challenges for computational research
about human behaviour. The current paper aimed
to contribute to that task by demonstrating the ex-
perimental method for emotion manipulation.
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