A new AND-EXOR minimisation procedure is presented, which is able to optimise both completely and incompletely specified logic functions, with one or several outputs. It is based on the use of an annealing process to select the rewrite rule that should be applied to the current expression of the function to be minimised. Unlike other reported procedures, this procedure implements a nondeterministic method which, without imposing restrictions on the solution space, allows the user to establish a trade-off between the quality of the solution and the time required to find it. A comparison with other previously reported procedures is also made by using both benchmark functions and a set of randomly generated functions, thus ensuring that results with statistical relevance are obtained.
Introduction
AND-EXOR logic presents two outstanding advantages in comparison with the usual design that uses AND-OR gates: a) A digital circuit usually requires fewer gates to be implemented with AND and EXOR gates than with AND and OR gates [l] . b) Testing an AND-EXOR structure is much simpler for statistically average realisations in two level logic than testing the corresponding AND-OR structure, especially when canonical forms such as KRM (Kronecker Reed-Muller) [2] or GRM (Generalised ReedMuller) [l] are used.
Nevertheless, AND-EXOR logic has not been widely used due to the higher silicon area required by the EXOR gate in comparison with the OR (or NAND) gate when using CMOS implementations. Nowadays, the use of technologies such as dynamic CMOS, and the existence of new programmable logic devices such as FPGAs, have made this drawback irrelevant. Furthermore, it is possible to find field-programmable (FPGAs) [3] increasingly being used in prototypes (it is possible to check the behaviour of the circuit without requiring simulators, after a few minutes needed to program the FPGA), in reconfigurable systems (required in fault tolerant systems, and when it is necessary to adapt the system to the environment), or even in final products.
Procedures for AND-EXOR minimisation
Many procedures for AND-EXOR minimisation have been reported [4- 151. These procedures can be classified as: a) Exact procedures, which although providing an exact solution to the minimisation problem, are not useful in practice due to the large amount of memory required, even for functions with a low number of variables. Some examples of exact procedures are: Minimisation based on divisions among subfunctions [4] , which is not useful for functions with more than five product terms in their minimal expression.
Minimisation based on decision functions [5] . These procedures solve the AND-EXOR minimisation problem by applying Helliwell's function method, which is used to obtain the minimal cover in the table of implicants. These procedures also require an extremely long computing time.
Minimisation based on algebraic rewrite rules, in which rules belonging to a convergent set of rewrite rules [6] are applied to the ESOP expression of the target switching function until the minimal expression is found. b) Approximuting procedures, which provide only an approximate solution to the problem but, as they require fewer computing resources to obtain it, allow the minimisation of more complex switching functions, thus having more practical interest. Some relevant implementations of these approximating methods are the following:
, and EXORCISM-MV-3 [12] .
Nevertheless, to the best of our knowledge, the AND-EXOR minimisation procedures presented up to now do not behave satisfactorily in all possible circumstances because:
The procedures that provide the exact solution to the problem require an extremely long execution time, and thus are not useful for practical cases.
Broadly speaking, the procedures that try to decrease computing time by determining only an approximate solution, do not provide sufficiently good results for some kinds of functions. All the approximating procedures previously mentioned are basically deterministic procedures based on the application of a set of operations which are ordered in a given sequence, thus establishing a predetermined restriction within the space of solutions. In this way, as there are solutions (among which the optimal one might be included) that are never considered, these procedures do not provide good results for all the possible functions.
The minimisation procedure presented here, RRMIN2, is intended to overcome these problems. As well as allowing the user to establish a trade-off between solution quality and running time, it provides good results independently of the characteristics of the function to be minimised.
The RRMlN2 procedure
The process of designing a minimised combinational system by using AND-EXOR primitives comprises three main steps: (1) construction from system specifications of the truth table corresponding to the switching function to be implemented; (2) determination of the AND-EXOR initial form corresponding to the function (it can be a canonical form, disjoint cubes or an arbitrary ESOP); and ( 3 ) application of a minimisation procedure to the AND-EXOR initial expression.
The RRMIN2 (Rewrite Rules MINimiser 2) procedure presented here comprises steps 2 and 3 . It is based on using a simulated annealing procedure that controls the application of the rewrite rules of a set that is described below. Thus, RRMIN2 is an improved version of the RRMIN procedure proposed in [16] . Although RRMIN also uses simulated annealing to control the application of the rewrite rules, the results obtained are not as good as those obtained by RRMIN2, due to the work done to optimise both the parameters and the selection of the rewrite rules used. Thus better results are achieved both in the quality of the solutions obtained and the computing time required. 
Fig. 1 Calculation of initial AND-EXOR expression in RRMINZ
Step 2 implies the generation of an initial ESOP form from the truth [17] allow the generation of the minimal polarity without having to compute all the canonical forms. b) An implicit primary minimisation is performed by selection among the 3" KRM forms. The way to compute the minimal KRM form is shown in Fig. 1 , where the concepts of extended vector and weight vector correspond to the definitions given in [17] . First, extended vector E is obtained by carrying out the product of the matrix P,, and the truth vector M, where P, = PI* ... (" times) ... *PI (where * represents the Kronecker product [ 171) and
Vector M is directly derived from the truth table (Wz]
is the ith minterm of the function). Then, weight vector W is determined by multiplying vector E and transformation matrix C, where C, = C1* ... (n times) ... *C1 and As the component w[i] of the weight vector is equal to the number of product terms required to implement the function by using the KRM form of polarity i, it is possible to determine the minimal KRM immediately. The polarity of this minimal form is hence called m.
Once this polarity is known, the matrix Kim, [17] The vector R has 2" components, corresponding to the 2" product terms that can appear in the expression of the function through the KRM of polarity m. This representation of the initial ESOP form is not adequate for the subsequent application of the rewriting rules. Thus, the representation format is modified and a new vector L is derived from R. The vector L has 3" components that correspond to the 3" different product terms that can appear in the expression of a function with n variables. If the index i is expressed as a ternary 
where nqroducts(Si) is the number of product terms of the ESOP expression Si, and LRR(S,) (Literal Reduction Rate, [19] ) is defined as
where n-lit(Si) is the number of literals in the expression Si and n-lit(So) is the number of literals in the initial expression So. Thus, the solution space is finite, and, as any ESOP with two equal terms can always be simplified, the optimal solution Sopt is included in the set S. In this way, restricting the search to the set S does not mean the loss of any possible optimal solution.
2) The cost function is similar to that used by the EXORCISM-MV-3 procedure [ 121, and its minimisation implies obtaining the minimal AND-EXOR expression because:
The minimisation of the first term in f ( S J means obtaining the expression with fewest product terms.
The second term ofAS,) allows the selection, among the expressions with an equal number of product terms, of the expression with a minimum number of literals. Note that, as LRR(S,) < 1, the value of AS,) for an expression Si with p product terms cannot be higher than the value of AS') for an expression Si with p + 1 product terms.
The solution to the combinatorial optimisation problem described here requires the following two elements: 1) A mechanism to generate new solutions from a given one. 2) A mechanism to accept or reject the new solution generated according to the cost function optimisation offered by such a solution.
The rest of this section is devoted to a description of the different steps and mechanisms included in the minimisation procedure.
I The generation of new solutions
The application of rewrite rules is used to generate new solutions from a given one. To avoid restrictions within the set of possible new solutions, a convergent set of rules should be considered [6] . Such a set of rules allows the generation of all the possible ESOP expressions for the switching function. As one of these expressions corresponds to the minimal AND-EXOR expression, an exact procedure can be devised.
The set of rules used by the proposed procedure is the following: This set has been chosen due to its simplicity and the ease of applying its rewrite rules, thus reducing the time required to generate a new solution. The rules have been classified into four groups. Groups 1 and 2 correspond to simplification rules, while groups 3 and 4 include rules for expanding the expression of the function. The group containing the rule to be applied is randomly selected according to weighted probabilities that are modified by a set of parameters that will be presented below. According to the format defined for vector L, the application of rules belonging to group 1 implies looking for a component with a value higher than one and subtracting 2 from it. In the following, an example is presented: Example I If we have the ESOP expression 21x2 @ ZlZ2 ( 8 ) 2122(1CB 1) (9)
it can be rewritten as and, applying the rewrite rule of Group 1, eqn. 6 simplifies to
In the notation of vector L, eqn. 5 is codified as
The application of the rules of group 2 is more difficult than for the rules of group 1 because it is necessary to find two components that can be simplified by using a rule of this group. The following proposition provides a criterion for this search: (11) in the L vector notation, it can be written as
So, by using proposition 1, a group 2 rewrite rule can be applied over components ,9101 and L [19] , obtaining the following representation for eqn. 8:
Then, proposition 1 can be used again, applying another rewrite rule of group 2, obtaining which is equivalent to the expression:
In algebraic form, the operations performed have been: (19) This expression can be written as and applying the second rule of group 2:
The rewrite rules of groups 3 and 4 are applied in a similar form to that shown for groups 1 and 2. As rules from groups 3 and 4 can always be applied, there is a tendency to produce functions with more terms; that is, there is a tendency to expand the function. To control this process, an acceptance mechanism is provided in the following subsection, to avoid a continuous increase in the number of product terms.
The acceptance mechanism
In RRMIN2, a simulated annealing algorithm [20] is used to decide the acceptance or rejection of each new generated solution. The selection of a simulated annealing algorithm as the acceptance mechanism is motivated by the good results provided by this algorithm when applied to other combinatorial optimisation problems [21-231. Moreover, it is especially suitable to be used together with the previously described set of rewriting rules. Fig. 2 describes such a simulated annealing algorithm [19] , where the control parameter ch, is usually termed as temperature and is initially set to co (the initial temperature). At any given temperature, c k , some transitions are tried, i.e. some new solutions are generated and then accepted or rejected. More specifically, lk transitions are tried at temperature c k . Once the lk transitions are completed, the control parameter ck is decreased. The new value of the control parameter, ck+,, is calculated by the process Culculute-control(). The number of transitions tested at this new temperature, Ik+,, is determined by the process Culculute-lengtlz(). The algorithm ends when the stop criterion Stop-condition is met.
In this algorithm, any new solution is immediately accepted if it implies a decrease in the cost function. Otherwise, acceptance is decided according to a Boltzmann probability distribution that takes into account the present temperature and the size of the increment in the cost function. Thus, at high temperatures all new solutions are usually accepted, even those increasing the cost function. As the temperature is decreased, the size of the cost increase for the accepted solutions also decreases. Finally, at low temperatures almost all the solutions implying an increase in the cost function are rejected.
In Fig. 2 , So is the initial solution or the initial state. In our case, it corresponds to the minimal KRM form previously described, and the function Generate() is the mechanism to generate a new solution that has been described in subsection 3.2. Nevertheless, the initial values for the control parameter co the length of the Markov chains lo, and the functions Culculute-control() and Culculute-Length() required to update these parameters, have yet to be described.
Ideally, the control parameter ck should be decreased very slowly, and also lL should tend to infinity as ck tends to zero. Nevertheless, this cooling scheme would require very long computing times, so other methods are required. Thus, RRMIN2 uses a constant value for lk, so that lh = lo for all k, and the function Calculate--control() shown in Fig. 3 ment Ao, the minimum temperature increment A,,, and the parameter to modify the temperature increment b.
CuIculute-Control(cd

If(Ak<A,,J A,= A,;
End I f Fig.3 Crrlcdation of control parunirter With regard to the stop criterion, a inal value for the temperature is used. When the temperature reaches a previously selected final value cfi the process ends. The minimum temperature increment is used to guarantee that the final value cfis reached (if AI< equals to zero, ck remains unchanged and cf is never reached).
In this way, the simulated annealing algorithm used in RRMIN2, and so the time required to determine the solution, can be adjusted by using the following parameters: a) The initial temperature co b) The initial temperature increment bo c) The minimum temperature increment Am d) The parameter to modify the temperature increment b e) The final temperature cr These elements allow the AND-EXOR minimisation procedure to optimise completely specified functions with one output. As no restriction is imposed within the space of solutions to be explored, this procedure is theoretically able to provide the exact solution if it runs for a sufficiently long time [19] . Nevertheless, the user can fix the running time to get a solution by conveniently setting the values of the above control parameters. Details of the characterisation and adjustment of these parameters can be consulted in the technical report [24] .
Minimisation of incompletely specified functions and multi-output functions
To optimise incompletely specified functions, an approximate procedure to assign the 'don't care' minterms, called ASIGMIN [24] , is used. ASIGMIN implements an approximate assignment of the 'don't care' minterms according to an improved version of the procedure described in [25] .
The optimisation of functions with more than one output can be addressed either (a) by independently minimising each output or (b) by trying to minimise all the outputs jointly, at the same time, in order to take advantage of the common product terms. Option (a) is simpler and does not require any changes in the minimisation procedure described. Nevertheless, it does not usually provide the optimal solution. Alternative (b) is able to determine the optimal solution but requires longer running times.
RRMIN2 uses a combination of both procedures to provide sufficiently good solutions in a reasonable time. This procedure is similar to that used in EXOR-CISM-MV-3 [12] . First, each output is independently optimised and then, a joint minimisation of all the previously optimised functions is performed. 
Experimental results
To study the characteristics of RRMIN2, two kinds of experimental tests were carried out: a) Statistical experiments in which the average number of product terms provided by different procedures is compared with that provided by RRMIN2. The results obtained have theoretical importance for the evaluation of the performance of RRMIN2. b) Experiments using benchmark circuits. The functions used by the authors of the EXMIN2 and EXOR-CISM-MV-3 procedures are also used to evaluate the performances of RRMIN2. These benchmarks are reallife functions used to compare procedures in the minimisation of realistic applications.
The following subsections show the methodology applied and the results obtained for these two kinds of experiments.
I Statistical results
To give an idea of the behaviour of RRMIN2 when it is applied to any possible switching function, various series of randomly selected functions were generated. The series correspond to functions with n = 6 to n = 11 variables, and 25%, 50%, or 75% ones. The average values for the number of product terms ( N P ) and execution time (TF, in seconds were obtained for each series. The number of functions in each series (between 100 and 10000) was such as to allow a maximum error of 5% in the number of product terms with 950/0 confidence to be obtained [26] . Table 1 From the Level A results obtained, it is clear that RRMIN2 provides a lower number of term products ( N P ) than the other procedures. This reduction in N P is especially evident for functions with a high percentage of ones (75%). With regard to the execution times, although the times required by RRMIN2 are greater than those required by the other procedures, these times are not extreme. For example, an execution time of 20 min to minimise a function with 10 variables is acceptable for a final design. Nevertheless, the execution times shown in the column corresponding to Level B are of the same order as those provided by the other procedures for solutions of similar quality. Thus, RRMIN2 is not only able to obtain similar solutions to those provided by other procedures in a similar time, but it is also capable of obtaining better solutions; this latter result does require extra time, but in no case is this excessive.
The procedures compared with RRMIN2 in Table 1 are those for which statistical results are available (taken from [lo] ). To compare the behaviour of RRMIN2 when using real-life functions, the following subsection presents the minimisation results of benchmark functions, comparing our procedure with EXOR-CISM-MV-3, which is the procedure that has provided the best results up to now. Table 2 compares RRMIN2 with EXMIN2 and EXORCISM-MV-3 when minimising some benchmark functions used by the authors of these latter procedures. Results corresponding to the number of product terms (NP), the number of inputs to gates (ETP), and the execution time (TF) are obtained. As Table 2 shows, RRMIN2 provides results of similar or better quality for all the benchmark functions considered. More specifically, for functions 5xpl and rd73, although the number of product terms is greater in RRMIN2, the number of inputs to gates is appreciatively reduced; and for rd8l the number of product terms is reduced by three with respect to the value provided by EXORCISM-MV-3 and EXMIN2.
Minimisation of benchmark functions
Concerning the execution time, RRMIN2 requires a longer time in almost all cases, but these increments in the time needed are acceptable in order to obtain solutions with better quality.
Conclusions
AND-EXOR minimisation, using simulated annealing to control the application of a proposed set of rewrit-6 ing rules, is shown to be effective as implemented in the RRMIN2 procedure. This procedure allows the minimisation of both completely and incompletely specified functions with either one or several outputs, and is able to provide better solutions than other procedures previously proposed within a reasonable amount of time. If restrictions on time are imposed, RRMIN2 obtains solutions with similar quality to the other procedures considered. Thus, the use of an optimisation metaheuristic such as simulated annealing to control the acceptance of a new solution after applying a rewrite rule allows a trade-off between execution time and solution quality. Moreover, simulated annealing makes it possible to escape from local minima of the problem, unlike other minimisation procedures which, although able to provide a local minimal solution in a short time, cannot employ extra time to improve it.
The results described have been obtained by using a set of functions that was randomly selected in such a way as to ensure high statistical significance (error less than 5% with 95% confidence in the number of product terms) [26] . Although some benchmark functions have also been used for comparison with the results pro-vided by other procedures, we consider that the use of randomly selected functions complements the previous experimental data in the characterisation of the behaviour of the minimisation procedure in its application to the different cases.
Although a simulated annealing metaheuristic has been used in many combinatorial optimisation problems, in some applications it does not provide good results due to the characteristics of the solution space. More specifically, at a given temperature a sufficient number of transitions have to be obtained in order to reach a situation similar to statistical equilibrium. This means testing a representative number of solutions in the neighbourhood of a given one. In those solution spaces having a very high number of solutions in their neighbourhoods, this requirement would imply an extremely high number of tests. As the AND-EXOR minimisation problem considered here belongs to this kind of problem, a careful and non-trivial adjustment of the different parameters of the simulated annealing algorithm, together with an adequate determination of the probabilities for the application of the different rewriting rules was necessary [24] . By these means, it was possible to obtain the performance level shown by RRMIN2.
Finally, we should point out that RRMIN2 is not intended to substitute fast methods such as EXMIN2 or EXORCISM-MV3 as the usual procedures for AND-EXOR minimisation. RRMIN2 can be considered as an alternative or as a complement to the two procedures in some critical design situations. For example, if an FPGA is used to implement a function by using AND-EXOR logic, a product term saved could mean needing fewer circuits, or the possibility of using an FPGA belonging to a lower price series, with the corresponding cost reduction. In these cases, EXMIN2 and EXORCISM-MV3, although requiring less run time, are not able to improve the solution they find. Instead RRMIN2 allows a trade off between the quality of the solutions obtained and the time required to reach them.
