I. Introduction
The current ever-shrinking transistor approach will reach its fundamental limits in the near future [1] as the laws of classical physics will not be valid at atomic dimensions. To overcome this limitation, various new computational models have recently been proposed [1] . Among them, quantum computing has the potential to increase the rate of advances in computing power drastically, at least for some problems [2] . The promise of the exponential speedups of quantum algorithms running on quantum computers has intensified the attempts for using quantum algorithms [3] , [4] . While quantum mechanics and quantum computing are established research areas [2] - [5] , automated quantum circuit synthesis is in the beginning stage and no fully optimized method for quantum circuit synthesis has been proposed yet. To address the problem, in the rest of this paper, we introduce a new moving forward strategy to propose a fast quantum circuit synthesis algorithm. Compared with the recently proposed search-based synthesis methods (as [6] , [7] and [9] ) our synthesis algorithm can produce a gate-level implementation of the circuit from its matrix representation within much fewer steps. The rest of the paper is organized as follows: in Section II, a brief introduction to quantum computation is presented. Previous work is reviewed in Section III. Our synthesis method is presented in Section IV. Experimental results are reported in Section V and finally, Section VI concludes the paper.
II. Basic Concepts
Quantum computation uses quantum mechanics to perform a task. A quantum bit (or qubit) is typically derived from the state of a two-level quantum system such as the ground and excited states of an atom. The common notation of a qubit denotes one of these states as |0〉 and the other as |1〉. A quantum system with a collection of n qubits is called a quantum register of size n. Unlike a classical bit, the state of a qubit can take not only two pure states |0〉 and |1〉, but also any linear combinations of these pure states, also called superposition, resulting in exponentially larger state space. In other words, the state of a qubit ψ can be written as ψ= α|0〉+β|1〉 where α and β are complex numbers and α 2 +β 2 =1. It is common to denote the state of a single qubit by a 2×1 vector as [α β]
T . So, the state of a quantum register of size n can also be shown by an 2 n ×1 vector 
.,2 n ) is set to be one, a pure quantum state of size n is formed. An n-qubit quantum gate is a device which performs a specific unitary operation on its qubits in a fixed period of time. An n-qubit quantum gate has a unitary 2 n ×2 n matrix, also called QMatrix [9] , describing its functionality. A matrix M is unitary if MM + =I where M + is the conjugate transpose of M and I is the identity matrix. The QMatrix of a quantum circuit is derived from its gate QMatrices using matrix multiplication. Previously, various quantum gates with different functionalities have been proposed [5] . Among them, CNOTbased gates comprise an important class of quantum gates and often appear in the quantum computing literatures (for example see [5] - [15] ) and defined as follows: . Definition 1: An n-input, n-output CNOT gate CNOT n (x 1 ,x 2 ,…,x n ) passes the first n-1 lines unchanged. These lines are referred to control lines. This gate flips the n th line if the control lines are all one. In other words, we have: [12] ) assume that complementation can also be internal to a CNOT-based gate. Therefore, it is possible to have a CNOT 3 This assumption is also used in this paper. It has been shown that CNOT-based quantum circuits, including Boolean reversible circuits, are described by a unique QMatrix representation, called well-formed QMatrix, which contains only a single 1 in all columns and rows [9] . Note that an n-input, n-output, fully specified Boolean function is called reversible if it maps each input pattern to a unique output pattern [6] , [7] . For the class of Boolean reversible circuits its matrix representation can also be derived from its truth table by inserting a single 1 at row i and column j where the row and column numbers are specified by output and input patterns, respectively. Quantum circuit synthesis is defined as the ability to automatically generate a quantum circuit from a given specification. As each quantum circuit, including but not limited to Boolean reversible circuits, has a unique QMatrix representation, we use QMatrix as the given specification to propose an efficient synthesis method for CNOT-based quantum and Boolean reversible circuits. In the next section, previous work on automated quantum (reversible) circuit synthesis is reviewed.
III. Previous Work
Several algorithms have recently been proposed to synthesize a quantum circuit. Toffoli in [10] presented an algorithm to implement a function using CNOT-based gates. As this algorithm uses many extra qubits, it cannot be used to synthesize a general quantum circuit efficiently. In [11] , a new incremental approach was presented which uses shared binary decision diagrams for representing a reversible function and measuring circuit complexity. The proposed algorithm selects reversible gates based on the complexity of the rest of logic. Some authors used transformation-based algorithms for quantum circuit synthesis [12] - [15] . However, these algorithms usually use local transformations to optimize the results of other algorithms. In [16] , an approach to synthesize a quantum circuit was proposed which uses symbolic reachability analysis where the primary inputs are assumed to be purely binary. In [17] , Shende et al. presented a top-down structure based on Cosine-Sine decomposition to introduce quantum multiplexer and used it to propose a synthesis algorithm in terms of quantum multiplexers. In [18] a quantum decision diagram (QDD) structure was introduced and used to synthesize quantum circuits using R x (θ) rotation gates. However, they assumed that the QDD control variables are pure quantum states. As the size of a quantum circuit can be large, a practical algorithm for quantum circuit synthesis may become extremely difficult. Due to the lack of a mature systematic method, search-based algorithms are widely used [6] - [9] for quantum and Boolean reversible circuit synthesis where an extensive exploration is required to find a possible implementation of the circuit. This method was used in [6] to propose a synthesis algorithm for reversible circuits based on the Reed-Muller expansion. This algorithm was further improved in [7] to reach a result within fewer searches. The authors of [19] presented an algorithm to decompose the matrix of a quantum circuit into the unitary matrices of elementary gates. However, these methods are not practical to synthesize a general quantum circuit of arbitrary size. The authors of [20] studied the maximum number of required gates to synthesize a reversible circuit. They also proposed a decomposition method for linear reversible circuits. In [9] , the matrix characterizations of CNOT-based reversible circuits are studied and used to propose a multi-stage synthesis methodology for quantum circuits where a search-based algorithm was used to reach a result. So, their results are also limited to small and medium size CNOT-based quantum circuits.
As the size of a quantum circuit increases drastically, a practical algorithm for quantum circuit synthesis becomes extremely difficult. In the following section, we propose a new non-search based synthesis algorithm which uses several predefined steps to attain a result from its matrix representation.
IV. Synthesis Algorithm
As stated before, several authors assumed that complementation can also be internal to a CNOT-based gate [12] . On the other hand, several others (for example [6] , [7] and [9] ) use only CNOT-based gates with positive control lines. In this section, we propose a moving forward synthesis algorithm with internal complementation, MOSAIC, to synthesize CNOT-based quantum circuits efficiently. However, we also introduce a transformation method to attain a positive control CNOT-based circuit. As only CNOT-based quantum and Boolean reversible circuits are used in this paper, for the following sections, the terms gates and circuits are used for CNOT-based gates and CNOT-based circuits, respectively. Moreover, well-formed QMatrix is denoted as QMatrix in short. Consider the following definitions:
The application of a k-qubit gate with matrix G on a quantum circuit with a QMatrix M is called L k QTranslation.
It can be seen that the result of using an L k QTranslation is the same as multiplication of M by G, i.e. MG. As each k-qubit gate has a well-formed QMatrix [9] , the result of using an L k QTranslation is also well-formed. □ Due to the paper page limit, the proofs of the previous lemmas are omitted and are available from the authors upon request. In the following subsection, our synthesis algorithm is proposed.
A. The MOSAIC algorithm
The goal of MOSAIC is to decompose a given QMatrix into several elementary QMatrices of CNOT-based gates efficiently. After the decomposition, the resulted QMatrices are translated into the final circuit using Lemma 2. Fig. 1 shows the proposed MOSAIC algorithm. As shown in this figure, the algorithm starts with the first bit of the first column and finishes when the i th column has a value of 1 in its i th row for all i∈(1..2 n ). Consider the following example for more details. To save space, the QMatrix A is denoted as ) ,..., , ( ,..., , have the same value in the specific n-k bit locations. However, the value of each bit could be 0 or 1 independent of the other n-k-1 bit locations. As a result, the final circuit could have both positive and negative control lines. In the following, we introduce a transformation method to attain a positive control gate. 
the final circuit is {NOT(c), NOT(c), CNOT(c,b), NOT(b), NOT(c), C2NOT(b,c,a)}. □
It can be verified that the application of the transformation method may lead to several redundant gates. For example, the result of Example 2 could be reduced to {CNOT(c,b), C2NOT(b,c,a) }. Therefore, after each transformation, a simple redundancy elimination technique may also be needed.
B. The Algorithm Convergence
The MOSAIC algorithm uses an iterative approach to reach a result. Theorem 1 guaranties the algorithm convergence: 
Theorem 1:
The MOSAIC algorithm will converge to a possible implementation after a finite number of steps.
Proof: Consider a QMatrix M of size 2 n . Assume that after a number of steps, several rows represented as a set Σ, are placed at their right positions. Furthermore, suppose that the algorithm is working on the k th bit (i.e. b= k and k≤n) of the c th column and sets r to the column c row number with the value of 1. Moreover, consider the case where r differs from c in its k th bit (i.e. r∉Σ). Accordingly, the algorithm finds a row number p that differs from r only in its k th bit. If p∈Σ and p< r (line 9 in Fig. 1 ), the algorithm does nothing to avoid instability in row locations. However, as the r th row is placed at a wrong position (for example, the position of the t th row, t∉Σ), there must be another row, i.e. the t th row, which should be exchanged with the r th row during the next steps. Therefore, the algorithm does not finish at the current step and it will reach the other cases, i.e. p∉Σ or (p∈Σ and p> r). (p∉Σ or (p∈Σ and p>r) ) where the algorithm exchanges the location of the p th row with that of the r th row. Then, the k th bit of the row r will be correct and the algorithm moves forward to check other rows as well as other bits. As each QTranslation does not change the results of the previous ones, i.e. each QTranslation changes only one qubit, the algorithm will gradually place all rows at their right positions. Therefore, the algorithm will lead to a valid result after several steps. □ Based on Theorem 1, it can be said that the MOSAIC algorithm always converges to a possible synthesized result.
Consider the other cases
In the following section, we propose a worst-case analysis to compare the time complexity of the MOSAIC algorithm with that of search-based methods proposed in literature.
C. The Time Complexity of the Algorithm
In order to compare the MOSAIC algorithm with search based methods with respect to their time complexity, assume that a possible implementation of a 2 n ×2 n QMatirx M needs at most h CNOT-based gates. 
. Since at most h steps are required to reach a result, it can be said that searchbased methods need at most (n×2 n-1 ) h or O(n× 2 n ) h node searches to synthesize a given specification. □
Theorem 3:
The proposed MOSAIC algorithm needs at most O(h× 2 n ) steps to reach a result.
Proof: It can be verified that except the lines 2 and 5 in Fig.  1 , the other lines take only O(1) time complexity. On the other hand, the time complexity of line 5 (internal loop on column index) is O(2 n ). Furthermore, the outer loop (line 2) has O(h) time complexity. As a result, the MOSAIC algorithm needs at most O(h× 2 n ) step to reach a result. Moreover, the proposed transformation technique and the final elimination method need at most O(h) steps. Therefore, the time complexity of our algorithm is O(h× 2 n ). □ Compared with the search-based methods [6] - [7] , [9] , the MOSAIC algorithm needs much fewer steps to synthesize a given specification. In the following section, the experimental results are shown.
1C-3 V. Experimental Results
The proposed algorithm was implemented in MATLAB and all of the experiments were done on an Intel Pentium IV 3GHz computer with 1GB memory. To evaluate the MOSAIC algorithm, we use the same sixteen circuits of [7] and several new randomly generated circuits. Furthermore, we compare the results of our algorithm with two recent papers [6] and [7] in terms of the number of searched nodes and the produced gate counts. The results of these comparisons are shown in Table 1 . As shown in this table, the proposed MOSAIC algorithm not only has the ability to produce a result for all of the attempted specifications but also can reach a result with much fewer steps (more than 100 times faster on average). Since the specification of search space affects the number of searched nodes, for a few benchmarks, i.e. 3, 6 and 7, MOSAIC requires more steps to reach a result. It is important to note that both primitive operations (i.e. node search for search-based methods and step for MOSAIC) have the same O(1) time complexity. While MOSAIC needs one second to synthesize each benchmark on average, the search-based methods consume much more times to lead a result. Furthermore, it can be verified that the MOSAIC algorithm can also reach a circuit with comparable cost (9.81 vs. 7.62) within a small number of steps.
To test the scalability of the proposed algorithm for different input sizes, several other experiments were made. We generated 10 random circuits of different input sizes (from 1 to 12) and use the MOSAIC algorithm to synthesize each circuit, separately. For each input size, the number of required steps and the number of gates are shown in Table 2 . The CPU time for each input size is also reported in this table. It can be seen that the MOSAIC algorithm can synthesize the attempted circuits quickly. Compared with the best possible implementation of each selected QMatrix, the gate counts of several circuits are more than the results of an exhaustive search-based method for about 2.2% on average. The natural next step for future work seems to be working on the improvement of the resulting synthesized circuits possibly by combining the proposed approach and the search-based methods. Efforts to reach this goal are under way.
VI. Conclusions
In this paper, a new non-search based synthesis algorithm was proposed which requires a few steps to synthesize a given specification. To evaluate the algorithm, we used sixteen examples taken from the literature and compared the results with those from two recent search-based methods. It was shown that the presented algorithm can lead to a result for all of the circuits 113 times faster, on average. In addition, to evaluate the scalability of the algorithm, several random circuits with up to 12 inputs were generated. The results of our experiments illustrated that for large QMatrices, our algorithm needs about 1 minute to reach a result. Table 1 -The results of using the proposed synthesis methods compared with two recent methods [6] , [7] , [9] 
