This article presents a shifted hyperbolic penalty function and proposes an augmented Lagrangian-based algorithm for nonconvex constrained global optimization problems. Convergence to an ε-global minimizer is proved. At each iteration k, the algorithm requires the ε (k) -global minimization of a bound constrained optimization subproblem, where ε (k) → ε. The subproblems are solved by a stochastic population-based metaheuristic that relies on the artificial fish swarm paradigm and a two swarm strategy. To enhance the speed of convergence, the algorithm invokes the Nelder-Mead local search with a dynamically defined probability. Numerical experiments with benchmark functions and engineering design problems are presented. The results show that the proposed shifted hyperbolic augmented Lagrangian compares favorably with other deterministic and stochastic penalty-based methods.
Introduction
This article presents a shifted hyperbolic augmented Lagrangian algorithm for solving nonconvex optimization problems subject to inequality constraints. The algorithm aims at guaranteeing that a global optimal solution of the problem is obtained, up to a required accuracy ε > 0. The mathematical formulation of the problem is: min x∈Ω f (x) subject to g(x) ≤ 0
where f : R n → R and g : R n → R p are nonlinear continuous functions, possibly nondifferentiable, and Ω = {x ∈ R n : −∞ < l ≤ x ≤ u < ∞}. Functions f and g may be nonconvex and many local minima may exist in the feasible region. For the class of global optimization problems, methods based on penalty functions are common in the literature. In this type of methods, the constraint violation is combined with the objective function to define a penalty function. This function aims at penalizing infeasible solutions by increasing their fitness values proportionally to their level of constraint violation. In Ali, Golalikhani, and Zhuang (2014) ; Ali and Zhu (2013) ; Barbosa and Lemonge (2008) ; Coello (2002) ; Lemonge, Barbosa, and Bernardino (2015) ; Mezura-Montes and Coello (2011); Silva, Barbosa, and Lemonge (2011) , penalty methods and stochastic approaches are used to generate a population of points, at each iteration, aiming to explore the search space and to converge to a global optimal solution.
Metaheuristics are approximate methods or heuristics that are designed to search for good solutions, known as near-optimal solutions, with less computational effort and time than the more classical algorithms. While heuristics are tailored to solve a specific problem, metaheuristics are general-purpose algorithms that can be applied to solve almost any optimization problem. They do not take advantage of any specificity of the problem and can then be used as black boxes. They are usually non-deterministic and their behavior do not dependent on problem's properties. Some generate just one solution at a time, i.e., at each iteration, like the simulated annealing, variable neighborhood search and tabu search, others generate a set of solutions at each iteration, improving them along the iterative process. These population-based metaheuristics have been used to solve a variety of optimization problems (Boussaïd, Lepagnot, and Siarry 2013) from combinatorial to the continuous ones. Popular metaheuristics are the differential evolution (DE), electromagnetism-like mechanism (EM), genetic algorithm (GA), harmony search (HS), and the challenging swarm intelligence-based algorithms, such as, ant colony optimization, artificial bee colony, artificial fish swarm, firefly algorithm and particle swarm optimization (PSO) (see Akay and Karaboga (2012) ; Kamarian et al. (2014) ; Mahdavi, Fesanghary, and Damangir (2007) ; Tahk, Woo, and Park (2007) ; Tsoulos (2009) ).
The artificial fish swarm (AFS) algorithm is one of the swarm intelligence algorithms that has been the subject of intense research in the last decade, e.g. M. Costa, Rocha, and Fernandes (2014) ; ; Yazdani et al. (2013) . Recently, the AFS algorithm has been hybridized with other metaheuristics, like the PSO (Tsai and Lin 2011; Zhao et al. 2014) , and even with the classic Powell local descent algorithm in (Zhang and Luo 2013) . It has also been applied to engineering system design (see Lobato and Steffen (2014) ), in 0-1 multidimensional knapsack problems (Azad, Rocha, and Fernandes 2014) and in other cases (see Neshat et al. (2014) ).
Augmented Lagrangians (Bertsekas 1999) are penalty functions for which a finite penalty parameter value is sufficient to guarantee convergence to the solution of the constrained problem. Methods based on augmented Lagrangians have similarities to penalty methods in that they find the optimal solution of the constrained optimization problem by identifying the optimal solutions of a sequence (or possible just one) of unconstrained subproblems (C. Wang and Li 2009; Zhou and Yang 2012) . Recent studies regarding augmented Lagrangians and stochastic methods are available in Ali and Zhu (2013) ; L. Costa, Espírito Santo, and Fernandes (2012) ; Deb and Srivastava (2012) ; Jansen and Perez (2011) ; Long et al. (2013) ; ; . Recently, a hyperbolic augmented Lagrangian paradigm has been presented in M. Costa, Rocha, and Fernandes (2014) . The therein augmented Lagrangian function is different from the one herein proposed and the subproblems are approximately solved by a standard AFS algorithm.
In the present study, the properties of a shifted hyperbolic penalty are derived and discussed. The convergence properties of an augmented Lagrangian algorithm proving that every accumulation point of a sequence of iterates generated by the shifted hyperbolic augmented Lagrangian algorithm is feasible and is an ε-global minimizer of problem (1), where ε is a sufficiently small positive value, are analyzed. The developed algorithm uses a new AFS algorithm that generates two subpopulations of points and move them differently aiming to explore the search space and to avoid local optimal solutions. To enhance convergence, an intensification phase based on the Nelder-Mead local search procedure is invoked with a dynamically defined probability.
The article is organized as follows. In Section 2, the shifted hyperbolic penalty function is presented and the augmented Lagrangian algorithm and its convergence properties are derived. Section 3 describes the AFS algorithm and discusses the new algorithm that incorporates the two swarm paradigm and the heuristic to invoke the Nelder-Mead local search. Finally, Section 4 presents some numerical experiments and the article is concluded in Section 5.
Shifted hyperbolic penalty-based augmented Lagrangian algorithm
Here, the good properties of the 2-parameter hyperbolic penalty term (see Xavier (2001)) given by
are extended, where g i (x) is the ith constraint function of the problem (1) (i = 1, . . . , p) and τ ≥ 0 and ρ ≥ 0 are penalty parameters, to a shifted penalty term. The penalty in (2), which is a continuously differentiable function with respect to x, is made to work in Xavier (2001) as follows. In the initial phase of the process, τ increases while ρ remains constant, causing a significant increase of the penalty at infeasible points. This way the search is directed to the feasible region since the goal is to minimize the penalty. From the moment that a feasible point is obtained, the penalty parameter ρ decreases, while τ remains constant.
The herein derived methodology uses a shifted penalty strategy in which one is willing to modify the origin from which infeasibility is to be penalized, i.e., one penalizes the positive deviation of g i (x) with respect to a certain threshold value, T i , rather than 0. If T i = − δ i τ is defined then using (2) the shifted hyperbolic penalty term arises
where δ i , the ith component of the vector δ = (δ 1 , . . . , δ p ) T , is the multiplier associated with the inequality constraint g i (x) ≤ 0, and τ and µ ∈ R are the penalty parameters, being µ = (ρ/τ) ≥ 0, for τ = 0. For any i, the function P s (g i (x); δ i , τ, µ) approaches the straight line l 1 (g i (x)) = 0 as g i (x) → −∞ (the horizontal asymptote), and to the straight line l 2 (g i (x)) = 2τg i (x) + 2δ i as g i (x) → +∞ (the oblique asymptote), for τ > 0, δ i > 0 and µ > 0, as shown in Figure 1 . The most important properties that will be used in the present study are now listed.
Properties. Let y ≡ g i (x) and δ y ≡ δ i (fixed) for any i. Function in (3) satisfies the following properties: P1: P s (y; δ y , τ, µ) is continuously differentiable with respect to y ∈ R, for τ, µ > 0 and δ y ≥ 0; P2: for y 1 , y 2 ∈ R, y 1 < y 2 ≤ 0, 0 ≤ P s (y 1 ; δ y , τ, µ) < P s (y 2 ; δ y , τ, µ), for fixed τ > 0 and δ y , µ ≥ 0; P3: for y 1 , y 2 ∈ R, 0 < y 1 < y 2 , 0 < P s (y 1 ; δ y , τ, µ) < P s (y 2 ; δ y , τ, µ), for fixed τ > 0 and δ y , µ ≥ 0; P4: 2δ y ≤ P s (0; δ y , τ, µ) = δ y + δ 2 y + (τ µ) 2 ≤ 2δ y + τ µ, for fixed τ > 0 and δ y , µ ≥ 0; The penalty term (3) is to be used in an augmented Lagrangian based method (Bertsekas 1999) where the augmented Lagrangian function, hereafter denoted by shifted hyperbolic augmented Lagrangian, has the form
The implemented multiplier method penalizes the inequality constraints of the problem (1) while the bound constraints are always satisfied when solving the subproblems. This means that, at each iteration k, where k denotes the iteration counter of the outer cycle, for fixed values of the multipliers vector δ (k) , and penalty parameters τ (k) and µ (k) , the subproblem is the bound constrained optimization problem:
(5) When penalty terms (2) and (3) are added to the objective function, they aim to assign a high cost to infeasible points. As the penalty parameter τ (k) increases, problem (5) approximates the original constrained problem. While the use of the penalty term (2) corresponds to taking the multipliers to be equal to zero, and the success of the penalty algorithm depends only on increasing the penalty parameter to infinity (with the decreasing of the parameter µ (k) ), when (3) is used the performance of the algorithm may be improved by using nonzero multiplier approximates δ (k) that are updated after solving the subproblem (5). Hence, when (3) is used, the algorithm is able to compute optimal multiplier values and provides information about which constraints are active at the optimal solution and the relative importance of each constraint to the optimal solution.
When the optimization problem is nonconvex, a global optimization method is required to solve the subproblem (5), so that the algorithm has some guarantee to converge to a global solution instead of being trapped in a local one. The following is remarked:
Remark 1 When finding the global minimum of a continuous objective function φ (x) over a bounded space Ω ⊂ R n , the pointx ∈ Ω is a solution to the minimization problem if φ (x) ≤ min y∈Ω φ (y)+ε, where ε is the error bound which reflects the accuracy required for the solution.
Thus, at each iteration k of the outer cycle, an ε (k) -global solution of subproblem (5) is re-quired. Some challenging differences between augmented Lagrangian-based algorithms are located on the algorithm used to find the sequence of approximate solutions to the subproblems (5). The proposal for computing an ε (k) -global minimum of subproblem (5), for fixed values of δ (k) , τ (k) , µ (k) is based on a stochastic population-based algorithm, denoted by enhanced artificial fish two swarm (AF-2S) algorithm. Other important differences are related with the updating of penalty, smooth or tolerance parameters aiming to promote the algorithm's convergence.
Augmented Lagrangian-based algorithm
A formal description of the shifted hyperbolic augmented Lagrangian (shifted-HAL) algorithm for solving the original problem (1), is presented in Algorithm 1.
Algorithm 1 Shifted-HAL algorithm
Require:
Find an ε (k) -global minimizer x (k) of subproblem (5) such that:
5:
end if 11:
The form of the shifted penalty in (3) compels that the penalty parameter µ is to be decreased at all iterations, whatever the proximity to the feasible region, although a strong reduction is beneficial when feasibility is approaching. Thus, the strategy is the following. When the level of feasibility and complementarity at the iterate x (k) is acceptable within the tolerance η (k) > 0,
where
the parameter τ (k) remains unchanged since there is no need to penalize further the violation, but µ (k+1) = γ µ µ (k) , for 0 < γ µ < 1, i.e., µ (k) undergoes a significant change, referred to as a fast reduction, to accelerate the movement towards feasibility. Otherwise, τ is increased using τ (k+1) = γ τ τ (k) where γ τ > 1, and a slow reduction is imposed on µ:
} is a bounded monotonically decreasing sequence that converges to zero (see Gonzaga and Castillo (2003) ).
Note that when the penalty parameter is not updated, the tolerances for solution quality and feasibility, ε and η respectively, are decreased as follows: ε (k+1) = max ε, γ ε ε (k) and η (k+1) = γ η η (k) , where 0 < γ ε , γ η < 1, so that an even better solution than its ancestor is computed. It is required that {η (k) } defines a decreasing sequence of positive values converging to zero as k → ∞. On the other hand, when penalty τ is increased aiming to further penalize constraints violation, ε remains unchanged (ε (k+1) = ε (k) ) and η is allowed even to increase (relative to its previous value), η (k+1) = γ η η (1) , where η (1) > 0 is the user provided initial value. In this study, · represents the Euclidean norm. The multipliers vector is estimated using the usual first-order updating scheme (Bertsekas 1999) coupled with a safeguarded procedure:
for i = 1, . . . , p where δ max ∈ [0, +∞). The use of this safeguarding procedure by projecting the multipliers onto a suitable bounded interval aims to ensure boundedness of the sequence.
The algorithm terminates when a solution x (k) that is feasible, satisfies the complementarity condition and has an objective function value within ε of the known minimum is found, i.e., when V (x (k) ) = 0 and f (x (k) ) ≤ LB + ε for a sufficiently small tolerance ε > 0, where LB denotes the smallest function value considering all algorithms that found a feasible solution of problem (1).
Convergence to an ε-global minimizer
Here, it is proved that every accumulation point, denoted by x * , of the sequence {x (k) }, produced by the shifted-HAL algorithm is an ε-global minimizer of problem (1). Since the set Ω is compact and the augmented Lagrangian function φ (x;
For this convergence analysis, the methodology presented in Birgin, Floudas, and Martínez (2010) is followed, where differentiability and convexity properties are not required. The assumptions that are needed to show convergence of the shifted-HAL algorithm (Algorithm 1) to an ε-global minimum are now stated. Some of them are common in the convergence analysis of augmented Lagrangian methods for constrained global optimization, e.g. (Birgin, Floudas, and Martínez 2010) . As previously mentioned, the augmented Lagrangian approach is combined with a stochastic population-based algorithm for solving the subproblems (5), and therefore it is assumed that the sequence {x (k) } is well defined (see Assumption A 2.2 below). Note that Assumption A 2.4 is concerned with δ * , the Lagrange multiplier vector at x * and Assumption A 2.5 below is a consequence of the way the two parameters τ (k) and µ (k) are updated in the algorithm. Assumption A 2.1 A global minimizer z of the problem (1) exists. Assumption A 2.2 The sequence {x (k) } generated by the Algorithm 1 is well defined and there exists a subset of indices N ⊆ N so that lim k∈N x (k) = x * . Assumption A 2.3 The functions f : R n → R and g : R n → R p are continuous on Ω.
} is a bounded and monotonically decreasing sequence of nonnegative real numbers.
First, it is proved that every accumulation point of the sequence {x (k) } is feasible. THEOREM 2.6 Assume that Assumptions A 2.1 through A 2.3 and A 2.5 hold. Then every accumulation point x * of the sequence {x (k) } produced by the Algorithm 1 is feasible for problem (1).
Proof Since x (k) ∈ Ω and Ω is closed then x * ∈ Ω. Two cases are considered:
In case (a), there exists an index K and a valueτ > 0 such that
Thus, by Assumptions A 2.2 and A 2.3, g i (x * ) ≤ 0 for all i, and the accumulation point is feasible.
The proof in case (b) is made by contradiction by assuming that x * is not feasible and using z (see Assumption A 2.1), the same for all k, such that g i (z) ≤ 0 for all i. Let I + , I − 1 , I − 2 and I − 3 be index subsets of I = {1, . . . , p} defined by:
Using the properties P2 and P3 described above, then
hold, since δ (k) and µ (k) are bounded by definition (see (9) and updates in Algorithm 1). Using Assumptions A 2.2 and A 2.3, for a large enough k ∈ N , there exists a positive constant c such that
and therefore
Using the properties P2 and P6,
are obtained. Using Assumptions A 2.3 and A 2.5, for large enough
Now, it is proved that a sequence of iterates generated by the algorithm converges to an ε-global minimizer of problem (1). THEOREM 2.7 Assume that the Assumptions A 2.1 through A 2.5 hold. Then every accumulation point x * of a sequence {x (k) } generated by Algorithm 1 is an ε-global minimizer of problem (1).
First, the case (a). By the definition of x (k) in the Algorithm 1, and since
where z ∈ Ω comes from Assumption A 2.1. Since g i (z) ≤ 0 and δ (k) i ≥ 0 for all i, and µ (k) ,τ > 0, using the properties P4 and P6, then for all
holds, where I 0 , I − 1 and I − 2 are subsets of I defined by:
Taking limits for k ∈ N 1 and using lim k∈N 1 ε (k) = ε and Assumption A 2.2,
is obtained. Since x * is feasible and δ * i ≥ 0 (finite by Assumption A 2.4) for all i, using
• for i ∈ I − ⊆ I such that g i (x * ) < 0:
one gets
Since condition (7) and Algorithm 1 require that lim k→∞ V (8)). Finally, using lim k∈N 1 µ (k) = 0 (recall property P5) then f (x * ) ≤ f (z) + ε which proves the claim that x * is an ε-global minimizer, since z is a global minimizer.
For
Since z is feasi-ble, recalling (10) (withτ replaced by τ (k) ) and using property P6, one gets
Now, taking limits for k ∈ N , using Assumptions A 2.2, A 2.3, A 2.4 and A 2.5, lim k∈N ε (k) = ε and the same reasoning as above, one gets
Enhancing the AF-2S algorithm with Nelder-Mead local search
For solving the subproblems (5), a new AFS algorithm, denoted by enhanced AF-2S algorithm is proposed. AFS is a stochastic population-based algorithm for global optimization (see ). The enhanced AF-2S algorithm combines the global search AFS method with a two swarm paradigm and an intensification phase based on the Nelder-Mead local search (Nelder and Mead 1965) procedure. The goal here is to find an approximate global minimizer x (k) of the subproblem (5) satisfying (6). For simplicity, φ k (x) is used to denote the objective function of the subproblem (5), instead of
The position of a point in the space is represented by x j ∈ R n (the jth point of a population) and m < ∞ is the number of points in the population. Let x best be the best point of a population of m points so that (for fixed δ (k) , τ (k) and µ (k) ):
is the corresponding function value and x j ( j = 1, . . . , m) are the points of the population.
Standard AFS algorithm
The AFS algorithm is now briefly described. At each iteration t, the current population of m points, herein denoted by x 1 , x 2 , . . . , x m is used to generate a trial population y 1 , y 2 , . . . , y m . Initially, the population is randomly generated in the entire search space Ω. Each fish/point x j movement is defined according to the number of points inside its 'visual scope'. The 'visual scope' is the closed neighborhood centered at x j with a positive radius υ which varies with the point progress. A fraction of the maximum distance between x j and the other points x l , l = j, υ j = max l x j − x l is used. When the 'visual scope' is empty, a Random Behavior is performed, in which the trial y j is selected along a random direction starting from x j . When the 'visual scope' is crowded, and a point randomly selected from the visual, x rand , has a better fitness, φ k (x rand ) < φ k (x j ), the Searching Behavior is implemented, i.e., y j is randomly generated along the direction from x j to x rand . Otherwise, the Random Behavior is performed. When the 'visual scope' is not crowded, and the best point inside the 'visual scope', x min , has a better fitness than x j , the Chasing Behavior is performed. This means that y j is randomly generated along the direction from x j to x min . However, if x min is not better than x j , the Swarming Behavior may be tried instead. Here, the central point of the 'visual scope',x, is computed and if it has better fitness than x j , y j is computed randomly along the direction from x j tox; otherwise, a point x rand is randomly selected from the 'visual scope' and if it has a better fitness than x j the Searching Behavior is implemented. However, if φ k (x rand ) ≥ φ k (x j ) a Random Behavior is performed. Note that in either case, each point x j will produce a trial point denoted by y j .
Finally, to choose which point between the current x j and the trial y j will be a point of the population for the next iteration, a Selection Procedure is carried out. The current point is replaced by its trial if φ k (y j ) ≤ φ k (x j ); otherwise the current point is preserved.
Artificial fish two swarm algorithm
In order to improve the capability of searching the space for promising regions where the global minimizers lie, this study presents a new fish swarm-based proposal that defines two subpopulations (or swarms), hereafter denoted by artificial fish two swarm -with acronym AF-2S. Each swarm moves differently, but they may share information with each other: one is the 'master swarm' and the other is the 'training swarm'. The 'master swarm' aims to explore the search space more effectively, defining trial points from the current ones using random numbers drawn from a stable but heavy-tailed distribution, thus providing occasionally long movements. Depending on the number of points inside the 'visual scope' of each point x j of the 'training swarm', the corresponding trial point is produced by the standard artificial fish behaviors.
To be able to produce a trial y j , from the current x j , ideas like those of Bare-bones particle swarm optimization in Kennedy and Eberhart (2001) and the model for mutation in evolutionary programming (Lee and Yao 2004 ) may be used:
where γ represents the center of the distribution that may be given by (x j ) i or ((x j ) i + (x best ) i )/2, σ represents the distance between (x j ) i and (x best ) i , and each Y i is an identically distributed random variable from the Gaussian distribution with mean 0 and variance 1. Note that Y may be the random variable of another probability distribution. Here, the standard Lévy distribution is proposed since it can search a wider area of the search space and generate more distinct values in the search space than the Gaussian distribution. This way the likelihood of escaping from local optima is higher. The Lévy distribution, denoted by L i (α, β , γ, σ ), is characterized by four parameters. The parameter β gives the skewness (β = 0 means that the shape is symmetric relative to the mean). The shape of the Lévy distribution can be controlled with α. For α = 2 it is equivalent to the Gaussian distribution, whereas for α = 1 it is equivalent to the Cauchy distribution. The distribution is stable for α = 0.5 and β = 1. σ is the scale parameter and is used to describe the variation relative to the center of the distribution. The location parameter γ gives the center. When γ = 0 and σ = 1, the standard form, simply denoted by L(α) when β = 0, is obtained. Hence, the proposal for further exploring the search space and improve efficiency is the following. The points from the 'master swarm' always move according to the Lévy distribution, i.e., each trial point y j is generated component by component (i = 1, . . . , n) as follows:
where (σ j ) i = (x j ) i − (x best ) i /2 and x best is the best point of the population, whatever the swarm it belongs to. L i (α) denotes a number that is generated following the standard Lévy distribution with the parameter α = 0.5, for each i, rand() is a random number generated uniformly from [0, 1] and p is a user specified probability value for sampling around the best point to occur. On the other hand, each point in the 'training swarm' moves according to the classical AFS behaviors. Initially, the points of the 'master swarm' are randomly selected from the population and remain in the same swarm over the course of optimization. The same is true for the points in the 'training swarm'.
Enhanced AF-2S algorithm
The enhanced AF-2S algorithm herein presented integrates a deterministic direct search method, known as Nelder-Mead (N-M) algorithm, e.g. (McKinnon 1998; Nelder and Mead 1965) , into the AF-2S algorithm. Further, since a two-swarm-based strategy is implemented, cooperation and competition between the two swarms is required in order to reduce the computational effort. The issues to address when a local search is integrated into a population-based algorithm are: (i) which local search method should be chosen; (ii) which points of the population should be used in the local search; (iii) how frequently should the local search be invoked; (iv) how many function evaluations should be computed. To address issue (i), the N-M algorithm, originally published in 1965 (Nelder and Mead 1965) , is chosen due to its popularity in multidimensional derivative-free optimization. Regarding issues (ii) and (iii), the most common strategy invokes the local search algorithm at every iteration and applies it only to the best point of the population. Since the N-M local search requires n+1 points to define the vertices of the simplex, the strategy collects the best point of the population (both swarms together), x best , and the n best points from the swarm that does not include x best , hereafter designated by z i , i = 1, . . . , n. Since the 'master swarm' is assumed to be the smallest of the two swarms, the number of points, m M , should be at least n, so that n points may be supplied to the N-M local search, when x best belongs to the 'training swarm'. Thus, the cooperation feature of the enhanced AF-2S algorithm is present when the N-M local search is invoked since both swarms contribute to the points required by N-M, to define the vertices of the initial simplex. Furthermore, competition arises when the best point produced by the N-M algorithm, x N−M best , replaces the worst point of the population, x worst . Note that the best points in both swarms -x best in one swarm and the n best points in the other -are able to enhance the worst point of the population, either it belongs to the first swarm or to the second. The previously designated z i , i = 1, . . . , n are updated by the remaining n points x N−M i , i = 1, . . . , n generated by the N-M. Algorithm 2 describes the pseudo-code for the enhanced AF-2S algorithm, from which the N-M local search may be invoked, with a certain probability.
To define the frequency of invoking the N-M local search, the algorithm relies on a dynamically defined probability
for ξ = 0.00001. The proposed probability-based heuristic aims to avoid the local intensification phase when p N−M approaches one, and to follow the local exploitation when p N−M ≈ 0. Note that the smallest the p N−M the further away are the points z i (on average) from the best point, thus requiring some improvement. The goal of this methodology is to reduce the overall computational effort without perturbing the speed of convergence of the algorithm. Invoking the N-M local search procedure is a task that requires between one to n extra function evaluations per N-M iteration (see McKinnon (1998) ). In this study, the N-M algorithm terminates when a pre-specified number of function evaluations, NF max , is achieved.
Algorithm 2 Enhanced AF-2S algorithm
and NF max 1: Set t = 0 ; Select x best according to (11) 2: Randomly select m M points of the population to define the 'master swarm' ; Define M with the set of indices of the points in the 'master swarm' 3: while φ k best ≥ LB + ε (k) and t ≤ t max do 4:
Compute y j by Lévy distribution using (13) with p = 0.5 7:
else if 'visual scope' is empty then 8:
Compute y j by Random Behavior 9:
else if 'visual scope' is crowded then 10:
Compute y j by Searching Behavior 
Compute y j by Chasing Behavior 17:
Compute y j by Swarming Behavior 19:
Numerical experiments
For a practical validation of the shifted-HAL algorithm based on the enhanced AF-2S algorithm for solving the subproblems (5), three sets of benchmark problems are selected. First, a set of 20 small constrained global optimization problems are tested, where the number of variables ranges from 2 to 6 and the number of constraints ranges from 1 to 12 (see Birgin, Floudas, and Martínez (2010) ). Second, six problems that have inequality constraints only (C01, C07, C08, C13, C14 and C15) from the suit of scalable functions developed for the 'CEC 2010 Competition on Constrained Real-Parameter Optimization' are selected from (Mallipeddi and Suganthan 2010a) , and finally six well-known engineering design problems are used to analyze the performance of the algorithm when integer and continuous variables are present. The C programming language is used in this real-coded algorithm and the computational tests were performed on a PC with a 2.7 GHz Core i7-4600U and 8 Gb of memory. Although the shifted hyperbolic penalty function is meant to work with inequality constrained optimization problems, it has been possible to handle problems with equality constraints, h(x) = 0, as long as they are reformulated into the following couple of inequality constraints h(x) − υ ≤ 0 and −h(x) − υ ≤ 0, where υ > 0 is the tolerance used for the constraints relaxation. The parameters have been set after a set of testing experiments: υ = 10 −5 , τ (1) = 10, γ τ = √ 10, µ (1) = 1, γ µ = 0.05, ε (1) = η (1) = 1, γ ε = γ η = 0.1, δ
(1) i = 1 for all i = 1, . . . , p and δ max = 10 4 . The probability p in the definition (13) is set to 0.5, the maximum number of function evaluations in the N-M algorithm is NF max = 100. Since the parameter update schemes available in the outer cycle have a moderate influence on the convergence speed of the shifted-HAL algorithm, k max = 50 and t max = 12 are considered. To stop the Algorithm 1, an error tolerance of 10 −6 is used in the feasibility condition and ε is set to 10 −5 . If one of the conditions in the stopping rule is not satisfied, the algorithm will run for a maximum of k max iterations. Unless otherwise stated, m = 5n is set and each problem is solved 30 times. Setting m M = m 2 turned out to be a good choice. A large 'master swarm' has empowered the exploratory ability of the AF-2S algorithm, improving the consistency of the solutions and reducing the overall number of function evaluations.
The performance of the shifted-HAL algorithm, based on the Algorithm 2 with the N-M local search, is compared with another hyperbolic augmented Lagrangian algorithm (HAL-AFS) presented in M. Costa, Rocha, and Fernandes (2014) as well as with two deterministic methods, namely the exact penalty DIRECT-based method (e.penalty-DIRECT) in Di Pillo, Lucidi, and Rinaldi (2012) and the augmented Lagrangian αBB-based method (AL-αBB) of Birgin, Floudas, and Martínez (2010) . Table 1 lists the number of the problem as shown in Birgin, Floudas, and Martínez (2010), 'Prob'; the best solution obtained by the tested augmented Lagrangian algorithm during the 30 runs, ' f best '; the median (as a measure of the central tendency of the distribution) of the 30 solutions, ' f med '; the number of function evaluations, 'n.f.e.', and the CPU time (in seconds), 'time', required to reach the reported f best . The table also displays the value of the constraint violation at the best solution, 'C.V. best ' and the average number of iterations in the outer cycle (over the 30 runs), 'It av '. The solution found by e.penalty-DIRECT, ' f * ', a measure of the constraint violation, 'C.V.' (in Di Pillo, Lucidi, and Rinaldi (2012)), the number of outer iterations, 'It', required by AL-αBB and the solution reported in Birgin, Floudas, and Martínez (2010) (used as the bestknown solution available in the literature), 'LB', are also shown. Using suitable reformulations (Birgin, Floudas, and Martínez 2010; Di Pillo, Lucidi, and Rinaldi 2012) data related with n (number of variables) and nc (number of equality and inequality constraints) are also displayed.
From the results it is concluded that the proposed shifted-HAL algorithm based on the Algorithm 2, with the N-M local search, performs reasonably well. Not all the solutions obtained for problems 2(b) and 3(a), during the 30 runs, are as good as it is expected, when compared with those shown in Birgin, Floudas, and Martínez (2010) , but some are better than the ones reported in Di Pillo, Lucidi, and Rinaldi (2012). For the other problems, the results of the current study are very competitive. It can be concluded that the algorithm is quite consistent with similar values for ' f best ' and ' f med ' for most tested problems. It is noteworthy that the results in terms of number of function evaluations and CPU time are very competitive, taking into account that this is a population-based method rather than a pointwise strategy. To analyze the statistical significance of the results the Wilcoxon signed-rank test is used. This is a non-parametric statistical test for testing hypothesis on median. The Matlab TM (Matlab is a registered trademark of the MathWorks, Inc.) function signrank is used. This function returns a logical value: '1' indicates a rejection of the null hypothesis that the data are observations from a distribution with a certain median, '0' indicates a failure to reject the null hypothesis, at a 0.05 significance level. The comparisons are made between the median solution computed from the results and (i) the median solution when comparing with HAL-AFS, (ii) the value of f * when comparing with e.penalty-DIRECT, (iii) and the LB when comparing with AL-αBB. The character ' * ' in the table indicates a rejection of the null hypothesis with a p-value < 0.05, i.e., that the result is statistically different.
Based on the results of the Table 1 , it can be concluded that the shifted augmented Lagrangian algorithm (that relies on the enhanced AF-2S for solving the subproblems (5)) will also compete favorably with the penalty-based stochastic algorithms presented in Ali, Golalikhani, and Zhuang (2014) ; Deb and Srivastava (2012) ; Silva, Barbosa, and Lemonge (2011) . This conclusion is based on the fact that the proposed algorithm outperforms the HAL-AFS algorithm presented in M. Costa, Rocha, and Fernandes (2014) which in turn performed well when compared with those stochastic algorithms.
The second set of problems comprises six problems that arise from well-known scalable test functions with rotated constraints and were used in the "2010 Congress on Evolutionary Computation Competition on Constrained Real-Parameter Optimization". Twenty five independent runs are performed and the allowed maximum number of function evaluations (n.f.e max ) is 2E+05. The results are compared with those of the winner of the competition (Takahama and Sakai 2010) where an ε constrained differential evolution combined with an archive and gradientbased mutation,'εDEg', is used, as well as with another algorithm, 'ECHT-DE', a differential evolution with ensemble of constraint handling techniques that ranked second between twelve competitors (see Mallipeddi and Suganthan (2010b) ). In Table 2 , f best , f med , f av (the average of the 25 obtained solutions) and the standard deviation, 'St.d( f )', are shown for each problem when 'n.f.e.' reaches 2E+04, 1E+05 and 2E+05 (along three consecutive rows of the table). Furthermore, the number of violated constraints, 'n.v.c.', at the median solution by more than 1E+00, by more than 1E-02 and by more than 1E-04 have been reported. The mean value of the constraint violations at the median solution, 'v av ', has been saved. The Wilcoxon signed-rank test is used again to analyze the statistical significance relative to the median values. The comparisons are made between the median solution computed from the current results and each of the median solutions of both articles (Takahama and Sakai 2010) and (Mallipeddi and Suganthan 2010b) . The character ' * ' indicates that the result is statistically different with a p-value < 0.05. Note that all the results produced by the algorithm and reported in the table are feasible and therefore n.v.c. = (0,0,0) and v av = 0.0E+00. This comparison corroborates the competitive performance of the proposed algorithm when solving constrained global optimization problems.
Finally, the next experiment aims to show the effectiveness of the proposed algorithm when solving more complex and real application engineering design problems with discrete, integer and continuous variables. Engineering problems with mixed-integer design variables are quite common. To handle integer variables, a simple heuristic that relies on the rounding off to the nearest integer before evaluation and selection stages is implemented. For the discrete variables, the used heuristic rounds to the nearest value of the discrete set during the evaluation and selection stages. Six well-known engineering design problems are considered. For the first four problems, all parameter settings are the same as the previous experiment that produced the results of Table 1, except that t max = 25.
Welded Beam Design Problem
The design of a welded beam (Hedar and Fukushima 2006; Lee and Geem 2005; Silva, Barbosa, and Lemonge 2011) is the most used problem to assess the effectiveness of an algorithm. The objective is to minimize the cost of a welded beam, subject to constraints on the shear stress, bending stress in the beam, buckling load on the bar, end deflection of the beam, and side constraints. There are four continuous design variables and five inequality constraints. Table 2 . Results for comparison with Takahama and Sakai (2010) and Mallipeddi and Suganthan (2010b) shifted-HAL with enhanced AF-2S results † in Takahama and Sakai (2010) results † in Mallipeddi and Suganthan (2010b) Prob n.f.e max f best 6.728E+00 5.6E+00 0.000E+00 7.098E+00 6.157E+00 6.5E+00 2E+05 0.000E+00 4.795E-06 4.543E+00 1.6E+01 0.000E+00 1.094E+01 * 6.728E+00 5.6E+00 0.000E+00 7.098E+00 * 6.157E+00 6.5E+00 C13 2E+04 -6.558E+01 -5.959E+01 -5.840E+01 5.1E+00 -2.744E+01 8.018E-01 * -6.355E+00 1.2E+01 -6.837E+01 -6.206E+01 -6.171E+01 4.2E+00 1E+05 -6.558E+01 -5.959E+01 -5.938E+01 5.0E+00 -6.843E+01 -6.792E+01 * -6.748E+01 1.1E+00 -6.843E+01 -6.352E+01 * -6.512E+01 2.4E+00 2E+05 -6.843E+01 -5.959E+01 -5.951E+01 5.1E+00 -6.843E+01 -6.843E+01 * -6.843E+01 1.0E-06 -6.843E+01 -6.352E+01 * -6.512E+01 2.4E+00 C14 2E+04 The optimization problem is expressed as follows:
where 0.125 ≤ x 1 ≤ 10, 0.1 ≤ x i ≤ 10, i = 2, 3, 4 and P = 6000 lb., L = 14 in., δ max = 0.25 in., E = 30 × 10 6 psi., G = 12 × 10 6 psi., τ max = 13600 psi., σ max = 30000 1 psi. and
A comparison of the results with those of the adaptive penalty scheme used within a steadystate genetic algorithm (APS-GA) (Lemonge, Barbosa, and Bernardino 2015) , the dynamic use of differential evolution variants combined with the adaptive penalty method (DUVDE+APM) (Silva, Barbosa, and Lemonge 2011) , the filter simulated annealing algorithm (FSA), available in Hedar and Fukushima (2006) , the hybrid evolutionary algorithm with an adaptive constraint handling technique (HEA-ACT) (Y. ), the harmony search metaheuristic (HSm) algorithm (Lee and Geem 2005) and the hybrid version of the electromagnetism-like algorithm (Hybrid EM) (Rocha and Fernandes 2009 ) is carried out. Table 3 shows the values of the variables and of the objective function of the best run, the average objective function value, f av , and the average number of function evaluations, n.f.e. av , obtained by the shifted-HAL with enhanced AF-2S algorithm and the other methods. The results from APS-GA, DUVDE+APM, FSA, HEA-ACT, HSm and Hybrid EM are taken from the cited articles. It can be seen that the results are very competitive at a reduced computational cost. 
Pressure Vessel Design Problem
The design of a cylindrical pressure vessel with both ends capped with a hemispherical head is to minimize the total cost of fabrication, e.g. (Hedar and Fukushima 2006; Silva, Barbosa, and Lemonge 2011) . The problem has four design variables and four inequality constraints.
This is a mixed variables problem where the variables x 1 , the shell thickness, and x 2 , the head thickness, are discrete -integer multiples of 0.0625 in. -and the other two are continuous. The mathematical formulation is the following: min 0.6224x 1 x 3 x 4 + 1.7781x 2 x 2 3 + 3.1661 x 2 1 x 4 + 19.84x 2 1 x 3 subject to −x 1 + 0.0193x 3 ≤ 0 , −x 2 + 0. Long et al. (2013) and the modified constrained differential evolution (mCDE) in Azad and Fernandes (2013) , are available in Table 4 . It has been noticed that the results produced by the algorithm are very competitive and require a reasonable amount of function evaluations. 
Speed Reducer Design Problem
The weight of the speed reducer is to be minimized subject to the constraints on bending stress of the gear teeth, surface stress, transverse deflections of the shafts and stress in the shafts as described in Tomassetti (2010) . There are seven variables and 11 inequality constraints. This is a mixed variables problem, where the variable x 3 is integer (number of teeth) and the others are continuous. The mathematical formulation of the optimization problem is as follows: min 0.7854x 1 x 2 2 ((10/3)x 2 3 + 14.9334x 3 − 43.0934) − 1.508x 1 (x 2 6 + x 2 7 ) +7.4777(x 3 6 + x 3 7 ) + 0.7854(x 4 x 2 6 + x 5 x 2 7 ) subject to 27 Table 5 . It can be concluded that the proposed algorithm performs reasonably well.
Coil Compression Spring Design Problem
This is a real world optimization problem involving discrete, integer and continuous design variables. The objective is to minimize the volume of a spring steel wire used to manufacture the spring (with minimum weight) (see Lampinen and Zelinka (1999) ). The design problem has three variables and eight inequality constraints, where x 1 , the number of coils, is integer, x 2 , the outside diameter of the spring, is continuous, and x 3 , the spring wire diameter, is taken from a set of discrete values (see Table 6 ). The mathematical formulation is as follows:
and F max = 1000 lb., S = 189000 psi., l max = 14 in., d min = 0.2 in., D max = 3.0 in., F p = 300 lb., G = 11.5 × 10 6 , σ pm = 6.0 in., σ w = 1.25 in. and
Tests were done using the proposed Shifted-HAL with enhanced AF-2S, and a comparison with the differential evolution method coupled with a soft-constraint approach (DE-sca) (Lampinen and Zelinka 1999) , with the mCDE (Azad and Fernandes 2013) and with the ranking selection-based particle swarm optimizer (RSPSO) (J. Wang and Yin 2008) is carried out. The results are shown in Table 7 . It can be concluded that the results produced by the algorithm are quite competitive after a reduced computational effort. A low average number of function evaluations has been reported since the algorithm converged after six outer iterations in 20 out of the 30 runs. 
Economic Dispatch with Valve-point Effect Problem
The economic dispatch (ED) problem reflects an important optimization task in power generation systems. The objective is to find the optimal combination of power dispatches from n different power generating units to minimize the total generation cost while satisfying the specified load demand and the generating units operating conditions. Hence, the objective is
when valve-point loading effects are considered, where P i is the ith unit power output (per hour), a i,1 , a i,2 and a i,3 are the cost coefficients of unit i, and a i,4 and a i,5 are the coefficients of unit i reflecting valve-point loading effects (see Hardiansyah (2013); Sinha, Chakrabarti, and Chattopadhyay (2003) ). The total power output from n units should be equal to the total load demand, P D , plus the transmission loss, P L , of the system
where P L is calculated using the power flow coefficients B i, j by:
The power output from unit i should satisfy P i min ≤ P i ≤ P i max , i = 1, 2, . . . , n, where P i min and P i max are the minimum and the maximum real power outputs of the ith unit, respectively. In practice, ramp rate limits restrict the operating range of a unit for adjusting the generator operation between two operating periods. The generation may increase or decrease with corresponding upper and downward ramp rate limits. If the power generation increases then P i − P i,0 ≤ U i , otherwise P i,0 − P i ≤ D i , where P i,0 is the power generation of ith unit at the previous hour and U i and D i are the upper and lower ramp rate limits, respectively. Due to physical limitations of machine components, the generating units may have certain zones where operation is prohibited. Hence, for the ith generating unit, the following condition is required P i ≤ P To demonstrate the performance and applicability of the proposed method an instance with 40 generating units (ED-40), a hourly demand of 10500 MW, without power loss, ramp rate limits and prohibited operating zones, is considered. The input data concerned with a i,k (k = 1, . . . , 5), P i min , P i max , for i = 1, . . . , 40 are available in Hardiansyah (2013) . The Shifted-HAL algorithm is compared with the hybrid genetic algorithm (HGA) based on differential evolution and a sequential quadratic programming (SQP) local search, presented in He, Wang, and Mao (2008) , an evolutionary programming technique (EPT) addressed in Sinha, Chakrabarti, and Chattopadhyay (2003) , a differential evolution approach combined with chaotic sequences and a SQP gradient-based local search (DEC(2)-SQP (1)) (Coelho and Mariani 2006) , the Gaussian and Cauchy distribution-based PSO variant (G-C-PSO) in Hardiansyah (2013) , and a modified particle swarm optimization (MPSO) algorithm presented in Park, Lee, Shin, and Lee (2005) . The best run (among 30 runs) produced a cost value of 121686.77 after 2500 iterations, 600296 function evaluations and 11.04 seconds -with k max = 50, t max = 50 and NF max = 10m -(see other results in Table 8 ) and the optimal dispatch results for the 40 generators are reported in Table 9 . It should be noticed that when solving larger dimensional problems, the size of the population may become large since both 'master swarm' and 'training swarm' should have at least n points each to be able to provide n points for the N-M local search. It can be concluded that the Shifted-HAL algorithm produces acceptably good results, noting that HGA outperforms the other methods in comparison since it uses a gradient-based SQP local optimizer. 122252.27 n.a. n.a n.a. n.a. † The results were obtained with a population of m = 200 points and υ = 10 −10 ; population size is set to 30; ‡ A maximum of 50 DE operator iterations are done at each of the 60 hybrid GA iterations, for a population of 82 points; § 53% of the runs converged to a value in the range [122500, 123000], the remaining converged to a value in [120000, 122500]; n.a. means not available. The other instance has 15 generating units (ED-15) and a hourly demand of 2630 MW. The objective function is smooth and the input data concerned with a i,k (k = 1, . . . , 3), B i, j ( j = 1, . . . , 15), B 0,i , B 0,0 , P i min , P i max , U i , D i , for i = 1, . . . , 15, P Lpz i and P
U pz i
(for three zones embedded in units 2, 5, 6 and two zones in unit 12) are available in Coelho and Lee (2008) . The results produced by the proposed algorithm are compared with those of a PSO version which is based on Gaussian probability distribution linked with chaotic sequences (ch-G-PSO) in (Coelho and Lee 2008) , of a firefly algorithm (FA) in (Yang, Hosseini, and Gandomi 2012) , of the improved coordinated aggregation-based PSO (ICA-PSO) by (Vlachogiannis and Lee 2009) , of the hybrid bacterial foraging optimization with Nelder-Mead search (BFO-NM) presented in Panigrahi and Pandi (2008) , and of a PSO version with normalized evaluation values (norm-PSO) (see Gaing (2003) ). The best run (out of 30 runs) of the proposed algorithm produced a cost value of 32692.64 after a total of 300 iterations, 15138 function evaluations and 0.16 seconds (with k max = 10, t max = 30 and NF max = 100). To obtain high quality solutions υ = 10 −10 and δ (1) i = 0 for all i = 1, . . . , p are used. Other results of the experiment are shown in Table 10 . The optimal dispatch results for the 15 generators are reported in Table 11 . It can be concluded that the Shifted-HAL algorithm is capable of competing with other well-known metaheuristics. The results were obtained with a population of m = 50 points; § number of function evaluations; ‡ population size is set to 50; initial population size is set to 40; population size is set to 100; n.a. means not available. 
Conclusions
An enhanced AF-2S algorithm that is implemented within an augmented Lagrangian framework to solve the bound constrained subproblems is presented. A new shifted hyperbolic penalty function with interesting properties is derived and it is proved that a sequence of iterates produced by the shifted hyperbolic augmented Lagrangian algorithm converges to an ε-global minimizer. The enhanced AF-2S algorithm is based on an intensification phase that is invoked with a dynamically defined probability and aimed to explore the search space and to avoid local optimal solution. The reported numerical results show the good performance of the shifted-HAL algorithm. Further testing will be carried out in the future with large-dimensional problems in the context of engineering applications. Furthermore, a deterministic and exact solver for bound constrained global optimization problems, like the Multilevel Coordinate Search of Huyer and Neumaier (1999) , will be considered as future developments to be integrated into the Shifted-HAL algorithm.
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