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Objective. The objective of this research is to carry out the classiﬁcation of cellular nuclei in cytological pleural ﬂuid images. The article
focuses on the feature extraction and classiﬁcation processes. The extracted feature is a spatial measurement of the chromatin distribu-
tion in cellular nuclei. The designed classiﬁers are fuzzy classiﬁers that carry out supervised classiﬁcation. The classiﬁer system’s inputs
are data series that represent these texture measurements.
Methods and material. The classiﬁer is built on a Recurrent Fuzzy System (RFS). An evolutionary algorithm inspired by the Michigan
approach is used to ﬁnd an optimal RFS to classify diﬀerent patterns expressed as data series.
Results. The eﬀectiveness of the proposed classiﬁer system is compared with other existing classiﬁcation methods and evaluated via
Receiver Operating Characteristic (ROC) analysis. We have obtained RFS based classiﬁers that perform with sensitivity values between
82.26 and 93.55% and with speciﬁcity values between 80.65 and 90.32%. The behavior of the proposed chromatin measurement is also
compared with other texture measurements.
Conclusion. The RFS based classiﬁers were successfully applied to the proposed data series that represent the chromatin distribution in
cellular nuclei. These fuzzy classiﬁers present the highest classiﬁcation eﬃciency and the ROC analysis conﬁrms their suitable behavior.
 2006 Elsevier Inc. All rights reserved.
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analysis1. Introduction
The objective of this research is to design a pattern rec-
ognition system. We have applied this system to a medical
problem: the classiﬁcation of nuclei in cytological pleural
ﬂuid images.
A cancer victim’s chances for long-term survival are
improved by early detection of the disease and early detec-
tion is in turn enhanced by an accurate diagnosis. There are
several available methods for diagnosing cancer, with sur-
gical biopsy being the most accurate, although it is inva-1532-0464/$ - see front matter  2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jbi.2006.03.001
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E-mail address: silvia@cyc.ull.es (S. Alayo´n).sive, time consuming, and costly. Diagnosis systems
based on digital image analysis allow for an accurate diag-
nosis without the need for a surgical biopsy.
The visual interpretation of the appearance of cells
through a light microscope is carried out in cytology and
histopathology. Humans are not good at quantitative inter-
pretations. The application of computer techniques to the
tasks of analyzing images and designing classiﬁer systems
can improve the accuracy and objectivity of the cancer
diagnosis and prognosis. However, most of the research
in this ﬁeld is problem and not method oriented [1]. There
is a lack of accepted standards for this classiﬁcation prob-
lem. This is one of the main reasons why quantitative
image analysis and machine learning based methods have
not yet fully penetrated mainline pathology practices. In
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cedures for the feature extraction problem and for the
design of the proposed classiﬁers.
The Nuclear Chromatin Distribution (NCD) is an impor-
tant characteristic of this research. Chromatin distribution
reﬂects a nucleus’ organization of the DNA and contains
important cellular diagnostic and prognostic information
[2]. We propose the use of a descriptor based on the con-
cept of spatial scale for the texture. This idea has been used
in [2–6]. The concept of scale implies the establishment of
an ordering relation between data. In this case, the param-
eters that characterize the chromatin appearance in diﬀer-
ent scales are a series of ordered data.
Since the feature vectors are a series of ordered data, a
classiﬁer system specially designed for classifying data ser-
ies is needed. The designed classiﬁer system is based on a
Recurrent Fuzzy System (RFS). The RFS used is an exten-
sion of the classical Finite Deterministic Automaton (FDA)
[7]. This model has been applied in several ﬁelds, such as
pattern recognition, intelligent agent modeling, human–
machine interfaces, control engineering, and medical signal
analysis [7–11]. The reason for selecting RFSs to classify
these data series is twofold. First, RFSs are appropriate
for classifying data series because they capture the special
characteristics of the relationship between consecutive sam-
ples. Second, the fuzzy nature of the model allows the
designer to manage symbolic information.
As commented before, one of the main drawbacks
observed in the application of recurrent fuzzy inference sys-
tems is the lack of a systematic design procedure. This
problem has been addressed in the case of fuzzy associative
memories (fuzzy inference systems) with evolutionary algo-
rithms [12,11]. This research uses evolutionary algorithms
based on the Michigan approach [13] to implement system-
atic RFS synthesis for data series classiﬁcation. A discus-
sion about why evolutionary procedures have been
chosen instead of other approaches is presented in the fol-
lowing sections.
The most important contributions of this research work
are summarized in three points:
1. A NCD measurement is proposed: it is a novel charac-
terization of the nuclear texture through a data series
whose ordering is related to a spatial scale.
2. The used classiﬁer is not new, but the way in which it
classiﬁes is original: the proposed classiﬁer is based on
the reactivity of the RFS when it processes a class of
data series. The concept of reactivity is formalized in
Section 2.2.3.
3. The design of these classiﬁers is developed with evolu-
tionary search methods. The evolutionary search
method is not carried out directly on the space of possi-
ble designs for the classiﬁer as usual [14,11]. Rather, in
this work, the exploration is carried out on a set of rules
(meta-rules) that indicate how the classiﬁer is modiﬁed to
improve its eﬃciency. This strategy is not purely com-
petitive (competition between possible complete solu-tions or Pittsburgh method [15]), but it also includes
cooperative aspects (competition–cooperation between
possible parts of the complete solution or Michigan
method [13]). We will brieﬂy comment on the designed
Michigan algorithm for adjusting the RFS based classi-
ﬁers in Section 2.2.5.
Several experiments have been developed to validate the
proposed NCD measurement and the RFS based classiﬁer.
For the validation of the NCD measurement, a comparison
with other existing measurements has been carried out.
This comparison study takes as reference the research work
presented in [2].
The RFS based classiﬁer has been applied to diﬀerent
data sets: ﬁrst, to simulated data series (data series generat-
ed with Markov Models); and second, to the proposed data
series that represent the NCD in cytological pleural ﬂuid
images. With these experiments, the discrimination ability
of the fuzzy classiﬁer system has been evaluated. The eﬀec-
tiveness of this method as a pattern classiﬁer is also com-
pared with other existing classiﬁcation methods and is
evaluated with Receiver Operating Characteristic (ROC)
analysis.
2. Methods and materials
Our research focuses on the feature extraction and clas-
siﬁcation processes, each of which is discussed in the sub-
sections that follow.
2.1. Methods for the feature extraction process
2.1.1. Description of the medical problem
In this medical diagnosis problem, our objective is to
classify nuclei in cytological pleural ﬂuid images. These
images correspond to conventional cytological tests. This
part of our research required the collaboration of members
from the Pathological Anatomy Department of the Hospi-
tal Universitario de Canarias. The cytological pleural ﬂuid
images obtained from this hospital were classiﬁed by a
domain expert as containing either malignant neoplasic
(carcinomatous) cells or benign mesothelial cells. A Nikon
Optiphot microscope, a 12 bit A/D converter, and the
Leica DFC300 software were used to obtain the images.
The three acquired color channels were converted into an
8 bit gray scale image with a linear method. Two images
from this cytological database are shown in Fig. 1.
Benign and malignant nuclei were selected to form dif-
ferent training and test sets. The proposed feature, based
on the NCD, is extracted from each of the nuclei. Our goal
is to evaluate the ability of said feature to discriminate
between normal and abnormal cells. For this reason, the
feature vectors are data series that reﬂect how changes in
the nuclear chromatin are distributed at diﬀerent spatial
scales. Other features, such as nucleus shape or size, were
not considered so as to better obtain an individual assess-
ment for the proposed feature.
Fig. 1. Left: benign mesothelial cells. Right: malignant carcinomatous cells (these cells are bigger and have irregular form).
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measurement
The feature to be extracted from the nuclei is the NCD.
Nuclear chromatin texture quantiﬁcation has already prov-
en powerful in the analysis of pathological material
[3,16,4]. Changes in the chromatin distribution, which
reﬂects the organization of the DNA, are important fea-
tures for the grading of malignant cells. There are other
useful features, but we have chosen this one due to the
importance of NCD analysis in Malignant Associated
Changes (MAC) detection. MAC is a very important factor
in the diagnosis of pathologies in their early stages (see [17–
21]).
To begin, each image is converted into an 8 bit gray
scale image with standard computer imaging techniques,
and each nucleus in the image is isolated from the rest. A
color original and a gray converted image are shown in
Fig. 2. The nuclei are manually extracted from the imagesFig. 2. A color original andto guarantee the highest precision level in the segmentation
procedure. This avoids having overlapped nuclei.
The blocking eﬀect is softened with a low-pass ﬁlter
applied to each image. The next step is to devise a topo-
graphic map or contour plot of the nuclei. Topographic
representations are widely used in the ﬁeld of image pro-
cessing [22,23], and they have been applied to medical
images in several research papers [24,25,3]. In our case,
the contouring algorithm treats the input matrix Z (image)
as a regularly spaced grid, with each element connected to
its nearest neighbors. The algorithm scans this matrix,
comparing the values of each block of four neighboring ele-
ments (i.e., a cell) in the matrix to the contour level values.
If a contour level falls within a cell, the algorithm performs
a linear interpolation to locate the point at which the con-
tour crosses the edge of the cell. The algorithm connects
these points to produce a segment of a contour line. This
algorithm has been developed with a function created bya gray converted image.
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results of this procedure for a benign and a malignant cell.
The global complexity measurement of the cell texture is
based on the number of topographic levels that exist in the
nuclei contour map. Each map contains several contours
distributed in 20 diﬀerent topographic levels. The measure-
ment is obtained by counting the number of contours exist-
ing at each level and normalizing all these values. The ﬁnal
data series is an ordered sequence of 20 values that repre-
sents a global measurement of the NCD and constitutes
the external input to the RFS. Fig. 3 shows a normalized
data series for cells of a diﬀerent nature. This texture
descriptor is composed of 20 attributes. When the 20 attri-
butes are processed by the RFS, they are turned into one
texture descriptor. The use of the NCD as the discriminat-
ing feature is not a new idea. Many researchers have used it
with successful results. The novelty in our work lies in how
this feature is extracted. Most of the existing works use
fractal analysis to mathematically describe nuclei exhibit-
ing structure over a range of scales [28,3–5]. We have also
measured the spatial complexity of the nucleic structure,
but instead of calculating the fractal dimension, we have
constructed data series that reﬂect how the chromatin is
distributed. The reason for expressing this feature in a dataBENIGN NUCLEUS 
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Fig. 3. Isolated nuclei, contour map and data series for a benign nseries is due to the nature of the researched classiﬁer sys-
tem: the RFS based classiﬁers are eﬃcient in classifying
data series.
2.2. Methods for the classiﬁcation process
2.2.1. Description of the RFS based classiﬁer
The proposed RFS model is an extension of the classical
Finite Deterministic Automaton (FDA) [7]. The formal def-
inition of the RFS model starts with a discrete model where
the states can be simultaneously activated with diﬀerent
activation levels. The particular model used in this research
has only one input, and only the activation of the states is
considered for classiﬁcation purposes.
When the RFS processes the external input, the activa-
tion levels of its internal states change. A transition func-
tion is used to obtain these new activation levels. This
transition function is expressed through a set of logical
rules.
Fuzzy logic is included in this discrete model through a
fuzziﬁcation process that involves the following steps:
1. All the sets of the model are deﬁned as fuzzy sets, with
associated membership functions.MALIGNANT NUCLEUS 
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ucleus (ﬁrst column) and a malignant nucleus (second column).
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these fuzzy sets.
3. The inference process obtains the new activation values
for internal states from the external input and the last
activation values.
Implementation of this process admits a variety of meth-
ods depending on the selection of fuzziﬁcation/defuzziﬁca-
tion methods, fuzzy logical operators, and implication
methods [29]. We present a complete mathematical descrip-
tion of the proposed RFS model in Appendix 1 and a block
diagram of it in Fig. 4.
In previous research work [30–33], the described RFS
has been named Fuzzy Finite State Machine. This term
has been used to emphasize that the RFS is derived from
a ﬁnite state machine which is fuzziﬁed to obtain the Fuzzy
Finite State Machine.Fig. 4. Block diagram of the RFS model.
Cost
Precision
Ut
Fig. 5. Relations cost–precision and utility–precisio2.2.2. Reasons for including fuzzy logic in the classiﬁer
system
Fuzzy logic is an extension of classical logic that can
work with imprecise knowledge and with uncertainty in
the information. Furthermore, fuzzy systems that use Radi-
al Basis Functions (RBF fuzzy systems) are universal func-
tion approximators [34–36]. This is very useful for
classiﬁcation problems, where the discriminating function
can be approximated with this kind of fuzzy system.
There are other methods for approximating the discrim-
inating function, such as through neural networks. Fuzzy
systems have an advantage over neural networks because
their structure is not as opaque and they can be more eﬃ-
ciently reﬁned and researched. As sketched in Fig. 5, the
cost associated with a certain precision presents an expo-
nential behavior, while the real utility increases very slowly
[37]. Fuzzy systems can be successfully applied to approx-
imate functions when the shaded zone in both graphs is
exploited. The obtained approximation may not be the best
one possible, but it matches the intermediate situation in
the analyzed dichotomy.
2.2.3. Data series classiﬁcation with a RFS
Time series are data sequences y1, y2, . . . , yn where
each data item has an associated time value ti. Classiﬁca-
tion of time series deals not only with the values of the
data samples but also with the possible relationships
between successive data items. This kind of relationship
is very common and reﬂects the properties of systems with
memory. However, time is not the only independent var-
iable that can be used to sort the components of a data
vector. Other magnitudes, such as spatial distance mea-
surements, can be used to produce data series. Even more
abstract variables can lead to an ordering in the feature
vector that simpliﬁes the construction of the discriminat-
ing functions [38].
The RFS model can capture the relevant information
related to the dependence between successive data items
sorted by some meaningful independent variable. This is
due to the recurrent nature of the RFS (i.e., the memory
introduced in the system by considering the concept of
states and activations of the states). Consequently, our pur-
pose is to use the RFSs as part of a discriminating function
for data series classiﬁcation.Precision
ility
n. Fuzzy systems can exploit the shaded zone.
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ent classes. Consider the single discriminating function
dðxÞ ¼ dðc1;xðxÞÞ  dðc2;xðxÞÞ; ð1Þ
where d(c1,x (x)) is a measurement of the distance between
the feature vector processed with a RFS x (x) and the point
in the processed feature space c1, representing the ﬁrst class
(analogous considerations deﬁne d(c2,x (x)), with c2 repre-
senting the point in the feature space for the second class).
The classiﬁer considers x as part of the ﬁrst class if
d(x) < 0, or as part of the second class if d(x)P 0.
The processed feature space is a transformation of the
feature space that includes x. This process actually involves
two transformations. The ﬁrst one takes as input the
original feature space composed of F dimensional feature
vectors. The RFS with N states performs the transforma-
tion. For each feature vector, a matrix M (x) is obtained.
The matrix M (x) has N rows and F columns. If mnf is an
element inM (x) at row n and column f, then mnf represents
the activation of the nth state when the fth component of
the feature vector has been processed with the RFS. There-
fore, the ﬁrst transformation T: Xﬁ X1 starts with the
input feature vector space X and leads to space X1. The
X1 space is composed of the matrices M (x).
The second transformation is a measurement of the
matrix M (x). In our study, the selected parameter tries to
measure how reactive the RFS is. The idea under this
approach is to avoid RFSs with low reactivity to the input
feature vector. The last state of the RFS is taken as the detec-
tion state and a threshold thr is established, with 0 < thr < 1.
The reactivity is measured as the number of times that the
activation level of the detection state (last row of matrix
M (x)) crosses over the threshold, divided by F. This normal-
ized quantity has two advantages. First, if theRFS is reactive
in the sense that the activation/deactivation of at least one
state occurs, and this behavior is diﬀerent for each class, then
the RFS will be able to classify it. This reactivity (activation/
deactivation of states) is important because it simpliﬁes the
RFS symbolic interpretation. Second, this is a very easy
and fast computation. This second requirement is important
for the systematic design method based on evolutionary
computation proposed in this paper. Hence, the second
transformation is T2: X1ﬁ X2, where X2 is the space of the
reactivity parameter computed from the matrix M (x). The
compositionof both transformations produces the basic part
of the discriminating function
xðxÞ ¼ T 2ðT 1ðxÞÞ. ð2Þ2.2.4. Design of the RFS based classiﬁer: evolutionary
approaches
There are several problems that arise in the design of
RFSs: determining the set of rules used to specify the
behavior of the RFS; tuning the parameters of the member-
ship functions associated with antecedents and conse-
quents; and eliminating the redundancy in the set of rules
of the RFS. In this paper, we propose an evolutionaryapproach to solve the two ﬁrst problems. There are other
possible methods and we now discuss our reasons for
choosing an evolutionary approach.
The majority of the existing methods for solving the ﬁrst
problem use expert knowledge to build the set of rules [30].
In the problem under consideration (data series classiﬁca-
tion), expert knowledge is not available. In evolutionary
approaches expert knowledge is not necessary, only a train-
ing set is necessary to guide the search (supervised search).
There are several methods for solving the second
problem. A ﬁrst group of strategies is based on applying
constraints to the fuzzy system: for example, with distin-
guishing criteria between membership functions [39]. Other
methods use expert knowledge to tune the parameters of
the membership functions [40,41]. A third approach is to
use gradient based optimization methods [7]. These meth-
ods are problematic for two reasons: the function to be
optimized could present discontinuities; and, local minima
could exist. Evolutionary search methods are derivate-free
optimization methods and avoid these problems.
Speciﬁcally, we use Genetic Algorithms (GAs) to design
the RFS based classiﬁers. GAs are based on the concepts
of natural selection and evolutionary processes. They were
ﬁrst proposed and investigated by Holland [42].
Genetic Algorithms work with populations of individuals.
An individual is a possible solution encoded into a string
called a chromosome. Each individual is associated with a
ﬁtness value that indicates its closeness to the searched solu-
tion. The population evolves repeatedly toward a better
overall ﬁtness value. In each generation, the GA constructs
a new population using genetic operators. The individuals
with higher ﬁtness values are more likely to survive and
to participate in these operations. The genetic operations
can replicate a chromosome (replication), change the struc-
ture of a chromosome by mutating some of its elements
(mutation), or exchange the contents of two diﬀerent chro-
mosomes (crossover). After a number of generations, the
population contains members with better ﬁtness values.
Classically, there are two diﬀerent approaches for imple-
menting searches with genetic algorithms: the Pittsburgh
and the Michigan approaches. The Pittsburgh approach
[15] follows the described basic ﬂow of the GA. In the
design of RFSs, the Pittsburgh algorithm works with pop-
ulations of individuals where each individual is a RFS. The
individuals are complete solutions for the search problem
and they must compete to survive. Therefore, the Pitts-
burgh approach is a competitive structure.
In the Michigan approach [13] the population is built
with partial instead of global solutions. This approach
has its origins in the Classiﬁer Systems (CSs), initially pro-
posed by Holland [42]. In CSs, knowledge is acquired from
the environment. These algorithms interact with the envi-
ronment and build a rule set. This rule set classiﬁes input
data from the environment into classes of problems and
proposes solutions for each class. For this reason, the rules
from this rule set are called classiﬁers and each classiﬁer is a
part of the global solution.
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ent state of the environment and acts on it through the
application of certain classiﬁers. The suitability of the
introduced changes is studied and a proportional payoﬀ
is assigned to the classiﬁer that proposed that action. The
next action is chosen when the agent revises the rule set
and selects the rule or classiﬁer that represents the best
adaptation to the new environment. If there are many pos-
sibilities, the classiﬁer with the highest accumulated payoﬀ
will be chosen. The Holland CS model includes a genetic
algorithm where the population is composed by the classi-
ﬁers. This GA discovers new classiﬁers and renews the base
of classiﬁers.
This approach follows a cooperative-competitive struc-
ture. The cooperative facet in the Michigan approach is
due to the individual’s nature: the individuals of the popu-
lation (classiﬁers) are partial solutions and they must col-
laborate to form a rule set that represents the desired
global solution. The competitive facet is introduced by
the rule discovery part, implemented with a GA. The clas-
siﬁers must compete to survive through subsequent algo-
rithm generations.
In our Michigan algorithm, the RFS is considered as the
environment. This is an important diﬀerence with respect
to other classical Michigan design methods for fuzzy sys-
tems. In these methods, the set of classiﬁers is the rule base
of the fuzzy system [12]. In our case, we have considered
the rule base of the searched fuzzy system (rule base of
the RFS) as part of the environment. Hence, the rule set
in CS is composed of other rules, called meta-rules. The
meta-rules introduce modiﬁcations to the rule base of the
fuzzy system. A block diagram of the global Michigan
strategy followed in this work is presented in Fig. 6.
In previous studies we have implemented a Pittsburgh
algorithm to search RFS based classiﬁers for data series
classiﬁcation (see [31–33]). In these experiments, we have
observed that the Pittsburgh approach presents a notice-
able disadvantage. The Pittsburgh algorithm works withEnvironment:  
RFS based classifier
Application of 
a meta-rule 
Set of meta-rules 
(classifiers)
Payoff assignment 
system
Evaluation of its 
classification ability
Rule discovery 
systemCLASSIFIER
SYSTEM
Fig. 6. Block diagram of the Michigan strategy for searching RFS based
classiﬁers.a population made up of RFS, and ﬁtness estimation
requires the evaluation of every RFS in each generation.
Populations with large sizes generate high computing costs.
This is the reason for investigating a diﬀerent algorithm
based on the Michigan approach: computing costs are sig-
niﬁcantly reduced with this method because only one RFS
must be evaluated in each generation.
2.2.5. Brief description of the implemented Michigan
algorithm
The proposed algorithm has 12 steps, as shown in Fig. 7:
1. Environment deﬁnition: An initial RFS is randomly
created.
2. RFS evaluation: To evaluate the RFS, the training set
of pre-classiﬁed data series is processed with the RFS.
The state activation matrices MNSN ðXÞ (transforma-
tion T1) and the reactivity parameters (transforma-
tion T2) are obtained.
3. RFS eﬃciency estimation: This step measures the per-
formance of the designed RFS and a ﬁtness value is
calculated. This measurement is based on the number
of misclassiﬁed data series. When the relative mea-
surement of the number of misclassiﬁed data series
falls below a pre-established threshold the algorithm
stops, and the RFS with this ﬁtness value is oﬀered
as the solution to the design problem. At this point
the reference vectors n and a are obtained by unsu-
pervised clustering of the reactivity parameters (n
for ﬁrst class, a for second class). One of the clusters
is identiﬁed with the ﬁrst class and the other with the
second class. The centers of these clusters are the ref-
erence points. The classiﬁer is now completely speci-
ﬁed and is composed of the RFS, the detection
state, the threshold thr established for the second
transformation, and the reference points n and a. If
the ﬁtness threshold has not been reached then the
following steps are performed.
4. Payoﬀ assignment procedure: The payoﬀ assignment
system starts in the second iteration. This system
compares the RFS ﬁtness values before and after
the meta-rule application and assigns a payoﬀ to
the meta-rule. This payoﬀ can be positive or negative.
5. Cleaning procedure: This step deletes all the meta-
rules from the meta-rule base that do not introduce
any change to the RFS when they are applied. This
deletion is necessary to avoid search stagnations
and to control the length of the meta-rule base.
6. Deletion procedure: This procedure deletes long-life
meta-rules that do not introduce positive changes to
the RFS.
7. Match search: In this step, a match set M is built with
all the meta-rules that can be applied to the current
RFS. If there are not a certain number of meta-rules
in M, the covering procedure is called.
8. Covering procedure: This procedure creates new meta-
rules that match the current RFS.
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Fig. 7. The Michigan algorithm. Broken lines indicate the algorithm’s ﬂow in the ﬁrst iteration and straight lines indicate the algorithm’s ﬂow in the other
iterations.
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be applied to the current RFS. The selection method
combines two diﬀerent strategies: random selection of
a meta-rule of M (pure exploration) and a roulette
wheel experiment on meta-rules of M (pure
exploitation).
10. Meta-rule application to RFS: The selected meta-rule
is applied to the current RFS and one rule of the RFS
rules is changed.
11. Decision procedure about starting a genetic algorithm:
The GA is the operator used to discover new meta-
rules. The GA is not carried out in every iterationof the Michigan algorithm because the meta-rules
must be applied to the RFS a certain number of times
before being modiﬁed (their life cycle must be suﬃ-
ciently long). In this work, we have decided to start
the GA with a regular frequency. If the GA is not
started, the algorithm returns to step 2.
12. GA development: Once the decision to start a GA
has been made, we implement a classical GA under
the Pittsburgh approach using the meta-rules con-
tained in M as the population. In Fig. 8, the GA
basic structure used by the classiﬁer discovery sys-
tem is shown.
Replication 
END 
START
Selection procedure 
Best meta-rules election to 
create new meta-rules.
Genetic operators 
election
Mutation Crossover
New population
Population:  
meta-rules of M 
New meta-rules
generation 
Fig. 8. GA used by the classiﬁer discovery system.
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tion of the NCD and the behavior of the proposed RFS
based classiﬁers. Because of this, no more details about
the implemented Michigan algorithm are given. All the
information related to the nature of the meta-rules, to
how this algorithm works, and how its parameters have
been tuned can be found in [31].
3. Results
Several experiments were developed to validate the
proposed NCD measurement and the RFS based classiﬁ-
er. Therefore, this section is composed of three subsec-
tions that present diﬀerent kinds of experiments and
results.
3.1. Validation of the proposed NCD measurement
As discussed in Section 2.1.2, the proposed NCD
descriptor in this article is a global measurement of the spa-
tial complexity of the nucleic structure, expressed as data
series. Other possibilities for the construction of a NCD
measurement exist. To validate our proposed descriptor,
we have taken as reference the NCD descriptors proposed
in [2], where a very complete set of texture parameters is
used.
Once the set of parameters from the microscopic image
is computed, the K nearest neighbor classiﬁcation algo-
rithm (Knn-classiﬁer [38]) is employed. A set of parametersderived from a collection of nuclei is subdivided into two
parts: a training set and a test set. All parameters for this
nucleus can be noted as a vector~xi 2 RD (D being the total
number of parameters derived from each nucleus), which
represents a point in a D-dimensional space (the parameter
space). The two classes (malignant/benign) then form two
clusters of points in this D-dimensional space. To classify
a vector ~x from the test set, one ﬁrst seeks the K vectors
~xi from the training set which are closest to ~x. The vector
~x is then assigned that class to which most of its K neigh-
bors belong.
The parameters used in [2] are as follows:
1. First order texture parameters: from the gray-level histo-
gram, the integrated optical density (IOD), the mean
integrated optical density (MeOD), and the standard
deviation of the integrated optical density (SDOD) are
calculated.
2. Second order texture parameters: these parameters are
computed from the co-occurrence matrix [43]. Eight
common co-occurrence parameters are used in this cate-
gory: inertia, total energy, entropy, local homogeneity,
maximum probability, cluster shade, cluster prominence,
and information measure of correlation.
3. Wavelet texture parameter: wavelet transforms [44] are
applied to the images and the energies are used as texture
parameters.
4. Morphological parameters: complementary clinically
relevant information is added by characterizing the
nucleic morphological features. In this category, 13
parameters are extracted.
We have reproduced this methodology of extracting the
cited parameters and applying the Knn classiﬁer on our
images. Only the parameters proposed in [2] related to
the texture have been extracted from our images (parame-
ters corresponding to categories 1, 2, and 3).Morphological
parameters (category 4) have been not considered because
they are not texture descriptors and our interest is in vali-
dating our NCD measurement.
Van de Wouwer et al. [2] found K = 9 to be satisfactory
when classifying nuclei with the Knn algorithm. Our inter-
est was to exactly reproduce the experiment proposed in [2]
with our images, because of this, a 9nn algorithm is also
applied.
The classiﬁcation results of the 9nn algorithm with these
feature vectors are shown in Table 1. We have used the
same training and test sets as in the four experiments devel-
oped with the RFS based classiﬁers (these experiments are
described in Section 3.3.1). In these experiments, diﬀerent
sizes for the training set have been chosen, and three diﬀer-
ent training sets have been built in each experiment. Table
1 shows a comparison between the classiﬁcation results of
the RFS based classiﬁers with the NCD measurement pro-
posed in this article and the classiﬁcation results of the 9nn
classiﬁer with the features suggested by [2] (mean test errors
for all the experiments).
Table 3
RFS characteristics
Number of rules 10
Number of states 4
Number of detection state 4
Threshold for detection state
(reactivity threshold thr)
0.6
Possible values for membership
functions’ center
0.1, 0.3, 0.5, 0.7, and 0.9
Fixed value for membership
functions’ deviation
0.2
25
30
35
40
Training and  
test error 
Table 1
Classiﬁcation results of the Knn classiﬁer with the features suggested by [2]
(K = 9)
Experiment 1 Experiment 2 Experiment 3 Experiment 4
Knn classiﬁer test error
Mean(%) 26.98 21.87 24.24 31.94
C.I. Mean [8.20,45.75] [11.60,32.14] [17.73,30.75] [5.88,57.99]
Dev. 7.55 4.13 2.62 10.48
C.I.  Dev. [3.93,47.49] [2.15,25.97] [1.36,16.47] [5.46,65.92]
RFS based classiﬁer test error
Mean(%) 24.59 26.44 21.80 11.41
C.I. Mean [19.03,30.15] [20.37,32.51] [17.06,26.53] [9.78,13.03]
Dev. 7.23 5.78 6.15 3.16
C.I.  Dev. [4.88,13.86] [3.60,14.17] [4.15,11.79] [2.35,4.81]
Comparative with the classiﬁcation results of the RFS based classiﬁers
with the NCD measurement proposed in this article (C.I. = 95% conﬁ-
dence intervals).
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when training sets are larger (experiments 3 and 4) and a
similar mean test error with small training sets (experiment
1). The Knn classiﬁer performs better only in one case
(experiment 2). Here, the mean test error of the Knn classi-
ﬁer is 21.80% and the mean test error of the RFS based
classiﬁer is 26.44%. We can conclude, therefore, that the
proposed NCD descriptor is a powerful tool for discrimi-
nating nuclei.
3.2. Validation of the RFS based classiﬁer with simulated
data series
3.2.1. Motivation and description of these experiments
We carried out a preliminary study with simulated data
series to conﬁrm the learning ability of the system and to
tune the parameters of the proposed Michigan algorithm.
The tackled problem is the classiﬁcation of data series
generated with two diﬀerent Gaussian Hidden Markov
Models (GHMM) [45,46]. If the system is able to identify
the underlying model of the data series, then it will be able
to distinguish data series from both models. We selected
two simple models, each one with two states. The speciﬁc
characteristics for both models are shown in Table 2. Dif-
ferent experiments were developed with the same numberTable 2
Characteristics of the GHMMs in the experiments with simulated data
series
Probability density
functions
for observations
S1 S2 Transition
probabilities
between states
From S1 From S2
GHMM 1 characteristics
Center 0.2 0.8 To S1 0.5 0.8
Deviation 0.1 0.1 To S2 0.5 0.2
GHMM 2 characteristics
Center 0.2 0.8 To S1 0.5 0.6
Deviation 0.1 0.1 To S2 0.5 0.4of data series from both GHMM’s but with diﬀerent
lengths for data series in each experiment.
3.2.2. Results of these experiments
One hundred and sixty training procedures with the
Michigan algorithm were carried out. The Michigan
algorithm searched RFSs with 10 rules and 4 states
(see Table 3).
In Fig. 9, the classiﬁcation results obtained with the pro-
posed RFS based classiﬁer are compared with the classiﬁ-
cation results obtained with the Baum–Welch algorithm.
It is apparent that in some cases the RFSs are more eﬃcient
than the Baum–Welch algorithm at classifying training
sets, test sets, or both. The Michigan systems classiﬁed
HMM middle length data series (70 samples/series) with
fewer errors than the Baum–Welch algorithm. However,
when the data series were longer, the Baum–Welch algo-
rithm was clearly more eﬃcient than the Michigan systems.
The Baum–Welch algorithm was speciﬁcally designed to
identify HMMs, so it should not be surprising that it is bet-
ter than the RFSs for this particular classiﬁcation problem.
Therefore, the RFSs performance with middle length data
series is promising.0
5
10
15
20
30 40 50 60 70 80 90 100
Data series length 
Fig. 9. Comparison between the Michigan RFSs and the Baum–Welch
algorithm in the experiments with simulated data series. Straight lines
indicate the mean of the training error (line below) and test error (line
above) for the RFSs. Broken lines represent training error (line below) and
test error (line above) for the Baum–Welch algorithm.
Table 5
Mean of the training error and the test error of the nine RFSs in the
experiments 1, 2, 3, and 4 (C.I. = 95% conﬁdence intervals)
RFSs Experiment 1 Experiment 2 Experiment 3 Experiment 4
Training error
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classiﬁers
3.3.1. Description of the experiments
As previously stated, the data series that represent the
global measurement of the texture of the nucleus are the
external input for the RFSs. One of the internal states of
the RFS is taken as the detection state. The RFS processes
the input, and the activation levels of the detection state are
studied. Once a threshold thr is established, the reactivity
of the RFS is measured as the number of times that the
activation level of the detection state crosses over the
threshold divided by the total number of values of the data
series. This reactivity is an internal parameter that is used
to develop a classiﬁcation between data series correspond-
ing to normal and pathological nuclei.
One hundred and twenty-four nuclei were analyzed (62
benign and 62 malignant) and diﬀerent training and test
sets were built. We conducted four diﬀerent experiments,
each one with training sets of diﬀerent size: 40, 60, 80,
and 100 data series (see Table 4).
• In the experiment 1 (training size: 40), we divided the
dataset in three subsets of approximately equal size
(A: 40 data series, B: 42 data series, and C: 42 data ser-
ies). We trained the classiﬁer each time using one of the
subsets from training, and the omitted subsets to test.
• In the experiment 2 (training size: 60), we divided the
dataset in four subsets of approximately equal size (A:
30 data series, B: 30 data series, C: 30 data series, and
D: 34 data series). We trained the classiﬁer each time
using two of the subsets from training, and the omitted
subsets to test. Three combinations are used.
• In the experiment 3 (training size: 80), we divided the
dataset in three subsets of approximately equal size
(A: 40 data series, B: 42 data series, and C: 42 data ser-
ies). We trained the classiﬁer each time using two of the
subsets from training, and the omitted subset to test.
• In the experiment 4 (training size: 100), we were not able
to construct three totally diﬀerent subsets. Therefore,
the subsets A, B, and C were randomly built. The clas-
siﬁer was trained with each subset (100 data series),
and tested with the not used data series in each case
(24 data series).
The classiﬁer is trained three times with each training
set. Therefore, nine classiﬁers are obtained in each experi-Table 4
Size of the training sets in each experiment for the nuclei classiﬁcation
problem in cytological pleural ﬂuid images
Number of data
series corresponding
to benign nuclei
Number of data
series corresponding
to malignant nuclei
Total number
of data series
Experiment 1 20 20 40
Experiment 2 30 30 60
Experiment 3 40 40 80
Experiment 4 50 50 100ment. The estimated performance is the mean of these nine
errors.
In each experiment, nine searches with the proposed
Michigan algorithm were carried out. Therefore, nine
RFSs were obtained for each experiment. Every algorithm
development took place in 1000 iterations and the same
parameters were used in all the searches. The characteris-
tics of the searched RFSs were the same as in the study
with simulated data series (see Table 3).
3.3.2. Classiﬁcation results
Classiﬁcation results are shown in Table 5. The mean of
the training error and the test error of the nine RFSs found
in each one of the four experiments are presented. The 95%
conﬁdence intervals have been computed for each result.
There are RFSs that present better eﬃciency values than
others. We can observe in Table 5 that the proposed RFS
based classiﬁers improve their eﬃciency values with larger
training set sizes. The best results were obtained in experi-
ment 4 (mean test error: 11.41%), where the training set has
the largest size.
3.3.3. Comparison with other classiﬁcation methods
Many diﬀerent classiﬁcation methods have been applied
to this classiﬁcation problem: logistic regression and artiﬁ-
cial neural networks [28,47,3], classiﬁcation and regression
trees [6], and others. In this work, we used supervised feed-
forward neural networks to carry out a comparative study
with the RFS based classiﬁers.
Twenty diﬀerent neural networks (NN) with 20 inputs
(one for each value of the data series) were tested. These
NNs had a single hidden layer topology with a number
of hidden nodes ranging from 1 to 20. They were trained
and tested with the same training and test sets used in each
one of the four Michigan experiments. The same training
methodology was carried out: nine NNs were trained for
each studied topology and for each experiment. We used
the Levenberg–Marquardt algorithm to train these neural
networks.
Table 6 summarizes the mean of the classiﬁcation error
of the best NN topologies over the training and test sets forMean 8.34% 13.33% 14.25% 12.05%
C. I. Mean [4.42,12.26] [7.58,19.08] [8.95,19.54] [10.08,14.03]
Dev. 5.09 5.47 6.88 3.84
C. I.  Dev. [3.44,9.76] [3.41,13.43] [4.65,13.19] [2.86,5.85]
Test error
Mean 24.59% 26.44% 21.80% 11.41%
C. I. Mean [19.03,30.15] [20.37,32.51] [17.06,26.53] [9.78,13.03]
Dev. 7.23 5.78 6.15 3.16
C. I.  Dev. [4.88,13.86] [3.60,14.17] [4.15,11.79] [2.35,4.81]
Table 6
Mean of the classiﬁcation error over the training and test sets of the best neural networks in the experiments 1, 2, 3, and 4 (C.I. = 95% conﬁdence intervals)
Experiment 1 Experiment 2 Experiment 3 Experiment 4
Train. Test Train. Test Train. Test Train. Test
NN1
Mean(%) 14.00 25.68 15.72 24.43 18.18 24.21 12.29 24.98
C.I. Mean [2.54,25.45] [18.21,33.16] [4.85,26.60] [16.60,32.05] [7.65,28.70] [16.12,32.30] [8.13,16.45] [18.90,31.06]
Dev. 14.90 9.72 14.15 9.92 13.70 10.52 5.41 7.91
C.I.  Dev. [10.07,28.55] [6.56,18.61] [9.56,27.12] [6.70,19.00] [9.25,26.24] [7.11,20.16] [3.65,10.36] [5.36,15.15]
NN2
Mean(%) 11.97 26.63 11.62 25.62 13.98 25.31 12.14 26.78
C.I. Mean [4.67,28.62] [16.30,36.96] [4.81,28.05] [13.14,38.09] [2.34,30.30] [13.86,36.76] [0.45,24.74] [19.59,33.97]
Dev. 21.96 13.44 21.37 16.23 21.23 14.90 16.39 9.35
C.I.  Dev [14.63,41.49] [9.08,25.74] [14.43,40.94] [10.96,31.09] [14.34,40.68] [10.06,28.54] [11.07,31.39] [6.31,17.91]
NN3
Mean(%) 11.31 27.52 13.97 27.64 19.61 26.70 11.24 24.27
C.I. Mean [5.56, 28.17] [17.66,37.38] [2.53,30.47] [17.57,37.70] [1.49,37.72] [12.09,41.31] [0.30,22.18] [15.25,33.29]
Dev. 21.94 12.83 21.47 13.09 23.57 19.01 14.24 11.74
C.I.  Dev [14.82,42.03] [8.67,24.58] [14.50,41.13] [8.84,25.08] [15.92,45.15] [12.84,36.41] [9.62,27.27] [7.93,22.48]
NN18
Mean(%) 8.92 26.36 10.87 28.23 11.82 26.20 11.48 26.80
C.I. Mean [5.15,22.99] [11.91,33.82] [5.43,27.17] [18.94,37.52] [1.65,21.98] [19.93,32,47] [0.37,22.60] [19.15,34.44]
Dev. 18.31 9.70 21.21 12.09 13.23 8.15 14.47 9.94
C.I.  Dev [12.37,35.07] [6.55,18.59] [14.32,40.62] [8.16,23.16] [8.93,23.54] [5.50,15.61] [9.77,27.71] [6.72,19.05]
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Fig. 10. Test error rate vs. training set size over the diﬀerent training set
sizes in the experiments 1, 2, 3, and 4. Red line: RFSs results, black line:
NN1 results (For interpretation of the references to color in this ﬁgure
legend, the reader is referred to the web version of this paper).
584 S. Alayo´n et al. / Journal of Biomedical Informatics 39 (2006) 573–588each experiment. These NNs present the best performance
averaged over the datasets. The best NN topologies are:
NN1 (one hidden node), NN2 (two hidden nodes), NN3
(three hidden nodes) and NN18 (eighteen hidden nodes).
The 95% conﬁdence intervals have been computed in all
the cases.
We can observe in Table 6 that the best mean eﬃciency
was obtained in experiment 3 with the NN1 (mean test
error: 24.21%), although the eﬃciency values do not vary
too much in all the experiments. NN2 and NN18 present
their best test error in this experiment (NN2: 25.31%,
NN18: 26.20%), and NN3 presents the best mean test error
in the experiment 4 (24.27%). NN1 has better eﬃciency val-
ues than NN2, NN3, and NN18 in all the experiments.
The comparison between the NN1 results and the RFS
results (see Table 5) can be summarized in the following
points:
• The mean eﬃciencies of the RFSs are better than the
mean eﬃciencies of the NN1 in the experiments 3 and 4.
• Both classiﬁcation systems are close in the experiments 1
and 2. The RFS based classiﬁers oﬀer the worse
response in the experiment 2 and the NN1 presents the
worse response in the experiment 1.
• The RFS based classiﬁers present the best classiﬁcation
eﬃciency in the experiment 4 (mean test error: 11.41%).
In this case, all the NNs have higher classiﬁcation errors.
This comparative can be also carried out with the graph
shown in Fig. 10. In Fig. 10, test error rate vs. training setsize is plotted over the four diﬀerent training set sizes. The
conﬁdence intervals are also plotted. Black lines represent
the NN1 results, and red lines represent the RFSs results.
The RFSs present better training eﬃciency than the
NN1 in the experiments 3 and 4, where the size of the train-
ing sets are 80 and 100. In the experiment 1, the RFSs have
better eﬃciency, but this diﬀerence is not very signiﬁcant.
The RFS based classiﬁers improve the classiﬁcation eﬃ-
ciency when large training sets are used. Furthermore, the
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Fig. 11. Example of ROC curve: ROC curve of a RFS based classiﬁer in the experiment 4.
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sample size is an important factor, although it is not always
possible to enlarge the size of the dataset in this medical
classiﬁcation problem.
3.3.4. RFS based classiﬁer evaluation with ROC curves
It is important to evaluate these classiﬁers from a med-
ical point of view, speciﬁcally with an orientation toward
the diagnosis. Receiver Operating Characteristic (ROC)
analysis was the framework for this study [48,49].
Receiver Operating Characteristic curves have been cal-
culated for the best RFS based classiﬁers. In Fig. 11, a
ROC curve obtained for one RFS in the best experiment
(experiment 4) is shown. This RFS presents a sensitivity of
93.55% and a speciﬁcity of 80.65%. The ROC curve of the
RFS based classiﬁer is close to the upper left vertex (ideal
classiﬁcation). From a medical point of view, this method
oﬀers a good classiﬁcation result and can be useful inmaking
a diagnosis. The sensitivity and the speciﬁcity values of the
best RFS based classiﬁers obtained with the three diﬀerent
training sets of the experiment 4 are shown in Table 7.
4. Conclusions
The objective of this research was to design a pattern
recognition system. We applied this system to a medical
problem: the classiﬁcation of nuclei in cytological pleural
ﬂuid images.Table 7
Sensitivity and speciﬁcity values of the best RFS based classiﬁers obtained
with the three diﬀerent training sets of the experiment 4
Experiment 4 Sensitivity (%) Speciﬁcity (%)
RFS 1 93.55 80.65
RFS 2 82.26 90.32
RFS 3 90.48 80.95In this article, we presented a novel way of representing
the Nuclear Chromatin Distribution (NCD) as a data series,
and also a Recurrent Fuzzy System (RFS) based classiﬁer
speciﬁcally designed to classify data series. The classiﬁca-
tion of cellular nuclei in cytological pleural ﬂuid images
was developed by combining both contributions.
Only a texture descriptor, based on the contour repre-
sentation of the nuclei, was considered as the feature vec-
tor. The extracted feature is a spatial measurement of the
chromatin distribution in cellular nuclei. The classiﬁer sys-
tem’s inputs are data series that represent these texture
measurements. The proposed texture measurement is inno-
vative, simple, and fast. From a qualitative point of view,
the feature vector extracts information about the apparent
complexity of the texture. Using this measurement and the
described technique, we have observed that not only the
absolute apparent complexity of the cell image is relevant,
but also the way in which it is distributed between the dif-
ferent scales.
An evaluation of this measurement was presented. In
this validation study, more texture measurements were
considered. The classiﬁcation results indicate that the
NCD descriptor proposed in this article contains relevant
information about the cell state and can be used as a fea-
ture for the discrimination of nuclei.
The proposed classiﬁers are built with RFSs. These RFS
based classiﬁers are designed systematically with an evolu-
tionary algorithm inspired by the Michigan approach.
The fuzzy nature of the model allows the designer to
manage symbolic information. The symbolic knowledge
is included in the basic hypothesis related to the reactivity
of the RFS: if the RFS reacts in a diﬀerent way when pro-
cessing data series corresponding to two diﬀerent classes,
then it is able to classify them. In our problem, the symbol-
ic information has been included in the design process of
the RFSs. We have not yet researched the inclusion of med-
586 S. Alayo´n et al. / Journal of Biomedical Informatics 39 (2006) 573–588ical symbolic information to connect the structure of the
ﬁnal RFS obtained with the Michigan algorithm to the bio-
logical information of the cells. This aspect would be
important in understanding why a RFS is able to classify
and it will be analyzed in future research work.
A search algorithm inspired by the Pittsburgh approach
was followed in previous studies for the same medical classi-
ﬁcation problem [31–33]. Classiﬁcation results prove that the
classiﬁers obtained with bothmethods present similar classi-
ﬁcation eﬃciency, but computing costs are reduced with the
Michigan approach. In some cases, the Michigan RFSs are
clearly better than the Pittsburgh RFSs. This is possible
due to the directed search nature of theMichigan algorithm.
The proposed RFS based classiﬁers were evaluated
before applying them to the medical data. Simulated
Gaussian Hidden Markov Models (GHMM) data series
were used for this purpose. The classiﬁcation results
obtained with the RFSs were compared with the classiﬁca-
tion results obtained with the Baum–Welch algorithm, an
algorithm speciﬁcally designed to identify HMMs. This
comparison shows the ability of the RFSs to analyze and
classify data series.
We obtained RFSs that perform with diﬀerent levels of
accuracy in the training and test sets for the medical prob-
lem studied. The proposed methodology was compared
with other classiﬁcation algorithms (artiﬁcial neural net-
works) and we have concluded that the generalization
capacity of RFSs is superior. The reason is attributable
to the high number of free parameters in the RFS model
together with the global search capability of the Michigan
algorithm proposed.
It is important to note that we have not constructed a
ﬁnal test set due to the small sample size. The ﬁnal compar-
ison between the neural nets and the RFSs may not be
completely valid: subtle overﬁtting may have occurred by
using the same data to both select the competing classiﬁer
and test it. A cross-validation design can reduce this eﬀect,
but can not completely eliminate it.
As shown in Table 7, we obtained RFS based classiﬁers
that perform with sensitivity values between 82.26 and
93.55% and with speciﬁcity values between 80.65 and
90.32%. In [47], 11 features were used and the resulting sen-
sitivity was between 72 and 82% with logistic regression and
between 67 and 79% with neural networks. In [28] six fea-
tures were used and logistic regression and neural networks
oﬀered similar eﬃciency: sensitivity of 82–83% and speciﬁc-
ity of 85%. In [4] three features were used and the resulting
sensitivity and speciﬁcity were 90% and 97% respectively.
In [3] between two and ﬁve featureswere used for amean per-
formance in correct classiﬁcations of 95.1%. The proposed
method in this work was able to reach similar eﬃciency val-
ues with only one feature. Care should be taken when com-
paring results because they deal with diﬀerent problems
and use diﬀerent types of samples. We have proved that
our selected feature, expressed as a data series, is useful for
discrimination and that the RFS based classiﬁers designed
with the Michigan algorithm can classify these data series.In this study, we have carried out a nuclei oriented clas-
siﬁcation. Another common approach is the tissue oriented
classiﬁcation, where the texture of the tissue is extracted
and used as the discriminating feature [50,51,6]. Both
approaches are useful for cancer diagnosis but their diﬀer-
ent orientation makes an objective comparison between
their classiﬁcation results impossible.
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Appendix A. Mathematical description of the RFS model
The RFS model proposed in this paper is an extension
of the classical Finite Deterministic Automaton (FDA) [7].
We can consider the RFS model as the extension of a dis-
crete model composed of ﬁve elements:
U ¼ fS;r; g; s0;W g. ð1Þ
We will now analyze the contribution of each element in
the RFS model.
The ﬁrst element, S, is the set of the N internal states of
the recursive system. The second element, r, is the set of all
the subsets of possible activation levels for these internal
states. The internal states can be simultaneously activated
with diﬀerent activation levels. Therefore, there is a subset
ri that belongs to r associated with each element si of S.
Similarly, the external input I can have diﬀerent activa-
tion levels. The possible values of these activation levels are
included in the set g, the third element of (1).
The element s0 is the initial state. It is deﬁned by the acti-
vation levels of the internal states before the ﬁrst iteration.
The dynamics of the system are given by the transition
function W.
W : g r! r. ð2Þ
The transition function W is used to obtain the new inter-
nal description of the RFS: the new activation levels of the
internal states of the RFS after processing the external in-
put. We will express the transition function (2) through a
set of r logical rules Rg · r,r. Each rule is composed of an
antecedent part and a consequent part.
If I ¼ gj and S ¼ sa; then S0 ¼ sc; ð3Þ
where gj is one of the possible activation levels of the exter-
nal input I (gj belongs to the set g), sa represents the current
activation levels for each internal state (sa is composed of
S. Alayo´n et al. / Journal of Biomedical Informatics 39 (2006) 573–588 587one activation level for each internal state si, and this acti-
vation level is selected from the subset ri of all the possible
activation levels for that internal state si), and sc represents
the new activation levels for each internal state.
We can obtain a fuzzy version of this discrete model
through a fuzziﬁcation process that starts by deﬁning the
elements r and g as fuzzy sets over R, with membership
functions lr (x) and lg (x) fulﬁlling the properties of nor-
mality and convexity.
The second step of this fuzziﬁcation process deals with
the problem of extending the deﬁned transition function
W to work with these fuzzy sets. The purpose of the infer-
ence process is to obtain the new activation values for the
internal states from the external input and the last activa-
tion values. Implementation of this process admits a varie-
ty of methods depending on the selection of fuzziﬁcation/
defuzziﬁcation methods, fuzzy logical operators, and impli-
cation methods [29]. We now explain the approach selected
for this inference problem.
As already stated, the proposed RFS includes a set of r
logical rules Rg · r,r that describe the transition function
W. A ﬁring level for each rule is calculated using the exter-
nal input value, the current activation levels for the states,
the fuzzy membership functions, and T-norm as the fuzzy
logic operator [29].
Suppose that xk represents the input at the kth itera-
tion and sk  1 is a vector of real numbers representing
the activations of the N states calculated in the previous
iteration (k  1). Using the algebraic product as T-norm
for the fuzzy logic operator ‘‘and,’’ the ﬁring value of
each rule expressed as (3) can be calculated as shown
in (4).
Amðxk; sk1Þ ¼ lgðxkÞ
YN
l¼1
lrðsk1Þ; ð4Þ
where Am is the ﬁring level of the m rule, with 1 < m < r.
We can obtain the ﬁring vector for the input value
at the kth iteration with the ﬁring values of all the r
rules.
pk ¼ ðA1ðxk; sk1Þ;A2ðxk; sk1Þ; . . . ;Arðxk; sk1ÞÞ. ð5Þ
The consequents of the RFS rules are the new activation
levels for the states after processing the xk input sample.
Taking the simplest of the approaches for Takagi–Su-
geno fuzzy inference systems, the consequents of the r
rules will be taken as constant values. In this way, N
consequent vectors C are associated with the states.
The new activations for the states, i.e., components of
the vector sk, are obtained weighing the consequent vec-
tors C with the corresponding rule ﬁring values of the
vector pk.
sk ¼ pkC . ð6Þ
The procedure is repeated with the new activation vector
for the states and the xk + 1 input. A block diagram of
the described model is shown in Fig. 4.References
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