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Abstract
In this paper, we consider a degenerate reaction–diffusion equation
(
uk
)
t
−u = uq
t∫
0
up(x, s) ds, x ∈ Ω, t > 0,
with homogeneous Dirichlet boundary conditions, where p, q are nonnegative constants and 0 < k < 1.
The blow-up criteria and the blow-up rate are obtained.
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1. Introduction
In this paper, we study the following degenerate reaction–diffusion equation with nonlinear
memory
(
uk
)
t
−u = uq
t∫
0
up ds, (x, t) ∈ ΩT ,
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u(x,0) = u0(x), x ∈ Ω, (1.1)
where Ω is a bounded domain in Rn with C2 boundary ∂Ω , ΩT = Ω × (0, T ), 0 < k < 1 and
p,q  0, u0(x) is nonnegative nontrivial continuous function vanishing on ∂Ω . Our main objec-
tives are to investigate conditions for the occurrence of finite time blow-up or global existence
and to estimate the blow-up rate of blowing-up solutions.
From a physical point of view, (1.1) represents the slow-diffusion equations with memory.
The differential equation in (1.1) with p = q = k = 1 appears in the theory of nuclear reactor
dynamics (see [4]). When k = 1, the problem (1.1) has been considered by several authors (see
[3,5,9,11]). A similar equation
ut −u =
t∫
0
(u+ λ)p ds + g(x), in ΩT , (1.2)
was studied in [1], where g(x) 0 is a smooth function and λ > 0. In [14,15], the author investi-
gated the stability properties of the global solutions of the following nonlocal Volterra diffusion
equation
ut −u = (a − bu)u−
t∫
0
k(t − s)u(x, s) ds, in ΩT , (1.3)
Recently, in [8], Y. Li and C. Xie study the following single equation
ut −u = uq
t∫
0
up ds, (x, t) ∈ ΩT ,
u(x, t)|∂Ω = 0,
u(x,0) = u0(x), x ∈ Ω, (1.4)
they get the following results:
(1) Assume p + q > 1. If q  1 then u blows up in finite time for sufficiently large u0 and u
exists globally for sufficiently small u0. If q < 1, u blows up in finite time for any nonnega-
tive u0.
(2) Assume p + q  1, then u exists globally for any nonnegative u0.
(3) For the case q = 0, under the appropriate hypotheses, the blow-up rate is
c(T − t)−2/(p−1) max
x∈Ω
u(x, t) C(T − t)−2/(p−1), t → T .
We remark that the degenerate nonlocal parabolic equation with space-integral terms have been
extensively studied. Li and Xie [7] consider the following equation
ut = up
(
u+ au
∫
Ω
uq dx
)
, in ΩT , (1.5)
with homogeneous Dirichlet boundary conditions and positive initial value. Using super- and
sub-methods and inspired by Souplet’s elegant work [12], they obtain the conditions of finite
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(1.1) is less studied.
In this paper, we investigate the degenerate equation with time-integral term and the method
used to prove the blow-up results is the self-similar subsolution. Souplet developed this method
for nonlinear reaction–diffusion equations (see [10]) for degenerate equations with nonlocal
space-integral terms (see [6]) and for the Lipschitz cases of time-integral nonlocal problems
(see [11]) and which were also treated based on some new properties of systems of differential
inequalities (see [9,11]). In this paper, we treat the Hölder (non-Lipschitz) cases p or q ∈ (0,1),
as well as the Lipschitz cases p,q  1. Since nonlinear time-integral terms vanish to zero as time
tends to zero, we have ut |t=0 = u0. Due to this fact u0(x) is nonnegative nontrivial continuous
function vanishing on ∂Ω . ut cannot be nonnegative for 0 < t  1, which is the main difference
of (1.1) from the problem (see [6])
ut = up
(
u+ au
∫
Ω
uq dx
)
, in ΩT .
To prove (1.1) has a positive classical solution, we need to add some assumptions as follows:
(H1) u0(x) ∈ C2+α(Ω)∩C(Ω) for some 0 < α < 1, u0(x) 0 in Ω , ∂u0/∂ν < 0;
(H2) (compatibility condition) u0(x) = 0, u0 = 0 on ∂Ω .
Here ν is the unit outer normal vector on ∂Ω .
Under hypotheses (H1)–(H2), we will show that (1.1) admits a positive classical solution. Our
main results are stated as follows.
Theorem 1.1. Assume p + q > k, the solution of (1.1) blows up in finite time for sufficiently
large initial data u0.
Theorem 1.2. Assume p + q  k, the solution of (1.1) exists globally for any nontrivial initial
data u0.
Theorem 1.3. Assume q > 1, the solution of (1.1) exists globally for sufficiently small initial
data u0.
Remark. Unfortunately, the classification for p, q , k is incomplete, we could not give the results
of the case that p + q > k and q  1 for sufficiently small initial data.
Furthermore, in order to get the blow-up rates, we need the following assumption (assume the
solution of (1.1) blows up in finite time T ∗):
(H3) There exist some constants t0 ∈ (0, T ∗) and δ  δ0 such that
u(x, t0)+ uq(x, t0)
t0∫
0
up ds − δup+q(x, t0) 0,
where
δ0 =
(
T ∗(p + q − k)/(1 − k))((p + 1 − k)/(q + 2p − k))(q+2p−k)/(p+q−k).
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t ∈ (t0, T ∗) (see [13]).
Theorem 1.4. Assume p + q > k and (H1)–(H3) hold. Then there exist two positive constants
C1, C2 such that
C1(T
∗ − t)− 1p+q−k max
x∈Ω
u(x, t) C2(T ∗ − t)−
1
p+q−k , t → T ∗,
where T ∗ is the blow-up time of u(x, t).
The rest of this paper is organized as follows. Section 2 collects existence theorems and com-
parison principles. The proof of the blow-up results forms Section 3 whereas global existence
theorems are the subjects of Section 4. Finally, in Section 5 we estimate the blow-up rate.
2. Preliminaries
For the problem (1.1), we consider the classical solutions in C(ΩT ) ∩ C2,1(ΩT ); combining
the proofs of [6, Theorem 2.1] and [11, Theorem A4′], we obtain the following local existence
theorem.
Theorem 2.1 (Local existence). Suppose that u0 ∈ C2+α(Ω) ∩ C(Ω) and satisfies (H1)–(H2),
then there exists a unique classical solution u of (1.1) in C(Ω)∩C2,1(ΩT ). If T < ∞, then
lim sup
t→T
∥∥u(·, t)∥∥∞ = ∞.
The following two comparison principles are the main tools of our work. Let us make the
following transformation:
Set k = 1/m> 1, uk = v, then problem (1.1) takes the following form:
vt −
(
vm
)= vmq
t∫
0
vmp ds, (x, t) ∈ ΩT ,
v(x, t)|∂Ω = 0,
v(x,0) = v0(x) = uk0(x), x ∈ Ω. (2.1)
Lemma 2.2. Assume that a, b, c are bounded continuous functions in ΩT and m> 1. If
vt −
(
vm
)
 av + b
t∫
0
c(s)v(s) ds, (x, t) ∈ ΩT ,
v(x, t)|∂Ω  0,
v(x,0) 0, x ∈ Ω,
then v  0 for (x, t) ∈ ΩT .
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A = max
ΩT
∣∣a(x, t)∣∣, B = max
ΩT
∣∣b(x, t)∣∣, C = max
ΩT
∣∣c(x, t)∣∣.
Set v = eλtw, where λ > 0 is to be chosen later. Then
wt − e(m−1)λt
(
wm
)+ (λ− a)w − be−λt
t∫
0
eλsc(s)w(s) ds  0, (x, t) ∈ ΩT . (2.2)
Suppose that for some T ′ < T , w achieves its negative minimum on ΩT at (x0, t0) ∈ ΩT , then
w(x0, t0) 0, 
(
wm
)
(x0, t0) 0, wt (x0, t0) 0,
thus [
wt − e(m−1)λt
(
wm
)+ (λ− a)w − be−λt
t∫
0
eλsc(s)w(s) ds
]
(x0, t0)
−w(x0, t0)
(−(λ−A)+BC/λ).
Choose
λ >
(
A+
√
A2 + 4BC )/2,
then it follows a contradiction to (2.2). 
Based on the above lemma, we obtain the following comparison theorem.
Theorem 2.3. Let f,g : [0,∞) → [0,∞) be nondecreasing nonnegative locally Lipschitz func-
tions of (0,∞) and m> 1. Suppose that u,v ∈ C(ΩT )∩C2,1(ΩT ) and u δ > 0, v  0, satisfy
ut −
(
um
)
 g(u)
t∫
0
f (u)ds, (x, t) ∈ ΩT ,
vt −
(
vm
)
 g(v)
t∫
0
f (v) ds, (x, t) ∈ ΩT ,
u(x, t)|∂Ω  v(x, t)|∂Ω,
u(x,0) v(x,0), x ∈ Ω,
then u v in ΩT .
Proof. Let a, b, c be the continuous functions defined by
a(x, t) =
t∫
0
f (u)×
{
g(u)−g(v)
u−v , u 	= v,
g′(u), u = v,
b(x, t) = g(v),
c(x, t) =
{
f (u)−f (v)
u−v , u 	= v,′f (u), u = v.
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Lemma 2.2. 
From the standard comparison principle the positivity lemma follows.
Lemma 2.4. If 0 < k < 1 and u ∈ C(ΩT )∩C2,1(ΩT ) satisfies
(
uk
)
t
−u uq
t∫
0
up ds, (x, t) ∈ ΩT ,
u(x, t)|∂Ω  0,
u(x,0) 0, x ∈ Ω,
then u 0 in ΩT . Furthermore, u > 0 in ΩT .
The main idea about the time-integral nonlocal problems is that only when the time is large,
the time-integral terms dominate the evolution of the solutions.
Based on this idea, following the paper [8], we construct a blowing-up subsolution of the form
u(r, t) = [w(r)/hl(r, t)]1/k, 0 r < R, 0 < t < T, (2.3)
where
h(r, t) = 4T 2 −wσ (r)(t − T )2,
w(r) = 1
2
(
1 + cos πr
R
)
≡ cos2
(
πr
2R
)
.
Obviously, u(r, t) blows up at r = 0 as t approaches 3T . In the proof we divide the interval
(0,3T ) into two intervals as interval (0, T /2) and interval (T /2,3T ).
By a direction computation, we have
−w = π
2R
(
π
R
cos
πr
R
+ n− 1
r
sin
πr
R
)
.
Hence, there exists a unique r0 ∈ (0,R) such that
−w  0 for r0  r < R, (2.4)
0−w  nπ
2
2R2
and w  cos2 πr0
2R
for 0 r < r0. (2.5)
For convenience, we set
h1(r, t) = 2T −wσ/2(t − T ),
h2(r, t) = 2T +wσ/2(t − T ).
The properties (2.4) and (2.5) of w(r) are used in the next section.
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Without loss of generality, we assume that 0 ∈ Ω , and take a ball BR(0)  Ω . In order to
prove Theorem 1.1, we first consider the following problem in BR(0):
(
Uk
)
t
−U = Uq
t∫
0
Up ds, x ∈ BR(0), 0 < t < T,
U(R, t) = u(R, t), 0 < t < T ,
U(x,0) = U0(x), x ∈ BR(0), (3.1)
where U0(x) > 0 in BR(0).
Lemma 3.1. Assume p + q > k, then U blows up in finite time for sufficiently large initial
data U0.
Proof. We will prove that u defined by (2.3) is a subsolution of (3.1), which implies by Theo-
rem 2.3 that U blows up in finite time. Choose σ > 2, l  1 and T  1/2 such that h(r, t) 1.
A series of computations yields
Mu ≡ (uk)
t
−u− uq
t∫
0
up ds
= 2lw
σ+1(t − T )
hl+1
− (w
1/k)
hl/k
− 2lσw
σ−1∇(w1/k)∇w(t − T )2
khl/k+1
− lσ (σ − 1)w
1/k+σ−2|∇w|2(t − T )2
khl/k+1
− lσw
1/k+σ−1w(t − T )2
khl/k+1
− l(l + k)w
1/k|∇h|2
k2hl/k+2
− w
q/k+p/k
hlq/k
t∫
0
ds
hlp/k
 2lw
σ+1(t − T )
hl+1
− (w
1/k)
hl/k
− lσw
1/k+σ−1w(t − T )2
khl/k+1
− w
q/k+p1/k
hlq/k
t∫
0
ds
hlp/k
. (3.2)
Since 0 < k < 1, we have
−(w1/k)= (1/k)(1 − 1/k)w1/k−2|∇w|2 − 1/kw1/k−1w −1/kw1/k−1w. (3.3)
By (3.2) and (3.3), we have
Mu 2lw
σ+1(t − T )
hl+1
− w
1/k−1w
khl/k
− lσw
1/k+σ−1w(t − T )2
khl/k+1
− w
q/k+p/k
hlq/k
t∫
0
ds
hlp/k
.
(3.4)
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2lwσ+1(t − T )
hl+1
− w
1/k−1w
khl/k
− lσw
1/k+σ−1w(t − T )2
khl/k+1
 0, (3.5)
for sufficiently small T . Since 0 < k < 1, h 3T 2, it suffices to prove the following inequality
−w  2lkw
2+σ−1/k(3T 2)l/k−l (T − t)
4T 2 + (lσ − 1)wσ (t − T )2 .
Choose l < k2(1−k) , and σ sufficiently large to satisfy lσ  2. Since 0 < w < 1, it suffices to
verify
−w  k3
l/k−lw2+σ−1/k
4σT 1−2(l/k−l)
.
From (2.4), for r0  r < R, it is trivial. For 0 r < r0, by (2.5), it is satisfied if
T min
{[
kR2(cos πr02R )
2(2+σ−1/k)
2nπ2σ3l−l/k
] k
(2l+1)k−2l
,
1
2
}
.
(2) If T/2 < t < 3T , by choosing lp > 2k, we have
uq
t∫
0
up ds = w
q/k+p/k
hlq/k
t∫
0
ds
h
lp/k
1 h
lp/k
2
 w
q/k+p/k
hlq/kh
lp/k
2
t∫
0
ds
h
lp/k
1
= w
q/k+p/k
hlq/kh
lp/k
2
1
wσ/2(lp/k − 1)
(
1
h
lp/k−1
1
− 1
h
lp/k−1
1 (0)
)
. (3.6)
Hence, from (3.4), we have
Mu 4lT w
σ+1
hl+1
+ (hw
1/k−1 + lσw1/k+σ−1(t − T )2)(−w)
khl/k+1
− w
q/k+p/k
hlq/k
t∫
0
ds
hlp/k
 4lT w
σ+1
hl+1
+ 4T
2w1/k−1(−w)+ (t − T )2(lσ − 1)w1/k+σ−1(−w)
khl/k+1
+ w
q/k+p/k−σ/2
(lp/k − 1)hlp/k−11 (0)hlp/k2 hlq/k
− w
q/k+p/k−σ/2
(lp/k − 1)h2hlq/k+lp/k−1 , (3.7)
if r0  r < R. Since −w  0, we have
Mu 4lT w
σ+1
hl+1
+ w
q/k+p/k−σ/2
(lp/k − 1)hlp/k−11 (0)hlp/k2 hlq/k
− w
q/k+p/k−σ/2
(lp/k − 1)h2hlq/k+lp/k−1 . (3.8)
Choose σ  (p + q)/k − 1, l  max{2k(p + q − k)−1,2kp−1} and put α = 3σ/2 − p/k −
q/k + 1, then we have
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q/k+p/k−σ/2
h2hlq/k+lp/k−1
[
4(lp/k)lT h2wα
h2−lq/k−lp/k+l
+ h
lp/k−1
1
h
lp/k−1
1 (0)
− 1
]
 w
q/k+p/k−σ/2
h2hlq/k+lp/k−1
[
16(lp/k − 1)lT 2wα + 2 +w
σ/2/2
2 +wσ/2 − 1
]
 w
q/k+p/k−σ/2
h2hlq/k+lp/k−1(2 +wσ/2)
[
48(lp/k − 1)lT 2wα − w
σ/2
2
]
 0, (3.9)
since 0w  1 and T 2 min{1/4,1/(96(lp/k − 1)l)}.
If 0 r < r0, set β = (cos πr02R )σ , C = (2 + β/2)(2 + β)−1,
C1 = 2
[
lσ +
(
cos
πr0
2R
)2/k−2
− 1
]
nπ2T 2/
(
kR2
)
,
C2 = lσ +
(
cos
πr0
2R
)2/k−2
nπ2/
(
2kR2
)
,
C3 =
(
1 −Clp/k−1)βq/(kσ )+p/(kσ )−1/2.
From the property (2.5) and (3.7), we have
Mu 4lT
hl+1
+ 2[lσ + (cos
πr0
2R )
2/k−2 − 1]nπ2T 2/R2
khl/k+1
+ w
q/k+p/k−σ/2/(lp/k − 1)
h
lp/k−1
1 (0)h
lp/k
2 h
lq/k
− w
q/k+p/k−σ/2/(lp/k − 1)
h2hlq/k+lp/k−1
= 4lT
hl+1
+ C1
hl/k+1
− (1 −Clp/k−1)wq/k+p/k−σ/2/(lp/k − 1)
h2hlq/k+lp/k−1
+ w
q/k+p/k−σ/2/(lp − 1)
h
lp/k−1
1 (0)h
lp/k
2 h
lq/k
−Clp/k−1 w
q/k+p/k−σ/2/(lp/k − 1)
h2hlq/k+lp/k−1
. (3.10)
Since 3/2T  h2  4T , we obtain
Mu 1
4T
(
16lT 2
hl+1
+ 4C1T
hl/k+1
− (1 −C
lp/k−1)βq/(kσ )+p/(kσ )−1/2
(lp/k − 1)hlq/k+lp/k−1
)
+ w
q/k+p/k−σ/2
(lp/k − 1)hlp/k2 hlq/k
(
1
h
lp/k−1
1 (0)
− C
lp/k−1
h
lp/k−1
1
)
. (3.11)
From the definition of C and β , it is easy to verify h1(r, t)  Ch1(r,0), for T/2 < t < 3T and
0 r < r0. Namely,
1
h
lp/k−1
1 (0)
− C
lp/k−1
h
lp/k−1
1
 0. (3.12)
Since T  1/2, h 1, we have C1 C2. So in order to prove the right side of (3.11) is nonposi-
tive, it suffices to prove
4l
l+1 +
2C2
l/k+1 −
C3
lq/k+lp/k−1  0. (3.13)h h (lp/k − 1)h
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q − 1) > 2k, then
lq/k + lp/k − l − 2 lq/k + lp/k − l/k − 2,
hlq/k+lp/k−l−2 
(
4T 2
)lq/k+lp/k−l−2  (4T 2)lq/k+lp/k−l/k−2.
So it is suffices to prove
4l
(
4T 2
)lq/k+lp/k−l/k−2 + 2C2(4T 2)lq/k+lp/k−l/k−2  C3
lp/k − 1 ,
namely,
4T 2 
[
C3
(lp/k − 1)(4l + 2C2)
](lq/k+lp/k−l/k−2)−1
. (3.14)
So if we choose T sufficient small to satisfy (3.14) and 2 < σ < 2(p + q)/k, we can prove
(
uk
)
t
−u− uq
t∫
0
up ds  0.
Now, we can come to the conclusion. If we choose l = max{1,2kp−1,2k(p + q − 1)−1},
max{2, (p + q)/k} < σ < 2(p/k + q/k) and T is small enough, then we have
(
uk
)
t
−u uq
t∫
0
up ds.
Furthermore, if the initial data satisfy
Uk0 (x) uk(x,0) =
w(x)
(4 −wσ )lT 2l ,
so u(x, t) is a subsolution of (3.1). The proof of Lemma 3.1 is complete. 
Remark. The above proof is also true if either p or q is zero.
Proof of Theorem 1.3. If the initial data u0(x) is large enough to satisfy u0(x)  U0(x), then
U(x, t) is a subsolution of problem (1.1), which blows up in finite time. So the solution of (1.1)
blows up in finite time. The proof of Theorem 1.3 is complete. 
4. Global existence
Now, we prove the global existence of the solutions of (1.1).
Proof of Theorem 1.2. Let u = (βeαt )1/k , where α,β > 0 are to be chosen later, we have
Mu¯ = βαeαt − β p+qk k
αp
e
αq
k
t
(
e
αp
k
t − 1)
 βαeαt − β p+qk k e α(p+q)k t .
αp
1148 J. Zhou et al. / J. Math. Anal. Appl. 333 (2007) 1138–1152Since αt  α(p+q)
k
t , if we choose β = (maxΩ u0)k , and α are large enough to satisfy α2 
β
p+q
k
−1 k
p
, then u¯ is a supersolution of Eq. (1.1). The proof of Theorem 1.2 is complete. 
Proof of Theorem 1.3. Let ϕ(x) be the unique positive solution of the linear elliptic problem
−ϕ(x) = 1, x ∈ Ω; ϕ(x) = 0, x ∈ ∂Ω.
Set C = maxΩ ϕ(x). Let uk = W , m = 1/k, a = mq , b = mp, then problem (1.1) becomes
Wt −
(
Wm
)= Wa
t∫
0
Wb ds, x ∈ ΩT ,
W(x, t)|∂Ω = 0,
W(x,0) = W0(x) = uk0(x), x ∈ Ω. (4.1)
Set
W(x, t) = (A+ t)−r[K(ϕ(x)+ 1)]1/m,
where A,K  1, 0 < r  1
m−1 , which will be determined later. Then in ΩT , we have
Wt = −r(A+ t)−r−1
[
K
(
ϕ(x)+ 1)]1/m −r(A+ t)−r−1[K(C + 1)]1/m
−r(A+ t)−rm[K(C + 1)]1/m,
−(W)m = −K(A+ t)−rmϕ(x) = K(A+ t)−rm,
−Wa
t∫
0
Wb ds = 1
rb − 1
[
K
(
ϕ(x)+ 1)](a+b)/m(A+ t)−ra[(A+ t)1−rb −A1−rb].
Since q > 1, we can choose 1/(m− 1) r > 0 such that rb < 1, −r(a + b −m)+ 1 0, and
−Wa
t∫
0
Wb ds  1
rb − 1
[
K(C + 1)](a+b)/m(A+ t)−r(a+b−m)+1(A+ t)−rm.
So we have
Wt −Wm −Wa
t∫
0
Wb
−r(A+ t)−rm[K(C + 1)]1/m +K(A+ t)−rm
+ 1
rb − 1
[
K(C + 1)](a+b)/mA−r(a+b−m)+1(A+ t)−rm
 (A+ t)−rm
[
K
2
− r(K(C + 1))1/m]
+ (A+ t)−rm
[
K
2
− 1
1 − rb
(
K(C + 1)(a+b)/mA−r(a+b−m)+1)].
Therefore, we choose
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{
1,
[
(C + 1)(2r)m] 1m−1 },
Amax
{
1,
[
K(1 − rb)
2
[
K(C + 1)]−(a+b)/m] 11−r(a+b−m)},
then we have
Wt −
(
Wm
)−Wa
t∫
0
Wb ds  0.
Furthermore, assume that u0, v0 are small enough to satisfy uk0(x)  A−r [K(ϕ(x) + 1)]1/m. It
follows that W is the supersolution of (4.1) which is global existence. The proof of Theorem 1.3
is complete. 
5. The blow-up rate
To investigate the blow-up rate of the classical solution of problem (1.1), we begin by intro-
ducing some transformations. Let V (x, τ ) = u(x, t), t = kτ , then problem (1.1) becomes
Vτ = V r
(
V + kV q
τ∫
0
V p dt
)
, x ∈ Ω, τ > 0,
V (x, τ ) = 0, x ∈ ∂Ω, τ > 0,
V (x,0) = V0(x), x ∈ Ω, (5.1)
where 0 < r = 1 − k < 1.
Under this transformation, assumptions (H1)–(H3) become
(H′1) V0(x) ∈ C2+α(Ω)∩C(Ω) for some 0 < α < 1 V0(x) 0 in Ω , ∂V0/∂ν < 0;
(H′2) (compatibility condition) V0(x) = 0, V0 = 0 on ∂Ω ;
(H′3) there exist some constants τ0 = t0/k and δ  δ1 such that
V (x, τ0)+ kV q(x, τ0)
τ0∫
0
V p ds − δV p+q(x, τ0) 0,
where
δ1 =
(
T ∗(p + q + r − 1)/r)((p + r)/(q + 2p + r − 1))(q+2p+r−1)/(p+q+r−1).
Here ν is the unit outer normal vector on ∂Ω .
In the next, we will show the blow-up rate of the solution of problem (5.1), which gives the
blow-up rate of u(x, t) immediately. Suppose that the solution of (5.1) blows up at finite time T ∗∗
and set M(τ) = maxΩ V (x, τ ). Since V (x, τ ) blows up at T ∗∗, there exists τ1 ∈ [t0, T ∗∗)
such that M(τ1)  max0ττ0 V (x, τ ), then for all τ ∈ [τ1, T ∗∗), we have M(τ)  M(τ1) 
max0ττ0 V (x, τ ).
Lemma 5.1. Suppose that V0(x) satisfies (H′1)–(H′3), then there exists a positive constant K1
such that
M(τ)K1(T ∗∗ − τ)−1/(p+q+r−1) for τ1 < τ < T ∗∗. (5.2)
1150 J. Zhou et al. / J. Math. Anal. Appl. 333 (2007) 1138–1152Proof. By Eq. (5.1) we have [2, Theorem 4.5]
M ′(τ ) kV r+q
τ∫
0
V p ds  kτMr+p+q  kT ∗∗Mr+p+q .
Hence,(
M1−r−p−q(τ )
)′  kT ∗∗(r + p + q). (5.3)
Integrating (5.3) over (τ, T ∗∗), we obtain
M(τ)
[
k(r + p + q)T ∗∗]−1/(r+p+q−1)(T ∗∗ − τ)−1/(r+p+q−1).
Setting K1 = [k(r + p + q)T ∗∗]−1/(r+p+q−1), we draw the conclusion. 
Lemma 5.2. Suppose that V0(x) satisfies (H′1)–(H′3), then there exists a constant δ  δ1, where
δ1 is defined in (H′3), such that
Vτ − δV p+q+r  0. (5.4)
Proof. Since p/(q + 2p + r − 1) + (q + p + r − 1)/(q + 2p + r − 1) = 1 (notice p + q > k,
r = 1 − k imply q + 2p + r − 1 = q + 2p − k > 0). By virtue of Young’s inequality, we have
V q+p+r−1
( τ∫
0
V q+2p+r−1 ds
)p/(q+2p+r−1)
 q + p + r − 1
q + 2p + r − 1
(
θV q+p+r−1
)(q+2p+r−1)/(q+p+r−1)
+ p
q + 2p + r − 1θ
−(q+2p+r−1)/p
τ∫
0
V q+2p+r−1 ds, (5.5)
where
θ = ((p + r)/(q + 2p + r − 1))p/(q+2p+r−1)τp(q+p+r−1)/(q+2p+r−1)2 .
Hölder’s inequality implies
τ∫
0
V p ds  τ (q+p+r−1)/(q+2p+r−1)
( τ∫
0
V q+2p+r−1 ds
)p/(q+2p+r−1)
. (5.6)
Set J (x, τ ) = Vτ − δV p+q+r , a straightforward computation yields
Jτ − V rJ −
(
2rδV q+p+r−1 + kqV q+r−1
τ∫
0
V p ds
)
J − kpV q+r
τ∫
0
V p−1J ds
= rV −1J 2 + δ(p + q + r)(p + q + r − 1)V p+q+2r−2|∇V |2 + rδ2V 2p+2q+2r−1
+ kpδV q+r
τ∫
V q+2p+r−1 ds − kδ(p + r)V 2q+p+2r−1
τ∫
V p ds0 0
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τ∫
0
V q+2p+r−1 ds − kδ(p + r)V 2q+p+2r−1
τ∫
0
V p ds
 δ
(
rδ − k(p + q + r − 1)θ(q+2p+r−1)2/(p(p+q+r−1)))V 2p+2q+2r−1
 rδ(δ − δ1)V 2p+2q+2r−1
(
using (5.5) and (5.6))
 0.
Notice that J (x, τ ) = 0, x ∈ ∂Ω , and J (x, τ0)  0, x ∈ Ω (using condition (H′3)). By Lem-
ma 2.2, we obtain J  0, (x, τ ) ∈ Ω × [t0, T ∗∗). 
Integrating (5.4) over (τ, T ∗∗), we have
V (x, τ )
[
δ(p + q + r)]−1/(p+q+r−1)(T ∗∗ − τ)−1/(p+q+r−1), (x, τ ) ∈ Ω × [t0, T ∗∗).
(5.7)
Setting K2 = [δ(p + q + r)]−1/(p+q+r−1) and combing (5.2) with (5.7), we obtain following
Lemma 5.3. Suppose that conditions (H′1)–(H′3) hold and that solution of problem (5.2) blows
up in finite time. Then, there exist two positive constants K1, K2 such that
K1(T
∗∗ − τ)−1/(p+q+r−1) M(τ)K2(T ∗∗ − τ)−1/(p+q+r−1), (5.8)
where T ∗∗ is the blow-up time of V (x, τ ).
Proof of Theorem 1.4. Substituting r = 1 − k, t = kτ into (5.8), we get
C1(T
∗ − t)−1/(p+q−k) max
x∈Ω
u(x, t)C2(T ∗ − t)−1/(p+q−k),
where T ∗ = kT ∗∗ is the blow-up time of u(x, t) and
C1 = K1k1/(p+q−k), C2 = K2k1/(p+q−k). 
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