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Abstract
This thesis presents a quantitative high-angle annular dark field scanning
transmission electron microscopy (HAADF STEM) study on heterostruc-
tured GaAs-based nanowires (NWs). Quantitative HAADF STEM was em-
ployed to investigate Sb concentration variations in axial GaAsSb inserts
within GaAs NWs and in GaAsSb NWs, as well as Al concentration varia-
tions in the AlGaAs shell in GaAs/AlGaAs core-shell NWs. The NWs were
grown with the vapor-liquid-solid (VLS) growth mechanism using Ga- and
Au-assisted molecular beam epitaxy (MBE).
Compositional characterisation by quantitative HAADF STEM was re-
alized by comparing experimental image intensities normalized to the inci-
dent beam intensity with simulated intensities. The HAADF STEM im-
age simulations were performed using the frozen-phonon multislice ap-
proach. For correct compositional analysis of GaAs1−ySby, static atomic
displacements (SAD) had to be included in the simulations, however this
was not the case with AlxGa1−xAs.
GaAsSb inserts within GaAs NWs and GaAsSb NWs were studied with
non-corrected STEM at a relatively low magnification using NWs in plane.
In this case the known thickness profile of the hexagonal NWs could be
exploited in the quantitative HAADF STEM analysis. In the GaAsSb in-
serts, concentration gradients axially along as well as radially across the
insert were identified. The Sb concentration in the insert decreased axially
towards the upper and lower interfaces with GaAs, and radially towards
the outer surfaces. The axial concentration gradients were attributed to the
reservoir effect related to the VLS growth process. The effects of the axial
concentration gradients on the NWs optical properties were investigated.
The radial concentration gradients in the GaAsSb inserts result from a
combined effect of radial GaAs overgrowth and out-diffusion of Sb during the
post-insert axial GaAs growth, causing an increased surface depletion of Sb
with increasing post-insert GaAs growth time. In GaAsSb NWs, increased
surface depletion of Sb towards the bottom of the NW was observed, and
this was attributed to out-diffusion of Sb during the NW growth.
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GaAs/AlGaAs core-shell NWs were studied with aberration corrected
STEM, using cross-sectional specimens prepared with ultramicrotomy. A
method for mapping Al concentration in AlxGa1−xAs at unit cell spatial
resolution using the atomic resolution HAADF STEM images was devel-
oped. The method is independent of the effective source size and higher
order lens aberrations. With the method, Al concentration variations in the
AlGaAs shell could be quantified at unit cell spatial resolution.
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Preface
This thesis is submitted as a partial fulﬁlment of the requirements for the
degree of philosophiae doctor (PhD) at the Norwegian University of Sci-
ence and Technology (NTNU). The doctoral work was carried out at the
Department of Physics (IFY), NTNU, where also majority of the experi-
mental results were obtained, from September 2009 to October 2013. This
period included a year of teaching duties. Three research visits abroad were
conducted: a short visit to the University of Bremen, Germany, in learning
purposes; a short visit to the Aalto University, Finland, for experiments; and
a two-month visit to the Monash Centre of Electron Microscopy (MCEM),
Australia, where both experimental work and simulations were carried out.
The thesis is divided into three parts. Part I is a general introduction to
the methods applied as well as the material investigated. The main scien-
tiﬁc results are given in Part II, comprised of the scientiﬁc papers as listed
below. The work is concluded in Part III, where the main ﬁndings from
both method and materials perspective are summarized, and suggestions
for future work are given.
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Chapter 1
Motivation
Semiconductor materials are the foundation for most modern day electron-
ics, such as transistors, lasers, light-emitting diodes (LED), charge-coupled
devices (CCD), and solar cells. What is particular about semiconductors is
that their electrical and optical properties are strongly dependent on the
material composition. This implies that these properties can be tailored
for specific applications by adjusting the composition. The conductivity
of a semiconductor is dependent on small amounts of specific impurities,
dopants, in the material. In the case of III-V semiconductors such as GaAs,
the band gap energy can be tuned by alloying. For instance for solar cells
this means that the material’s response to the solar spectrum can be opti-
mized, and for other optoelectronic applications, such as LEDs and lasers,
this means that their emission spectrum can be adjusted by changing the
material composition. To be able to produce the desired semiconductor de-
vices, it is crucial to be able to characterise the material composition at a
high spatial resolution. This is particularly important for nanostructured
semiconductor devices.
High-angle annular dark field scanning transmission electron microscopy
(HAADF STEM) is a method for imaging materials at a high spatial res-
olution, with the image intensity sensitive to the atomic number, Z, and
specimen thickness [1, 2]. With an appropriate characterisation of the in-
cident electron beam and the detector, the experimental image intensities
can be compared, at an absolute scale, with simulated intensities [3, 4].
Consequently, the chemical composition [5, 6, 7] and thickness [8, 9] of the
specimen can be mapped at a high spatial resolution on the basis of the
image intensities. The method where specimen composition or thickness is
determined by comparing simulated and experimental HAADF STEM im-
age intensities is referred to as quantitative HAADF STEM. In the present
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work, this method has been applied for characterising the composition in
heterostructured GaAs-based nanowires.
Nanowires (NWs) are thin (in the order of 10−100 nm), usually 3−5 µm
long wires that can be grown epitaxially from a substrate in controlled
chemical processes. The special geometry provides many unique proper-
ties. Firstly, strain-free growth of lattice-mismatched heterostructures into
the NWs, and on lattice-mismatched substrates is enabled due to strain-
relaxation at the free surface [10]. This has been a long-term problem for
conventional, planar semiconductor heterostructures. It gives the possibility
to fine-tune the NWs optoelectronic properties and enables the integration
of high-performance III-V semiconductors with for instance silicon [11]. The
geometry provides also design freedom: in addition to axial heterostruc-
tures along the NW [12, 13], radial heterostructures can be grown [14, 15].
Growth of radial heterostructures allows the formation of a radial p-n junc-
tion, which could be a particularly advantageous design for instance for solar
cells [16, 17, 18], transistors [19, 20] and LEDs [21, 22]. Furthermore, a two-
dimensional NW array with optimal density provides light trapping; yet
another benefit for NW-based solar cells [23, 24]. Finally, owing to the high
surface-to-volume ratio, the demand for active material is greatly reduced
when NWs are used instead of planar structures.
To be able to grow heterostructured NWs with the desired properties,
it is important to be able to characterise the composition at a high spatial
resolution. Here, quantitative HAADF STEM has been applied for study-
ing two types of heterostructured GaAs-based NWs: GaAs NWs with axial
GaAsSb inserts, and GaAs/AlGaAs core-shell NWs. In addition, GaAsSb
NWs were studied. The GaAs NWs with GaAsSb inserts and GaAsSb NWs
were studied in plane, i.e., as lying on a facet, and the GaAs/AlGaAs core-
shell NWs were studied in cross-section. From quantitative HAADF STEM
perspective this means that two very different GaAs alloys, as well as two
different zone axes and specimen geometries were studied. Moreover, the
quantitative studies were carried out on two different microscopes and res-
olution ranges: at a relatively low resolution on a JEOL 2010F at NTNU,
and at a high resolution on an aberration corrected FEI Titan3 80-300 at
MCEM. In this introduction part the aim is to introduce the reader the
basics of the quantitative HAADF STEM method applied and the NW ma-
terial investigated, as well as to pass on the knowledge that was acquired
from studying two such different systems by quantitative HAADF STEM.
Chapter 2
Scanning Transmission
Electron Microscopy
The resolving power, i.e., the smallest distinguishable distance, of a type of
radiation is determined by its wavelength. The wavelength of visible light
is on average 550 nm, and the resolution of an optical microscope is hence
limited to that scale. The idea of a transmission electron microscope (TEM)
was ﬁrst suggested by Knoll and Ruska in 1932 [25] – with the modest goal
to exceed the resolution of an optical microscope [26]. Earlier, in 1925 de
Broglie had formulated the theory for the wave nature of particles, relating
the momentum of a particle to its wavelength according to λ = h/p [27].
According to this formula, an electron accelerated with 200 kV, correspond-
ing to a typical acceleration voltage in a modern TEM, has a wavelength of
0.025 A˚. Due to lens aberrations the practical resolution of a common TEM
is however limited to “only” 1 − 2 A˚, which is in the order of the spacing
between atoms in a crystal. With modern, aberration corrected instruments,
sub-˚angstrom resolution is obtained.
Not surprisingly, visualizing single atoms has been one of the central
goals in the development of TEM. The ﬁrst successful attempts were re-
alized by Crewe and his collaborators in 1970 – with a scanning TEM
(STEM) [28]. In their famous experiment they used a STEM instrument
speciﬁcally developed in their laboratory, equipped with a ﬁeld emission
gun (FEG), and collecting the transmitted electrons with an annular de-
tector [29]. The specimen had uranium atoms deposited on a carbon ﬁlm.
An essential improvement in the instrumentation was the use of a FEG
instead of a thermionic electron source, providing suﬃcient signal strength
and coherency to enable the atomic resolution STEM.
Since the ﬁrst goal was reached, the aim has been to obtain quantita-
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tive images of atomic lattices with higher and higher resolution. So far the
method best suited for this task has proven to be high-angle annular dark
field (HAADF) STEM. What makes HAADF STEM so attractive is that the
produced images are incoherent, with intensity localized on atomic column
positions and dependent on the atomic number (Z) and thickness [30]. This
allows the intensity at a certain point in the image to be directly related
to the average Z and thickness of the atomic column in the corresponding
point in the lattice.
This chapter starts with a brief introduction to the basic operating prin-
ciples of a TEM and a STEM, followed by a section discussing the limits
of the STEM resolution, and how these limits can be overcome by aberra-
tion correction. The majority of the chapter is devoted to HAADF STEM,
which was the main method used in the present work. In section 2.3 the fac-
tors that render HAADF STEM images incoherent, and give the intensity
the dependency on Z, are addressed. HAADF STEM image simulations are
introduced in section 2.4. The further steps that need to be taken for compo-
sitional analysis by quantitative HAADF STEM – that is, to be able to com-
pare experimental and simulated intensities – are covered in section 2.5. The
chapter concludes with a discussion on the status of quantitative HAADF
STEM as a tool for high-resolution compositional analysis.
2.1 Basic operating principles
2.1.1 Transmission Electron Microscopy
The basic set-up of a TEM is illustrated in figure 2.1(a). Electrons origi-
nating from either a thermionic or a field-emission source are accelerated
by the electron gun, and the electron beam is controlled by electromagnetic
lenses and deflector coils [31]. Starting from the top of the microscope, the
function of the condenser lenses is, as the name indicates, to condense and
spread the beam to control the illumination on the specimen. The condenser
lens aperture limits the angular range of the electrons that are allowed to
proceed to the specimen, hence making the beam more parallel and remov-
ing the high-angle electrons that suffer most from the lens aberrations (see
section 2.2).
In most TEMs, the specimen sits in between the upper and lower pole-
piece of the objective lens. The upper polepiece is exploited in forming the
highly focused electron probe required in the STEM mode. The lower pole-
piece is responsible for image formation in conventional TEM (CTEM). It is
hence primarily the aberrations of this lens that determine the image quality
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Condenser lens 1
Condenser
aperture
Upper objective
lens
Lower objective 
lens
Intermediate 
lenses
Projector lens
Viewing screen
Objective
aperture
Selected area
diﬀraction 
aperture
Specimen
Condenser lens 2
(a)
Upper objective lens
Lower objective lens
Specimen
Back focal plane
of the objective lens
Image plane
of the objective lens
(b)
Figure 2.1: (a) A schematic of the TEM set-up and (b) the electron ray
paths after the specimen.
in TEM. In TEM mode, the image is further magnified by the intermediate
and projector lenses, before it is finally projected on to the screen or the
CCD camera. The intermediate and projector lenses are also employed in
switching between imaging and diffraction mode in TEM – that is, project-
ing either the back focal plane (BFP) or the image plane of the objective
lens on to the screen, which is explained in more detail below.
Figure 2.1(b) shows a more detailed view of the electron trajecto-
ries through the specimen and the lower objective lens. When crystalline
specimens are studied in highly symmetric zone axis orientations, the elec-
trons will scatter from parallel crystal planes to certain distinct angles.
Electrons diffracting from a certain set of planes will scatter to a certain
angle, and these electrons are brought to the same point in the BFP of the
objective lens, as is illustrated with the black, red and blue ray paths in
figure 2.1(b). This is the plane that is projected on to the screen when oper-
ating the microscope in diffraction mode. On the other hand, the electrons
originating from a certain point in the sample are brought to the same point
in the image plane of the objective lens. This is the plane that is projected
on to the screen in imaging mode.
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In the imaging mode, different imaging techniques can be performed by
inserting an objective aperture in the BFP (see figure 2.1(a)). In bright field
(BF) imaging, the aperture is centered around the central, non-diffracted
beam. In this case, areas in the specimen diffracting strongly will appear
dark – this is called diffraction contrast. Alternatively, the objective aper-
ture can be centered around one or some of the diffracted beams to perform
dark field (DF) imaging. In this technique regions of the specimen diffract-
ing in that particular direction will appear bright. In high-resolution (HR)
TEM imaging a large aperture or no aperture at all is inserted, allowing the
diffracted and non-diffracted beams to interfere, and the image is highly
magnified with the intermediate and projector lenses to obtain lattice reso-
lution.
In diffraction mode, an aperture is inserted in the image plane to re-
strict the area of the specimen contributing to the diffraction pattern. This
is called selected area electron diffraction (SAED). If a parallel beam is used,
sharp diffraction spots are formed. If a convergent beam is used instead, in
a method called convergent beam electron diffraction (CBED), diffraction
disks with a size dependent on the convergence angle are formed. The in-
tensity variations in these disks tell a detailed story about the electron
scattering within the specimen, and quantitative CBED can be used for de-
termining for instance the specimen thickness [32] and structure factors of
the material [33].
2.1.2 Scanning Transmission Electron Microscopy
In STEM the image is formed by scanning a probe (convergent beam) in
a raster over the specimen and collecting the transmitted electrons at each
probe position (figure 2.2). The image magnification is determined by the
size of the scanned area rather than magnification by lenses. The intensity
of a certain pixel in the image is the total signal collected with a certain
detector during the dwell time, i.e., the duration the probe was placed on
a given position. This kind of serial imaging allows site-specific collection
of different types of signals simultaneously, however the process becomes
very sensitive to mechanical and electrical disturbances due to the long
scanning times required (typically 10-40 s). On the contrary in CTEM the
whole image is generated in one go (usually in less than a second) by direct
illumination of the specimen with a fixed parallel beam.
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BF detector
Probe
Specimen Image
ADF detector
Figure 2.2: Operating principle of the STEM imaging system.
Instrument design
The focused probe is formed by the condenser lenses together with the
upper pole piece of the objective lens [31]. When scanning the probe over
the specimen, it is essential that at each point the probe is parallel to the
optical axis. This is obtained with double deflection coils residing above
the upper pole piece of the objective lens that pivot the beam about the
front focal plane (FFP) of the objective lens (see figure 2.3(a)). With this
kind of system, assuming a single-crystalline specimen, a stationary CBED
pattern is created in the BFP of the lower objective lens as is illustrated in
figure 2.3(b). The STEM detectors sit in the diffraction plane, and to form
a real-space image, a certain part of the CBED pattern is collected by a
certain detector, as will be explained in the following section. The STEM
detector is either a semiconductor device or a scintillator-photomultiplier,
both very sensitive to the number of electrons falling on the detector.
In a TEM/STEM, which is the most common instrument design, the
STEM detectors cannot obviously be placed in the BFP of the objective lens
because this space is filled by the objective aperture. The STEM detectors
are then inserted in the viewing chamber (or below it), and the TEM is
operated in diffraction mode when doing STEM.
Detector geometries and imaging modes in STEM
BF imaging in STEM is performed by using a circular detector centered on
the optical axis. The size of the BF detector is such that it picks the central
disk of the CBED pattern [31]. If the size of the probe-forming (condenser)
aperture is big enough to allow the disks to overlap (see section 2.3.1),
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Electron source
Condenser lens 1
Upperobective lens
Doubledeflection coils
Specimen
Condenseraperture
Pivot point(FFP of objective lens)
Condenser lens 2
(a)
Specimen
Upperobjective lens
Lowerobjective lens
Pivot point(FFP of objective lens)
Direct disc in stationary CBED pattern Diffracted disc instationary CBED pattern
(b)
Figure 2.3: (a) Schematic of the STEM lens system and the scanning of
a convergent probe and (b) a more detailed ray diagram for the specimen
stage. (Redrawn after [31].)
the BF STEM detector will pick scattering from both the direct and the
overlapping first-order diffracting disks, allowing lattice imaging [34]. Under
these conditions BF STEM contrast is equivalent to HRTEM image contrast
according to the principle of reciprocity [35]. BF STEM images are hence
coherent phase-contrast images. Recently a BF imaging technique with a
small annular detector placed within the bright field cone, called annular
BF (ABF) imaging, has received interest as a means of visualizing light
elements [36].
Annular dark field (ADF) images are formed by inserting an annular de-
tector, centered around the optical axis. In this way all the beams scattered
to a certain angular range are collected. The BF detector sits in the centre
of the annular detector; thus BF and ADF images can be recorded simul-
taneously. High-angle ADF (HAADF) imaging means selecting an annular
detector with a large inner and outer radius (typically from ∼ 30−50 mrad
to & 150 mrad, depending on the acceleration voltage) in order to detect
electrons scattered to high angles. In HAADF imaging, diffraction-contrast
effects are minimized through the averaging over the large detector area,
and incoherent images with intensity dependent on Z are obtained, as will
be shown in section 2.3.
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2.2 Breaking the limits to resolution
The resolution of STEM is defined by the size of the probe, which is primar-
ily limited by the diffraction limit and spherical aberration [37]. Diffraction
limit arises from the probe-forming aperture. If a circular aperture is illu-
minated with an approximately parallel beam, an Airy pattern – a central
maximum with concentric side lobes – is formed in the object plane [37].
The size of the probe can be defined as the diameter of the first minimum,
δD, in the Airy pattern
δD = 0.61
λ
α
, (2.2.1)
where α is the convergence semi-angle. Hence, the larger the convergence
angle (i.e., the larger the probe-forming aperture), the smaller the probe
and hence the better the resolution. This is illustrated in figure 2.4, where
two probes with different convergence angles are plotted.
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Figure 2.4: Intensity line profile for a STEM probe for 200 keV electrons,
with a defocus of 50 nm and a spherical aberration constant C3 of 1 mm, for
two different convergence semi-angles α: 5 mrad and 10 mrad. The probe
intensity profiles were calculated using a MATLAB code from Kirkland [38].
Nevertheless, an aperture has to be inserted – with the cost of loss in
resolution and intensity – in order to remove the high-angle electrons that
suffer most from aberrations. Very soon after the construction of the first
electron microscope in 1932, it was proved by Scherzer in 1936 that the
electron lenses would always suffer from chromatic and spherical aberra-
tions [39]. Chromatic aberration results in electrons with a wide range of
energies being focused in different planes by the lens, however this is not
a limiting factor for the resolution in STEM [40]. Spherical aberration in
turn is a defect occurring because the magnetic field of the lens behaves
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differently for off-axis electrons: electrons travelling further away from the
optical axis are brought to focus earlier than electrons travelling closer to
the optical axis, as is illustrated in figure 2.5. As a result, the point where
the envelope of all the rays is smallest is not a point but a disk, referred to
as the disk of least confusion, with the radius δS given by [37]
δS =
1
4
C3α
3, (2.2.2)
where C3 is the spherical aberration coefficient. This expresses how the
probe size is limited by the spherical aberration. It is however obvious that
δS is smallest with vanishing α – opposite to the diffraction limit. Hence
to be able to use a large convergence angle to obtain the smallest possible
probe, correcting for spherical aberration is crucial.
Disk of least
confusion
Figure 2.5: The paths of different rays through a lens with spherical aber-
ration. Rays travelling far from optical axis come to cross-over earlier than
those travelling close to optical axis.
Spherical aberration correctors are complex devices that compensate for
the spherical aberration in the magnetic lenses with additional magnetic
lenses [39]. After the discovery of spherical aberration, it took 60 years
of struggling before the first aberration corrected commercial STEM was
eventually put into practice in 1997 by Krivanek and co-workers [41]. The
first aberration corrected TEM was established a year later [42], with a
slightly different technology. The first sub-˚angstrom resolution STEM im-
ages became finally published in 2002 [43]. Since then aberration corrected
electron microscopy has been a success story, allowing routine acquisition
of atomic resolution STEM images, even at lower voltages [44].
Despite the success several challenges remain. Aberration correction al-
lows the use of a larger probe-forming aperture, thus electrons from a wider
range of angles are incident on an atomic column. With higher transverse ki-
netic energy, the probe can more easily spread to adjacent atomic columns,
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making images less easily interpretable [45, 46]. Furthermore, a larger con-
vergence angle implies also a higher probe intensity, leading to an increased
probability for beam damage. Finally, the aberration corrected instruments
are very expensive to purchase and to maintain, and extensive training pro-
grammes are required to meet the required level of skill for operating the
microscopes [47].
2.3 HAADF STEM image formation
The strengths of HAADF STEM imaging lie in the incoherency and the
Z-sensitivity of the image intensity, as was mentioned at the start of this
chapter. All our common light sources are incoherent – hence our eyes are
used to interpreting incoherent images rather than interference fringes. The
Z-sensitivity allows compositional analysis at a high resolution from the
basis of the image intensities. This section addresses the obvious questions
arising now: what are actually the conditions for incoherent imaging, what
is it that renders HAADF STEM signal incoherent, and where does the
compositional sensitivity arise from?
The concept of incoherent imaging applies strictly only for self-luminous
objects [48]. However, Lord Rayleigh suggested already in 1896 that illumi-
nating a specimen over a wide range of angles would render the specimen
effectively self-luminous, and thus no interference between radiation emitted
from spatially separated parts in the specimen could occur [30]. The imag-
ing process can then be described as incoherent, and the image intensity
becomes a convolution in intensity [30]:
Iincoh = |P (R)|2 ⊗ |ψ(R)|2, (2.3.1)
where P (R) is now the function of the illuminating probe and ψ(R) is
the object wave-function. This is the mathematical definition for incoherent
imaging.
On the contrary, in HRTEM imaging the specimen is illuminated with
a coherent plane wave. The image is formed from the exit-surface wave-
function ψ(R) by the objective lens, which suffers from aberrations. The
blurring effect of the lens aberrations can be described as a convolution of
the exit-surface wavefunction with a point spread function (PSF) P (R), so
that the resulting image intensity becomes [30]
Icoh = |P (R)⊗ ψ(R)|2, (2.3.2)
which is the mathematical definition for coherent imaging. Writing out the
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square gives
Icoh = [P (R)⊗ ψ(R)] · [P ∗(R)⊗ ψ∗(R)], (2.3.3)
which shows explicitly that the convolution of ψ(R) with the PSF is in
complex amplitude and phase information is lost in the imaging process.
The phase of the PSF can change rapidly when changing e.g. defocus, and
the phase of ψ(R) is sensitive to thickness. Thereby the resulting coherent
image intensity is sensitive to these parameters, and contrast reversals are
observed with changing defocus and specimen thickness. This does not occur
with incoherent imaging, as will be shown in section 2.3.1.
In this section first the components of STEM image formation are in-
troduced, following the approach by Nellist and Pennycook [30]. At this
stage scattering from the specimen is treated with a kinematic scattering
approximation, i.e., assuming that the specimen is very thin and the elec-
trons are scattered only once. A mathematical proof for the incoherency of
HAADF STEM imaging is already obtained with this approach. For a more
physical picture, and to understand why HAADF STEM intensity is sen-
sitive to Z and localized to atomic column positions, dynamical scattering
– i.e., multiple scattering events in the specimen – has to be considered.
This will be done in section 2.3.2, using a Bloch-wave approach. Now, these
two approaches still consider only the portion of coherent scattering falling
on the ADF detector. In fact, most of the scattering upon the ADF detec-
tor is incoherent thermal diffuse scattering (TDS) – this will be shown in
section 2.3.3.
2.3.1 Components of STEM image formation
The probe function
The STEM image is formed by scanning the specimen with a focused probe
and collecting a certain portion of the transmitted electrons for each probe
position, as was explained in section 2.1.2. The focused probe can be de-
scribed as a coherent superposition of partial plane waves, each labelled
by its transverse component Ki (see figure 2.6). The probe is focused by
the probe-forming lens, and due to lens aberrations each partial plane wave
experiences a phase shift χ(Ki) relative to the Ki = 0 -wave [30]:
χ(Ki) = piλC1|Ki|2 + 1
2
piλ3C3|Ki|4, (2.3.4)
where λ is the electron wavelength and C1 is the defocus. For aberration
corrected instruments, the resolution is not limited by C3, and higher-order
aberration terms have to be included in χ(Ki) [49].
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To limit the influence of aberrations, only a certain portion of the initial
electron beam is selected with the probe-forming aperture, described by a
circular top-hat function H(Ki) in reciprocal space, which is equal to unity
within the aperture and zero outside. H(Ki) and χ(Ki) can be combined as
magnitude and phase, respectively, to form the complex aperture function
A(Ki):
A(Ki) = H(Ki)e
iχ(Ki), (2.3.5)
which describes the overall wave at the FFP. The illuminating probe func-
tion is obtained from this expression with inverse Fourier transform, which
acts as a summation over all the incident partial plane waves [30]:
P (R) =
∫
A(Ki)e
i2piKi ·RdKi, (2.3.6)
The effect of the scanning, i.e., varying the point on the specimen, R0, can
be incorporated by multiplying A(Ki) with a phase factor e
−i2pi(Ki ·R0).
This yields
P (R−R0) =
∫
A(Ki)e
i2piKi · (R−R0)dKi. (2.3.7)
Probe-forming aperture
Probe-forminglens
Specimen
ADFdetector BFdetector
Figure 2.6: A schematic of the scattering of the STEM probe, focused by
the probe-forming lens on to the specimen. Different parts of the resulting
CBED pattern are detected by the BF and ADF detectors. The dashed lines
describe the two incident partial plane waves (Ki and Ki +Q) that are
scattered into the same final wave vector Kf . (Redrawn after [2].)
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Scattering from the sample
In the kinematic approximation, scattering from the sample can be described
as a single scattering event that scatters the initial wave vector, Ki, into
a final wave vector Kf . The scattering event changes the magnitude and
the phase of the incident wave by a complex multiplier Ψ(Kf ,Ki). The
intensity in far-field then becomes (setting R to origin) [30]
I(Kf ,R0) =
∣∣∣∣∫ A(Ki)e−i2piKi ·R0Ψ(Kf ,Ki)dKi∣∣∣∣2
=
∫ ∫
A(Ki)A
∗(K′i)e
−i2pi(Ki−K′i) ·R0
·Ψ(Kf ,Ki)Ψ∗(Kf ,K′i)dKidK′i.
(2.3.8)
Writing K′i = Ki + Q and taking the Fourier transform of the intensity,
the exponential terms are cancelled out and the expression is reduced into
a single integral:
I˜(Kf ,Q) =
∫
I(Kf ,R0)e
−i2piQ ·R0dR0
=
∫
A(Ki)A
∗(Ki +Q)Ψ(Kf ,Ki)Ψ∗(Kf ,Ki +Q)dKi
(2.3.9)
where I˜ denotes the Fourier transformation of the intensity, recorded by a
point detector at Kf in far field.
Expression (2.3.9) now describes the scattering event illustrated in
figure 2.6: two initial partial plane waves, separated by Q, are scattered by
the specimen into the same final wave vectorKf , where they interfere [30]. If
the scattering is coherent Bragg diffraction, a CBED pattern will be formed
in the detector plane. The initial partial plane wave pairs are scattered into a
single wave vector in the disk overlap regions, where interference can occur.
It can be read from equation (2.3.9) that when varying the probe position
R0, the intensity in the overlap regions varies sinusoidally with a spatial fre-
quency of Ki −K′i = Q – this is STEM lattice imaging [34]. The intensity
in the CBED disks does however not vary when varying the probe position.
If the disks do not overlap, there is no image contrast, and hence no lattice
in the image.
The degree of overlap is determined by the size of the CBED disks,
which is determined by the convergence angle of the probe. Hence the con-
vergence angle needs to be large enough to allow overlap in order to obtain
lattice resolution. Large overlapping disks in reciprocal space means a small
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probe in real space – hence the larger the convergence angle, the better the
resolution, as was already concluded in section 2.2.
Image intensity falling on a detector
According to Lord Rayleigh, illuminating an object with a large source over
a wide range of angles in TEM would destroy interference between radiation
emitted from spatially separate parts in the object and thus render the image
incoherent, as was mentioned at the start of this section. The principle of
reciprocity states that a large source in TEM corresponds to a large detector
in STEM [35]. For the image intensity to be incoherent, the expression
for intensity should be of the form of equation (2.3.1): a convolution in
intensity between a probe-function and an object-function in real space (a
multiplication in reciprocal space). This condition can actually be fulfilled
by the detector geometry alone.
The image intensity on an ADF detector is obtained by integrating over
expression (2.3.9) with a detector function D(Kf ) [30]:
I˜(Q) =
∫
D(Kf )
∫
A(Ki −Q/2)A∗(Ki +Q/2)
·Ψ(Kf −Ki +Q/2)Ψ∗(Kf −Ki −Q/2)dKidKf ,
(2.3.10)
where Ki has been shifted to Ki −Q/2. Now, the domain of integral for
Ki is limited by A(Ki −Q/2)A∗(Ki +Q/2), i.e., it is the region of over-
lap between the two aperture functions separated by Q. If D(Kf ) has a
geometry much larger than the probe-forming aperture, the dependence of
the Kf integral on Ki becomes very small, allowing the integrals to be
separated. The ADF image intensity in reciprocal space then becomes:
I˜ADF (Q) =
∫
A(Ki −Q/2)A∗(Ki +Q/2)dKi
·
∫
D(Kf )Ψ(Kf −Ki +Q/2)Ψ∗(Kf −Ki −Q/2)dKf
=T (Q)O˜(Q).
(2.3.11)
Here, O˜(Q) is the Fourier transform of the object function, containing the
information about the scattering from the specimen to the detector, and
T (Q) is the optical transfer function (OTF) for incoherent imaging. From
the form of T (Q) (the first integral in (2.3.11)) one can see that it is the
autocorrelation of A(Ki) (equation (2.3.5)). The inverse Fourier transform
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(IFT) of an autocorrelation function is equal to the square of the modulus
of the IFT of the original function. Now, the IFT of A(Ki) is the probe
function P (R0); thus
T (Q) = FT
{|P (R0)|2} . (2.3.12)
Hence the ADF image intensity in real space becomes
IADF (R0) = |P (R0)|2 ⊗O(R0), (2.3.13)
where O(R0) is the object function in real space. This expression is equiva-
lent to expression (2.3.1), intensity for incoherent imaging; thus it has now
been shown that the detector geometry alone gives the desired form for the
HAADF STEM image intensity.
The OTF is an important funtion: it is the Fourier transform of the
PSF for STEM, and contains information about the effect of aberrations of
the probe-forming lens (equation (2.3.4)). According to equation (2.3.13),
the image can be thought to be formed as a convolution between the PSF
and the object function – hence the resolution of the microscope can be
determined from the form of the OTF. In figure 2.7, the OTF is plotted
together with the contrast transfer function (CTF) for coherent imaging in
CTEM. From the plot it can be seen that the CTF oscillates as a function
of spatial frequency Q, resulting in contrast reversals with varying thickness
and defocus. This is not observed for the OTF, which remains positive.
2.3.2 Contents of HAADF STEM image intensity
While the last section introduced the components of STEM image forma-
tion, the current section goes deeper into the contents of the HAADF STEM
image intensity using a Bloch-wave approach, which allows the inclusion of
dynamical scattering. This approach will eventually give an explanation to
why HAADF STEM images of zone-axis lattices have intensities peaked on
atomic column sites, and what is the origin of the Z-dependency of the in-
tensity – still considering only coherent Bragg scattering. As it will be seen,
the detector geometry plays a significant role in this part as well.
To understand what Bloch waves actually are, we start with the
Schro¨dinger equation for the electron wavefunction ψ(R, z) within the crys-
tal [2]:[
−~
2∇2
2m
− eV (R, z)
]
ψ(R, z) =
4pi2k20~2
2m
ψ(R, z) = Eψ(R, z), (2.3.14)
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Figure 2.7: The two microscope transfer functions (MTF): CTF for CTEM
(blue) and OTF for STEM (red). The parameters used were acceleration
voltage E = 200 keV, C3 = 1.0 mm, defocus C1 = −40 A˚, defocus spread
∆ = 10 A˚ (used only for CTF), illumination semiangle for CTF 0.5 mrad,
and aperture semiangle for OTF α = 8.4 mrad. The functions were plotted
using a MATLAB code from Kirkland [38].
where V is the crystal potential, m is the relativistic electron mass, k0 is
the magnitude of the electron wave vector outside the crystal and E is the
kinetic energy of the electron outside the crystal. Here r has been divided
into components perpendicular and parallel to the optical axis, R and z,
respectively. For the Schro¨dinger equation we seek a solution in the form of
a Bloch wave
φ(r) =
∑
g
Φg exp[−i2pi((k + g) · r)]. (2.3.15)
A Bloch wave has thus the form of a plane wave exhibiting the periodicity
of the lattice; Φg are the Fourier components of the wave, determined by
the crystal structure.
The electron wave function within the crystal is a linear combination
of all the Bloch states φ(j)(r), each weighted with its excitation coefficient
Φ
(j)∗
0 , the complex conjugate of the zeroth order Fourier component of the
Bloch state in question [2]:
ψ(R, z,Ki) =
∑
j
Φ
(j)∗
0 (Ki)
∑
g
Φ(j)g (Ki)
· exp{−i2pi[(Ki + g) ·R+ k(j)z (Ki)z]},
(2.3.16)
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Here also the wave vector has been divided into components perpendicular
and parallel to the optical axis, so that k = K+ kz. The depth dependency
of the wave now lies in the last term in the exponential, where k
(j)
z (Ki) is
the longitudinal component of the wave vector, corresponding to jth Bloch
state.
A probe focused on the crystal will excite different Bloch states in it, with
probabilities given by the excitation coefficients. Equation (2.3.16) combined
with the probe function (2.3.7) will then describe the scattering from the
sample, which was earlier in equation (2.3.8) covered with a simple complex
multiplier. To derive the form of HAADF STEM intensity, the resulting ex-
pression is further integrated over the ADF detector in Fourier space, simi-
larly to the previous section. An expression equivalent to equation (2.3.10)
is obtained [2]:
I˜(Q, z) =
∑
g
Dg
∫
A(Ki)A(Ki +Q)
·
∑
j,k
Φ
(j)∗
0 (Ki)Φ
(k)
Q (Ki)Φ
(j)
g (Ki)Φ
(k)∗
g (Ki)
· exp{−i2piz[k(j)z (Ki)− k(k)z (Ki)]}dKi.
(2.3.17)
Here the first summation is over all the Bragg beams g incident on the
detector. This summation acts only on a product pair of Bloch wave Fourier
coefficients [2]:
Cjk(Ki) =
∑
g
DgΦ
(j)
g (Ki)Φ
(k)∗
g (Ki). (2.3.18)
Hence strong contributions to the intensity can only come from Bloch states
that have frequency components that extend to the detector [50]. This im-
plies states that are broad in reciprocal space, therefore narrow in real space
– that is, the 1s states. How electrons in different Bloch states are distributed
around atoms in a lattice is illustrated in figure 2.8.
With the notation of (2.3.18), the intensity becomes
I˜(Q, z) =
∫
A(Ki)A(Ki +Q)
∑
j,k
Cjk(Ki)Φ
(j)∗
0 (Ki)Φ
(k)
Q (Ki)
· exp{−i2piz[k(j)z (Ki)− k(k)z (Ki)]}dKi.
(2.3.19)
An essential bit here lies in the difference between the diagonal terms, Cjj ,
and the cross terms, Cjk. The diagonal terms involve only one Bloch-state,
whereas the cross-terms involve multiple Bloch states, as can be read from
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Figure 2.8: A schematic illustration of how electrons in the first three Bloch
states are distributed around atoms in a lattice. (Redrawn after [48].)
equation (2.3.18). For the diagonal terms, the exponential term holding the
thickness dependency in equation (2.3.19) is unity. Thus the diagonal terms
are thickness-independent, while the contribution of cross-terms decreases
exponentially with increasing thickness. Hence, with increasing thickness,
contribution from only single Bloch states becomes significant.
Now, what we want to see is intensity maxima localized on the atomic
sites – thus we want scattering from localized Bloch states, that is the 1s
states. Fortunately, it is the 1s states that the HAADF detector will allow
us to see. Evaluating (2.3.18) using a real space representation of the Bloch
states and assuming an infinite detector except for a circular hole yields [30]
Cjk(Ki) = δjk −
∫
J1(2piuin|B|)
2pi|B|
∫
φ(j)(Ki, C)φ
(k)∗(Ki, B + C)dCdB.
(2.3.20)
This integral looks absolutely terrible, but let’s still try to understand the
physics in it. Firstly, the variables: J1 is the first order Bessel function of
the first kind, uin is the inner radius of the detector in reciprocal space,
and B and C are dummy real-space integration variables. The meaning of
the Bessel function part, which is the Fourier transformation of the hole in
the detector, is that it acts as a coherence envelope, controlling to which
degree different Bloch waves can interfere. A detector that spans over a wide
angular range produces a small coherence envelope in real space, allowing
only states that are sharply peaked on atomic column positions to contribute
to the image [30, 48]. With for instance uin = 30 mrad and λ = 1.9 pm,
the Bessel term has its first zero at |B| = 0.04 nm, so the domain of the
integral in (2.3.20) is extremely limited [2].
We have now shown that HAADF imaging of zone-axis lattice images
actually yields intensities peaked on the atomic column sites – but we still
need to explain the Z-dependency. Luckily this step is not too far away. For
j = k, also for the diagonal states, the integral (2.3.20) can be written as
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[30]
Cjj ∝ 〈φ(j)(Ki)|T |φ(j)(Ki)〉, (2.3.21)
that is, Cjj is proportional the the expectation value for the transverse
kinetic energy T for the jth Bloch state. Thus states with high transverse
kinetic energy will scatter more strongly on the detector. Atomic columns
with higher Z will have 1s states with higher transverse kinetic energy, and
this is the origin of the Z-dependency of the image intensity [2, 30].
2.3.3 The contribution of thermal diffuse scattering
So far we have only considered the contribution of coherent Bragg scatter-
ing on the ADF detector. At high scattering angles, the scattered intensity
is however dominated by electrons scattered by phonons, i.e., crystal vi-
brations, which in the case of a specimen in a TEM arise from thermal
vibrations of the atoms. Scattering of electrons by phonons lead to a dif-
fuse background intensity in the diffraction pattern, and is thereby generally
referred to as thermal diffuse scattering (TDS). Furthermore, electrons scat-
tered by phonons have random phases – i.e., they are incoherent. It is hence
understandable that the early derivations for HAADF STEM intensity for-
mation took as a starting point electrons scattered by phonons [1], rather
than coherently scattered electrons as in the derivation above. Strangely –
or conveniently – enough, both approaches yield intensity peaked on atomic
sites, and dependent on the atomic number Z.
The scattering by phonons can be described as absorption: the electrons
are absorbed, i.e., scattered to high angles, by phonons as they penetrate
through the lattice. Mathematically, absorption is taken into account by
adding an imaginary component into the projected lattice potential V (R).
The total projected potential then becomes [1]
Vtot(R) = V (R) + iV
′(R), (2.3.22)
where V ′(R) = V ′(x, y) is the (projected) absorptive potential, leading to
loss of electrons by absorption. The intensity for TDS scattering, i.e., loss
of electrons by absorption, is given by [1]
ITDS =
2
~v
∫
|ψ(r)|2V ′(R)dr, (2.3.23)
where ψ(r) = ψ(x, y, z) is the total electron wave function and v is the
electron velocity. It can further be shown that the electrons scattered into
high angles by phonons are scattered from states strongly localized to atomic
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positions – the 1s Bloch states – and that the scattered intensity is higher
for atoms with high Z [1].
Now, what we are really interested in is finding out what is the portion of
TDS with respect to the coherent scattering incident on the ADF detector.
According to the previous section ( 2.3.2), the coherent signal falling on
the ADF detector is primarily scattering from the 1s states, which can be
simplified into [30]
Icoh(t) ∝ e−σt[1− cos(ζt)], (2.3.24)
where t is the specimen thickness, σ is the absorption coefficient and ζ is the
thickness frequency for the 1s states. The absorption coefficient determines
the absorption of the wave function by phonons, and the thickness frequency
is the rate of change of the phase of the wave function along the depth of
crystal. To evaluate the effect of TDS, this expression is integrated over
thickness, giving [30]
ITDS(t) ∝ (1−e−σt)−
(
1 +
σ2
ζ2
)−1 [
σ
ζ
e−σt sin(ζt) +
σ2
ζ2
(1− e−σt cos(ζt))
]
.
(2.3.25)
From this expression it can be read that with increasing thickness the sinu-
soidal terms will be suppressed and the intensity approaches unity, which
is verified in the plot in figure 2.9. The total intensity can be calculated by
defining the fraction of coherent to incoherent scattering as α so that [30]
IADF (t) = ITDS(t) + αIcoh(t), (2.3.26)
which is also plotted in figure 2.9. From the plot it is evident that with
α = 0.17 (chosen after [30]), TDS dominates the intensity at thicknesses
above ∼ 20 nm.
In the previous section it was shown how the detector geometry only
allows scattering from single electronic states localized around atomic posi-
tions to contribute to the HAADF intensity. Hence the detector geometry
destroys transverse coherence, i.e., coherence of the electron wave functions
between adjacent columns. Phonon scattering on the other hand plays an
important role in destroying longitudinal coherence. Electrons scattered by
phonons have random phases, and are no longer in phase with the propa-
gating electron wave field [48]. The destruction of longitudinal coherence,
i.e., intracolumn interference, is important for determination of elemental
composition of the specimen along the depth of the specimen, such as locat-
ing substitutional atoms in the columns. However, destruction of coherence
is much less complete in longitudinal than in transverse direction [30].
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Figure 2.9: The contributions of coherent and thermal diﬀuse scattering
falling on the ADF detector, as well as the total intensity, according to
equations (2.3.24), (2.3.25) and (2.3.26). (Replotted after [30].)
In this section we have shown that at normal specimen thicknesses, TDS
dominates the scattering on the ADF detector, and that the phonons con-
veniently pick the wave functions scattered from the 1s states, freeing them
from the wave ﬁeld propagating through the lattice and thus breaking the
coherence in longitudinal direction. One could then say that “the 1s state
puts the electron wave function onto the detector, but it is phonon scattering
that keeps it there” [48].
2.4 Image simulations with multislice approach
Image simulation means numerically calculating the microscope images from
a detailed description of the specimen and the instrument [38]. Simulations
are required for quantitative interpretation of the image intensity: for map-
ping the specimen thickness [8, 9] and composition [7, 6], and for under-
standing the eﬀects of probe characteristics and microscope aberrations on
the image [46, 51]. For STEM image simulations, two main approaches exist:
multislice and Bloch-wave approach. The principles of the Bloch-wave ap-
proach were essentially given in section 2.3.2. This approach treats the scat-
tering process more physically, and it has been widely used for understand-
ing the STEM image formation using simple model structures [2, 52, 53, 54].
In the Bloch wave approach however the HAADF intensity might be under-
estimated at higher specimen thickness as will be discussed in section 2.4.2,
and it is diﬃcult to apply to non-perfect crystals [54]. Multislice approach is
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better suited for simulating STEM image intensities for real specimens and
is therefore more widely applied for solving materials problems by quantita-
tive STEM [4, 9, 32, 55]. The image simulations for the present work were
all performed with programs based on the multislice approach, and hence
it is this approach that will be focused on here.
2.4.1 Principles of the multislice approach
To simulate HAADF STEM image intensities for a certain crystal, ﬁrst a
supercell modelling the crystal has to be constructed. A supercell is an ex-
tended crystal unit cell in the orientation of concern. In practice a text
ﬁle containing a list of the atomic positions, as well as the atomic num-
bers, Debye-Waller factors and occupancies for each atomic position has to
be generated. In the multislice approach, the supercell is divided into thin
(ideally one atomic layer, 1 − 2 A˚) slices in the direction of the electron
beam, and for each slice a projected potential is calculated – the scattering
properties of a slice are thus “pressed” into a plane. The incident electron
wave function is then alternately transmitted through the slices and prop-
agated through the gaps (vacuum) between the slices, as is illustrated in
ﬁgure 2.10. Mathematically this can be expressed as [38]
ψn+1(x, y) = pn(x, y,Δzn)⊗ [tn(x, y)ψn(x, y)], (2.4.1)
where ψn(x, y) is the wave function at the top of slice n and tn(x, y) and
pn(x, y,Δz) are the transmission and propagator functions, respectively,
for the slice. The initial wave function ψ0(x, y) is the STEM probe wave
function, which was introduced in section 2.3.1. The transmission function
for the specimen portion between z and z +Δz is:
t(x, y, z) = exp [iσvΔz(x, y, z)] = exp
�
iσ
� z+Δz
z
V (x, y, z�)dz�
�
, (2.4.2)
where vΔz(x, y, z) =
� z+Δz
z V (x, y, z
�)dz� is the projected potential for a
slice with thickness Δz and σ is the interaction parameter, dependent on the
energy of the incident electrons. The propagator function is best expressed
in reciprocal space:
P (k,Δz) = exp(−iπλk2Δz). (2.4.3)
Physically, the propagator function can be associated with the Fresnel (near-
ﬁeld) diﬀraction over a distance Δz. To minimize computing time, the
Fourier transformed form of equation (2.4.1) is generally applied so that
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the fast Fourier transform (FFT) algorithm can be exploited. Using the
convolution theorem, (2.4.1) becomes
ψn+1(x, y) = FT
−1{Pn(kx, ky,∆zn)FT [tn(x, y)ψn(x, y)]}. (2.4.4)
At the end, when the wave function has propagated through the specimen,
the final wave function is integrated over the ADF detector in reciprocal
space to calculate the intensity for the point on the supercell in question.
Figure 2.10: The principles of the multislice approach. The supercell, de-
scribing the specimen in the orientation in concern, is divided into thin
(∆z) slices (left). For each of the slices, a projected potential is formed,
and the electron wave function ψ is alternately transmitted (t) through the
slices and propagated (p) through the vacuum between the slices (right).
For accurate image simulations, correct sampling of the input functions
– i.e., the incident wave function, and the transmission and propagator func-
tions – is crucial. A large enough supercell has to be created, and the super-
cell has to be sampled with a sufficient number of pixels to avoid artefacts.
Moreover, the sampling density determines the smallest spatial frequency
and thereby the largest scattering angle included in the calculations, and it
is important that high enough sampling is employed such that the largest
scattering angle exceeds the outer angle of the ADF detector in question.
A thorough description about the required sampling conditions is given by
Kirkland in [38].
Several different multislice simulation programs were applied for the
HAADF STEM image simulations in the course of this PhD. For the simu-
lations for Paper IV, a program by C. Dwyer called STEMimg [56] was used.
As most multislice programs available, STEMimg is based on the code by
Kirkland [38], but it has been made very efficient by exploiting parallel com-
puting possible on a graphical processing unit (GPU). For simulations for
Papers I-III, a multislice program by A. Rosenauer, STEMsim [57], was ap-
plied. STEMsim cannot compete with STEMimg in speed, however it allows
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inclusion of static atomic displacements (SAD) that can affect the HAADF
STEM image intensity for certain materials (see section 2.4.3). Perhaps
the most user-friendly multislice simulation program currently available for
HAADF STEM image simulations is qSTEM by C. Koch [58], which was
used at the start of this PhD. While STEMimg requires a computer with
a GPU and STEMsim requires a Linux cluster, qSTEM can be run on a
normal desktop computer, and it has an intuitive graphical user interface.
qSTEM additionally permits relatively easy simulation of interfaces and
complex super structures, however it is not as efficient as STEMimg and
does not allow inclusion of SAD as STEMsim does.
2.4.2 Simulating thermal diffuse scattering
The most common way to include TDS in multislice simulations is the frozen
phonon approach [59]. Phonons vibrate relatively slowly: the duration of one
vibration period for an optical (transverse) phonon is in the order of 10−13 s,
and acoustic (longitudinal) phonons, which produce most of the atomic dis-
placement, vibrate even more slowly. An electron with kinetic energy of
100 keV travels with a speed of 1.5 · 1018 A˚/s, and the electron/atom inter-
action time can be estimated to be ∼ 2 · 10−2 vibration periods [59]. Hence
one electron sees a somewhat frozen view of the lattice; however for the
next electron, the picture has changed a little due to the lattice vibrations.
In the frozen phonon approach, the multislice calculation is performed sev-
eral times and for each run the position of each atom in the specimen is
shifted slightly. The final image is taken as an average over the different
calculations.
In practice, the correlations between the atomic vibrations are generally
not considered but each atom is assumed to vibrate independently with an
amplitude related to its Debye-Waller factor – this is known as the Einstein
model for TDS [1]. It has been shown that this is a good approximation for
STEM image calculations [60], and the Einstein model is therefore applied
for simulating TDS in most multislice programs. The approach would hence
be more correctly referred to as the frozen lattice rather than the frozen
phonon approach [4], however the generally the latter term is used even if
Einstein model is applied. As is conventional, I will henceforth use the term
frozen phonon approach.
To realistically include the effect of TDS with the frozen phonon ap-
proach, several runs with different atomic configurations are required (20
has been suggested [54]), resulting in long computation times. An alterna-
tive, analytic approach, is based on the absorptive potentials discussed in
section 2.3.3 [61, 62]. With this approach, the required times for simula-
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tions are dramatically shorter (even 1/60 of the times required for frozen
phonon multislice simulations [54]). The analytic approach is taken when
including TDS in Bloch wave simulations, and it is used in some multislice
programs as well [61, 63]. In STEMsim both approaches are implemented,
but the simulations performed for the present work (using STEMsim and
STEMimg) were all done using the frozen phonon approach. The analytic
approach excludes multiple scattering events after a single phonon scatter-
ing event (absorption by a phonon), and hence the HAADF intensity might
be underestimated at higher specimen thicknesses (& 50 nm) [64]. On the
other hand the frozen phonon model naturally includes multiple sequential
scattering events.
2.4.3 Static atomic displacements
When atoms having different covalent or ionic radii are present in a crys-
talline alloy, a type of static disorder called static atomic displacements
(SAD) will be present in the lattice [65]. For instance replacing an As atom
in GaAs by Sb causes displacements in the neighboring atoms due to the
larger covalent radius of Sb. As TDS, caused by temporally varying shifts
in atomic positions, this kind of static disorder can also result in increased
diffuse scattering to high angles [66, 67, 68].
The effect of SAD in the simulated HAADF STEM image intensities was
first studied by Grillo et. al. [67], for the case of InxGa1−xAs, and subse-
quently by Rosenauer et. al. [7], for InxGa1−xN. In Paper I in this thesis, the
effect of SAD on the HAADF intensity in the case of GaAs1−ySby is demon-
strated. All of these studies concluded that SAD have to be included in the
image simulations for accurate quantification of the experimental intensi-
ties. One of the few III-V alloys virtually free of SAD is AlxGa1−xAs [69],
which was studied in Paper IV. This difference between the different alloys
in terms of SAD can be understood from the differences in covalent radii
for atoms sharing the same sublattice. For AlxGa1−xAs, the covalent radii
of Al and Ga is very similar (1.21 and 1.22 A˚, respectively [70]), while this
is not the case for As and Sb in GaAs1−ySby, (1.19 and 1.39 A˚ for As and
Sb, respectively [70]).
To compute the SAD, the elastic constants of the atoms in the studied
crystal structure have to be known. For simulating GaAs1−ySby in Papers
I-III, the SAD were implemented by relaxation using the valence force field
method, and the relaxations were done using Keating potentials [71]. Pri-
marily due to the complexity related to implementing the SAD, the simula-
tions for GaAs1−ySby with the STEMsim program were mostly performed
by T. Grieb at the University of Bremen, Germany.
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2.4.4 Simulations for compositional analysis: the CT-matrix
For compositional analysis of a ternary alloy, HAADF STEM images are
simulated for different concentrations x of the alloying element, with a cer-
tain thickness step up to the desired thickness. In the present work, exper-
imental image intensities averaged over a unit cell (Paper IV) or a larger
area (Papers I-III) were employed in the compositional analysis (see sec-
tion 2.5.3). Using simulated intensities averaged over a unit cell (or super-
cell) for different thicknesses and concentrations, a matrix for the simu-
lated intensity as a function of thickness and concentration – concentration-
thickness (CT) -matrix – was constructed by cubic interpolation. This
matrix was used as a database when quantifying the experimental image
intensities. The CT-matrix for the two material systems studied in the
present work, GaAs1−ySby and AlxGa1−xAs, is presented in figures 2.11(a)
and 2.11(b), respectively. The simulations for [110] GaAs1−ySby were per-
formed for an acceleration voltage of 200 kV and an ADF detector spanning
an angular range of 29-114 mrad (parameters for JEOL 2010F). For [111]
AlxGa1−xAs, an acceleration voltage of 300 kV, and an angular range of
46-200 mrad for the ADF detector (parameters used at FEI Titan3 80-300)
were employed.
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Figure 2.11: Simulated HAADF STEM intensity as a function of thick-
ness and alloy concentration, i.e., the CT-matrix, for (a) [110] GaAs1−ySby
and (b) [111] AlxGa1−xAs. Note the different range for concentrations and
thicknesses in (a) and (b), chosen after the studied material problem: the Sb
concentration was studied in GaAs1−ySby inserts and NWs in plane, with
thickness ranging from 50 to 160 nm and Sb concentration being generally
below 30%; the Al concentration was studied in cross-sectioned NWs, with
thickness ranging from 20 to 80 nm and Al concentration from 0 to 100%.
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2.5 Quantitative HAADF STEM
2.5.1 Normalization to the incident beam intensity
The goal in quantitative HAADF STEM imaging is mapping either the
specimen composition [6, 7, 55] or thickness [8, 9]. To do this, the exper-
imental image intensities are compared with simulated intensities in order
to verify, which intensity level in the image corresponds to a certain thick-
ness and composition in the real specimen. In the image simulations, the
incident beam intensity is normalized to one, and the resulting intensities
are given as a fraction of the incident intensity. Consequently, the experi-
mental images need to be normalized to the incident beam intensity prior
to the comparison. This can be accomplished by scanning the detector di-
rectly with the incident beam, which was first demonstrated by LeBeau and
Stemmer [3], using an external amplifier to obtain a larger dynamical range.
Shortly after that, Rosenauer et. al. [4] did the same without an external
amplifier, and introduced a useful expression for normalizing the images:
Inorm =
Iraw − Ivac
Idet − Ivac , (2.5.1)
where Iraw is the raw image intensity, Ivac is the vacuum (dark) intensity
of the detector and Idet is the average intensity over the ADF detector in
the absence of a specimen. Ivac and Idet depend on the offset and gain
(brightness and contrast) settings of the detector, respectively, which are
usually varied between and during imaging sessions. Hence a detector scan
image has to be acquired at each HAADF STEM imaging session aiming
for quantitative intensity analysis, with the same offset and gain settings as
used for imaging. Example detector scan images from JEOL 2010F and FEI
Titan3 80-300 are shown in figures 2.12(a) and (b), respectively.
Performing the detector scan
When doing STEM in a TEM/STEM instrument, the microscope is op-
erated in diffraction mode, as was explained in section 2.1.2. To obtain a
detector scan image, the microscope has to be operated in imaging mode.
At the FEI Titan3 80-300, which was used for the quantitative HAADF
STEM study in Paper IV, this is done simply by switching off diffraction by
pressing a button. At the JEOL 2010F, which was used for the quantitative
HAADF STEM work in Papers I-III, this is done by manually changing the
settings of the intermediate and projector lenses to values corresponding to
the TEM mode. The optimal values for producing a good detector image
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(a) (b)
Figure 2.12: A detector scan image from (a) JEOL 2010F at NTNU, acquired
by the author and (b) FEI Titan3 80-300 at MCEM, Australia, acquired by
Changlin Zheng.
were found by trial and error, and are given in table 2.1 together with the
respective values for STEM and TEM modes. Additionally, the detector
image had to be shifted to the centre using projector shifts and the value
for differential voltage (DV) had to be adjusted from the optimum for HR
STEM of -22 down to approximately -9 in order to get a focused image.
Table 2.1: The intermediate and projector lens settings in hexadecimals at
the JEOL 2010F for TEM mode at 30k magnification, for doing the detector
scan and for STEM mode.
Lens TEM 30k STEM detector scan STEM mode
Intermediate lens 1 8520 8520 5223
Intermediate lens 2 4CF0 4CF0 AE00
Intermediate lens 3 BD90 8700 8700
Projector lens FF00 FF00 FA00
At the JEOL 2010F, the detector scan was always performed prior to the
imaging, in order to ensure that the gain and offset were at an optimal range.
The offset was set to yield a vacuum intensity of approximately 1 · 104, and
the gain was set to give an average detector intensity of 4 · 104, ensuring
that the maximum intensity on the detector did not exceed 5 · 104 [4]. On
a probe-corrected instrument, the incident beam is much stronger than the
high angle signal on the detector, and the detector might be saturated if
the same incident beam as used for imaging directly scans the detector. In
32 Scanning Transmission Electron Microscopy
order to avoid saturating and damaging the detector, in Paper IV a smaller
condenser lens aperture was used to form a relatively low intensity beam to
scan the detector, however keeping the gain and offset settings the same. The
intensity difference between the two probes applied for imaging and detector
scan, formed with different condenser lens aperture sizes, was calibrated
with a CCD camera and taken into account in the image normalization.
Detector non-uniformity
As can be seen from figure 2.12, the detector response is not uniform. Rose-
nauer et.al. [4] have suggested taking this into account in the image simula-
tions by applying a radially averaged detector sensitivity profile, shown in
figure 2.13(a) for the ADF detector at JEOL 2010F, when calculating the
signal falling on the detector. This option is included in STEMsim. Find-
lay and LeBeau [72] have studied the effect of detector non-uniformity in
the intensity quantification, concluding that in the high angle DF region,
assumption of a uniform detector is valid, whereas in the low angle DF re-
gion and in the case of ABF STEM, the detector non-uniformity should be
taken into account in the simulations. In the present work, for quantitative
HAADF STEM work at JEOL 2010F (Papers I-III), image simulations both
with and without considering the detector non-uniformity were conducted
with STEMsim. Best fit with pure GaAs intensities at a known thickness was
generally obtained with simulations assuming a uniform detector response,
despite the relatively low angles employed at the JEOL 2010F (see the dis-
cussion below). Hence the detector non-uniformity was not considered in
the simulations for Papers I-III. Whether the detector non-uniformity was
included in the simulations or not had however a negligible effect on the fi-
nal concentration determination, when analysis based on the intensity ratio
was employed (see section 2.5.2). Detector non-uniformity was not included
in the STEM image simulations for Paper IV either.
A word on the detection angles
The quantitative HAADF STEM work at the JEOL 2010F was performed
employing detector inner and outer angles of 29 and 114 mrad (correspond-
ing to a camera length of 25 cm). When increasing the detection angles, i.e.,
lowering the camera length, a systematic mismatch between simulated and
normalized experimental image intensities was observed (figure 2.13(b)). We
attribute this to an internal limiting aperture. Nevertheless, the images ac-
quired with these settings are incoherent: no contrast reversals are observed
with change in defocus or thickness. From figure 2.11(a) it can be seen that
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the intensity increases monotonically as a function of thickness. According
to Hartel [73], for incoherent imaging a detector inner angle at least three
times the probe convergence angle should be employed, and this condition
is fulfilled: the probe convergence angle employed was 8.4 mrad.
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Figure 2.13: (a) Radially averaged detector sensitivity profile of the ADF
detector at JEOL 2010F, generated by T. Grieb. (b) Average simulated and
normalized experimental intensities as a function of camera length on JEOL
2010F for WZ GaAs at a thickness of 47 nm. The experimental intensities
were obtained from a WZ GaAs segment in a GaAs/GaAsSb NW, and the
simulations were performed with the STEMimg software.
2.5.2 Analysis based on the intensity ratio
With quantitative HAADF STEM, often a system with an alloy of unknown
composition embedded in a known matrix is studied [4, 55, 67, 74]. In such
cases it is common to do the compositional analysis using an intensity ratio
Ix/I, where Ix and I are intensities for the regions with unknown and known
composition in the HAADF STEM image, respectively. The experimental
intensity ratio is then compared with a simulated intensity ratio for different
concentrations x, at the specific thickness. This mitigates errors associated
with for instance the measurement of thickness, as will be demonstrated
below. Furthermore, the intensity ratio is independent of the incident beam
intensity: the dependency on Idet in equation (2.5.1) vanishes when the
ratio is used. This implies that the detector scan is not necessarily needed,
as Ivac can be determined simply by scanning vacuum. Using the intensity
ratio might further reduce errors associated with the non-uniform detector
response.
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Consequently, in some quantitative HAADF STEM approaches the nor-
malization of experimental images to the incident beam intensity is omit-
ted and the analysis is performed from the basis of the intensity ratio
alone [75, 76, 77, 78]. However, if the specimen thickness is not known from
other methods, it can be determined from the normalized experimental im-
age intensity at an area of known composition by comparison with simulated
intensities. In the present work, in Papers I-III the thickness of the specimen
(NW) could be determined with high precision from the NW width in the
TEM images, assuming a hexagonal shape. Comparison of simulated and
normalized experimental intensities at the pure GaAs region however served
as a valuable verification for the quantification approach. In Paper IV, the
specimen thickness (NW cross-section) was determined from the basis of
normalized experimental intensities at the pure GaAs region.
In figures 2.14(a) and 2.14(b), the CT-matrices for [110] GaAs1−ySby
and [111] AlxGa1−xAs (see figure 2.11), respectively, are plotted relative
to the GaAs signal (IGaAs). These two systems are clearly very different.
In the case of AlxGa1−xAs, I/IGaAs is nearly constant as a function of
thickness for thicknesses above ∼ 30 nm for the entire concentration range
(figure 2.14(d)), and has an almost perfectly linear dependency on concen-
tration for the thicknesses concerned (figure 2.14(f)). For GaAs1−ySby on
the other hand, I/IGaAs is no longer flat as a function of thickness for Sb
concentrations above 20% (figure 2.14(c)), and the dependency on concen-
tration is more complex than in the case of AlxGa1−xAs (figure 2.14(e)).
An obvious reason for these differences is the absence of strain and SAD in
AlxGa1−xAs: the difference in lattice parameter between AlAs and GaAs
is 0.0078 A˚ (0.14%) [79], and the effect of SAD is negligible due to the
similar covalent radii of Al and Ga, as was explained in section 2.4.3. For
GaAs1−ySby, the difference in lattice parameter between GaSb and GaAs
is is 0.443 A˚ (7.8%) [80], and the effect of SAD on the HAADF STEM
intensity is significant. The crystal orientation might also have an effect
since the channelling conditions are different [46], and the angular extent of
low-order Bragg reflections is different for different orientations as well. The
CT-matrix for GaAs1−ySby in figure 2.14(a) is qualitatively similar with
an equivalent matrix for InxGa1−xAs (also affected by SAD) at the same
orientation presented in [81], simulated with different instrument parame-
ters. Finally, the lower detection angles employed at the JEOL 2010F when
studying GaAs1−ySby, discussed in the previous section, might have had an
effect, allowing more contribution from coherent scattering on to the detec-
tor and hence yielding a more complex behaviour for the HAADF intensity
as a function of thickness and composition.
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Figure 2.14: Simulated intensity relative to the GaAs signal (I/IGaAs) for
[110] GaAs1−ySby (left) and [111] AlxGa1−xAs (right). (a), (b) The CT-
matrix (see figure 2.11) normalized to IGaAs; and I/IGaAs as a function of
(c), (d) thickness for certain concentrations and (e), (f) concentration for
certain thicknesses. Note the different range for concentrations and thick-
nesses for GaAs1−ySby and AlxGa1−xAs.
36 Scanning Transmission Electron Microscopy
2.5.3 Averaged intensities vs. column-by-column analysis
In Papers I-III, the experimental images were acquired at a relatively low
magnification, and intensities averaged over a larger region across a NW
were employed in the quantitative analysis. In Paper IV, experimental in-
tensities averaged over a unit cell region were employed. The average exper-
imental intensities were quantified by comparison with average simulated
intensities in a CT-matrix, as was explained in section 2.4.4. In principle,
the availability of aberration correction allows column-by-column composi-
tional mapping from the atomic resolution images. The analysis based on
averaged intensities has however certain advantages.
Firstly, despite the apparent atomic resolution in HAADF STEM im-
ages acquired with aberration corrected instruments, at thicknesses above
∼ 30 nm the signal at an atomic column position will have contributions
from neighboring columns as well due to dynamical scattering of the electron
probe [46, 82, 83]. This effect is strongly enhanced with higher probe con-
vergence angles employed in aberration corrected instruments [46]. Hence,
if atomic column resolution compositional analysis is desired, the specimen
should be very thin.
Secondly, in experimental atomic resolution HAADF STEM images, the
contrast is always lower than in the simulated images, and a diffuse back-
ground signal is present. This is due to probe spreading and spatial inco-
herence, which can be defined as the combined effect of the finite source
size, mechanical and electrical instabilities, sample drift etc. [64]. Earlier it
was suggested that in order to perform quantitative comparisons between
simulated and experimental images at an atomic column resolution, the
background signal should be subtracted from the experimental image in-
tensity [84, 85]. In the pioneering work by LeBeau et. al. [64], quantita-
tive agreement between simulated and normalized experimental images at
atomic resolution was finally obtained – after the effect of spatial incoher-
ence had been included in the simulated images by convolving the images
with a Gaussian envelope function. The standard deviation of the Gaussian
depends on the instrument parameters; for aberration corrected instruments
primarily on the effective source size [51]. To determine these parameters
and to find the correct standard deviation is not an easy task [56, 86, 87].
If the intensity analysis is done from the basis of averaged intensities in-
stead, these parameters do not need to be considered [88]. This decreases
the number of parameters to be determined and incorporated in the image
quantification significantly, and the errors associated with the measurement
of these parameters are avoided.
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2.6 Conclusions and outlook: Quantitative
HAADF STEM
Quantitative HAADF STEM is not a straightforward tool for compositional
analysis. It requires rigorous image simulations, and to perform the simula-
tions, a number of specimen and instrument parameters needs to be known
accurately. Image normalization is not necessarily an easy task either, as
became clear from section 2.5.1; although once the procedure has been es-
tablished, it can be applied repeatedly. On the other hand in energy dis-
persive X-ray spectroscopy (EDX), which is undoubtedly the most applied
method for compositional analysis in TEM, the software spits out a com-
position with a push of a button. So why bother to do the efforts required
by quantitative HAADF STEM, when such an easy method is available?
Firstly, the spatial resolution of compositional analysis by quantitative
HAADF STEM is high: with an aberration corrected instrument atomic or
unit cell resolution can be obtained, depending on the specimen thickness
as was discussed in section 2.5.3. The resolution of EDX is limited to a few
nanometers due to the large sampled volume (see section 3.3.3). Secondly,
HAADF STEM intensity is sensitive for very small changes in composition:
in the case of heavy elements in a light matrix, single atom sensitivity has
been obtained [89, 90]. Thirdly, as opposed to EDX, the signal acquisition
time is very short, minimizing the effects of specimen drift and mechani-
cal instabilities, as well as the electron dose and damage to the specimen.
Another widely applied method for high-resolution compositional analysis
in STEM is electron energy loss spectroscopy (EELS), and this method has
certain benefits. It however requires significantly more complex instrumen-
tation than what is required in HAADF STEM, and compositional analysis
of certain materials is hindered by peak overlap (see section 3.3.3). Finally,
through the simulations and the quantification process, a lot of understand-
ing about the material and the instrument is gained. In the long term, this
understanding is needed.
Despite the advantages, the number of groups routinely using quantita-
tive HAADF STEM as an analytical tool is currently rather small owing to
the complexity of the method. Here some prominent groups and their ap-
proaches are given. The group of A. Rosenauer at the University of Bremen
has done groundbreaking work in the field, particularly regarding composi-
tional analysis of planar III-V structures [7, 4, 91]. Rosenauer’s group along
with V. Grillo have introduced additional materials parameters that have to
be taken into account in HAADF STEM intensity quantification of some ma-
terial systems: SAD, which was discussed in section 2.4.3, and surface strain
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relaxation, which might decrease the image intensity at interfaces [92, 93].
V. Grillo and co-workers at the University of Modena have also recently
released their own software for advanced quantitative analysis of HRTEM
and HAADF STEM images [78]. J. Etheridge’s group at Monash University
has conducted profound studies on the effect of certain microscope parame-
ters, such as the probe convergence angle [46] and effective source size [51],
on the image quantification on aberration corrected instruments. S. Van
Aert and co-workers at the University of Antwerp have on the other hand
proposed an approach, where advanced statistical methods together with
rather simple simulations are applied for quantifying the experimental im-
age intensities [6]. Another group worth mentioning is S. Molina’s group
in Ca´diz who have developed a software for simulating HAADF STEM of
nanostructures [63] as well as their own method for analysing atomic reso-
lution images via ratios of integrated column intensities [75]. This method
is available as a Digital Micrograph plug-in for quantifying the composition
in atomic-resolution HAADF STEM images [94].
The questions are, what are the steps further and will quantitative
HAADF STEM become an established analytical tool? With the ever in-
creasing availability of aberration corrected instruments, enabling routine
acquisition of atomic resolution HAADF STEM images, the interest towards
the methods for quantitative analysis of these images is clearly increasing.
This is reflected for instance in the increased number of software available
for such analysis [78, 94], as mentioned above. Reliable quantitative HAADF
STEM analysis of different material systems will however require extensive
further research, on for instance the contribution of SAD on the HAADF
intensity on different systems than studied thus far (see section 2.4.3). Fur-
thermore, quantitative HAADF STEM analysis sets some restrictions to the
specimen to be studied, regarding for instance the uniformity in thickness
and composition. Usually a reference area with known composition is re-
quired as well (see section 2.5.2). Quantitative HAADF STEM will hence
probably remain as a special tool for specific materials problems. Neverthe-
less, considering the high spatial resolution and the accuracy of the method,
as well as the understanding gained on the material and the instrument
through the quantification procedure, there certainly exists a demand for
further development and application of quantitative HAADF STEM.
Chapter 3
Heterostructured
GaAs-based nanowires
Semiconductor nanowires (NWs) are potential building blocks for a wide
range of applications: solar cells [16, 17, 95], LEDs [21, 96] and specific appli-
cations in biotechnology [97, 98], to mention a few. The one-dimensionality
of NWs offers a number of advantages as opposed to conventional, pla-
nar semiconductor devices. Firstly, NWs can overcome the challenges and
limitations caused by lattice mismatch due to strain relaxation at the free
surfaces [10]. This enables NW growth on lattice-mismatched substrates, for
instance GaAs on silicon [11], which makes it possible to integrate optically
active semiconductors with conventional Si-based electronics [99], as well
as to employ cheaper substrate materials. Furthermore, lattice-mismatched
heterostructures, such as axial inserts of another semiconductor material or
alloy, can be grown into the NWs, without the problem with strain which
often affects the functionality of planar semiconductor heterostructures. Sec-
ondly, with NWs, a much greater surface-to-volume ratio is obtained. If a 1
cm2 wide and 5 µm thick layer is instead made of 20 nm thick NWs with 20
nm spacing in between, the surface area becomes three times the original
area while using only one-fifth of the material [100]. Hence the demand for
active material is greatly reduced.
For solar cells, NWs could be a particularly advantageous design.
The vertical geometry enables light absorption superior to that of pla-
nar devices [18, 100]. With optimal density, the NW array creates a light
trap, and NW structures can be further tailored for optimal light ab-
sorption [101]. Moreover, in NWs the p-n junction can be created radi-
ally [17, 102, 103, 104]. In this case charge carrier creation and separation
take place perpendicularly to each other – light is absorbed and carriers
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are created axially along the NW, while the carriers are separated radi-
ally across the NW diameter. This reduces the recombination of electrons
and holes and hence enhances the overall efficiency [18]. The possibility for
strain-free growth of axial heterostructures is in turn highly beneficial for
manufacturing multi-junction solar cells [95, 105, 106].
GaAs-based NWs, which is the material investigated here, offer some
superior properties as opposed to for instance Si NWs. The band gap energy
of GaAs (1.4 eV at room temperature [107]) is more optimal than that of Si
(1.1 eV [107]) with respect to the solar spectrum. GaAs has a direct band
gap, thus enabling a more efficient photon absorption. Furthermore, the
band gap of III-V NWs can be tuned by alloying [17]. This can be exploited
for instance in creating multi-junction solar cells, as mentioned above, to
harness a broader range of the solar spectrum. The possibility for band gap
engineering is advantageous for other applications as well.
A major challenge in the fabrication of heterostructured III-V NW de-
vices is optimizing the growth to obtain the desired crystal structure and
composition, and hence the desired optoelectronic properties. The growth of
GaAs NWs by molecular beam epitaxy (MBE), which is the method used
by the NW group at IET, NTNU, is introduced in section 3.1. Another
widely applied technique in the growth of heterostructured GaAs nanowires
is Metal-Organic Vapor Phase Epitaxy (MOVPE), however with MBE a
higher crystal purity is obtained [108]. The crystal structure of GaAs NWs
is explained in section 3.2. In optimizing the growth, characterisation by
TEM plays an important role; TEM characterisation techniques employed
in the present work will be covered in section 3.3. In addition to TEM,
other tools commonly applied to characterising semiconductor NWs are for
instance scanning electron microscopy (SEM) (morphology), Raman spec-
troscopy (composition) [109], scanning tunneling microscopy (morphology
and electronic structure) [110], X-ray diffraction (crystal structure) [111]
and photoluminescence (PL) (optical properties) [112]. In the present work,
individual NWs were additionally studied with correlated PL-(S)TEM in or-
der to understand the effect of the structural and compositional variations
in the NWs in their optical properties. This technique is briefly introduced
in section 3.3.4.
3.1 Growth by MBE
The GaAs NWs studied here were grown by MBE exploiting the vapor-
liquid-solid (VLS) growth mechanism, first demonstrated by Wagner and
Ellis in 1964 with Si NWs using Au catalyst particles [113]. In the present
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work, GaAs NWs grown by both Au- and Ga-assisted techniques were stud-
ied. The Au-assisted technique is the most applied technique, and it works
for most standard semiconductor materials. Au impurities might however
get incorporated to the NW body during the growth, which could be detri-
mental for the optoelectronic properties of the NWs [89]. Furthermore, NWs
grown with the Au-assisted technique tend to have a high crystal phase di-
versity [12] as opposed to NWs grown with the Ga-assisted technique, as
will be discussed in section 3.2.
In Au-assisted growth, GaAs(111)B (As-terminated) substrates are em-
ployed [12, 114]. A thin (∼ 1 nm) Au layer is first deposited on the substrate,
which is thereafter taken to the MBE growth chamber and heated up under
an As flux to a temperature of 540◦C suitable for GaAs NW growth [12, 114].
At this stage liquid Au nanoparticles alloyed with the substrate constituents
are formed. Subsequently, the GaAs NW growth is initiated by opening the
shutter of the Ga effusion cell, typically set to yield a nominal planar growth
rate of 0.7 monolayers per second (MLs−1). The elements then dissolve to
the liquid nanoparticles, which eventually become supersaturated with the
gas constituents. The NW grows by precipitation from the liquid Au droplet
– hence the name for the growth mechanism (VLS).
Ga-assisted growth can be realized on different substrates to obtain lower
costs and/or improved device functionality. Usually Si(111) substrates are
employed [115], however growth on graphene [116] and glass [117] has also
been demonstrated. In Ga-assisted growth, the seed particles for the NW
growth are liquid Ga droplets, which form when Ga flux is introduced to the
MBE growth chamber as is illustrated in figure 3.1(a). Typical temperatures
for Ga-assisted growth are 620− 640◦C [115]. In the present study, the Ga
source was typically set to yield a growth rate of 0.7 MLs−1, similarly to
the Au-assisted NWs [115].
In Papers I-III, GaAs NWs with axial GaAsSb inserts (figure 3.1(b))
were studied. GaAsSb inserts can be grown with both Au- and Ga-assisted
techniques by introducing an Sb flux to the MBE chamber after some time
(typically 15-20 min) of axial GaAs growth. The GaAsSb insert growth time
can be chosen according to the desired insert length; here inserts grown for
30 s (Paper II) and 60 s (Papers I and III) were studied. After the insert
growth the Sb flux is switched off and axial GaAs growth is continued. This
results in a 20 to 150 nm long insert, depending on the growth rate. In some
cases a flux interruption is introduced after the growth of the insert in order
to reduce the Sb content in the metal droplet, to reduce defect density in
the GaAs segment after the insert as well as to change the droplet contact
angle (the size of the metal droplet with respect to the NW body) [115].
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(b) (c)
Figure 3.1: Schematic of (a) GaAs NW growth with the Ga-assisted tech-
nique, and NW heterostructures: (b) GaAs NW with an axial GaAsSb insert
and (c) GaAs/AlGaAs core-shell structured NW.
Growth of full GaAsSb NWs by Au- [114] and Ga-assisted techniques [109]
has also been demonstrated. Ga-assisted GaAsSb NWs were a part of the
study in Paper III.
In Paper IV, GaAs/AlGaAs core-shell NWs (figure 3.1(c)) were inves-
tigated. The growth of an AlGaAs shell on the GaAs NWs is obtained
differently in the two catalytic techniques. In the Au-assisted technique, an
AlGaAs shell is grown by introducing an Al flux to the MBE chamber in
addition to the Ga and As fluxes after the growth of a GaAs core [15].
This results in both unwanted axial VLS AlGaAs growth and radial vapor-
solid (VS) growth of AlGaAs on the core facets [15]. In the Ga-assisted
technique, the GaAs core growth is first terminated by stopping the Ga flux
and consuming the Ga droplet by As flux. Subsequently, an AlGaAs shell
is grown by VS mechanism on the core facets. In addition, a GaAs capping
layer is in both Au- and Ga-assisted techniques grown on the shell facets in
order to prevent oxidation of the AlGaAs shell.
3.2 Crystal structure of GaAs nanowires
In bulk, GaAs adopts the cubic zinc blende (ZB) crystal phase, however
in NWs, GaAs and many other ZB III-V materials often adopt the hexa-
gonal wurtzite (WZ) phase [118]. The two crystal phases are illustrated
in figure 3.2. ZB GaAs has the space group F 4¯3m and lattice parameter
a = 5.653 A˚ [80], and WZ GaAs has the space group P63mc and lattice
parameters a = 3.989 A˚ and c = 6.564 A˚ [119]. The difference between
the two phases can be understood by considering the stacking sequences
(b)
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(a) (b)
Figure 3.2: (a) The ZB GaAs unit cell, and the crystal structure viewed in
[111] and [110] orientations, with the ABC stacking indicated in the latter.
(b) The WZ GaAs unit cell, and the crystal structure in [0001] and [112¯0]
orientations, with the AB stacking indicated in the latter.
in [111]ZB and [0001]WZ directions: the stacking sequence for [111]ZB is
ABCABCABC, whereas for [0001]WZ it is ABABAB, as is illustrated in
figure 3.2. Both ZB and WZ GaAs nanowires are hexagonal in cross-section,
and the growth direction is [111] for ZB and [0001] for WZ. The NW faceting
for both the phases is shown in figure 3.3(a).
In addition to the prevalence of two possible crystal phases, NWs of-
ten contain structural defects, such as stacking faults (interruption in the
stacking sequence) and twins. In ZB NWs, a twin is a 60◦ rotation of two
ZB segments about the [111] growth axis with respect to each other (shown
in figure 3.5(d)), changing the stacking sequence from ABC to CBA [120].
Au-assisted GaAs NWs grown by MBE have predominantly the WZ phase,
however they tend to have a high density of stacking faults, and often also
the GaAs 4H polytype phase (shown in figure 3.5(d)) is observed in these
NWs (see Paper II and [12]). Ga-assisted NWs adopt mostly the ZB phase,
but the growth conditions can be tuned to obtain the WZ phase [115]. Ga-
assisted NWs studied here usually contained few structural defects. Whether
the NW adopts the WZ or the ZB phase is determined by the droplet con-
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Figure 3.3: (a) Schematics of the growth direction and faceting for the ZB
and WZ NWs studied here and (b) a HAADF STEM image taken at the
interface between the WZ GaAs part and the ZB GaAsSb insert in a Au-
assisted NW. The zone axis is 〈112¯0〉 for WZ and 〈110〉 for ZB, and the
growth direction for both the phases is indicated in the figure. The image
was acquired with a JEOL 2200FS operated by Dr H. Jiang at the Aalto
university, Finland. The image has been enhanced by Wiener filtering.
tact angle, which in turn depends in a complex manner on the growth con-
ditions, such as the III/V flux ratio and the growth temperature [115, 118].
The crystal phase and structural defects affect the optoelectronic properties
of the NWs [121], and controlling the crystal phase is hence a major focus
in III-V NW growth optimization.
GaAsSb inserts within GaAs NWs, as well as GaAsSb NWs, adopt the
ZB phase independent of the growth technique [12, 114, 115]. In Au-assisted
NWs, The crystal phase of the pure GaAs segments above and below the
GaAsSb insert is WZ [12]. A HAADF STEM image taken at the interface of
the WZ GaAs segment and the ZB GaAsSb insert is shown in figure 3.3(b).
In Ga-assisted NWs the pure GaAs segment below the insert has the ZB
phase and above the insert usually the WZ phase [115]. In GaAs/AlGaAs
core-shell structured NWs, the shell adopts the phase of the core [15]. Note
that the lattice parameter of GaSb is significantly (7.8% [80]) larger than
the that of GaAs, whereas the difference in lattice parameter between GaAs
and AlAs is negligible (0.14% [79]).
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3.3 Structural and compositional characterization
by TEM
3.3.1 TEM specimen preparation
For in-plane characterisation of NWs, specimen preparation is relatively
simple. The NWs are scraped off the substrate with a diamond scraper, dis-
persed in isopropanol and transferred to a TEM grid. In the present work
graphene-coated Cu-grids (Graphene Laboratories Inc.) were used in order
to minimize the effect of the support on the HAADF STEM intensity quan-
tification. This specimen preparation technique was employed in the work
for Papers I-III, where GaAs NWs with axial GaAsSb inserts, and GaAsSb
NWs (Paper III) were studied. For STEM experiments, the specimens were
always plasma-cleaned before loading into the TEM (twice 10 s in Fischione
2010 plasma cleaner with 20% O2 using a shielding holder) in order to avoid
build-up of carbon contamination during the STEM session.
For thorough characterisation of core-shell structured NWs, cross-
sectional specimens are required. In the context of Paper IV, cross-sectioned
NW specimens were prepared by ultramicrotomy. By ultramicrotomy, speci-
mens with relatively even thickness are obtained, and problems with surface
damage often present in ion milled specimens are avoided. A small piece of
NWs on the substrate was embedded into epoxy resin using flat embed-
ding moulds, and placed into a vacuum oven for hardening. The hardened
samples were first abraded to obtain an approximately 500 µm wide block
face, and subsequently placed in an ultramicrotome for dry trimming with
a Diatome 45◦ diamond trimming knife. To avoid fracturing of the NW
material, a small enough piece had to be employed so that there was still
resin supporting the piece from several sides after the trimming. Once all
the sides had been trimmed to mirror finish, the actual slices were cut with
a Diatome Ultra 45◦ diamond knife. For a detailed description about mi-
crotomy on semiconducting materials, see [122].
In figure 3.4, HAADF STEM images of cross-sectioned Au-assisted (fig-
ures 3.4(a)-(c)) and Ga-assisted (figure 3.4(d)) GaAs/AlGaAs core-shell
NWs are presented. The cross-section presented in figures 3.4(a) and 3.4(b)
is presumably from the top part of a Au-assisted NW, where axial Al-
GaAs growth has taken place in addition to the radial shell growth (see
section 3.1). The core-shell structure and the hexagonal shape are not as
distinct as in the cross-section in figure 3.4(c), presumably taken from the
lower part of a Au-assisted core-shell NW. In addition, in a cross-section
like the one in figure 3.4(a) with a round core, by EDX similar, albeit low
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Figure 3.4: HAADF STEM images of cross-sectioned (a)-(c) Au- and (d) Ga-
assisted GaAs/AlGaAs core-shell NWs. For Au-assisted NWs, the crystal
phase is WZ and zone axis [0001]. For Ga-assisted NWs, the crystal phase
is ZB and zone axis [111]. Images (a) and (b) (the same cross-section at
a lower and higher magnification) were acquired with the FEI Titan3 80-
300 operated by Dr C. Zheng at MCEM, Australia. Images (c) and (d)
were acquired with the JEOL 2010F at NTNU. The inset in (c) depicts the
targeted cross-sectional structure, with a hexagonal GaAs core surrounded
by an even and homogeneous AlGaAs shell, capped with a thin GaAs layer.
The different contrast in (a) is due to this cross-section being from the axial
AlGaAs part (see text), resulting in that the core is not pure GaAs but has
an Al content similar to that of the shell.
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(∼10%) Al concentrations were detected in both the core and the shell,
which is a further proof for that these cross-sections are from the axial Al-
GaAs part. This further explains the similar HAADF STEM intensity in
the core and the shell observed in these cross-sections (figure 3.4(a)).
In the Ga-assisted core-shell growth technique, no axial AlGaAs
growth takes place (see section 3.1), and cross-sections from these NWs
(figure 3.4(d)) were relatively similar, although slightly asymmetric.
High-resolution HAADF STEM images of a cross-sectioned Ga-assisted
GaAs/AlGaAs core-shell NW are presented in Paper IV.
3.3.2 Structural characterisation
The purpose of structural characterisation by TEM is to study the dimen-
sions, crystal phases and structural defects in the NWs. Initial characteri-
sation of as-grown NWs is performed with SEM (figure 3.5(a)). For char-
acterising the crystal phase and defects, conventional TEM techniques such
as BF (figure 3.5(b)) and DF TEM (see Paper II), SAED and HRTEM are
used. Figure 3.5(d) shows a HRTEM image from the insert region of a Au-
assisted GaAs NW with a GaAsSb insert. Above the insert (marked with
black arrows), a twin as well as a short segment with 4H stacking order are
present.
3.3.3 Compositional characterisation
Quantitative HAADF STEM
HAADF STEM imaging, often referred to as Z-contrast imaging, is mostly
used in a qualitative manner to estimate specimen composition together
with EDX [123, 124], which is described in detail below. For higher resolution
and more accurate compositional characterisation, quantitative HAADF
STEM is highly recommendable, as was concluded in Chapter 2.
In Papers I-III, quantitative HAADF STEM was applied to study Sb
concentration and its variations in GaAsSb inserts within GaAs NWs and
in GaAsSb NWs (Paper III) at a relatively low magnification. In these
studies the NWs were studied in plane, in which case the thickness profile
is known from the projected width assuming a hexagonal shape. This is
highly beneficial for the HAADF STEM intensity quantification and enabled
detailed analysis of the radial Sb distribution in GaAsSb inserts and GaAsSb
NWs in Paper III. The procedure for quantitative HAADF STEM analysis
of hexagonal NWs in plane is described in detail in Papers I (the basic
approach) and III (quantification of the radial Sb distribution in GaAsSb
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Figure 3.5: (a) SEM image of Ga-assisted GaAs/AlGaAs core-shell NWs and
(b) BF TEM image of an individual NW, with stacking faults visible in the
upper part. (c) Low-magnification HAADF STEM image of a Au-assisted
GaAs NW with a GaAsSb insert (indicated) and (d) HRTEM image of the
insert region. The black arrows mark the insert interfaces. Image (a) was
acquired with Hitachi S-5500 and images (b)-(d) were acquired with the
JEOL 2010F at NTNU.
NWs and inserts).
In Paper IV, Al concentration variations in the AlGaAs shell in cross-
sectioned Ga-assisted GaAs/AlGaAs core-shell NWs were studied at unit
cell resolution using images taken with an aberration corrected STEM. De-
tails for the developed method are given in the Paper IV.
Energy Dispersive X-ray Spectroscopy
One of the most common tools for compositional characterisation of het-
erostructured semiconductor NWs is EDX [13, 123, 124, 125]. The principle
is straightforward: The high-energy electron beam excites an atom in the
material, and when the atom de-excites, an X-ray with energy equal to
the energy difference between the final and the excited state, characteris-
tic to the material, is emitted. With an X-ray detector sitting above the
specimen stage in TEM, the energy and number of these X-rays can be
detected, and hence the elements present in the specimen can be identi-
fied and their concentrations estimated. The concentration values given by
EDX however depend on a number of parameters, not just on the actual
concentration [31, 126], and should hence be treated with caution as will be
discussed later in this section.
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The EDX software packages have automatic quantification routines and
will always give a number for the concentration of an element, but the
quantification can also be done manually. The most commonly applied, and
the simplest quantification technique is the Cliff-Lorimer ratio technique,
which applies for thin specimens, i.e., assuming no absorption or fluores-
cence. Assuming a material with two elements A and B and their respective
concentrations CA and CB, the intensity of the characteristic X-ray peaks,
IA and IB, respectively, is related to the concentrations according to [127]
CA
CB
= kAB
IA
IB
. (3.3.1)
This equation is the Cliff-Lorimer equation, and kAB is the Cliff-Lorimer
factor, usually simply referred to as the k-factor. The k-factor is not a
constant but a sensitivity factor, and will depend on a number of material
and instrument parameters. In the present work usually a sample consisting
of a binary material AB with known composition and a ternary material
AB1−yCy with unknown concentration of C, was studied. In this case kAB
can be determined from a spectrum at the AB segment, assuming that CA =
CB = 0.5. The concentrations of B and C in the AB1−yCy segment can then
be determined using kAB and assuming that CA = 0.5. The concentration
of C, CC , is then
CC = 0.5− CB = 0.5− 0.5
kAB
IB
IA
, (3.3.2)
where IA and IB are now the spectral intensities for A and B, respectively, in
the AB1−yCy segment. For this approach to be valid, the AB and AB1−yCy
segments should have the same thickness, the same crystal phase and ori-
entation, and the illumination and detection conditions should be identical.
For higher concentrations of C kAB and hence equation (3.3.2) might no
longer be valid. The values obtained with manual quantification were usu-
ally roughly (to within ∼ 5%) in agreement with the values from software
quantification.
The effect of crystal orientation on the quantification is particularly
problematic for GaAs alloys at or close to the 〈110〉 orientation. According
to DeGraef [128], for (111)GaAs systematic row (i.e., strong scattering from
111 planes), which is always present at or close to the 〈110〉 orientation, the
ratio of thickness integrated intensities of Ga and As will never be unity.
Basically this means that at this orientation the X-ray emission from par-
ticular sites within a unit cell is strongly affected by electron channelling
conditions. In practice it was observed that most often the column V el-
ements dominated the signal: At GaAs regions, higher signal, and by the
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software also higher concentration (∼ 5−20%), was usually predicted for As
than for Ga. At GaAsSb regions this might have lead to an overestimation
of the Sb concentration (see the following section). Preferably an orienta-
tion where the (111) systematic row is not present should be employed;
however for the NWs discussed here, this would mean looking along or close
to the 〈111〉 growth direction. Furthermore, in the case of NWs, the hexag-
onal shape and the azimuthal orientation of the NW with respect to the
EDX detector can also affect the concentration determination. Measuring
the same GaAsSb insert of a NW from batch C in Paper III gave values for
the Sb concentration varying from 13 up to 28% when orientation relative
to the electron beam or to the EDX detector was altered.
In addition to the uncertainties related to the concentration determina-
tion, EDX has several other inherent drawbacks. Firstly, for the high number
of counts required for a reliable quantification, a long acquisition time, or a
high incident beam intensity, is needed. Consequently, the specimen might
drift or get damaged, both of which can affect the quantification, and the
electron dose to the specimen is high. Secondly, the spatial resolution is lim-
ited not only by the probe size, but also by beam broadening in the material:
the detected X-rays do not originate only from the incident probe position,
but from a cone-shaped region under this position [31]. The practical spatial
resolution of the EDX on the FEG TEM used here was therefore limited to
approximately 5 nm.
To summarize, EDX is an established and quick method for approxi-
mate compositional analysis, but if accuracy and high spatial resolution are
needed, alternative methods such as quantitative HAADF STEM or EELS
should be applied. In the present work EELS could not be applied for study-
ing Sb concentration in GaAs1−ySby due to the overlap between Sb M4,5
and O K edges, however EELS quantification of this material system should
be assessed in more detail.
Comparisons between quantitative HAADF STEM and EDX
In the present work, a method for studying Sb concentration in GaAsSb in-
serts within GaAs NWs by quantitative HAADF STEM was developed. The
compositional results obtained with quantitative HAADF STEM were com-
pared with results from EDX, which is not necessarily a reliable reference, as
was discussed above. When studying Sb concentration in the GaAs1−ySby
inserts, a clear deviation was observed between the two methods such that
in particular at higher Sb concentrations (&16%), higher values were ob-
tained with EDX. This deviation is discussed in Papers II and III. In Paper
IV, where Al concentration in AlxGa1−xAs was studied using planar (cross-
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sectioned) specimens at or close to [111] zone axis (the (111)GaAs systematic
row is absent), quantitative HAADF STEM and EDX results were generally
in agreement over the whole Al concentration range (see Paper IV).
An important thing to notice is that in EDX quantification, the resulting
concentration values are in atomic percentages (at. %), that is, as a fraction
of the total number of the constituting elements. In quantitative HAADF
STEM, the Sb concentration is quantified as a fraction of group V elements.
Unfortunately, this obvious yet easily forgotten fact was not realized during
the writing of Paper I. Hence the EDX results in Paper I should be dou-
bled, resulting in a disagreement with the results from quantitative HAADF
STEM and in the conclusion that SAD should not be included in the STEM
image simulations, which is physically unfounded (see section 2.4.3 and [69]).
However, in Paper I, results from only two NWs from different batches were
presented, which in retrospect is too few, considering the fluctuations in
EDX quantification. In all the papers afterwards, several NWs from each
studied batch were considered and the concentration results were discussed
on a statistical basis, rather than relying on results from single NWs. In
addition, renewed inspection of the raw EDX data from the batch 1 NW in
Paper I showed that the recorded spectrum was abnormal. The Sb concen-
tration based on the software was in this particular case significantly lower
than the value based on manual quantification (22% as opposed to 34%),
indicating that the data was not reliable. Moreover, it has to be pointed out
that for the EDX measurements conducted for Paper I, a Si(Li) detector
(Oxford Instruments, solid angle 0.1 srad) was employed. This detector was
later exchanged with a Si drift detector (Oxford Instruments, solid angle
0.23 srad), which was used for all further reported EDX results.
To verify if the conclusions of Paper I are still valid, additional stud-
ies were done on the same batch 1 sample that was studied in the paper.
Two of the studied NWs are presented in figure 3.6. For these NWs, max-
imum Sb concentrations of 17% and 9% in the insert were determined by
quantitative HAADF STEM, including SAD. Excluding SAD resulted in
doubling of the values. By EDX, Sb concentrations of and 13% and 11%,
respectively, were obtained with manual quantification and 21% and 7%
with software quantification. These values are relatively similar with the
results from quantitative HAADF STEM. This supports the finding that in
this Sb concentration range (∼ 12− 16%), EDX and quantitative HAADF
STEM are roughly in agreement, as is discussed in Paper II for Au-assisted
GaAs/GaAsSb nanowires. The conclusion made in Paper I – SAD have to
be included in the compositional analysis of GaAs1−ySby by quantitative
HAADF STEM – remains the same. This is in line with data presented in
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(a) (b) (c) (d)
Figure 3.6: HRTEM and HAADF STEM images from the insert region for
two NWs from the same batch 1 sample as studied in Paper I. The black
arrows in the HRTEM images mark the insert interfaces to the GaAs seg-
ments. (a), (b) NW with a maximum Sb concentration of 17% in the insert
as determined by quantitative HAADF STEM (EDX: 13%/21% by man-
ual/software quantification). (c), (d) NW with a maximum Sb concentra-
tion of 9% in the insert (EDX: 11%/7% by manual/software quantification).
The images were acquired with the JEOL 2010F at NTNU.
Papers II and III, and this is also a physically justified approach.
Later the same GaAs NWs with GaAsSb inserts as studied by TEM were
additionally studied by PL [129]. This gave the possibility to determine the
Sb concentration in the insert from the PL emission energy to verify the
compositional analysis by quantitative HAADF STEM and EDX. Corre-
lated PL-TEM was applied in Paper II, where Au-assisted GaAs/GaAsSb
NWs were studied. An example of correlated PL-(S)TEM on a Ga-assisted
GaAs/GaAsSb NW is given in the following section, together with a brief
introduction to the method.
3.3.4 Correlated PL-(S)TEM
PL is applied to probe the electronic band structure and optical properties
of semiconductors. The semiconductor material, in this case a NW, is illu-
minated with a laser beam, which results in creation of electron-hole pairs
in the NW. If the electron-hole pairs recombine radiatively, that is, a photon
is emitted in the process, these photons can be detected and the resulting
spectrum will provide detailed information about the band structure of the
specimen. Non-radiative recombination means that the electron-hole pair
recombines without emitting a photon, which often occurs due to defects in
the materials. In this case phonons are created instead. More details about
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Figure 3.7: (a) Low-magnification HAADF STEM image of an entire GaAs
NW with a GaAsSb insert (indicated with an arrow), (b) HRTEM image
from the insert region (the black arrows mark the insert interfaces) and (c)
the insert-related PL spectrum for different excitation powers P , acquired
by L. Ahtapodov (unpublished data).
PL on semiconductors can be found elsewhere [130]. For NWs, the biggest
defect is often the surface owing to the high surface-to-volume ratio, and
the PL emission is greatly reduced by non-radiative recombination at the
surface. This problem is particularly pronounced with GaAs NWs [131]. The
main function of the AlGaAs shell is to passivate the GaAs surface states;
indeed, significantly enhanced PL emission is observed from GaAs/AlGaAs
core-shell NWs as opposed to bare core GaAs NWs [132, 133].
Correlated PL-(S)TEM refers to characterizing the same individual NWs
by both PL and TEM. For this purpose, special TEM grids have to be em-
ployed to be able to map and identify the individual NWs in both PL and
TEM. For correlated PL-TEM, SiN grids with nine windows were used [129].
These grids can however not be employed in quantitative HAADF STEM
analysis as the thick SiN foil would affect the overall image intensity and
thereby the quantification. To be able to characterise the NWs by quanti-
tative HAADF STEM as well, graphene grids with a coordinate grid glued
on top were later employed. Mapping was performed with SEM (usually at
the 5-30 kV Hitachi S-5500 SEM/STEM) after which the chosen NWs were
measured with PL. The PL measurements were carried out by L. Ahtapodov
at IET, NTNU. Subsequently, the specimen was loaded into TEM for struc-
tural and compositional characterisation. After characterisation with the
high-voltage TEM, the NWs do not emit any more, so the PL measure-
ments have to be performed before the TEM characterisation [129].
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Figure 3.7 presents a HAADF STEM image of an entire GaAs NW with a
GaAsSb insert grown with the Ga-assisted technique (same sample as batch
D in Paper III), a HRTEM image from the insert region and the insert-
related PL spectrum for this particular NW. Based on the insert-related PL
emission energy, using an empirical model for the low temperature band gap
of unstrained bulk GaAs1−ySby (equation (6) in [134]), an Sb concentration
y of 28% was determined for the insert. With quantitative HAADF STEM,
an Sb concentration of 20% was obtained, and with EDX 35%. With PL,
similar spectra and accordingly similar Sb concentrations were measured for
several NWs from this batch, and with quantitative HAADF STEM values
around 20-22% were measured for four different NWs (only one characterised
by correlated PL-(S)TEM). With EDX, values varying from 18% to 35%
were determined for the same four NWs. The higher value obtained by PL
as opposed to quantitative HAADF STEM is probably due to the radial
Sb concentration gradients in the inserts, which was studied in detail in
Paper III. Using a model that takes into account the radial concentration
gradient, resulting from a combined effect of radial GaAs overgrowth and
out-diffusion of Sb, a maximum Sb concentration of approximately 30% was
estimated for the insert centre with quantitative HAADF STEM in Paper
III. This value is roughly in agreement with the value obtained by PL.
3.4 Conclusions and outlook: semiconductor
nanowires
Semiconductor NWs are undoubtedly very promising for many applications
where today bulk and thin film semiconductors are used, however some
technological challenges remain before large-scale integration of NWs can
be realised. One major challenge already mentioned in section 3.2 is opti-
mizing the growth to produce NWs with the desired composition and crystal
phase, with high reproducibility and low defect density. Based on the present
study, more uniform NWs with a lower defect density are obtained with the
Ga-assisted growth technique as compared to the Au-assisted technique.
Another, more fundamental limit is the high non-radiative recombination
rate at the NW surface, which degrades the NW’s optical performance as
was explained in section 3.3.4. Furthermore, long-term stability could be a
problem with NW-based semiconductor devices [99].
One of the most promising applications for semiconductor NWs is so-
lar cells. In this field, a considerable effort has been made by a European
collaboration project called AMON-RA. Under this project, an efficiency of
13.8% was recently reported with an InP NW array solar cell employing a
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single axial p-i-n junction in the NWs [95]. This is comparable to the record
efficiency of a planar InP solar cell. The NW group at Lund University, Swe-
den, which is a part of the AMON-RA project, has further developed an
innovative method for cost-efficient large-scale production of NWs, termed
aerotaxy, referring to synthesis of NWs in gas-phase [135]. A spin-off com-
pany Sol Voltaics produces GaAs NWs with aerotaxy to be used as a solar
panel additive, promising to increase the efficiency of solar modules up to
25% [136].
With radial p-n junction core-shell structured GaAs NWs, significantly
enhanced light absorption on a single standing nanowire has been reported,
predicting an apparent efficiency of 40% for the single NW [102]. In this
study a radial p-i-n junction NW, with a Be-doped p-type GaAs core, an
intrinsic GaAs layer and a Si-doped n-type GaAs shell was employed. The
NW group at NTNU is working on optimizing the design for radial p-n junc-
tion GaAs/AlGaAs solar cells with the help of simulations. The simulations
predict that with optimal doping density, core and shell dimensions, NW
length as well as the Al composition in the n-type AlxGa1−xAs shell, an
efficiency of ∼ 30% could be reached [137].
To conclude, the semiconductor NW technology is clearly still in its
infancy, however considering the recent, fast developments, much can be
expected from this field. To succeed in producing functioning NW devices,
all the components – device modelling, NW growth and characterisation –
will have to work together.
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a b s t r a c t
The Sb concentration in axial GaAs1−xSbx inserts of otherwise pure GaAs nanowires has been investigated
with quantitative high-angle annular dark-ﬁeld scanning transmission electron microscopy (HAADF-
STEM). The Sb concentrationwasquantiﬁedby comparing the experimental image intensities normalized
to the incident beam intensity with intensities simulated with a frozen lattice multislice approach.
Including static atomic displacements in the simulations was found to be crucial for correct compo-
sitional analysis of GaAs1−xSbx. HAADF intensities of individual nanowires were analysed both across the
nanowires, exploiting their hexagonal cross-sectional shape, and along the evenly thick central part of
the nanowires. From the cross-sectional intensity proﬁles, a decrease in the Sb concentration towards
the nanowire outer surfaces was found. The longitudinal intensity proﬁles revealed a gradual build-up
of Sb in the insert. The decrease of the Sb concentration towards the upper interface was either grad-
ual or abrupt, depending on the growth routine chosen. The compositional analysis with quantitative
HAADF-STEM was veriﬁed by energy dispersive X-ray spectroscopy.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Semiconductor nanowires are a promising candidate for future
optoelectronic applications, such as solar cells, light-emitting
diodes and nanolasers (Yang et al., 2010). Nanowires enable
dislocation-free growth on lattice-mismatched substrates due to
strain relaxation on the free surface, and both radial and axial
heterostructures can be grown into the wires. The functional prop-
erties of nanowire-based materials can be modiﬁed through size,
density and composition variation of the nanostructures.
Depending on the growth conditions, pure GaAs nanowires
adapt either to the wurtzite (WZ) or zinc blende (ZB) phase
(Glas et al., 2007). Band gap engineering is achieved by alloying
the nanowires with for instance Sb (Dheeraj et al., 2008); this
might however introduce strain, defects and phase transforma-
tions, which all affect the electronic properties of the nanowires.
To obtain nanowires with the desired properties, it is crucial deter-
mine the composition at a high spatial resolution and to relate the
compositional variations to changes in the crystal phase. In this
paper we address this task with quantitative high-angle annular
∗ Corresponding author.
E-mail address: a.helvoort@ntnu.no (A.T.J. van Helvoort).
dark ﬁeld scanning transmission electron microscopy (HAADF-
STEM).
In HAADF-STEM, most of the scattering incident on the ADF
detector is thermal diffuse scattering (TDS), which is incoherent,
localized at atomic columns and dependent on the atomic num-
ber, Z (Pennycook and Jesson, 1991). Quantitative HAADF-STEM
refers to quantiﬁcation of zone-axis image intensities by com-
parison with simulated intensities (LeBeau and Stemmer, 2008).
This has become one of the most powerful methods for materials
composition analysis with high spatial resolution. Often materials
where two or more alloys are present are studied so that one of
the alloys, with known composition, can be taken as a reference.
Experimental intensity ratio or contrast is then compared with a
simulated ratio insteadof direct intensity comparison. The ratio has
a low dependency on for instance thickness, which is otherwise a
critical parameter in quantitative HAADF-STEM work (Grillo et al.,
2008; Herrera et al., 2009; Rosenauer et al., 2009). The method has
been successfully applied to composition analysis of various struc-
tures, quantum wells being the most typical object (Grillo et al.,
2008; Herrera et al., 2009; Grillo, 2009; Rosenauer et al., 2011).
To our knowledge the method has not been earlier applied to het-
erostructured nanowires.
The HAADF intensity is however sensitive to several non-
compositional factors as well, especially strain. Distortions in the
0968-4328/$ – see front matter © 2012 Elsevier Ltd. All rights reserved.
http://dx.doi.org/10.1016/j.micron.2012.07.002
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atomic column symmetry may cause de-channelling and reduc-
tion in HAADF intensity (Perovic et al., 1993; Grillo, 2009), whereas
static disorder can result in increased diffuse scattering to high
angles (Perovic et al., 1993; Grillo et al., 2008; Wu and Baribeau,
2009). The scattering angle dependence of strain-related scattering
is alsonotwell understood (Yuet al., 2004;WuandBaribeau, 2009).
Aprominent exampleof staticdisorder is the static atomicdisplace-
ments (SAD) from the sites of the average lattice, which exist when
atoms having different covalent or ionic radii are present in a crys-
talline alloy (Glas, 1995). This can affect the HAADF intensity, and
lately the SAD have been included in simulation of atomic reso-
lution HAADF images of III–V semiconductors (Grillo et al., 2008;
Rosenauer et al., 2011). The effect of the SAD on the HAADF inten-
sity has been studied in the case of In in GaAs by Grillo et al. (2008)
and in GaN by Rosenauer et al. (2011), but not yet for the case of Sb
in GaAs.
The purpose of this paper is to investigate the Sb content and
distribution in ZB GaAsSb axial inserts of otherwise pure WZ/ZB
GaAs nanowires, as well as to demonstrate the application of quan-
titative HAADF-STEM on heterostructured nanowires. As opposed
to quantum wells, which can be grown with high precision and
characterised with other methods due to the large surface area,
nanowires are too small to be characterised with for instance stan-
dard X-ray based techniques, and often suffer from growth defects.
The well-deﬁned shape and easy TEM specimen preparation how-
ever render them an interesting material for quantitative STEM
analysis. Nanowires from twodifferent growth batches are studied.
The signiﬁcance of SAD in STEM simulations and intensity quantiﬁ-
cation when studying Sb concentration in GaAs1−xSbx will also be
discussed. The work was performed on a non-corrected TEM/STEM
at a relatively low magniﬁcation, and the results from quantitative
HAADF-STEM were veriﬁed with energy dispersive X-ray spec-
troscopy (EDX).
2. Materials and methods
2.1. Nanowire growth
The nanowires were grown by Ga-assisted vapour–liquid–solid
(VLS) growth technique on a Si(1 11) substrate in a Varial Gen
II Modular molecular beam epitaxy (MBE) system. The growth
temperature was 620 ◦C. Ga ﬂux was equivalent to a nominal
growth rate of 0.7 monolayers per second in thin ﬁlm, As ﬂux
was 4.2×10−6 torr and Sb ﬂux 1.1×10−6 torr. Nanowires from two
different growth batches were studied, and from each batch a rep-
resentative wire is presented. The growth process for batch 1 was
as follows: ﬁrst pure GaAs was grown for 20min, then GaAsSb for
1min followed by a 15min growth interruption (all gases closed)
andﬁnally aGaAs growth for 15min. For batch 2, four 1minGaAsSb
inserts were grown in between ﬁve 10min GaAs segments, and no
growth interruption was used. The growth direction for ZB was
[111], and for WZ [0001].
Schematic diagrams of the nanowires and the insert areas stud-
iedare shown inFig. 1. Fornanowires frombatch1, thephasebefore
the insert is ZB, and after the insert it is either WZ or ZB GaAs.
The resulting crystal phase depends on the local growth conditions,
such as the wire thickness and the size of the catalyst particle, and
these may vary among individual nanowires (Glas et al., 2007).
For nanowires from batch 2, the pure GaAs segment before the
ﬁrst insert is ZB and the other pure segments between the inserts
are WZ GaAs. As the pure ZB GaAs area is used as a reference in
the present quantitative STEM work, only the ﬁrst insert will be
discussed. For nanowires from batch 1, the insert was typically
followed by stacking faults, whereas nanowires from batch 2 had
seldom any.
Fig. 1. Schematic diagrams of the nanowires (the gray segments are the inserts)
and the studied insert areas enlarged for (a) nanowires from batch 1 (with growth
interruption at the upper insert-nanowire interface) and (b) nanowires from batch
2 (four inserts).
2.2. Microscopy
2.2.1. Specimen preparation
For TEM work, the nanowires were scraped off the substrate
with a diamond scraper, dispersed in isopropanol and transferred
to a graphene-coated Cu-grid (Graphene Laboratories, Inc.). The
samples were plasma-cleaned directly before loading into the TEM
(twice 10 s in Fischione 2010 plasma cleaner with 20% O2 using a
shielding holder).
2.2.2. Imaging
The microscopy was performed on a JEOL 2010F operated
at 200kV (Cs =1mm). Images along the [110] axis for ZB GaAs
([1120] for WZ) were recorded using a probe-forming aperture
semi-angle of 8.4mrad, probe size of approximately 0.2nm and a
dwell time of 38.8s. The ADF detector covered an angular range
from 29 to 114mrad (camera length 25 cm). The detector inner
angle aswell as theprobe convergence anglewas calibratedusingSi
[1 11] convergent beam electron diffraction patterns. The detector
outer angle was determined from the detector image (see below).
Reference HRTEM images were taken on a 2K Gatan UltraScan CCD
camera.
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Fig. 2. Intensitymap obtained by scanning the probe directly over the ADF detector.
In order to directly compare the experimental and simulated
intensities, the experimental images have to be normalized relative
to the incident probe intensity. This can be obtained by performing
a detector scan (LeBeau and Stemmer, 2008; Rosenauer et al., 2009,
2011). At the JEOL 2010F this was accomplished by adjusting the
intermediate andprojector lenses in free-lens control to values cor-
responding to TEM-mode so that the probe was scanning directly
over the detector. In addition, the objective lens defocus had to
be adjusted in order to get a focused detector image. An example
detector scan image is shown in Fig. 2. While scanning the detec-
tor, carewas taken that thegain andoffset (contrast andbrightness)
were such that the detector was not saturated: the intensity was
set to approximately 1×104 in the vacuum region and 4×104 in
the detector region (Rosenauer et al., 2009). The detector scan was
alwaysperformedprior to the imaging, and the samegainandoffset
settings were used for image acquisition.
2.2.3. EDX
To verify the results from the quantitative STEM analysis,
EDX point analyses and line scans were performed on the same
nanowires directly after the HAADF-STEM work. A Si(Li) detec-
tor with INCA software (Oxford Instruments, Ltd.) was employed.
Point scans were acquired both at the central area of the insert
and at the pure ZB GaAs area well below the insert. The pure
ZB/WZ GaAs area above the insert was also probed in order to ver-
ify that no detectable amounts of Sb was incorporated. Live time
was 300 s, condenser aperture 70m and probe size 1nm. The k-
factor between Ga and As, kGA, was determined from the K-peak
intensities for Ga and As at the pure ZB GaAs region, IGa and IAs,
as kGA = IAs/IGa (Williams and Carter, 2009). For the insert, the As
and subsequently Sb concentrationwere determined using kGA and
assuming the Ga concentration to be 50at.% (Sb takes the As sites
in the lattice). To avoid the effects of channelling on the EDX signal,
the nanowires were tilted slightly off the [110] zone axis before
the acquisition.
EDX line scans were taken along the insert, from the pure
ZB GaAs region before to the pure WZ/ZB GaAs region after the
insert. Despite the long scan time (about 40min with a total num-
ber of counts of (1–2)×106), the counts per pixel were too low
for quantitative analysis. The line scan proﬁles for Sb could how-
ever be compared qualitatively with the HAADF-STEM intensity
proﬁles.
2.3. Thickness determination
Owing to the hexagonal shape of the nanowire (see Fig. 1), the
cross-sectional thickness proﬁle can bededuced from theprojected
width and no additional thickness determination is required. The
width of each nanowire along the insert area was determined from
several experimental HRTEM and HAADF lattice images, which
were calibrated using the lattice spacing of ZB GaAs (5.653 A˚
(Vurgaftman et al., 2001)). An average width was then used when
calculating the ﬁnal nanowire thickness. The variation in the width
of a nanowire as determined from the different images was typi-
cally less than 2nm.
2.4. Simulations
Simulations were performed with the STEMsim software
(Rosenauer and Schowalter, 2008), basedon the frozen-latticemul-
tislice method. For each Sb concentration x∈ {0, 0.1, 0.2, 0.3} in ZB
GaAs1−xSbx, 15 supercells with different statistical distributions of
Sb and As atoms, different thermal displacements, as well as differ-
ent SAD were generated. The SAD were implemented by relaxation
using the valence force ﬁeldmethod, and the relaxationswere done
using Keating potentials (Schowalter et al., 2012). The ﬁnal simu-
lated HAADF image was taken as an average over the individual
images with different conﬁgurations. A supercell of 7×7 unit cells
in [110] orientationwas employed,with 80/108 pixels per unit cell
in [001]/[1 10] direction. The total thickness of the simulated stack
was 160nm. The lattice constant aGaAsSb for each simulated com-
position of the ternary semiconductor was calculated as a linear
combination of the lattice constants of the pure structures, aGaAs
and aGaSb (5.653 A˚ and 6.096 A˚, respectively; Vurgaftman et al.,
2001), according to Vegard’s law:
aGaAsSb = (1 − x)aGaAs + xaGaSb. (1)
The Debye–Waller temperature factors for calculating the ther-
mal displacements were based on DFT calculations (Schowalter
et al., 2009). The respective values for the Debye–Waller factors, B,
were BAs = 0.600 A˚ 2 and BGa =0.697 A˚ 2 for GaAs, and BSb = 0.819 A˚ 2
and BGa =0.953 A˚ 2 for GaSb. The Debye–Waller factor of Ga in the
ternary semiconductor was calculated by linear interpolation sim-
ilarly to Eq. (1).
Using the average intensities from images simulated for dif-
ferent thicknesses and concentrations, a matrix for the simulated
GaAs1−xSbx intensity as a function of thickness and Sb concen-
tration, x, was constructed by cubic interpolation. This so-called
CT-matrix, shown in Fig. 3, was then used for analysing the nor-
malized experimental images.
2.5. Intensity analysis
In order to compare experimental and simulated image intensi-
ties, the experimental images were normalized using the detector
scan according to (Rosenauer et al., 2009):
Inorm = Iraw − Ivac
Idet − Ivac
(2)
where Iraw is the raw image intensity, Ivac is the mean vacuum
intensity and Idet is the mean intensity on the detector. To deter-
mine Ivac and Idet, the detector image was segmented using two
different threshold values: one to select the detector area only,
and one to select the vacuum area. This was necessary due to the
artefacts (outer rims) occurring in the detector image (see Fig. 2).
For the pure ZB GaAs parts, the normalized experimental inten-
sities were compared directly with simulated intensities using
intensity proﬁles taken across the nanowires. For the GaAsSb
inserts, both cross-sectional intensity proﬁles as well as proﬁles
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Fig. 3. Simulated average image intensity for GaAs1−xSbx as a function of thickness
and Sb concentration.
taken along the evenly thick central part of the nanowires were
studied. The analysis for the inserts were performed via the inten-
sity ratio, I/IGaAs, where IGaAs is the pure ZB GaAs intensity at the
maximum nanowire thickness. For calculating the experimental
intensity ratio, image intensities normalized according to Eq. (2)
were used.
3. Results
3.1. HRTEM and HAADF-STEM images
Fig. 4(a) depicts ﬁrst a HRTEM image of the insert area of a
nanowire from batch 1 (“nanowire 1”), and Fig. 4(b) depicts a
HAADF-STEM image from the same region. Indicated in the HRTEM
image are the pure ZB GaAs area, stacking faults below the insert
and the insert. The thickness of the nanowire was 70±2nm. The
insert length, determined from the HRTEM image as the length of
the defect-free insert area, was 68±3nm.
Fig. 4(c) and (d) shows similarly HRTEM and HAADF images
of the insert area of a nanowire from batch 2 (“nanowire 2”).
The region below the insert is ZB GaAs and above the insert WZ
GaAs, as indicated in the HRTEM image. As opposed to nanowire
1, this nanowire is completely defect-free in the pure GaAs regions
below and above the insert. The thickness of this nanowire was
112±2nm, and the insert length was 121±3nm.
3.2. HAADF intensity quantiﬁcation and composition analysis
3.2.1. Cross-sectional intensity proﬁles
Cross-sectional experimental HAADF intensity proﬁles are
compared with simulated proﬁles in Fig. 5. The experimental
proﬁles were obtained by averaging over narrow (ca. 5nm wide)
areas across the HAADF images of the nanowires, in a defect-free
pure ZB GaAs region below the insert (Fig. 5(a) and (c)), and in
the middle of the the GaAs1−xSbx insert (Fig. 5(b) and (d)). The
simulated proﬁles were constructed using the CT-matrix (see
Fig. 3) and a thickness proﬁle calculated from the basis of the
known geometry and thickness. To ﬁnd the simulated intensity
– and hence the Sb concentration – matching the experimental
intensity at the insert, the average intensity for the central part of
the experimental proﬁle was used. The Sb concentrations obtained
from this comparison were 17±3% for nanowire 1 and 13±2%
for nanowire 2. The width of the averaging area for concentration
determination was 70% of the width of the evenly thick central
part, and the error estimates are based on the variation in intensity
in this region. The Sb concentration results from EDX point analysis
were 17% and 12% for nanowires 1 and 2, respectively.
3.2.2. Intensity proﬁles along the nanowires
The HAADF intensities were further analysed along the central
parts of the nanowires, where the thickness is constant. Longitudi-
nal intensity proﬁles were obtained by averaging over a rectangle
covering 70% of the width of the evenly thick central part. The
intensity proﬁles were then converted into Sb concentration pro-
ﬁles using the known thickness and the CT-matrix. Fig. 6(a) and (b)
shows the resultingproﬁles for nanowires 1 and2, respectively. The
interfaces delimiting the insert are marked with vertical dashed
lines. The maximum Sb concentrations obtained from these graphs
lies at 17% for nanowire 1 and 13% for nanowire 2, in accordance
with the results from the cross-sectional intensity analysis. Fig. 6(c)
and (d) displays the EDX line proﬁles for Sb, also taken over the
insert regions along the central parts of the nanowires.
4. Discussion
4.1. HAADF intensity quantiﬁcation and composition analysis
4.1.1. Cross-sectional intensity proﬁles
The cross-sectional intensity proﬁles for pure ZB GaAs served as
a good veriﬁcation for the quantiﬁcation approach. For nanowire
1 (Fig. 5(a)) the match between experimental and simulated pro-
ﬁles is almost perfect throughout the whole thickness proﬁle. For
nanowire 2 (Fig. 5(c)) the match is also good, apart from leaps
in experimental intensity at the corners of the central part. The
origin of these leaps is the longitudinal bright bands seen along
the nanowire corners in the HAADF image (Fig. 4(d)). In the cor-
responding HRTEM image (Fig. 4(c)), dark bands are visible. This
effect might be related to nanowire thickness as it is only observed
with thicker nanowires. Similar longitudinal intensity variations
have beenobserved earlier in core–shell nanowires, and thesewere
ascribed to an increased curvature of atomic columns at the corners
(Grillo and Rossi, 2011). Generally, the correspondence between
experimental and simulated cross-sectional proﬁles for pure ZB
GaAs was very good for nearly all the studied wires. Hence we con-
clude that for the part without Sb, the approach and the model
work.
The cross-sectional proﬁles at the insert (Fig. 5(b) and (d)) do
not display an equally good match for the whole thickness range.
At the central parts of these proﬁles, the experimental intensity
is varying, and appears to have a maximum in the middle. These
variations cause the relatively high error values for the determined
Sb concentration (see Section 3.2.1). Furthermore, at the nanowire
wedges the experimental intensity is clearly lower than the sim-
ulated intensity for both the wires shown here. This effect was
observedwith all the studiedwires, and itmight indicate a decrease
in Sb concentration towards the nanowire surfaces, or a deviation
from the hexagonal shape at the insert region. For the latter no
indications in these nanowires have been found.
To study further the possibility of a radially varying Sb concen-
tration, another simulated proﬁle was constructed using a simple
model where the Sb concentration increases linearly from zero at
the edge to a maximum value at the centre of the nanowire (red
dashed line in Fig. 5(b) and (d)). Theseproﬁlesdisplay a signiﬁcantly
better match with the experimental proﬁles for both the wires. The
maximum values for Sb concentration were 20±1% for nanowire
1 and 15±1% for nanowire 2, based on intensities from a narrow
region at the centre (10% of the width of the evenly thick central
part). The lower Sb content radially outwards might result from
radial GaAs overgrowth during the axial nanowire growth after
the insert. It could explain the relatively high photo-luminescence
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Fig. 4. HRTEM and HAADF-STEM images over the insert area for (a) and (b) nanowire 1 and (c) and (d) nanowire 2.
emission fromGaAs1−xSbx inserts observedwith similar nanowires
despite the absence of a passivating shell (Dheeraj et al., 2008). We
however expect the lateral overgrowth to be only a few nanome-
ters.
4.1.2. Intensity proﬁles along the nanowires
The intensity proﬁles along the nanowires revealed how the Sb
concentrationvaries along the insert. FromMBEonewouldexpect a
Sb concentration proﬁle close to rectangular, giving a well-deﬁned
sharp change in the band-gap structure. As seen from Fig. 6, this
was not the casewith the nanowires presented here, norwith other
studied nanowires from these batches. This is probably due to the
VLS growth mechanism. For growth with a stable Sb concentration
an equilibrium between Sb dissolving into the catalytic Ga droplet
and precipitating into the insert from the droplet has to be estab-
lished ﬁrst. With these wires, the Sb proﬁle increases gradually
over a distance of 20nm (nanowire 1) to 30nm (nanowire 2) before
reaching a plateau. For nanowire 2, the increase/decrease in Sb con-
centration is equally gradual at the lower and the higher interface,
resulting in a symmetric proﬁle. For nanowire 1, the drop in Sb
concentration is more abrupt due to the growth routine employed
(growth interruption). Furthermore, in the case of nanowire 1 the
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Fig. 5. Experimental intensity proﬁles across the HAADF images together with simulated proﬁles for the pure GaAs region below the insert (left) and for the central, highest
intensity part of the insert (right): (a) and (b) nanowire 1; (c) and (d) nanowire 2. The simulated proﬁles plottedwith black dashed line correspond to uniformSb concentration
across the nanowire. The proﬁles plotted with red dashed line were constructed with a model where Sb concentration increases linearly in the radial direction from zero at
the edge to a maximum value at the centre of the nanowire.
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Fig. 6. The plots on the left are for nanowire 1, and on the right for nanowire 2. (a) and (b) Sb concentration proﬁles, obtained from HAADF intensity proﬁles taken along
the central parts of the nanowires. The vertical lines denote the insert interfaces. The negative Sb concentration values at the interfaces are not real compositional effects
but due to the intensity dips at the interfaces caused by surface strain relaxation and lattice defects. (c) and (d) EDX line scans for Sb taken overt the insert region along the
central parts of the nanowires.
concentration drops to a stable, very low level before the structural
interface, as judged from theHAADF-STEM intensity. This ﬁnding is
relevant to possible electronic transitions within the insert (Hoang
et al., 2010). We interpret this region with a very low Sb level as
dissolving of the insert during the growth interruption.
At the interfaces, clear intensity dips are observed with both the
nanowires. This is probably due to surface strain relaxation: bend-
ing of atomic columns near the surface at the interfaces causes
de-channelling of the electron probe and thereby a drop in the
HAADF intensity (Grillo, 2009). The effect was observed with all
the studied nanowires, and has earlier been observed with quan-
tumwell andquantumdot structures (Grillo, 2009;Grillo andRossi,
2011; Grieb et al., 2012). For nanowire 2 the dip is more pro-
nouncedat theupper interface, between theZB insert andWZGaAs,
although a clear drop is observed at the lower interface as well,
where there is no change in the phase. Note that after the dip the
intensity at thepureWZGaAs is evenandnearly at the same level as
the ZBGaAs intensity. Nanowire 1 has a longer low-intensity region
before the insert, between the pure GaAs region and the insert, due
to the presence of stacking faults. After the insert the intensity does
not return to the pure ZB GaAs level, again because of an extended
region with stacking faults.
Apart fromthe intensitydips at the interfaces andat the stacking
faults, the HAADF-STEM intensity proﬁles are very similar with the
EDX line scan proﬁles (Fig. 6(c) and (d)). Even the intensity varia-
tions at the peak plateau for the case of nanowire 1 are re-produced
in the EDX proﬁle, although with signiﬁcantly lower spatial reso-
lution and more noise.
4.2. Effect of strain on intensity quantiﬁcation
In theHAADF images and in the intensity proﬁles extracted from
them, prominent intensity variations were observed at the insert
areas and at the interfaces. Intensity variations are present in the
corresponding areas in theHRTEM images aswell (Fig. 4(a) and (c)),
and they appear to be strain related. This could have affected the
concentration analysis. Strain-induced contrast in HAADF images
can be related to two different mechanisms (Grillo, 2009): The ﬁrst
is often referred to as Huang scattering, which means diffuse scat-
tering produced by lattice imperfections, such as the SAD (Wang,
1995). The second is related to de-channelling. De-channelling
refers to reduction in the excitation of the 1s Bloch states, and
thereby reduced scattering on to the HAADF detector due to distor-
tions in atomic column symmetry (Perovic et al., 1993). An example
of this are the intensity dips at the insert interfaces (see Section
4.1.2 and Fig. 6(a) and (b)). The decrease in intensity observed in
connection with stacking faults with nanowire 1 might also be
caused by de-channelling. These regions had to be ignored in the
intensity quantiﬁcation.
The intensity variations within the inserts can probably be
ascribed to Huang-type scattering, resulting from lattice imper-
fections caused by Sb being introduced into the lattice. At the
central part of the insert of nanowire 2 the intensity is rather
uniform, indicating a homogeneous distribution of Sb atoms. The
strong intensity variations observed at the insert of nanowire 1,
also reﬂected in the higher error for the Sb concentration as deter-
mined inSection3.2.1,mightbea result of clusteringof Sb. Thegood
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Fig. 7. The Sb concentration proﬁle for nanowire 2 from Fig. 6(b) together with a
proﬁle constructed without taking the SAD into account.
correspondence between the results from quantitative HAADF and
EDX point analyses however indicate that the applied method –
with SAD included in the simulations – was sufﬁcient and that
this type of intensity variations have not remarkably affected the
composition analysis within the insert.
To visualize the effect of SAD in the composition analysis, the
Sb concentration proﬁle for nanowire 2 from Fig. 6(b) is re-plotted
in Fig. 7 together with a proﬁle generated using simulations where
the SAD was not taken into account. Only when SAD was taken
into account, Sb concentrations similar to those determined by EDX
point analysis were obtained. Hence it is evident that the simula-
tions without SAD yield signiﬁcantly lower HAADF intensities for
the ternary semiconductor – and result in a clear overestimation of
the Sb concentration.
5. Conclusions
In this study we have applied quantitative HAADF-STEM for
studying the Sb concentration in GaAs nanowires with axial
GaAs1−xSbx inserts, using nanowires from two different growth
batches. The work involved comparison of simulated intensi-
ties with experimental intensities normalized with respect to
the incident beam intensity. In the simulations, the SAD were
included, and this was found to be crucial for compositional
analysis of GaAs1−xSbx. Simulated intensity proﬁles were in
good agreement with normalized experimental intensity pro-
ﬁles taken across the nanowire HAADF images at the pure
GaAs region. At the GaAs1−xSbx inserts, the experimental cross-
sectional proﬁles deviated from simulated proﬁles with a radially
uniform Sb concentration. A better agreement was obtained
with a simulated proﬁle with Sb concentration increasing lin-
early towards the nanowire centre, indicating a decrease in Sb
the concentration towards the nanowire outer surfaces. Inten-
sity proﬁles taken along the evenly thick central part of the
nanowires revealed that the Sb concentration builds up grad-
ually within the insert, and decreases after a plateau either
gradually or more abruptly, depending on the growth condi-
tions chosen. At the plateaus, Sb concentrations of 17% and 13%
were obtained for the two nanowires, and these results were
in good agreement with results from EDX point analysis (17%
and 12%, respectively). Hence this study demonstrates that quan-
titative HAADF-STEM can be applied for compositional analysis
of heterostructured GaAs/GaAsSb nanowires, providing relevant
high-resolution insight into the radial and axial distribution of Sb
within the nanowires.
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Abstract
In this work we have investigated the variation of Sb concentration among and within zinc
blende (ZB) GaAsSb inserts in wurtzite (WZ) GaAs bare-core and WZ GaAs/AlGaAs
core–shell nanowires (NWs) grown by Au-assisted molecular beam epitaxy. The Sb
concentration variation was related to the optical properties as determined by
photoluminescence (PL). The NW structure and the Sb concentration were studied by
transmission electron microscopy (TEM), energy dispersive x-ray spectroscopy (EDX) and
quantitative high angle annular dark ﬁeld scanning TEM (HAADF STEM). A clear trend
relating the maximum Sb concentration with the insert length was observed: the longer the
insert, the higher the Sb concentration. In addition, there are graded Sb concentration gradients
both along and across the GaAsSb inserts. The inﬂuence of the Sb concentration variation on
the PL emission from the GaAsSb inserts was investigated with correlated micro-PL and
TEM-EDX on the same single NWs. Based on the PL results and the observed Sb
concentration proﬁles, we propose a qualitative energy band diagram for a typical ZB GaAsSb
insert in a WZ GaAs NW for the heterostructured NWs studied here. Type I transitions within
the central region of the ZB GaAsSb inserts were found to dominate the insert-related PL
emission. Weak type II transitions within the inserts due to the graded Sb concentration were
observed as well. Using an existing empirical model, the Sb concentrations were additionally
determined from the ground state PL energies (type I transition). For the average Sb
concentration, the concentrations based on PL were in agreement with EDX and quantitative
HAADF STEM results.
(Some ﬁgures may appear in colour only in the online journal)
1. Introduction
Axial inserts and quantum dots in heterostructured
semiconductor nanowires (NWs) have become an attractive
topic of research within the last decade and promise to be
useful in a wide range of applications such as transistors
[1], photodetectors [2] and single-photon sources [3]. Growth
3 Author to whom any correspondence should be addressed.
optimization of the axial inserts in terms of controlling their
size, composition, crystal phase and structural defect density,
is of utmost importance for realizing the application potential
of such axially heterostructured NWs.
One of the interesting III–V ternary systems is
GaAs1−xSbx due to the widely tunable bandgap and the
possibility for both type I and II band alignment with
GaAs [4–8]. The composition and the optical properties
of strained GaAs/GaAsSb quantum wells [5, 9, 10] and
0268-1242/13/115004+13$33.00 1 © 2013 IOP Publishing Ltd Printed in the UK & the USA
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pseudomorphic GaAsSb thin ﬁlms grown on GaAs [6, 8] have
been a topic of study for some decades. In contrast to these
two-dimensional heterostructures, the GaAs1−xSbx system in
heterostructured semiconductor NWs is a relatively new ﬁeld
of technological interest. The growth of zinc blende (ZB)
GaAsSb (axial) inserts in wurtzite (WZ) GaAs NWs by Au-
assisted molecular beam epitaxy (MBE) was demonstrated in
2008 by Dheeraj et al [11]. Subsequently, there have been
reports on ZB GaAsSb inserts in GaAs NWs, focusing on
the growth optimization, optical characterization by micro-
photoluminescence (µ-PL) and structural characterization by
transmission electron microscopy (TEM) [11–17].
The composition in semiconductor NWs is most
commonly studied by energy dispersive x-ray spectroscopy
(EDX) in TEM [13, 15]. One of the few alternatives for
high-resolution composition analysis is quantitative high angle
annular dark ﬁeld scanning TEM (HAADF STEM) [18]. This
technique has been successfully applied to different planar
semiconductor heterostructures, but hardly to heterostructured
NWs [19]. Composition variationwithin theNW’s axial inserts
and the insert-core and core–shell interface sharpness will
affect the optical properties of these inserts. While the effects
of the structural defects on the NW optical properties have
been reported in a number of studies [20–22], the effects of
possible composition variation within a NW heterostructure
on the optical properties has not been studied in detail yet.
To achieve precise tailoring of the bandgap, it is crucial to
correlate the exact Sb content in the GaAsSb insert with the
insert PL emission energy and to determinewhether the optical
transitions related to the insert are of type I or type II.
In this work, we report on the Sb concentration variation
among and within ZB GaAsSb inserts in WZ GaAs bare-
core and WZ GaAs/AlGaAs core–shell NWs grown by Au-
assisted MBE, and study how the compositional variations
affect the optical properties of the insert. The Sb concentration
and its variation within the inserts were studied with EDX and
quantitative HAADF STEM. Independently, a large number
of single bare-core and core–shell NWs were studied with
correlated µ-PL-(S)TEM-EDX. For these NWs, the Sb
concentrations were additionally determined from the ground
state energies of the ZBGaAsSb PL emission using an existing
empirical model. The Sb concentrations obtained with these
three different analytical methods are compared. Furthermore,
the effects of the Sb concentration variation within the insert
on the GaAsSb-related PL emission are discussed. Based on
the PL results and the Sb concentration analyses, we propose
a qualitative energy band diagram for a typical ZB GaAsSb
insert in aWZGaAsNW for the heterostructured NWs studied
here.
2. Methods
2.1. NW growth
The NWs were grown by Au-assisted MBE on GaAs(111)B
substrates in a Varian Gen II Modular system. Two different
batcheswith ZBGaAsSb inserts were studied in this work:WZ
GaAs bare-core and WZ GaAs/AlGaAs core–shell NWs. For
the bare-core batch, the Au layer was deposited by electron-
beam evaporation, whereas for the core–shell batch, the Au
was deposited on heated substrate in situ in an MBE growth
chamber. The WZ GaAs core below the insert was grown for
17min at a substrate temperature of∼540 ◦C under an As4 ﬂux
of 6 × 10−6 Torr and at a growth rate of ∼0.7 MLs−1. The
ZB GaAsSb insert was grown for 30 s under a Sb2 ﬂux of
6 × 10−7 Torr. For both batches, a ﬂux interruption for 1 min,
with all the MBE shutters and As and Sb valves closed, was
introduced immediately after the growth of the GaAsSb insert.
The growth of the WZ GaAs core was continued by opening
the Ga shutter 2 s before the As valve and shutter. The WZ
GaAs core above the insert was grown for 17 and 8 min for the
bare-core and the core–shell NWs, respectively. The core–shell
NWs had in addition a radial AlGaAs shell around the NW
core in order to passivate the GaAs and GaAsSb core interface
states. The AlGaAs shell, with nominal 30% Al as calibrated
for two-dimensional growth on ZB GaAs(001), was grown
for 15 min at ∼540 ◦C under an As2 ﬂux of 6 × 10
−6 Torr.
Above the core–shell NW segment, an axial AlGaAs segment
forms as well during the radial shell growth [23]. The core–
shell NWs were capped by a thin GaAs layer (grown for
5 min at ∼400 ◦C) to prevent oxidation of the AlGaAs shell.
More details on the growth procedures can be found elsewhere
[12, 13, 23].
2.2. Specimen preparation
The NWs were scratched off the substrate, dispersed in
isopropanol and drop-cast onto TEM grids. In the initial TEM
study and in the compositional studies (EDX, quantitative
HAADF STEM), 2000 mesh Cu grids with graphene support
(Graphene Supermarket Ltd) were used. For the correlated µ-
PL and (S)TEM study, 200 µm thick Si TEM grids with nine
windows of a 50 nm thick amorphous SiN ﬁlm (Thinwindows
Inc.) were used. NWs from the core–shell samples were
initially selected by optical microscopy and the single NWs
were subsequently identiﬁed by low voltage (S)TEM or TEM.
In the bare-core samples, single NWs were initially selected
by 30 kV STEM (Hitachi S5500). Further details on theµ-PL-
TEM method have been reported elsewhere [24].
2.3 Micro-photoluminescence
µ-PL measurements were carried out using a low vibration
optical cryostat (Janis ST-500) with a piezo-driven sample
stage. The NWs were excited by a 532 nm laser line at a
temperature of ∼20 K. The power density at the sample was
varied from ∼30 to ∼8500 W cm−2. The laser (spot size
∼1.5µm) was focused onto a single NW using a long working
distance microscope objective lens (50× , NA 0.65, M Plan
Apo NIR HR, Mitutoyo). The PL from the NWs was collected
by the same lens, dispersed by a spectrograph (Horiba iHR550)
and detected by a thermoelectric cooled Andor Newton Si
electron multiplying charge-coupled device (EMCCD). The
spectral resolution of the system is about 200 µeV.
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2.4 TEM, EDX and HAADF STEM
The structural characterization was performed on a Philips
CM30 (LaB6) TEMand a JEOL2010FTEM/STEM (Schottky
ﬁeld emission gun, Cs= 1 mm), both operating at 200 kV. The
NW crystal phase was analyzed by bright ﬁeld (BF) and dark
ﬁeld (DF) TEM, selected area electron diffraction (SAED)
and high-resolution TEM (HRTEM) lattice imaging. HRTEM,
HAADF STEM and EDX analyses were performed on the
JEOL 2010F. EDX analysis was performed in STEM mode
(probe size 0.7 or 1 nm, condenser aperture 50 or 70 µm).
The EDX system was equipped with a Si drift detector with a
collection angle of 0.23 sr (INCA, Oxford Instruments Ltd).
To avoid the effects of channeling on the EDX signal [25], the
NWs were kept off a major zone axis, in most cases slightly
off the [1 1 0] zone axis. The spatial resolution of the point
analysis was estimated to be ∼5 nm for the bare-core NWs in
the present analytical set-up.
To study the composition variation along the GaAsSb
inserts, EDX line scans were performed for ∼45 min (total
number of counts in the order of 1–4 × 106) along the
inserts, starting from and ending in a WZ GaAs region below
or above the insert. For quantitative EDX, point scans were
performed at several different positions along the inserts for
a live time of 200–300 s (total number of counts in the order
of 1–9 × 105). The Ga, As and Sb concentrations within
the GaAsSb inserts were determined by the INCA software
quantiﬁcation routine using the NW thicknesses and the k-
factors calculated by the INCA software. For core–shell NWs,
the Al in the shell was taken into account for the quantiﬁcation
of the Sb concentration.
For some representative ZB GaAsSb inserts in bare-
core NWs, the Sb concentration was additionally determined
by quantitative HAADF STEM analysis, i.e. by performing
quantitative comparisons between simulated and experimental
HAADF image intensities [18]. Images along the [1 1 0] axis
for ZB GaAsSb were recorded using a probe-forming aperture
semi-angle of 8.4 mrad, probe size of approximately 0.2 nm.
The annular dark ﬁeld (ADF) detector covered an angular
range from 29 to 114 mrad. Simulations for ZB GaAsSb
inserts for different Sb concentrations x, in GaAs1-xSbx, and
thicknesses were performed with the STEMsim software
[26], based on the frozen-lattice multislice method. Static
atomic displacements, caused by Sb being introduced into the
GaAs lattice [27], as well as increase in the unit cell size
with increasing Sb concentration, were taken into account
in the simulations. In order to compare the experimental
and simulated intensities, the experimental images were
normalized relative to the incident probe intensity [18]. In
addition, intensities relative to pure GaAs intensity (I/IGaAs)
were employed in the analysis in order to make it more robust
for instance in terms of small errors in thickness determination.
For more details on the simulations and the quantiﬁcation
approach, see Kauko et al [19].
3. Results and discussion
3.1. Structural characterization by conventional TEM
techniques
The basic structural characterization ofNWs fromboth batches
was carried out using BF and DF TEM, SAED and HRTEM.
The bare-core NWs had a diameter of ∼45–80 nm, whereas
the diameter of the core–shell NWs was in the range of
∼70–140 nm. It was conﬁrmed that the GaAs core below
and above the GaAsSb insert has predominantly WZ crystal
phase with a random density and distribution of stacking faults
(SFs) for both batches. The WZ GaAs core directly below
the insert has no other defects than SFs. The GaAsSb inserts
have a ZB crystal phase (see ﬁgure 1), and for some NWs
(∼25%) the insert consists of two or more twinned segments
(ﬁgure 1(a)). In the WZ GaAs core directly above the insert,
there is a random distribution of SFs as well, and some NWs
(∼25%) have a 4H polytype segment at the upper insert
interface (ﬁgure 1(b)). This is in agreement with the TEM
characterization of similar NWs reported previously [12, 24].
Many NWs have an SF, twinned with respect to the insert, at
the very interface (lower and/or upper) with the WZ GaAs
core (ﬁgure 1(c)). A twinned SF can be single, i.e. a unit ZB
layer ABC (0.98 nm), or a longer ZB layer, ABCA (1.30 nm)
or ABCAB (1.63 nm), where A, B and C represent Ga-As
bilayers. To summarize, roughly half of all studied NWs have
a twinned insert, a twinned SF at the lower and/or upper
insert interface or a 4H polytype segment above the insert, or
a combination of these defects. Compared to a previous study
without a ﬂux interruption after the growth of the insert [12],
the ﬂux interruption introduced here is found to reduce but
not to completely prevent the formation of the 4H polytype
segment at the upper insert interface.
3.2 The Sb concentration analysis by EDX
Figure 2 shows the maximum Sb concentration within the ZB
GaAsSb insert as a function of the insert length for 31 NWs
from the two batches, out of which 17 NWs were part of the
correlated µ-PL-(S)TEM study discussed in section 3.4. The
Sb concentrations presented in ﬁgure 2 were determined by
EDX point analysis. For the bare-core NWs, a clear trend can
be observed in this plot: the longer the insert the higher the
Sb concentration. For the core–shell NWs, the data is more
scattered and no such trend can be observed. Furthermore, the
plot shows that the core–shell NWs have in general lower Sb
concentrations, shorter inserts (∼30–55 nm) and less variation
in lengths as compared to the bare-core NWs (∼20–80 nm).
The GaAsSb insert length was determined from the
crystal phase, i.e. as the length of a single or twinned ZB
segment between the WZ GaAs segments (or between WZ
and 4H GaAs). The EDX point analysis indicated that there
was no Sb in the 4H segments. Longer twinned ZB segments
(see ﬁgures 1(a) and 3) were included in the insert length
since the EDX point analysis indicated presence of Sb in
such segments. Twinned SFs, at the lower and/or upper insert
interfaces, were not added to the insert length. Due to the
limited spatial resolution of the EDX point analysis, it was not
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(a) (b) (c)
Figure 1. DF TEM images of bare-core NWs with a ZB GaAsSb insert: (a) 47 nm long with two twinned segments, 7 nm and 40 nm, and a
2 nm long twinned SF at the upper interface; (b) 64 nm long with a 4H polytype segment at the upper interface; (c) 59 nm long with twinned
SFs at both insert interfaces. All three NWs have SFs both below and above the insert. The white arrows indicate special features such as:
twinned segments in (a), 4H polytype in (b) and twinned SFs in (c). The blue (vertical) arrow in (a) indicates the [0 0 0 1]WZ ([1 1 1]ZB)
growth direction for the NWs.
Figure 2. The maximum Sb concentration within the ZB GaAsSb
insert, as determined by the EDX point analysis, as a function of the
insert length, for bare-core NWs (squares) and core–shell NWs
(stars). The three bare-core NWs marked by red squares were
studied by quantitative HAADF STEM as well. The NWs marked
by black squares/stars were part of the correlated µ-PL-(S)TEM
study. The core–shell NWs marked by red stars were studied only
by TEM and EDX.
possible to prove whether the short twinned segments (<5 nm)
and twinned SFs at the insert interfaces contained Sb.
To determinewhere in theGaAsSb insert themaximumSb
concentration is reached, EDX point analyses were performed
at several points along the insert at the uniformly thick central
part of the NW. For all inserts, a clear variation of the
Sb concentration values along the insert was observed. The
maximumvalues were found approximately at the insert center
for most of the bare-core NWs, or within the upper half of the
insert for a few of the bare-core NWs. For most of the core–
shell NWs, the maximum Sb concentration was found within
the upper half of the insert. For both bare-core and core–shell
batches, a much lower Sb concentration was measured in the
vicinity (∼5–10 nm) of the insert interfaces than in the central
region of the insert.
To study the observed Sb concentration variation within
the inserts in more detail, EDX line scans were performed.
Comparisons between Sb Lα EDX line scan proﬁles along the
insert for two bare-core NWs with a short and a long insert,
and two core–shell NWs with similar insert lengths, are shown
in ﬁgures 3(a) and (b), respectively. The Sb concentrations
indicated in ﬁgure 3 are the maximum values as determined by
the EDX point analysis. The speciﬁc structural characteristics
of the NWs shown in ﬁgure 3 are described in the following.
The bare-core NWwith 22% Sb has an 81 nm long defect-free
insert and some SFs in theWZGaAs core below and above the
insert. The bare-core NW with 8.5% Sb, which is presented
in ﬁgure 1(a), has a twinned insert (two twin planes), where
the two twinned segments (7 nm and 40 nm long) contain Sb,
and one 2 nm long twinned SF at the upper GaAsSb/GaAs
interface, which may or may not contain Sb. The core–shell
NW with 3.2% Sb has a 38 nm long defect-free ZB insert.
The core–shell NW with 7.6% Sb also has a twinned insert
(one twin plane): 35 nm and 6 nm long twinned segments.
The insert was followed by a 35 nm long Sb-free 4H polytype
GaAs.
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(a)
(b)
Figure 3. Sb Lα EDX line scan proﬁles along the ZB GaAsSb inserts for two (a) bare-core and (b) core–shell NWs. Lower and upper insert
interfaces are indicated with the vertical black lines. The drift along the NW growth axis during the EDX line scan was ∼6 nm for the NW
with 8.5% Sb and ∼10 nm for the other three NWs, which results in Sb-rich region appearing longer than the actual insert length. In
addition, there was a small amount of drift perpendicular to the growth direction for all four NWs, but the line scans remained within the
uniformly thick central region.
The Sb Lα EDX line scan proﬁles in ﬁgure 3 indicate that
the Sb concentration increases gradually from the lower insert
interface, reaches a maximum value at or just above the insert
center and decreases, with a similar slope as the increase,
towards the upper insert interface. Moreover, the distance
over which the Sb concentration increases or decreases varies
with the insert length. For shorter inserts this happens over
∼5–10 nm, whereas for longer inserts (>60 nm) the region
with a graded Sb concentration spans over ∼20 nm or more.
For some NWs, the Sb Lα EDX line scan proﬁle is fairly
symmetric (see for example the NWs with 22% and 7.6% Sb
in ﬁgure 3), whereas for others, a slightly steeper slope occurs
towards the upper insert interface (see for example the NWs
with 8.5% and 3.2% Sb in ﬁgure 3). For NWs with longer
inserts (especially for lengths > 60 nm), the Sb concentration
reaches amaximum value and remains approximately constant
over the central region of the insert (up to 20 nm). This was
the case for the bare-core NW with 22% Sb in ﬁgure 3(a).
Indeed, the value of 20–22% was conﬁrmed with the EDX
point analysis at several points near the insert center for this
NW. For NWs with short inserts (<40 nm), a plateau with
a constant Sb concentration was never observed. The results
presented in ﬁgures 2 and 3 are discussed further below in
terms of growth kinetics.
Before the Sb ﬂux is switched on for the ZB GaAsSb
insert growth, the Au, Ga and As content in the catalyst
droplet have reached a stable state, for the Ga and As ﬂuxes
used for WZ GaAs growth. After the Sb ﬂux is switched on,
GaAsSb growth starts and the crystal phase switches to ZB
[11, 12]. The Sb concentration in the Au droplet and the insert
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starts to build up from 0%, creating the graded region with
increasing Sb concentration in the lower part of the insert.
The Sb concentration in the Au droplet and the GaAsSb insert
increases with the insert growth time, until an equilibrium
between Au, Ga, As and a few per cent of Sb in the Au droplet
is established, or the ﬂux interruption is introduced. The Sb
plateau in the central region of the insert, as seen by the NW
with 22%Sb in ﬁgure 3(a), indicates that the equilibrium in the
Au droplet is achieved for the NWs with long inserts during
the 30 s of the nominal insert growth. After the 30 s of insert
growth, the ﬂux interruption is introduced in order to reduce
the Sb content in the Au droplet [28] and on the NW side walls
[29], before theWZGaAs core growth is continued. During the
ﬁrst stage of the 1 min ﬂux interruption, we expect that the ZB
GaAsSb insert continues to grow fueled by remaining ‘surplus’
of Ga, As and Sb in the Au droplet and adatoms diffusing
up the NW sidewalls, until a new ‘no growth’ equilibrium
situation is established. However, this would result in only
a few additional nms of the ZB GaAsSb insert, and thus
cannot explain the extended graded region with decreasing
Sb concentration observed in the upper part of the inserts. We
believe that at this point, the growth has reached the end of the
central region of the insert with a maximum Sb concentration,
i.e., the Sb mole fraction does not change signiﬁcantly during
the GaAsSb growth that occurs during the initial stage of the
1 min ﬂux interruption. When Ga and As ﬂuxes are switched
on again for theWZGaAs core growth, at ﬁrst the ZBGaAsSb
insert will continue to grow, with decreasing Sb mole fraction,
until the Au droplet is sufﬁciently emptied of Sb under the new
equilibrium conditions. The observed almost equal lengths of
the graded regions in the lower and upper part of the inserts
also suggest that the ﬂux interruption itself has a minor effect
on the total Sb proﬁle. Thus, the graded region with decreasing
Sb concentration towards the upper insert interface occurs due
to a decreasing Sb content in the Au droplet during the initial
stage of nominal GaAs growth after the ﬂux interruption. The
total ZB GaAsSb insert length (as measured by TEM) is hence
longer than the length grown during the 30 s when the Sb ﬂux
was on.
Since the GaAsSb inserts were grown for approximately
the same time in total for both batches, the large range of
insert lengths (altogether ∼20–80 nm, see ﬁgure 2) indicates
that the insert growth rate varied from NW to NW. On average
longer inserts for the bare-core NWs imply higher growth
rates than for the core–shell NWs. The growth rate for Au-
assisted NWs depends on the NW diameter [30, 31] in such
a way that the NWs with smaller diameters grow faster than
those with larger diameters. The increase of insert length with
decrease of NW diameter was indeed observed for the bare-
core NWs (not shown). For the core–shell NWs no direct
relation between the NW core diameter and the growth rate
can be drawn, since the core diameter could not be measured
directly. However, the narrower range of insert lengths and
shorter inserts for the core–shell NWs indicate indirectly that
this batch has on average larger NW core diameters and less
variation in the Au droplet size than in the bare-core batch.
It should be noted that for this batch, the Au was deposited
in situ in an MBE growth chamber on a heated substrate,
which normally (depending on temperature and Au ﬂux)
gives less variation in the Au droplet sizes as compared to
when depositing Au on the substrate ex situ by electron-beam
evaporation.
During the GaAsSb insert growth, there is a competition
between Sb and As for incorporation into the insert [29, 32]. In
the case of two-dimensional growth, Sb is incorporated more
efﬁciently into GaAsSb at higher growth rates than at lower
growth rates [32]. If the same trend applies for NW growth, it
could partly explain the increase of the Sb concentration with
increase of the insert length observed in ﬁgure 2. However,
more investigation is needed in order to clarify why the
higher growth rate of thin NWs causes inserts with higher
Sb concentrations than in thicker NWs with lower growth rate.
More homogeneous Au droplet size and distribution should be
targeted to achieve a uniform growth rate and thereby reduce
the distribution in the insert length and composition.
So far, the EDX results have been used to qualitatively
correlate the Sb concentrations and the GaAsSb insert lengths,
and a clear trend was observed for the bare-core NWs in
ﬁgure 2. If we assume that the same trend should be expected
for the core–shell NWs, the scattered distribution of the Sb
concentrations would indicate that the EDX quantiﬁcation was
less accurate than for the bare-core NWs. It is known that
EDX in TEM has inherent drawbacks [25] such as a low count
rate, poor detection efﬁciency (detection limit of a few atomic
percent depending on the element), limited spatial resolution
(probed volume wider than the probe size), beam-broadening
within the specimen, variation due to channeling effects and
specimen drift. Therefore, the EDX quantiﬁcation of the Sb
concentration in the ZB GaAsSb inserts has to be treated
with caution, especially for the core–shell NWs or at lower
concentrations. Furthermore, the here applied quantiﬁcation of
the EDX data by the INCA software does not consider relative
orientation between the electron beam and the crystal lattice,
the effects of crystal phase and NW morphology (hexagonal
cross-section). The INCA software uses calculated k-factors
which are based on aﬂat geometrywith a uniformcomposition.
A manual Cliff–Lorimer determination of the ZB GaAs
k-factor for quantifying the Sb concentration more correctly in
the ZB GaAsSb insert could not be used here as no reference
ZB GaAs region was available in the same NWs.
3.3. The Sb concentration analysis by quantitative
HAADF-STEM
To verify the Sb concentration values and the qualitative
proﬁles obtained by the EDX analysis, some bare-core NWs
(indicated with red squares in ﬁgure 2) were additionally
analyzed by quantitative HAADF STEM. Results from two
bare-core NWs, with a short and a long insert, are presented
in ﬁgures 4 and 5, respectively. The experimental HAADF
STEM intensity proﬁles across the insert were taken from a
3 nm wide region near the insert center, indicated with the red
boxes in ﬁgures 4(b) and 5(b). The simulated intensity proﬁle
across the insert was generated using the known thickness
proﬁle and assuming a radially uniform distribution of Sb
and a Sb concentration based on the experimental intensity
6
76
Semicond. Sci. Technol. 28 (2013) 115004 J Todorovic et al
(a) (b)
(c) (d )
Figure 4. A bare-core NW with a 23 nm long ZB GaAsSb insert. (a) HRTEM image. The blue (vertical) arrow shows the growth direction.
(b) HAADF STEM image. The black and white arrows in (a) and (b), respectively, mark the insert interfaces. (c) Relative HAADF STEM
intensity proﬁles across the insert (x-direction, horizontal in (a, b)): the experimental proﬁle (solid blue line) averaged over the 3 nm wide
red box in (b), and the simulated proﬁle (dashed black line) assuming a radially uniform Sb distribution with 6% Sb. (d) The Sb
concentration proﬁle along the insert (y-direction, vertical in (a, b)), obtained from HAADF STEM intensity proﬁle averaged over the 20 nm
wide red box in (b). Note that the negative values at the interfaces are not related to composition variations, but are due to dechanneling
related to surface strain relaxation and/or the SFs [19, 33].
level at the central part of the cross-sectional proﬁle. The Sb
concentration proﬁles along the inserts, shown in ﬁgures 4(d)
and 5(d), were obtained by quantifying the HAADF STEM
intensities averaged along the uniformly thick central part
of the NWs, indicated by the ∼20 nm wide red boxes in
ﬁgures 4(b) and 5(b).
The NW presented in ﬁgure 4 has a 23 nm long ZB
GaAsSb insert and some SFs above the insert, as seen in the
HRTEM image (ﬁgure 4(a)). The maximum Sb concentration
along the insert obtained by quantitative HAADF STEM
(6 ± 1%) is higher than the EDX point analysis result
(2% at the insert center). The simulated HAADF STEM
intensity proﬁle across the insert, assuming a radially uniform
Sb concentration of 6% (ﬁgure 4(c), dashed black line),
matches well the experimental HAADF STEM intensity
proﬁle (ﬁgure 4(c), solid blue line). The Sb concentration
proﬁle along the insert (ﬁgure 4(d)), taken from the 20 nm
wide red box in ﬁgure 4(b), is slightly asymmetric and steeper
towards the upper insert interface. The increase of the Sb
concentration extends from the lower insert interface for
∼15 nm. The maximum Sb concentration (6%) is reached
for this insert exactly at the position of the 3 nm wide red box
in ﬁgure 4(b), which is located slightly above the insert center.
The proﬁle displays no plateau of a constant Sb concentration,
and the concentration starts to decrease towards the upper
insert interface immediately above the narrow region with
the maximum Sb concentration. This is in accordance with
observations from the EDX line scans for shorter inserts.
The negative Sb concentrations which occur around the insert
interfaces (ﬁgure 4(d)), corresponding to a lower intensity
in the HAADF STEM image (ﬁgure 4(b)), are not a real
compositional effect but caused by dechanneling related
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Figure 5. A bare-core NW with a 64 nm long ZB GaAsSb insert: (a) HRTEM image. (b) HAADF STEM image. The arrows in (a) and
(b) mark the growth direction and the insert interfaces as in ﬁgure 4. (c) Relative HAADF STEM intensity proﬁles across the insert
(x-direction, horizontal in (a, b)): the experimental proﬁle (solid blue line) averaged over the 3 nm wide red box in (b), and the simulated
proﬁle (dashed black line) assuming a radially uniform Sb distribution with 15% Sb. (d) The Sb concentration proﬁle along the insert
(y-direction, vertical in (a, b)), obtained from HAADF STEM intensity proﬁle averaged over the 22.5 nm wide red box in (b).
to surface strain relaxation at the insert interfaces and/or
the SFs [33].
The NW shown in ﬁgure 5 has a 64 nm long insert, which
corresponds to the average insert length for the bare-coreNWs.
This NW has also a 20 nm long 4H GaAs polytype segment
directly above the ZB GaAsSb insert. Regions with varying
intensity can be observed within the insert in both the HRTEM
(ﬁgure 5(a)) and the HAADF STEM images (ﬁgure 5(b)). This
indicates the presence of strain and/or an inhomogeneous Sb
distribution within the insert. Similar strain-related intensity
variations were observed within the inserts in BF/DF TEM
images for nearly all NWs analyzed in this work (see for
example the three inserts in ﬁgure 1), especially for those
with longer inserts and higher Sb concentrations. This was not
observed for very short inserts in bare-core NWs, such as the
NW in ﬁgure 4.
The maximum Sb concentration along the insert is found
to be 15 ± 4% for this NW. To obtain this value, the HAADF
intensity was averaged over 0.5–0.6 of the central evenly thick
region as the intensity proﬁle ﬂuctuates due to strain and/or
an inhomogeneous Sb distribution within the insert. The high
uncertainty in the maximum Sb concentration reﬂects these
ﬂuctuations. This value corresponds to the concentration found
by EDX point analysis at the insert center (14%). For the
third NW analyzed by quantitative HAADF STEM (not shown
here), therewas also a similar agreement: quantitativeHAADF
STEM resulted in 13 ± 4% Sb concentration whereas the
EDX point analysis gave 12% Sb concentration. The Sb
concentration proﬁle along the insert (ﬁgure 5(d)) appears to be
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Figure 6. Low temperature (20 K) power-dependent PL spectra of the NW shown in ﬁgure 1(c). Inset: Lorentzian line shape ﬁt of the PL
spectrum at a power density of 2P, where P = 283 W cm−2.
slightly asymmetric. The increase of the Sb concentration from
the lower insert interface occurs over ∼20 nm, and a decrease
towards the upper insert interface occurs over∼15 nm. The Sb
concentration reaches a plateau of an almost constant value in
the central region of the insert. This Sb concentration proﬁle is
qualitatively in agreement with the EDX line scan results for
long inserts.
For the NW in ﬁgure 5, the experimental HAADF STEM
intensity proﬁle (ﬁgure 5(c), solid blue line) does not ﬁt well
to the simulated HAADF STEM intensity proﬁle across the
insert, assuming a radially uniform Sb concentration of 15%
(ﬁgure 5(c), dashed black line). This was not the case for
the NW in ﬁgure 4. At the NW wedges, the experimental
intensity is clearly lower than the simulated intensity. A similar
discrepancy of the experimental and simulatedHAADFSTEM
intensity proﬁle across the insert was observed for the third
NW (13 ± 4% Sb), suggesting that there is a radial Sb
concentration gradient in case of a higher maximum Sb
content. This mismatch indicates that the Sb concentration
is decreasing from the insert center towards the outer surfaces
of the NW. It has been observed for ZB GaAsSb inserts in Ga-
assistedNWsaswell [19]. The radial Sb concentration gradient
is probably due to diffusion of Sb towards the outer surfaces
and exchange with As at the outer surfaces [29] during the
growth of the WZ GaAs core above the insert, or radial GaAs
overgrowth. The presence of an outer layer with a reduced
Sb content might indicate that the maximum concentration as
determined by HAADF STEM is underestimated.
To summarize the structural and compositional analysis
based on electron microscopy techniques: both EDX and
quantitative HAADF STEM indicate that the here studied ZB
GaAsSb inserts have a decreasing Sb concentration towards
the interfaces with the upper and lower GaAs segments. The
insert length and composition vary from NW to NW. Longer
inserts have a highermaximumSb concentration and a plateau.
In addition, radial decrease in the Sb concentration towards
the outer surfaces was observed in NWs with higher Sb
concentrations. The Sb richest region is hence located axially
near the center of the insert and radially around the NW axis.
The length of the Sb richest region varies with the maximum
Sb concentration and the insert length. The Sb concentrations
as determined by HAADF STEM are approximately equal to
the Sb concentrations obtained by the EDX quantiﬁcation for
inserts with an average length and an average Sb concentration.
For lower concentrations, quantitative HAADF STEM seems
to give a higher Sb concentration value than EDX. Therefore
an independent approach is needed to verify the concentration
analysis based onTEM techniques, speciﬁcally forNWswith a
low Sb content, or core–shell NWs which could not be studied
by quantitative HAADF STEM. Furthermore, it is important
to relate the observed compositional variations to the optical
properties of these heterostructured NWs.
3.4. Correlated µ-PL-TEM study of the ZB GaAsSb inserts
The same single bare-core and core–shell NWs were studied
by µ-PL and TEM-EDX to directly correlate the GaAsSb
insert composition to its optical properties. A representative
bare-core NW regarding both the structural and optical
characteristics (the NW shown in ﬁgure 1(c)) will be discussed
in more detail here. The GaAsSb insert is 59 nm long and the
EDX point analysis resulted in 13.7% Sb. Strain contrast is
visiblewithin the insert in theDFTEM image in ﬁgure 1(c). DF
TEM further shows that there is a twinned single SF (∼1 nm)
at both insert interfaces, and some SFs below and above the
insert.
Figure 6 shows the low temperature power-dependent PL
spectra of the ZB GaAsSb insert emission for this particular
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Figure 7. Proposed schematic energy band diagram for a ZB
GaAsSb insert with a Sb concentration proﬁle decreasing
symmetrically towards the interfaces, within WZ GaAs barriers. ZB
GaAs (i.e. 0% Sb) is assumed at the insert interfaces with WZ
GaAs. The dashed lines qualitatively indicate the conduction (CB)
and valence band (VB) offsets at the insert interfaces and within the
insert. The full line arrows indicate two possible optical transition
routes within the insert, type I and type II.
NW. A Lorentzian line shape ﬁt at a low excitation power
(∼566 W cm−2, inset in ﬁgure 6) indicates that there are three
distinct PL peaks at 1.249, 1.261, and 1.273 eV. In addition,
a very weak PL peak is observed at 1.222 eV (not ﬁtted),
which was present in most of the PL spectra and is a spectral
artefact. The weak and broad PL peak at 1.249 eV is observed
only at low excitation powers. This peak is blueshifted by
∼5 meV at 566 W cm−2 compared to the lowest excitation
power (283 W cm−2). The PL emission at 1.261 eV, which is
the dominant PL peak at the lowest excitation power, is not
blueshifted when the excitation power is increased. The PL
peak at 1.273 eV saturates at higher power at the same time as
another higher energy PL peak (at ∼1.28 eV) appears and the
peak becomes dominant at higher excitation powers.
To explain the origin of the insert-related PL peaks, a
qualitative energy band diagram for a typical ZB GaAsSb
insert in a WZ GaAs NW with a graded Sb concentration
towards the insert interfaces, is given in ﬁgure 7. This
energy band diagram is proposed based on the compositional
results presented above (sections 3.1–3.3) and band alignments
as suggested in literature [5, 6, 21, 34], as explained in
the following. The common understanding is that the WZ
GaAs/ZB GaAs heterojunction has a type II band alignment
[21, 34]with electrons conﬁned inZBGaAs and holes conﬁned
in WZ GaAs. The band alignment for the ZB GaAs/ZB
GaAsSb heterojunction is also considered to be type II, for
Sb concentrations below 40%, with electrons weakly conﬁned
in ZB GaAs and holes strongly conﬁned in ZB GaAsSb,
according to the references [5, 6]. For clarity, we assume
a symmetric Sb concentration proﬁle along the insert in
ﬁgure 7 and defects at the interfaces are not included in
this schematic band diagram. Note that the Sb concentration
proﬁle is often slightly asymmetric along the insert (see
sections 3.2 and 3.3) but this would not affect the following
discussion regarding the qualitative energy band diagram. Due
to the increasing Sb concentration from the insert interfaces
towards the central region of the insert, there are no sharp WZ
GaAs/ZB GaAsSb heterojunctions. Instead, the change in the
energy band diagram at the interfaces will be as if there is a
sharp WZ GaAs/ZB GaAs heterojunction at both the insert
interfaces, followed by a graded region with increasing Sb
concentration towards the center of the ZB GaAsSb insert.
The twinned SFs at the insert interfaces can be considered as
ZBGaAs, and in the energy band diagram they can be included
into the ZB GaAs region (∼0% Sb) at the beginning and/or at
the end of the insert.
The PL peak at 1.249 eV is attributed to the optical
transitions between holes conﬁned in ZBGaAsSb in the central
region of the insert, and electrons conﬁned in ZBGaAs near the
insert interfaces (type II transitions in ﬁgure 7). The presence of
blueshift for this peak at low excitation powers indicates type II
behavior. Note that the radial gradient of the Sb concentration
may contribute to this type II transition as well.
The PL peaks at 1.261 and 1.273 eV are attributed to
the ground and ﬁrst excited state of the ZB GaAsSb insert,
respectively. The absence of a blueshift for these two PL peaks,
as the excitation power increases (see ﬁgure 6), is characteristic
for type I transitions as reported previously [17, 24]. The
ZB GaAsSb insert PL peaks at 1.261 and 1.273 eV are thus
assigned to transitions between electrons weakly conﬁned, and
holes more strongly conﬁned in the insert (type I transition in
ﬁgure 7), occurring in the central region of the insert. Thus,
the central Sb-richest region of the ZB GaAsSb insert has a
type I band alignment with respect to the WZ GaAs barriers.
Further evidence for the type I band alignment is the
relatively high PL emission intensity generally obtained from
the bare-core NWs, despite the absence of surface passivation
by the AlGaAs shell, as shown in ﬁgure 6. The radial gradient
of the Sb concentration in the GaAsSb insert may act as self-
passivation for the bare-coreNWs.However, it should be noted
that the insert PL emission intensity is in general much higher
for the core–shell NWs at similar excitation powers.
Comparison of all bare-core and core–shell NWs with
different structural defects in the insert region, as shown in
ﬁgure 1, resulted in the conclusion that isolated structural
defects (single SFs, 4H segment) in the WZ GaAs core, at
or near-by the insert interfaces, have no major contribution to
the GaAsSb insert PL emission. A small number of twin planes
(1–4) within the ZB GaAsSb inserts appear to have no effect
on the insert PL emission either. In fact, the most dominant
effects are imposed by the gradedSb concentration. The graded
concentration proﬁle reduces the effects of planar defects at
the interfaces on the GaAsSb PL emission. In previous reports
on the same type of heterostructured NWs [12, 14, 24], the
inﬂuence of ZB GaAs twins and 4H polytype segments on the
ZB GaAsSb PL emission was discussed as well, but assuming
a constant and uniform Sb concentration within the insert. For
instance, it was claimed that a ZBGaAs twin at the upper insert
interface induces a type II PL emission [12, 14, 24]. This claim
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is in line with the model proposed here as the twin at either
insert interface actually falls into the region with a graded Sb
concentration, and can even be pure ZB GaAs (close to an
interface with WZ GaAs), which results in type II transitions
as sketched in ﬁgure 7. No obvious PL features indicating the
presence of the 4H GaAs segment at the upper insert interface
were observed in this work. This is in agreement with the
theoretical predictions [35] and our previous observations [24].
The ground state PL emission energies (type I transitions,
see ﬁgures 6 and 7), obtained by ﬁtting with Lorentzian or
Lorentzian–Gaussian line shape functions, were further used
to determine the Sb concentrations in the inserts for all the
studied bare-core and core–shell NWs. An empirical model for
the low temperature bandgap of unstrained bulk GaAs1−xSbx,
according to Teissier et al [6], was used to determine the
Sb concentration x, from the GaAsSb insert ground state PL
emission energy. These results are presented in ﬁgure 8(a)
together with the corresponding values of the Sb concentration
obtained with the EDX point analysis. Figure 8(b) presents the
Sb concentration determined from the PL emission energy as
a function of the insert length (analogous to ﬁgure 2) and, for
comparison, it includes the three NWs studied by quantitative
HAADF STEM (section 3.1.3).
For average composition (12–16%), the Sb concentrations
determined with EDX point analysis, quantitative HAADF
STEM and calculated from the PL emission energies are fairly
in agreement, although there is a relatively large variation in
the EDX data. There is however a distinct difference in the
slopes of Sb concentration versus emission energy based on
EDX and PL, which could arise due to two reasons. At a low
Sb content (<10%), here especially pronounced for core–shell
NWs, the EDX underestimates the Sb content due to the poor
sensitivity. In addition, beam-broadening is expected to affect
the concentration values for the core–shell NWsmore severely,
since the probe spreads ﬁrst in theAlGaAs/GaAs shell-cap and
then reaches the GaAsSb insert. At high Sb content (>16%),
the unstrained PLmodel might no longer be valid due to strain.
The graph in ﬁgure 8(b) shows a trend similar to the one
in ﬁgure 2: the calculated Sb concentration increases with
increasing insert length, which is reﬂected in a decreasing
ZB GaAsSb PL emission energy (ﬁgure 8(a)). As observed
in ﬁgure 2, the inserts are generally shorter and the Sb
concentrations lower in the core–shell NWs compared to
the bare-core NWs. Here, however, the same trend between
the Sb concentrations and the insert lengths is present for
the core–shell NWs as well, which could not be concluded
based on the EDX point analysis only. Since both bare-core
and core–shell NWs with a wide range of Sb concentrations
(∼6–16%) display the same trend (ﬁgure 8(b)) and strain is
present in the inserts, we conclude that the additional strain
induced by the AlGaAs shell has no major effect on the ZB
GaAsSb insert PL emission energy for the Sb concentrations
studied in this work. In addition, this trend indicates that
the AlGaAs shell growth in the core–shell NWs induces no
observable decrease of the Sb concentration in the GaAsSb
inserts. Furthermore, if we assume that the insert length is an
indication of the Sb concentration, there is a good agreement of
the Sb concentrations calculated from the PL energy with the
(a)
(b)
Figure 8. (a) The Sb concentration determined from the PL
emission energy (all 29 PL-TEM NWs represented, blue symbols)
and by point EDX (17 of 29 PL-TEM NWs, as given in ﬁgure 2,
black symbols), as a function of the GaAsSb insert PL emission
energy for the bare-core (squares) and core–shell (stars) NWs.
(b) The Sb concentration determined from the GaAsSb insert PL
emission energy (blue symbols) for the 29 PL-TEM NWs presented
in (a) as a function of the insert length as determined by TEM. The
bare-core NWs studied by quantitative HAADF STEM (red squares)
are included for comparison.
ones determinedwith the quantitativeHAADF-STEMover the
Sb concentration range presented in this study (ﬁgure 8(b)).
It should be emphasized that the correlated µ-PL-TEM
approach can be used to estimate the Sb concentrations
for both bare-core and core–shell NWs. In contrast, the Sb
concentrations determined by EDX can be inaccurate for
the core–shell NWs with lower Sb concentration (<10%).
Presently, the quantitative HAADF STEM approach used here
for the bare-core NWs cannot be applied to the core–shell
NWs as we had no suitablemodel to account for the high-angle
electron scattering from theAlGaAs shell. TheHAADFSTEM
approach could neither be applied on NWs on 50 nm thick
SiN supports used for correlated µ-PL-TEM, as the relatively
thick support affects the overall image intensity and hence the
quantiﬁcation.
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Based on the presented structural, compositional and
optical characterization, we believe that the graded Sb sections
need to be considered as one of the main NW parameters
for optoelectronic performance optimization. At the lower
interface the graded section will depend on the applied Sb
ﬂux and the growth rate. However, an abrupt proﬁle is difﬁcult
to realize due to the required build-up of Sb in Au droplet.
For the upper interface the Sb proﬁle might become more
abrupt, and the defect density might be reduced further, by
a longer ﬂux interruption. For pure type I optical properties
the graded sections at both interfaces should have abrupt Sb
proﬁles. An advantage of the graded interfaces is that varying
defect distribution at the interfaces has less inﬂuence on the
optical properties of these heterostructured NWs.
4. Conclusions
In this work, the Sb concentration distribution within and
variation among the ZB GaAsSb inserts in WZ GaAs bare-
core and WZ GaAs/AlGaAs core–shell NWs grown by Au-
assisted MBE was investigated comparing three different
characterizationmethods: EDX analysis, quantitative HAADF
STEM and correlated µ-PL-TEM. A variation in the insert
lengths and Sb concentrations was observed especially for the
bare-core NWs. A trend of increasing Sb concentration with
increasing insert length was evident from the EDX results for
bare-core NWs, and from the correlated PL-TEM results for all
the NWs. This trend is due to a distribution of sizes of the Au
droplets, resulting in a variation in the NW (core) diameters
and consequently the growth rates. Furthermore, EDX and
quantitative HAADF STEM analyses conﬁrmed that there is
a region with a graded Sb concentration within the insert near
both insert interfaces. Quantitative HAADF STEM analysis
additionally indicated that there is a radial Sb concentration
gradient, with a lower Sb concentration towards the outer
surfaces, which is more pronounced for inserts with a higher
maximum Sb concentration. All these ﬁndings imply that the
Sb richest region is located axially near the center of the insert
and radially around the NW axis.
For bare-core NWs the quantitative HAADF STEM
analysis resulted in approximately equal Sb concentrations as
the quantiﬁcation by EDX point analysis for an average insert
length and composition (12–16%). The Sb concentrations
obtained from EDX and PL, based on an unstrained model,
were also in agreement for inserts with the average Sb
concentrations. However, for Sb concentrations x < 10% and
for the core–shell NWs, EDX underestimates the Sb content.
For higher Sb concentrations (x > 16%) quantiﬁcation by
unstrained PL model might be inaccurate due to strain.
The observed Sb concentration proﬁle along the insert
induces both type I and type II transitions within the ZB
GaAsSb insert. The type I transitions occur within the central
Sb-richest region of the insert and dominate in the insert-
related PL emission. The observed weak type II transitions
originate from recombination of holes in the valence band of
the central region of the insert and electrons in the conduction
band of the regions near the insert interfaces, due to the
decreasing Sb concentration towards the interfaces with the
WZ GaAs core. No pronounced inﬂuence of the structural
defects (SFs, 4H segment) in the adjacent WZ GaAs core on
the GaAsSb insert PL emission was found.
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Surface depletion of Sb during the growth of GaAsSb nanowires (NWs) and GaAs NWs
with GaAsSb inserts has been studied using quantitative high angular dark field scanning
transmission electron microscopy, employing a model for diffusion of Sb in the hexago-
nal NWs. GaAsSb NWs grown with Ga-assisted molecular beam epitaxy (MBE), and
GaAs/GaAsSb NWs grown with Ga- and Au-assisted MBE were investigated. At the high
temperatures employed in the NW growth, As-Sb exchange and diffusion of Sb towards
the the outer surface takes place, resulting in surface depletion of Sb in the GaAsSb NWs
and the GaAsSb inserts. In GaAsSb NWs, increasing surface depletion of Sb was observed
towards the bottom of the NW due to longer exposure to As containing process gas. In
GaAsSb inserts, increasing surface depletion of Sb was observed with increasing post-insert
axial GaAs growth time, resulting from a combined effect of radial GaAs overgrowth and
diffusion of Sb. The effect of growth temperature on the diffusion of Sb in the GaAsSb
inserts was identified.
I. INTRODUCTION
Planar lattice-mismatched III-V semiconduc-
tor heterostructures are widely studied and
applied for lasing, photodetector and energy
applications1. Strain can however affect the
growth control and functional properties of such
heterostructures. Lately, III-V semiconductor
nanowires (NWs) have gained a lot of attention
as an alternative to planar semiconductors for
similar applications2. NWs can overcome the
challenges and limitations caused by the lattice
mismatch due to strain relaxation at the free
surfaces3. Furthermore, the demand for active
material is reduced to less than one fifth of the
material compared to a planar device with the
same surface area4.
One of the interesting III-V systems is zinc
blende (ZB) GaAs1−ySby due to its widely tun-
a)Electronic mail: a.helvoort@ntnu.no
able bandgap (1.0 - 1.4 eV5) and the possibility
for both type I and type II band alignment with
GaAs6. Vapor-liquid-solid (VLS) growth of
GaAsSb NWs and GaAs/GaAsSb heterostruc-
tured NWs by molecular beam epitaxy (MBE)
using both Au-7,8 and Ga-assisted9,10 tech-
niques have been demonstrated earlier. To ob-
tain the desired band gap structure, the het-
erostructure should have an even, controllable
composition and abrupt interfaces. In previous
studies on axial GaAs1−ySby inserts in GaAs
NWs grown by MBE, concentration gradients
axially towards the interfaces with GaAs as well
as radially across the NW were observed11,12.
The axial concentration gradients are related
to a reservoir effect in the VLS growth pro-
cess13. The radial concentration gradient was
assumed to be caused by exchange between As
and Sb at the NW surface during the axial
growth after the insert, however this was not
addressed in further detail. Early studies on
MBE growth of planar GaAsSb demonstrate
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2that GaAsSb surfaces easily become depleted
from Sb under an As flux, especially at temper-
atures above 500◦C14–16. As NWs have a high
surface-to-volume ratio and the NW surface is
exposed to As flux at high temperatures, this
effect is expected to be very pronounced during
the growth of GaAsSb NWs and heterostruc-
tured GaAs/GaAsSb NWs. A lower Sb content
at the surface and an uneven radial Sb com-
position could affect the optical and electrical
properties of the NWs.
The As-Sb exchange process at the NW sur-
face will lead to diffusion and eventually surface
depletion of Sb. Isothermal diffusion in semi-
conductors is primarily driven by a concentra-
tion gradient. Here diffusion of Sb out of a NW
is considered. How the process is described de-
pends on the extent of the crystal from which
the diffusion takes place, and the extent of the
reservoir into which Sb diffuses. Assuming a
very large reservoir, i.e., an infinite sink for the
out-diffusing Sb, a semi-infinite crystal and one-
dimensional situation, the Sb concentration at a
distance z from an Sb source with concentration
C0 is given by
17
C(z, t) = C0erf
(
z
2
√
Dt
)
, (1)
where t is the duration of the diffusion process.
D is a temperature and material dependent dif-
fusion coefficient, defined as17
D = D0 exp (−Q/kBT ) , (2)
where D0 is a temperature independent fac-
tor, Q is the activation energy for atomic jump
mechanism, kB is the Boltzmann constant and
T is the temperature.
Here we have studied diffusion of Sb in
Ga-assisted GaAs1−ySby NWs and in axial
GaAs1−ySby inserts in both Ga- and Au-
assisted GaAs NWs using quantitative high-
angle annular dark field scanning transmission
electron microscopy (HAADF STEM). HAADF
STEM image intensity is dependent on the
atomic number and specimen thickness, and
quantitative HAADF STEM refers to quantifi-
cation of zone-axis image intensities by com-
parison with simulated intensities18,19. The
method has been successfully applied to compo-
sitional analysis of different planar heterostruc-
tured semiconductor systems20–22. Previously
the method has also been applied to com-
positional characterisation of heterostructured
NWs11, and variations in HAADF STEM inten-
sity profiles across the GaAs1−ySby inserts were
observed in this study. In the present work,
a concentration profile across the GaAs1−ySby
NW segment was modelled from the basis of
growth conditions and basic diffusion processes,
taking into account the hexagonal NW shape.
Using simulated HAADF STEM image inten-
sities for different thicknesses and Sb concen-
trations, this concentration profile was applied
to interpret the observed variations in experi-
mental HAADF STEM intensity profiles across
GaAs1−ySby NWs and GaAs1−ySby inserts.
II. MATERIALS AND METHODS
A. Nanowire growth
The NWs were grown with the vapor-liquid-
solid (VLS) technique in a Varial Gen II
Modular molecular beam epitaxy (MBE) sys-
tem. Altogether five different NW samples
were studied: one GaAsSb NW sample (batch
A), three samples of Ga-assisted GaAs/GaAsSb
NWs with a varying post-insert pure GaAs
growth time (batches B-D), and one Au-assisted
GaAs/GaAsSb NW sample (batch E). The sam-
ples and their growth details are described
in Table I and illustrated schematically in
Fig. 1(a). HAADF STEM image of a rep-
resentative NW from each batch is shown in
Fig. 1(b). The Ga-assisted NWs (batches A-D)
were grown on Si(111) substrates and the Au-
assisted NWs (batch E) on GaAs(111)B sub-
strates. For batches B-D, the pure GaAs part
below the insert has always ZB phase and above
the insert wurtzite (WZ) phase. For batch E,
the pure GaAs parts below and above the in-
sert have both WZ phase. The growth direction
was [111] for ZB GaAs(Sb) and [0001] for WZ
GaAs. The Ga flux was the same for each batch
and set to yield a growth rate of 0.7 monolay-
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3Table I. Growth details of the studied NW samples. For the widths (W ) and insert lengths (L), the range
observed among the studied NWs is presented.
Batch T [◦C] Growth procedure As flux [Torr] Sb flux [Torr] W insert/GaAs [nm] L insert [nm]
A 640 40min GaAsSb 4.3× 10−6 1.2× 10−6 172-193 –
B 620 20min GaAs/1min GaAsSb 4.2× 10−6 1.1× 10−6 88-91/70-74 109-118
C 620 20min GaAs/1min GaAsSb/5min GaAs 4.2× 10−6 1.1× 10−6 92-111/91-108 126-147
D 620 20min GaAs/1min GaAsSb/15min GaAs 4.2× 10−6 1.1× 10−6 86-134/85-131 135-156
E 540 17min GaAs/30s GaAsSb/17min GaAs 6.0× 10−6 0.6× 10−6 58-65/58-65 23-64
(a) (b)
A B C D E
ZB GaAs
A B C D E
WZ GaAs
Ga
droplet
Au
dropletZB GaAsSb
Figure 1. (a) Schematic NWs for the five different batches studied and (b) HAADF images of a represen-
tative NW from each batch. The scale bar is 100 nm in each image, and the double-headed arrows mark
the inserts.
ers per second. From each batch at least three
representative NWs were analysed with quan-
titative HAADF STEM and energy dispersive
spectroscopy (EDX). For more detailed descrip-
tions of the NW growth, see10 (batches B-D)
and7 (batch E).
B. Microscopy
For the TEM studies, the NWs were scraped
off the substrate with a diamond scraper, dis-
persed in isopropanol and transferred to a
graphene-coated Cu-grid (Graphene Laborato-
ries Inc.). The microscopy was performed on a
JEOL 2010F operated at 200 kV (Cs = 1 mm).
Images along the [110] axis for ZB GaAs(Sb)
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4([112¯0] for WZ GaAs) were recorded using a
probe-forming aperture semi-angle of 8.4 mrad,
a probe size of approximately 0.2 nm and a
dwell time of 38.8 µs. The ADF detector cov-
ered an angular range from 29 to 114 mrad. Ref-
erence high-resolution (HR) TEM images were
taken on a 2K Gatan UltraScan CCD camera.
EDX point scans were performed off the [110]
zone with a probe size of 1 nm for a live time
of 120 to 180 s, using a Si drift detector (Ox-
ford Instruments, solid angle 0.23 sr). The EDX
data on the ZB GaAsSb inserts was quanti-
fied manually using the Cliff-Lorimer23 method
when a ZB GaAs reference area was available
(batches B-D). Otherwise quantification by the
EDX software (Oxford Instruments INCA) was
used.
C. Image simulations and intensity normalization
HAADF STEM image simulations for WZ
GaAs in the [0001] orientation and ZB
GaAs1−ySby in the [110] orientation for differ-
ent Sb concentrations y were performed with
the STEMsim software24, based on the frozen-
lattice multislice method. Static atomic dis-
placements (SAD)25 as well as the increase in
the unit cell size and the Debye-Waller factor of
Ga due to the change in composition were taken
into account in the simulations. Using sim-
ulated intensities for different thicknesses and
Sb concentrations y, a matrix for intensity as
a function of concentration and thickness (CT-
matrix) was constructed with cubic interpola-
tion. In order to compare experimental and
simulated image intensities, the experimental
images were normalized to the incident beam
intensity using a detector scan image according
to Rosenauer et al.19. For more details on the
simulations and intensity normalization, see11.
The quantification can additionally be made
more robust by comparing the experimental and
simulated intensities relative to pure GaAs in-
tensity (I/IGaAs) instead of the absolute val-
ues19,21,25. This mitigates errors associated
with for instance the measurement of thickness.
In the present study this was possible for NWs
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Figure 2. Simulated HAADF STEM intensity as
a function of Sb concentration and thickness (CT-
matrix) relative to the pure GaAs intensity (IGaAs).
with GaAsSb inserts (batches B-E), where a
pure GaAs area was available in the same im-
age. The reference GaAs intensity was taken
from the central part of the NW, where thick-
ness is constant. If there was a thickness dif-
ference between the insert and the pure GaAs
segment, IGaAs was extrapolated to a value cor-
responding to the thickness of the insert. The
NW thickness was determined from the pro-
jected width in TEM images. For the simu-
lated intensities, simulated IGaAs at the respec-
tive thickness was used for calculating I/IGaAs.
Fig. 2 shows the simulated intensity as a func-
tion of Sb concentration and thickness relative
to IGaAs.
D. Modelled HAADF STEM intensity profiles
considering diffusion
To study the radial Sb distribution, experi-
mental HAADF intensity profiles taken across
the NWs were compared with simulated pro-
files. For the pure WZ and ZB GaAs parts, the
experimental intensity profile is nearly always
in a good agreement with the simulated pro-
file (see11), confirming that the thickness pro-
file for the hexagonal NWs is modelled correctly
and that the normalized experimental intensi-
ties correspond to the simulated intensities. In
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5the present study the cross-sectional intensity
profile for pure GaAs was always verified for
batches B-E.
For the GaAsSb segments, the experimen-
tal cross-sectional intensity profile often devi-
ates from a simulated profile assuming a radi-
ally uniform Sb distribution11,12. Here the ob-
served intensity profiles were modelled employ-
ing concentration profiles considering diffusion
in the hexagonal NWs. First, based on the NW
dimensions (Fig. 3(a)) and growth parameters,
a profile for average concentration C¯(x, t) was
obtained by integrating C(z, t) (Eq. (1)) over
the NW thickness for each position x across the
NW. In figure 3(b), C(z, t) is plotted for po-
sition x = 0, for different values of diffusion
time, t. Diffusion takes place perpendicularly
to the NW surface, however at the sides the
surface is not perpendicular but at an angle of
30◦ with respect to the incident beam direction.
Hence in these regions, the electron beam sees a
slightly elongated diffusion profile. To take this
into account, a geometrical correction factor of
sin 30◦ = 1/2 was included in Eq. (1) when in-
tegrating over these regions. Hence the average
concentration C¯(x, t) for point x across the NW
becomes
C¯(x, t) =
1
L cos 30
∫ L
0
C(z, t)dz
=
C0
L cos 30
[∫ z∗
0
erf
(
z
2
√
Dt
)
dz
+
∫ L
z∗
erf
(
z
4
√
Dt
)
dz
]
,
(3)
where L is half of the NW width as indicated
in Fig. 3(a). Since the NW is cylindrically sym-
metric, the average concentration calculated for
the upper-right quarter represents the average
intensity over the NW thickness at the right
side, and the profile can be mirror-inverted to
obtain the profile at the left side. From the ba-
sis of the resulting concentration profile C¯(x, t)
and the known thickness profile of the NW, a
modelled HAADF STEM intensity profile was
constructed using the CT-matrix (Fig. 2). The
maximum concentration C0 was found by fitting
the modelled intensity profile with the experi-
mental profile at evenly thick the central part of
the NW. Simulated intensity profiles assuming
a homogeneous Sb distribution across the NW
and an Sb concentration based on the experi-
mental intensity at the central part of the NW
not taking diffusion into account, are included
in the plots for the cross-sectional intensity pro-
files for comparison.
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Figure 3. (a) Schematic of a hexagonal NW cross-
section with the dimensions indicated (the dotted
lines are contours of constant concentration) and
(b) a plot for C(z, t) (Eq. (1)), assuming C0 = 30%
and T = 640◦C (corresponding to batch A), for
different values of t.
Here, diffusion of Sb in GaAsSb is studied,
assuming equal amount of outward diffusion of
Sb and inward diffusion of As. Hence for the
diffusion parameter D, an average value of the
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6self-diffusion parameters of As in GaAs and
Sb in GaSb was used. Values of D0 and Q
employed for calculating D (Eq. (2)) for self-
diffusion of Sb in GaSb are D0 = 3.4 · 1018
nm2/s−1 and Q = 3.45 eV26. The respective
values for As in GaAs are D0 = 7 · 1013 nm2/s−1
and Q = 3.2 eV26.
III. RESULTS AND DISCUSSION
A. GaAsSb nanowires
In GaAsSb NWs, an increasing Sb concen-
tration towards the tip of the NW was observed
by both quantitative HAADF STEM and EDX
point analysis. The increase in concentration
was strongest in the first two thirds of the NW,
and flattened out in the upper part based on
EDX point scans along the different NWs. As
the growth conditions were not changed, it was
suggested that this concentration gradient oc-
curs due to out-diffusion of Sb during the NW
growth.
Cross-sectional intensity profiles from the
three areas indicated in Fig. 4(a) are presented
in Figs. 4(b), (d) and (f). A trend for increasing
deviation of the experimental profile (solid blue
line) from the simulated profile assuming homo-
geneous Sb distribution (black dashed line) is
observed when moving from the tip to the bot-
tom of the NW: the region with even intensity
at the central part of the experimental intensity
profile becomes narrower towards the bottom of
the NW. To each experimental intensity profile,
a modelled intensity profile considering diffu-
sion as explained in section II D is fitted (red
dashed line). The corresponding profiles for av-
erage Sb concentration across the NW based on
Eq. (3), employed in generating the modelled in-
tensity profiles, are shown in Figs. 4(c), (e) and
(g). Diffusion times t of 4, 20 and 40 min were
assumed for the tip, middle and bottom part,
respectively. These values were estimated con-
sidering the position along the NW and the to-
tal growth time, assuming an even growth rate.
The modelled intensity profiles considering dif-
fusion are in good agreement with the experi-
mental profiles for the middle and the bottom
parts. For the tip, the modelled intensity pro-
file overestimates the experimental profile at the
sides. A good agreement was obtained assuming
t = 10 min, which suggests that further diffu-
sion takes place after the NW growth. Right
below the the droplet an experimental inten-
sity profile agreeing with the simulated profile
assuming homogeneous Sb distribution was ob-
tained. The overall intensity was however lower
in that region, indicating that this segment had
grown after switching off the gas fluxes, fuelled
by the droplet constituents.
Based on the HAADF STEM intensity at the
central part, assuming a homogeneous Sb distri-
bution throughout the NW, Sb concentrations
of 23%, 21% and 19% were determined for tip,
middle and bottom, respectively, as is indicated
in Figs. 4(b), (d) and (f). By EDX, concen-
trations of 28%, 26% and 20% were measured,
respectively. According to the diffusion model
(Eq. (3)), however, a maximum concentration
C0 of 26% for the central part of the NW was
estimated at each point – tip, middle and bot-
tom – for the NW presented in Fig. 4, as is
indicated in the plots. This was observed with
other NWs from this batch as well. This sug-
gests that Sb is only depleted from the surface,
and the concentration in the NW centre remains
unchanged. The Sb concentration values ob-
tained with the different approaches including
all the studied NWs are summarized in Table II.
The results indicate that diffusion of Sb
towards the NW surface takes place during
the growth, when the surface is exposed to
the processing gases. Diffusion results in a
varying cross-sectional Sb concentration profile,
and consequently in a varying cross-sectional
HAADF STEM intensity profile along the NW.
The observed diffusion effect is probably the
reason for the variation in Sb concentration
along these NWs. The concentration variation
could also be due to variation in growth rate
or temperature during the growth, although we
do not expect that these factors would induce
such distinct variation as is observed here. The
good agreement obtained between the modelled
and experimental HAADF STEM intensity pro-
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Figure 4. (a) HAADF STEM image of a GaAsSb
NW (batch A) and experimental, simulated and
modelled HAADF STEM intensity profiles across
the NW at the different areas indicated in (a): (b)
tip, (d) middle and (f) bottom. (c), (e) and (g)
present the corresponding profiles for average Sb
concentration, C¯(x, t), according to Eq. (3), em-
ployed in constructing the modelled intensity pro-
files (red dashed lines in (b), (d) and (f), respec-
tively).
files in Fig. 4 supports the hypothesis that the
concentration variation results from diffusion.
GaAsSb is intrinsically p-type due to Sb va-
cancies. If Sb diffuses out of the NW surface
during the growth as the above results sug-
gest, this might yield an increase in Sb vacan-
cies, i.e., an increased hole density, and hence
higher conductivity towards the bottom of the
NW. The diffusion coefficient for Sb in GaSb is
significantly higher than for As in GaAs (0.31
nm2/s−1 as opposed to 1.5 · 10−4 nm2/s−1 at
T = 640◦C); hence the outward diffusion of Sb
is probably stronger than inward diffusion of As
and not all the Sb vacancies are replaced by
As. One way to reduce radial diffusion of Sb
during the NW growth could be to use a lower
growth temperature, as is used for instance in
the growth of Au-assisted GaAsSb NWs8.
B. Ga-assisted nanowires with inserts
When GaAs NWs with GaAsSb inserts are
grown, the insert is exposed to As gas during the
growth of the upper GaAs segment. Figs. 5(a),
(b) and (d) present experimental, simulated and
modelled cross-sectional intensity profiles for
GaAsSb inserts in Ga-assisted GaAs NWs from
batches B, C and D, respectively. The experi-
mental intensity profiles were taken over ∼ 5 nm
wide regions approximately in the middle of the
insert, where the Sb concentration was the high-
est. For batch B, with no GaAs segment grown
after the insert, only a simulated intensity pro-
file assuming a homogeneous Sb distribution is
included (Fig. 5(a)). This profile fits the exper-
imental intensity profile well, indicating that a
homogeneous Sb distribution is present directly
after the insert growth.
For batches C and D, the simulated inten-
sity profiles assuming a homogeneous Sb distri-
bution overestimate the experimental intensity
profiles especially at the sides, where thickness
is changing (Figs. 5(b) and (d)). This is partic-
ularly pronounced in the case of batch D, with
the longer post-insert pure GaAs growth time.
In this case it was however observed that diffu-
sion according to Eq. (1) could not explain the
observed cross-sectional HAADF STEM profiles
at the inserts, but an overgrown GaAs layer
is present as well. In this case, the primary
sink for the out-diffusing Sb is the formed GaAs
shell, which is finite. To be able to model the
diffusion for this case, following assumptions
were made: (i) GaAs shell is formed instanta-
neously on the insert after the insert growth,
and (ii) at the formed core-shell interface, in-
ward diffusion of As and outward diffusion of
Sb are equal, such that the Sb concentration
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Figure 5. Experimental, simulated and modelled
cross-sectional HAADF STEM intensity profiles at
the insert for NWs from batch (a) B, (b) C and (d)
D. Figures (c) and (e) present the corresponding
profiles for average Sb concentration, C¯shell(x, t),
according to Eq. (5), employed in constructing the
modelled intensity profiles (red dashed line) in fig-
ures (b) and (d), respectively.
at the interface is 1/2C0. Under these assump-
tions, the concentration at a distance z from an
Sb source with concentration C0 is
Cshell(z, t) =
1
2
C0erfc
(
− z
2
√
Dt
)
. (4)
In Fig. 6(b), Cshell(z, t) is plotted for position
x = 0, for different t and T corresponding
to the values used in batches C-E. The aver-
age concentration for point x across the NW,
C¯shell(x, t), integrated over the NW thickness
(see Fig. 6(a)), then becomes
C¯shell(x, t) =
1
L cos 30
∫ L−S
−S
Cshell(z, t)dz
=
C0
2L cos 30
[∫ z∗
−S
erfc
(
− z
2
√
Dt
)
dz
+
∫ L−S
z∗
erfc
(
− z
4
√
Dt
)
dz
]
,
(5)
where S is the thickness of the GaAs overgrowth
as indicated in Fig. 6(a). In this case, both
C0 and S were varied to obtain a fit with the
experimental HAADF STEM intensity profiles.
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Figure 6. (a) Schematic of a hexagonal NW cross-
section with GaAs overgrowth of thickness S, and
(b) Cshell(z, t) according to Eq. (4) assuming C0 =
30% and S = 20 nm, for different t and T corre-
sponding to the values used in batches C-E.
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9With intensity profiles modelled using con-
centration profiles based on Eq. (5) (red dashed
line in Figs. 5(b) and (d)), good agreement with
the experimental profiles is obtained. The cor-
responding profiles for average Sb concentration
are presented in Figs. 5(c) and (e). In the case
of the NW from batch D, a relatively thick shell
(S = 20.3 nm) had to be included to model the
experimental intensity profile, however this NW
was a particularly thick one from this batch.
From Figs. 5(c) and (e) it can further be seen,
that because of redistribution of Sb by diffu-
sion, there is no distinct GaAs shell, and the
concentration profile is fairly smooth (see also
Fig. 6(b)). Moreover, according to this model,
Sb concentration is not 0 at the surfaces.
The Sb concentration based on quantitative
HAADF STEM, assuming a homogeneous Sb
distribution, was 19%, 20% and 20% for the
NWs included in Fig. 5 from batch B, C, and
D, respectively. With EDX, Sb concentrations
of 24%, 36% and 35% were measured at the in-
serts for these three NWs, respectively. With
the diffusion model, maximum concentrations
C0 of 24% and 30% were estimated for the NWs
from batch C and D, respectively. The concen-
trations obtained with the different approaches
considering all the studied NWs are summarized
in table II. Since the inserts in batches B-D were
grown under similar conditions, one would as-
sume that the initial maximum Sb concentra-
tion, C0, would be similar for these batches.
The increase in Sb concentration from batch B
to C can be explained with that when contin-
uing the GaAs growth after insert, surplus Sb
available in the Ga droplet gets incorporated to
the insert12. From batch C to D however, there
is no more Sb available to be incorporated to
the insert. It might hence be that the diffusion
model overestimates C0 in the case of a high
S. Furthermore, in batch D there was generally
more variation in the NW dimensions and in the
determined Sb concentrations than in batches
C and B (see Tables I and II). This is probably
related to the longer growth time employed in
batch D.
We have additionally observed that anneal-
ing NWs with inserts under As-flux (4.2× 10−6
Table II. Sb concentrations determined with the dif-
ferent approaches along the NW for batch A and at
the middle of the insert for batches B-E (the num-
ber of NWs considered is given in parentheses).
Batch Q. STEM, average Q. STEM, C0 EDX
A(3) tip 23-31% 26-37% 20-28%
middle 21-30% 26-37% 17-26%
bottom 19-28% 26-37% 12-20%
B(3) 19-20% – 24-37%
C(3) 20-22% 24-25% 28-36%
D(4) 20-22% 27-38% 18-35%
E(3) 6-14% 10-28% 2-14%
Torr) leads to reduction of the NW diameter
at the insert. This etching effect could hap-
pen parallel to the radial GaAs overgrowth in
the present case. Once there is a GaAs barrier
formed, the etching process stops and diffusion
results in a redistribution of Sb to the overgrown
GaAs layer. The GaAs overgrowth is formed
at the beginning of the upper GaAs segment
growth: the rate of radial overgrowth on the in-
sert reduces once even thickness along the NW
is established. Indeed, strong anti-tapering can
be seen in the NW from batch B (Fig. 1(b)),
and still some towards the bottom of the NW
from batch C, whereas the NW from batch D
has an even thickness along the whole NW.
The observed variation in the radial concen-
tration profile with post-insert GaAs growth im-
plies for instance that it will be challenging to
grow multiple GaAsSb inserts in GaAs NWs10
with the same radial Sb concentration profiles
and hence optoelectronic properties. Other, im-
proved growth strategies for heterostructured
GaAs/GaAsSb NWs are required if decrease in
concentration towards the outer surfaces is to
be avoided.
C. Au-assisted nanowires with inserts
Intensity profiles at the insert for three NWs
from batch E are presented in Figs. 7(a), (c)
and (e). The corresponding profiles for av-
erage Sb concentration based on Eq. (5) are
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shown in Figs. 7(b), (d) and (f).27 These NWs
have average Sb concentrations of 6%, 14% and
13% based on quantitative STEM, assuming
a homogeneous Sb distribution, and 2%, 12%
and 14%, respectively, based on EDX. With
the diffusion model, maximum Sb concentra-
tions C0 of 9%, 23% and 28% at the insert
centre were estimated for the three NWs, re-
spectively. The variation in Sb concentration
among these NWs, despite the similar post-
insert GaAs growth time, is related to variation
in the Au seed particle size, resulting in a varia-
tion in growth rates and consequently in insert
lengths12 (see Table I). Furthermore, the exper-
imental intensity profiles of these three NWs are
very different. The experimental intensity pro-
file in Fig. 7(a), for the NW with the lowest
Sb concentration, is fairly similar to the simu-
lated profile assuming a homogeneous Sb distri-
bution. This is not the case for the experimen-
tal intensity profiles in Figs. 7(c) and (e), which
display prominent variations.
As the growth temperature was substantially
lower, with these NWs diffusion is less pro-
nounced and a distinct GaAs shell is present in
the average concentration profiles in Figs. 7(b),
(d) and (f) (see also Fig. 6(b)). This is reflected
in the intensity variations present in the experi-
mental intensity profiles at the sides. The mod-
elled intensity profiles reflect these variations
and are in a surprisingly good agreement with
the experimental profiles, especially for the NW
in Fig. 7(e). This batch is hence a further proof
for the presence of GaAs overgrowth, and a veri-
fication for that Eq. (4) describes the redistribu-
tion of Sb in these cases well. The thickness of
the overgrowth, S, is fairly similar for the three
NWs presented in Fig. 7, as is the width of these
NWs. The slightly higher S employed for the
NW in Fig. 7(e) might have resulted in an over-
estimation of C0 in that particular case. On
the other hand, thicker GaAs overgrowth could
explain why the experimental intensity profile
in Fig. 7(e) is so different from the profile in
Fig. 7(c).
If the GaAsSb insert is constrained by a GaAs
shell, this will induce strain to the insert. This is
probably the reason to the strong intensity vari-
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Figure 7. (a), (c) and (e): Experimental, simulated
and modelled cross-sectional HAADF STEM inten-
sity profiles at the insert for three NWs from batch
E. (b), (d) and (f): The corresponding profiles for
average Sb concentration, C¯shell(x, t), according to
Eq. (5), employed in constructing the modelled in-
tensity profiles (red dashed line) in (a), (c) and (e),
respectively.
ations present at the evenly thick central region
in the intensity profiles of Au-assisted NWs, in
particular in the NWs presented in Figs. 7(c)
and (e), with higher Sb concentrations. In ad-
dition, in Au-assisted growth the size of the Au
particle is fixed and might hinder the expan-
sion of the insert during its growth. In Ga-
assisted growth, the Ga-particle can reshape10
and the insert is able to expand to compensate
for the increase in the lattice parameter with
the increased Sb content. Furthermore, in Ga-
assisted NWs the insert does not exhibit a clear
core-shell structure due to the redistribution of
Sb by diffusion as was discussed in the previous
section. This can explain the absence of strain
contrast, and accordingly the relatively smooth
HAADF STEM intensity profiles in Figs. 5(a),
96
11
(b) and (d), despite the higher apparent Sb con-
centration in the inserts of Ga-assisted NWs.
Please note that strain could be an additional
driving force for outward diffusion of Sb. This
has not been taken into account in the present
study.
If the NW insert has a surface layer de-
pleted of Sb due to radial GaAs overgrowth
and/or out-diffusion of Sb as the above anal-
ysis suggests, this will affect the optical prop-
erties of the NWs. With Au-assisted insert
NWs in particular, a relatively high photolu-
minescence (PL) signal is generally obtained at
the insert despite the absence of a passivat-
ing AlGaAs shell7,12. This could be explained
with the presence of the relatively thick over-
grown GaAs layer, which would similarly to Al-
GaAs passivate GaAsSb surface states due to
the higher band gap of GaAs. This effect is
probably smaller in Ga-assisted NWs as upon
further post-insert GaAs growth the GaAs layer
and its passivating effects are reduced due to
diffusion of Sb into the overgrown GaAs layer.
On the other hand thick GaAs overgrowth as
observed with the Au-assisted insert NWs will
make electrical contacting of the GaAsSb insert
more challenging.
D. The effect of the Sb depleted layer on the
concentration determination
In the present study, an average Sb concentra-
tion in GaAs1−ySby NWs and GaAs1−ySby in-
serts was determined from the basis of HAADF
STEM intensities, assuming a homogeneous Sb
distribution throughout the NW. The maxi-
mum concentration C0 in the NW centre was es-
timated assuming a concentration profile across
the NW based on Eqs. (3) (GaAsSb NWs)
and (5) (inserts). It is however not clear how
well the estimated C0 corresponds to the actual
Sb concentration in the NW centre, and how
does the variation in concentration in the elec-
tron beam direction affect the HAADF STEM
intensity quantification, and accordingly the de-
termination of the average Sb concentration.
To study these concerns, initial simulations
were carried out, employing a concentration
profile considering diffusion in the incident
beam direction with values for C0 of 28% and
30% in the centre. The simulated HAADF
STEM intensities as a function of thickness were
relatively similar with the intensities for a ho-
mogeneous Sb concentration of 21% across the
thickness. According to these results the av-
erage Sb concentration based on quantitative
HAADF STEM, assuming a homogeneous Sb
distribution, is 0.25-0.30 times lower than the
maximum value in the centre. In this initial
simulation however, no overgrown shell was con-
sidered. Furthermore, the standard deviation
for the average simulated intensities was high,
despite the high number of iterations (over 30
for each compositional configuration). Hence
the results should be treated with caution, and
a more detailed study is needed considering the
different cases predicted by the diffusion models
presented here. Experimentally, for batch B-D
it was observed that the average Sb concentra-
tion based on quantitative HAADF STEM was
similar for all the studied NWs, independent of
the presence of depletion of Sb at the surface.
On the other hand the value for the estimated
C0 varied a lot, especially for batches D and E.
As a reference, EDX point spectra were ac-
quired for all the studied NWs. For Ga-assisted
NWs with inserts (batches B-D), the values
based on EDX generally exceeded the average
Sb concentration values based on quantitative
HAADF STEM (assuming a homogeneous Sb
distribution), which are as above stated likely
underestimated. This deviation was present
also for NWs from batch B, which should not
have a surface layer depleted of Sb. For the Au-
assisted NWs presented here with the higher Sb
concentration (Figs. 7(c) and (e)), the average
Sb concentration values based on quantitative
HAADF STEM and EDX were similar, despite
the thick overgrown GaAs shell. In a previous
study on the same system12, concentrations de-
termined by quantitative HAADF STEM, EDX
and photoluminescence (PL) were in agreement
for Sb concentrations in the same range (10-
16%). However, for higher average Sb concen-
trations (>16% as determined by EDX), similar
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deviation was observed as in the present study
with Ga-assisted GaAs/GaAsSb NWs.
For some individual NWs, such as the batch
D NW presented in section III B, the concentra-
tion determined by EDX was relatively well in
agreement with the C0 based on the diffusion
model. The variation in the concentration val-
ues obtained with EDX was however very large
(see Table II). Measuring the same GaAsSb in-
sert of a NW from batch C gave values for the Sb
concentration varying from 13 up to 28% when
orientation relative to the electron beam or to
the EDX detector was altered. EDX quantifi-
cation is based on the assumption of a homoge-
neous composition within the excited area and
a planar geometry, and NWs are hence not an
ideal system to be studied by EDX. Further-
more, for a compound system as GaAs, orien-
tation dependent absorption will also affect the
EDX result, especially at orientations close to
[110] zone axis29.
In addition to the large variations in the mea-
sured Sb concentration, with EDX it is not
possible to detect small changes in radial Sb
distribution as was done here with quantita-
tive HAADF STEM. Especially at the sides
of the NWs, the variation in thickness domi-
nates the EDX signal, and variations in com-
position cannot be detected. We therefore con-
clude that quantitative HAADF STEM is su-
perior to EDX, when high sensitivity and high
spatial resolution are required. Refinements in
the HAADF STEM image simulations are how-
ever needed to better understand the effect of
a varying Sb concentration profile in the beam
direction into the concentration determination.
IV. CONCLUSIONS
Using a detailed quantitative analysis of
HAADF STEM image intensities considering
diffusion mechanisms, this study has shown that
an uneven radial Sb distribution develops dur-
ing the growth of GaAsSb NWs and GaAsSb
inserts within GaAs NWs. The NW surface be-
comes depleted of Sb due to As-Sb exchange
at and Sb diffusion towards the NW surface.
In Ga-assisted GaAsSb NWs, increasing sur-
face depletion of Sb was observed towards the
bottom of the NW due to longer exposure to
As containing process gas. In Ga-assisted NWs
with GaAsSb inserts, increasing surface deple-
tion was observed with increased post-insert
pure GaAs growth time.
At the GaAsSb inserts, radial overgrowth of
GaAs was identified in addition to diffusion of
Sb. In Ga-assisted NWs, diffusion resulted in
redistribution of Sb to the GaAs overgrowth
and a smooth concentration profile across the
insert. In Au-assisted NWs, grown at a lower
temperature, the contribution of diffusion was
small and the concentration profile across the
insert displayed an abrupt transition from the
GaAsSb core-region to the GaAs overgrowth.
The radial Sb concentration variations cause
a radial variation in the band gap, thereby af-
fecting the optoelectronic properties of these
NWs. These variations should hence be consid-
ered in further growth optimisation of GaAsSb
NWs and GaAs NWs with GaAsSb inserts.
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We demonstrate a method for compositional mapping of AlxGa1−xAs heterostructures with high accuracy
and unit cell spatial resolution using quantitative high angle annular dark field scanning transmission electron
microscopy (HAADF STEM). The method is low dose relative to spectroscopic methods, and insensitive to
the effective source size and higher order lens aberrations. We apply the method to study the spatial variation
in Al concentration in cross-sectioned GaAs/AlGaAs core-shell nanowires and quantify the concentration in
the Al-rich radial band and the AlGaAs shell segments.
GaAs/AlGaAs heterostructures in quantum wells and
more recently in nanowires (NWs) are technologically
important for optoelectronic applications, such as high-
frequency lasers1 and efficient light emitting diodes2.
Compositional variations in the AlGaAs barrier or at
the interfaces within the heterostructures will modify
the band gap and carrier concentration and thereby af-
fect the optical properties of these heterostructures3–6.
Hence accurate methods for characterizing the composi-
tion with high spatial resolution are needed. Aberration
corrected high-angle annular dark field scanning trans-
mission electron microscopy (HAADF STEM) can image
nanostructures down to the atomic scale with the image
intensity sensitive to the atomic number and specimen
thickness7,8. With appropriate characterization of the
incident electron wave field and the ADF detector re-
sponse and angular range, the measured HAADF STEM
image intensities can be compared quantitatively, on an
absolute scale, with simulated intensities9–12. If all rele-
vant experimental parameters are measured and included
in the simulations, quantitative information such as the
sample thickness9,12 and chemical composition10,13,14 can
be extracted in simple circumstances. This provides an
alternative approach to energy dispersive X-ray (EDX)
or electron energy loss spectroscopy (EELS) mapping for
compositional analysis. The approach offers a high spa-
tial resolution with a lower radiation dose and potentially
higher sensitivity and accuracy. For a given spatial res-
olution, the dwell time and hence radiation dose, is at
least two orders of magnitude less than for an EELS or
EDX chemical map. Furthermore, in EELS low energy
edges, such as Al L2,3, are dominated by background sig-
nal and hence difficult to detect and quantify. In EDX,
a)Electronic mail: joanne.etheridge@monash.edu
the effective resolution can be limited by the large sam-
pled volume.
Here we demonstrate a method for compositional anal-
ysis of AlxGa1−xAs by quantitative HAADF STEM
and apply it to complex core-shell NW heterostructures.
The negligible strain, which might otherwise affect the
HAADF STEM intensity15,16, and the relatively large
difference in the atomic number between Ga and Al,
render GaAs/AlGaAs particularly amenable to compo-
sitional analysis by quantitative HAADF STEM. Nev-
ertheless, a compositional analysis of the AlGaAs sys-
tem from ADF STEM images has only been attempted
once13. Since this pioneering study, there have been sig-
nificant advances in STEM electron-optics17,18, as well
as in the methods for quantitative analysis of STEM im-
ages9–12,19–21. GaAs/AlGaAs core-shell structured NWs
and the peculiar compositional variations in the AlGaAs
shell have received wide attention lately5,22–24. In those
studies, the compositional characterisation was based on
qualitative interpretation of HAADF STEM images and
EDX. The present study demonstrates that quantitative
HAADF STEM can give higher resolution compositional
information in AlGaAs than obtained previously.
The GaAs NWs were grown with the vapour-liquid-
solid (VLS) growth mechanism on a Si(111) substrate
using Ga-assisted molecular beam epitaxy (MBE). The
growth direction for zinc blende (ZB) GaAs was 〈111〉,
the growth time 35 min and the growth temperature
620◦C25. Core growth was terminated by stopping the
Ga flux and consuming the Ga droplet by As flux. Sub-
sequently, the AlGaAs shell was grown by vapour-solid
(VS) mechanism on the {110} core facets for 30 min at
a temperature of 460◦C. The nominal Al content was
50% based on planar growth calibration. Lastly, a GaAs
cap was grown on the shell facets by VS growth for 20
min to prevent oxidation of the AlGaAs shell. The cross-
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2sectional TEM specimens were prepared by embedding
NWs on the substrate into epoxy resin and microtoming
thin slices perpendicular to the NW growth direction26
(Fig. 1(a)). TEM characterization of entire NWs showed
that these NWs have a high density of stacking faults
and twin planes in the upper third of the NWs, and few
crystal defects in the bottom two thirds of the NW. We
assume that the cross-section studied here (Fig. 1(b)) is
from the bottom two thirds. For high-resolution HAADF
STEM characterization, the specimens were investigated
with a FEI Titan3 80-300 Schottky field emission gun
transmission electron microscope fitted with both probe
and image aberration correctors (CEOS GmbH) and op-
erated at 300 kV. The probe convergence semi-angle was
set to 16.2 mrad (100 µm condenser lens aperture) with
spot size number 9. A Fischione Instruments 3000 ADF
detector spanning an angular range from 46 mrad to ap-
proximately 200 mrad was used. For low magnification
TEM characterisation and EDX, the sample was studied
with a JEOL 2010F operated at 200 kV (Cs = 1 mm,
probe size ∼1 nm), equipped with a Si drift detector for
EDX (Oxford Instruments, solid angle 0.23 srad).
(a) (b)
GaAs
core
AlGaAs
shell
GaAs cap
Al-rich
bands
Figure 1. (a) Low-magnification HAADF STEM image of sev-
eral NW cross-sections and (b) a close-up image of the cross-
section encircled in (a) perpendicular to the 〈111〉 growth di-
rection, showing the light GaAs core and cap, the AlGaAs
shells (darker) plus the radial Al-rich bands (dark) parallel to
the 〈112〉 directions. (The drop in intensity in the right hand
region is due to change in local crystal tilt.)
In order to extract quantitative chemical informa-
tion, the recorded experimental HAADF STEM images
were compared with the simulated images using a GPU-
enhanced frozen-phonon multislice code which includes
multiple elastic scattering and multiple thermal diffuse
scattering assuming the Einstein model27. The experi-
mental images are put on an absolute scale by normaliz-
ing the image intensity against the total incident beam in-
tensity according to Inorm = (Iraw−Idark)/(Idet−Idark),
where Inorm is the normalized image intensity, Iraw the
raw image intensity, Idark the dark current of the de-
tector, and Idet is the average detector response towards
the total incident beam intensity28. Idet is determined
by scanning the incident beam over the whole detector
in real space in the absence of a specimen12,28,29. In or-
der to avoid saturating and potential damage to the de-
tector during the scan, a smaller condenser lens aperture
(30 µm) was used to form a relatively low intensity beam,
but keeping the gain and offset settings the same. The
intensity difference between the two probes applied for
imaging and detector scan, formed with different con-
denser lens aperture sizes, was calibrated with a CCD
camera, and taken into account in the image normaliza-
tion. Care was taken to distinguish the active area of
the detector from the physical size of the annulus and to
calibrate each accordingly.
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Figure 2. (a) Simulated HAADF STEM intensity normalized
to the GaAs intensity (I/IGaAs) as a function of thickness
and Al concentration and (b) I/IGaAs as a function of Al
concentration for different thicknesses.
The image simulations for ZB AlxGa1−xAs in [111] ori-
entation were performed with a supercell of 27.7×32.0 A˚
(2× 4 unit cells) sampled in an array of 1024× 1024 pix-
els. This gave a maximum scattering angle of 210 mrad
for 300 keV electrons considering symmetrical bandwidth
limiting. Image intensities were calculated for Al concen-
trations x from 0 to 100 % with a step of 10 %, up to
a thickness of 80 nm with a step of 2 nm. The slight
change in the unit cell size and the Debye-Waller fac-
tor of As due to the change in composition were taken
into account using linear interpolation. Using simulated
intensities averaged over the supercell for different thick-
nesses and Al concentrations, a matrix for intensity as
a function of thickness and Al concentration (CT ma-
trix, Fig. 2(a)) was constructed with cubic interpolation.
The simulated and normalized experimental intensities
were compared using the intensity ratio I/IGaAs, where
I is the intensity of AlGaAs and IGaAs is the intensity of
pure GaAs at the same thickness. This mitigates errors
associated with the measurement of thickness and not
taking into account the angular dependence of the detec-
tor response30. For the normalized experimental images,
IGaAs was taken from the nearby GaAs core region. The
specimen thickness (75 nm) was also determined from the
experimental IGaAs by comparison with simulated inten-
sities. From the simulated data in Fig. 2(a) it can be seen
that I/IGaAs is almost constant as a function of thickness
for a given Al concentration for thicknesses above 30 nm.
In Fig. 2(b) the simulated I/IGaAs is plotted as a function
of Al concentration for different thicknesses, demonstrat-
ing that I/IGaAs decreases linearly as a function of Al
concentration in the relevant thickness range. The sim-
ulations hence confirm that the GaAs/AlGaAs system is
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3Figure 3. (a) High-resolution HAADF STEM image of the upper left corner of the cross-section in Fig. 1(b). The inset shows
a small magnified region, with the atomic column positions located. (b) The corresponding Al composition map. The black
dashed lines in the AlGaAs shell mark the Al-rich lines parallel to the {110} planes. In the inset, taken from the start of the
Al-rich band near the core, the unit cell region employed for averaging the intensity is depicted.
well-suited for quantitative HAADF STEM analysis.
For the present case, the relevant variations in Al con-
centration are on the nanometer scale rather than atomic
scale, thus we choose to do the compositional analysis at
unit cell resolution. At unit cell resolution, the effec-
tive source size and higher order lens aberrations do not
have to be considered31. This decreases the number of
parameters to be measured and incorporated in the sim-
ulations and thereby avoids the errors associated with
the measurement of these parameters. Furthermore, for
the range of specimen thicknesses considered here, the in-
tensity at an atomic column position will have contribu-
tions from the neighbouring atomic columns as well due
to dynamical scattering of the electron probe32–34. This
means that, for specimens such as these which are com-
positionally inhomogeneous, atomic resolution images or
spectroscopic maps cannot necessarily provide composi-
tional information with atomic spatial resolution. The
experimental images were analysed as follows. First, the
atomic column positions were located with normalized
cross-correlation, using a Gaussian kernel with a stan-
dard deviation of 0.2 A˚. With cross-correlation the posi-
tion of the peak of the Gaussian is located rather than the
pixel with local maximum intensity, giving a more accu-
rate estimation of the actual atomic column position (see
the inset in Fig. 3(a)). The positions of the six nearest
neighbours were additionally located for each position.
Subsequently, each pixel in the image was allocated to
its nearest atomic column position10. This yields an im-
age divided into hexagonal-like regions, so-called Voronoi
polygons, centered at the atomic column positions. The
intensity for each Voronoi polygon was calculated as the
average over the central polygon and its six neighbouring
polygons, as is depicted in the inset in Fig. 3(b). This ef-
fectively performs mean filtering for the image, but on an
extended unit cell basis instead of using a square kernel.
At each step it was ensured that the image processing
did not alter the average image intensity. Finally, an Al
concentration was determined for each polygon by com-
paring its intensity with the simulated intensities in the
normalized CT matrix (Fig. 2(a)).
Fig. 3(a) presents a high-resolution HAADF STEM im-
age from the upper left corner of the cross-section pre-
sented in Fig. 1(b). This region was chosen for its even
thickness and orientation across the field of view. The
image shows a dark band parallel to the 〈112〉 direction
in the AlGaAs shell. Based on the lower HAADF STEM
intensity, it can be deduced that this band is rich in Al, as
was confirmed by EDX here and in earlier studies5,22–24.
Fig. 3(b) presents a compositional map obtained from
Fig. 3(a) using the quantitative intensity analysis de-
scribed above. This map shows compositional informa-
tion that cannot be determined from the original HAADF
STEM image without such analysis. Firstly, the Al con-
centration in the Al-rich band increases from 66± 3% to
89 ± 3% towards the outer surface (the errors are stan-
dard deviations for the Al concentration at ∼ 1 × 1 nm
regions). The width of the band (defined as the region
where the Al concentration exceeds 60%) increases from
∼ 1.3 nm near the core to ∼ 2.5 nm near the GaAs cap.
Secondly, in the AlGaAs shell segments the Al concen-
tration increases also away from the core, from 36 ± 3%
to 46 ± 3%. In addition, on both sides of the Al-rich
band, regions with lower Al concentration (28± 2%) are
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4present. This is reasonable as Al is accumulated in the
Al-rich bands5,24. EDX measurements with lower spatial
resolution on several similar cross-sections indicated an
average Al concentration of 64± 8% in the Al-rich bands
and 42± 5% in the shell segments. The value for the Al-
rich band is similar to the values reported by others5,22,
however lower than the value obtained with quantitative
HAADF STEM. We attribute this deviation to imprecise
probe positioning and poorer spatial resolution of EDX,
causing sampling of the nearby AlGaAs shell with a lower
Al content. Finally, in the AlGaAs shell segments, vari-
ations in the Al concentration of lamellae parallel to the
{110} planes are present. This kind of quasi-periodic con-
centration fluctuations in the AlGaAs shell were present
in almost all the cross-sections studied, and were also ob-
served by Rudolph et al22. Similar fluctuations have been
reported previously in planar MBE growth of (110) Al-
GaAs35. The periodicity of the main Al-rich lines (black
dashed lines in Fig. 3(b)) is ∼ 3 nm as measured from the
compositional map. Similar periodicities were measured
in other NW cross-sections. These lines are less clear on
the right side of the Al-rich band, which might be related
to the fact that here the lines are parallel to the scanning
direction of the electron beam.
To summarize, we have demonstrated a method for
high-resolution compositional analysis of GaAs/AlGaAs
heterostructures by quantitative HAADF STEM,
and applied the method to analyze a cross-sectioned
GaAs/AlGaAs core-shell NW specimen. The method
mapped in detail compositional variations in Al across
the NW cross-section at a unit cell resolution. The
local composition of the narrow Al-rich radial bands was
revealed and it was shown that the Al concentration
increases along the band as well as in the AlGaAs shell
in a direction away from the core. Al-rich lamellae
occurring at ∼ 3 nm intervals parallel to the {110}
planes were also detected. Identifying Al-variations in
detail is important for optimizing the optical properties
of GaAs/AlGaAs core-shell NWs. This study shows that
quantitative HAADF STEM is an effective method for
high-resolution compositional analysis of GaAs/AlGaAs
heterostructures, providing an alternative to spectro-
scopic methods in TEM.
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Chapter 4
Conclusions, summary and
future work
In this work, quantitative HAADF STEM was applied to study heterostruc-
tured GaAs-based NWs. Three types of NWs grown with Au- and Ga-
assisted MBE were investigated: GaAs NWs with axial GaAsSb inserts,
GaAsSb NWs, and GaAs/AlGaAs core-shell NWs. In this concluding chap-
ter the main findings from the method and material perspective are sum-
marized, and suggestions for future studies are given.
4.1 Conclusions
4.1.1 Quantitative HAADF STEM
Scanning the ADF detector on JEOL 2010F
A prerequisite for quantitative HAADF STEM work is that the experimental
images are normalized to the incident beam intensity. The normalization
can be accomplished by using a detector scan image, as was explained in
section 2.5.1. Hence a crucial achievement for the present study was being
able to perform the detector scan on the JEOL 2010F, on which most of the
experiments were performed. Once the correct procedure was found (given
in section 2.5.1), it was applied repeatedly in each HAADF STEM session
on the JEOL 2010F aiming for quantitative image analysis.
Quantifying Sb concentration in GaAsSb
To our knowledge, Sb concentration in GaAs1−ySby has not been previ-
ously studied by quantitative HAADF STEM. Being a heavy element in a
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lighter matrix, it was assumed that this would be a relatively straightforward
task, however many challenges were met along the way. The GaAs lattice
is strongly affected by the introduced Sb due to the larger covalent radius
of Sb with respect to As, inducing SAD to the lattice, and due to the large
lattice mismatch between GaAs and GaSb (see sections 2.4.3 and 2.5.2). In
an initial quantitative HAADF STEM study on GaAs/GaAsSb NWs [138],
these factors were not considered in the image simulations, resulting in an
overestimation of the Sb concentration in the insert. In Paper I, written
in cooperation with T. Grieb, M. Schowalter and A. Rosenauer from the
University of Bremen, the SAD, and the changes in the lattice parameter
and the Debye-Waller factor of Ga due to the change in composition were
included in the simulations. This was an important improvement towards
a more accurate analysis of Sb concentration in GaAs1−ySby by quantita-
tive HAADF STEM. Other non-compositional factors affecting the HAADF
STEM intensity, namely the intensity dips at the insert interfaces resulting
from surface strain relaxation [92], were also identified owing to the collab-
oration with the group of A. Rosenauer.
The compositional analysis of GaAsSb inserts within GaAs NWs and
GaAsSb NWs was performed on NWs lying in plane. In this case, the cross-
sectional thickness profile of the NW could be determined from the projected
width in the TEM image, assuming a hexagonal shape. In Paper I, fitting
the normalized experimental intensity profile across a ZB GaAs segment
to the corresponding simulated profile, based on the modelled thickness
profile, served as a valuable verification for the quantification approach. At
the GaAsSb inserts, in Papers I and II a mismatch in the cross-sectional
experimental intensity profile and a simulated profile assuming a uniform
distribution of Sb was observed, indicating a decrease in Sb concentration
towards the NW surface.
In Paper III, a step further was taken by applying a concentration profile
based on a physical model for diffusion in the hexagonal NW in order to ex-
plain the observed HAADF STEM intensity profiles. By studying different
batches of GaAs/GaAsSb and GaAsSb NWs, the effects of growth time and
temperature on the observed HAADF STEM intensity profiles were identi-
fied and correlated with the changes in the cross-sectional Sb concentration
profiles. It was additionally observed that diffusion alone could not explain
the observed intensity profiles at the GaAsSb inserts, but radial GaAs over-
growth takes place during the post-insert GaAs growth as well. The work
provided valuable information on the redistribution of Sb taking place dur-
ing the growth of GaAs/GaAsSb and GaAsSb NWs, which will have to be
considered in the growth optimization of these NWs in the future.
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Quantifying Al concentration in AlGaAs
As opposed to GaAsSb, AlGaAs is virtually free of SAD, and the change in
lattice parameter between GaAs and AlAs is negligible (see sections 2.4.3
and 2.5.2). HAADF STEM image simulations of AlxGa1−xAs were hence
relatively straightforward to realize. Nevertheless, apart from an early, pio-
neering quantitative HAADF STEM study [5], there have been no attempts
to quantify Al concentration in AlxGa1−xAs, and the work presented in
Paper IV is hence unique. Most importantly, in this paper a method for
processing the atomic resolution HAADF STEM images, yielding unit cell
resolution compositional analysis, was developed. The method allowed de-
tailed analysis of Al concentration variations in the AlxGa1−xAs shell in
cross-sectioned GaAs/AlGaAs NWs.
4.1.2 Heterostructured GaAs nanowires
GaAs/GaAsSb and GaAsSb nanowires
In the work on GaAs NWs with GaAsSb inserts, the most important dis-
covery was the presence of axial and radial concentration gradients in the
GaAsSb inserts. Before the findings in Paper I, it was assumed that the Sb
concentration profile along the insert is rectangular, as usually is the case
for group V elements in planar MBE grown heterostructures, and the pos-
sibility for radial concentration gradients was also not considered. In Paper
II, the effects of the axial concentration gradients on the NWs optical prop-
erties were studied in detail using correlated PL-TEM. In Paper III, the
causes for the radial concentration gradients were investigated further using
a physical model, comparing different growth batches, and their effects on
the NW properties were discussed. Additional findings in Paper III were the
radial overgrowth of GaAs on the GaAsSb inserts during the post-insert ax-
ial GaAs growth, as well as a variation in the radial Sb concentration profile
along the length of GaAsSb NWs. The last-mentioned induced a variation
in Sb concentration along the GaAsSb NW, and its effects on the NWs
electrical properties will be a topic of a future study [139].
GaAs/AlGaAs core-shell nanowires
Core-shell structured GaAs/AlGaAs NWs are currently a very active area
of research, and several studies on the compositional variations and optical
properties on similar NWs as studied in Paper IV became published during
spring 2013 [123, 124, 140]. These earlier reports however base their com-
positional analysis on a qualitative interpretation of HAADF STEM images
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and EDX. The quantitative HAADF STEM analysis presented in Paper IV
shows the concentration variations on a higher spatial resolution and higher
accuracy than what has been reported, and compositional features that had
not been detected earlier were identified. These include depletion of Al in
the immediate surroundings of the Al-rich bands, as well as an increase in
Al concentration in the Al-rich band and in the AlGaAs shell segment in a
direction outward from the core. These findings could give more insight to
why the peculiar concentration variations in the AlGaAs shell arise.
4.2 Summary
The main findings and achievements regarding the quantitative HAADF
STEM method and the NW material:
• Establishing a procedure for performing the detector scan on the
JEOL 2010F.
• Quantifying Sb concentration in GaAs1−ySby, with SAD included in
the HAADF STEM image simulations.
• Identifying axial concentration gradients in GaAsSb inserts in GaAs
NWs, and studying their effects on the NWs optical properties.
• Identifying radial concentration gradients in GaAsSb inserts within
GaAs NWs and in GaAsSb NWs, and explaining their causes through
quantitative analysis of HAADF STEM intensity profiles across the
GaAsSb segments, applying a physical model considering diffusion and
radial GaAs overgrowth.
• Developing a method for quantifying Al concentration in AlxGa1−xAs
at unit cell spatial resolution using aberration corrected STEM.
4.3 Future work
4.3.1 Quantitative HAADF STEM
Once the methodology for quantifying alloy concentration in the hexagonal
NWs has been established, it would be interesting to apply this technique to
different types of NWs: to different alloys of GaAs, or completely different
III-V NWs, such as the InP system studied for instance by the NW group
at Lund University [95].
4.3. Future work 113
Alloying is important for adjusting the NWs optoelectronic properties,
however to create a p-n junction and finally a NW solar cell, doping is
required. One common dopant for GaAs is Be, and Be-doped GaAs NWs are
already grown by the NW group at IET, NTNU. The dopant concentrations
are much lower than the concentrations of alloying elements. It would be
interesting to see if HAADF STEM has the sensitivity to detect variations
in Be-concentration along the Be-doped GaAs NWs.
The observed surface depletion of Sb in GaAsSb inserts and GaAsSb
NWs complicated accurate concentration determination in these structures.
In Paper III, an average Sb concentration for the GaAsSb segments was de-
termined from the basis of HAADF STEM intensities, assuming a homoge-
neous Sb distribution throughout the NW. The maximum Sb concentration
in the NW centre was additionally estimated using the developed diffusion
model. It is however not clear how well the estimated maximum concen-
tration corresponds to the actual Sb concentration in the NW centre, and
how does the variation in concentration in the electron beam direction affect
the HAADF STEM intensity quantification, and hence the determination
of the average Sb concentration. Initial simulations were carried out in the
context of Paper III to study these concerns, however more work is needed
to answer these remaining questions.
In section 3.3.4, a procedure for correlated PL-(S)TEM was introduced,
and initial results from a Ga-assisted insert NW were presented. Similarly
to Paper II, where Au-assisted insert NWs were studied by correlated PL-
TEM, correlated PL-(S)TEM could contribute in finding out the actual Sb
concentration in the inserts of Ga-assisted NWs. More NWs should therefore
be studied with this method.
Finally, here a procedure for acquiring a detector scan image at the
JEOL 2010F, which is soon replaced by new instruments at NTNU, was
established. To perform truly quantitative HAADF STEM imaging also in
the future, the same should be achieved on the new instruments. This is a
challenge for the future PhD students and post docs at the TEM Gemini
centre. Hopefully the description about the procedure on JEOL 2010F given
in section 2.5.1 will be of help in accomplishing this task.
4.3.2 Heterostructured GaAs nanowires
During the visit to MCEM, not only Ga-assisted but also Au-assisted
GaAs/AlGaAs core-shell NWs, which have the WZ phase, were microtomed
and studied with the the FEI Titan3 80-300 and later with the JEOL
2010F at NTNU. Among these cross-sections, taken at different heights
along the NWs, large variations in the core-shell morphology were observed
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(figure 3.4): in some cases, the core had a round shape and the core and
the shell exhibited very similar HAADF STEM intensities; in other cases
the core had a distinct hexagonal shape, and the shell had a clearly lower
HAADF STEM intensity with respect to the core. It was assumed that the
first-mentioned cross-sections were from the axial AlGaAs segment which
forms during the shell growth (see section 3.1). To confirm this, new cross-
sections were prepared by focused ion beam, in which case the original posi-
tion of the cross-section along the NW is known. In these attempts, however,
NWs with an axial AlGaAs segment were not identified, and the prepared
cross-sections had a distinct core-shell structure and a hexagonal core. There
are no studies on cross-sectioned WZ GaAs/AlGaAs core-shell NWs, hence
this would be an interesting piece of work to accomplish. Moreover, WZ
GaAs/AlGaAs core-shell NWs show unique optical properties [112], and it
would be interesting to study how the optical properties are affected by the
variations in the cross-sectional morphology along the NWs.
Once the skill for preparing good cross-sectional specimens by micro-
tomy had been learned during the visit to MCEM, it would be important
to pass on this skill, although this would require some new investments to
the TEM specimen preparation laboratory at TEM Gemini Centre. Nev-
ertheless, once learned, microtomy is a relatively easy and fast method to
produce high-quality specimens – a well-suited task for a project or master
student! As mentioned in section 3.4, the NW group at IET, NTNU, has an
ongoing project for developing GaAs/AlGaAs core-shell NW solar cells. To
characterize the core and shell dimensions as well as the doping densities
in the core and the shell, which according to the simulations are crucial for
the device performance [137], cross-sectioned TEM specimens are needed.
The new aberration corrected instrument at NTNU opens new possibil-
ities also regarding studies on heterostructured GaAs NWs. Apart from an
early qualitative HAADF STEM experiment at the Aalto University, Fin-
land, GaAs/GaAsSb NWs have only been characterised at a relatively low
magnification. Now that an aberration corrected instrument is available at
NTNU, it would be interesting to study the GaAsSb inserts at atomic res-
olution – to study the Sb concentration in detail near the insert interfaces,
and to reveal possible clustering of Sb in the inserts.
To conclude, this study has shown that quantitative HAADF STEM
is well-suited for studying heterostructured GaAs-based NWs. Many unex-
pected features, that affect the NWs optical properties and should hence be
considered in the growth optimization, were identified and studied in detail.
It is hence strongly recommended that quantitative HAADF STEM will be
applied for studying heterostructured NWs also in the future.
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