We provide a structural description of, and invariants for, maximum spanning treepackable graphs, i.e. those graphs G for which the edge connectivity of G is equal to the maximum number of edge-disjoint spanning trees in G. These graphs are of interest for the k-tree protocol of Itai and Rodeh [Inform. and Comput. 79 (1988), 43-59].
Introduction
In [7] , Itai and Rodeh proposed a communication protocol, called the k-tree protocol, which allows all nodes of a network to communicate through a distinguished root node v, even when some set of k − 1 or fewer edges are removed from the network. The protocol requires the graph G modelling the network to have two properties. First, the graph G must remain connected when any k − 1 edges are removed, so k can be at most the edge connectivity of G. Second, it requires a collection of k spanning trees for G, {T 1 , . . . , T k }, with the following property (which they called the k-tree condition for edges): for all vertices w distinct from v, and for any i, j where 1 ≤ i < j ≤ k, the paths in T i and T j from v to w are internally disjoint.
that determining if a graph is a max-STP graph can also be computed in polynomial time. Furthermore, it is actually possible to find the collection of σ(G) edge-disjoint spanning trees in polynomial time; the best algorithm known for doing this is due to Gabow and Westermann [5] .
Finally, some notation: if X is a subset of vertices of G, then G[X] denotes the induced subgraph on X.
The main result
In what follows, we will obtain our main result: a structural characterization of the max-STP graphs. To do so requires us to define the following "joining" operation.
Definition 3. Let G 1 = (V 1 , E 1 ) and G 2 = (V 2 , E 2 ) be connected graphs, where V 1 ∩ V 2 = ∅, and let K be a set of k edges with one end in V 1 and one end in V 2 (for some integer k). Then the K-join of G 1 and G 2 , denoted by G 1 * K G 2 , is the graph with vertex set V 1 ∪V 2 and edge set
When the set K of k edges is not specified (or is not important), we speak of a k-join of G 1 and G 2 , and denote it by G 1 * k G 2 .
We follow the definition with a couple of remarks. First, by construction (V 1 ,V 2 ) is a k-edge cut of G 1 * K G 2 , so consequently the edge-connectivity of the K-join is at most k. Second, two k-joins will not, in general, be isomorphic (unless we have a special case, such as when k = 1 and both G 1 and G 2 are vertextransitive). Consider the following example: Example 4. There are three non-isomorphic possibilities for K 4 * 2 K 4 (the 2-join of two copies of K 4 ), as shown in Figure 1 .
We are interested in k-joins because they preserve the property we are concerned with, as shown in the following lemma.
Lemma 5. Suppose we have graphs G
Proof. Suppose G 1 has k edge-disjoint spanning trees T 1 , . . . , T k , that G 2 has k edge-disjoint spanning trees S 1 , . . . , S k , and that the K = {e 1 , . . . , e k }. Then we can construct a set T of k edge-disjoint spanning trees for G, where Also, because any spanning tree for G must contain at least one of e 1 , . . . , e k , there can be no more. Hence σ(G) = k, and so also
Combining this with the above shows that λ(G) = k.
In fact, we can see that if λ(G 1 ) and λ(G 2 ) are both at least k, then by construction λ(G 1 * k G 2 ) = k. This is also true if one or other of G 1 and G 2 consists of a single vertex.
The next result is a kind of converse to Lemma 5 above.
Lemma 6. Suppose σ(G) = λ(G) = k. Then there exist graphs G 1 and G 2 , and a set K of k edges, such that G = G 1 * K G 2 , and where G 1 , G 2 each satisfy exactly one of the following:
(i) G i has one vertex and no edges;
Proof. The graphs G 1 and G 2 are those obtained by removing a k-edge-cut from G. That there are k edge-disjoint spanning trees and a k-edge cut in G ensures that each of G 1 and G 2 inherit naturally a set of k edge-disjoint spanning trees from G. Thus the four classes arise by enumerating all possibilities for λ(G i ) and σ(G i ).
We remark that these four classes (i)-(iv) partition the class of all graphs with k or more edge-disjoint spanning trees (i.e. the class determined by Nash-Williams and Tutte).
Definition 7.
We call a graph k-irreducible if it belongs to classes (i)-(iii) of Lemma 6; we call it k-reducible if it belongs to class (iv).
We remark that a graph G in class (iii) will itself be a max-STP graph, but with a higher spanning tree packing number and edge-connectivity. Such a graph will also be k -reducible, where
A complication arises when two or more k-joins are made. Suppose we make a k-join H = G 1 * k G 2 , and then make H * k G 3 (where
. If the k edges in the second k-join are all attached to exactly one of G 1 or G 2 (assume without loss of generality that this is G 2 ), then in the resulting graph (V 1 ,V 2 ∪ V 3 ) and (V 1 ∪V 2 ,V 3 ) will both be k-edge cuts, obtained by removing the edges of the first or second k-joins respectively. However, if the second k-join attaches G 3 to some vertices in each of G 1 and
This phenomenon is demonstrated in Example 8 below.
Example 8. Figure 2 shows two ways of forming 2-joins of three copies of K 4 . The graph on the left has two 2-edge cuts, while the graph on the right has only one. We call a sequence of k-joins order-independent if the joining edges of any one of them yield a k-edge cut in the resulting graph. Thus in Figure 2 , the 2-joins in the graph on the left are order-independent, while those in the graph on the right are not.
The term order-independent refers to the fact that the final graph is invariant of different choices of which k-join is performed first, second, third, etc. However, which "pieces" are joined by a particular k-join remain fixed. Thus orderindependence is more akin to an associative law than a commutative law.
Of course, an arbitrary k-edge-connected graph may have more than one kedge-cut. We need to examine the possibilities for when this happens. Suppose G has two k-edge cuts (A 1 , A 2 ) and (B 1 , B 2 ). Label the intersections Figure 3 . Now, at most one of these intersections can be empty; otherwise, either one of the A i or B j will be empty, or the two cuts are in fact the same. Consequently, there are three possible situations.
(1) None of the intersections are empty.
Otherwise, suppose without loss of generality that W = A 2 ∩ B 2 = ∅. Then we have either:
(2) In G, there is at least one edge between each pair of subsets chosen from X, Y and Z.
(3) There exists a pair of subsets chosen from X, Y and Z (without loss of generality, we assume these are Y and Z) which has no edges between them in G.
It is easy to see that there cannot be more than one such pair with no edges, as otherwise G would be disconnected. We make the following definition to help distinguish some of these possibilities.
Definition 9. Let G be a graph with k-edge cuts (A 1 , A 2 ) and (B 1 , B 2 ) . We say that the two cuts are overlapping if situation (1) or (2) above applies.
The next lemma analyses situation (1) in more detail.
Lemma 10. Suppose G = (V, E) has edge connectivity λ(G) = k, and that (A 1 , A 2 ) and (B 1 , B 2 ) are two k-edge-cuts of G, such that A i ∩ B j = ∅ for all i and j. Then
Proof. Suppose the intersections A i ∩ B j are labelled X, Y , Z, W as in Figure 3 . We want to show that (X,Y∪Z∪W ) is a k-edge-cut.
An important observation is that since G is assumed to be k-edge-connected, there do not exist any smaller edge-cuts. ( ) We define the non-negative integer n xy to be the number of edges from X to Y , and define n xz , n xw , n yz , n yw and n zw in a similar fashion. By the assumption that (X∪Y, Z∪W ) and (X∪Z,Y∪W ) are k-edge-cuts, we know that n xz + n xw + n yz + n yw = n xy + n xw + n yz + n zw = k.
( ) Let S X = n xy + n xz + n xw , i.e. the total number of edges leaving X, and define S Y , S Z , S W similarly. Now, it suffices for us to prove that S X ≤ k, as by ( ) it would then be equal to k. Now, by rearranging part of ( ) we have that n xz + n xw = k − n yz − n yw , so by adding n xy to both sides we obtain S X = n xy + n xz + n xw = (k − n yz − n yw ) + n xy = (k − n yz − n yw ) + (k − n xw − n yz − n zw ) = 2k − (2n yz + n xw + n yw + n zw ) = 2k − N, and S X = 2k − N ≤ k if and only if N ≥ k. Now, since (X∪Y∪Z,W ) is an edge-cut of G, we must have that S W = n xw + n yw + n zw ≥ k, as otherwise we would violate ( ). Hence N = 2n yz + S W ≥ k, and we are done.
We now make some remarks about the above proof. By the symmetry of the argument, it follows that we must have S X = S Y = S Z = S W = N = k. Consequently n xw = n yz = 0 (i.e. there can be no "diagonal" edges in Figure 3) . Also, it follows that n xy = n xz = n yw = n zw = 1 2 k (and, thus that k must be even). The next lemma considers what happens if we add the assumption that G is a max-STP graph.
Lemma 11. Suppose G is a max-STP graph, with λ(G) = σ(G) = k. Then if G contains two k-edge-cuts, they cannot be overlapping.
Proof. Suppose that G contains two k-edge-cuts, (A 1 , A 2 ) and (B 1 , B 2 ) . Now, as we observed earlier, at most one of the intersections A i ∩ B j may be empty.
First, we suppose that none of these intersections are empty, and that they are labelled X, Y , Z and W as in Figure 3 . Let H 1 be the induced subgraph on X and H 2 be the induced subgraph on Y ∪ Z ∪ W . By construction, we have that G = H 1 * k H 2 . Since σ(G) = k, we must have that σ(H 1 ), σ(H 2 ) ≥ k. However, since n yz = 0, H 2 must contain two edge-cuts of size n yw = n zw = 1 2 k, and thus σ(H 2 ) ≤ 1 2 k, which is impossible. So therefore we must have an empty intersection, and without loss of generality we suppose it is W = A 2 ∩ B 2 . As before, let n xy denote the number of edges between X and Y , with n yz and n xz defined similarly. This time our two k-edge cuts show that n xy + n yz = n xz + n yz = k ( †). Let H denote the induced subgraph G[X ∪Y ]. Since (B 1 , B 2 ) = (X ∪Y, Z) is a k-edge cut of G, we have that
, so by Lemma 6 it follows that λ(H) ≥ σ(H) ≥ k. Now, (X,Y ) is an edge-cut of H of size n xy ≤ k, so therefore n xy = k. Substituting this into ( †) above, we find that n yz = 0, so there are no edges between Y and Z.
Thus the only possible way for a max-STP graph G to contain two k-edge cuts is if they are not overlapping.
The key observation here is that since the k-join operation preserves max-STP graphs (thanks to Lemma 5), if we have made two k-joins order-independently, then the two k-edge cuts arising from these must be non-overlapping. Following this, we are now able to state our main theorem. (ii) There exists a unique rooted tree R with m leaves labelled by G 1 , . . . , G m , such that the root is labelled by G and each node is labelled by an orderindependent k-join of its children.
(iii) For each non-leaf, labelled by H and its d children labelled H 1 , . . . , H d , there exists a unique tree T H with vertices {1, . . . , d} labelled by H 1 , . . . , H d . Then for each edge e = i j of T H , there exists a k-edge cut K e of H such that H i * K e H j is an induced subgraph of H.
(This shows that if λ(G) = σ(G) = k, G must be obtained by an iterated k-join of k-irreducible graphs.)
Proof. We start with G and build the rooted tree R and trees T H recursively.
Suppose a graph Γ is the label of a node which has yet to be considered. If Γ is k-irreducible, this node will be a leaf in R, and we add Γ to A.
If Γ is k-reducible, then λ(Γ) = σ(Γ) = k, and so Γ contains some collection of k-edge cuts. By Lemma 11, these must be pairwise non-overlapping. Removing the edges from all of these k-edge cuts yields a graph with some number d ≥ 2 connected components; label these Γ 1 , . . . , Γ d . By Lemma 6, each Γ i must be k-edge connected and contains at least k edge-disjoint spanning trees.
We note that Γ is therefore an order-independent k-join of Γ 1 , . . . , Γ d , and we can build a tree to specify explicitly which pairs are joined, as follows. Define T Γ to be the graph obtained from Γ by contracting each Γ i to a single vertex (and removing any multiple edges). Lemma 11 ensures that this graph is a tree. Now, each edge e of T Γ corresponds to exactly one of the k-edge cuts of Γ, so we can label these k-edge cuts by the edges of T Γ .
Finally, we add a child node of Γ to R labelled by Γ i for each i ∈ {1, . . . , d}, and apply the recursion to each of these new nodes.
Definition 13. For a given max-STP graph G, the ingredients of G are the triple
Example 14. Consider the max-STP graph G shown in Figure 4 , which has λ(G) = σ(G) = 2. Now, G possesses exactly one 2-edge cut, so the root vertex of R, labelled by G, has two descendents; the tree T G associated with it is the unique tree on two vertices. Now, one of the child nodes is labelled by a copy of K 4 , which is 2-irreducible, so the node becomes a leaf. The other child node is labelled by a graph H which is the order-independent 2-join of three copies of K 4 . Thus this node has three child nodes, all leaves labelled by a copy of K 4 , and the associated tree T H is the unique tree on 3 vertices.
Thus the ingredients of G are (A, R, T ), where A contains of four copies of K 4 , R is as shown in Figure 4 , and T = { s s , s s s }. We should remark on the limitations of our result, and make the following observations about it. First, if the ingredients are different, then the graphs they arose from must also have been different; that is, if I (G) = I (G ), then G = G . Second, if the ingredients are the same, that is I (G) = I (G ), then because of the non-uniqueness of the k-joining operation both G = G and G = G are possible. Our remaining remarks requires us to define two classes of graphs.
Definition 15. Let A be a set of k-irreducible graphs A = {G 1 , . . . , G m }, R be a rooted tree with m leaves, and T = {T H } be an appropriate set of trees. Then the deconstruction class D(A,R,T ) is the class of graphs G whose ingredients are (A, R, T ), and the construction class C (A, R, T ) is the class of all graphs G obtained by making sequences of order-independent k-joins of G 1 , . . . , G m according to the trees in T and the rooted tree R.
It is clear that D(A,R,T ) ⊆ C (A, R, T ). However, in general the two classes are not equal; that is, if G ∈ C (A, R, T ), it is not necessarily true that I (G) = (A, R, T ). Example 16 below demonstrates the possibilities for what can happen.
Example 16. The graphs in Figure 5 are all members of the class C (A, R, T ), where (A, R, T ) are the ingredients of the graph in Example 14. However, they each have ingredients which differ from those in that example. Furthermore, we remark that all deconstruction classes are disjoint, while two construction classes are not necessarily disjoint.
Conclusion
We conclude the paper with a couple of remarks about related work. First, both parameters of interest in this paper have natural generalizations from graphs to matroids: the STP number to the base packing number, and the edge connectivity to the cogirth. One can ask for a description of matroids for which these two parameters are equal, and this is investigated by Newman and the first author in [2] . The structural description obtained is similar to Theorem 12; however, they do not coincide exactly.
Second, we remark that any collection T 1 , . . . , T k of edge-disjoint spanning trees for a max-STP graph G forms an uncovering-by-bases (or UBB) for G (i.e. a collection of spanning trees for which the deletion of any t ≤ k − 1 edges of G leaves one of the trees intact). These are discussed by the authors in [3] , where it is explained that such a collection is optimal in two ways: (i) the spanning trees are disjoint, so the UBB is as small as possible; and (ii) the number of edges which can be "uncovered" by the collection is as large as possible. (In fact, it was the study of UBBs which led the authors to the results in the present paper.) This notion also generalizes to matroids (see [1, Section 7] ).
