Abstract-With the aging of the population, the development of automotive technology has become increasingly important for preventing car accident caused by senior drivers. As a basic research of driver assistance system for senior drivers, we propose a novel control design method for steering support. In this method, we consider the stability and limitation of a system, so that senior drivers can driver more safely and comfortably. In the context, we first use a particle swarm optimization (PSO) based method to search the optimal feedback gain under constraints for achieving tracking control. Moreover, to reduce the convergence time further, the particle swarm optimization algorithm is combined with quantum computing for the purpose. Simulation results also indicate that the proposed feedback controller based on the quantum particle swarm optimization (QPSO) is capable of providing satisfactory computational performance for the trajectory tracking and stabilization.
INTRODUCTION
An ultimate goal of the automatic vehicle control is to automatically drive by machine, not through human control, for reducing accidents caused by human error, and to improve safety and driver's comfort. In recent years there has been considerable progress in developing Automatic Vehicle Control System (AVCS), but some problems come with it. The driver is possible to be panic because of no confidence for the AVCS. For example, the car turns suddenly when sensors detect obstacles in the human eye's blind spot. On the other hand, the situation may occur as the driver see obstacles but sensors are not sensitive. At this time, it could result in accidents due to over reliance on the AVCS [1] .
For the above reasons, the driving support system that a part of control depends on the driver has been extensively studied [2] , such as semi-autonomous driver assistance system developed for the elderly man, considering the driver may have not enough power to control a steering wheel accurately and have less interpretation of the driving environment due to the ageing. This system will control a steering wheel to follow the designed path geometry as the driver handles the pedals to generate the velocity of the car.
Since the velocity cannot be influenced by any feedback controller, the traditional kinematic vehicle model cannot be used to achieve tracking control. Kiss [3] proposed a novel model with a new time-scaling input to obtain a differentially flat model. However, the optimal feedback gain becomes difficult to decide in the case. Because information of the velocity cannot be obtained in advance and there are some physical constraints in the real system, the Linear Quadratic Regular (LQR) optimization method [4] has been unsuitable for tackling the problem. This paper utilized the Quantum Particle Swarm Optimizer (QPSO) based method to search the optimal feedback gain in the constraints. Tracking control of the vehicle with timescaling method is able to be realized at any velocity of the car or the constraint of the steer angle. A semi-autonomous driver assistance system designed with QPSO-based feedback gain controller can auto issue the control instruction of steeling wheel autonomously when the driver pressed on the accelerator, and makes the tracking error be reduced exponentially along the path.
This dissertation is divided into four chapters, Chapter 1 is the introduction, Chapter 2 contains the preliminaries, Chapter 3 contains the PSO and QPSO methods for designing the feedback gain controller, Chapter 4 contains the simulation results, and Chapter 5 contains the conclusion.
II. PRELIMINARIES

A. Semi-autonomous driver assistance system
To design the semi-autonomous driver assistance system, we used the kinematic vehicle model. Fig. 1 gives an image of the relationship between driver and car. The Ackermann steering geometry arranges this automatically by moving the steering pivot points inward so as to lie on a line drawn between the steering kingpins and the centre of the rear axle. This arrangement ensures that at any angle of steering, the centre point of all of the circles traced by all wheels will lie at a common point, denoted by P. The position of the car is given by the coordinates (x, y) of the rear axle midpoint and its orientation angle is denoted by θ. The longitudinal velocity of the car is denoted by v. The angle of the front wheel of this bicycle with regard to its longitudinal axis is denoted by φ. The distance between the front and the rear axles is l. Suppose the longitudinal velocity v, denoted v car , is generated by the driver. Hence it cannot be influenced by any feedback controller but it can be measured. So the vehicle kinematic model in the single input is shown as (1), (2) and (3) respectively.
(1)
There is only one single input, i.e. the steer angle φ of the front wheel, from controller. This is an affine system with no drift term, and it is flat only there are more than two inputs. This means that the feedback linearization is impossible. So, one way to obtain a differentially flat model is using timescaling to add a second input variable. Consider the timescaling function is defined as (4), the model equation can be transformed by using the time-scaling function. Now there are two independent inputs: the time-scaling input u s and the steer angle φ. The restriction that the new time τ is a strictly monotone increasing function with respect to the actual time t would be satisfied if both the signs of u s and φ are the same.
The scheme of the closed loop control is shown as The driver generates the longitudinal velocity v car to car for tracking the trajectory we planned in advance. After timescaling of the reference trajectory, the controller provides u s to physical system modeled by the equations (5) - (7) for timescaling and provides φ to the car for control. 
III. QPSO-BASED FEEDBACK GAIN CONTROLLER
A. Particle swarm optimization
PSO is an optimization technique based on the movement and intelligence of swarms [5] - [8] . The concept is in light of the simulation for the behaviors of bird flocking. In the particle swarm algorithm, the trajectory of each individual in the search space is adjusted by dynamically altering the velocity of each particle, according to its own flying experience and the flying experience of the other particles in the search space.
The position vector x and the velocity vector v of n particles in the D dimensional search space can be represented respectively as (8) (9) According to a user defined fitness function, the best position pbest of each particle and the best of the fittest particle gbest found so far can be represented respectively as (10) (11) Then, the new velocities and the positions of the particles for the next fitness evaluation are calculated using the following two equations:
(12)
Motivated by the desire to better control the scope of the search, Shi and Eberhart [9] have observed that the optimal solution can be improved by varying the value of the inertia weight ω from 0.9 at the beginning of the search to 0.4 at the end of the search for most problems. Ratnaweera et al. [10] proposed the PSO with time-varying acceleration coefficients (TVAC) to efficiently control the local search and convergence to the global optimum solution by changing c 1 from 2.5 to 0.5 and changing c 2 from 0.5 to 2.5, over the full range of the search.
The steps of particle swarm optimization algorithm developed are as:
1.
Initialize n number of particles with random positions x and velocities v on D dimensions in the search space.
2.
For each particle, evaluate the desired optimization fitness function in D variables.
3.
Compare evaluation with particle's previous best value (pbest i ): if current value < pbest i then pbest i = current value
Compare evaluation with group's previous best value (pbest g ): if current value < pbest g then g = particle's array index
5.
Change the velocity and position of the particle according to equation (12) and (13) 6. Change the inertia weight factor ω and acceleration coefficients c 1 and c 2 
7.
Loop to step 2 and repeat until the terminating condition is met.
B. Quantum particle swarm optimization
To reduce the convergence time and obtain better feedback gains further, we use the quantum particle swarm optimization [11] . In the algorithm, it defines a particle based on the quantum bit first, and combines quantum computing for PSO.
In the beginning, we should define such a quantum particle vector P, and the coding based on probability amplitude: (14) where θ ij = 2π * rand, i = 1, 2, …, m and j = 1, 2, …, n. (m is the particle size and n is the dimension) Each particle has two positions which corresponding separately to the quantum states |0> and |1> in the search space. They can be expressed as follows: (15) (16) where P ic is cosine position vector and P is is sine position vector.
Each particle size in the search space is [-1, 1] in QPSO. To obtain a fitness value from the designed fitness function, we should do a transformation of the solution space. The positions of P ic and P is can be corresponded to the search space of the real problem.
(17) (18) where is the probability amplitude of the quantum state |0> and is the probability amplitude of the quantum state |1>.
The movement of particle position is implemented by the quantum rotation gate in QPSO. Assume that the best position searched from particle P i is cosine position as (19) (19) and the global best position is as (20) (20) The update rule of quantum state is described as follows:
1.
The update of the quantum argument (21) where (22) 2.
The update of the quantum probability amplitude based on quantum rotation gate (23) The new positions of particle P i is separately as (24) and (25):
Losing particle diversity in a search process is the main reason that PSO is often converge at a local minimum. So we should include a mutation operator as (74) in QPSO to avoid the premature convergence. and according to a mutation probability to decide whether to change.
Initialize particles to generate a quantum particle vector according to (14).
2.
Do a transformation of the solution space according to (15) and (16) for calculating the fitness value from the designed fitness function. Update the particle's previous best value and group's previous best value.
3.
Update the particle states according to (22) and (23) 4. According to a mutation probability to realize mutation based on (26) 5. Loop to step 2 and repeat until the terminating condition is met.
IV. SIMULATION RESULTS
A. Setting of the initial conditions
This subsection will explain in the settings of the initial conditions before the simulation, including the initial conditions of the simulated vehicle, the parameters of PSO, and the reference trajectory.
1.
The initial conditions of the simulated vehicle  The speed v car is set at 2.8 m/s.

The distance l between the front and the rear axles is 0.256.
The limitation of steer angle is π/2, π/3 and π/6, respectively.
The initial positions are x(0) = -1.5, y(0) = 2, and θ (0) = π/4.
2.
The parameters of PSO  The particle size is 20 and each particle contains 6 feedback gain values, where
 The inertia weight ω is from 0.9 at the beginning of the search to 0.4.

The acceleration coefficient c 1 is from 2.5 at the beginning of the search to 0.5.
The acceleration coefficient c 2 is from 0.5 at the beginning of the search to 2.5.
The iteration step is 60. 
B. Result analysis
All the exponential tracking of the reference trajectory is achieved for each limitation of steer angle with similar geometry of the real path. Although we cannot obtain the perfect tracking when the limitation of steer angle is small, the tracking trajectory is still smooth in any constricts.
We compare the convergence property of PSO with QPSO in three cases further as Fig. 3-5 . All results show that the QPSO has better performance and values of the gbest than PSO. 
V. CONCLUSION
We used the flatness and particle swarm optimization to design the controller, and we proposed the novel design method of steering support controller so that it can guarantee the system stability. According the simulation results, we can use the QPSO method to search the optimal feedback gain in the constraints, and the tracking control can be achieved in the semi-autonomous driver assistance system. Our approach would be applied to the real system, such as senior vehicle, autonomous vehicle and so on.
