A mathematical model in the study of genes for identifying transcription factor binding sites  by Misra, J.C. & Dravid, B.
ELSEVIER 
An Intemational Joumal 
Available online at www.sciencedirect.com computers & 
-=, . .¢.  @. , . .oT .  mathematics 
with applications 
Computers and Mathematics with Applications 51 (2006) 621-630 
www. elsevier.com/locate/camwa 
A Mathematical  Model  
in the Study of Genes for 
Identifying Transcription Factor 
Binding Sites 
J. C. MISRA AND B. DRAVID 
Department of Mathematics 
Indian Institute of Technology 
Kharagpur 721302, India 
j cm~maths, iitkgp, ether, in 
(Received and accepted June 2005) 
Abst rac t - -Th is  paper deals with the analysis of a mathematical model for a study of genomics 
concerned with the differential regulation of gene expression. The approach being studied here 
pioneers the motif-based regression analysis of a single transcriptome. Implemented as the algo- 
rithm REDUCE--an acronym that stands for regulatory element detection using correlation with 
expression--the method naturally takes into account he combinatorial nature of gene expression 
regulation and provides context-specific information about transcription factor activities. (~) 2006 
Elsevier Ltd. All rights reserved. 
1. INTRODUCTION 
The DNA sequence of the noncoding part of the genome contains a variety of regulatory signals 
that  together are responsible for the differential regulation of gene expression. Genome sequence 
data for a number of different species have become available in the recent past. The focus of 
computat ional  genomics has now shifted from sequencing to processing and interpreting the data. 
In the field of genomics, of current interest are some emerging issues related to the identifica- 
tion of genes, predicting the structure and function of the proteins coded for by the genes, and 
understanding the mechanism of gene expression regulation. Gene expression regulation in par- 
t icular has attracted much attention in the recent past [1]. This is because spatial and temporal  
differences in how genes are expressed irectly relate to developmental control of an organism, 
cell differentiation, tissue specificity, production of hormones and enzymes, cellular responses to 
stress such as disease or adverse physical conditions, and a number of other issues [2]. A math- 
ematical model was recently developed by Misra et al. [3] for studying the enzymatic action on 
the structure of DNA. An understanding of gene regulation is an important  step towards gain- 
ing an understanding of the underlying mechanisms for all these processes. Gene expression is 
regulated through a number of different mechanisms, including, but not l imited to, modification 
of the chromatin structure of the DNA so that the regulated genes are hidden from or visible to 
the transcript ion mechanism. Transcription-level control, which occurs through proteins (called 
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transcription factors) which bind to the DNA close to the regulated genes and exert an enhanc- 
ing or suppressing influence on the mechanism for transcription modulating the stability of the 
messenger RNA sequence that results from transcription. It is widely believed that the second of 
these mechanisms, the transcription-level r gulation is the most important. The non-coding por- 
tions of the genome (the term "junk-DNA" for these sequences i used less commonly now, as it 
becomes increasingly apparent that these sequences play a very important part in expression reg- 
ulation) have binding sites for proteins called transcription factors (TFs). The binding sites found 
upstream, downstream or even in intronic regions of eukaryotic genomes [4,5], called cis-acting 
elements, play a regulatory role in gene expression (the genes which code for TFs are sometimes 
called trans-acting, indicating that they "act at a distance" in the process of regulation). Many 
such transcription-factors binding sites often occur together, in groups called modules [6,7]. By 
binding to the appropriate sites, transcription factors can increase or decrease the expression of 
a gene. Modules which serve to increase gene expression are commonly called enhancers, while 
those which decrease gene expression are called repressors. The set of enhancers i usually under- 
stood to exclude promoters, which are noncoding sequences proximal to the transcription start 
site and which serve as a binding site for proteins that participate in gene transcription (such as 
RNA polymerase), thus serving to initiate the process of transcription. 
The advantage of a transcription-based regulatory model is that it can satisfactorily explain 
the observed characteristics of expression regulation, as follows. 
Co-Regulation: Many genes which are expressed together have been found to have similar cis- 
acting elements. This implies that the same set of TFs simultaneously can activate or suppress 
all these genes. 
Regulatory Networks: A gene that encodes for a transcription factor can regulate the expression 
of many other genes which have cis-acting binding sites for the TF. This can be used to set up 
complex regulatory networks for gene expression, with one gene controlling the expression of 
many others which are downstream in the network from it. 
Response to External Conditions: Physical stimuli or environmental conditions can cause slight 
modifications to the physical confirmations of the TFs, changing their ability to bind to DNA 
and thus regulate the genes. This lets the organism switch genes on or off in response 
The computational pproaches for identifying cis-acting elements can be divided into two 
broad categories: first, those which seek to identify potential binding sites for transcription 
factors, and obtain their sequences. Approaches in this category include those which compare 
genomic sequences from closely related species to identify conserved regulatory elements, those 
which seek to correlate presence of potential regulatory motifs with gene expression patterns, 
and a recent method which is completely statistical in nature and which identifies motifs that 
are found more commonly than can be expected from a random distribution of nucleotides in 
the noncoding sequences. Others, those which, given a sequence for a binding site (either for a 
specific TF or some of the suspected binding sites identified above), identify cis-acting modules 
which may have a regulatory role. These methods first identify all occurrences of the regulatory 
motifs in the genome, and then use clustering heuristics to detect potential modules. 
An important and relatively recent development in genome research is the increased availability 
of gene expression data. The patterns obtained are usually of two types: expression levels of a 
group of genes before and after a change in the environment (such as the introduction of a large 
quantity of lactose); and expression levels as they vary over a period of time, such as a cell- 
division cycle [2]. The data can be used to identify a group of genes which have the same pattern 
of expression and therefore are likely to be co-regulated. Since a group of co-regulated genes ~re 
likely to have the same cis-acting elements, searching the flanking sequences of such genes for 
conserved motifs should in principle help us identify the shared and active transcription factor 
binding sites. 
The earliest approaches sought o partition genes into clusters [8-10,11], so that the genes in 
any particular cluster had similar patterns of expression. The flanking sequences of all the genes 
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in a cluster were then searched for common motifs, which were potential regulatory elements. 
Tavazoie et al. [12] analyzed the expression patterns of 6220 mRNA species of Saccharomyces 
cervisiae across a series of time points during a cell-division cycle. They first identified the 
3000 species with the most variable expression profile. These were then grouped into 30 clusters 
(with 49 to 186 species per cluster) based on their common expression patterns across many time 
points. Members of each cluster were then searched for common upstream DNA sequence motifs, 
based on some criterion for significance. 
This approach identified 18 motifs spread across 12 different clusters. Multiple factors may 
account for why motifs were not identified in all the clusters. 
First, it is not obvious that clustering is a good way to identify co-regulated genes: although 
some clusters showed significant functional enrichment, more than half were made up of genes 
that performed completely different functions and were to be regulated ifferently. Second, motifs 
have generally been observed to occur in a wide variety of genes, which may or may not share 
a common expression pattern. Also, given the complex, module-based picture of expression 
regulation we have seen so far, it is not clear that the presence or absence of single motifs is 
sufficient o explain co-regulation of many genes. The authors also suggest hat their statistical 
criteria for identifying significant motifs may have been too stringent, to ensure that they erred 
on the side of caution. 
Some of the shortcomings in the above approach were addressed in a later work by the same 
group [13]. In this approach, 248 groups of six to 707 S. Cervisiae genes were passed through a 
multiple sequence alignment tool to obtain conserved motifs in each group. These groups of genes 
had been identified by other means to participate in the same cellular task and therefore were 
likely to be co-regulated. For each motif identified, a position weight matrix was generated from 
the multiple sequence alignment and the rest of the genome was searched for other occurrences 
of the motif. 
Two criteria were used to decide if a motif was significant or not. 
Group Specificity: This indicates the likelihood that the motif was found in the group used to 
identify it compared to the rest of the genome. Motifs with high group specificity were likely to 
have a strong regulatory role. 
Positional Bias: This gives an indication of the tendency of a motif to occur at a particular 
distance from the TSS of different genes. The expectation is that regulatory elements are more 
likely to occur at a specific distance from the regulated genes. This approach identified a large 
number of experimentally verified motifs in the S. Cervisiae genome. 
Additionally, a number of new motifs were predicted whose function remained to be verified. 
At the same time, the algorithm also generated many false negatives: known regulatory motifs 
that were not detected, possibly because they occur in a large number of genes falling across 
many different groups. 
In recent years, DNA microarrays have become a popular experimental tool for monitoring 
the mRNA transcript abundance for all genes in a cell simultaneously. The DNA sequence of 
the noncoding part of the genome contains a variety of regulatory signals that together are 
responsible for the differential regulation of gene expression. Through the combined analysis 
of transcriptome and genome, significant advances can therefore be made in understanding the 
molecular mechanisms underlying transcription control. 
A widely used strategy first clusters genes based on their expression profile across multiple 
conditions and then searches for over-represented DNA motifs in the upstream regions of each gene 
cluster. One problem with the clustering approach to motif discovery, however, is that it requires 
distinct microarray experiments o be combined in an ad hoc fashion. Another problem is that 
it groups genes into disjoint subsets, while a promoter egion usually has multiple transcription 
factor binding sites and receives input from a number of different signaling cascades. 
The approach presented here pioneers the motif-based regression analysis of a single transcrip- 
tome. Implemented as the algorithm REDUCE (regulatory element detection using correlation 
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with expression). This method takes into account he combinatorial nature of gene expression 
regulation and provides context-specific information about transcription factor activities. 
2. MULT IVARIATE  REGRESSION ANALYS IS  
REDUCE is based on the following multivariate linear model for transcription i itiation control, 
A(g) = C + Z F(m)N(m, g). 
m 
The power of multiple-motif regression analysis is that the genome~wide transcriptional response 
measured in a microarray experiment can be decomposed in terms of distinct regulatory mod- 
ules. This greatly facilitates the biological interpretation of transcriptome data. The regulatory 
modules that are significantly affected in a particular experiment will each be represented by one 
motif in the set M. The model tries to explain the log-ratio Ag for each gene g in terms of the 
number of occurrences N(m,g) of the motif m in its promoter. The regression coefficients or 
slopes F(m) are uniquely determined by the fit to the log-ratios. They have a direct interpre- 
tation as the change in the concentration of the (active form of the) transcription factor in the 
nucleus. Note that it is not possible to determine whether a transcription factor is an activator 
or a repressor based on the sign of Fro. For instance, both increased activation and decreased 
repression by a transcription factor will manifest itself as an increase in the expression level of 
its target genes. Only when an experiment is analyzed in which a wild-type strain is compared 
to a strain in which a transcription factor is over-expressed or has been deleted it is possible to 
infer the character of the transcription factor from the sign of F(m). 
Motifs can be ranked in terms of how much they improve the fit of the model to the data. 
This allows for an unbiased search of relevant motifs from a large set of candidates, e.g., all 
oligonucleotides up to length seven. From this set of 21 844 motifs, typically 100 motifs correlate 
strongly enough with expression to be significant. However, these motifs fall into ten classes 
of closely related, partially overlapping motifs. The forward selection procedure selects one 
representative from each such class. The set M will therefore typically contain ~ ten motifs. 
Once a motif has been found to be of interest based on the analysis of a single microarray 
experiment, scoring it against a large set of other (published) experiments provides a useful 
way of 'annotating' it, since the conditions under which the corresponding (and often unknown) 
transcription factor changes activity can be identified. It the case of mutant versus wild-type 
data, factors that are upstream of the transcription factor in a signal transduction pathway will 
be identified this way. 
3. THE ALGORITHM 
INPUT. 
A set of genome-wide expression ratios: ExpRatios 
Set of promoter sequences of length 600 Nucleotides from all the genes: PromoterSeq 
Length of 600 nt is chosen because most of the known TFBS fall in that range only. 
GENERATION OF OCCURRENCE MATRIX. 
Generate an occurrence matrix, of the number of times that each motif of length up to 7 nt 
occurs in each of the promoter sequences in PromoterSeq. 
So, for each motif we have a vector which stands for the number of times this motif occurs in 
the promoter region of the gene corresponding to that row. 
DEFINITION OF THE REGRESSION MODEL. 
Multivariate linear regression is used to fit the log of expression ratios to the number of occur- 
rences of each motif in the genome. 
The symbols used in the analysis of the model are defined below. 
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A(g): Logarithm base two of the expression ratio for gene g. We will call this the expres- 
sion level of the gene g. 
F(m): For each motif this parameter reflects the contribution that each occurrence of 
motif m in the regulatory region of the gene makes to the expression level. 
X2: It is the variance of the difference between experimental nd model values of A(g) 
and thus measures the quality of the fit. 
N(m, g): Number of occurrences of motif m in gene g. 
The model is: 
A(g) = C+ EF(m)N(m,g) .  (1) 
m 
Here, the sum on the right side of the equation has been taken over the set of all putative 
TFBS. The model parameters C and F(m) are the same for each gene. C represents he baseline 
expression level of the gene assuming that the gene has some expression even when there are no 
putative binding sites in the upstream region of the gene. But, we are not concerned here with 
determining C, so later we create a model from this in which there is no need for C. The sign of 
F(m) determines whether the motif m acts as an activator or an inhibitor. 
Fitting to the Expression Data 
Let G denote the total number of genes. 
We transform both A(g) and N(m, g) so that they become normalized. Then, it becomes easier 
to carry out calculations with them. With this aim we define the following transformed variables. 
(X / denotes the average of variable X taken over all genes G. 
Or, (z) = 1/C(Eg X(g)) 
where 
AA(g) = A(g) - (A) gives the deviation from the mean. 
and (AA 2} = VarA(g) represents the variance of A(g). 
Similarly, 
n(m,g) = AN(re, g) 
x /a (  ( A N ) ' 
AN(re, g) = N(m,g) - (N(m)), 
(AN(m, g)2) = Var N(m, g). 
Thinking of a(g) and n(m,g) as vectors a and n(m) helps us in computations that follow these 
definitions. These vectors lie in a G-dimensional space of all genes. 
The usual operations with vectors follow, namely, 
la l  = 
(usual dot product of vectors), 
(Euclidean orm of a vector). 
We shall now prove the following theorem. 
THEOREM. The optimal solution to fit the regression model can be obtained by solving f(m) 
from the linear equation, 
f (m) (n (m).n (ml)) = a.n (ml). (2) 
m 
To prove this theorem, we first establish some auxiliary results. 
626 J.C. MISRA AND B, DRAVID 
LEMMA 1. 
PROOF. 
a and n(m) have unit length and are perpendicular to the vector 1= (1, 1, 1,..., 1). 
_ ((AA2))I {~g ((A(g)-(A))X(A(g)-{A))}}(G) 
(aA 2) 
(AA~) 
=1. 
The result follows in exactly the same fashion for n(m) also. 
It remains to prove the normality of these vectors to the unit vector. 
Take 
n (m)1 = V" (J-A(m'J-A) : (_Iv (m))__ 2) "Y 
IG  ( /AN (re, g )2 ) )~ (N (m'9) - (N (m))) 
={ 1 }(G(N(rn))-G{N(rn))) 
~0.  
Like before, the result for a follows in a completely analogous manner. 
LEMMA 2. The piecewise //near form of the proposed regression model trans[orms to
a=Ef(mln(rn). 
m 
PROOF. Starting with equation (1), we will apply a series of transformations that will lead us to 
the solution. 
A (g) = C + E F (m) N (m, g). 
m 
Subtracting the mean of (A) and dividing by standard eviation time root G gives us 
(A(g)-(A}) 1 { } 
= ~ C- (A)+Em F(rn) N(rn, g) , 
+~ F(m)(N(m)) }, 
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a (g) = (C - (A)) + ~ F (m) (N (m)) ~- E f (m) n (m, g). 
m ~/G ((AA2)) m 
When we take the vectors in place of a(g) and n(m,g), we have the required equation with the 
following, 
a(g) = ~ ,  f (m) = F (m)  (AA2) , C = (A) - ~m F(m)  (N(m)}. 
Here, we are taking the liberty of choosing C because our purpose is to determine F(rn) values 
and not C value. This completes the proof of this lemma. 
ITERATIVE PROCEDURE FOR FINDING SIGNIFICANT MOTIFS. ~n our method, we can minimize 
the error between the model and the experimental data by varying the value of f(m). The error 
equation is 
X 2= a -~f (m)  n(m) 5, (3) 
where the summation is again taken over the set of putative TFBS. 
PROOF OF THE THEOREM. To find the optimal solution of the regression model, we need to 
differentiate (2) with respect o f(m), and equate it to zero. 
So, we have 
This gives us the requisite quation. 
Note that the dimensionality of equation (2) is equal to the number of fitting parameters and 
hence quite different from that of the space in which vectors a and n(m) reside. 
The original parameters can be recovered from f (m) using the transformations mentioned in 
Lemma 2. 
While we construct a model which achieves a significant reduction in X 2, the number of pa- 
rameters can be kept to a minimum by adding motifs to the set of putative TFBS one at a time. 
Call this set of putative TFBS as P. 
When the model is based on a single motif, we have f (m) = a.n(m) and the error is given by 
X 2 = 1 - (a.n (m)) 2 ~ 1 - AX 2 (m). 
Thus, one can rank all possible motifs by the reduction in the error, 
2 (m)  = (a.n (m) )  2 , 
and select the largest one. We proceed in this way inductively, that is, after fitting a set of" 
parameters, P compute the residual, 
a~= a-E f (m)n(m) ,  
m 
and again rank all motifs by 
A'X 2 (m) = (a'.n (m)) 2 , 
and then again select the motif m, having the largest reduction in variance. 
Continue this process till the reduction in variance falls below a certain level determined by 
the P-value of the statistic. 
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STATISTICAL SIGNIFICANCE MEASURE. The correlation between A(g) and N(m,g)  which can 
be written as a.n(m) is a random variable with zero mean and standard eviation G 1/2. When 
the significance of a specific motif is considered, a unit-variance Z-score is defined as 
z (m) = ~/~ (a.n (m)). 
When a motif that gives the largest possible reduction is selected from a set of M possible motifs, 
the significance of Ax2(m ) is given by the extreme value distribution. 
This extreme value distribution describes the probability that the largest among M samples 
from a normal distribution equals IZI -- (GAx2)I/2. This will be the same as the probability 
that all possible motifs lie below the value of the motif m. The P-value which represents he tail 
probability of a distribution, in this case comes out to be 
= - dZ exp - • 
J0 
4. H IGHL IGHTS OF  THE COMPUTATIONAL TECHNIQUE 
One of the tasks to be performed before one can start with the implementation f main program 
is the acquisition of datasets. Datasets used in this case all are of Saccharomyces Cerevisiae 
(yeast) genome. A shell script was used to extract up to 600 nucleotides of promoter sequences 
for each gene in yeast which is promoter database for yeast. 
During implementation there has been an effort to reduce the computational time of the pro- 
gram as the input dataset is very large. To this end pointers have been defined globally as much 
as possible. 
Following are the key functions that were used in the program. 
FINDMATCHES: 
Finds the total number of exact matches of each motif in the promoter sequence and normalizes 
them. It is invoked for every oligomer. 
RATIONORMALIZER: 
Normalizes the log expression ratio values. It needs to be invoked only once. 
FINDMAXDELTACHI: 
Calculates Ax2(rn) values for all motifs and picks up the motif having maximum value of that. 
Then it is fit into the model using MODELFIT. Once this is done, it calculates the residual 
expression ratios, which are expression ratios after removal of the contribution from the set of 
motifs selected till now. 
MODELFIT: 
Calculates the coefficients of each motif in the P x P system. The nature of this system makes it 
possible for us to solve it exactly. The package numerical recipes in C was used to employ Gauss- 
Jordan elimination. Our bound was to select and fit the top ten motifs which cause maximum 
reduction in error. So, at most we could fit ten motifs into the regression model. 
5. RESULTS AND DISCUSSION 
Our implementation f REDUCE generated some interesting results. The expression ratios for 
hydrogen peroxide response xperiment were used from available database. The results obtained 
point at certain 3-mers and 4-mers quite distinctly. 
From the above results we can quite easily infer the putative transcription factor binding sites 
pointed out by the REDUCE algorithm for the hydrogen peroxide response ffect in Saccha- 
romyces Cerevisiae. As long as we are concerned with all nucleotides up to 3-mers, we see that 
CTT and CGT are the two strongest repressive elements (due to negative value of F(m)), whereas 
TTC is the single strongest motif that promotes gene expression. 
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Hydrogen Peroxide Response Experiment with All Motifs up to 3-mers Considered 
REDUCE for all motifs upto 3-mers 
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Figure 1. Significant motifs with their delta-chi square values. 
REDUCE for all motifs upto 3-mers 
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Figure 2. F(m) values for significant motifs. 
REDUCE for Motifs upto 4.mers 
| 
? 
Figure 3. Significant motifs with their delta-chi square values. 
REDUCE for Motifs upto 4-mers 
629 
Figure 4. F(m) values for significant motifs, 
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When we consider all 4-mers, we see a significant shift in the relevant motifs. TACC is the 
strongest promoting motif and the strongest repressive motif would be TTCC. 
This approach assumes a linear additive model for the effects of different regulatory motifs: 
each motif has either a positive or a negative influence on the expression levels of the genes found 
downstream of it. All the motifs were first identified up to seven base pairs long found within 600 
base-pairs of the TSS for each gene in S. Cervisiae. Then, correlations were obtained between 
motifs and the expression levels of the genes that were found near. This process was also carried 
out for dimers consisting of two motifs separated by a short gap. Finally, all the motifs and 
dimers which correlated significantly with gene expression levels were given a positive or negative 
weight depending on how they seemed to influence the expression level. 
REDUCE was able to detect many well-known cis-acting elements as well as predict new ones. 
Unlike the previous approaches, REDUCE does not require clustering of genes [14], and so there is 
no loss of data in cases where a single motif can regulate the expression of many genes that would 
have otherwise become part of many different clusters. However, REDUCE can still account for 
only about 30% of the total signals present in genome wide expression patterns. This may be 
due to a variety of reasons: the linear additive model that REDUCE uses to combine the effect 
of multiple motifs may be too simplistic; also, the model assumes that the motif has the same 
effect, no matter where in the 600 base-pair flanking sequence it occurs. This is probably not 
true in general, and regulatory elements found closer to the TSS have a stronger influence on 
expression levels than more distal ones. 
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