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摘要：为保障核电站运行安全，电站设置冗余传感器对重要系统的关键参数进行 测 量，传 感 器 的 健 康 状 况 将 直 接 影 响
测量结果．在被测冗余传感器个数较少，为３个左右时，目前核电站常用的传感器校准方法很难区分故障传感器．将独立
成分分析和序贯概率比检验（ｉｎｄｅｐｅｎｄｅｎｔ　ｃｏｍｐｏｎｅｎｔ　ａｎａｌｙｓｉｓ－ｓｅｑｕｅｎｔｉａｌ　ｐｒｏｂａｂｉｌｉｔｙ　ｒａｔｉｏ　ｔｅｓｔ，ＩＣＡ－ＳＰＲＴ）相结合的方法
用于冗余传感器故障检测，使用核电站主蒸汽系统冗余压力传感器数据进行验证．与简单平均法的结果进行对比可知，
该方法在冗余度不高的情况下明显优于简单平均法，能及时准确地检测到传感器信号的漂移．
关键词：独立成分分析；序贯概率比检验；核电站；冗余传感器校准；异常检测
中图分类号：ＴＬ　３６２．３　　　　文献标志码：Ａ　　　　　文章编号：０４３８－０４７９（２０１９）０４－０５８２－０７
收稿日期：２０１８－１１－１１　　录用日期：２０１９－０２－１８
　基金项目：厦门大学能源学院发展基金（２０１７ＮＹＦＺ０１）
＊通信作者：ｓｈａｎｘｉｅ＠ｘｍｕ．ｅｄｕ．ｃｎ
引文格式：金典，谢珊，丁军，等．核电站 主 蒸 汽 系 统 冗 余 压 力 传 感 器 异 常 检 测［Ｊ］．厦 门 大 学 学 报（自 然 科 学 版），２０１９，５８（４）：
５８２－５８８．
　Ｃｉｔａｔｉｏｎ：ＪＩＮ　Ｄ，ＸＩＥ　Ｓ，ＤＩＮＧ　Ｊ，ｅｔ　ａｌ．Ｆａｕｌｔ　ｄｅｔｅｃｔｉｏｎ　ｆｏｒ　ｒｅｄｕｎｄａｎｔ　ｐｒｅｓｓｕｒｅ　ｓｅｎｓｏｒｓ　ｉｎ　ｍａｉｎ　ｓｔｅａｍ　ｓｙｓｔｅｍ　ｉｎ　ｎｕｃｌｅａｒ　ｐｏｗｅｒ
ｐｌａｎｔｓ［Ｊ］．Ｊ　Ｘｉａｍｅｎ　Ｕｎｉｖ　Ｎａｔ　Ｓｃｉ，２０１９，５８（４）：５８２－５８８．（ｉｎ　Ｃｈｉｎｅｓｅ）
　　在核电站运行过程中，准确地收集和处理信号不
仅对电厂的安全运行至关重要，而且直接影响维修成
本、发 电 效 率 以 及 设 备 的 寿 命．国 内 外 核 电 站 采 用 周
期性校准来识别老化或故障的传感器，这种传统的方
法经 济 性 不 佳，且 无 法 避 免 维 修 过 程 中 的 随 机 故 障、
人为 失 误 以 及 运 行 过 程 中 的 老 化．近 年 来，基 于 系 统
运行状态的在线监测（ｏｎ－ｌｉｎｅ　ｍｏｎｉｔｏｒｉｎｇ，ＯＬＭ）技术
在核 电 领 域 受 到 关 注，ＯＬＭ 以 非 入 侵 的 方 式 对 运 行
数据进行分析，能进一步评估传感器的健康状态．
在线监测的概念由美国电力研究协会提出［１］，美
国核 管 会（ＮＲＣ）在 报 告 ＮＵＲＥＧ－６８９５［２］中 详 述 了
ＯＬＭ技术的关键问题和方法．ＯＬＭ 的故障检测实效
性强，缩 短 了 维 修 周 期 从 而 降 低 维 护 成 本，具 有 良 好
的经济性．作为ＯＬＭ的一部分技术内容，冗余传感器
校准技术被 许 多 核 电 厂 用 于 重 要 系 统 的 关 键 参 数 测
量，以保障系统的安全运行．
目前ＯＬＭ用于核电站冗余传感器校准的方法有
简单平 均（ｓｉｍｐｌｅ　ａｖｅｒａｇｅ，ＳＡ）、仪 器 校 准 监 测 程 序
（ｉｎｓｔｒｕｍｅｎｔａｔｉｏｎ　ａｎｄ　ｃａｌｉｂｒａｔｉｏｎ　ｍｏｎｉｔｏｒｉｎｇ　ｐｒｏｇｒａｍ，
ＩＣＭＰ）和奇偶空 间等，这些方法在传感器冗余度不高
时，很难区分故障传感器．为解决上述方法存在的问题，
本文 中 提 出 独 立 成 分 分 析（ｉｎｄｅｐｅｎｄｅｎｔ　ｃｏｍｐｏｎｅｎｔ
ａｎａｌｙｓｉｓ，ＩＣＡ）和序贯概率比检验（ｓｅｑｕｅｎｔｉａｌ　ｐｒｏｂａｂｉｌｉｔｙ
ｒａｔｉｏ　ｔｅｓｔ，ＳＰＲＴ）相 结 合 的 方 法ＩＣＡ－ＳＰＲＴ，以 实 现
低冗余状态下传感器的正确校验．
１　方法原理
本文中提出的冗余传感器校准方法分为２个步骤：
信号估计和残差分析．首先，在信号估计阶段，使用ＩＣＡ
完成传感器数据主要特征的分离，挑选出包含 传 感 器
测量变量特征的独立成分（该成分已去除被测信号的
系统噪声、通道噪声以及漂移等）并进行还原，得到各
传感器 残 差；再 使 用ＳＰＲＴ对 残 差 进 行 检 验，得 到 传
感器健 康 状 态 的 预 测．信 号 估 计 阶 段，本 文 中 将ＩＣＡ
的算法结果与传统ＳＡ算法结果进行了对比分析．
１．１　信号估计
１．１．１　基于ＩＣＡ的信号估计
ＩＣＡ是２０世纪９０年代后期才发展起来的一种信
号处 理 方 法，它 能 在 没 有 任 何 先 验 信 息 的 情 况 下，将
混合信号分离成若干个相互独立的子信号．ＩＣＡ的概
念最早由Ｊｕｔｔｅｎ等［３］提出，他们认为ＩＣＡ能从线性混
合信号中分离出一些基本的源信号．随后ＩＣＡ算法开
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始流行，并 得 到 广 泛 研 究．Ｓｅｊｎｏｗｓｋｉ课 题 组［４－５］提 出
基于信息极大化和扩展的信息极大化原理，用于求解
ＩＣＡ中的源信 号．Ａｍａｒｉ［６］基 于 人 工 神 经 网 络 提 出 了
最陡下降梯度的ＩＣＡ算法．Ｈｙｖｒｉｎｅｎ等［７－８］提出一种
逐次提取独立成分的固定点算法．随着ＩＣＡ技术日趋
成熟，ＩＣＡ的 应 用 范 围 也 越 来 越 广，比 如 盲 源 信 号 分
离［９］、特征提 取［１０］、生 理 学 数 据 分 析［１１］、语 音 信 号 和
图像 处 理［１２］、人 脸 识 别［１３］、脑 图 像 处 理［１４］等．Ｄｉｎｇ
等［１５－１６］首次将ＩＣＡ用 于 核 电 厂 冗 余 传 感 器 的 校 准 验
证．近年来，许多 改 进 的ＩＣＡ算 法 被 广 泛 用 于 复 杂 系
统的故障检测［１７－１８］．
ＩＣＡ主要用于实现信号特征的分离．假设观测数
据Ｘ由Ｓ的线性组合构成．模型表达如下：
Ｘ＝ＡＳ．
其中：Ｘ为ｍ 个传感器的ｎ个观测值组成的ｍ×ｎ阶矩
阵；Ｓ为ｍ个独立分量组成的ｍ×ｎ阶矩阵，独立分量
包含被检测信号、系统噪声、通道噪声以及漂移等；Ａ为
由常数构成的ｍ×ｍ阶未知矩阵，称为混合矩阵．
实际中Ｓ无法直接获得，但可通过求解解混矩阵
Ｗ（即Ａ的逆矩阵），得到各分量尽可能相互独立的Ｙ
作为未知独立分量Ｓ的估计，即
Ｙ＝ＷＸ． （１）
为了求解Ｙ，本文采用 Ｈｙｖｒｉｎｅｎ提出 的 基 于 负
熵最大化的快速ＩＣＡ（ＦａｓｔＩＣＡ）［１９］算法实现独立成分
的分离．首先对Ｘ 进 行 去 均 值 和 白 化 的 预 处 理 操 作，
以减少计算并消除变量之间的相关性．
白化具体步骤如下：
令Ｚ＝ＢＸ，Ｂ＝Λ－１／２　ＵＴ．其中，Ｚ为Ｘ 去除相关
性后的矩阵，Ｂ为白化矩阵，Λ为Ｘ的协方差矩阵的特
征值矩阵，Ｕ为Ｘ的协方差矩阵的特征向量矩阵．
ＦａｓｔＩＣＡ算法在独立变量的分离 过 程 中，通 过 对
分离结果的非高斯性度 量 来 表 示 分 离 结 果 间 的 相 互
独立性，当 非 高 斯 性 度 量 达到最大时，分离出的成分
之间的独立性达到最大，此时表明已完成对各独立分量
的分离．非高斯性的度量由负熵来表示，其定义为：
Ｎｇ（Ｙ）＝Ｈ（ＹＧａｕｓｓ）－Ｈ（Ｙ）． （２）
其中，ＹＧａｕｓｓ为与Ｙ 具 有 相 同 方 差 的 高 斯 随 机 变 量，Ｈ
为随机变量 的 微 分 熵．对 于 式（２），由 于Ｙ 的 微 分 熵
Ｈ（Ｙ）无法准确计算，采用如下近似式：
Ｎｇ（Ｙ）＝ｃ｛Ｅ［ｇ（Ｙ）］－Ｅ［ＹＧａｕｓｓ］｝２ ． （３）
其中，Ｙ＝ＷＺ，ｃ为无关常数，Ｅ为 ＭＡＴＬＡＢ中的均
值运算函数ｍｅａｎ，ｇ为非线性函数ｔａｎｈ（ｘ）．
式（３）中Ｎｇ（Ｙ）的 极 大 值 通 常 在Ｅ［ｇ（ＷＴＺ）］的
极值点处取得，对Ｗ 逐 行 求 解，ＷＴｋ代 表Ｗ 中 的 第ｋ
行，转化为求Ｅ［ｇ（ＷＴｋＺ）］在‖Ｗ‖２＝１时的极值，计
算得到ｗｋ的迭代式（４）：
Ｗｋ＋１＝Ｅ［Ｚｇ
·（ＷＴｋＺ）］－Ｅ［ｇ
··（ＷＴｋＺ）］Ｗｋ， （４）
其中，ｇ
· 为ｇ的一阶导数，ｇ
··为ｇ的二阶导数，初始值
Ｗ０随机生成．
迭代求得Ｗ１～Ｗｍ后，对其进行正交化和标准化，
得到解混矩阵Ｗ，再通过式（１）计算出各独立成分．
由于ＦａｓｔＩＣＡ计算 得 到Ｓ的 估 计 值Ｙ 由 被 检 测
信号与 噪 声、漂 移 等 独 立 分 量 的 估 计 值 构 成，且 各 的
独立成分顺序是打乱［２０］，因此为了准确监测传感器异
常，需要在各个独立成分中找出被检测信号对应的独立
成分，并对该成分进行还原和修正．本文通过比较各独
立成分与观测信号Ｘ的平均值之间的相关系数，寻找
相关系数最大的独立成分作为被检测信号的估计值：
ＩＣ＝ａｒｇｍａｘ［Ｃ（Ｅ（Ｘ），ｙＴｉ］．
其中，Ｃ为 ＭＡＴＬＡＢ中的相关系数函数ｃｏｒｒｃｏｅｆ，ｙＴｉ
为估计值Ｙ的第ｉ行．
本文中引入比例因子对估计值ＩＣ进行优化，由式
（５）计 算 优 化 的 估 计 值 信 号，其 中 比 例 因 子ｋ由 式
（６）［２１］求得，则
Ｙ＝ｋＩＣ ， （５）
ｋ＝Ｅ
（Ｍ（Ｘ））
Ｍ（ＩＣ）
， （６）
其中Ｍ 为 ＭＡＴＬＡＢ中的中值函数ｍｅｄｉａｎ．
１．１．２　基于ＳＡ的信号估计
ＳＡ算法原理如下：
Ｙ＝ １ｍ∑
ｍ
ｉ＝１
ｘＴｉ．
其中：ｘＴｉ 为冗余传感器的观测数据矩阵Ｘ 的第ｉ行；ｍ
为冗余传感器个数，即冗余度；Ｙ为这组冗余传感器的
估计值．
１．２　基于ＳＰＲＴ的传感器残差分析
被测信号去除通道噪声后，需要对该信号进行故
障检 测 来 判 断 传 感 器 的 健 康 状 态．故 障 检 测 采 用
ＳＰＲＴ［２２］算法，它是一种基于序 列 检 测 的 统 计 决 策 程
序，在２０世纪５０年代由 Ｗａｌｄ［２３］提出，与传统的固定
样本量检验方法不同，ＳＰＲＴ从第一个样本开始检验，
直到阈值达到预设值，给出判断结果［２４］．Ｌｏｒｄｅｎ［２５］在
解决平 均 样 本 量 的 巨 大 差 异 问 题 时，提 出 了２层
ＳＰＲＴ．对于非高斯分布的样 本，Ｙｕ等［２６］提 出 了 效 率
更高的非参 数ＳＰＲＴ．ＳＰＲＴ算 法 一 般 通 过 比 较 被 检
测数据属于２种情况的可能性来判断是否发生异常，
Ａｒｍｉｔａｇｅ［２７］提出将ＳＰＲＴ的２个假设增加到３个 及
以上．黄 寒 砚 等［２８］提 出 了 曲 线 式 的 结 尾ＳＰＲＴ．张 志
·３８５·
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华等［２９］则 提 出 了 一 种 广 义 的ＳＰＲＴ 方 法．近 年 来，
Ｇａｏ等［３０］使 用 多 假 设 的ＳＰＲＴ方 法 辅 助 分 类，Ｇｏｌｚ
等［３１］将ＳＰＲＴ方法与其他方法结合，用于信号分析．
本文的故障检测变量ｘ为传感器残差，即传感器
测量值与估计值之间的差值，其概率密度函数为高斯
函数．假设Ｈ０ 为健康状态下残差分布 （均值μ０，方差
δ２０），Ｈ１ 是故障时残差分布 （均值μ１，方差δ
２
１）．其中健
康状态假设Ｈ０ 的均值和方差由正常运行的数据残差
计算而来，故障状态 Ｈ１ 的均值由工 程 经 验 或 实 际 检
测检测要求给出，均值检验时δ２１ ＝δ２０．当假设Ｈ０ 成
立时，随机变量ｘ概率密度函数为Ｐ（ｘ／Ｈ０），当假设
Ｈ１ 成立时，ｘ概率密度函数为Ｐ（ｘ／Ｈ１）．似然比可
以由式（７）表示：
Ｒ（ｔ）＝ Ｐ
（ｘｔ，ｘｔ－１，… ，ｘ１／Ｈ１）
Ｐ（ｘｔ，ｘｔ－１，… ，ｘ１／Ｈ０）
＝
　∏
ｔ
ｉ＝１
Ｐ（ｘｉ／Ｈ１）
Ｐ（ｘｉ／Ｈ０）
． （７）
对于概率密度 函 数 为 高 斯 函 数 的 变 量，式（７）可 以 化
简为：
Ｒ（ｔ）＝ｅｘ ［ｐ － １２σ２０∑
ｔ
ｉ＝１
（ｘｉ－μ１）
２＋
　 １２σ２０∑
ｔ
ｉ＝１
（ｘｉ－μ０）］２ ．
在进行故障检测时首先取定两个常数Ａ 和Ｂ（０
＜Ｂ＜１＜Ａ），对于一组被检验数据 （ｘ１，ｘ２…，ｘｔ），从
第一个数据ｘ１ 开始依次抽样然后计算似然比．当Ｒ（ｔ）
≤Ｂ时停止抽样，接受Ｈ０ 假设；当Ｒ（ｔ）≥Ａ时停止
抽样，接受Ｈ１ 假设；当Ｂ＜Ｒ（ｔ）＜Ａ时继续抽样．Ａ
和Ｂ的值分别由误警率α和漏警率β决定，其中Ａ＝
（１－β）／α，Ｂ＝β／（１－α），α为当Ｈ０ 成立时反而被否
定的概 率；β为 当Ｈ１ 成 立 时 反 而 被 接 受 了 Ｈ０ 的 概
率，一般情况下，α、β可取０．１，０．０５，０．０１，０．００５．
令λ（ｉ）＝ｌｎ　Ｒ（ｉ），λ（ｉ）＝λ（ｉ－１）＋ｌ（ｉ），其中，
ｌ（ｉ）＝－ １２σ２０
（ｘｉ－μ１）
２＋ １２σ２０
（ｘｉ－μ０）
２．
在进行故障判断时，λ（ｉ）超过上限值Ａ即判定为
故障．由于ｌｎ　Ｒ（ｉ）始终在０上下波动，当λ（ｉ－１）的
值小于０时，会导致下一步的判定值λ（ｉ）是ｌ（ｉ）与负
值λ（ｉ－１）叠加，导致一定的检测延时．Ｌｉｕ等［３２］针对这
个问题提出了改进的ＳＰＲＴ检测方法．决策规则如下：
１）λ（０）＝０；
２）当λ（ｉ）＝λ（ｉ－１）＋ｌ（ｉ）＜０时，λ（ｉ）＝０；
３）λ（ｉ）≥ｌｎ　Ａ，接受Ｈ１ 假设，传感器出现故障；
４）λ（ｉ）＜ｌｎ　Ａ，继续抽样检测．
ＳＰＲＴ的检验过程需要得到传感器正常运行状态
的残差分布，本文算法的总体流程为：取冗余传感器正
常运行时的数据，经过ＩＣＡ／ＳＡ处理，得到正常运行数
据的ＩＣＡ／ＳＡ估计值，减去正常运行时的数据，得到正
常运行状态下的数据残差，以此计算平均值μ０ 和方差
δ２０，得到Ｈ０ 假设；将待检测数据进行上述处理，得到待
检测的数据残差ｘ；根据提出的Ｈ１ 假设，用ＳＰＲＴ对待
检测残差进行检测．算法大致流程如图１所示．
图１　算法流程图
Ｆｉｇ．１ Ｆｌｏｗ　ｃｈａｒｔ　ｏｆ　ａｌｇｏｒｉｔｈｍ
２　模型验证
２．１　研究对象介绍
核电站主蒸汽系统（记为ＶＶＰ）是电厂二回路 热
力系统的重要组成部分，其功能是吸收一回路的热量
并产 生 蒸 汽，把 蒸 汽 发 生 器 的 蒸 汽 送 到 各 用 汽 点．蒸
汽发生器每条主蒸汽管道有３条压力测量通道，在压
力过 高 或 过 低 的 状 态 下，分 别 触 发 不 同 的 信 号．本 文
中选取福清核电站ＶＶＰ中某一条主蒸汽管道的３个
冗余压力传感器（冗余度为３）作 为 验 证 对 象，在 核 电
厂正常运行时进行数据采集，数据采集周期为１ｓ，采
样点数为６　０００组．案例测试时分别采用 正 常 运 行 时
的数据和加入人工漂移的数据，分别采用ＩＣＡ－ＳＰＲＴ
和ＳＡ－ＳＰＲＴ的方法进行．
２．２　ＶＶＰ蒸汽压力健康数据分析
正常运行状态下监测得到的数据测试结果如图２
所示．先分别通过ＩＣＡ和ＳＡ方法对２　０００组冗余传感
器正常运行数据计算残差分布的均值μ０和方差δ０，再
对每个通道进行残差处理，用ＳＰＲＴ检验每个通道残
差分布的均值μ１．ＳＰＲＴ中误警率α取０．０１，漏警率β
取０．００１，正常运行数据每个通道对应的μ０ 和δ０ 值由
表１给 出．传 感 器 在 实 际 测 量 过 程 中，经 常 会 受 到 许
多噪声影 响，造 成 最 后 的 测 量 值 波 动 很 大，这 在 图２
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图２　健康传感器数据（ａ）和ＩＣＡ／ＳＡ计算的估计值（ｂ）
Ｆｉｇ．２ Ｈｅａｌｔｈｙ　ｓｅｎｓｏｒ　ｄａｔａ（ａ）ａｎｄ　ＩＣＡ／ＳＡ　ｅｓｔｉｍａｔｉｏｎ（ｂ）
（ａ）中的３个 通 道 中 都 可 以 观 察 到．图２（ｂ）中 可 以 看
到，ＩＣＡ估计值的波动要略大于ＳＡ估计值的波动，特
别是在 计 算 残 差 后，由 表１可 知，ＩＣＡ算 法 得 到 的 残
差波动情况明显大于ＳＡ计算得到的 残 差 波 动．这 与
ＳＡ算法的原理有关，ＳＡ的估计值是对３个通道的测
量值 取 简 单 平 均 得 到 的．这 就 导 致 在 计 算 残 差 时，估
计值与各个通道的测量值之间的偏差处在一个比较小
的范围，但这种方法忽略了测量信号里的噪声等因素，
也就导致了ＳＡ估计值的准确度相对较低．ＩＣＡ的估计
值则不同，它将传感器测量得到的值看作测量噪声与传
感器测量值的线性混合，传感器的测量值作为独立成分
之一在算法的最后分离出来，并在修正后得到最终的算
法估计值．从原理上看，ＩＣＡ算法能够将测量过程中的
噪声分离出来，与没有排除噪声影响的ＳＡ算法相比，
计算得到的残差波动相对较大．
表１　３个通道的μ０ 和δ０ 值
Ｔａｂ．１　μ０ａｎｄδ０ｆｒｏｍ　３ｃｈａｎｎｅｌｓ
通道
μ０／１０
－４ δ０／１０－３
ＩＣＡ　 ＳＡ　 ＩＣＡ　 ＳＡ
１ 　０．４１１ 　８．３２　 １４．３　 ８．９０
２　 ５９．０　 ６７．０　 １３．３　 ９．５０
３ －８３．０ －７５．０　 １０．３　 ２．４０
　　由工程经验可知，在进行均 值 检 验 时μ１ ＝μ０＋
３δ０，检验过程在 ＭＡＴＬＡＢ上完成．当似然比大于或
等于报警阈值λｔｈ时，即λ（ｉ）≥ｌｎ　Ａ＝λｔｈ，说明ＳＰＲＴ
在第ｉ点发现了故障．
使用ＳＰＲＴ算 法 对ＩＣＡ和ＳＡ方 法 得 到 的 通 道
残差进行检验，传感器健康状况判断的统计结果如表
２所示，尽管在通道１和２的ＩＣＡ残差中均检测到故障
点，但这些故障的数量处于误警率可以接受的误差范围
（６　０００×０．０１＝６０），故３个传感器的判别结果均为健
康．３个通道ＳＡ－ＳＰＲＴ残差检验结果均无故障点，３个
传感器判别结果均为健康．以上对传感器健康状况的判
断结果均符合预期．
表２　健康状况判别
Ｔａｂ．２　Ｓｔａｔｕｓ　ｄｉｓｃｒｉｍｉｎａｔｉｏｎ
通道
检测到的故障点数 判别结果
ＩＣＡ　 ＳＡ　 ＩＣＡ　 ＳＡ
１　 ２４　 ０ 健康 健康
２　 ４８　 ０ 健康 健康
３　 ０ ０ 健康 健康
２．３　ＶＶＰ蒸汽压力漂移数据分析
对ＶＶＰ蒸 汽 压 力 漂 移 数 据 进 行 分 析，为 了 对 比
ＩＣＡ与ＳＡ对漂移数据的故障分析能 力，考 虑 到 在 实
际进行 核 电 厂 冗 余 传 感 器 校 准 时，１．４％为 最 大 允 许
误差［３３］，测试时在通道２的监测数据第１　０００秒时加
入１％的仿真漂移，测试中漂移状态下 的 传 感 器 数 据
和ＩＣＡ、ＳＡ计算的估计值如 图３所 示．ＩＣＡ和ＳＡ处
理后计算获得的传感器残差结果如图４所示．从 图３
中可以看 到ＳＡ的 估 计 值 相 较 于ＩＣＡ的 估 计 值，在
４　０００ｓ左右发生了轻微的漂移现象．而且图４（ｂ）中明
显可以看出通道２的ＩＣＡ残差发生了漂移；在图４（ｄ）～
（ｆ）中，ＳＡ　３个通道的残差均发生轻微的漂移．这是由
于ＳＡ的算法原理导致通道２中１％的漂移被平均到
３个通 道 中，而ＩＣＡ算 法 准 确 分 离 出 了 漂 移 的 影 响，
给出了更为准确的估计值，故在ＩＣＡ残差图中可以准
确判断出漂移发生 的位置 在 通 道２．在 低 冗 余 的 情 况
下，对于 ＶＶＰ压力传感器的单通道漂 移，传 统 的ＳＡ
方法无法像ＩＣＡ那样准确识别出故障发生的通道．
ＳＰＲＴ各 参 数 均 保 持 不 变，使 用ＳＰＲＴ 算 法 对
ＩＣＡ和ＳＡ方法得到的通道残 差 进 行 检 验，传感器健
康状况判别的统计结果如表３所示，残差检验结果如
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图３　漂移状态下传感器数据（ａ）和ＩＣＡ／ＳＡ计算的估计值（ｂ）
Ｆｉｇ．３ Ｓｅｎｓｏｒ　ｄａｔａ　ｗｉｔｈ　ｄｒｉｆｔ（ａ）ａｎｄ　ＩＣＡ／ＳＡ　ｅｓｔｉｍａｔｉｏｎ（ｂ）
图５所示．ＩＣＡ残差检验结果显示通道２传感器故障，
通道１和通道３传感器健康；ＳＡ残差检验结果显示３
个通道均故障．以上结果可以看到ＩＣＡ－ＳＰＲＴ对３个
通 道 传 感 器 健 康 状 况 判 别 结 果 符 合 预 期，而 ＳＡ－
ＳＰＲＴ对通道１和通道３传感器健康状况的判别是错
误的．
从图５中还可 以 看 到，ＳＰＲＴ对 于 两 种 残 差 的 变
化是比较敏 感 的，能 顺 利 检 测 到 被ＳＡ算 法“平 均 分
配”到３个通道的漂移 和ＩＣＡ算 法 分 离 出 来 的 漂 移．
此外，１％的仿真漂移是在第１　０００秒时插入的，在检
表３　漂移数据下，传感器健康状况判别
Ｔａｂ．３　Ｓｔａｔｕｓ　ｄｉｓｃｒｉｍｉｎａｔｉｏｎ　ｏｆ　ｓｅｎｓｏｒｓ　ｗｉｔｈ　ｄｒｉｆｅ　ｄａｔａ
通道
检测到的故障点数 判别结果
ＩＣＡ　 ＳＡ　 ＩＣＡ残差 ＳＡ残差
１ 　１３　 ２　８４９ 健康 故障
２　 ３　５７４　 ２　９４８ 故障 故障
３　 １４　 ４　３１２ 健康 故障
图４　ＩＣＡ和ＳＡ计算的残差
Ｆｉｇ．４ Ｒｅｓｉｄｕａｌ　ｃａｌｃｕｌａｔｅｄ　ｂｙ　ＩＣＡ　ａｎｄ　ＳＡ
测ＩＣＡ残差时，ＳＰＲＴ在２　３３９ｓ时累计检测到６０个
故障 点，可 以 判 断 该 通 道 发 生 了 故 障．测 试 中 如 果 缩
短数据采样周期，ＳＰＲＴ便可以在更 短 的 时 间 内 检 测
出异常，为故障分析和维修争取更多的时间．
在本案例中，ＩＣＡ－ＳＰＲＴ在低冗 余 的 情 况 下 可 以
准确识别出故障，检测准确率明显优于传统ＳＡ方法，
实效性也明显优于传统核电厂冗余传感器校准策略．
３　结　论
本文中提出以ＩＣＡ结 合ＳＰＲＴ作 为 核 电 厂 冗 余
传感器异常检 测 的 新 算 法，并 利 用 实 际 ＶＶＰ运 行 数
据对 该 算 法 进 行 初 步 验 证．结 果 表 明，在 核 电 厂 冗 余
传感器校准验证方面表现出比传统方法更优的性能；
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图５　ＩＣＡ残差和ＳＡ残差的检验结果
Ｆｉｇ．５ Ｔｅｓｔ　ｒｅｓｕｌｔ　ｏｆ　ＩＣＡ　ｒｅｓｉｄｕａｌ　ａｎｄ　ＳＡ　ｒｅｓｉｄｕａｌ
ＩＣＡ能尽量分离出传感器工作过程的噪声干扰，在低
冗余条件下相比于传统ＳＡ算法，能提 高 冗 余 传 感 器
估计值的准确度；ＳＰＲＴ对传感器微 小 的 通 道 异 常 十
分敏 感，能 快 速 地 识 别 出 传 感 器 异 常；两 者 的 结 合 能
有效地提高 冗 余 传 感 器 测 量 参 数 的 精 确 度 并 及 早 给
出故 障 预 警．因 此，该 方 法 有 利 于 更 及 时 且 准 确 地 进
行冗余传感器故障预警，可为故障分析和维修争取更
多的时间，具有一定的经济效用和推广价值．
参考文献：
［１］　ＤＡＶＩＳ　Ｅ，ＦＵＮＫ　Ｄ，ＨＯＯＴＥＮ　Ｄ．Ｏｎ－ｌｉｎｅ　ｍｏｎｉｔｏｒｉｎｇ　ｏｆ
ｉｎｓｔｒｕｍｅｎｔ　ｃｈａｎｎｅｌ　ｐｅｒｆｏｒｍａｎｃｅ：ＴＲ－１０４９６５［Ｒ］．Ｃａｌｉｆｏｒｎｉａ：
ＥＰＲＩ，１９９８．
［２］　ＨＩＮＥＳ　Ｊ　Ｗ，ＳＥＩＢＥＲＴ　Ｒ．Ｔｅｃｈｎｉｃａｌ　ｒｅｖｉｅｗ　ｏｆ　ｏｎ－ｌｉｎｅ
ｍｏｎｉｔｏｒｉｎｇ　ｔｅｃｈｎｉｑｕｅｓ　ｆｏｒ　ｐｅｒｆｏｒｍａｎｃｅ　ａｓｓｅｓｓｍｅｎｔ：
ＮＵＲＥＧ－６８９５［Ｒ］．Ｗａｓｈｉｎｇｔｏｎ　ＤＣ：Ｎｕｃｌｅａｒ　Ｒｅｇｕｌａｔｏｒｙ
Ｃｏｍｍｉｓｓｉｏｎ，２００６．
［３］　ＪＵＴＴＥＮ　Ｃ，ＨＥＲＡＵＬＴ　Ｊ．Ｉｎｄｅｐｅｎｄｅｎｔ　ｃｏｍｐｏｎｅｎｔ　ａｎａｌｙｓｉｓ
ｖｅｒｓｕｓ　ｐｒｉｎｃｉｐａｌ　ｃｏｍｐｏｎｅｎｔ　ａｎａｌｙｓｉｓ［Ｊ］．Ｓｉｇｎａｌ　Ｐｒｏｃｅｓｓｉｎｇ
ＩＶ，Ｔｈｅｏｒｉｅｓ　ａｎｄ　Ａｐｐｌｉｃａｔｉｏｎｓ，１９８８，１２（３）：６４３－６４６．
［４］　ＢＥＬＬ　Ａ　Ｊ，ＳＥＪＮＯＷＳＫＩ　Ｔ　Ｊ．Ａｎ　ｉｎｆｏｒｍａｔｉｏｎ－ｍａｘｉｍｉｚａｔｉｏｎ
ａｐｐｒｏａｃｈ　ｔｏ　ｂｌｉｎｄ　ｓｅｐａｒａｔｉｏｎ　ａｎｄ　ｂｌｉｎｄ　ｄｅｃｏｎｖｏｌｕｔｉｏｎ［Ｊ］．
Ｎｅｕｒａｌ　Ｃｏｍｐｕｔａｔｉｏｎ，１９９５，７（６）：１１２９－１１５９．
［５］　ＬＥＥ　Ｔ　Ｗ，ＧＩＲＯＬＡＭＩ　Ｍ，ＳＥＪＮＯＷＳＫＩ　Ｔ　Ｊ．Ｉｎｄｅｐｅｎｄｅｎｔ
ｃｏｍｐｏｎｅｎｔ　ａｎａｌｙｓｉｓ　ｕｓｉｎｇ　ａｎ　ｅｘｔｅｎｄｅｄ　ｉｎｆｏｍａｘ　ａｌｇｏｒｉｔｈｍ
ｆｏｒ　ｓｕｂｇａｕｓｓｉａｎ　ａｎｄ　ｓｕｐｅｒｇａｕｓｓｉａｎ　ｓｏｕｒｃｅｓ［Ｊ］．Ｎｅｕｒａｌ
Ｃｏｍｐｕｔａｔｉｏｎ，１９９９，１１（２）：４１７－４４１．
［６］　ＡＭＡＲＩ　Ｓ　Ｉ．Ｎａｔｕｒａｌ　ｇｒａｄｉｅｎｔ　ｗｏｒｋｓ　ｅｆｆｉｃｉｅｎｔｌｙ　ｉｎ　ｌｅａｒｎｉｎｇ
［Ｊ］．Ｎｅｕｒａｌ　Ｃｏｍｐｕｔａｔｉｏｎ，１９９８，１０（２）：２５１－２７６．
［７］　ＨＹＶＲＩＮＥＮ　Ａ．Ｓｕｒｖｅｙ　ｏｎ　ｉｎｄｅｐｅｎｄｅｎｔ　ｃｏｍｐｏｎｅｎｔ
ａｎａｌｙｓｉｓ［Ｊ］．Ｎｅｕｒａｌ　Ｃｏｍｐｕｔｉｎｇ　Ｓｕｒｖｅｙｓ，１９９９，２：９４－１２８．
［８］　ＨＹＶＲＩＮＥＮ　Ａ，ＯＪＡ　Ｅ．Ａ　ｆａｓｔ　ｆｉｘｅｄ－ｐｏｉｎｔ　ａｌｇｏｒｉｔｈｍ
ｆｏｒ　ｉｎｄｅｐｅｎｄｅｎｔ　ｃｏｍｐｏｎｅｎｔ　ａｎａｌｙｓｉｓ［Ｊ］．Ｎｅｕｒａｌ　Ｃｏｍｐｕｔａｔｉｏｎ，
１９９７，９（７）：１４８３－１４９２．
［９］　ＪＵＴＴＥＮ　Ｃ，ＨＥＲＡＵＬＴ　Ｊ．Ｂｌｉｎｄ　ｓｅｐａｒａｔｉｏｎ　ｏｆ　ｓｏｕｒｃｅｓ，
ｐａｒｔⅠ：ａｎ　ａｄａｐｔｉｖｅ　ａｌｇｏｒｉｔｈｍ　ｂａｓｅｄ　ｏｎ　ｎｅｕｒｏｍｉｍｅｔｉｃ
ａｒｃｈｉ－ｔｅｃｔｕｒｅ［Ｊ］．Ｓｉｇｎａｌ　Ｐｒｏｃｅｓｓｉｎｇ，１９９１，２４（１）：１－１０．
［１０］　ＫＡＲＨＵＮＥＮ　Ｊ，ＨＹＶＡＲＩＮＥＮ　Ａ，ＶＩＧＡＲＩＯ　Ｒ，ｅｔ　ａｌ．
Ａｐｐｌｉｃａｔｉｏｎｓ　ｏｆ　ｎｅｕｒａｌ　ｂｌｉｎｄ　ｓｅｐａｒａｔｉｏｎ　ｔｏ　ｓｉｇｎａｌ　ａｎｄ
ｉｍａｇｅ　ｐｒｏｃｅｓｓｉｎｇ［Ｃ］∥Ｐｒｏｃｅｅｄｉｎｇ　ｏｆ　ｔｈｅ　ＩＥＥＥ　１９９７
Ｉｎｔｅｒｎａｔｉｏｎａｌ　Ｃｏｎｆｅｒｅｎｃｅ　ｏｎ　Ａｃｏｕｓｔｉｃｓ，Ｓｐｅｅｃｈ，ａｎｄ
Ｓｉｇｎａｌ　Ｐｒｏｃｅｓｓｉｎｇ．Ｍｕｎｉｃｈ：ＩＥＥＥ，１９９７：１３１－１３４．
［１１］　ＳＴＯＮＥ　Ｊ　Ｖ，ＰＯＲＲＩＬＬ　Ｊ，ＰＯＴＥＲ　Ｎ　Ｒ，ｅｔ　ａｌ．Ｓｐａｔｉｏ－
ｔｅｍｐｏｒａｌ　ＩＣＡ　ｏｆ　ｆＭＲＩ　ｄａｔａ［Ｒ／ＯＬ］．［２０１８－１１－０１］．
ｃｉｔｅｓｅｅｒｘ．ｉｓｔ．ｐｓｕ．ｅｄｕ／ｖｉｅｗｄｏｃ／ｄｏｗｎｌｏａｄ？ｄｏｉ＝１０．１．１．
３２．３８９２＆ｒｅｐ＝ｒｅｐ１＆ｔｙｐｅ＝ｐｄｆ．
［１２］　ＢＥＬＬ　Ａ　Ｊ，ＳＥＪＮＯＷＳＫＩ　Ｔ　Ｊ．Ｔｈｅ"ｉｎｄｅｐｅｎｄｅｎｔ　ｃｏｍｐｏｎｅｎｔｓ"
ｏｆ　ｎａｔｕｒａｌ　ｓｃｅｎｅｓ　ａｒｅ　ｅｄｇｅ　ｆｉｌｔｅｒｓ［Ｊ］．Ｖｉｓｉｏｎ　Ｒｅｓｅａｒｃｈ，
１９９７，３７（２３）：３３２７－３３３８．
［１３］　ＹＵＥＮ　Ｐ　Ｃ，ＬＡＩ　Ｊ　Ｈ．Ｆａｃｅ　ｒｅｐｒｅｓｅｎｔａｔｉｏｎ　ｕｓｉｎｇ　ｉｎｄｅｐｅｎｄｅｎｔ
ｃｏｍｐｏｎｅｎｔ　ａｎａｌｙｓｉｓ［Ｊ］．Ｐａｔｔｅｒｎ　Ｒｅｃｏｇｎｉｔｉｏｎ，２００２，３５（６）：
１２４７－１２５７．
［１４］　ＲＯＢＥＲＴＳ　Ｓ，ＥＶＥＲＳＯＮ　Ｒ．Ｉｎｄｅｐｅｎｄｅｎｔ　ｃｏｍｐｏｎｅｎｔ
ａｎａｌｙｓｉｓ，ｐｒｉｎｃｉｐｌｅｓ　ａｎｄ　ｐｒａｃｔｉｃｅ［Ｍ］．Ｃａｍｂｒｉｄｇｅ：Ｃａｍｂｒｉ－
ｄｇｅ　Ｕｎｉｖｅｒｓｉｔｙ　Ｐｒｅｓｓ，２００１：３３８－３４０．
［１５］　ＤＩＮＧ　Ｊ，ＨＩＮＥＳ　Ｊ　Ｗ，ＲＡＳＭＵＳＳＥＮ　Ｂ．Ｉｎｄｅｐｅｎｄｅｎｔ
ｃｏｍｐｏｎｅｎｔ　ａｎａｌｙｓｉｓ　ｆｏｒ　ｒｅｄｕｎｄａｎｔ　ｓｅｎｓｏｒ　ｖａｌｉｄａｔｉｏｎ［Ｃ］∥
Ｐｒｏｃｅｅｄｉｎｇｓ　ｏｆ　ｔｈｅ　２００３ Ｍａｉｎｔｅｎａｎｃｅ　ａｎｄ　Ｒｅｌｉａｂｉｌｉｔｙ
Ｃｏｎｆｅｒｅｎｃｅ．Ｋｎｏｘｖｉｌｅ：ＭＡＲＣＯＮ，２００３：４－７．
·７８５·
厦门大学学报（自然科学版） ２０１９年
ｈｔｐ：∥ｊｘｍｕ．ｘｍｕ．ｅｄｕ．ｃｎ
［１６］　ＤＩＮＧ，Ｊ，ＧＲＩＢＯＫ　Ａ，ＨＩＮＥＳ　Ｊ　Ｗ，ｅｔ　ａｌ．Ｒｅｄｕｎｄａｎｔ
ｓｅｎｓｏｒ　ｃａｌｉｂｒａｔｉｏｎ　ｍｏｎｉｔｏｒｉｎｇ　ｕｓｉｎｇ　ＩＣＡ　ａｎｄ　ＰＣＡ［Ｊ］．
Ｒｅａｌ　Ｔｉｍｅ　Ｓｙｓｔｅｍｓ　Ｓｐｅｃｉａｌ　Ｉｓｓｕｅ　ｏｎ" Ａｐｐｌｉｃａｔｉｏｎｓ　ｏｆ
Ｉｎｔｅｌｉｇｅｎｔ　Ｒｅａｌ－Ｔｉｍｅ　Ｓｙｓｔｅｍｓ　ｆｏｒ　Ｎｕｃｌｅａｒ　Ｅｎｇｉｎｅｅｒｉｎｇ" ，
２００４，２７（１）：２７－４８．
［１７］　ＣＨＥＮ　Ｈ　Ｔ，ＪＩＡＮＧ　Ｂ，ＬＵ　Ｎ　Ｙ，ｅｔ　ａｌ．Ｒｅａｌ－ｔｉｍｅ　ｉｎｃｉｐｉｅｎｔ
ｆａｕｌｔ　ｄｅｔｅｃｔｉｏｎ　ｆｏｒ　ｅｌｅｃｔｒｉｃａｌ　ｔｒａｃｔｉｏｎ　ｓｙｓｔｅｍｓ　ｏｆ　ＣＲＨ２
［Ｊ］．Ｎｅｕｒｏｃｏｍｐｕｔｉｎｇ，２０１８，３０６：１１９－１２９．
［１８］　ＦＥＮＧ　Ｌ，ＤＩ　Ｔ　Ｒ，ＺＨＯＵ　Ｙ　Ｗ．ＨＳＩＣ－ｂａｓｅｄ　ｋｅｒｎｅｌ
ｉｎｄｅｐｅｎｄｅｎｔ　ｃｏｍｐｏｎｅｎｔ　ａｎａｌｙｓｉｓ　ｆｏｒ　ｆａｕｌｔ　ｍｏｎｉｔｏｒｉｎｇ［Ｊ］．
Ｃｈｅｍｏｍｅｔｒｉｃｓ　ａｎｄ　Ｉｎｔｅｌｉｇｅｎｔ　Ｌａｂｏｒａｔｏｒｙ　Ｓｙｓｔｅｍｓ，
２０１８，１７８：４７－５５．
［１９］　ＨＹＶＲＩＮＥＮ　Ａ．Ｆａｓｔ　ａｎｄ　ｒｏｂｕｓｔ　ｆｉｘｅｄ－ｐｏｉｎｔ　ａｌｇｏｒｉｔｈｍｓ
ｆｏｒ　ｉｎｄｅｐｅｎｄｅｎｔ　ｃｏｍｐｏｎｅｎｔ　ａｎａｌｙｓｉｓ［Ｊ］．ＩＥＥＥ　Ｔｒａｎｓａｃｔｉｏｎｓ
ｏｎ　Ｎｅｕｒａｌ　Ｎｅｔｗｏｒｋｓ，１９９９，１０（３）：６２６－６３４．
［２０］　ＨＹＶＲＩＮＥＮ　Ａ，ＫＡＲＨＵＮＥＮ　Ｊ，ＯＪＡ　Ｅ．Ｉｎｄｅｐｅｎｄｅｎｔ
ｃｏｍｐｏｎｅｎｔ　ａｎａｌｙｓｉｓ［Ｍ］．Ｈｏｂｏｋｅｎ：Ｗｉｌｅｙ－Ｉｎｔｅｒｓｃｉｅｎｃｅ，
２００１：１－１１，１２５－１３７．
［２１］　ＤＩＮＧ　Ｊ，ＧＲＩＢＯＫ　Ａ　Ｖ，ＨＩＮＥＳ　Ｊ　Ｗ，ｅｔ　ａｌ．Ｒｅｄｕｎｄａｎｔ
ｓｅｎｓｏｒ　 ｃａｌｉｂｒａｔｉｏｎ　 ｍｏｎｉｔｏｒｉｎｇ　 ｕｓｉｎｇ　 ｉｎｄｅｐｅｎｄｅｎｔ
ｃｏｍｐｏｎｅｎｔ　ａｎａｌｙｓｉｓ　ａｎｄ　ｐｒｉｎｃｉｐａｌ　ｃｏｍｐｏｎｅｎｔ　ａｎａｌｙｓｉｓ
［Ｊ］．Ｒｅａｌ－Ｔｉｍｅ　Ｓｙｓｔｅｍｓ，２００４，２７（１）：２７－４７．
［２２］　ＷＡＬＤ　Ａ．Ｓｅｑｕｅｎｔｉａｌ　ｔｅｓｔｓ　ｏｆ　ｓｔａｔｉｓｔｉｃａｌ　ｈｙｐｏｔｈｅｓｅｓ［Ｊ］．
Ｔｈｅ　Ａｎｎａｌｓ　ｏｆ　Ｍａｔｈｅｍａｔｉｃａｌ　Ｓｔａｔｉｓｔｉｃｓ，１９４５，１６（２）：１１７－１８６．
［２３］　ＷＡＬＤ　Ａ．Ｓｅｑｕｅｎｔｉａｌ　ａｎａｌｙｓｉｓ［Ｍ］．Ｎｅｗ　Ｙｏｒｋ：Ｗｉｌｅｙ，
１９４７：１５－２３．
［２４］　ＣＨＡＲＬＥＳＷＯＲＴＨ　Ｊ　Ｐ，ＴＥＭＰＬＥ　Ｊ　Ａ　Ｇ．Ｅｎｇｉｎｅｅｒｉｎｇ
ａｐｐｌｉｃａｔｉｏｎｓ　ｏｆ　ｕｌｔｒａｓｏｎｉｃ　ｔｉｍｅ－ｏｆ－ｆｌｉｇｈｔ　ｄｉｆｆｒａｃｔｉｏｎ［Ｍ］．
Ｌｏｎｄｏｎ：Ｒｅｓｅａｒｃｈ　Ｓｔｕｄｉｅｓ　Ｐｒｅｓｓ，１９８９：４７－６２．
［２５］　ＬＯＲＤＥＮ　Ｇ．２－ＳＰＲＴ’Ｓ　ａｎｄ　ｍｏｄｉｆｉｅｄ　ｋｉｅｆｅｒ－ｗｅｉｓｓ　ｐｒｏｂｌｅｍ
ｏｆ　ｍｉｎｉｍｉｚｉｎｇ　ａｎ　ｅｘｐｅｃｔｅｄ　ｓａｍｐｌｅ　ｓｉｚｅ［Ｊ］．Ｔｈｅ　Ａｎｎａｌｓ　ｏｆ
Ｓｔａｔｉｓｔｉｃｓ，１９７６，４（２）：２８１－２９１．
［２６］　ＹＵ　Ｃ　Ｇ，ＳＵ　Ｂ　Ｊ．Ａ　ｎｏｎ－ｐａｒａｍｅｔｒｉｃ　ｓｅｑｕｅｎｔｉａｌ　ｒａｎｋ－ｓｕｍ
ｐｒｏｂａｂｉｌｉｔｙ　ｒａｔｉｏ　ｔｅｓｔ　ｍｅｔｈｏｄ　ｆｏｒ　ｂｉｎａｒｙ　ｈｙｐｏｔｈｅｓｉｓ
ｔｅｓｔｉｎｇ［Ｊ］．Ｓｉｇｎａｌ　Ｐｒｏｃｅｓｓｉｎｇ，２００４，８４（７）：１２６７－１２７２．
［２７］　ＡＲＭＩＴＡＧＥ　Ｐ．Ｓｅｑｕｅｎｔｉａｌ　ａｎａｌｙｓｉｓ　ｗｉｔｈ　ｍｏｒｅ　ｔｈａｎ　ｔｗｏ
ａｌｔｅｒｎａｔｉｖｅ　ｈｙｐｏｔｈｅｓｅｓ，ａｎｄ　ｉｔｓ　ｒｅｌａｔｉｏｎ　ｔｏ　ｄｉｓｃｒｉｍｉｎａｎｔ
ｆｕｎｃｔｉｏｎ　ａｎａｌｙｓｉｓ［Ｊ］．Ｊｏｕｒｎａｌ　ｏｆ　ｔｈｅ　Ｒｏｙａｌ　Ｓｔａｔｉｓｔｉｃａｌ
Ｓｏｃｉｅｔｙ：Ｓｅｒｉｅｓ　Ｂ（Ｍｅｔｈｏｄｏｌｏｇｉｃａｌ），１９５０，１２（１）：１３７－１４４．
［２８］　黄寒砚，王磊．基 于 参 数 优 化 的 截 尾 序 贯 检 验 法［Ｊ］．飞
行器测控学报，２０１１，３０（３）：４９－５５．
［２９］　张志华，刘海 涛．广 义 计 数 型 序 贯 抽 样 检 验［Ｊ］．海 军 工
程大学学报，２０１１，２３（６）：４４－４８．
［３０］　ＧＡＯ　Ｙ，ＬＩＵ　Ｙ，ＬＩ　Ｘ　Ｒ．Ｔｒａｃｋｉｎｇ－ａｉｄｅｄ　ｃｌａｓｓｉｆｉｃａｔｉｏｎ　ｏｆ
ｔａｒｇｅｔｓ　ｕｓｉｎｇ　ｍｕｌｔｉｈｙｐｏｔｈｅｓｉｓ　ｓｅｑｕｅｎｔｉａｌ　ｐｒｏｂａｂｉｌｉｔｙ　ｒａｔｉｏ
ｔｅｓｔ［Ｊ］．ＩＥＥＥ　Ｔｒａｎｓａｃｔｉｏｎｓ　ｏｎ　Ａｅｒｏｓｐａｃｅ　ａｎｄ　Ｅｌｅｃｔｒｏｎｉｃ
Ｓｙｓｔｅｍｓ，２０１７，５４（１）：２３３－２４５．
［３１］　ＧＯＬＺ　Ｍ，ＦＡＵＳＳ　Ｍ，ＺＯＵＢＩＲ　Ａ．Ａ　ｂｏｏｔｓｔｒａｐｐｅｄ　ｓｅｑｕ－
ｅｎｔｉａｌ　ｐｒｏｂａｂｉｌｉｔｙ　ｒａｔｉｏ　ｔｅｓｔ　ｆｏｒ　ｓｉｇｎａｌ　ｐｒｏｃｅｓｓｉｎｇ　ａｐｐｌｉｃａ－
ｔｉｏｎｓ［Ｃ］∥ＩＥＥＥ　Ｉｎｔｅｒｎａｔｉｏｎａｌ　Ｗｏｒｋｓｈｏｐ　ｏｎ　Ｃｏｍｐｕｔａ－
ｔｉｏｎａｌ　Ａｄｖａｎｃｅｓ　ｉｎ　Ｍｕｌｔｉ－ｓｅｎｓｏｒ　Ａｄａｐｔｉｖｅ　Ｐｒｏｃｅｓｓｉｎｇ．
Ｐｉｓｃａ－ｔａｗａｙ：ＩＥＥＥ，２０１８：１０－１３．
［３２］　ＬＩＵ　Ｋ　Ｐ，ＺＥＮＧ　Ｑ　Ｈ．Ａｎ　ｉｍｐｒｏｖｅｄ　ｓｅｑｕｅｎｔｉａｌ　ｐｒｏｂａｂｉｌｉｔｙ
ｒａｔｉｏ　ｔｅｓｔ　ｍｅｔｈｏｄ　ｆｏｒ　ｒｅｓｉｄｕａｌ　ｔｅｓｔ［Ｊ］．Ｅｌｅｃｔｒｏｎｉｃｓ　Ｏｐｔｉｃｓ
＆Ｃｏｎｔｒｏｌ，２００９，１６（８）：３６－３９．
［３３］　ＤＡＶＩＳ　Ｅ，ＦＵＮＫ　Ｄ，ＨＯＯＴＥＮ　Ｄ．Ｏｎ－ｌｉｎｅ　ｍｏｎｉｔｏｒｉｎｇ　ｏｆ
ｉｎｓｔｒｕｍｅｎｔ　ｃｈａｎｎｅｌ　ｐｅｒｆｏｒｍａｎｃｅ　ＴＲ－１０４９６５［Ｒ］．Ｃａｌｉ－
ｆｏｒｎｉａ：ＥＰＲＩ，１９９８．
Ｆａｕｌｔ　ｄｅｔｅｃｔｉｏｎ　ｆｏｒ　ｒｅｄｕｎｄａｎｔ　ｐｒｅｓｓｕｒｅ　ｓｅｎｓｏｒｓ　ｉｎ　ｍａｉｎ　ｓｔｅａｍ　ｓｙｓｔｅｍ　ｉｎ
ｎｕｃｌｅａｒ　ｐｏｗｅｒ　ｐｌａｎｔｓ
ＪＩＮ　Ｄｉａｎ１，ＸＩＥ　Ｓｈａｎ１＊，ＤＩＮＧ　Ｊｕｎ１，ＷＵ　Ｙｉｃｈｕｎ１，ＬＩ　Ｎｉｎｇ１，ＣＡＯ　Ｐｅｉｇｅｎ２
（１．Ｃｏｌｅｇｅ　ｏｆ　Ｅｎｅｒｇｙ，Ｘｉａｍｅｎ　Ｕｎｉｖｅｒｓｉｔｙ，Ｘｉａｍｅｎ　３６１１０２，Ｃｈｉｎａ；２．Ｆｕｑｉｎｇ　Ｎｕｃｌｅａｒ　Ｐｏｗｅｒ　Ｐｌａｎｔ，Ｆｕｚｈｏｕ　３５０３００，Ｃｈｉｎａ）
Ａｂｓｔｒａｃｔ：Ｒｅｄｕｎｄａｎｔ　ｓｅｎｓｏｒｓ　ａｒｅ　ｉｎｓｔａｌｅｄ　ｆｏｒ　ｍｅａｓｕｒｅｍｅｎｔ　ｏｆ　ｃｒｉｔｉｃａｌ　ｐａｒａｍｅｔｅｒ　ｉｎ　ｃｒｕｃｉａｌ　ｓｙｓｔｅｍｓ　ｉｎ　ｎｕｃｌｅａｒ　ｐｏｗｅｒ　ｐｌａｎｔｓ（ＮＰＰｓ）
ｔｏ　ｅｎｓｕｒｅ　ｔｈｅ　ｏｐｅｒａｔｉｏｎ　ｓａｆｅｔｙ，ａｎｄ　ｓｔａｔｕｓ　ｏｆ　ｔｈｅ　ｓｅｎｓｏｒ　ｗｉｌ　ｄｉｒｅｃｔｌｙ　ｉｎｆｌｕｅｎｃｅ　ｔｈｅ　ｒｅｓｕｌｔｓ　ｏｆ　ｍｅａｓｕｒｅｍｅｎｔｓ．Ｎｏｗ　ｉｔ　ｉｓ　ｄｉｆｆｉｃｕｌｔ　ｆｏｒ
ｔｒａｄｉｔｉｏｎａｌ　ｓｅｎｓｏｒ　ｃａｌｉｂｒａｔｉｏｎ　ｍｅｔｈｏｄｓ （ｓｉｍｐｌｅ　ａｖｅｒａｇｅ，ｉｎｓｔｒｕｍｅｎｔａｔｉｏｎ　ａｎｄ　ｃａｌｉｂｒａｔｉｏｎ　ｍｏｎｉｔｏｒｉｎｇ　ｐｒｏｇｒａｍ，ｐａｒｉｔｙ　ｓｐａｃｅ，ｅｔｃ．）
ｃｏｍｍｏｎｌｙ　ｕｓｅｄ　ｉｎ　ＮＰＰｓ　ｔｏ　ｒｅｃｏｇｎｉｚｅ　ｔｈｅ　ｆａｕｌｔｙ　ｒｅｄｕｎｄａｎｔ　ｓｅｎｓｏｒｓ　ｗｈｅｎ　ｒｅｄｕｎｄａｎｃｙ　ｏｆ　ｓｙｓｔｅｍａｔｉｃ　ｐａｒａｍｅｔｅｒ　ｉｓ　３ｏｒ　ｌｏｗ．Ｉｎ　ｔｈｉｓ
ａｒｔｉｃｌｅ，ｉｎｄｅｐｅｎｄｅｎｔ　ｃｏｍｐｏｎｅｎｔ　ａｎａｌｙｓｉｓ　ｃｏｍｂｉｎｅｄ　ｗｉｔｈ　ｓｅｑｕｅｎｔｉａｌ　ｐｒｏｂａｂｉｌｉｔｙ　ｒａｔｉｏ　ｔｅｓｔ（ＩＣＡ－ＳＰＲＴ）ｉｓ　ｐｒｏｐｏｓｅｄ　ｆｏｒ　ｆａｕｌｔ　ｄｅｔｅｃｔｉｏｎ　ｉｎ
ｒｅｄｕｎｄａｎｔ　ｓｅｎｓｏｒｓ，ａｎｄ　ｉｓ　ｖａｌｉｄａｔｅｄ　ｂｙ　ｔｈｅ　ｄａｔａｓｅｔ　ｆｒｏｍ　ｒｅｄｕｎｄａｎｔ　ｐｒｅｓｓｕｒｅ　ｓｅｎｓｏｒｓ　ｉｎ　ｍａｉｎ　ｓｔｅａｍ　ｓｙｓｔｅｍ　ｉｎ　ＮＰＰｓ．Ｃｏｍｐａｒｅｄ　ｗｉｔｈ
ｒｅｓｕｌｔｓ　ｏｆ　ｓｉｍｐｌｅ　ａｖｅｒａｇｅ，ｔｈｅ　ｍｅｔｈｏｄ　ｃａｎｎｏｔ　ｏｎｌｙ　ｏｕｔｐｅｒｆｏｒｍ　ｔｒａｄｉｔｉｏｎａｌ　ｏｎｅｓ　ｂｕｔ　ａｌｓｏ　ａｃｃｕｒａｔｅｌｙ　ｄｅｔｅｃｔｓ　ｔｈｅ　ｄｒｉｆｔ　ｏｆ　ｓｅｎｓｏｒｓ’ｓｉｇｎａｌ
ｉｎ　ｔｉｍｅ　ａｎｄ　ｐｒｏｖｉｄｅｓ　ｍｏｒｅ　ｔｉｍｅ　ｆｏｒ　ｆａｕｌｔ　ａｎａｌｙｓｉｓ　ａｎｄ　ｍａｉｎｔｅｎａｎｃｅ　ｏｆ　ｓｅｎｓｏｒｓ．
Ｋｅｙｗｏｒｄｓ：ｉｎｄｅｐｅｎｄｅｎｔ　ｃｏｍｐｏｎｅｎｔ　ａｎａｌｙｓｉｓ（ＩＣＡ）；ｓｅｑｕｅｎｔｉａｌ　ｐｒｏｂａｂｉｌｉｔｙ　ｒａｔｉｏ　ｔｅｓｔ（ＳＰＲＴ）；ｎｕｃｌｅａｒ　ｐｏｗｅｒ　ｐｌａｎｔ；ｒｅｄｕｎｄａｎｔ　ｓｅｎｓｏｒｓ
ｃａｌｉｂｒａｔｉｏｎ；ｆａｕｌｔ　ｄｅｔｅｃｔｉｏｎ
·８８５·
