For a locally convergent sequence of sparse random graphs (as defined by Benjamini and Schramm or Aldous and Steele) we show a general relation between local and global subgraph counts and degree moments. This yields an optimal criterion to check when the asymptotic behaviour of graph statistics such as the clustering coefficient and assortativity is determined by the local limit.
Introduction
A rooted graph is a pair (H, v) where H is a graph and v ∈ V (H) is a distinguished vertex called the root of H and denoted root(H). For a graph G and its vertex v, we will denote by B r (G, v) the rooted graph (H, v) where H is the subgraph induced on the vertices of G with distance from v at most r. If G is a rooted graph with root u we write 1 B r (G) = B r (G, u). Consider a sequence of finite random graphs {G n , n = 1, 2, . . . }. In this paper we assume |V (G n )| ≥ 1 is non-random and |V (G n )| → ∞ as n → ∞. Let v * = v * n be a uniformly random vertex of V (G n ). (We will always assume G n and v * are conditionally independent given V (G n ).) We study random variables p r (G n , H) = E I Br(Gn,v * ) ∼ =H |G n = |V (G n )| −1 |{v ∈ V (G n ) : B r (G n , v) ∼ = H}| (1) defined for any connected rooted graph H and a non-negative integer r. Here ∼ = denotes the isomorphism relation between connected rooted graphs which preserves the root.
A graph is locally finite if the degree of each of its vertex is finite. Let G * be a random rooted connected locally finite graph. We call G * a weak local limit of {G n } (we write G n loc − − → G * ) if for each non-negative integer r and each rooted graph H the random variable p r (G n , H) converges in probability to p r (G * , H) := P(B r (G * ) ∼ = H) (here and below all limits are as n → ∞, unless stated otherwise). Similar limits have been studied by many people, including Benjamini and Schramm 2 [3] , Aldous and Steele [1] , Lyons [28] , Lovász [27] and Bollobás, Janson and Riordan [16] . We believe that most models proposed for modelling empirical networks with bounded average degree yield locally convergent sequences. Some notable examples where this is true are the inhomogeneous random graph model of Bollobás, Janson and Riordan [16] , the preferential attachment model, see Berger, Borgs, Chayes and Saberi [5] and the random intersection graph model, see Section 3 below.
Statistics such as (1) often capture many quantities of interest [4] . These quantities include not only the 'local' ones, such as the degree distribution, the clustering and assortativity coefficients, but also (with extra assumptions) some 'global' ones, such as the size of the giant component [16] or the limiting spectrum [19] . The perspective of weak local limits provides a natural further direction for studying models for sparse networks, see [17] . The question "what is the asymptotical behaviour of parameter X for random graphs in my model?" can be decomposed into two:
• What is the asymptotical behaviour of parameter X for sequences of graphs that have a weak local limit G * ?
• What is the weak local limit of random graphs from my model (if it exists)?
Note that results related to the first question are potentially applicable to a very general class of models. The structure of this paper is as follows. In the next section we present a result concerning the first question: we show that the weak local limit of a sequence of random graphs together with a degree moment convergence determines the global subgraph count asymptotics. In Section 3 we describe the local limit for sparse random intersection graphs: this concerns the second question. In Section 4 we show how our main results yield new general facts on various popular functionals, such as the clustering coefficient; we discuss random intersection graphs as one of the examples. The proofs are given in Sections 5 -6 and Section A in the Appendix.
Weak local limit and subgraph counts
In Section 7 of [17] Bollobás, Janson and Riordan remark that the weak local limit does not always determine the global subgraph count asymptotics (see also Example 2.2 below). They propose an extra condition of 'exponentially bounded tree counts'. We show that a simple condition on the degree moment is sufficient (and, in general, necessary).
A homomorphism from a graph H to a graph G is a mapping from V (H) to V (G) that maps adjacent vertices in H to adjacent vertices in G. Denote by emb(H, G) the number of embeddings (injective homomorphisms) from H to G. Theorem 2.1 Let h ≥ 2 be an integer, let {G n , n = 1, 2 . . . } be a sequence of random graphs, such that n 1 = n 1 (n) = |V (G n )| → ∞. Suppose G n loc − − → G * . Write
, where r * = root(G * ), and assume E (d * ) h−1 < ∞. Denote by d n the degree of a uniformly random vertex in G n . Then the following statements are equivalent:
is uniformly integrable;
(iii) for any connected graph H on h vertices and any H ′ ∈ R(H)
Each of the above statements implies that for any connected graph H on h vertices and any H ′ ∈ R(H)
To see that there are many locally convergent sequences for which the above statements fail to hold, consider the following example.
Example 2.2 Let G n be as in Theorem 2.1 and assume for simplicity n 1 = n 1 (n) = n for n = 1, 2, . . . . Define G ′ n as follows. Let S n be a uniformly random subset of V (G) of size s = s n and let G ′ n be obtained from G n by adding edges of a clique on S n to G n (merge repeated edges, if any).
If |S n | = Ω(n 1/h ) and |S n | = o(n) then G ′ n loc − − → G * , but (i) -(iii) and (2) do not hold for G ′ n .
The key tool to prove the theorem is the following beautiful and undeservedly little known result by Sidorenko [33] . It says that for any graph G, the bipartite graph K 1,h−1 (the star with h − 1 rays) has more homomorphisms into G than any other connected graph on h vertices. Denote by hom(H, G) the number of homomorphisms from H to G. A special case when H is a path has been rediscovered in 2012 by Fiol and Garriga [22] , see also [20] . Let H be a particular connected graph and let r be its diameter. Our proof of Theorem 2.1 shows that in order to prove that (i) implies (iii) for H, the condition G n loc − − → G * may be replaced by a requirement that B r+1 (G, v * ) has a corresponding limit. We believe this can be further improved. Let us also note that an analogue of Theorem 2.1 holds if we replace embedding counts by homomorphism counts. Below, in Section 4, we show how Theorem 2.1 implies general results on famous network statistics such as the clustering and assortativity coefficients.
Uncorrelated random clique trees
Random intersection graphs were introduced in [29] and received some attention as a potential model for large empirical networks with clustering (see, e.g., surveys [11, 12] ). We show that in the regime which yields sparse graphs with a positive clustering coefficient in such models we get a very specific local limit, namely a random uncorrelated clique tree, defined formally below.
Let H = (V 1 , V 2 , E) be a bipartite graph. The intersection graph G = G(H) of H is the graph on the vertex set V (G) = V 1 with edges
where e ∈ H is a shorthand for e ∈ E(H). An intersection graph of a random bipartite graph H is called a random intersection graph. It will be convenient to assume that V i consists of the first n i elements of a countable set V i , where
The set V 2 is often called the set of attributes 3 . We will call the elements of V i vertices of type i.
is the set of neighbours of v in the graph H. Sometimes we will want to stress the type of v in the notation. Since V i = {v
We will denote by X ∼ Y the fact that X and Y have the same distribution.
Many different variants of the random bipartite graph H have been studied, see, e.g., survey papers [11, 12] :
• the active random intersection graph: each v ∈ V 1 independently chooses X (1) v from a distribution P on {0, . . . , m}, then draws a uniformly random subset S 1 v of size X
(1) v of its neighbours from V (2) (independently of other vertices). A special case is the binomial random intersection graph;
• the passive random intersection graph: each v ∈ V 2 independently chooses X (2) v from a distribution P on {0, . . . , m}, then draws a uniformly random subset S • the inhomogeneous random intersection graph G inhomog (n 1 , n 2 , ξ (1) , ξ (2) ): the vertices v ∈ V i are independently assigned random non-negative weights ξ
. Given the weights, edges vw appear in H independently with probability min(
We will also consider random intersection graphs G conf (d 1 , d 2 ) based on the configuration model, see [26, 34] . Let d 1 = {d 1j , j = 1, . . . , n 1 } and d 2 = {d 2k , k = 1, . . . , n 2 } be sequences of non-negative integers such that
2 ) of sizes n 1 and n 2 is obtained as follows. Distribute the total number of 2 d 1j half edges among the vertices of V 1 ∪ V 2 so that j-th vertex of part i receives d ij half-edges. Pick a uniformly random perfect matching between the half-edges of parts V 1 and V 2 . In the bipartite graph, add an edge between u and v whenever a half-edge from u is matched with a half-edge from v (we allow multiedges). The bipartite configuration model is important and has been studied in detail in the context of low-density parity-check (LDPC) codes, see [32] .
Usually, see, e.g., [9] , the above models yield random graphs with a linear number of edges and a clustering coefficient bounded away from zero only if n2 n1 = Θ(1). Therefore we will assume n2 n1 = Θ(1) in this paper. Let µ be the distribution of a random variable Z on [0, ∞) with 0 < E Z < ∞. 3 The names V and W are often used in the literature for V 1 and V 2 .
We denote by Z * a random variable with the size-biased distribution D 2 ) as follows. S(0) consists of a single root node r = r(T ). The root r has a set S(1) of offspring, where
consists of the offspring of the nodes in S(k). Given |S(k)|, the number of offspring of each node in S(k) is independent and distributed as D * i(k) − 1. Here i(k) = 2 if k is odd and i(k) = 1 otherwise. We call S(k), the set of vertices at distance k from the root, the generation k of T . A corresponding random tree, also denoted by T , is a graph on the vertex set ∪ k S(k) with edges {uv : v is an offspring of u} and root r. Consider T as a bipartite graph with parts (V 1 , V 2 ), where V 1 and V 2 consists of all nodes in generations 0, 2, . . . and 1, 3, . . . respectively. We define the uncorrelated random clique tree G T to be the intersection graph of T rooted at r.
For a finite (random) sequence A, we write X ∈ u A to denote the fact that X is chosen uniformly at random from all the elements of A (given A). For random variables Z, Z 1 , Z 2 , . . . we denote by Z n D − → Z the fact that Z n converges in distribution to Z. The weak local limit for the four models above is the uncorrelated random clique tree: Theorem 3.1 Let {G n } be a sequence of random intersection graphs where the underlying bipartite graphs are
Suppose {n 1 }, {n 2 } are sequences of positive integers, such that n 1 , n 2 → ∞, n 2 /n 1 → β ∈ (0, ∞) and (i) either G n , n = 1, 2, . . . is an active random intersection graph and there is a random variable
(ii) or G n , n = 1, 2, . . . is a passive random intersection graph and there is a random variable
. . , such that for i = 1, 2 0 < E ξ (i) < ∞ and ξ (i) does not depend on n;
are random sequences of length n 1 and n 2 respectively. Let n i,j be the number of elements in d i that equal j and let
Then both (3) and (4) hold and for any connected rooted graph H
The proof is given in Section A of the Appendix.
Recall that given a non-negative random variable X, a mixed Poisson random variable with parameter X attains value k with probability E e −X X k (k!) −1 for k = 0, 1, . . . . We denote this distribution by P o(X).
Remark 3.2 (see also [8, 9] 
Thus in the active, the passive and the inhomogeneous model either D 1 , or D 2 , or both, has a (mixed) Poisson distribution. The configuration model generalises these models in terms of weak local limits. For example, both D 1 and D 2 can be power-law. The fact that T (D 1 , D 2 ) is a local limit for a sequence of bipartite configuration random graphs has been observed, for example, by Bordenave and Lelarge [19] , but we are not aware of a full formal proof in the literature.
It is an open question whether every random rooted graph, satisfying a certain necessary condition, known as "involution-invariance" or "unimodularity" can be obtained as a weak local limit for some sequence {G n } of random graphs, see, e.g., [4, 17] . Uncorrelated random clique trees {T (D 1 , D 2 )} form a very specific family of the possible limits, even among the distributions of graphs that are "clique trees" (see [16, 30] for similar models that allow different building blocks than cliques). It would be interesting to find a model that yields arbitrary involution-invariant distribution on clique trees as a limit, perhaps using the approach of Benjamini, Lyons and Schramm [4] .
Applications
The proofs of the results in this section are given in Section 6.
General locally convergent sequences
Let {G n } be an arbitrary sequence of random graphs such that n 1 = |V (G n )| → ∞, n 1 ≥ 3 and G n loc − − → G * . Denote by d * the degree of the root of G * . Theorem 2.1 yields convergence of n 1 −1 emb(H, G n ) provided that (|V (H)|−1)th degree moment of G n converges. This allows us to determine the limit behaviour of statistics based on subgraph counts. Throughout this section we assume that n 1 = n 1 (n) is nonrandom and d n is the degree of a uniformly random vertex in V (G n ).
The clustering coefficient of a graph G is defined as
where K 3 is the clique on 3 vertices and P t is the path on t vertices. (Set α(G) := 0 when the denominator is zero.) For a rooted graph , convergence in probability in these corollaries implies convergence of means. Another important statistic, the limit degree distribution, is obtained directly from the weak local limit. Let H ′ k be the set of unlabelled rooted connected graphs of radius 1 (the radius of a connected rooted graph is the maximum distance from any vertex of the graph to the root), such that the degree of the root is k. Let π k (G) be the fraction of vertices of degree k in G.
Given a graph G and an integer
3 ) be a uniformly random triple of distinct vertices from V (G). The conditional clustering coefficient is
and set α k (G) := 0 if the event in the condition has probability zero.
The conditional assortativity, see [13] is defined as
and set r k (G) := 0 if the event in the condition has probability zero. Let P ′ 3 be P 3 rooted at one of the endpoints.
The case of random intersection graphs
Here we apply the above general results in the case where the limit is the uncorrelated clique tree of Section 3. We stress that Theorem 2.1 and its corollaries are applicable for a much broader class of sequences; including the inhomogeneous sparse random graph and the preferential attachment model [5, 16] . Theorem 3.1 yields the first main condition (convergence to a weak local limit) for Theorem 2.1. For the other condition (convergence of a degree moment) we prove Lemma 4.5 Let {G n } be a sequence as in Theorem 3.1 and let k be a positive integer. Suppose an additional condition for each of the cases (i)-(iv) of Theorem 3.1 holds:
< ∞ and there is a function f n → 0 such that
A special case (i), k ≤ 2 was shown in [14] . Here we use a different argument based on Theorem 3.1, see Section 6. Using the same notation as in Section 4.1, assume that
For sequences of graphs as in Theorem 3.1(i), (ii), (iii) the corresponding convergence of means has been shown in [7, 10] , see also Remark 3.2. We also notice that the second moment condition required in [10] 
−2 for passive random intersection graphs. This is equal to a related estimateα = lim E emb(K 3 , G n )(E emb(P 3 , G n )) −1 obtained by Bloznelis [9] and the estimates of Godehardt, Jaworski and Rybarczyk [24] for these particular models.
Similarly
2 ) computed in [13] for sparse passive and active random intersection graphs.
Assuming
in Corollary 4.3. If D 2 ∼ Po(λ) (as is the case, e.g., for the active random intersection graph of Theorem 3.1(i)) then, as in [13] ,
Finally, in Corollary 4.4 we have
This agrees with a related estimate obtained for active and passive random intersection graphs in [13] . Thus Corollaries 4.1 -4.4 generalise several previous results for particular random intersection graph models to arbitrary sequences of graphs with the uncorrelated clique tree as a limit. Applying them together with Lemma 4.5 with an appropriate k yields slightly stronger versions (i.e., convergence in probability) of these results for the active and passive random intersection graphs with bounded expected degree. We are not aware of similar results for the inhomogeneous and configuration models.
Proof of Theorem 2.1
Recall that a sequence of random variables {X n , n = 1, 2, . . . } is uniformly integrable if sup a→∞ sup n E |X n |I Xn>a = 0, equivalently, if E |X n |I Xn>ωn → 0 for any ω n → ∞. A basic fact, see e.g. [6] p. 32, is Lemma 5.1 Suppose random variables X * , X n , n = 1, 2, . . . are non-negative, integrable and X n converges to X * in distribution as n → ∞. Then {X n } is uniformly integrable if and only if E X n → E X * .
Let H r be the family of all finite unlabelled rooted connected graphs of radius at most r. Denote by H r,s the restriction of H r to graphs of order at most s. Let φ : H r → [0, ∞). Let {G n } be a sequence of graphs such that
Note in particular that φ n is uniformly integrable for any bounded function φ.
Proof First assume that a := sup
and since each summand in the sum is bounded, E X n → x(s). Similarly
and lim sup E Y n ≤ y(s). Let ǫ > 0. Then for any δ > 0 we can pick s such that E φ * − x(s) < ǫ 4 and y(s) < ǫδ/2. Using Markov's inequality
.
− → E φ * , and since φ n is bounded, E φ n → E φ * . Now suppose a = ∞. Then for any t > 0.
The first term is bounded by t, so by what we just proved
By the assumption E φ * < ∞, a(t) → E φ * as t → ∞. By the assumption that φ n is uniformly integrable, b(t) = sup n→∞ E φ n I φn>t → 0 as t → ∞. Letting t → ∞ and using Markov's inequality similarly as above completes the proof. ✷
Recall that H ′ y is the set of connected rooted unlabelled graphs H ′ of radius 1 and degree of the root y.
Proof of Theorem 2.1 In the proof denote G = G n .
h−1 and the proof follows by Lemma 5.1. (i) =⇒ (iii). Suppose (i) holds. Fix any connected graph H with |V (H)| = h. Let r be the diameter of H, and let v * be a uniformly random vertex from V (G).
. Therefore by Fatou's lemma and (11),
Let ǫ ∈ (0, 1). Since E (d * ) h−1 and E X * (H ′ ) are finite, we can find a t > 0 such that
Pick s ≥ t large enough that
Denote by E G the conditional expectation E (·|G). Since
Note that in (14) - (17) convergence in probability can be replaced by convergence of the means since all the involved random variables are bounded. Define random subsets of V (G):
We call an embedding σ of H into G bad if its image shares a vertex with
Denote the set of all bad embeddings by X bad . Note that for H ′ ∈ R(H)
Let X 1 bet the set of all embeddings σ whose image intersects both R 1 and V \ (R 1 ∪ R 2 ). Let X 2 = X bad \ X 1 . By Theorem 2.3, the number of bad embeddings which have the image entirely contained in R 1 is
Using (i) and (14)
Let v ∈ V \ (R 1 ∪ R 2 ) be a vertex in the image of an embedding in X 1 . By the definition of R 1 and
Note that since each vertex in Q has degree at most t, |Q| ≤ |R 2 |t r . By Theorem 2.3
For the second term we have by (17)
Combining (19), (20) and (21) we obtain
We have proved
Since the proof holds for arbitrarily small ǫ, we see that n −1 1 E |X bad | → 0. Thus (iii) follows using (15) and (18) . (2) follows by (15) and (18) .
is uniformly integrable by Lemma 5.1. This implies that for any j = 1, 2, . .
to denote Stirling numbers of the second kind,
We can assume V (G) depends only on n. Without loss of generality we can assume that the distribution of G is invariant under permutation of the labels of its vertices. Thus we can assume that S is a fixed subset of V (G) of size s.
Let v * ∈ u V (G). Fix a positive integer r and let H 0 be any rooted connected graph of radius at most r. Define indicators
• I 2 for the event |B r (G, v * )| ≤ t;
Let ǫ > 0 be arbitrary and fix t such that t > |V (H 0 )| and P(|B r (G * )| > t) ≤ ǫ/2. Recall that we denote by E G the conditional expectation E (·|G). By Lemma 5.2
Also
Now it is easy to check that
From (22) and (23) we get
Therefore using (22) we have
. Since this holds for any r and H 0 , we conclude that
Now let H be any fixed graph on h vertices. Let H ′ ∈ R(H) and let r be the radius of H ′ . Let r * = root(G * ), b r , b * r be as in the proof of Theorem 2.1. Then for any t ∈ (0, s − 1)
and the means of the left side converge to x(t). Since (12) and n −1 (s) h ≥ δ for some constant δ and all large enough n, we have whp
Thus (iii) and (2) 
Let S(t, j) denote Stirling numbers of the second kind. By Theorem 2.1,
The claim follows by applying Theorem 2.1. ✷
The only corollary where we need to do some work is Corollary 4.4. We give its proof next. We omit the straightforward proof Corollary 4.3, which follows from Theorem 2.1 and Lemma 5.2.
Proof of Corollary 4.4 Note that
where H(G) is the number of homomorphisms from P 3 = xyz to G so that x is mapped to a vertex of degree k. Denote by H t (G) the number of such homomorphisms where additionally y is mapped to a vertex of degree at most t, and let
Fix ǫ > 0. We will show that for any δ > 0 and all n large enough
i.e. n
where we are averaging a local bounded function. Therefore by Lemma 5.2
Therefore we can pick t 1 such that for t ≥ t 1 and all n large enough
and so
Next, note thatH
So by Markov's inequality
n is uniformly integrable by Theorem 2.1, so there is t 2 such that for all t ≥ t 2 and all large enough n
Now (25) follows by setting t = max(t 1 , t 2 ) and combining (24), (26) and (27) . ✷ Proof of Lemma 4.
2 − 1 and D 1 be independent. For a random variable X with E X ∈ (0, ∞) and its size-biased version X * we have
and
Conditioning on D 1 , using linearity of expectation and symmetry, we get
Write d n = d Gn (v * ) and recall that v * is a uniformly random vertex from V (G n ).
We assume without loss of generality that in the case (iv) the sequences d 1 and d 2 are symmetric (each permutation of a particular sequence is equally likely). So in all cases (i)-(iv) by symmetry
For each of the random intersection graph models we will show
Let
are the children of root(T ) and Z i is the number of children of x i . For each n define a bipartite graph (a tree)H n as follows. On the event D 1 > n 2 , letH n be a tree consisting of just the rootṽ 1 . On the event D 1 ≤ n 2 , letH n be the subtree induced by generations 0, 1 and 2 of T , but take only the first Z 
Here we used (28), (29) and
Thus it suffices to prove that
Recall that H n is the bipartite graph underlying the intersection graph G n . Call a path xyz good if x = v 1 , y ∈ V 2 and z ∈ V 1 \ {v 1 }. We have
where the sum is over all good paths v 1 wv and I(F, H) is the indicator of the event that F ⊆ E(H).
For any graph H we denote v(H) = |V (H)| and e(H) = |E(H)
, such that for all n large enough
By linearity of expectation
and similarly Ed
Using (31), (32) and the fact that F k is finite, in order to prove (30) it suffices to check that
So fix any H ′ ∈ F k . Suppose v 2 (H ′ ) = t and the degrees of vertices in V 2 (H ′ ) are b 1 , . . . , b t . Note that b j ≤ k + 1 for j = 1, . . . , t. Conditioning on D 1 and the positions of generation 1 nodes labelled V 2 (H ′ ) and using (28)
Now if H ′ is a tree then e(H ′ ) = v(H ′ ) − 1 and (33) follows if
Meanwhile, if H ′ has a cycle then e(
We now consider (33) for each model separately.
(i) (active intersection graph) Let a 1 , . . . , a s be the degrees of vertices in V 1 (H ′ ). We can assume a 1 = d H ′ (v 1 ) = t. Of course, a j ≤ k, j = 1, . . . , s. Since the vertices in V 1 (H ′ ) choose their neighbours independently,
, so (36) holds.
If H ′ has no cycle, then a j = 1 for all j ≥ 2. Thus
and (36) follows.
(ii) (passive intersection graph) Since b i ≤ k + 1 for i = 1, . . . , t by the assumption (ii) of the lemma
and (33) follows.
(iii) (inhomogeneous random intersection graph) Let {ξ u : u ∈ V (H ′ )} be independent random variables such that
If H ′ contains a cycle, then by the assumption that E (ξ (1) ) k and E (ξ (2) ) k+1 are finite, we get that E I(
, so (36) holds. If H ′ is a tree then
Using Remark 3.2, we have
Putting these estimates into (34) and simplifying we get the expression on the right of (37). (35) follows.
(iv) (random configuration graph) For i = 1, 2, let
By the assumption (iv) of the lemma there is a function f ′ n → 0 such that for i = 1, 2 and m = 1, . . . , 2k + i − 1
Recall that N = n1 j=1 d 1,j is the total number of half edges in each of the parts. By (iv)
), so we can assume without loss of generality that P(N > 0) = 1. The probability that H n contains H ′ as a subgraph is at most
Here the product counts the number of ways to choose particular half-edges forming H ′ . Let (v * 1 , . . . , v * s ) and (u * 1 , . . . , u * t ) be a uniformly random tuples of distinct vertices from V 1 (H n ) and V 2 (H n ) respectively. Using symmetry, (38) and the union bound
Again, if H ′ has a cycle then (36) follows since 2k
By comparing a(H ′ ) with (34) we see that (35) holds. ✷
A Proof of Theorem 3.1
We need different proofs for each of the graph models. The common part in these proofs is that the local limit for a sequence of random intersection graphs {G n } that we study is determined by the local limit for the sequence of underlying bipartite graphs {H n }. Let G be a random graph with at least k vertices. Let H 1 , . . . , H k be rooted connected graphs. We will use the notation
where (v * 1 , . . . , v * k ) is a uniformly random tuple of k distinct vertices from V (G). Also write
r and p
For a sequence of intersection graphs {G n } with underlying bipartite graphs {H n } B r (G n , v) is determined by B 2r (H n , v), for any v ∈ V (G n ). Therefore for any rooted connected graphs H 1 , . . . , H k of radius at most r, p r (G n , H 1 , . . . , H k ) can be expressed as a sum of p 
where
is as in Theorem 3.1.
A.1 The active/passive model
For i ∈ {1, 2} defineī = 2 if i = 1 andī = 1 if i = 2. Let (F, S) be a pair where F is a forest of labelled trees, and S ⊆ V (F ) a subset of its leaves (we call a node a leaf if it has degree at most 1). Assume further that F can be represented as a bipartite graph with parts V 1 (F ) and V 2 (F ) with V i (F ) ⊂ V i . We denote the collection of all such pairs (F, S) by A.
For a random graph H n of Theorem 3.1 and (F, S) ∈ A, we will denote by A(H n , F, S) the event that F is a subgraph of H n and for any v ∈ V (F ) \ S we have Γ Hn (v) = Γ F (v). We will call vertices in S active and the vertices in V (F ) \ S closed.
For a discrete random variable X, denote by D(X) = {x : P(X = x) > 0}. Recall that X z = d Hn (z) is the degree of z in H n .
Lemma A.1 Let {G n }, {H n }, D 1 be as in Theorem 3.1(i). Then H n satisfies (4) with
Furthermore, let i ∈ {1, 2} and let k be a non-negative integer. Let (F, S) ∈ A and let z ∈ S. Call (F, S) feasible if for all u ∈ (V (F )
Assume (F, S) is feasible and z ∈ S is of type i (z ∈ V i ). Then for all n large enough P(A) > 0,
and lim P(∃u : zu ∈ H n , zu ∈ F |A) = 1.
Proof Fix F, S as in (41). Let us first show (4). We will use the notation of Theorem 3.1 By symmetry X (2) has the same distribution as the degree in H n of any fixed vertex w of V 2 . By independence of
and v 1 is a fixed vertex of V 1 .
n2 and δ n = n1E X β and n 1 p respectively. By Le Cam's theorem and by the properties of Poisson random variables (see, e.g., [9] ), we have
Therefore (4) holds with D 2 ∼ P o(β −1 E D 1 ). We will show the rest of the claim by induction. First suppose F is an empty graph and S = ∅. Then trivially P(A(H n , F, S)) > 0 and (41), (42) hold. Now suppose l ≥ 1 and we have proved the claim for all feasible (F ′ , S ′ ) ∈ A such that |V (F ′ )| < l. Let (F, S) ∈ A be feasible and such that |V (F )| = l. We claim that P(A(H n , F, S)) > 0 for all n large enough.
Indeed, if F has a closed leaf v, (44) follows by induction and (41), (42) applied to (F, S ∪ {v}). Else, if F has a vertex v ∈ S of degree zero, then induction on (F − v, S \ {v}) yields (44). Otherwise F must have a vertex v such that the set L v of its neighbours of degree 1 is non-empty and L v ⊆ S. Apply induction and (41), (44) holds. In the rest of the proof we assume n is large enough that (44) holds and show (41) and (42).
Recall that F is a bipartite graph with parts (
We assume that F is large enough that v i (F ) = |V i (F )| < n i , i = 1, 2. For any u ∈ V 1 and w 1 , w 2 ∈ V 2 we have
2 ). (45) Here the bound for the first term of the second line follows by uniform integrability of X (1) , see Lemma 5.1 or, e.g., [7] . Let z ∈ V (F ) be a leaf, e.g., d F (z) ≤ 1. First consider the case z ∈ V 2 . Recall that S z is the set of neighbours of z in H n . We may write
| is the number of the "crossedges" from z to other active vertices in F .
Let {w 1 , . . . , w r } = V 2 (F ) \ S be the set of closed type 2 vertices in F . For
and note that a n does not depend on u ∈ V 1 \ V (F ). Furthermore, we can easily verify that for any distinct u 1 , . . . ,
i.e., the events uz ∈ H n for u ∈ V 1 \ V (F ) are conditionally independent given A. Therefore conditionally on A, the random variable
Let us estimate a n . For any u ∈ V 1 \ V (F ) we have using (45) and the union bound
So by (3) and (46)
Suppose Z n ∼ Bin(n 1 , a n ). Similarly as in (43)
we may assume without loss of generality that the neighbour u ′ of u in F is u ′ = w 1 (if u ′ is active, just rename w 1 , . . . , w r to w 2 , . . . , w r+1 ). Using independence, (45) and (47) P(uz ∈ H n |A) = P(uz ∈ H n |uw 1 ∈ H n , uw 2 , . . . , uw r ∈ H n )
Thus by the union bound P(X ′′ z > 0|A) = o(1): this yields (42) when z is of type 2. Using (48) we conclude for k ≥ 1 and
Since Po(λ) * ∼ 1 + Po(λ) (see Lemma A.5), (41) follows when z ∈ S ∩ V 2 .
Now suppose z ∈ V 1 . We will prove the claim only in the case d F (z) = 1. The case d F (z) = 0 is similar, but simpler. Let z ′ be the only neighbour of z in F , and let {w 1 , . . . , w r } = V 2 (F ) \ (S ∪ {z ′ }). Write B = B(n) for the event that zw 1 , . . . , zw r ∈ H n . We have
and using symmetry
The estimate P(X z = k, B) = P(D 1 = k) + o(1) follows since by the union bound and (45), 0 ≤ P(
2 ) and P(X z = k) → P(D 1 = k) by (3). Therefore using (47)
Lastly, let s be the number of active vertices in F of type 2, i.e., s = |S ∩ V 2 |. We claim that (42) follows. If s = 0, this is trivial. If s ≥ 1, for any w 0 ∈ S ∩ V 2 using (45) and (47)
✷ The next lemma follows using a lengthy but essentially trivial argument.
Lemma A.2 Let {H n } be as in Lemma A.1. Fix i ∈ {1, 2}, a non-negative integer r and let C 1 , . . . , C k be connected rooted graphs of radius at most r. Then
where T = T (D i , Dī) and D 1 , D 2 are given in (3), (4) .
Proof The lemma is trivial for r = 0, so assume r ≥ 1. First assume C 1 , . . . , C k are such that
. . , C k are trees; we can also assume they are vertex disjoint. We couple a BFS search process with the construction of the first r generations of k independent copies of T in the natural way as follows. Let To this exploration of a fixed forest associate a "truncated" BFS exploration of the graph H n .
At step 1 we choose as a root of G 1 a uniformly random vertex v * 1 from V i and reveal its neighbours
Now let j ∈ {2, 3, . . . , t}, and assume the steps 1, . . . , j − 1 succeeded. At step j we do the following. If v j is not a root node in F ′ then letṽ be the parent of v j in F ′ . Let u = φ(ṽ). Choose x independently at random from S u \ V * j−1 . Reveal d ′ j := X x , the degree of x in H n and the remaining X x − 1 elements of the set S(x) = Γ Hn (x) and say that step i succeeds if d ′ j = d j and no vertex in S(x) \ {u} was revealed before step j. Finally set V *
If v j is a root node, then we let x be a uniformly random vertex from
and where R is the set of the root nodes of F ′ . We reveal S(x), set φ(v j ) = x and define V * i = V * i−1 ∪ {x}. We say that step j succeeds if d ′ j := X x is equal to d j and no vertex in S(x) ∪ {x} was revealed in previous steps.
Finally, in the third process we simply generate the first r generations of k independent copies of the branching process T (D i , Dī). We query the random number of children for each node in the same order as the BFS search process on F . If the degree d ′′ j of a particle queried at step j is equal to d j , we say that the step j in the branching process succeeds.
Let S j be the event that step j succeeds in H n . Let U * j−1 be the set of vertices revealed until step j, i.e., U * j−1 = V * j−1 ∪ {u : ∃v ∈ V * j−1 : uv ∈ H n }. For l = 1, . . . , t let F ′ l be the subgraph of F ′ induced on vertices {v 1 , . . . , v l } and their neighbours in F ′ . Let F l be an arbitrary fixed bipartite graph with parts
Recall that two bipartite graphs satisfy H 1 ∼ H 2 if and only if there is a part-preserving isomorphism between H 1 and H 2 ; fix such an isomorphism σ l from
First suppose v j is a root node of F ′ . Since v(F ′ ) = |V (F ′ )| is constant, using an inequality |P(B) − P(B|C)| ≤ P(C) valid for arbitrary events B, C
Also, let F + j−1 be the union of F j−1 and an arbitrary vertex z ∈ V i \ V (F j−1 ). Let C j be the event that d
Conditioning on the vertices φ(v 1 ), . . . , φ(v j ), using symmetry, independence of v * and H n and Lemma A.1 we get
be such that σ(z) = v j , and suppose z ∈ V p . Then using Lemma A.1 similarly as above
Since the number of vertices in F is constant, we get P(S 1 , . . . , S t ) → j a j , which is exactly the probability for all steps in the branching process to succeed. Since this holds for each embedding F ′ of F , (49) follows. Finally suppose k j=1 p r (T , C j ) = 0 (i.e., some C j has a cycle or a vertex of degree not consistent with D(D 1 )). Let T r be the family of all unlabelled rooted trees T of radius at most r such that p r (T , T ) > 0. Then by what we already proved
implies that for any set of rooted connected graphs
Fix a connected rooted graph C. For v ∈ V 1 let I v be the indicator of the event
Now consider (ii). The proof of (ii) follows analogously, but using i = 2 in Lemma A.2. Indeed, if
is an active random intersection graph with parts of size n ′ 1 = n 2 and n ′ 2 = n 1 . In particular, in this case
and by Lemma A.1 (3) holds with
A.2 The inhomogeneous model
We will reduce Theorem 3.1(iii) to the general model of Bollobás, Janson and Riordan [15, 16] . Results of [15] have also been applied by Bloznelis [8] to study the largest connected component in an inhomogeneous random intersection graph. Let S = (S, µ) be a probability space and let κ = κ K2 : S 2 → [0, ∞) be a measurable function, or a kernel. The random inhomogeneous graph G(n, κ) on the vertex set {v 1 , . . . , v n } is obtained by sampling independently at random points x 1 , x 2 , . . . , x n from the distribution µ. Then for each ordered 5 pair (v i , v j ) we add an edge v i v j to G(n, κ) with probability p i,j = min( κ(xi,xj ) n , 1), independently, merging any repetitive edges. For i ∈ {1, . . . , n} we call x vi = x i the type 6 of v i . The associated Galton-Watson branching process X κ is defined as follows [16] . There is a single particle in generation 0. The type of this particle is chosen from S according to the distribution µ. The children of each particle P of type x have types which are the points of a Poisson process with intensity 2κ(x, y)dµ(y). The children for each particle in the same generation are generated independently, and all the children of generation i particles make up generation i + 1. We use the same notation X κ to denote the corresponding random possibly infinite rooted tree.
Although the work [15] probably contains what is necessary for our proof, it is simpler in our case to use the results of [16] . These results also hold in a more general framework where kernels for arbitrary small subgraphs (for example, cliques) are allowed. However, a single kernel function (corresponding to the subgraph K 2 ) is sufficient to model the underlying bipartite graph H n of the inhomogeneous random intersection graph.
Lemma A.3 (Theorem 9.1 of [16] ) Suppose κ is integrable on S 2 . Then for any non-negative integer r and any rooted connected H
The proof of [16] is elegant and based on approximation by a bounded kernel and embedding the inhomogeneous branching process into a homogeneous process. To apply G(n, κ) to random bipartite graphs, we need a minor technical modification of the above lemma (we omit the proof, which is a straightforward modification of the proof of [16] ). For a graph G, a set A ⊆ V (G) and a rooted connected graph H, let p r (G, H, A) denote the probability that B r (G, v
Lemma A.4 Suppose κ is integrable on S 2 . Then for any non-negative integer r, any rooted connected H and any measurable set A ⊆ S such that µ(A) > 0, ifÃ denotes the set of vertices v of G(n, κ) such that
Here X κ,A denotes X κ conditioned on the event that the type of the root is in A.
We need a simple fact about size-biased mixed Poisson distributions.
Lemma A.5 Let Λ be a non-negative random variable with 0 < E Λ < ∞. Suppose X ∼ P o(Λ). Then the corresponding size-biased random variable satisfies
Proof The characteristic function of X is
Also, E X = E Λ. If a random variable Z with 0 < E Z < ∞ has a characteristic function φ Z , then the characteristic function of Z * is (iE Z) −1 φ ′ Z (t), see, e.g., [2] . We see that the characteristic function of X * ,
is equal to the characteristic function of Y ∼ P o(Λ * ) + 1:
, n 1 , n 2 be as in Theorem 3.1(iii). We assume ξ (1) , ξ (2) are independent. For i = 1, 2 defineξ Consider a random inhomogeneous graph G(N, κ) where S = (S, µ) and κ = κ β : S 2 → [0, 1] are as follows. Let S = {1, 2} × R, and let µ be a measure induced by the random vector
where I is a Bernoulli random variable with parameter (1 + β) −1 independent of {ξ 1 , ξ 2 }. Finally, set for x, y ∈ S κ(x, y) = 
We consider the graph G(N, κ) as a bipartite graph (V 1 , V 2 , E), with V i consisting of all vertices v j such that i xj = i. Proposition A.6 Let X κ be the branching process corresponding to G(N, κ) defined above. Let X = (i X , w X ) be the random type of the root of X κ . Let T ∼ T (D i , Dī), where for i = 1, 2
Then for any i ∈ {1, 2}, non-negative integer r and a rooted tree T of radius at most r P(B r (X κ ) ∼ = T |i X = i) = p r (T , T ).
Proof Recall that X has unconditional distribution µ defined in (52). Let X 2 be an independent copy of X. We have P(i X = i) = q i , where q 1 = (1 + β) −1 and q 2 = β(1 + β) −1 . Write s =ī. By definition, conditioned on X = x = (i, w), the types of children of the root are points of a Poisson process with intensity
Thus, given X = x = (i, w), the number d 0,1 of children of the root is distributed as
Given X = (i, w), d 0,1 = k, the types of the children of the root are independent elements X 1,1 , . . . , X 1,k of S, where X 1,j = (s, W 1,j ) and W 1,j has distribution µ s given by
for each Borel set A. Here we used the well known property on the distribution of the points in an inhomogeneous random process given that the number of points is k, see, e.g. [21] . Note that µ s does not depend on w and it is the distribution of the size-biased random variable
Thus, using (54) and the fact w X ∼ξ (i) is independent of i X , for any k = 0, 1, . . .
Also, by (55) for any k = 0, 1, . . .
(Here, to formally establish the connection of (54) and (55) with the conditional expectations in (56) and (57) respectively, construct the probability space for X κ as a countable product of spaces generated by w X and a sequence Z of other independent random variables, see, e.g., Example 3.6.8 of [21] . Then define a measurable function φ, so that g(w) = φ(w, Z) is the random variable of interest when we consider w X = w fixed. Here the random variables of interest are of the form I d0,1=k I iX =i and I W1,1≤t1 , . . . , I W 1,k ≤t k I d0,1=k I iX =i . Finally, use RadonNikodym's theorem, see Example 5.1.5 of [21] .)
The trees T and X κ can both be considered as random rooted plane trees, i.e., rooted trees where the offspring of each node is ordered. Below we consider the set of generation r vertices of a plane tree T as ordered (e.g., by the discovery times of the breadth-first search in T ). For a plane tree T , we letB r (T ) denote the plane tree induced on the generations 0, . . . , r of T . For two rooted plane trees T 1 , T 2 we write T 1 = T 2 if there is an isomorphism from T 1 to T 2 preserving the root and the ordering for each vertex.
Let S(r) be the sequence of vertices at distance r from the root in X κ . For r = 1, 2, . . . , let i r =ī if r is odd and i r = i if r is even. To complete the proof, we show the following claim by induction on r: for any finite rooted plane tree T of radius at most r, and any i = 1, 2, given that i X = i, P(B r (X κ ) = T |i X = i) = P(B r (T ) = T ); furthermore given i X = i and B r (X κ ) = T , the types of vertices in S(r) are conditionally independent and distributed as
Indeed, we have already shown the claim for r = 1. Suppose r ≥ 2. Let T be a rooted plane tree of radius at most r. If the radius of T is less than r, we are done. So assume there are m ≥ 1 and q ≥ 1 vertices in generations r and r − 1 of T respectively. Let T r−1 =B r−1 (T ). Denote by X a,j = (I a,j , W a,j ) the type and by d a,j the number of offspring of the j-th vertex in S(a). Of course, for any j = 1, . . . , q P(I r−1,j = i r−1 |B r−1 (X κ ) = T r−1 , i X = i) = 1. By (54) and induction, the conditional distribution of (d r−1,1 , . . . , d r−1,q ) given i X = i and B r−1 (X κ ) = T r−1 , is the same as the distribution of a vector of q iid random variables (η 1 , . . . , η q ),
Let y j be the number of children in T of the j-th vertex in generation r − 1 of T . We have
By (59) and induction
Using (55), we see that given i X = i, B r−1 (X κ ) = T r−1 , X r−1,j = (i r−1 , w r−1,j ) and d r−1,j = y j , j = 1, . . . , q, the types of offspring of each vertices in S(r − 1) are independent and distributed as (i r , ξ (ir ) * ). By the conditional independence of the offspring of S(r − 1) we get, integrating over w r−1,1 , . . . , w r−1,q , similarly as in (57), that for any t 1 , . . . , t m ∈ R
The measure theoretic details concerning conditional expectations here may be filled using a similar argument as above. ✷
We will need the following fact based on ideas from [16] . The statement and the proof would also hold more generally when κ is an "integrable kernel family", see [16] . Recall that S△S ′ denotes the symmetric difference between sets S and S ′ . We will apply the lemma with small t.
Lemma A.7 Fix a rooted connected graph H, a non-negative integer r and t > 0. Let G(n, κ), A andÃ be as in Lemma A.4. Let G ′ n be another random graph and
where c H = p r (X κ,A , H).
Proof We may assume t < 0.1. Write a = µ(A) and fix ǫ ∈ (0,
Lemma 9.3 of [16] states that for each ǫ ′ > 0 we can find δ ′ > 0 such that for each set Q of size at most δ ′ n the number of vertices in G n at distance at most 1 from Q is at most ǫ ′ n whp. By r applications of this lemma if follows that if δ is sufficiently small and |∆ V | + |∆ E | + |∆ A | ≤ δn then the set S of vertices v ∈ V (G(n, κ)) at distance at most r in G(n, κ) from B satisfies |S| ≤ ǫn whp. We can assume that δ ≤ ǫ.
Call a realisation of (G n , G
• or ||Ã| − an| > ǫn; Then (G n , G ′ n ) is good whp: the first event holds whp by the above argument, the second event holds whp by Lemma A.4, finally, the third event holds whp by the law of large numbers, since |Ã| ∼ Binom(n, µ(A)).
We will write as a shorthand x = b±c for x ∈ [b−c, b+c]. We write x±b = c±d
Here we used simple inequalities (1 ± ǫ) −1 = (1 ± 2ǫ), (1 ± ǫ 1 )(1 ± ǫ 2 ) = 1 ± 2(ǫ 1 + ǫ 2 ) that hold for any ǫ 1 , ǫ 2 , ǫ ∈ 0.5 and the facts that
Thus we have
Lemma A.8 Suppose β, ξ (1) , ξ (2) , n 1 , n 2 and H n are as in Theorem 3.1(iii).
Then for any rooted tree H, p
, where X κ is the branching process corresponding to (S, µ), κ = κ β given in (52) and (53), and X κ,A1 is X κ conditioned on the event A 1 that the type X of root(X κ ) satisfies i X = 1.
Proof Let N = ⌊(1 + β)n 1 ⌋. We will define a coupling between H n and H ′ n ∼ G(N, κ), as follows. Construct sequences of independent random variables indexed by the elements of the fixed countable vertex sets V 1 , V 2 :
and an independent
Here, as before,
and let
Clearly, taking an independent random permutation of the vertices of H ′ n gives a copy of G (N, κ) .
Similarly, we construct the graph H n by letting V i (H n ) consist of the first n i vertices of
and adding {u, v} to E = E(H n ) if and only if U u,v ≤ p u,v . We let A = V 1 (H n ) and A ′ = V 1 (H Bordenave and Lelarge [19] point to Richardson and Urbanke's book [32] (see paragraphs 3.4 and 3.8) for a result related to Theorem 3.1 (iv) (apparently with less general assumptions than our and no explicit formal proof). We present a proof based on coupling of the breadth-first exploration of B r (H n , v * 1 ), . . . B r (H n , v * k ) with the first r generations of k independent branching processes T (D 1 , D 2 ), see also [18] .
Proof of Theorem 3.1(iv) Let T = T (D 1 , D 2 ) . It suffices to show that for arbitrary fixed positive integers r, k and any sequence C 1 , . . . , C k of rooted connected graphs of radius at most r p (1) r (H n , C 1 , . . . ,
Applying this with k = 1 and k = 2 and using the same standard second moment argument as in the proof of Theorem 3.1(a) shows that p We will assume that d 1 , d 2 are indexed by V 1 , V 2 respectively. Recall that in the configuration bipartite graph H n each vertex v in part i is assigned a list E v of d i,v half-edges. We identify the j-th half edge of E v with the pair (v, j) and we think of the set E v as ordered by the second coordinate of each element. There are in total N = j d 1j = j d 2j half-edges assigned to vertices from each of the parts V 1 , V 2 . Recall also that n i,j denotes the number of elements in d i that equal j. Using the assumption of the theorem, we can define ǫ n → 0 and ω n → ∞ such that the event B n , that for all n = 1, 2, . . . , i = 1, 2 and j = 1, . . . , ω n n i,j n i − P(D i = j) ≤ ǫ n ; N n i − E D i ≤ ǫ n holds whp. By considering the distribution of (d 1 , d 2 ) conditioned on B n we may assume without loss of generality that P(B n ) = 1 for each n. Since n 1 , n 2 , E N → ∞, we can also assume that n 1 , n 2 > 0 and P(N > 0) = 1. For each n we can construct the following set of 2T + k random objects that are conditionally independent given d 1 , d 2 : 
We denote the degree ofv j byd j , and the degree of the endpoint of a half edgeĥ ij byd ij . The necessary event B n implies that for each fixed j we have
for all n such that ω n > j. Sod 1 d 1 half edges ofv 1 to Q keeping their order. Let y be a positive integer, y < T . Suppose the steps 1, . . . , y did not fail or overflow, and the forest F after step y has k y trees and N y vertices. We have several possibilities:
• The queue Q is empty and k y = k trees: the construction is complete. F and Q remain frozen for all steps y + 1, y + 2, . . .
• The queue Q is empty and k y < k. Consider the vertex v =v ky +1 . If v is already in F , declare that step y + 1 fails. Otherwise, start a new tree with root v in F and add the half-edges E v to the end of Q.
• Q is non-empty. Pop the first half-edge (u, j ′ ) from Q. Suppose u ∈ V i . Suppose also that we used exactly s half-edges from the sequenceĥī ,1 ,ĥī ,2 . . . , in the previous steps. Pair (u, j ′ ) withĥī ,s+1 = (v, j ′′ ). If v is already in F , we say that step y + 1 fails. Otherwise, we add v as a child of u in F . If v is at distance < r from the root of its tree component, we add the remaining dī ,v − 1 half-edges E v \ {(v, j ′′ )} to the end of Q.
After step T we complete the construction of H n by picking an independent random matching between those half edges in ∪ v∈V 1 E v and ∪ v∈V 2 E v which have not yet been paired by the exploration process. Let S j be the event that step j fails. Let O j be the event that step j overflows. We will assume that after the first fail or an overflow at step j, S t and O t do not occur for all subsequent steps t = j + 1, j + 2, . . . (the process simply freezes at step j).
For two ordered sequences of rooted graphs
′ to denote the fact that s = t and there is an isomorphism that maps vertices of L j to the vertices of L ′ j and the root of L j to the root of L j , j = 1, . . . , t.
Let K be the event that no step j = 1, . . . , T fails or overflows and the event A holds. This implies that the process constructing F must have finished after some step j < T (otherwise after step T we have |V (F )| ≥ T ). K also implies that F is an induced subgraph of H n : although vertices in the r − 1-th generation of F can have half-edges which are not yet paired, these half-edges must be paired with half-edges of the opposite part of H n , and all such candidates are already explored at the time the process stops. Finally, since no step fails, F must be a forest of k trees without repetitive edges.
So on the event K we have F ∼ =• F ′ := {B r (H n ,v 1 ), . . . , B r (H n ,v k )}. Since the BFS procedure builds the forests F andF in the same order and the degrees of nodes are coupled to agree, the event K implies that F ∼ =•F . Now if A holds and F overflows at some step j then our coupling implies that the final forestF must have at least T vertices. So P(F ∼ =• F ′ ) ≥ 1 − P(Ā) − P(|V (F )| ≥ T ) − P(∪ j S j ).
We have shown above that P(Ā) → 0. By our choice of T and the union bound, P(|V (F )| ≥ T ) ≤ kǫk −1 = ǫ. Now let F j be the σ-algebra generated by (d 1 , d 2 ) and the first j steps (i.e., the random variables {v j }, {v 1j } and {v 2j } that are revealed in steps 1, . . . , j). Let us bound P(S j+1 |F j ) := E (I Sj+1 |F j ). On the blocks of F j where S l or O l occurs for some l ≤ j we have that I Sj+1 = 0 by definition. We may consider those blocks of F j where S 1 , . . . , S j and O 1 , . . . , O j do not occur. On those blocks of F j where at step j + 1 we add a new root vertex, S j+1 occurs with probability at most N j n 1 ≤ T n 1 .
On those blocks of F where at step j + 1 we consider a new half-edge from Q, S j+1 occurs with probability at most 2T /N , since the total number of half-edges assigned to vertices in F is exactly 2|E(F )| + |Q| ≤ 2T . Thus, using P(B n ) = 1, there are constants N 0 , c such that
for all n ≥ N 0 . Since the above bound does not depend on F j , it holds unconditionally. By the union bound ✷
