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We present a new scheme to control the spin exchange interactions between two magnetic ions
by manipulating the orbital degrees of freedom using a periodic drive. We discuss two different
protocols for orbital Floquet engineering. In one case, we modify the properties of the ligand orbitals
which mediate magnetic interactions between two transition metal ions. While in the other case,
we mix the d orbitals on each magnetic ion. In contrast to previous works on Floquet engineering
of magnetic properties, the present scheme makes use of the AC stark shift of the states involved in
the exchange process.
Periodic drive is emerging as an intriguing tool for con-
troling and manipulating different quantum many-body
systems. The evolution of periodically driven systems
can be described by an effective time-independent Flo-
quet hamiltonian [1], which depends on the drive param-
eters. Floquet engineering has been invoked in contexts
ranging from the generation of artificial gauge fields to re-
alization of many-body localization [2–47] with ultracold
atoms in optical lattices. These methods can potentially
provide an external control knob for material properties,
and can be naturally applied to controlling quantum ma-
terials [48, 49].
Recent works [50–55] have discussed how Floquet en-
gineering can be used to manipulate the exchange inter-
actions in extended antiferromagnetic (AFM) Mott insu-
lators. These modifications can be understood in terms
of the properties of the Floquet hamiltonian that arise
from photo-assisted hopping. They feature a renormal-
ized electronic hopping, and, therefore, also a renormal-
ized energy splittings in the effective Floquet Hamilto-
nian. These works assume direct hopping between two
magnetic ions, and we refer to them as photo-modified
direct hopping scheme henceforth.
In transition metal (TM) compounds, ligand ions play
a crucial role in spin exchange processes. For example, in
2D transition metal trichalcogenides(TMTCs), the mag-
netic interactions are mainly mediated by ligand ions
which provide multiple channels for spin exchange. The
effects of a periodic drive are sensitive to these exchange
pathways [56]. These ligand ions make an accurate de-
scription of the system under a periodic drive harder, but
at the same time, the extra degrees of freedom such as
orbitals of these ions can be manipulated to modify the
exchange interactions. The magnetic coupling induced
via ligand ions depends on the electronic energy and the
shape of the orbitals available for spin exchange. Fur-
thermore, the strong orbital-spin interplay of TM ions
also affects their electronic and magnetic properties [57–
62]. Many previous works have successfully manipulated
some orbital properties using strain [63] and heterostruc-
turing [64, 65].
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In this manuscript, we explore the possibility of mod-
ifying the exchange interactions by manipulating the or-
bital degrees of freedom with a periodic drive. We pro-
pose an alternative scheme for Floquet engineering of ex-
change interactions. This scheme results in significant
changes in the magnetic coupling strength even at Elec-
tric fields smaller than the one required for the photo-
modified direct hopping scheme. We explore this scheme
by using a toy model where strong time-dependent elec-
tric field couples two orbitals of the ligand ion and alters
the exchange interactions significantly. We also explore
the implications of a similar scheme involving the hy-
bridization of orbitals on TM ions. Furthermore, we dis-
cuss the possibility of using a phonon drive to control the
exchange interactions.
FIG. 1: Floquet engineering of spin exchange in-
teractions using ligand orbitals: Spin exchange in-
teractions are typically mediated by non-magnetic ligand
ions. Left Panel: Virtual hopping of electrons from one
magnetic ion (M) to another via two orbitals (A and B)
of the ligand ion (X). The magnetic coupling strength
depends on the hopping parameter and the energy of the
orbitals involved in this hopping process. Right Panel:
In the presence of a periodic drive, these orbitals are re-
placed by hybridized photon-dressed orbitals (“Floquet
replicas shown in green”). This splits the exchange chan-
nels and shifts the energies of virtual excitations, which
modifies the exchange interactions.
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2Floquet Engineering with ligand orbitals. In most mag-
netic materials, the spin-exchange interactions between
two metal ions (M) are mediated by non-magnetic inter-
mediary ligand ions (X) as shown in Fig. 1. This superex-
change occurs due to virtual hopping of electrons within
the cluster M-X-M. Therefore, the exchange interactions
also depend on the properties of the orbitals of these non-
magnetic ions. This dependence allows modifying the
exchange interactions by manipulating the properties of
the ligand orbitals involved in the exchange process.
The fact that a strong time-periodic drive which
couples two orbitals of the ligand ion can modify
the spin-exchange interactions follows from the Autler-
Townes(AT) effect [66]. In AT effect, a periodic drive
results in the splitting of the absorbtion peak due to a
change in the energy of the excited states. In our case,
the mixing of the two different ligand orbitals results in a
change in the energy and the hybridization of the states
available for the virtual excitations. These, in turn, alter
the exchange interactions mediated by the ligand atoms.
In order to study these changes, we consider a simple
toy model with two metal ions with one spin on each,
and a ligand ion with two filled orbitals which give rise
to AF interaction between two spins at the metal ions.
For the undriven case, the hamiltonian includes the hop-
ping between ligand orbitals (subscript α) and metal sites
(subscript i), an on-site spin interaction for each metal
ion and the energy of the ligand orbitals and is given by:
H1 = H0 +Ht =
∑
α=A,B
∑
σ
Eαnασ + U
∑
i
ni↑ni↓ +Ht,
(1)
and Ht is the hopping between metal sites and interme-
diate orbitals given by:
Ht = −
∑
i
∑
α
tαc
†
ασciσ + h.c (2)
with |tα|  |Eα|, U . Assuming that each ligand orbital
involved in the exchange process is completely filled, and
on average there is one spin per metal site, the exchange
energy can be calculated from fourth-order perturbation
theory by taking into account all the possible exchange
pathways. Two such possibilities are shown in Fig. (1) of
the Supplmental Material along with the energies of the
virtual excitations. The magnetic coupling strength (Jex)
upto fourth-order terms is given by:
Jex = 4
∑
α=A,B
t4α
(
1
∆2αU
+
1
∆3α
)
+
8t2At
2
B
∆A∆BU
+ 4t2At
2
B
(
1
∆A∆B∆AB
+
1
∆2A∆AB
+
1
∆2B∆AB
)
,
(3)
where, ∆α = U − Eα is the charge transfer gap and
∆AB = (∆A + ∆B)/2. In Mott insulators, ∆α  U , and
thus the exchange interactions reduces to:
Jex ≈ 4 t
2
eff
U
, (4)
where, teff = t
2
α/∆α is the effective hopping between two
magnetic ions induced by the ligand ion.
Next, consider a periodic drive which can induce tran-
sitions between two ligand-ion orbitals:
H(t) = Ωe−iωtc†AσcBσ + Ω
∗eiωtc†BσcAσ. (5)
This kind of drive can be realized with an oscillating
electric field E(t), which couples orbitals A and B with
strength Ω = E ·P/2, where P = e 〈A|r|B〉.
It modifies the orbitals involved in the spin exchange
process as shown in Fig. 1, and as a result, not only do
the energies of virtual excitations change, but they also
increase in number, although the total weights sum up
to the same value as the undriven case (see Supplemen-
tal Material). In the presence of a periodic drive, the
complete Hamiltonian, H = H0 +Ht +H(t), can now be
treated using an extended Floquet basis, i.e, the direct
product of the states in the actual Hilbert space and the
photon number states. We treat the hopping part, Ht,
as a perturbation similar to as in the undriven case, but
now the virtual excitations are the energy eigenstates of
the full Floquet hamiltonian describing H0 + H(t). We
choose the drive parameters such that the effective-spin
hamiltonian picture remains valid. The periodic drive in
Eq. (24) mixes the ligand orbitals A and B, and the vir-
tual excitations now involve the hybrid Floquet orbitals
given by:
|P, n〉 = cos θ
2
|A,n〉+ sin θ
2
|B,n+ 1〉 ,
|M,n〉 = sin θ
2
|A,n〉 − cos θ
2
|B,n+ 1〉 ,
(6)
where cos θ = δ√
δ2+4Ω2
, sin θ = − 2Ω√
δ2+4Ω2
, δ = ω − ω0 is
the detuning, n denotes the photon index, and ω0 = EB-
EA is the energy difference between two ligand orbitals.
Once again, the magnetic-coupling strength can be cal-
culated using fourth-order perturbation theory or by di-
agonalizing the Floquet hamiltonian numerically. The
expression for the new magnetic coupling Jex is similar
to that in Eq. (16), with orbitals A and B replaced by
their hybrid counterparts |P, n〉 and |M,n〉 (see Supple-
mental Material for the derivation). Since, the hopping
parameter and the energy of these orbitals are different
from the undriven case, the exchange interactions are
modified.
These changes are shown in Fig. 2, where we also plot
the results obtained from the numerical diagonalization
of the Floquet hamiltonian with four Floquet zones in-
cluded. Clearly, the exchange interactions can be mod-
ified significantly by tuning the drive parameters. This
effect arises due to the changes in energy and number
of virtual excitations which increase due to the splitting
of channels available for spin-exchange processes. This
splitting occurs as virtual excitations now belong to two
different Floquet sectors shown in right panel of Fig. 1.
This change in coupling strength is significant only if the
Rabi splitting Ωeff, between two states in each Floquet
sector is of the same order as the charge transfer gap ∆Ai.
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FIG. 2: Change in magnetic coupling as a function
of drive strength Ω from numerics(solid lines) and the-
ory(dashed lines) where the periodic drive mixes two or-
bitals of the ligand ion. The effect of the drive is large
when the effective Rabi frequency is comparable to the
charge transfer gap ∆A. These parameters were chosen
according to the typical values of interaction energy U
and hopping parameter for TMTCs.
As shown in Fig. 2, the modifications in the exchange
interactions are significant only if the shift in energy lev-
els of the states available for virtual excitations is com-
parable to the charge-transfer gap. Usually, the charge
transfer gap ∆Ai ≈ 5-10eV, and thus in order to observe
any significant effect, we need Ω ≈ 1eV. One of the most
common ligands is Sulphur ion where one can consider
mixing 3s and 3p orbitals where the energy difference be-
tween two orbitals, ω0 ≈ 5-10eV, and the dipole moment
matrix element |P| ≈ 0.6eA˚ (see Supplemental Material),
and thus we need E ≈ 5V/A˚ to get a ∆J/J ≈ 10%. The
materials with small charge transfer gap, large dipole mo-
ment matrix element, and small energy gap (ω0) are ideal
candidates for this scheme to work at lower electric field.
Floquet Engineering with metal ion orbitals. In the toy
model above we assumed only a single orbital for each
TM ion. The magnetic properties of TM compounds,
however, are significantly affected by the occupancy of
other d orbitals, crystal field splitting, and on-site inter-
actions within these d orbitals. We can change the prop-
erties of these orbitals by using a periodic drive. This
kind of drive would result in an AC Stark shift of the en-
ergy levels in both singly and doubly occupied sectors. As
a result, the virtual excitations would now involve the hy-
brid orbitals, and hence the magnetic coupling strength
would change (see Supplemental Material for more de-
tails). This modification occurs only if the Stark shift
is different for the low energy subspace and the states
available for virtual excitations.
We study the effect of the orbital mixing with a simple
toy model where magnetic interactions arise from direct
hopping between two TM ions. We consider a two-site
Fermi-Hubbard model with two orbitals on each site and
at quarter filling, in the presence of a periodic drive which
couples the two levels on each site. It can be represented
by the following hamiltonian:
H = Ht +Hk +H0, (7)
where Ht is hopping term given by:
Ht = −
∑
σ,α=A,B
tαc
†
1ασc2ασ − tAB
∑
σ,i 6=j
c†1Aσc2Bσ + h.c,
(8)
Hk is the on-site Kanamori interaction [67]:
Hk = U
∑
i,α
nˆiα↑nˆiα↓ + U1
∑
i,α<β,σ,σ′
nˆiασnˆiβσ
− JH
∑
i,α<β,σ,σ′
c†iασciασ′c
†
iβσ′ciβσ,
(9)
and the on-site energy
H0 =
∑
i
EA(nˆiA − 1) + (EA + ω0)nˆiB (10)
with U, U1  tα. At quarter filling, if ω0  t
2
α
U , then
the low-energy subspace consists of states with one spin
in each A orbital, and the magnetic coupling strength
is approximately given by Jex = 4t
2
A/U . On the other
hand, if ω0 = 0 and tab = 0, the ground state is FM in
spin but AF in the orbital degree of freedom. Here, we
are mainly interested in the first scenario, which allows
us to mix two orbitals by applying a periodic drive of the
form:
H(t) =
∑
i,σ
(Ωeiωtc†iAσciBσ + Ω
∗e−iωtc†iBσciAσ). (11)
ω0
tA
tB
tAB
A
B
i=1 i=2
FIG. 3: Schematic for metal orbital Floquet En-
gineering : A two-site Fermi-Hubbard model with two
orbitals on each site at quarter filling. Two orbitals de-
noted by A and B with electronic energy EA, and EA+ω0
are mixed using a periodic drive given in Eq. (11). For
simplicity, we assume direct hopping between two metal
ions.
Let us now study the changes in the Floquet eigen-
states connected to the low lying energy subspace of the
undriven hamiltonian as a function of different drive pa-
rameters. We focus mainly on the regime where the ef-
fective spin picture is valid and calculate the spin ex-
change interactions from the energy difference between
4singlet and triplet states (details in Supplemental Mate-
rial). As shown in Fig. 4, the magnetic coupling strength
can change significantly depending on the frequency and
strength of the drive.
This scheme can be realized in those magnetic mate-
rials where TM ions have d1 configuration. In transition
metal compounds with octahedral or tetrahedral ligand
cages, d orbitals split into eg and t2g levels with crystal-
field splitting parameter in the range of 0.3 eV to 1.5 eV .
The periodic drive can be realized with an AC electric
field which couples these d orbitals. Therefore, the drive
amplitude is Ω = e 〈ψA|E · r|ψB〉 /2.
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FIG. 4: Effect of different parameters on the change in
magnetic coupling strength as a function of drive ampli-
tude Ω for U = 4.0eV , JH = 0.8eV , U1 = U − 2JH , and
ω0 = 0.91eV . These changes are large when the detuning
is decreased. The second panel shows that large imbal-
ance between ta and tb makes these changes more promi-
nent. Similarly, we also observe that large tab results in
large changes. In the last panel, we show the changes for
a very small detuning where a significant change can be
seen at extremely small drive amplitudes.
The only orbitals involved in this transition, however,
are d orbitals, and the dipole transitions between same-
parity orbitals are forbidden. Nevertheless, the crystal
field can give rise to d-p mixing in non-centrosymmetric
compounds which also renders some p character to the
otherwise pure d orbitals, and thus such dipole tran-
sitions are now weakly allowed. For some tetrahedral
complexes, this mixing is 1-5% [68], and thus d-d dipole
moment matrix element | 〈di|r|dj〉 | ≈ 0.05eA˚ which cor-
responds to a drive strength Ω ≈ 0.02eV at E = 1V/A˚.
Although, there are some magnetic materials where some
of the TM ions are surrounded by tetrahedral cage of lig-
and ions [69], at this stage, we are not aware of any such
magnetic materials where the TM ion with d1 configura-
tion is surrounded by a tetrahedral arrangement of ligand
ions. On the other hand, in octahedral geometry, some
mechanisms like coupling with vibrational modes, and
mixing with ligand p orbitals [68, 70–72] allow these d-d
transitions. This d-p mixing can be estimated from the
oscillator strength of d-d transitions in octahedral com-
plexes (Table I of Ref.[71]), and it is roughly of the order
of 0.1%. This corresponds to a d-d electric dipole mo-
ment matrix element, P = e
∣∣∣〈dt2g ∣∣ r ∣∣∣dteg〉∣∣∣ ≈ 0.01eA˚,
and thus the drive strength, Ω ≈ 0.005eV for E = 1V/A˚.
It indicates that a change of 10% in magnetic coupling
can be achieved only at E ≈ 5-10eV/A˚.
The performance of the metal orbital hybridization
scheme depends on our ability to mix the two d or-
bitals with light. In addition to the dipole transition,
this kind of mixing can also be achieved by employ-
ing two-photon processes or by direct vibrational cou-
pling between two levels. For a two-photon process be-
tween two 3d orbitals, the drive amplitude depends on
the dipole moment between d and the other odd parity
orbitals, and it is proportional to the intensity of the EM
field. For such processes, the matrix element between
two d orbitals is given by Ω ≈ e2E2Pdd, where Pdd ≈
1
2
|〈3d|r|4p〉/2|2
E4p−E3d ≈ 10−3A˚2/eV, and thus Ω ≈ 10−3eV for
electric field, E ≈ 1eV/A˚. Similarly, one can also make
use of coherent lattice vibrations to achieve a similar hy-
bridization between two d orbitals. In perfect octahe-
dral symmetry, the direct vibrational coupling between
some d orbitals can occur for those Raman active modes
which involve metal-ligand bond rotation, i.e, T2g phonon
modes. Usually, this kind of motion is associated with
phonons in the frequency range of 50-100meV, and thus
it might be applied to materials where the energy differ-
ence between two d orbitals is in the same range. This
scheme can be used in some rare-earth titanates (RTiO3),
where even t2g bands are non-degenerate with a crystal-
field splitting ∆CF ≈ 30-400meV [73], and some phonon
modes (e.g. Ag(2), Ag(4), B1g(3), B1g(4), B2g(4)) which
involve the bond rotations have frequencies ranging from
10-100meV [74, 75]. In this scheme, the drive strength
depends on the phonon amplitude, and Ω ≈ 0.03eV (Sec.
V of Supplemental Material) for a lattice displacement of
0.1A˚. This kind of phonon motion is possible in LaTiO3
5by making use of large nonlinear phononic interactions
of these modes with some infrared phonon modes where
a lattice displacement of 0.1A˚ can be achieved at electric
field, E ≈ 0.2V/A˚ [76, 77]. This corresponds to a change
of magnetic coupling by 5-10%.
Conclusions. To summarize, we provide a novel pro-
tocol to control the magnetic properties of materials by
manipulating the orbital degrees of freedom with light.
In the previous works [50–55], spin-exchange interactions
change due to photo-assisted hopping while in our case,
similar effects originated due to AC Stark shift of the
levels available for virtual excitations. The ligand orbital
mixing scheme and the photo-modified direct hopping
gives significant changes only at E ≈ 1-5eV/A˚. In the
case of photo-modified direct hopping, changes are very
sensitive to the values of the drive parameters, but for the
orbital mixing case, spin-exchange interactions change
monotonically with drive parameters as long as the per-
turbation method is valid. For the ligand orbital mix-
ing scheme, the typical energy gap between s-p orbitals
of the ligand ions is 5-10eV, and thus it works at high
frequency, but the photo-modified direct hopping works
well at frequencies in the range 0.5-2eV. This ligand or-
bital scheme thus broadens the frequency range for the
applicability of Floquet engineering of spin-exchange in-
teractions. On the other hand, the metal orbital scheme
involving a phonon drive should give a change of 5-10%
at much smaller frequencies, and E ≈ 0.2-0.5V/A˚ which
is about ten times smaller than the electric field required
for other schemes. We showed that controlling the orbital
degrees of freedom with light opens up new possibilities
for coherent manipulation of properties of quantum ma-
terials.
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7SUPPLEMENTAL MATERIAL FOR “ORBITAL FLOQUET ENGINEERING OF EXCHANGE
INTERACTIONS IN MAGNETIC MATERIALS”
I. REVIEW : TOY MODEL FOR AFM
COUPLING RENORMALIZATION DUE TO
PHOTO-MODIFIED DIRECT HOPPING
We briefly review the effect of a periodic drive on the
exchange interactions using the periodically driven Fermi
Hubbard model (FHM) in Mott regime at half-filling. In
the presence of a time dependent electric field, the full
Hamiltonian of the Fermi-Hubbard model is given by:
H = −t
∑
<i,j>
c†iσcjσ+h.c+U
∑
i
ni↑ni↓+E·
∑
i,σ
niσrj cos(ωt).
(12)
After Peierls substitution, it becomes:
H ′ = −t
∑
<i,j>
e
i
[
E·(rj−ri)
ω sin(ωt)
]
c†iσcjσ+h.c+HU = H
′
t+HU .
(13)
In the limit U  t, and for a non-resonant drive, the
exchange coupling is given by:
J ′i = JiU
∞∑
n=−∞
1
U + nω
Jn(ζi)2, (14)
where, Ji =
4t2
U is the magnetic coupling strength for the
undriven case, Jn denotes nth order Bessel function, and
drive parameter
ζi =
E · (rj − ri)
ω
. (15)
In the presence of this periodic drive, the spin exchange
interactions are affected mainly due to two factors: (a)
change in the hopping parameter due to photon-assisted
tunneling (b) virtual excitations between different Flo-
quet sectors as shown in Fig. 3 of Ref. [52]. As a result,
the effective spin exchange interactions can be controlled
by changing the frequency, polarization and intensity of
the laser. Previous works [50–55] have studied the peri-
odically driven FHM extensively for both resonant and
off-resonant cases. The above expression in Eq. (14) is
valid only for a non-resonant drive where doublon sectors
are well separated in energy from the single occupation
sector. Resonant drive can be handled using a some-
what similar machinery of Floquet formalism as shown in
Ref. [53]. For a near resonant drive, real doublon-holon
pairs can significantly affect the exchange interactions
and its effects are discussed in great details in Ref. [78].
II. AFM EXCHANGE VIA TWO ORBITALS OF
THE SAME LIGAND ION IN THE PRESENCE
OF A PERIODIC DRIVE
When the hopping between two metal sites is allowed
via two orbitals of the ligand ion, spin exchange energy
for undriven case is given by :
Jex = 4
∑
α=A,B
t4α
(
1
∆2αiU
+
1
∆3αi
)
+
8t2At
2
B
∆Ai∆BiU
+ 4t2At
2
B
(
1
∆Ai∆Bi∆ABi
+
1
∆2Ai∆ABi
+
1
∆2Bi∆ABi
)
,
(16)
where, ∆αi = U − Eα is the charge transfer gap, and
∆ABi = (∆Ai + ∆Bi)/2. This expression was obtained
by applying fourth order perturbation theory to the fol-
lowing hamiltonian:
H1 = H0 +Ht =
∑
α=A,B
∑
σ
Eαnασ + U
∑
i=1,2
ni↑ni↓
−
∑
i=1,2
∑
α
tαc
†
ασciσ + h.c
(17)
where α = A,B are two orbitals of the ligand ion involved
in the process of superexchange between the spins at two
metal sites denoted by i = 1, 2 above, and the hopping
parameter tA/B  U, |Eα|.
In this case, spin exchange energy is decided by the vir-
tual excitations which lead to spin exchange between two
sites, and thus depends on the number of orbitals avail-
able for the exchange process and the energy of these
orbitals. There are multiple pathways available for these
spin exchange processes. Two such exchange processes
are shown in Fig. 5, where we have shown the virtual
excitations giving rise to the magnetic interactions be-
tween two metal ions. These virtual excitations involve
the charge transfer from ligand orbitals to the magnetic
ion. Their contribution to magnetic coupling depends
on the energy difference between obitals and the on-site
columbic repulsions. In the presence of a drive discussed
in Sec. IV, these orbitals of the ligand ion are modified
according to the drive amplitude and frequency. Now,
we proceed in the same way as the undriven case, but
the orbitals A and B are replaced by the hybrid orbitals:
|P, n〉 = cos θ
2
|A,n〉+ sin θ
2
|B,n+ 1〉 ,
|M,n〉 = sin θ
2
|A,n〉 − cos θ
2
|B,n+ 1〉 ,
(18)
where n denotes the Floquet index, cos θ =
δ√
δ2+4Ω2
, sin θ = − 2Ω√
δ2+4Ω2
, and δ = ω − ω0 is the de-
tuning. If the parameter eEa/ω  1 (which is the case
here, as ω ≈ 10eV and eEa ≈ 1eV ), then the hopping
is allowed between orbitals within the same photon sec-
tor only in the Floquet picture. Using this fact, we can
calculate the hopping elements between metal sites, and
the new orbitals can be expressed as:
tP = 〈A, 0|P, 0〉 tA + 〈B, 0|P, 0〉 tB = cos θ
2
tA, (19)
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FIG. 5: Two possible spin exchange processes when the hopping between two metal sites is mediated via ligand
orbitals. Gray panels show virtual intermediate states with their energies relative to the ground state with one spin
on each metal site. Here, the ligand ion has two orbitals, and as a result there are many other channels available for
spin exchange if the hopping between orbital B and metal sites is allowed.
tM = 〈A, 0|M, 0〉 tA + 〈B, 0|M, 0〉 tB = sin θ
2
tA. (20)
Now, if tB 6= 0, the hopping element between |P/M,−1〉
and metal sites can still be non-zero as:
|P,−1〉 = cos θ
2
|A,−1〉+ sin θ
2
|B, 0〉 ,
|M,−1〉 = sin θ
2
|A,−1〉 − cos θ
2
|B, 0〉 ,
(21)
with
tP1 = 〈A, 0|P,−1〉 tA + 〈B, 0|P,−1〉 tB = sin θ
2
tB , (22)
and
tM1 = 〈A, 0|M,−1〉 tA + 〈B, 0|M,−1〉 tB = − cos θ
2
tB .
(23)
As a result of the drive
H(t) = Ωe−iωtc†AσcBσ + Ω
∗eiωtc†BσcAσ, (24)
the magnetic coupling strength now has contributions
from different exchange mechanisms which include vir-
tual excitations via four states, i.e |P 〉, |M〉, |P,−1〉,
|M,−1〉 given by:
Jex = E0 + E1 + E2 (25)
where
E0 =
∑
α=P,M,P1,M1
4t4α
∆2α
(
1
U
+
1
∆α
)
(26)
E1 =
1
2
∑
β
∑
α,α6=β
8t2αt
2
β
(∆α + ∆β)∆α∆β
+
4t2αt
2
β
(∆α + ∆β)∆2α
+
4t2αt
2
β
(∆α + ∆β)∆2β
+
8t2αt
2
β
U∆α∆β
,
(27)
and
E2 =
8tP tP1tM tM1
∆P1Um1∆M1
+
8tP tP1tM1tM
∆PU1∆M
+
4tP t
2
P1tP
∆PU1∆P
+
4tM t
2
M1tM
∆MU1∆M
+
4t2P t
2
P1
∆P1Um1∆P1
+
4t2M t
2
M1
∆M1Um1∆M1
,
(28)
where, ∆α = U − Eα, U1 = U + ω, Um1 = U − ω with
EP/M = EA +
δ
2
∓
√(
δ
2
)2
+ Ω2, (29)
and
EP1/M1 = EP/M − ω (30)
is the energy of Floquet states |P/M,−1〉.
9III. CHANGES IN AFM COUPLING DUE TO
ORBITAL HYBRIDIZATION ON EACH METAL
SITE
In the undriven model, the spin interactions arise due
to virtual excitations between singly and doubly occu-
pied sectors. For large U, the low energy subspace is
described by an effective spin hamiltonian. In the pres-
ence of a periodic drive which couples two orbital on each
metal site, all the states in this subspaces undergo some
changes. These changes are best studied using the Flo-
quet formalism, where many singly occupied states now
hybridize and the new levels are given by the eigenstates
of Floquet hamiltonian. Usually the hopping amplitudes
are much smaller in comparison to other energy scales in
the problem, and thus we treat the hopping part of the
hamiltonian as a perturbation to Floquet hamiltonian
obtained from Hk + H0 + H(t). The schematic of the
changes in the energy levels of this hamiltonian is shown
in Fig. 6 as a function of the drive amplitude for some of
the eigenstates relevant for the exchange interactions.
For the undriven case, there is only one energy eigen-
state available for virtual excitations to the doubly occu-
pied sector as denoted by the dashed arrow in Fig. 6.
This virtual process lifts the degeneracy between sin-
glet and triplet sectors resulting in a magnetic coupling
strength
4t2A
U . For the driven case, the low energy sub-
space is replaced by the eigenstates of the Rabi hamilto-
nian:
HRP =
 0 Ω√2 0Ω√2 δ Ω√2
0 Ω
√
2 2δ
 (31)
with basis vectors given by
|P s/tAA, 0〉 , |P s/tAB ,−1〉 , |P s/tBB ,−2〉 where P denotes the
singly occupied sector with subscripts denoting the
orbitals on each site, s/t refers to the singlet and triplet
sectors, and the integers denote the photon number.
For the singly occupied sector, the effects of drive are
independent of the spin configuration. This drive also
mixes the doubly occupied sectors in a similar manner
but in this case the energy levels are given by eigenstates
of the following hamiltonian:
HRDs/t =
 U Ω√2 0Ω√2 U1 ± J + δ Ω√2
0 Ω
√
2 U + 2δ
 (32)
ẟ
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FIG. 6: This diagram shows the effect of the periodic
drive on the energy levels of a two metal site and two
orbital model discussed in Eq. 31 and Eq. 32. The lower
levels shown in shades of red represent the states con-
nected to the low energy subspace of the undriven model,
and the lines in green show the states available for virtual
excitations which belong to the doubly occupied sector.
These excitations are shown by solid arrows for the driven
model, and by the dashed arrow for the undriven case.
For clarity, we show the excitations for the singlet (left)
and triplet (right) sectors in different diagrams. Here the
subspace P and D refers to the singly and doubly occu-
pied states respectively, and the subscript t/s denotes the
singlet or triplet nature.
which give rise to a different energy shift for the two
10
sectors if U1 + J 6= U . In addition to the changes in the
energy levels this drive also changes the eigenstates, and
thus the hopping parameters are changed accordingly.
The hopping processes in the presence of a periodic drive
are shown by solid arrows in Fig. 6. In terms of these
hopping amplitudes, the new magnetic coupling strength
is given by:
Es − Et =
3∑
i=1
t2is
Eids − E1ps
−
∑
i
t2it
Eidt − E1pt
(33)
where Eids/t is the energy corresponding to the eigenstate
|Ds/t〉 of hamiltonian HRDs/t in Eq. 32, and
tis/t = 〈P 1s/t|Ht|Dis/t〉, (34)
where |P 1s/t〉 is the eigenstate corresponding to the eigen-
value δ
(
1−
√
1 + 2
(
Ω
δ
)2)
of the hamiltonian HRP for
the singly occupied sector, and Ht is the hopping part
given by:
Ht = −
∑
σ,α=A,B
tαc
†
1ασc2ασ − tAB
∑
σ,i 6=j
c†1Aσc2Bσ + h.c,
(35)
IV. APPROXIMATE VALUES OF DIPOLE
MOMENT MATRIX ELEMENT USING SLATER
TYPE ORBITALS
A. Dipole moment for ligand orbitals
The strength of the drive used in the orbital hybridiza-
tion scheme depends on the value of the dipole moment
operator between the two orbitals. Here, we have used
Slater type orbitals [79] to calculate these dipole mo-
ments. The wavefunction of these orbitals is given by:
|Ψn,l,m(r)〉 = Rn(r)Y ml (r), (36)
where
Rn(r) = (2ζ)
n
√
2ζ
(2n)!
rn−1e−ζr, (37)
with ζ = Z
∗
n and Z
∗ is the effective charge which can
be calculated using Slater’s rules when distances are ex-
pressed in atomic units (1 unit =a0). Using these Slater
type orbitals, we approximate the expectation value of
the position operator for different ligand and transition
metal orbitals as shown in Table I.
B. Dipole moment for d-d transitions
In addition to the dipole transitions between differ-
ent parity orbitals in the ligand ion, we also studied the
effects of on-site d-d transitions. Although for pure d or-
bitals this kind of transitions are forbidden, but there are
many different d-p mixing mechanisms available in tran-
sition metal compounds which allow these dipole transi-
tions. In most of the transition metal compounds, eg and
t2g orbitals are not purely of d character but has some
contribution from p orbitals. These p orbitals can either
belong to the same magnetic ion or to the ligand ion. In
the absence of a center of symmetry, the t2g orbitals can
mix with p orbitals of the same ion. These d orbitals
can also mix with the p orbitals of the ligand ion due
to covalency efffects. This kind of mixing is allowed for
both tetrahedral and octahedral crystal fields and is one
of the most prominent mechanism for d-p mixing as indi-
cated by the studies of the intensities of d-d observed in
many transition metal compounds [68, 70–72]. In tran-
sition metal compounds, the outermost electrons reside
in d orbitals and the covalent bonding between the metal
and the ligand ion can result in d-p mixing, and hence
modifying the wavefunction of d orbitals as follows:
|ψ′di〉 =
1√
1 + α2
(|ψdi〉+ α |χp〉) , (38)
where χ denotes the orbitals of ligand ions and α  1
(check Ref. [80] for more details of d-p mixing). As a
result, the dipole moment operator e
∣∣∣〈ψ′t2g |r|ψeg〉∣∣∣ ≈
e
∣∣∣ α√
1+α2
〈
ψ3dz2−r2 |r|χpz
〉∣∣∣ depends on the arrangement
of ligand ions around the metal ion. This quantity can be
estimated from Slater like orbitals if the mixing parame-
ter is known which is usually difficult to determine. Since,
this dipole moment is also proportional to the oscillator
strength which can be calculated directly from the ab-
sorption spectra of these complexes. In some tetrahedral
complex salts [68], the dipole moment between two dif-
ferent d orbitals belonging to t2g and eg sets can be as
high as 0.5 Debye= 0.1eA˚. This kind of d-d transition
also occur in some transition metal trichalcogenides like
NiPS3 [81] but the associated dipole moment would be
much smaller as indicated by the extremely weak absorp-
tion for this peak.
Element A B 〈ψA|r|ψB〉
O 2s 2pz 0.6 a0 zˆ
S 3s 3pz 1.1 a0 zˆ
Sc 3dz2−r2 3pz 0.3 a0 zˆ
Mn 3dz2−r2 4pz 1.0 a0 zˆ
TABLE I: Position operator matrix elements between dif-
ferent orbitals calculated using Slater type orbitals.
V. VIBRONIC COUPLING ESTIMATE
In this section, we calculate the matrix element be-
tween two d orbitals for a phonon drive. We assume
that the transition metal ion is surrounded by an octa-
hedral arrangement of ligand ions, and the phonon mode
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FIG. 7: Arrangement of ligand ions around a transition
metal ion in octahedral geometry.
involves the symmetric motion of ligand ions perpendic-
ular to the metal ligand bond. For the geometry shown
in Fig. 7, the potential around TM ion due to ligand ions
is given by
V (r, t) =
8∑
L=1
qLe
2
4pi0|aL(t)− r| (39)
where qL is the charge on ligand ion (in units of e), aL
is the position vector of ligand L from the center of the
TM ion, and
aL(t) = a
0
L + uL(t) (40)
where a0L is the equilibrium distance of M-L bond, and uL
is the phonon amplitude. For small uL, we can expand
V around its equilibrium value as follows:
V (r, t) =
qLe
2
4pi0
8∑
L=1
(
1
|a0L − r|
− (a
0
L − r) · uL(t)
|a0L − r|3
+ ...
)
,
(41)
and thus upto first-order, the perturbation is given by:
H ′ ≈ −qLe
2
4pi0
8∑
j
(a0L − r) · uL(t)
|(a0L)2 + r2|
3
2
(
1 + 3
a0L · r
|(a0L)2 + r2|
+ ...
)
.
(42)
Now, the only terms which can couple two d orbitals are:
〈dα|H ′|dβ〉 = 3qLe
2
4pi0
8∑
L=1
〈
dα
∣∣∣∣∣ (r · uL(t))(a0L · r)|(a0L)2 + r2| 52
∣∣∣∣∣ dβ
〉
.
(43)
Furthermore, the matrix element 〈dα|rkrl|dβ〉 is non-zero
for the cases shown in Table II.
dα dβ rkrl 〈dα|rkrl|dβ〉 (A˚2)
dxy dyz xz 0.4
dxy dxz yz 0.4
dyz dxz xy 0.4
dyz dx2−y2 yz 0.4
dxz dx2−y2 xz 0.4
dxy dz2−r2 xy 0.4
dyz dz2−r2 yz 0.2
dxz dz2−r2 xz 0.2
TABLE II: Matrix element 〈rkrl〉 between two 3d orbitals
of Ti calculated using Slater type orbitals.
In RTiO3, the ligand-metal distance, |a0L| ≈ 2A˚, and
thus the matrix element coupling two d orbitals becomes:
| 〈dα |H ′| dβ〉 | ≈ 0.5u(t)eV = 0.25(eiωt + e−iωt)u0eV
(44)
for a g symmetry phonon mode, where u0 is the displace-
ment (in units of A˚) of the ligand ion perpendicular to
the M-L bond.
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