Abstract: Knowledge modeling perspectives on knowledge acquisition suggest that it is reasonable to analyze knowledge bases as collections of models. This paper focuses on those parts of the knowledge base that model the practical reasoning processes of human experts, and asks what properties those models might be expected to have. It surveys the general notion of a model and its connotations in information systems science. It analyzes the structure of practical reasoning as a control process with information flows involving essential uncertainty and adaptivity, where robustness is more significant than optimality. Systemic considerations suggest that models of the relevant knowledge will consist of a collection of isolated productions, many of which will be concerned with avoidance rather than goal achievement. The relations of such models to role limiting methods, generic tasks and deep knowledge are discussed. Finally, tthe implications of the knowledge modeling perspectives for developments in knowledge acquisition are discussed.
INTRODUCTION
This paper addresses the modeling of knowledge acquisition processes whereby the knowledge engineer models the knowledge processes of the expert, which may themselves be viewed as involving modeling processes. Each level of this triple involves presuppositions, systemic principles, and scope for a plurality of definitions and analyses. A science of knowledge engineering has to develop a theory of the relations between these levels of modeling. In particular, it has to characterize those aspects of human practical reasoning that do not lend themselves to the imputation of deep scientific models, but rather reflect the pragmatic basis of achieving objectives and avoiding problems in a dynamic environment using limited information flows and uncertain data. What kind of models will the knowledge engineer form of such practical modes of knowing?
The notion that what is being done in the development of an expert system is a modeling activity has become a major theme in the literature. The KADS methodology is presented as one concerned with "developing a knowledge-level model of expert reasoning" (Akkermans, Harmelen, Shreiber and Wielinga, 1993 (Clancey, 1989) The knowledge modeling perspective on knowledge acquisition is attractive relative to previous characterizations in terms of "expertise transfer" because it involves no supposition of pre-existent knowledge to be transferred. The knowledge engineer and expert together are involved in developing a model of the basis for the expert's expertise, and that model may never have previously existed.
In particular, the modeling processes involved in knowledge engineering, and the models developed, are clearly distinguished from any modeling processes and models that they impute to the expert in his or her roles as expert, as contrasted with his or her role in modeling that expertise. It is not presupposed that the expert has privileged acccess to existing internal knowledge, nor even that he or she has a specially privileged role in self-observation. This does prescribe a behaviorist methodology that offers no scope for introspection. To the contrary, it legitimates introspection, but as a modeling technique rather than as direct access to an existent model. It also raises the question of the sources that the expert uses in modeling, both for the purposes of performing tasks, and for communicating the basis of doing so. For example, many of these sources may be situational rather than part of a store of internal 'knowledge.' However, there is a danger in placing significant emphasis on the concept of modeling in explicating knowledge acquisition processes in that the term 'model' is not in itself well-defined. There is a great diversity of literature in which the term is used, often with substantial disagreement as to its application even in a particular discipline. There is a complex set of connotations associated with the term 'model' and these are not well-defined even in the systems literature. If the term does capture an important component of the knowledge acquisition process then it is reasonable to expect it to be complex in its connotations. However, we should also be aware that the use of the term without substantial additional explanation conveys little information.
Both the references cited above give a detailed exposition of their use of the term 'model.' This paper complements them through a more general analysis of the term, its usage in the literature, its connotations, and its application to knowledge acquisition. In particular, it notes that the modeling involved in expertise has a major component of 'control' associated with it, and hence that the 'models' we acquire directly from experts will have a quite different structure from those that we might expect from scientific literature concerned with the domain of expertise. This is used to analyze the concept of generic tasks and to develop further the analysis of the knowledge acqwuisition processes involved in building expert systems
THE NATURE OF MODELS
The term 'model' has widely understood colloquial connotations, in such usage as 'model toy', and is also commonly used in many artistic and scientific communities. Thus, Clancey's prescription to look at a knowledge base as a model, or collection of models, is one that most people would accept as feasible, and carry out, with little hesitation-they would 'know what they were doing.' However, to analyze some of the issues noted above in greater depth requires somewhat more overt knowledge about what might be meant by the term 'model', all the time being careful that we do not define away connotations that are important to its usage in the knowledge acquisition context.
The Encyclopedia of Philosophy in its section on Models and Analogy in Science commences:
"The term 'model' has become fashionable in the literature and philosophy of science, with the result that the many different senses of the term need to be distinguished before the philosophical problems connected with models in the sciences can be understood." (Hesse, 1967) Webster's dictionary has twenty one definitions of which the following is closest to the usage in the knowledge acquisition literature:
"a representation, generally in miniature, to show the construction or serve as a copy of something."
In practice, all of the other definitions and the more technical ones in philosophy, science and engineering, can be seen as specializations of this-that a model is a representation that serves some purpose in relation to the system that is represented. Thus, a mere representation is not enough, and neither is one that serves a purpose largely unrelated to what is represented; for example, a painting such as Picasso's Guernica does not become a model though it serves a clear political purpose.
There is also a prerequisite to the use of the term 'model' which is not made explicit in the above definition, and that is that the representation should be reasonably minimal in serving its function. Extraneous components in the model should be clearly classifiable as such so that: its function of showing the construction is not undermined by superfluous constructions that have no referents in the original system, or are irrelevant to the purpose for shich the model is being created; and its function of serving as a copy is not undermined by interference from material that does not copy anything in the original. This is why computer code usually does not serve as a good model of a system-there is too much extraneous material concerned with the representation on, and control of, the machine on which the code will execute. At an abstract level, an 'analog' computer is one in which the bulk of the internal representation is in correspondence with an external world, such that when one examines the internal structure of a module it still corresponds to a structure in the world (Gaines, 1968) .
Where both colloquial and technical usages of the term model show great variety is in the range of functions that a model may serve, and, in particular, whether the function requires the model to be operational, that is generating behavior in addition to representing structure. Differing functional requirements also vary the precision of representation necessary for something to be accepted as a model. In mathematical logic, a model for an axiom set has to conform to a precise set of formal constraints. In engineering and science, modeling involves approximation, and the notions associated with approximation are themselves subject to definition. In poetry and parables, a model can involve a remote metaphor where both the representational schema and the purpose are not subject to univocal definition, but may be indisputably present. The lack of unicity in the function of a poetic metaphor or a religious parable is also a common phenomenon in colloquial discourse, and it is paralleled by the plurality of functions that may be equi-present in a scientific, engineering or computational model.
The study of models has been undertaken in many scientific communities: the computation of models from data in the simulation and control communities; the role of models in science in the philosophical community; the role of models in cognition in the psychology and cognitive science communities. The theoretical foundations of models and modeling processes have been developed in greatest depth in the cybernetics and general systems literature, both in terms of mathematical modeling and system identification theory, and also in terms of applications to biological and social systems. The following quotations capture the key issues relating to the purpose of models in this literature. (Weinberg, 1975) Eykhoff in his overview of practical modeling techniques, System Identification, emphasizes that usability is as important as accuracy: (Checkland, 1981) (Rosen, 1985) Shariff in his introduction to a book on System Models for Decision Making gives a useful taxonomy of types of model as shown in Figure 1 , and an overall summary of the characteristics of models: (Sharif, 1978) His taxonomy, in particular, substantiates Clancey's emphasis on the variety of structures that may be reasonably termed a model, and the value of going beyond the notion that some knowledge structure is a model to questions as to its type, purpose and adequacy. A model is a minimal representation that serves some purpose in relation to the system that is represented.
3. The representations and representation schema used in models should be comprehensible.
Modeling involves essential simplification and approximation.
5. The model should not be reified as actually being the phenomenon.
6. In modeling natural systems the relationship between the system and its model is essentially uncertain and dynamic.
EXPERTISE AS PRACTICAL KNOWLEDGE INVOLVING CONTROL
The original "expertise transfer" notion of knowledge acquisition was based on the assumption that experts have mental models of the basis of their skill and that techniques and tools for knowledge acquisition are concerned with accessing these models. This assumption has gone out of favor in recent years as generative perspectives on human behavior that do not reify the hidden mental variables of cognitive models have become prevalent: (Clancey, 1989) However, the knowledge engineer still models the expert's skills, even if the models are no longer imputed to exist within the expert, and the problem remains of understanding what kind of conceptual models (Norman, 1983 ) the knowledge engineer will form of the expert's behavior. A companion paper (Gaines, Shaw and Woodward, 1993) analyzes the full range of conceptual models used by the knowledge engineer, their types and origins, while this paper focuses on the expert's skilled performance as a knowledge source.
In examining the basis for modeling a skill it is important to take into account that what one is observing is human practical reasoning, what in education has been termed "practical modes of knowing": (Sternberg and Caruso, 1985) The leap in this quotation from a definition of terms to that of a mechanism obviously requires detailed justification, and the basis for this link will be further analyzed in systemic terms. However, it is also important to note that the spirit of what is being said exactly captures that of the origins of expert system development. We go to experts when we do not have overt domain and problem solving models, precisely because they are the relevant practical reasoners in the domain, using their practical knowledge as part of their everyday professional life to achieve the practical objectives of interest in system development. This is the essential difference between expert systems development and that based on classical systems analysis, that we model the human operator in a domain when, for some reason, we cannot adequately model the domain itself (Gaines and Shaw, 1985) .
The emphasis of practicality is a classification of the mode of reasoning involved, not the domain. A skilled mathematician is a problem solver in a domain that may be highly theoretical but where his or her problem-solving skills are examples of the practical reasoning described above. The mathematician's everyday life as a mathematician is lived in the world of mathematics and he or she develops skilled behavior to navigate and manipulate that world (Wolff, 1976) . Even though we may have highly overt models of the domain they do not automatically provide us with overt knowledge of the practical problem-solving skills in that domain. The knowledge of an expert mathematician is the capacity to "behave adaptively" in a mathematical environment.
A systemic analysis of the models that might be imputed to a practical reasoner has to take into account that these models are not being constructed through a scientific or engineering procedure based on the identification of some system through observations of its behavior, but rather as through a pragmatic procedure concerned with the achievement of objectives. Practical reasoning has as many connotations of control as it does of modeling, and the knowledge that we might expect to impute to an expert will be concerned with, and situated within the context of, such control.
Synopsis
7. The expert's skilled performance is an example of human practical reasoning.
8. Practical reasoning is focused on the achievement of objectives and is situated in control activities.
MODELING A CONTROLLER
There is a widely quoted early paper in the cybernetics literature which seems to justify in very general terms the notion that a domain model might reasonably be imputed to an expert. Its title is Every good regulator of a system must be a model of that system (Conant and Ashby, 1970) , but unfortunately that title is an over-generalization of what is actually demonstrated. What the authors would have liked to show is that the behavior of an optimal controller can be imputed to its possessing a model of the system being controlled. The intuitive logic is that to be optimal the system doing the controlling must have some representation of the system being controlled. However, this turns out to be unjustified in general.
Under more restricted assumptions of linear, continuous models, a related result can be derived.
To the extent that the operator of a linear dynamic system achieves good regulation under disturbances that cover the bandwidth of the system, that operator can be modelled with low error as another linear system (Gaines, 1969) . This is the explanation of why linear 'describing function' techniques were so effective in modeling aircraft pilots even though human motor skills are known to be nonlinear and discontinuous.
When linearity and optimality conditions are dropped, however, the reflection of the system in its controller is no longer derivable. For example, it can be shown that variants of the 'combination lock' problem for finite automata can be solved effectively by a simple two-state stochastic automata, whereas the optimum solution, even for a finite-state task, requires a recursive automaton with a complex algorithm and a large number of states (Gaines, 1971) . The simple solution would show no evidence whatsoever of any model of the task, although it is interesting to note that if one attempted to model it as if it were the optimal deterministic automaton one would obtain an extremely complex, but meaningless, model (Gaines, 1976) .
These systemic results are very insightful when applied to practical reasoning and models of expert behavior. First, to the extent that the expert is dealing with a 'natural system' in Rosen's terminology above, he or she is facing one that is "always incompletely known." The expert has limited information flows from the system and is using these to achieve his or her practical objectives rather than to model the system in itself. A good control strategy under low information flow conditions is the stochastic one cited above in which behavior is emitted at random until a desired end is achieved, for example, jiggling a key until it slips into a lock. The main defect of this strategy is that it will not avoid catastrophic terminal states if they exist. Thus the knowledge necessary to its effective use is that of conditions under which certain actions should not be taken.
Thus, on purely systemic grounds one would expect that the practical reasoning of experts faced with natural systems, limited information flows, and irreversibility, would be found to have a major component of knowledge concerned with activities to avoid certain situations rather than with goal-directed achievement. As 'models' of the domain this knowledge will generally be a collection of isolated and discontinuous material. The conditions in these productions indicate where avoidance actions are necessary. They indicate problems that have a priority over objective-oriented action, situations in which Piaget's (1970) "l'object se laisse faire" breaks down-at the interface where reality bounds constructivism in that the object does not allow itself to be treated in the way we might chose.
This avoidance knowledge corresponds to the 'aversion conditioning' of classical psychology, of taking action to avoid certain situations which may or may not arise if the action is not taken. Again on systemic grounds, avoidance knowledge once in place is very difficult to change because the evidence necessary to do so is intrinsically not available. We do not walk under the ladder to avoid a superstitious problem, and the problem does not occur so our behavior is validated. If a problem does occur then we can ascribe it to something else and our behavior is not necessarily invalidated. A substantial part of the practical knowledge of an expert might reasonably be expected to be avoidance knowledge that may no longer apply.
Clearly, one does not expect expertise to be based only on avoidance and randomness, but similar arguments apply to goal-directed behavior. The goal directed actions will also be based on limited information flows and uncertainty making elaborate planning inappropriate. What might be expected is actions generally oriented to improving the chances of achieving the goal by taking advantage of significant opportunities, that is again, not an overall coherent model but rather a set of isolated and discontinuous productions.
Thus, the quote above viewing practical knowledge as "stored in the form of productions, or condition-action sequences that implement actions when certain preconditions are met" has a priori systemic validation apart from any empirical findings. The conceptual models that we form of expert behavior, to the extent that they accurately represent the practical reasoning may be expected to consist of a set of isolated, discontinuous condition-action productions. They will be 'models' in the strict sense of the term, but they will not be scientific, principled, coherent models of either the domain or the problem-solving skill involved. The production rules that were so successful in the development of MYCIN are a natural representation of the basis of skilled behavior. That they do not in themselves provide a suitable basis for the teaching of the medical science involved from an academic viewpoint is totally unsurprising. At most they can act as isolated checks on the body of knowledge necessary for GUIDON, being consistent with it and having rationalizations within it but certainly not representing it (Clancey, 1987) .
When they were first developed, further rationalizations of production rules were proposed other than that they are a natural representation of skilled behavior. Production rules were said to offer the advantage over normal programming that they were modular and hence more easily developed and modified. Quite the contrary is true, but this seems to have taken a long time to disseminate-papers are still appearing warning of the software engineering problems of system development based on production rules (Li, 1991) . Production rules are models of practical reasoning, not in themselves a good software engineering technique.
We have also to remember that production rules are only models of the behavior observed in practical reasoning. Wittgenstein's arguments apply that we have no basis for the assertion that human behavior is generated through following rules (Wittgenstein, 1953) . We may find condition-action productions a useful representational mechanism for modeling practical reasoning, but even this representation is a high level abstraction compared with the underlying neurological phenomena. For the purposes of emulating some aspects of the behavior this may not be a major issue, but when for example we attempt to emulate the 'acquisition of rules' we may discover difficulties in doing so that stem from the approximation involved in this abstraction.
Synopsis
9. Models of practical reasoning will consist of a set of isolated, discontinuous condition-action productions.
10. Goals may be achieved through a succession of productions under feedback control.
11. Many productions will be concerned with the avoidance of problems rather than the achievement of objectives.
12. Avoidance knowledge is not easily disconfirmed, and some of that modeled may not be functional.
13. Condition-action productions are only models of some phenomena of practical reasoning, and cannot be assumed to generalize to all aspects of it.
THE ROLE OF DEEP KNOWLEDGE
One may examine the role of deep knowledge on this analysis by considering what we might expect if the presuppositions of a natural environment and limited information flows do not apply. Consider a formal deterministic environment with total state information available. In this case algorithms can be developed for problem-solving on a theorem-proving basis, and if the system is simple enough they can be applied realistically. Thus, human artefacts may give scope for formal reasoning. For example, a set of regulations or a legal code is a formal artefact whose logical structure is well-defined. Practical reasoning and theoretical reasoning may coincide in the analysis of the implications of the regulations or code (Sergot, 1988) . However, it is rare to find that the interpretation of the regulations or code is as well-defined, particularly if it is intended to apply to natural systems such as people and societies. Hence, we may expect practical reasoning associated with interpretation of the code to have some of the characteristics outlined above.
Expert system theory has from the early days involved considerations about the interplay of 'deep' scientific knowledge and 'compiled' practical knowledge (Chandrasekaran and Mittal, 1983) . There is clearly nothing wrong in developing rationalizations of practical knowledge in terms of theory, provided we do not assume that the derivation of the practical knowledge validates the theory, or provides a basis for future derivations of practical knowledge from the theory. That is, there may be many theories from which the same knowledge derives, only some of which extrapolate to the future, and hence the practical knowledge may remain constant when the current theory says it should change, or it may need to change in a different way from that predicted. We may well be wrong to value deep knowledge more than practical knowledge in many domains. The scientific and software engineering push to 'clean up' expert systems may well be counter productive.
We also have to consider the sensitivity of practical knowledge derived from theoretical knowledge, both in terms of minimal effect of discrepancies between the theory and practice, and in terms of minimal information requirements. A control strategy that is suboptimal but robust is usually very much to be preferred over one that is highly sensitive to correct presuppositions and data. In particular, a control strategy that allows recovery in the event of unexpected errors and events is very much to be preferred to one that does not-'defensive driving' through the problem environment is a major component of expertise.
The condition-action productions that characterize practical reasoning may mimic access to deep knowledge when observed in use in a particular situation (Maes, 1990) . That is, we may find it useful to impute such knowledge to an intelligent agent as a short form of explanation even when we know that it is not present. Situated autonomous agents can appear to be 'planning' because they are goal-directed and show regular trajectories of behavior. However, the resultant 'deep knowledge' need not conform to any scientific theory and still be useful both for the agent and for communication to other agents (Rogoff and Lave, 1984) . It is common in everyday human life for what are scientifically false theories to guide sound practical reasoning. My reasons why I do something may be incorrect at some level of depth but they may guide me correctly and also help others in the same situation. The golfer's view that the 'follow-through' affects the flight of the ball may be physical nonsense, but the muscular preparation to achieve an excellent followthrough may be highly significant to the earlier impact of the ball with the club-a physically acceptable explanation but not more practically useful than the nonsensical one. Naive theories of motion (McCloskey, 1983) and medicine (Feltovich, Spiro and Coulson, 1989 ) raise educational problems because we have some view of what is 'scientifically respectable' rather than because they adversely affect practice.
Control engineering provides a case history of the problems that may arise in switching from practical knowledge to highly principled deep knowledge requiring system information that is unavailable. In the sixties there was a move towards basing industrial control on the newly developed 'optimal control theory' (Barrière, 1967) . However, whilst this approach proved very effective in the control of satellites and space vehicles, it was highly ineffective in industrial applications. The problem was that the optimum control strategy was highly sensitive to the accuracy of the model of the plant being controlled and this model had to be identified from limited information flows through sensors subject to inaccuracy and noise. Discrepancies between the model and the plant could lead to greater suboptimality than that through much simpler suboptimal control strategies. The need to continually update the model also led to the philosophically open-loop, optimal controller becoming very similar to the classical feedback controller. Theoretical results were obtained showing that the old 'proportional-integralderivative' feedback controllers were not very suboptimal and much more robust against discrepancies in design assumptions than complex mathematically optimal controllers (Fuller, 1967) . Naturally, these controllers had always also had limit stops and alarm shut-down conditions corresponding to avoidance knowledge.
None of these considerations is negative towards scientific, principled models. To the extent that they can be realistically derived and are properly applied they are invaluable in reducing design time in system development and the need for pragmatic 'fixes' through applications experience. However, it was precisely for situations where scientific, principled models are not usable that the expert systems paradigm was developed. It is not an improvement to classical system design in general, but a price we have to pay when more principled design based on deep knowledge is not possible. Thus, we should not use it unnecessarily.
It is to be expected as the expert systems approach becomes better integrated with conventional system development that major components of the 'knowledge base' become based on structured models rather than unstructured production rules. Clancey's (1989) paper argues that the expert is only one source for the knowledge base, not the sole source, and all practical system development is based on a combination of modeling techniques using many different sources (Gaines et al., 1993 ). However, we should not assume that structured, objective models are a potential replacement for all components of expert systems, and we should continue to apply effort to greater understanding of the basic expert system paradigm of modeling human practical knowledge.
Clancey's characterization of all models in expert systems as 'qualitative' makes sense in terms of their origins in practical knowledge. Even when deeper knowledge is added from other sources it will necessarily have many of the characteristics of condition-action productions in representing parts of the domain or task through discrete and discontinuous structures. The frames and taxonomies of more structured knowledge bases are still qualitative in nature. Global, algorithmic models are rarely available or appropriate in the types of tasks that have been allocated to knowledge based system designs.
Synopsis
14. Deep knowledge does not uniquely determine practical knowledge.
15. Limited information flows may make it impossible to estimate adequately the parameters of deep models.
16. Practical knowledge may be derived from, and consistent with, deep knowledge, but it can not always be replaced with deep knowledge.
ROLE LIMITING METHODS AND GENERIC TASKS
It is useful to view some of the research on generic approaches to knowledge acquisition as being ways of characterizing practical knowledge at a meta-level. McDermott's 'role limiting methods' are based on the abstraction of control knowledge from a family of related tasks, and the use of this to classify knowledge requirements and usage:
"A method whose control knowledge is not very task-specific will use task-specific knowledge for identification and implementation that is highly regular; each piece of task-specific knowledge will play one of a small number of roles; thus the method will provide strong guidance with respect to what knowledge is required to perform a particular task and how that knowledge is encoded." (McDermott, 1988) We need not read anything deeply ontological or psychological into this practical approach to knowledge engineering. When we generate a classification of tasks it is reasonable to expect that it will restrict the types of condition-action productions involved, and that this further classification can be linked to one of knowledge sources. The utility of this approach comes from its application to task classifications that already exist in industrial situations, and derive from the way in which we structure system design for human operators and the associated personnel selection and training.
It may be that there are psychological factors in the transfer of human experience between tasks that support industrial task design practices. It may be that there are role limiting aspects to all human skills similar to those that may be supposed to genetically determine innate linguistic abilities (Chomsky, 1980) . These are open scientific issues of modularity in cognition (Fodor, 1983) . However, we do not need such stereotypes to exist in the person to justify the arguments for role-limiting methods. It is sufficient if they exist in the practices of task design and allocation in a range of significant tasks that we wish to re-allocate to the computer using human expertise as a model. Empirical research on the transfer of practical knowledge (Cormier and Hagman, 1987; Singley and Anderson, 1989 ) is confounded by the stereotypical classifications that we have of cognitive tasks, particularly when we bring them into a laboratory setting (Lave, 1988) . It is reasonable that we should design the built environment to maximize the transfer of practical learning, and that this design behavior is sufficient to make classifications in terms of role limiting methods practically useful.
As we identify role limiting methods we may come to rationalize them and develop alternative approaches that are more principled. This is the basis of Chandrasekaran's analysis of generic tasks:
"we are only pointing out that systems perform these tasks, but not necessarily in the manner that we propose that the tasks be performed. Our claim will be that once we understand the knowledge requirements and the inference strategies for each of the tasks, we can use methods that are more natural for the tasks." (Chandrasekaran, 1988) This paradigm is similar to that which has been applied to naive physics and other aspects of commonsense reasoning (Bobrow, 1985; Hobbs and Moore, 1985) , to take the problem and the activity and rationally reconstruct a model that conforms with physical and system science. It is an approach that underlies all scientific and technical development, and a legitimate strategy for the development of a science of practical reasoning.
However, the considerations of the previous section clearly apply. Even when a rationalization provides a correct model of a situation it does not imply a unique control policy for achieving goals. There is a multitude of such policies with differing information requirements and differing sensitivities to the correctness of state parameters. The design of robust policies as a basis for generic task strategies is what is required to emulate human practical reasoning. However, we are more commonly used in computing to developing optimal policies under assumptions of complete and correct information flows. The generic task approach is highly attractive both theoretically and practically, but it needs new approaches to algorithm design.
Synopsis

17.
Classifications affecting task design practice induce classifications of practical knowledge in terms of role limiting methods and generic tasks.
18. In deriving condition-action productions from deep knowledge in terms of generic tasks it is more important to derive robust policies insensitive to incorrect models than optimal policies.
THE ADAPTIVE COMPONENT OF KNOWLEDGE
The greatest danger in thinking that we modeling 'expertise' in an expert system is to forget that "knowledge is a capacity to behave adaptively within an environment." Schön has emphasized the need for professionals in a discipline to recognize this themselves, defining a reflective practitioner to be an expert who remains aware of the dynamic nature of his or her expertise. He illustrates this through case histories and through some example differentiations, such as:
"Expert: I am presumed to know, and must claim to do so, regardless of my own uncertainty. (Schön, 1983) The notion of true expertise as reflective practice is corroborated in Hawkins observations of mineral exploration expert systems. He characterizes the expert's advice giving procedure as a modeling cycle in which: the expert elicits data about the problem from the client; develops a minimal model that accounts for the data provided; and generates advice based on the model and feeds this back to the client; the client may accept the advice, or query it and, possibly, the model; the queries lead to further data elicitation, and repeat of the cycle. Thus, in Hawkins' (1983) model, the client plays an active role in further developing the model by providing more data until he or she is satisfied with the model and consequent advice. Expert advice giving and taking is part of a cycle of negotiation around a process of model formation. Gaines (1989) has shown how this model extends naturally to the learning processes of the expert over multiple clients, which in turn leads to a model of the formation of expertise in a community of learning systems. Any inclination on the part of clients to take problems to those with a track record of effective problem solving generates a positive feedback loop which tends to focus expertise in a few individuals. He relates this and Schön's arguments to Goodman's model of induction as a process of reflective equilibrium:
"A rule is amended if it yields an inference we are unwilling to accept; an inference is rejected if it violates a rule we are unwilling to amend." (Goodman, 1973) and, in particular to Stich and Nisbett's extension in which they propose that the management of this equilibrium is a social process:
"a rule of inference is justified if it captures the reflective practice not of the person using it but of the appropriate experts in our society." (Stich and Nisbett, 1984) He recommends changes to the architecture of the expert systems to capture as much as possible of the dynamics of reflective practice:
The (Gaines, 1988) However, we have to beware of over-intellectualizing adaptive capabilities, as if they were a high-level design feature rather than an intrinsic feature of the low-level processes of practical reasoning. A system of productions that avoids disasters and is weakly goal directed can exhibit remarkable 'adaptivity' in that it is insensitive to major changes in the domain in which it is operating. The addition of quite simple means to add new productions can further enhance this adaptivity, and the detection and communication of anomalies can allow the system to take advantage of social processes. There are a few expert systems that already exhibit such adaptivity and the capability to detect anomalies. A good example is Compton's "ripple-down rule" system which generates a network of rules with exceptions that is readily adapted to new cases without effect on previous performance (Compton and Jansen, 1990) . The adaptation can be either manual or through machine induction and anomaly detection is a by-product of the structure of the system.
In general, knowledge acquisition has to become seen as an ongoing, long-term feature of a knowledge based system's routine use, rather than as a rapid prototyping technique. The social aspects of the reflective process have to be a fundamental design consideration-experts, clients, knowledge engineers and knowledge based systems are partners in an enterprise, all mutually supportive of the knowledge processes of the others. 
CONCLUSIONS
The knowledge modeling perspective that views knowledge bases as collections of models is valuable and productive. This paper has surveyed the general notion of a model and its connotations in information systems science. It has focused in particular on those parts of the knowledge base that model the practical reasoning processes of human experts, and asked what properties those models might be expected to have. It has analyzed the structure of practical reasoning as a control process with information flows involving essential uncertainty and adaptivity, where robustness is more significant than optimality. Systemic considerations suggest that models of the relevant knowledge will consist of a collection of isolated productions, many of which will be concerned with avoidance rather than goal achievement. The relations of such models to role limiting methods, generic tasks and deep knowledge have been discussed.
Early approaches to the development of 'expert systems' equated expertise with the possession of knowledge, assumed that this knowledge was accessible through interaction with the expert, and focused knowledge acquisition methodologies on improving the processes of 'expertise transfer.' This simplistic viewpoint has undergone successive deconstructions, each one at first sight apparently providing a deep analysis of the fundamental nature of expertise. This paper is not intended to be yet another such analysis, although it may have given every appearance of being so. The ultimate position is that there is no ultimate position-the Hegelian spiral takes another turn-the Foucaultian excavation finds the foundations under the foundations. Derridanian deconstruction is the first truly Sisyphian enterprise of humankind. Human knowledge processes are situated-in a physical, social and mental environment more vast than any we can ever know. They are reflexive and reflective, partially self-generated and partially grounded in the universe in which our species survives.
However, the lack of absolutes, and of the possibility of absolutes, does not mean that the pragmatics of knowledge acquisition methodologies and tools cannot be improved. We can build better knowledge support systems by viewing experts not only as high-performance autonomous agents but also as highly interdependent components of a social and environmental infrastructure. How did the expertise come into being, how is it sustained, how is it supported, within what contexts does it manifest? An appreciation of the complex dynamics of human expertise and its reliance on sub-symbolic processes also enables us to place the knowledge level in perspective-as a basis of communicative rationality, applicable and achievable when the universe is algorithmic. This rationality in some sub-universe may arise either because we created it so, or because, by the miracle that so impressed Newton and Milton, it is in some small, but significant, part actually algorithmic.
We have far to go in our comprehension of the nature of human practical reasoning, and it is important that we go on developing our understanding together with our capability to operationalize it in knowledge based systems. There is a danger that we may fail to recognize the importance of the new information processing paradigms available to us because we attempt to subsume them within our existing paradigms of deep scientific knowledge and optimal algorithms. The robust and adaptive strategies possible through the heuristic application of collections of weak methods are an important addition to our repertoire of information system methodologies, arguably the most important contribution that artificial intelligence research has made. We have to incorporate the basis for robustness and adaptivity into the structure and application of generic domain and task modeling-to bring knowledge acquisition as an essential component of expertise within the scope of our knowledge acquisition methodologies that attempt to model human expertise.
Overall Synopsis
1. A model is a minimal representation that serves some purpose in relation to the system that is represented.
