Abstract. Wave packet techniques provide an effective method for proving Strichartz estimates on solutions to wave equations whose coefficients are not smooth. We use such methods to show that the existing results for C 1,1 and C 1,α coefficients can be improved when the coefficients of the wave operator lie in a Sobolev space of sufficiently high order.
Introduction
Strichartz estimates refer to a family of dispersive estimates solutions to the wave equation. That is, estimates on functions u : [−t 0 , t 0 ] × R n → C that are solutions to the following Cauchy problem
where A(x, D) is a second order elliptic differential operator and the P (x, D) is the wave operator.
In their original formulation, Strichartz estimates appear as the following
where 2 ≤ p, q ≤ ∞, n ≥ 2 and 1 p + n q = n 2 − (s + 1), 2 p + n − 1 q ≤ n − 1 2 (1. 3) with the exception of the endpoint (s, p, q) = (0, 2, ∞) in dimension n = 3. Such estimates are well established in the case where the coefficients of the wave operator P (x, D) belong to C ∞ (R n ). The first estimates of this type were proved by R. Strichartz in [10] , [11] . See [5] , [3] , and [4] and references therein for the full range of estimates.
When the assumption of C ∞ coefficients is removed the issue becomes much more delicate. The techniques used to prove Strichartz estimates for smooth wave equations usually rely on asymptotic methods, which are inapplicable when the coefficients are of limited differentiability. The challenge is thus to find alternative approaches for proving such estimates in the low regularity setting.
One such approach is to employ the technology of "wave packets" to construct a parametrix for the wave operator that is suitable for proving estimates. This was used by H. Smith in [6] to show Strichartz estimates in dimensions n = 2, 3 under the assumption that the coefficients of the wave operator were at least C 1,1 (R n ). More recently in [12] , [13] ,and [14] , D. Tataru was able to use the methods of the "FBI transform" to show that the full range of Strichartz estimates hold under the weaker assumption that the coefficients a ij of the wave operator P (x, D) are time dependent and satisfy 
is the actually the lowest degree of continuity in x that the coefficients of P (x, D) must possess to guarantee that the Strichartz estimates hold. Indeed, it was shown by counterexamples in [7] that Strichartz estimates fail to hold for certain wave equations with coefficients in C 1,α (R n ), 0 ≤ α < 1. This does not mean, however, that weaker estimates of this type are not available. In [14] , Tataru was also able to show that when the coefficients a ij of the wave operator are time dependent and satisfy 
where σ = The purpose of this paper is to explore opportunities for improving such results for wave operators with time independent coefficients that lie in a L r Sobolev space of sufficiently high order with r ∈ (1, ∞). Specifically, we aim to prove that estimates of the form (1.5) hold with σ = 0 when the coefficients lie in the space L r,κ (R n ) (the L r Sobolev space of order κ) with κ > n−1 r + 2. Thus by assuming some Sobolev regularity on coefficients, we can obtain Strichartz estimates with no loss of derivatives even though the continuity of the coefficients is below C 1,1 . We also intend to show that when the coefficients lie in the space L r,κ (R n ) ∩ Lip(R n ) with κ = n−1 r + 1 + α, α ∈ (0, 1), then inequalities of the type (1.5) hold with σ = 1−α 3+α and α taken as in the definition of κ. In both cases, this gives us estimates with a loss of fewer derivatives when compared to what would be obtained by using Sobolev embedding and applying the results above.
To motivate why such inequalities should hold we first examine some of the issues lying at the heart of the previously mentioned results for operators with coefficients that satisfy (1.4) . A crucial matter here is the regularity of the Hamiltonian flow induced by the wave operator. That is, the flow on the cotangent bundle of R n , T * R n , determined by dx dt = −H ξ (t, x, ξ) dξ dt = H x (t, x, ξ) (1. 6) where H(t, x, ξ) denotes the roots of the principal symbol of P as a quadratic in τ . Loosely speaking, the energy contained in the Cauchy data travels along these curves. Hence the dispersive qualities of solutions to the wave equation are largely determined by our ability to control the geometry of the flow induced by (1.6).
When a ij (t, x), ρ(t, x) have the properties detailed in (1.4), Gronwall's inequality shows that these curves exist and are unique for t ∈ [−t 0 , t 0 ]. Additionally, the transformation χ t : T * R n → T * R n given by following the integral curves of (1.6) up to time t is a diffeomorphism on T * R n that descends to a distance-preserving map on the cosphere bundle S * (R n ) = R n × S n−1 . By this we mean that there exists C independent of (x, ξ), (x,ξ) ∈ T * (R n ) \ {0} and t ∈ [−t 0 , t 0 ] such that C −1 |π(x, ξ) − π(x,ξ)| ≤ |π(χ t (x, ξ)) − π(χ t (x,ξ))| ≤ C|π(x, ξ) − π(x,ξ)| where π(x, ξ) = (x, ξ |ξ| ) denotes projection onto the cosphere bundle. It is this control over the geometry of the flow t → χ t that allows one to show these dispersive estimates.
However, when the continuity of our coefficients in the x-variable drops below C 1,1 this control over the geometry is not guaranteed. Indeed, uniqueness of solutions to (1.6) is not clear and we also lack the preservation of distance as above. In order to get results such as (1.5) for such operators, the situation is first reduced to finding estimates on solutions to the wave equation that are localized to dyadic frequency shells via Littlewood-Paley theory. Estimates on these dyadic pieces are then obtained by first truncating the a ij to a frequency scale which depends on the dyadic shell. The coefficients are then dilated so that their C 2 norm is uniformly bounded and the previously mentioned results can be applied to the smoothed out operator. The ideas behind this "truncation/rescaling" approach appear in the work of Bahouri and Chemin (see [1] and [2] ), though Tataru was the first to use this procedure to show weighted Strichartz estimates such as (1.5) (see [13] and [14] ).
We now turn our attention back to the case where the coefficients of the wave operator lie in L r,κ , for some κ > n−1 r + 2. Such coefficients have the property that
for all T ∈ O(n) and x = (x 1 , x ). Furthermore, for any isometry
for some constant C independent of choice of S.
With this in mind, reconsider the integral curves defined by (1.6). Assume that, in addition,
, that is, ξ(0) lies in a small cone about the positive ξ 1 axis. Since H(·, ξ) ∈ Lip, we can conclude that, for t 0 chosen sufficiently small (with choice based on the Lipschitz norm of the coefficients), ξ(t) lies in a slightly larger cone about the ξ 1 axis for t ∈ [−t 0 , t 0 ]. This implies that dx1 dt = −H ξ1 (x(t), ξ(t)) < 0 and hence the curve segment (t, x(t), ξ(t)), −t 0 ≤ t ≤ t 0 admits a reparametrization in
But given (1.7) (with T taken to be the identity) and (1.8), we can again apply Gronwall's Lemma and control the geometry of the flow determined by (1.6) when restricted to the product of R n with a cone about the ξ 1 -axis. By rotating coordinates, this line of reasoning holds equally well for any cone of comparable aperture. Therefore, we should be able to control the geometry of the flow determined by (1.6) on all of T * R n . We thus expect that Strichartz estimates of the form (1.2) and (1.5) should hold, the latter with σ = 0, for wave operators with these assumptions.
When the coefficients are in L r,κ , κ = n−1 r + 1 + α we have the related property that
Hence we should be able to use elements of the "truncation/rescaling" approach to prove estimates of the form (1.5) with σ = 1−α 3+α and α as in (1.9).
A slightly different perspective on the problem will also be of use to us. Suppose again that the coefficients lie in L r,κ (R n ), κ = n−1 r + 1 + α, and a ij − δ ij Lip , ρ − 1 Lip ≤ 1 2 as before. By rewriting the principal operator of −P (x, D) as
we can view the wave operator as an operator that is hyperbolic in x 1 when restricted to frequencies {(τ, ξ) : |τ | |(ξ 2 , ..., ξ n )|} (where (τ, ξ) denotes Fourier transform variables in t and x) as this means that the symbol of the operator is a quadratic in ξ 1 with 2 distinct real roots. We thus expect that the estimates (1.5) should hold for u with Fourier transform supported in {(τ, ξ) : |τ | >> |(ξ 2 , ..., ξ n )|}.
However, in view of (1.9), there is nothing special about the x 1 -axis in this line of reasoning-we can repeat the argument above for any coordinate axis or for any direction in R n so the estimates (1.5) should hold as long as the Fourier transform of the solution is sufficiently localized near the τ -axis. By representing solutions to the wave equation as a sum of localized pieces we then expect that we should be able to establish Strichartz-type estimates with a loss of 1−α p(3+α) derivatives for any solution to a wave equation with coefficients in L r,κ . Similar considerations hold equally well when α > 1 and we wish to prove estimates with no loss of derivatives. This will be our approach to solving the problem.
As mentioned above, we will consider 2 types of wave operators, with A(x, D) either taking the form
The former set of operators being called divergence operators in contrast to the latter nondivergence form. For convenience, we will assume that ρ ≡ 1 whenever P is in nondivergence form. We also assume the following bounds on the coefficients
with c independent of (x, ξ) ∈ R 2n .
We will occasionally write our wave operator in the form
The convention here will be that b j (x) = i (∂ i a ij )(x) when P is in divergence form and ρ ≡ 1, b j ≡ 0 when P is in nondivergence form.
Our approach here will be to use wave packet techniques as pioneered in [6] , which provide an effective method for representing solutions, but do not provide the desired Strichartz estimates in dimensions n ≥ 4. For simplicity, we will consider 3 sets of instances of (1.3). However, the arguments here should be generalizable enough to show the full range of possibilities (1.3) in dimensions n = 2, 3.
r + 2. Then we have the following estimate for solutions u to the Cauchy problem (1.1) with z = 0
where one of the following hold
Then we have the following estimate for solutions u to the Cauchy problem (1.1) with z = 0
where σ = 1−α 3+α and s, p, q, n either satisfy (1.11) or (1.12). It is actually not difficult to show that Theorem 1.1 implies that estimates of the form (1.2) hold for coefficients of the same regularity and s, p, q as in (1.11) or (1.12). However, this is not necessarily the case when a ij , ρ are as in Theorem 1.2, so we will restrict our attention to showing estimates on D −s u, D −s+σ/p u as appropriate.
Unfortunately, our methods do not handle coefficients in L r,κ with κ = n−1 r +1+α and α = 0 or α = 1. Sobolev embedding does not provide for the estimate (1.9) with α = 0 in the former case and in the latter case it does not give us (1.7). When α = 0 we are thus unable to provide any results, and when α = 1, the best we can provide is Strichartz estimates with an arbitrarily small loss of derivatives.
Before proceeding, we will make a few additional assumptions about our coefficients and our solution. We will always assume that a ij , ρ ∈ Lip(R n ) satisfy (1.14) a ij − δ ij Lip , ρ − 1 Lip < ε for some sufficiently small but fixed ε > 0. Additionally, we will assume that t 0 = 1 and that u(t, ·) is supported in the cube (− ). The extra hypotheses are somewhat superfluous as the general case can be reduced to these assumptions by first showing that we can restrict our attention to solutions supported in small sets and then rescaling the problem so that (1.14) is satisfied. See [13] pp. 394-5 for a suitable approach. We will also assume that u solves the homogeneous Cauchy problem with F ≡ 0. By Duhamel's principle it is not difficult to see that the general case reduces to such an assumption.
The paper is organized as follows, Section 2 details the main strategy of the paper, which focuses on obtaining estimates on components of the solution whose Fourier transform is highly localized. Sections 3 and 4 then uses wave packet techniques to provide the desired estimates for coefficients satisfying (1.7), eventually leading to a proof of Theorem 1.1. Section 5 then expounds on the truncation/rescaling arguments needed to prove Theorem 1.2.
We end with a few comments on the notation to be used in the following sections. Unless otherwise stated, the expression X Y means that X ≤ CY for some constant C depending only on the dimension n and on the Lipschitz/L r,κ bounds on the ρ, a ij . Elements y ∈ R n will often be denoted as y = (y 1 , y ), so that y denotes the last n − 1 components of y. Also, for a function v(t, x), and a subinterval I ⊂ R and a measurable set
x (I×U ) will both abbreviate the norm on the Banach space L r1 (I; L r2 (U )) the former abbreviation being used when it is well understood from the context what I is.
Localizing the solution
In this section we outline the key elements in the strategy for proving Theorems 1.1 and 1.2. The main idea is to exploit the potential for P to be "hyperbolic in x 1 " by reducing the problem to showing estimates on the components of u where τ >> |(ξ 2 , ..., ξ n )|.
Before we begin localizing our solution in frequency, we make a small alteration of our solution for technical reasons. Replace u(t, x) by φ(t)u(t, x) where φ(t) is a smooth bump function equal to 1 on [−1, 1] and supported in (− . It now makes sense to look at u as an element of a Sobolev space in n + 1 variables. Hence H w t,x will denote the L 2 Sobolev space of order w on R n+1 in the (t, x) variables and H w will denote the Sobolev space on R n in only the x variables. This modification of u means that it is no longer a solution to the homogeneous problem. However, energy estimates allow us to control [P, φ] so that we have the following inequality for all t ∈ R (2.1)
Localization in frequency.
Here we discuss our main approach to the problem, which involves localizing our solution in frequency to dyadic pieces where P should be hyperbolic in x 1 . Take a sequence of smooth Littlewood-Paley cutoffs {β k } k≥0 , so that β k (ξ) is a smooth function defined on R n with k β k ≡ 1 and
2 } when k = 0 and supp(β 0 ) ⊂ B 1 (0). We can also take the sequence so that
By multiplying β 0 by another smooth cutoff in τ , we can extend β 0 to be smooth cutoff supported in the unit ball in R n+1 and one in a neighborhood of the origin in R n+1 , that is, there existsβ 0 (τ, ξ) with the above properties such thatβ 0 (0, ξ) = β 0 (ξ). Treatingβ 0 (D) as a Fourier multiplier on u in the (t, x) variables,β 0 (D) is a smoothing operator and hence by Sobolev embedding and energy estimates
and is identically 1 on the slightly smaller cone {(τ, ξ) : 8 −1 |ξ| ≤ τ ≤ 8|ξ|}. Since we already have estimates onβ 0 u we will replace Λ + by Λ + (I −β 0 ) so that Λ + is smooth on all of R n+1 and vanishes on in a neighborhood of the origin. Also, set Λ − (τ, ξ) = Λ + (−τ, ξ). Our approach will be to get estimates on each of the following
The Strichartz estimates for Λ + u, Λ − u will require further localization. Let Ω(ξ) ∈ C ∞ (R n ) \ {0} be a conical cutoff such that supp(Ω) ⊂ {ξ : ξ 1 > 200|ξ |} and identically 1 on a slightly smaller cone. Set Γ ± (τ, ξ) = Ω(ξ)Λ ± (τ, ξ). By employing a family of similar cutoffs, we can represent Λ ± u as a finite sum of functions supported in cones in ξ of comparable aperture, so it will suffice to show estimates for the localized Γ ± (D)u. Similarly, we will show them for Γ + u as estimates for Γ − u will follow by an identical argument, so from now on we will suppress the '+' in Γ + and refer to it as Γ.
Let ψ be a smooth cutoff in x 1 that is identically 1 on a neighborhood of [− 2 ] and supported in (−2, 2) so that ψ(x 1 )u(t, x) = u(t, x). We pause to mention that for any x 1 ∈ R, the partial Fourier Transform of ψΓ k u in t, x is supported in the set
The rest of this section will now be devoted to proving the following theorem:
r,κ ∩ Lip with κ = n−1 r + 1 + α where either 0 < α < 1 or α > 1. Suppose the following estimates hold on the
where σ is taken to be 1−α 3+α when 0 < α < 1 and σ = 0 otherwise. Then Theorem 1.1 holds if α > 1 and Theorem 1.2 holds if 0 < α < 1.
) norm of the ψΓ k u, we need a family of estimates called "flux estimates" that exploit the fact that the Fourier transform of ψΓ k u is supported in a region where P can be viewed as a hyperbolic operator in x 1 .
t,x for |β| ≤ 2 and the coefficients of P satisfy (1.14) for some ε > 0 sufficiently small. In addition, suppose that for all y 1 ∈ R, (R y1 w)(t, x ) := w(t, y 1 , x ), the restriction of w to the x 1 = y 1 hyperplane has Fourier Transform satisfying
Then given a subinterval I ⊂ R and any y 1 , r 1 ∈ I, there exists some constant C I depending only on I, n, and on the Lipschitz norm of the coefficients of P such that
Proof. Define
Differentiating this expression under the integral sign followed by an integration by parts in t and x allows us to obtain the following estimate
We now use the support condition on R y1 w and Plancherel's equality to get that when ε > 0 is chosen sufficiently small in (1.14),
Using Cauchy-Schwartz, this allows us to conclude that
Given (2.3), we can divide through by E(y 1 ) and apply Gronwall's inequality to prove the result.
2.3.
Local estimates to global estimates. Before we prove the main theorem of this section, we need a few technical lemmas.
Lemma 2.3. Let R denote a pseudodifferential operator in t, x determined by a symbol R(t, x, τ, ξ) ∈ S 0 1,0 (R n+1 ), and P a wave operator with Lipschitz coefficients.
continuously with operator norm depending on the symbol estimates and on the Lipschitz norm of the coefficients of P .
Proof. As a corollary of the commutator theorem of Coifman-Meyer we have that
with the desired operator norm properties (see Proposition 3.6B and the surrounding discussion in Section 3.6 of [15] ). By continuity of differential operators in Sobolev spaces, the former mapping easily provides the result for nondivergence operators and the latter mapping does the same for divergence operators.
be a sequence of linear operators mapping S(R n ) (the Schwartz class functions on
with operator norm uniformly bounded in θ. Then there exists C depending on T k such that
necessary it suffices to proof the lemma in the case where z = w = 0. By Plancherel's equality we have
for some C independent of θ. This proves the claim.
Proof of Theorem 2.1. We first reduce matters to estimates on Γu by handling the
The Fourier transform of this function is supported in a region where P is elliptic and hence by elliptic regularity results for pseudodifferential operators with rough symbols (see Theorem 2.2B in [15] , which also holds in the Sobolev space setting) we have
the last inequality following by Lemma 2.3, energy estimates, and (2.1). This estimate along with Sobolev embedding estimate
Turning our attention to Γu, we observe that by Littlewood-Paley theory
so it suffices to dominate the latter sum by
We now use the fact that
To control the terms involving ψΓ k u, first observe that as a consequence of the flux estimates we have
with the last inequality following from the compact support of ψ in x 1 . Hence by (2.2), the sum over ψΓ k u is now dominated by
We first estimate P (ψΓ k u). Begin by writing
First consider the middle term. ψ is a bounded function, so we wish to control the
. Indeed, the estimate
follows by Lemma 2.4 once it is observed that an application of Lemma 2.3 shows
t,x continuously with operator norm bounded by some constant independent of θ. Given energy estimates and (2.1), the remaining terms in (2.4) are also easily dominated by f
when we sum their squares over k.
Let φ(t) be the smooth cutoff function in t defined above that is identically 1 on [−1, 1] and zero outside (−
An estimate in the vein of (2.4) and (2.
We are now left to control the sum k 2
. This is easily accomplished by Sobolev embedding and the fact that 
Parametrices for the wave operator
Now that we have reduced the main theorems to showing estimates on the ψΓ k u, we wish to be able to represent such functions in a manner that is suitable for proving Strichartz inequalities. As noted in the introduction, we will use wave packet techniques as developed in [6] .
Our strategy is motivated by the observations in the introduction. We first construct a pseudodifferential operator with rough symbol P such that P (w) = 1 a11 P (w) for functions w whose partial Fourier transforms are indeed supported in a region where τ >> |ξ |, yet is hyperbolic in the x 1 variable rather than in t. We then proceed to use wave packet methods to construct a parametrix for P . Once we have a suitable representation of the solution, Section 4 will demonstrate the desired Strichartz estimates.
Throughout this section and in Section 4 we will assume that
for some 1 < r < ∞. As alluded to in the introduction, this condition holds when the coefficients of the wave operator satisfy the hypotheses of Theorem 1.1 and a smoothing procedure will ensure this holds when a ij , ρ satisfy the conditions of Theorem 1.2.
To construct P , let Ψ ∈ C ∞ (R n \ {0}) be a smooth, homogeneous of degree 0 function in (τ, ξ ) such that supp(Ψ) ⊂ {(τ, ξ ) : τ ≥ 5|ξ |} and is identically 1 on the slightly smaller region {(τ, ξ ) : τ ≥ 6|ξ |}. Next we pick a smooth radial cutoff Ω such that Ω is identically 1 on a neighborhood of B 1 2 (0) ⊂ R n and zero outside B 3 4 (0) and replace Ψ by Ψ(1 − Ω) so that Ψ is smooth on all of R n . Additionally,
We now setã ij = a ij /a 11 ,ρ = ρ/a 11 and define P as the pseudodifferential operator with rough symbol given by
Here either ρ(x) ≡ 1 andb i ≡ 0 for nondivergence operators orb i = a
We will also need to smooth the coefficients of P by truncating their Fourier transform in x to frequencies less than 2
We need a few estimates on theã
We first show the existence of an
and let (x 1 ) denote the Hardy-Littlewood maximal function associated to the
Note that since 1 < r < ∞, (x 1 ) ∈ L r (R) as well. We next observe that for any Schwartz function h ∈ S(R) and λ > 0
for some constant C h depending only on h. This is a consequence of Theorem 2 in Chapter III, Section 2 of [9] .
Since φ is radial and hence y i φ(y)dy = 0, a Taylor expansion ofã ij with second order error yields the estimate
with Φ(y 1 ) = |φ(y 1 , y )|dy . For 0 < t < 1 we make a change variables z t = (1 − t)y 1 in the last integral and apply (3.2) with h(z) = z 2 Φ(z) to get that
Note that we also get identical results for ρ k .
A second application of the maximal function result above allows us to conclude
Since a ij , ρ ∈ Lip(R n ) we also have that for
for |β| ≥ 1.
as the pseudodifferential operator with smooth symbol obtained by replacingã ij ,ρ byã
k in the definition of P . By choosing ε > 0 in (1.14)
sufficiently small, we see that the principal symbols of P , P k are quadratics in ξ 1 with 2 real roots, that is, they are operators that are hyperbolic in x 1 . We will employ wave packet techniques to construct a parametrix for P , so to provide a more intuitive exposition we will reverse the roles of t and x 1 and assume thatP is hyperbolic in t. So for the rest of this section we will prove results about hyperbolic operators P (t, x, τ, ξ), P k (t, x, τ, ξ) obtained by switching the roles of the variables (t, τ ) and (x 1 , ξ 1 ).
Define Q, Q k as the principal symbols of P , P k respectively. Let H ± k (t, x, ξ), H ± (t, x, ξ) denote the roots of the symbols of Q k , Q respectively as a quadratic in τ . We can now write the operator Q k (t, x, D) as
. Therefore, to create an approximate solution operator for P k it should suffice to construct an evolution operator which loses no derivatives when composed with (i∂ t + H + k (t, x, D)). Indeed, we will write out E + k (t, x, D) below and argue that the error brought about by the this term and the first order terms will contribute to the loss of only one derivative.
Lastly, we observe that since the roles of t and x 1 are switched, the estimates on the smoothed out coefficients of P k take the form
for |β| ≥ 1. (3.6) 3.1. Wave Packets. Here we review the essential properties of "wave packets", which are a frame of functions on L 2 (R n ) with properties that are well suited for analysis of wave operators. This frame will be used to construct a parametrix for P . This section is essentially a summary of the results in Section 2 of [6] .
To construct this frame we begin by taking a partition of unity
on R n where ω ranges over a set of ≈ 2
vectors on the unit sphere, equally spaced by a distance of ≈ 2 − k 2 . These functions can be taken so that
with derivatives that satisfy
Such a partition of unity is constructed in Chapter 9, Section 4.4 of [8] .
For each pair ω, k let Ξ ω k be the rectangular lattice in R n evenly spaced by distance 2 −k in the ω direction and spaced 2
. By using Fourier series, it can be shown that this forms a frame of functions for
However, these frame elements, which we will refer to as "wave packets", are not mutually orthogonal or even linearly independent. In space, these wave packets are now localized to a region of width 2 −k in the ω direction and width 2
where ω ⊥ is an any direction orthogonal to ω. We also note that this frame also allows us to represent tempered distributions in an L 2 Sobolev space with norm approximated by f
We next observe the correspondence between matrices on
we can associate a matrix to it given by
Conversely, given any matrix {b(γ, γ )} γ,γ we can formally associate an operator to it determined by
Below we will discuss conditions on matrices on
This frame of functions is well-suited for analysis on the cosphere bundle of R n , S * (R n ) = R n × S n−1 . We place a natural pseudodistance on the cosphere bundle given by
We also have the following useful estimates on d
This pseudodistance can now be used to define a weight function on
The weight function now allows us to give sufficient conditions on a matrix in
Sobolev spaces. Given a mapping χ on S * (R n ), we say that the matrix b(γ, γ ) belongs to the class M r δ (χ) if
where
. An operator T defined as a map from Schwartz class functions on R n to tempered distributions, is of class I r (χ) if its associated matrix in the wave packet frame belongs to M r (χ). As a result of Theorem 2.7 in [6] we have that whenever χ 1 , χ 2 are invertible mappings on S * (R n ) that satisfy
3.2. The approximate solution operator. Here we construct an approximate solution operator for (i∂ t + H + k (t, x, D)) in the sense that when it is composed with (i∂ t + H + k (t, x, D)) the result is an operator that loses no derivatives. It is then shown that this implies that the operator composed with P yields a mapping that loses only one derivative. The first portion of the discussion in this subsection actually holds for either H + or H − so we will often drop the superscript when there is no need to distinguish between the two.
Since H(t, x, ξ) = |ξ|H(t, x, ξ/|ξ|) for |ξ| ≥ 3 4 we can redefine H (and similarly H k ) whenever |ξ| < 3 4 so that H is homogeneous of degree 1 in ξ. This redefinition will not effect the results we prove concerning the operators H(t, x, D), H k (t, x, D) as they will almost always be applied to data at frequencies supported away from B 3 4 (0). Allowing H and H k to be homogeneous of degree one now allows us to take the flow on T * (R n ), the cotangent bundle on R n , determined by the vector field (−H ξ (t, x, ξ), H x (t, x, ξ)) and project it down to a flow on the cosphere bundle
Given any γ = (x, ω, k), let (x γ (s), ω γ (s), Θ γ (s)) be the solution to
). This flow preserves S * (R n ) × O(n) and has the property that Θ γ (t)ω γ (t) = ω γ for all time t as
The key result of this section will be to prove that k e k (t) is indeed an approximate solution operator for P .
Before proceeding, we need to collect a few facts concerning the flows induced by H and
, where the curves (x(s), ω(s)) are solutions to the first 2 equations in (3.10) with initial values (x, ω). Also let χ t be the analogous mapping induced by the nonsmooth Hamiltonian H (that is, the mapping determined by replacing H k by H in (3.10)).
First observe that Gronwall's inequality allows us to easily adapt Lemma 2.2 in [6] to our slightly weaker conditions on H and conclude that (3.11)
where C is independent of t ∈ [−2, 2]. Hence the results of the previously mentioned Theorem 2.7 in [6] apply, and will be used implicitly, in what follows below to show that certain linear transformations are continuous as a maps between Sobolev spaces.
In the same vein, Lemma 3.6 of [6] is also easily adapted to allow us to conclude that
where C is again independent of t ∈ [−2, 2].
be the family of pseudodifferential operators with symbols
Furthermore, ifb(t, γ , γ) denotes the matrix of k (i∂ t +H k (t, x, D))e k (t), at a fixed time t, we then have the following estimates on the matrices for any t ∈ [−1, 1] and
The constants C δ , C δ,N are independent of t ∈ [−2, 2].
Proof. Since the claim k e k (t) ∈ I 0 (χ t
By employing a Taylor expansion of H k (s, y, η) about the point (x s , |η|ω s ) with second order error term R(γ, s, y, η) it is not hard to see that the operator
Call the operator determined by the first 2 terms in the sum T γ,s , and let ∂ s T γ,s be the operator obtained by differentiating its symbol with respect to s. Also, abbreviate the operator determined by R(γ, s, ·) by R γ,s and take a similar convention for ∂ s R γ,s . By using the Fourier transform we see that for l = 0, 1, (∂ l s T γ,s ϕ γ )(s, y)ϕ γ (y) dy vanishes unless both |ωγ −ω s | ≤ 2 −k+4 and |k γ −kγ| ≤ 1. Using standard estimates on the spatial localization of the wave packets we have that for any δ > 0 there exists C δ such that
with the latter approximation following from (3.12). 
Also, observe that (3.5) implies the following estimates on
we see that the theorem is now a consequence of (3.15), (3.13), and the following Lemma.
with symbol estimates of the form
where M > 0 is some constant independent of β 1 , β 2 . Suppose also that ψ γ is a function of the form
. Then for γ = (x γ , ω γ , k γ ),γ = (xγ, ωγ, kγ) we have the following inequality: (3.17)
where C δ , C δ,N depend on δ, N , the constants C β1,β2 , and on the sequence of indices taken in (3.16), but not on M or the choice of γ,γ.
Proof. For the purposes of this proof, given a sequence K of indices and/or quantities, C K will denote some constant depending only on K and the constants C β1,β2 . We will also often abbreviate k γ by k.
Integrating by parts in the integral defining B(y, D)ψ γ (y) yields estimates of the form
where C j,α1,α2,α3 is independent of M . This shows that such the function is concentrated in space to a rectangle of width 2 k in the ω γ direction and width 2 k 2 orthogonally. Let Bψ γ abbreviate B(·, D)ψ γ . As a result of the estimates above, integration by parts in the integral defining Bψ γ (ξ) gives us
where π ⊥ γ denotes projection on to the subspace orthogonal to ω γ . Hence Bψ γ (ξ) is concentrated in a rectangle of width 2 k 2 in directions orthogonal to ω γ and length 2 k in directions parallel to ω γ .
Another important estimate on Bψ γ (ξ) is obtained through integration by parts with respect to η and y in the integral This allows us to obtain the following estimates for any N
When |k γ − kγ| ≤ 2 and ω γ , ωγ ≥ − 1 2 we use the inequalities (3.19) after observing that for ξ ∈ supp( ϕγ) we have
with c uniform over all such γ,γ. This yields
Now consider the case where either (a) |k γ − kγ| ≤ 2 with ωγ, ω γ ≤ − 1 2 or (b) |k γ −kγ| ≥ 3 with no restriction on ω γ , ωγ. In this case, there exists c independent of choice of such γ,γ such that |ξ − η| ≥ c2 max(kγ ,kγ ) for ξ ∈ supp(ϕ γ ), η ∈ supp(ϕ γ ). We can thus apply (3.21) to get
These inequalities, along with the results established in the previous case, yield the following estimates without restriction on γ,γ
To obtain the conclusion of the lemma when |kγ − k γ | ≤ 2, we incorporate the estimates (3.18) on Bψ γ as well as the standard inequalities (3.7) on ϕ γ to get that
The result follows for |kγ − k γ | ≤ 2 by observing that this implies
A similar calculation establishes the desired estimate when |kγ − k γ | ≥ 3.
We are now able to show the following:
) is defined by the integral curves of H
Proof. As a consequence of Theorem 3.1 we have that
So it remains to show that
Letw k (γ, γ), w k (γ, γ) denote the matrices associated to H − k (t, x, D) and (i∂ t + H + k (t, x, D)e k (t) respectively. Our strategy will be to show that for any 3 triples γ, γ, γ with |k γ − k| ≤ 1 and δ > 0 that there exists C δ independent of choice of triples such that
The theorem then follows by Lemma 2.5 and Theorem 2.7 in [6] .
, with symbol estimates that can be taken to be uniform in k. The desired inequalities are then a result of Lemma 3.2 and Theorem 3.1.
The case k γ < k − 2 is more involved. Integration by parts in the integral
yields the estimates
This result, along with the estimates on the T k ϕ γ it induces, gives us the following matrix estimates which are much weaker than that of Lemma 3.2
However, due to the estimates of Theorem 3.1 when k γ < k − 2 we have
As noted above, this completes the proof.
We are now able to show that k e k (t) is indeed an approximate solution operator for P . 
with operator norm bounded by C( (t) + 1) for t ∈ [−2, 2].
Proof. Begin by writing k P (t, x, D)e k (t) as
We begin by considering the first term here. By equation (3.3) and Theorem 3.3 it suffices to control the sum k E k (t, x, D)e k (t) where
Here the symbol of (∂ t H ± k )(t, x, D) is (∂ t H ± k )(t, x, ξ) and the symbol of the operator (H x, ξ) . By splitting the sum up into groups of integers that are equal modulo 4, it suffices to show that the following sum is a map that loses one derivative:
Employing the first claim in Theorem 3.1, the sum is now handled by observing that by examining the symbol of (3.24)
with symbol estimates bounded by C( (t) + 1).
Next observe that since b i (t, ·) ∈ Lip(R n ) with Lipschitz norm bounded by C( (t) + 1) the second term in (3.23) also has the desired mapping properties, as (3.13) permits a straightforward proof that k ∂ t • e k (t) ∈ I 1 (χ t ).
Controlling the last term in (3.23) reduces to showing that if a =ã ij for some i, j or a =ρ, then the sum
for −1 ≤ z ≤ 1. However, this result follows by the same methods used in Theorem 4.5 of [6] except that in our case the norm of this operator is now bounded by C( (t) + 1) for some uniform constant C.
We pause to remark that if e k (t) is instead defined by the integral curves of H − k , then a symmetric line of reasoning shows that it is also an approximate solution operator for P . This fact will be used in the next section.
3.3.
Representing the solution. Here we define operators c k (t, s), s k (t, s) as in section 4 of [6] . For a given γ = (
with the initial conditions (x
This leads us to define the operators c k (t, s),
The proof Lemma 4.4 of [6] uses only the fact that (H
≤ C for some C independent of choice of ξ ∈ S n−1 and frequency index k and is easily adapted to our circumstances. It states the following: Lemma 3.5. For k 0 sufficiently large and depending on the estimates on the coefficients {a ij (t, x)} ij , the operator ∂ ts (t, s)| t=s admits a bounded inverse on L 2 (R n ). This inverse extends to a bounded operator on H z (R n ) and is continuous in s in the norm topology on H z (R n ).
We thus choose k 0 to be as large as required in the lemma and set
Also, define c(t, s) =c(t, s) − s(t, s) • (∂ tc (t, s)| t=s ). Therefore, c is an operator that loses no derivatives, s is an operator that gains 1 derivative, and the following properties hold c(t, s)| t=s = I, ∂ t c(t, s)| t=s = 0,
We now define operators T 0 , T 1 by
s).
A proof similar to that in Theorem 3.4 now shows the following:
Theorem 3.6. T 0 (t, s), T 1 (t, s) enjoy the following mapping properties for
We are now able to represent solutions to hyperbolic pseudodifferential equations as desired.
is a solution to the Cauchy Problem
Proof. This is essentially the same proof as in Theorem 4.6 of [6] . As in that Theorem, we are lead to solve the integral equation
In order to solve this equation set
n G n (t, x) +F (t, x). As before, this sum converges absolutely in L 
Estimates via the Parametrix
We now have the tools to represent solutions w to the wave equation over the domain R × (−2, 2) × R n−1 whose partial Fourier transform in t, x is supported in the set
In this section, given s, p, q as in Theorem 1.1 we will thus discuss how to show the following estimate for w that can be represented by the wave packet construction of Section 3 and enjoys the property (4.1):
Here w 0 (t, x ) = w(t, 0, x ) and w 1 (t, x ) = ∂ x1 w(t, 0, x ). In practice, w(τ, x 1 , ξ ) will always be localized to a dyadic region in (τ, ξ ) and hence (4.2) allows us to show the inequalities in the hypotheses of Theorem 2.1.
Now that the parametrix has been constructed we go back to the original roles of t, x 1 so that P is an operator that is hyperbolic in x 1 . This also means that the our evolution operators c, s are parameterized by x 1 so that our w takes the form
In this section, {ψ ν (t, x )} ν will denote the family of wave packets constructed in section 3.1 except taken as functions of (t, x ) and indexed by ν rather than γ. Hence ν ranges over triples of the form ν = (k ν , (t ν , x ν ), ω ν ). We will reserve the notation {ϕ γ (x)} γ to denote the family of wave packets taken to be functions in x.
denote the roots of the principal symbols of P , P k respectively. The flow on the cosphere bundle is thus determined by solutions to the ODE dt
with a similar definition of the flow when we consider H − .
Thus given a triple ν = (k ν , (t ν , x ν ), ω ν ), set
) and is a solution to (4.3), with k = k ν . These are the traveling wave packets constructed in Section 3 now parameterized by x 1 rather than t.
We first want to show that we need only consider wave packets whose Fourier transforms lie in a small cone about the τ -axis. Let Φ, Φ be smooth functions
(0) and identically 1 on the sets {(τ, ξ ) : τ ≥ 11|ξ |} \ B 4 (0) and
For any integral curve (t ν (z), x ν (z) , ω ν (z)) of H ± on the cosphere bundle, we have that |ω ν (z 1 )−ω ν (z 2 )| ≤ O(ε) for z 1 , z 2 ∈ (−2, 2) as a ij −δ ij Lip , ρ−1 Lip < ε by our assumption in (1.14). Thus by choosing ε > 0 to be sufficiently small, we can fix things so that given any wave packet with ω ν (z 0 ) / ∈ {(τ, ξ ) : τ ≥ 8|ξ |} for some z 0 in a finite time interval, then ω ν (z) / ∈ {(τ, ξ ) : τ ≥ 10|ξ |} for any z ∈ (−2, 2). This implies that Φ(D)c(
Hence in order to get the desired estimates (4.2) for w satisfying (4.1) it suffices to show
with C independent of choice of x 1 , y 1 ∈ [−2, 2]. For simplicity, we will consider the estimates onc(x 1 , 0) as the estimates ons(x 1 , y 1 ) will follow by similar reasoning. Furthermore, we will only consider the half ofc(x 1 , 0) that translates packets along the curves of H + as an identical argument establishes dispersive estimates for the other half of the operator.
A crucial step in the proof of the estimates (4.4) is to fix t and realize the family
roughly as a frame of functions on L 2 (R n ) in the x-variable. We will show that this family shares 2 key properties with the wave packet frame {ϕ γ (x)} γ . The first is that a function ψ ν (t, ·) is highly concentrated in space and in frequency much like a single wave packet (though not strictly localized in frequency). To make this rigorous, we will use the weight functions µ δ to show that ψ ν (t, ·) is centered at a certain point in N × S * (R n x ) in the sense that its representation in the wave packet frame {ϕ γ (x)} γ is rapidly decreasing as γ moves away from that point. The second property is that these points, the centers of the ψ ν (t, ·), are spread out, similar to the way the collection of indices γ = (k γ , x γ , ω γ ) are evenly spaced. This allows us to prove a key technical lemma analogous to Lemma 2.5 in [6] .
Once this is accomplished, we will see that the center of a function ψ ν (t, ·) in the frame {ϕ γ (x)} γ is the image of the center of the function ψ ν (0, ·) under the transformation at time t determined by a Hamiltonian flow. Specifically, the flow parameterized by t and determined by the Hamiltonian (ρ k )
, with A k (x) denoting the matrix of coefficients {ã k ij (x)} ij and k = k ν . This entire approach amounts to arguing that the family of {ψ ν (t, ·)} ν behave roughly as if they were wave packets in x translated along characteristics in t. We are then able to adapt the techniques used in Lemmas 6.2 and 6.3 of [6] to complete the proof.
We first reduce the matter to obtaining estimates on wave packets at a fixed frequency shell. Let S k be the set of all ν such that ω ν ∈ supp( Φ) and k ν = k. We consider estimates on the operator B k mapping l 2 (S k ) to measurable functions on
We wish to show that there exists C independent of k such that
for p, q, s as in Theorem 1.1. Thus if h = ν c ν ψ ν for some h ∈ L 2 (R n t,x ) this implies the stronger estimate
where {h k } k≥0 is an appropriate Littlewood-Paley decomposition of h. Since the B k {c ν } ν∈S k are dyadically localized to frequencies near 2 k in the t, x variables, Littlewood-Paley theory will then imply (4.4) as
and k B k represents the half ofc(x 1 , 0) that translates packets along H + .
Letψ ∈ C ∞ 0 (R) be a smooth bump function equal to 1 on the interval [−2, 2] and supported in (− 2 ). Define B k as a map from l 2 (S k ) to measurable functions on R n+1 by
sinceψ is compactly supported this is well-defined for any x 1 ∈ R. We now focus on proving a stronger inequality than (4.5):
Hence for the rest of this section we will replace ψ ν byψψ ν as we will find the property that ψ ν is defined on all of R n+1 useful in the analysis below.
A duality argument reduces (4.6) to showing
.
We now characterize
The inequality (4.7) will now come from interpolation on the pair of estimates in Theorem 4.1 below (often called the "dispersive estimates") followed by an application of the Hardy-Littlewood-Sobolev inequality. We are now lead to the main result of this section. 
with C independent of t, s ∈ [−1, 1].
Begin by setting K := {ν ∈ S k : |t ν | < 4} and split the integral kernel of W k t,s into 2 parts
Observe that if |t ν | ≥ 4, and ε > 0 is chosen to be sufficiently small in (1.14), then when 
for any integer N . By choosing N sufficiently large it is not difficult to obtain C independent of k such that
This shows that the first part of the kernel has the desired mapping properties. It thus suffices to show the estimates assuming that the kernel is sums only over ν ∈ K.
Since we are looking at wave packets at a fixed frequency 2 k translated along a fixed flow in what follows we abbreviate H + k as H and specify whenever we need to work with the rough Hamiltonian. Also, we will always assume implicitly that Ψ = 1 in the definition of P , P k as we are restricting our attention to a sufficiently small cone about the τ -axis.
This first lemma shows that for ν ∈ K, ψ ν (t, ·) is indeed concentrated in space and in frequency much like a wave packet.
) is a solution of (4.3) with initial conditions (t ν , x ν , ω ν ), such that t ν (z) = t for some z ∈ [−16, 16]. Then for any wave packet ϕ γ (x) and integer N , we have that
where ζ ν (z) = H(z, x ν (z) , ω ν (z)), π(η) = η/|η| denotes projection onto the unit sphere, and C N is independent of γ, ν.
Therefore, the center of ψ ν (t, x) in the frame {ϕ γ (x)} γ is
Proof. Throughout this proof t will remain fixed. Let η → π ⊥ ν (η) denote projection onto the subspace orthogonal to (ζ ν (z), ω ν (z) ). The key idea in this proof is to show the following pair of inequalities:
Indeed, by using the techniques of Lemma 3.2, the lemma follows from these inequalities once it is observed that (4.8) and (4.9) are analogues of (3.19) and (3.21) respectively. x ν ) ). Since Θ ν is orthogonal and t ν (z) = t, standard wave packet estimates give us that (4.10)
By performing a Taylor expansion about z on the curve (t ν (x 1 ), x ν (x 1 ) ) with second order error term r ν (x 1 ) we can use the fact that Θ ν (x 1 )
We can now use the fact that (ṫ ν (x 1 ),ẋ ν (x 1 ) ) = − H τ,ξ and homogeneity to get
By choosing ε sufficiently small in (1.14), we have |t
Hence as a result of (4.10) we have that for any N > 0
In addition, observe that ∂ 
with C α independent of ν, k. We now write the phase of the defining integral
We are now able to integrate by parts in (x 1 , x ) in the integral defining ψ ν (t, η) as in Lemma 3.2 to obtain (4.8) and (4.9) .
To see that the centers of the ψ ν (t, ·) in the frame {ϕ γ } are indeed spread out, we show that the pseudodistance between the centers of 2 of these functions at a fixed time slice in the frame {ϕ γ (x)} γ is bounded below by the pseudodistance between their centers as functions lying on the hyperplane x 1 = 0. Lemma 4.3. Let
denote integral curves of H projected onto the cosphere with initial values lying in the set
Suppose in addition t = t(z) = s(w) for z, w ∈ (−16, 16). Then there exists a uniform constant c such that
where π denotes projection onto the unit sphere as before.
Proof. Consider the map F : (−16, 16) × R n−1 × {(τ, ξ ) = 0 : τ ≥ 2|ξ |} given by F (z, x , τ, ξ ) = (z, x , H(z, x , τ, ξ ), ξ ) and letD denote the submanifold
Since H τ is bounded from below on this set, it can be shown that F descends to a map F = (Id × π) • F |D that is a diffeomorphism onto its image with with upper bounds on the pushforward ( F −1 ) * under the natural coordinates inheirited by R 2n . This allows us to conclude there exists c uniform such that
From here it is not hard to see that the latter quantity is greater thañ
with uniform constantc. We can now apply an argument similar to that used in (4.11) to get
with |e(w, y w )| |(t z , x z ) − (s w , y w )| 2 . This now implies that
The first inequality in the conclusion now follows as simple estimates imply that
The last inequality in the lemma now follows by (3.11) .
This result now allows us to prove a key technical lemma that relies on the set of centers being sufficiently sparse.
where z 0 is such that t ν (z 0 ) = 0. For any γ, γ , γ 0 we have the following inequalities
for some C δ depending only on n and δ > 0.
The result is now a straightforward adaptation of Lemmas 2.4 and 2.5 in [6] .
We are now ready to prove the Theorem:
Proof of Theorem 4.1. Recall that we need only consider the part of the kernel that sums over ν ∈ K. As such, given an index ν, there always exists w ∈ (−16, 16) such that t ν (w) = s as it implied by the conditions |t ν | ≤ 4 and |t| ≤ 1 for ε > 0 sufficiently small. Letb(s, ν, γ) = ψ ν (s, x)ϕ γ (x)dx and let
be the solution to dt
. It is not difficult to show that for x 1 ∈ (−16, 16) and ε > 0 chosen sufficiently small, this curve admits a reparameterization t → (t, x ν (t), τ ν (t), ξ ν (t)) for t ∈ [t(−16), t(16)] such that the curve satisfies
By homogeneity of H and the fact that ((
, ω ν (z) ) = π(ξ ν (z)) for any z. Now let χ t denote the transformation on S * (R n x ) = R n x × S n−1 induced by projecting the flow (4.13) down to the cosphere bundle. We now have that if w is such that t ν (w) = s, then
This, in conjunction with Lemma 4.2, yields
Hence the ψ ν (t, x) do indeed behave roughly as if they were wave packets originating on the t = 0 hyperplane and translated along characteristics parameterized by t.
We thus have
Hence, the matrix of the operator W k t,s satisfies
Thus W k t,s is an operator with matrix in M 0 (χ t−s ) and the constant appearing in (3.8) can be taken to be independent of k, t, s. Hence W t W * s has the desired L 2 mapping properties.
To show the second estimate, we wish to show the following bound on the kernel
with C independent of x, y. Begin by observing the upper bound
, we can use the extra power of 2 − max(kγ ,kν )N to get the upper bound
It now suffices to restrict our attention to the sum
Using Lemma 4.4, this sum is dominated by
By the arguments in Lemma 6.2 of [6] , it suffices to show Lemma 6.3 of [6] holds under the alternate assumption that the Hamiltonian H(x, ξ) satisfies (4.14)
for some sufficiently small but fixedε > 0 and the slightly weaker conclusion that
where Ω := {(ω 1 , ω ) ∈ S n−1 ⊂ R n : ω 1 ≥ 8|ω |}. Indeed, (4.14) can be arranged by scaling the coefficients by a factor of R as
Consider the Hamiltonian flow for η such that 
as the map η → η |η| has bounded derivatives on this set. Differentiation with respect to η in the equations above now allows us to conclude that
Since dx 1 /ds can be uniformly bounded from below, Gronwall's inequality now gives us that
The rest of arguments in Lemma 6.3 now imply the desired conclusion under this weaker assumption.
We are now able to prove Theorem 1.1.
Proof of Theorem 1.1. We now show that the hypotheses of Theorem 2.1 are satisfied with σ = 0. To do this, we will actually apply the parametrix and the estimates of this section to the pseudodifferential operator P k , the operator defined in Section 3 with coefficients truncated to frequency 2 k Let w(t, x) denote the function produced by Theorem 3.7 as a solution to the Cauchy problem (3.27) with initial data ψΓ k u(·, 0, ·), ∂ 1 ψΓ k u(·, 0, ·) and driving force P k (ψΓ k u) (recall that ψ(x 1 ) is the smooth cutoff such that
2 ] ≡ 1 defined in 2.1). By the observations at the beginning of this section concerning Φ(D), Φ(D) and the fact that the Cauchy data determining w all have partial Fourier transforms in t, x localized to a sufficiently small cone about the τ -axis, we can conclude that supp( w)(·, x 1 , ·) ⊂ {(τ, ξ ) : τ ≥ 6|ξ |}. Hence an easy application of the flux estimates of Section 2.2 shows uniqueness of solutions to the PDE with the given inital data and hence w = ψΓ k u. Therefore, the dispersive estimates of this section and the fact that P k (ψΓ k u) is localized to frequency 2 k in t, x imply that
The estimate of Theorem 2.1 now follows by observing the following inequality
We now conclude this section with an important corollary: for all x 1 ∈ R. Assume also P λ is the operator obtained by regularizing the coefficients of P and truncating them to frequencies less than 2λ 1−δ , for some δ > 0. Then for λ sufficiently large, there exists C δ independent of λ, w such that Proof. Let {φ l (t)} l∈Z be a smooth partition of unity on R such that φ l (t) is supported in (l − 1, l + 1) and φ l (t) = φ 0 (t − l). A straightforward argument using Lemma 2.4 and Minkowski's inequality shows that + Ω λ φ l ∂ 1 w(·, 0, ·) L 2 t,x
((−2,2)×R n )
((−2,2)×R n ) .
Consider the sum over l of the squares of the first line on the right hand side of the inequality. It is straightforward to see that this sum is dominated by
It now suffices to consider the commutator terms. Let R θ = l e iθl Ω λ φ l so that R θ is a pseudodifferential operator in t, x with uniform symbol estimates in S 0 1,0 over θ. Since [ P λ , R θ ] involves partial derivatives in x 1 of order at most 1, we can easily adapt the proof of Lemma 2.3 to get that
Applying Lemma 2.4 and Minkowski's inequality now yields
) .
By similar considerations ) .
Estimates via scaling
In this section we show the truncation/rescaling arguments needed to prove Theorem 1.2. Begin by smoothing the coefficients of the operator P as constructed in Section 3. Let {β k } k be a Littlewood Paley decomposition in x as before. Set ς = Let P k (x, D) denote the operator P (x, D) with rough coefficientsρ,ã ij replaced by smooth coefficientsρ k ,ã k ij . By (5.2), we can now apply the results of Sections 3 and 4 to equations involving the operator P k (2 −kσ x, D). Set v k (t, x) = (ψΓ k u)(2 −kσ (t, x)) so that v k (τ, x 1 , ξ ) is localized to frequencies ≈ 2 k(1−σ) . Since α > 0, we have that ς < 1 − σ so Corollary 4.5 now allows us to conclude that
where 2 kσ I k m denotes the set {2 kσ x 1 : x 1 ∈ I k m } andḢ 1 denotes the homogeneous L 2 Sobolev space of order 1. We now rescale the estimate to get
By writing out the expression for P − P k it is easy to see that the operator involves differentiation in x 1 at most one time. We can thus use (5.1) to obtain the estimate
This now yields the inequality (5.3) except with P k replaced by P . Taking the sum over m in this inequality as it ranges over all subintervals {I 
To obtain a suitable estimate when p > q, we first observe that this implies that n = 3, s = 0 and p = 2q q−6 with q < 8.
by Sobolev embedding and hence
We can now use analytic interpolation on this estimate and (5.4) with s = 0, p = q = 8 to get that
Applying Theorem 2.1, Theorem 1.2 is now shown.
