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1. INTRODUCTION 
In this paper we are concerned with obtaining nonoscillation criteria for 
the differential equation 
y” + q(x) yy = 0 (1.1) 
where q(x) > 0, continuous, and is locally of bounded variation on [a, co), 
and y > 0 is the quotient of odd positive integers. The space of continuous 
functions which are locally of bounded variation on [a, co) will be denoted 
by CBV,,,[a, co). Thus, if q E CBV,,,[a, co) we shall be interested in 
establishing conditions under which all nontrivial solutions of (1.1) have 
only finitely many zeros. A nontrivial solution of (1.1) is said to be 
oscillatory if it has arbitrarily large zeros; otherwise it is said to be non- 
oscillatory. Equation (1.1) is said to be oscillatory (resp., nonoscillatory) in 
case all nontrivial solutions are oscillatory (resp., nonoscillatory). In con- 
trast to the linear case y = 1, Eq. (1.1) for y # 1 allows the coexistence of 
both oscillatory and nonoscillatory solutions. It was shown by Atkin- 
son [l] that if y > 1 (the so-called super-linear case) then j; xq(x) dx = CC 
if and only if a11 solutions are oscillatory. For 0 < y < 1 (the sublinear case), 
Belohorec [2] showed that 1: xyq(x) dx = cx) if and only if all solutions 
are oscillatory. Therefore, although Jz xq(x) dx < co, y>l, or 
j;P xyq(x) dx < co, 0 < y < 1, are criteria which guarantee the existence of at 
* Research supported by NSERC-Canada Grant A-7673 and the Alexander von Humboldt 
Foundation. 
515 
0022-247X/85 $3.00 
Copyright 0 1985 by Academic Press, Inc. 
All rights ol reproduction m any form reserved. 
516 LYNNH. ERBE 
least one nontrivial nonoscillatory solution, it remains of interest to 
establish criteria for the existence of oscillatory solutions of (1.1) or criteria 
which imply that Eq. (1.1) is nonoscillatory. We refer to [6, 7,9, 121 for 
existence of oscillatory solutions and to [4, 16, 171 for nonoscillation 
criteria for (1.1). We refer also to [7, 8, IS] where a certain “duality prin- 
ciple” between the superlinear and sublinear cases was studied. In this 
paper we shall use certain energy functions introduced by Gollwitzer [lo] 
(cf. also [ 18, 193) along with a change of variable to obtain new criteria 
which generalize earlier results of Atkinson [ 11, Heidel [ 111, Gollwit- 
zer [lo], Wong [18] and others. We remark that the assumption that 
qE CBV,,,[a, co) implies that for any 5 E [a, co), q(x) has the Jordan 
representation 
dx)=q(5)+q+(x~ 5)-4-k r) (1.2) 
where for fixed r, q + (x, 0, q ~ (x, 5) are continuous and nonincreasing in x 
for a <x 6 5 and nondecreasing in x for 4 <x < co. For ?j = a, we suppress 
the 5 and use the notation q(x)=q+(x)-q _(x). We note that under the 
above assumptions on q(x), solutions of (1.1) will exist on [a, co) for all 
y > 0 (cf. [5]). 
2. STATEMENT OF RESULTS 
For comparison purposes, we give below a number of known non- 
oscillation criteria for ( 1.1): 
For the linear case y = 1, all solutions of y” + q(x) y = 0 are non- 
oscillatory in case any of the following hold: 
(A) jz’ tdt) dt< a (Bother [3]), 
(B) limsup,,,x~,“q(t)dt<~ (Hille [ 13 ] ), 
(C) q(x) nonincreasing and S; (q(t))‘/’ dt < 00 (Leighton [ 153). 
For the superlinear case we have: All solutions of y” + q(x) yY = 0, y > 1, 
are nonoscillatory in case any of the following hold: 
(D) q(x) nonincreasing and jz Pq(t) dt < CC (Atkinson Cl]), 
(E) j2 (dq +(t)/q(t)) < cc and 1: (q(t))l’(y+‘J dt < 00 
(Gollwitzer [lo]), 
F) ja” (4, (t)/q(t)) < 00, j: t’-‘q(t) dt -c CO and 
lim, + oo XIX” tY-‘q(t)dt=O (Gollwitzer [lo), 
(G) ji? (4 + (t)lq(t)) < 00, j: (q(t))2’(y+ ‘)< ~0 and 
lim, + m x jx” (q(t)) 2/b’+l)dt=O (Gollwitzer [lo]), 
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(H) 1: (dq+(t)/q(t))< co and lim,,, xy+‘q(x)=O 
Wow CW. 
Finally, for the sublinear case we have: All solutions of y” + q(x) yy = 0, 
0 < y < 1, are nonoscillatory in case any of the following hold: 
(1) fn” (4 + tt)/dt)) < ~0, !a” t”dt) dt < 00 and 
lim ,+,(q(x))‘y-1)‘2j~ tYq(t)dt=O (Gollwitzer [lo]), 
(J) ja” (4 + (f)/q(t)) < ~0, j: (q(t))“‘y+ ‘) dt < ~0 and 
lim x~m(q(~))(Y-1)‘2(y+1)S,” (q(t))ll’?‘+l)dt=O 
(Gollwitzer [lo]), 
WI SF (4 + (t)ldt)) < co and jr tq(t) dt < co (Gollwitzer [lo] ), 
(L) jz (dq+(t)/q(t))<co and lim,,,x*q(x)=O (Wong [18]). 
The condition 1; (dq + (t)/q(t)) < co (where the integral is an improper 
Riemann-Stieltjes integral) was introduced by Gollwitzer in [lo] and also 
used by Wong in [ 181 to replace the nonincreasing assumption on q(x). In 
the results obtained here, we remove this restriction and show (cf. Exam- 
ples 4.1, 4.2) that j: (dq+ (t)/q(t)) = + co is compatible with nonoscillation. 
Before stating our results we introduce the notation 
Q+(x)-exp(/Iy). adx<co, 
where q(x) = q + (x) - q _ (x) is the Jordan representation. Thus we have 
the identity 
Q+(X) q(x) 
grg&j40' 
a<x<co. (2.1) 
THEOREM 2.1. Let y > 1. Then y” + q(x) yY = 0 is nonoscillatory in case 
any of the following hold: 
(a) ~~tYp1q(t)(Q+(t))(Yp1)12dt< 00 and 
x-m~j,m t’-1q(t)(Q+(t))+‘)‘2dt=0, 
(b) J-a” (q(O) 2/(Y+l)(Q+(t))(Y- l”(y+l)dt< co and 
lim, + m xix” (q(t)) 2/(Y+l)(Q+(t))(Y--l)/(Y+l)dt=O, 
(c) ~,“q(t)(Q_(t))(y-l)‘(y+‘)dt<co and 
lim, _ m xjx” q(t)(Q-(t))+-lU(ypl)dt=O, 
(d) I: Pq(t) dt -C co and lim,, ,(Q+ (x))(~-~)‘~ f: tYq(t) dt =O, 
te) JT (q(t)) ~/(Y+l)(Q+(t))Y/(Y+~)dt<co, 
518 LYNN H. ERBE 
(f) lim,,, ~~+~q(x)(Q+(x))(~~~)‘*=O, 
(g) lb+ m x*q(x)(Q ~ (x))+ ‘v(~+ ‘)= 0. 
Remark. It will be clear from the proofs that Theorem 2.1 is valid also 
for y = 1. In this case, (a), (b), and (c) coincide and follow from Hille’s 
result (B). Part (d) is the result (A) of Bother and parts (f) and (g) follow 
from Hille’s result (B) also. Part (e) is, on the other hand, a generalization 
of Leighton’s result (C) which we state as: 
COROLLARY 2.2. The equation 
Y” + q(x) Y = 0, q > 0, q E CBVda, a) P-2) 
is nonoscillatory in case 
I am (q(t))“*(Q + (t))*‘* dt < 00. 
For the case y> 1, we note that results (D), (E), (F), (G), (H) are 
special cases of Theorem 2.1 parts (d), (e), (a), (b), and (f), respectively. 
Also, because of the identity (2.1) it follows that parts (b) and (c) are 
equivalent and parts (f) and (g) are equivalent. Similarly, one could state 
analogs of parts (a), (d), and (e) by means of the identity (2.1). Finally, we 
note that parts (f) and (g) are, in fact, special cases of parts (a) and (c), 
respectively, as a simple application of L’HGpital’s rule shows. 
For the case 0 < y < 1, we state next 
THEOREM 2.3. Let 0 < y < 1. Then y” + q(x) yy = 0 is nonoscillatory in 
case any of the following hold: 
(a) j; Pq(t) dt < CC and 
lim, + m (q(x))(Y-1)‘2(Q+(x)(1-Y)‘2 Ix” t’q(t)dt=O, 
(b) S; Pq(t) dt < co and lim,, ,(Q -(x))(~-~)‘~ jz tYq(t) dt =0, 
(c) jz MW’” l) 
lim 
,-,cQ_c je,!Ny’(y+l’dt and 
x (1 Y)/2(~+Y)(Q+(,))-Y/~Y+~~~ 
jx" (q(t)) 
'/(Y+')(Q+(t))Y/(Y+')=O, 
(d) j; (q(t))l’(y+l)(Q+(t))y’(y+l)dt < CC and 
lim ,~,(q(X))(Y~i)/*(lfY)(Q+(~))(1-3Y)/*(ifY) x 
jx" (s(t)) 
'/(Y+')(Q+(t))Y/(Y+')dt=O, 
(e) lim,,, x2q(x)(Q+(x))~1-y~‘~1+y~=0, 
(0 lim,, m x Y + ‘4(x)( Q _ (x))” - y)‘2 = 0. 
Remark. For y = 1 the above statements of Theorem 2.3 remain valid 
and are, in fact, special cases of various subcases of Theorem 2.1 (for y = 1). 
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Further, because of the identity (2.1) it follows that parts (a) and (b) are 
equivalent, parts (c) and (d) are equivalent, and parts (e) and (f) are 
equivalent. 
3. PROOFS OF THE RESULTS 
In the proof we shall need the following lemma which, in a slightly dif- 
ferent form, is due to Gollwitzer in [lo] (cf. also Izumova and Kiguradze 
Cl41). 
LEMMA 3.1. In the differential equation 
y” + q(x) yy = 0, Y > 0, 
assume qE CBV,,,[a, co), q(x) >O, x3 a, and let <E [a, 00) be fixed but 
arbitrary. Let q(x) = q(5) + q + (x, t;) - q _ (x, 5) be the Jordan represen- 
tation of q(x) for x E [a, co ). Then for x E [a, co) we have 
Q+(O,Ecr,,Q-(4 
Q+(x) E(x) Q-(t) 
and 
Q-(t),Wl<Q+(x) 
Q-(x) B(x) Q+(t) 
(3.1) 
(3.2) 
where 
E(x)e (Y’(4)‘+&)Y’+’ E(x) 
2 y+l ’ 
B(x) = -. 
4(x) 
ProojI We indicate briefly the proof of part of Lemma 3.1 for the sake 
of completeness (and since the proof is not given in [lo]). We calculate 
dE = y’y”+qyyy’+(yy+‘/(y+l))dq = (~‘+~/(y+l))(dq+ -dq-) from 
which we obtain 
(-%) E<dE+) E. 
Therefore, for 5, x E [a, co) an integration of (3.3) yields 
520 LYNN H. ERBE 
which is (3.1). Similarly, one obtains 
(3.5) 
which gives (3.2), after an integration for 5, x E [a, co). 
Proof of Theorem 2.1(a). (The proof here is similar to [lo]). Since 
y > 1, it follows as in [lo] that any solution y(x) of Eq. (1.1) is also a 
solution of the linear equation 
z” + q(x)( y(x))‘- lz = 0. 
From (3.1) with 5 = a we have 
I Y’(X)1 6 Gw)P2@ + (W2? x 2 a, 
and hence an integration of (3.7) shows that 
ly(x)l 6k,+k, ~-y(Q+(~))1’2ds<ko+kl(Q+(x))1’2(~-u) 
u 
for positive constants k,, k, , and hence for large x > a we have 
Iv(x)l 6 W + (x))“2x, k > 0. 
(3.6) 
(3.7) 
(3.8) 
Thus, lim supX _ m x J: q(t) Iy(t)l’-’ dt 6 
(Q+(t))(Y-1)‘2dt=0 
lim supXdm kx J.p t’-‘q(t) 
so by the result (B) of Hille, it follows that (3.6) is 
nonoscillatory. This proves part (a). 
Proof of Theorem 2.1(b) and (c). The proof here is similar to that of 
part (a) except we use (3.2) with 5 = a to obtain, for any solution y(x) of 
(l.l), the estimate 
Iy(x)l <CC(Q-(X))“(~+~) 
where C > 0 is a constant. Therefore, 
(3.9) 
lim sup x ja q(t) Iy(l)\Y-Ldt<limsupCx/~ q(t)(Q_(r))(y~l)‘(y+l)dz=O 
x-cc x x--+02 x 
(by the assumption of part (c) and hence (3.6) is nonoscillatory by (B). 
This proves part (c) and by the identity (2.1) also proves part (b). 
Proof of Theorem 2.1(d). We suppose, for the sake of contradiction, 
that y(x) is an oscillatory solution of (1.1) and let x, -+ co be a sequence 
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with y(x,) = 0 and y’(x,) > 0. Let z, > x, be the first zero of u’(x) exceeding 
x,. Then for x, 6 x < z, we have v”(x) < 0 so that from (1.1) we get 
Y’(x,) = s’” q(t)(yCt)Y dt G (Y’(x,,))’ 1” tYq(t) dt 
X” -% 
(3.10) 
d ( y’(x,))’ Irn Pq( t) dt. 
X” 
From (3.1) with r = a we have I y’(x,)l < C(Q + (x,))“‘, C> 0, so that we 
obtain from (3.10) 
Since the right-hand side of (3.11) tends to zero as x, + co, we have a con- 
tradiction. This proves part (d). 
Proof of Theorem 2.1(e). Suppose again that y(x) is an oscillatory 
solution with y(x,) = 0 and y’(x,) > 0 as x, + co, and let y’(z,) = 0, z, > x,, 
the first zero of y’(x) exceeding x,. From (3.1) with < = x, we have for 
x>x, and C>O 
~y(x)~Y~C(y’(~,))2Y’(Y+1’(Q+(~))y’(y+1~(,+(~,))-Y’(Y+1) (q x)) -y’(y+ l) 
(3.12) 
and so from (1.1) we obtain 
Y’(x,) = 1’” dt)(Af))Y df & 
(3.13) 
~C(y’(x,))2y~‘y+1’(Q+(X,))-Y~(Y+1) =” 
I x” (q(t)) 
‘/(Y + “(Q + (t))Y/(Y + 1) dt. 
Hence, 
(J/(X ))(l-y)~(l+y)<,(Q+(x ))-Y/(Y+‘) 
n ” 
f 
xy (q(t)) 
‘/(Y + “(Q + (t))Y/‘Y + 1) dt. 
(3.14) 
Again from (3.1) with x= a, 5 =x,, we have for some C, >O (depending 
on ah 
(~‘(x,))“-Y)~“+Y)<C~(Q+(~,))(‘-Y)/*(’+Y) (3.15) 
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and thus (3.14) and (3.15) imply 
~(Q+(x,#‘~</~ (q(t))‘“‘+‘)(Q+(~))~“~+‘)dt. (3.16) 
Since the right-hand side of (3.16) tends to zero as x, -+ co and since 
Q+(x) is nondecreasing we have a contradiction. This proves part (e). 
Proof of parts (f) and (g). As noted earlier, parts (f) and (g) are 
equivalent by virtue of the identity (2.1). Moreover, if the condition in part 
(f) holds, then an application of L’Hapital’s rule shows that the condition 
in part (a) holds. Likewise, if the condition in part (g) holds, then the con- 
dition in part (c) holds. This completes the proof of Theorem 2.1. 
Since the proof of Corollary 2.2 is clear from the proof of 
Theorem 2.1(e), we continue with the 
Proof of Theorem 2.3(a) and (b). We assume that y(x) is an oscillatory 
solution of (1.1). We may then argue, as in [ 10, p. 821, that there exists a 
sequence of zeros x, -+ co with y’(x,) > 0. We let z, > x, be the first zero of 
y’(x) exceeding x, and obtain, as in Theorem 2.1(d) 
y’k,) = jznq~t)(y(t))Y dt 6 (Y’(x,))~ j” P’q(t) dt 
‘n .rn 
(3.17) 
so that 
(y’(x,))‘~’ <jr tYq(t) dt. 
-r, 
(3.18) 
From (3.2) with 5 = a we have 
(Y'(x,))' 3 CqkJQ +(x,)) - '9 c > 0, (3.19) 
and hence (3.18) and (3.19) yield 
1 < c,(q(x,))‘y~ ‘v2 (Q+(x,))(‘-~)‘~~~~ t?q(t)dt, C,>O, (3.20) 
and since the right-hand side of (3.20) tends to zero as x, -+ co, we have a 
contradiction. This proves parts (a) and (b). 
Proof of Theorem 2.3(c) and (d). The proof here is similar to the proof 
of Theorem 2.1(e). We again suppose that y(x) is an oscillatory solution of 
(l.l), with y(x,) = 0, y’(x,) >O, y’(z,) =O, x, <z,, x, + co, and obtain 
relation (3.11): 
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(y’(x,))‘l-Y”“+Y)<C(Q+(X,))-Y/(Y+’) 
I 
xy (4(t)) 
‘/(Y+‘)(Q+(,))Y/,Y+‘)dt. 
(3.14) 
From (3.1) with 5 = a we have 
(y’(~,))~~c,(Q-(x,))-‘, Cl>& (3.21) 
and thus (3.14) and (3.21) give 
1 ~C,(Q~(X,))"-Y)'~('+Y)(Q+(X,))-Y'(Y+~) 
x xy (q(r)) 
s 
'/(Y+"(Q+(t))Y/(Y+')df (3.22) 
and again we have a contradiction since the right-hand side tends to zero 
as x, -+ co. This proves parts (c) and (d). 
Proof of Theorem 2.3(e) and (f). The proof here is somewhat different 
from the previous parts. We again suppose that y(x) is an oscillatory 
solution of (1.1) with y(x,) = 0, X, + co and y’(x,) > 0. In Eq. (1.1) we 
make the change of variables 
to obtain 
x=e*, )) = e(l/wu (3.23) 
(3.24) 
where 4(t) = q(e’) e”‘+ 3)‘2)‘. Th us, u(t) is an oscillatory solution of (3.24) 
with u( t,) = 0, t, + cc (x, = e’“), and hence there exists a sequence t, + co 
of local maxima such that u(r,) > 0, zi(r,) = 0 and ii < 0. Therefore, 
&z,)(u(z,))~ - $(r,) = -ii 2 0 and so 
I u(r,)l < (4&J)“” -?I. 
Set P(t) = (4@(t)) “(i Py) Now in terms of u(t), we have .
(3.25) 
E(x) =; (y’)‘+ 4(xby+’ 
Y+l 
1 l2 1 =- 
2 
( ti+-24 > 
2 
eC’+- 
Y+l 
q(e’) e(Y + 1 WUY + 1 
1 l2 =- 2+-u 
( > 2 2 
e-‘+ -$-iep’q5(t)uy+1=.E(l). 
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Thus, from (3.1) with < = a = e’o we have 
E(t) 2 I!?( to) exp (-il’?) =&t,)(Q-(et))-‘. (3.26) 
Now 
<$ (B(z,))‘e-“+ 1 - epT3(~.M~n))Y+1 
Y+l 
=f(4 2/(‘-Y))(~(z~))2/(‘~Y,e~?” 
+ (4) (YfU/(‘-YY) 
Y+l 
4(~n)(4(~,)) (Y+‘)/(‘-Y)e--r” 
= cp($q*,))2/(’ -Y), where C=(~)(Y+‘)/(‘-Y) 
Thus we obtain 
&to) 6 CQ _ (ezn) e p’n(qS(~,))2’(1 py) 
= CQ _ (e’n)(q(e’n) eb’+ %)2/(1 --Y) 
= CQ _ (z,)(q(z,) z1;+ 1)2’(1 -y), z, = er”, (3.27) 
and hence we have 
(Q ~ (z,)” py)‘2q(z,) z’,’ 1 > C, > 0. (3.28) 
By the identity (2.1) this is also equivalent to 
(Q+(~~))(~~~)‘(~+~~q(z,) z;> C,>O. (3.29) 
Thus, as n + co, the left-hand sides of both (3.28) and (3.29) tend to zero 
and this contradiction proves parts (e) and (f) and completes the proof of 
Theorem 2.3. 
4. EXAMPLES AND FURTHER REMARKS 
As noted earlier, the assumption that 5; (dq +/q) c co involves a 
weakening of the nonincreasing assumption on q(x) that was made in some 
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of the earlier nonoscillation criteria for (1.1). However, this still implies a 
fairly severe restriction on the function q(x), in that if jz (dq+/q) < co, 
then given E > 0 there exists r, > a such that for any t 2 r, and for all s > t 
we have q(s) < (1 + E) q(t). To see this, given E > 0, let q >O such that 
e’J<(l+e) and choose T=T,>n such that [~(dq+/q)<~. Then for 
sBt>T, we have 
so that q(s) < evq( t) < (1 + E) q(t). We give below an example (Exam- 
ple 4.2) of a class of functions for which jz (dq +/q) = + co and for which 
we have s~p,~~,(q(~)/q(t~)) Z k > 1, for a sequence t, --t co. 
EXAMPLE 4.1. Let 6 > 0, Co > 0 and define the sequence {C,} of real 
numbers by 
C2n-, = 1, n = 1, 2,..., 
CZn = eco/(” + 1) 2n 6 
( 1 2n’ n = 1, 2,..., 
and let q(x) be defined on [ 1, co ) as 
q(x) = C,n ~ b, x = n, n = 1, 2,... 
= linear on [n, n + 11, n = 1, 2 ,... 
Thus, q(2n-1)=(2n-1))6<q(2n)=eC~‘“+1)(2n-1)-6 and q(x) is 
strictly increasing on [2n - 1,2n] and strictly decreasing on [2n, 2n + 11. 
Also, 
=exp(jl &) <exp(C,In(n+ l))= (n+ 1)‘” 
and Q+(2n)+c0 asn+co. Further, on [2n-1,2n+l] we have 
(Q+(x))+-1)‘2xY+1q(x) Q (n+ 1)co’y--1)‘2(2n+ l)“+‘q(2n) 
<@+ 1)co+-1q2n+ l)~+‘eCoA”+‘)(2n- 1)-S 
< Kn” 
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for some K > 0, where B = y + 1 - 6 + C,,(y - 1)/2. Hence, if y > 1 and 
y + 1 + C,(y - 1)/Z < 6, then we conclude from Theorem 2.1 (f) that 
Eq. (1.1) is nonoscillatory. Similarly if O<y<l and 2-6+ 
C,((l -y)/(l + y)) ~0, we conclude from Theorem 2.3(e) that Eq. (1.1) is 
nonoscillatory. 
EXAMPLE 4.2. Let 6 > 0 and let C > 0 satisfy e6 < C < ea((7+ 3)‘(7-- ‘)). We 
define q(x) by 
q(x) = e 2nS, 
e ~(2n- 1)6 
= c ’ 
x = 2n, n = 1, 2,... 
= x = 2n - 1, n 1, 2,... 
= linear on [n, n + 11, n = 1, 2,... . 
Thus, q(2n)/q(2n - 1) = Ce “> 1 for all n>, 1, and we have 
=exp(nln(Ce ~“))=(Ce-“)“+cc asn-+co. 
Further, on [2n - 1,2n + 1 ] we have 
(Q+(.-#- 1 )Px + 1q(x) 
= (Q-i- 1 V2, ~ &((Y +3)/2))n( zn + 1)’ + 1 + 0 as n-+m 
since C(7-e I)/2 < eb((? + 3)/V, Th ere ore, f Eq. (1.1) for y > 1 is nonoscillatory by 
Theorem 2.1 (f). 
Similar examples may also be given for the case 0 < y < 1 and also to 
illustrate the other parts of Theorems 2.1 and 2.3. We leave this to the 
interested reader. Also, we wish to remark that the results of the above 
examples may not be concluded from any of the previous known criteria 
for nonoscillation of (1.1 ), as far as the author is aware. 
Finally, we note that in view of the “duality principle,” it is tempting to 
make the following conjecture for the case 0 < y < 1: 
CONJECTURE. Let 0 < y < 1. Then yf’+q(x)yY=O, q>o, qE 
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CBV,,,[a, OO), is nonoscillatory in case J: q( t)(Q + (t))(l- r)‘(l +y) dt < 00 
lim, _ m x s.: q( t)( Q + (t))” - y)‘(l + ?) dt = 0. 
and 
This conjecture, if true, would imply Theorem 2.3(e) and (f) by 
L’HGpital’s rule. 
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