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Resumen. Los Sistemas de Detección de Intrusos (IDS) se han convertido en 
una herramienta de gran interés para la seguridad informática, lo que se refleja 
en numerosas investigaciones que proponen modelos de detección utilizando 
diferentes técnicas de inteligencia artificial. Este artículo estudia la viabilidad 
de un modelo IDS a través del análisis del estado del arte en el tema y la 
identificación de un problema abierto. Además se establecen hipótesis de 
trabajo basadas fundamentalmente en la aplicación de un algoritmo de 
reducción de característica para disminuir la dependencia entre la capacidad de 
detección del IDS y la eficiencia del clasificador. Con todo esto se propone una 
solución que incluye la aplicación del algoritmo de Análisis de Componentes 
Principales para la reducción y Redes Neuronales Artificiales para la detección. 
Teniendo en cuenta además la inclusión dentro del modelo de características 
que aporten escalabilidad, dinamismo y mantenimiento mínimo. 
1   Introducción 
Es imposible hablar de la sociedad actual sin hacer referencia al intercambio de 
información digital. La mayoría de las ramas sociales, económicas y científicas se han 
lanzado al mundo cibernético, siendo las redes de computadoras la base sobre la que 
se sustentan. 
Cada vez es mayor el número de aplicaciones bancarias que permiten que sus 
clientes gestionen sus transacciones vía Web, los comercios que realizan sus ventas 
mediante aplicaciones de comercio electrónico e, incluso, los usuarios que confían en 
aplicaciones de diagnóstico médico a través de la red. Gracias a Internet, estas 
aplicaciones electrónicas han tomado carácter global y se han convertido en un 
referente [1].  
Internet, conocida también como la red mundial de redes de comunicación, ha 
revolucionado la sociedad, haciendo de las tecnologías de la información y las 
comunicaciones (TIC) un nuevo paradigma social. El creciente número de 
computadoras y la rápida evolución de la tecnología de las comunicaciones se han 
unido para masificar el uso de la red de redes. Investigaciones estadísticas recientes 
14      I. Lorenzo et al. 
 
estiman que a principios del año 2008 existían más de 1.400 millones de usuarios de 
Internet en el mundo [2]. La expansión del uso de las redes es un indicador de la 
importancia que han cobrado las TIC en la vida cotidiana del ser humano. 
Esta situación hace que sea imprescindible elevar la seguridad de las TIC para que 
alcancen los niveles de confiabilidad necesarios por parte de los usuarios. Estos 
niveles de seguridad dependen en gran medida de la confidencialidad, la 
disponibilidad y la integridad de la información.  
Los ataques informáticos han aumentado en los últimos años de forma 
preocupante. Este incremento deja a las compañías poco tiempo para reaccionar ante 
las nuevas amenazas y, por tanto, hace inseguros sus servicios. La Figura 1 muestra la 
alarmante velocidad de crecimiento del número de incidentes que han sido 
informados al Equipo de Respuesta a Emergencias Informáticas (CERT –Computer 
Emergency Response Team) hasta el año 2003. El CERT mantuvo el control 
estadístico de los ataques solamente hasta el año 2003 debido a que el empleo 
extendido de herramientas de ataques automatizados ha hecho banales las cifras de 
incidentes proporcionando poca información con respecto a la evaluación del alcance 
y el impacto del ataque [3]. 
 
 
Fig. 1. Evolución de ataques remitidos al CERT/CC. 
Por otra parte, los estudios realizados por ISS (Internet Security Systems de IBM) en 
materia de seguridad, anticipan un incremento de la sofisticación de los ciberataques 
motivados por la obtención de beneficios económicos, además de una mayor 
focalización en los buscadores Web [4].  
El aumento desproporcionado de ataques informáticos en los últimos años tiene sus 
orígenes en diversos factores, entre los que destacan el gran número de computadoras 
conectadas a la red y la cantidad de información que se intercambia a través de ella. 
Esto, indudablemente, es un aspecto importante a considerar, toda vez que la 
seguridad que se podía brindar años atrás, cuando se trataba de un reducido número 
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se puede brindar actualmente a millones de usuarios manipulando y transfiriendo 
información.  
Otro elemento que ha influido en el aumento de los ataques informáticos es la 
dificultad que conlleva en la actualidad el desarrollo de aplicaciones informáticas. Los 
sistemas a desarrollar son cada vez más voluminosos y complicados y deben estar 
disponibles en el mercado en tiempos más ajustados, como requerimiento de las 
empresas y de los propios especialistas que pretenden ser más competitivos. Esta 
situación trae aparejado el desarrollo y entrega de productos informáticos 
incompletos, sin haber sido sometidos a una fase de prueba consistente y, por tanto, 
llenos de las llamadas vulnerabilidades, que no son más que las puertas de entrada 
para los atacantes.  
El CERT también mantiene un estudio estadístico del número de vulnerabilidades 
encontradas en los sistemas en los últimos años. La Figura 2 muestra gráficamente el 
incremento de este preocupante indicador hasta el 2007. Este es un indicador de gran 
interés para la seguridad, ya que las vulnerabilidades que pueden existir en una 
aplicación se multiplican por los miles de usuarios de la misma en las computadoras 
donde son instalados. 
 
Fig. 2. Evolución de vulnerabilidades remitidas al CERT/CC. 
Un tercer factor catalizador de los ataques informáticos es el desarrollo de 
herramientas especializadas para atacar aplicaciones informáticas. Muchas de estas 
herramientas se encuentran de manera gratuita en Internet, con acceso libre a 
cualquier interesado. Hace unos años los atacantes eran unas pocas personas con 
amplios conocimientos informáticos y alta creatividad, mientras que en la actualidad 
cualquier usuario con conocimientos informáticos mínimos puede llegar a poseer una 
potente herramienta de ataque y convertirse en un peligro potencial.  
La Figura 3 muestra en una línea de tiempo los tipos de herramientas genéricas 
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están ubicadas dentro del gráfico según el año de surgimiento y el nivel de 
especialización, partiendo de las sencillas herramientas de descubrimiento de 
contraseñas aparecidas a principios de los 80 hasta las elaboradas herramientas para 
realizar ataques distribuidos surgidas a principios del año 2000. En contraposición a 
este desarrollo, se muestra mediante líneas discontinuas, que el nivel de conocimiento 
necesario para los usuarios de estas herramientas ha ido disminuyendo con el de 
cursar de los años. 
 
Fig. 3. Sofisticación de los ataques frente al conocimiento técnico del atacante.  
Esta compleja situación en los sistemas y redes informáticas ha traído consigo el 
desarrollo de investigaciones con el propósito de crear mecanismos de seguridad. A 
través de estas investigaciones es posible identificar tres medidas de seguridad 
fundamentales: prevención, evasión y detección [5]. Cada uno de estos grupos define 
un nivel de seguridad, siendo los de prevención los más optimistas, con las típicas 
técnicas de control de acceso (donde los cortafuegos representan el máximo 
exponente en esta categoría) y los de detección los más pesimistas, ya que parten de 
que el atacante logra acceso a la información y es necesario detectarlo.  
Uno de los principales exponentes dentro de las herramientas de detección son los 
Sistemas de Detección de Intrusos (IDS –Intrusion Detection System). Estos sistemas 
son los encargados de identificar y responder a las actividades maliciosas que tienen 
como objetivo una computadora o los recursos de red.  
En los últimos tiempos se han desarrollado numerosas investigaciones en el campo 
de la detección de intrusos [5-10]. Con el objetivo de elevar la aceptación de este tipo 
de herramientas, muchas de estas investigaciones se centran en la búsqueda de 
algoritmos más rápidos, que cubran un rango más amplio de situaciones o con un 
menor consumo de recursos. 
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Un factor muy influyente en la optimización de estos indicadores es la selección de 
las características que van a ser tomadas en cuenta para la clasificación [11-16]: si se 
toma un número grande de éstas, se logran detectores de amplio espectro pero lentos y 
consumidores de recursos; mientras que si el número es pequeño, los tiempos y los 
consumos tienden a disminuir pero el dominio de detección también. 
Obtener detectores que logren esta eficiencia en tiempo y consumo de recursos 
elevaría la aceptación de los IDS por parte de los administradores de red [17-19]. Es 
precisamente el tiempo de detección el que puede dotar a los IDS de las 
características necesarias para detectar ataques en tiempo real y, de esta manera, 
ofrecer el margen necesario para responder a los atacantes antes de que éstos logren 
sus objetivos. Garantizar la eficiencia pero a la vez mantener un amplio espectro de 
detección dentro de un IDS escalable, dinámico y de mantenimiento mínimo es una 
línea de investigación abierta y de gran interés dentro del tema.  
2   Antecedentes 
A partir del trabajo publicado por Anderson en 1980 [20] se han desarrollado 
numerosas propuestas de IDSs. Cada propuesta sucesiva, intenta solventar las 
limitaciones de las anteriores aplicando nuevos algoritmos de detección, de 
comunicación o nuevas arquitecturas. 
A pesar de le heterogeneidad de las propuestas, es posible identificar una 
arquitectura común a través de las mismas [5], ya que en la mayoría de éstas existen 
bloques de funcionalidad bien definidos. Con el objetivo de utilizar un estándar 
válido, estos bloques son descritos a continuación según la terminología empleada en 
CIDF (Common Intrusión Detection Framework) [21]: 
 Bloques de Eventos (bloques-E): obtienen eventos tras el procesamiento de 
los datos puros producidos en un ambiente computacional, ya sea a nivel de 
computador o a nivel de red. 
 Bloques de Análisis (bloques-A): analizan los eventos provenientes de otros 
componentes (usualmente de los bloques-E). Constituyen el núcleo de la 
detección y muchas veces se basan en técnicas de inteligencia artificial. 
 Bloques de Datos (bloques-D): almacenan eventos garantizando su 
persistencia.  
 Bloques de Respuesta (bloques-R): Responden ante los ataques. Estas 
respuestas  pueden incluir: terminar el proceso, terminar la conexión o 
reconfigurar el cortafuego. 
Guiado por el funcionamiento de cada uno de estos bloques, los IDS se pueden 
clasificar de acuerdo a diferentes criterios [5]: la fuente de información que utilizan 
para detectar la intrusión, la estrategia de análisis que realizan una vez recopilada la 
información y el tipo de respuesta que proporcionan después de haber detectado una 
intrusión (fig. 4).  
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Fig. 4. Clasificación de los IDS. 
La clasificación por fuente de información está relacionada con el principio de 
funcionamiento de los bloques-E, ya que éstos pueden obtener información de 
archivos propios de la máquina que protegen y funcionar como un IDS basado en host 
(HIDS –Host Intrusion Detection System) o utilizar como fuente el tráfico TCP/IP 
para modelar un IDS basado en red (NIDS –Network Intrusion Detection System).  
Mientras que los NIDS operan en un tramo de red, protegiendo a un conjunto de 
máquinas, los HIDS protegen únicamente a la máquina en la que son instalados. 
Utilizan como fuente de información los datos generados por la computadora en la 
que operan, especialmente a nivel de sistema operativo: archivos de auditoría del 
sistema, archivos logs o cualquier archivo que el usuario desee proteger. Los HIDS 
tienen como ventaja su capacidad para detectar situaciones como los intentos fallidos 
de acceso o modificaciones en archivos considerados críticos. Las desventajas 
principales de este tipo de IDS se encuentran en el consumo de recursos del propio 
equipo que desea proteger y el hecho de que él mismo está expuesto a ser víctima de 
algún ataque. 
Los NIDS son los más populares en el área de detección de intrusos y constituyen 
el tipo de IDS en el que se centra esta investigación debido a su potencial. Utilizan el 
tráfico de red (paquetes TCP/IP) como fuente de información, revisando los paquetes 
que circulan por la red en busca de elementos que denoten un ataque contra alguno de 
los sistemas ubicados en ella. A partir de la información contenida en los paquetes 
TCP/IP, verifican la validez de algunos parámetros y el comportamiento de los 
protocolos de la familia TCP/IP empleados. Este tipo de IDS tiene la ventaja de no 
afectar el rendimiento de los equipos que protege debido a que utiliza como fuente de 
información el tráfico de red [22]. 
Para la estrategia de análisis utilizada en los bloques-A existen principalmente dos 
enfoques: la detección por uso indebido y la detección de anomalías.  
Los IDS basados en detección de uso indebido cuentan con el conocimiento a 
priori de las secuencias y actividades que conforman un ataque. Por tanto, para 
detectar intrusiones dentro de la información recopilada de la fuente, se realiza una 
comparación de la misma con los patrones de ataques previamente almacenados y, en 
caso de encontrar similitud, se genera una alarma. Con este método se logra detectar 
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La detección de uso indebido tiene entre sus grandes ventajas la amplia seguridad 
que ofrece al detectar una intrusión puesto que clasificar una actividad como intrusiva 
significa que se correspondió con un patrón (de la base de datos) que fue reconocido 
con anterioridad como un ataque. De esta forma, el índice de falsos positivos1 es muy 
bajo. La desventaja principal de este tipo de detección radica en su incapacidad para 
detectar nuevos ataques y en la necesidad de mantener constantemente actualizada su 
base de patrones. Estas debilidades son de vital importancia en la actualidad, donde 
los ataques son cada vez más originales y cada vez más frecuentes. Debido a esto, las 
investigaciones recientes de detección de uso indebido se centran en lograr patrones 
más genéricos que permitan que los sistemas de este tipo no puedan ser burlados con 
mutaciones de ataques conocidos [24] [5] [8].   
Los IDS de detección de anomalías tienen un conocimiento complementario a los 
de uso indebido: parten del conocimiento de lo normal y toda actividad que se aleje 
de este comportamiento es considerada una intrusión. Este tipo de detección evita el 
proceso de actualización de una base de datos de patrones de intrusión y brinda la 
posibilidad de detectar ataques nuevos de los cuales no se tenga información alguna. 
No obstante, este tipo de IDS tiene algunas desventajas que han provocado el rechazo 
por parte de los administradores de redes; por ejemplo, son generadores de un gran 
número de falsos positivos ya que el comportamiento normal de los usuarios es 
extremadamente difícil de modelar por lo variable que puede llegar a ser y, por tanto, 
un comportamiento inusual no tiene necesariamente por qué ser ilícito. Otra debilidad 
importante de este tipo de sistema es que necesita un largo período de entrenamiento, 
previo a su uso, para identificar los comportamientos normales de los usuarios y 
sistemas dentro de la red [23]. 
Ambas propuestas presentan en la actualidad serias carencias. Los IDS basados en 
uso indebido no son funcionales en las condiciones actuales donde se generan nuevos 
ataques con tan alta frecuencia. Por otra parte, los IDS basados en anomalías, aunque 
surgen para eliminar estas limitaciones, generan un número excesivo de falsos 
positivos.  
Con el objetivo de minimizar las desventajas, tanto para un enfoque como para 
otro, se han utilizado técnicas estadísticas y de inteligencia artificial [7-13]. No 
obstante, los trabajos más recientes se centran en la detección de anomalías porque 
sus características se ajustan más coherentemente con la situación de seguridad actual. 
La presente investigación continúa con este enfoque intentando eliminar sus 
principales desventajas a través de la aplicación de técnicas de aprendizaje de 
máquina, que han demostrado ser de gran utilidad en el campo. 
Los tipos de respuesta dados por los R-bloques pueden ser pasivos o activos. Las 
respuestas pasivas se refieren a emisiones de informes, sonidos o el registro de las 
acciones ocurridas. Las activas son las que realizan alguna acción en particular, como 
ejecución de programas, cierre de una cuenta o reconfiguración del cortafuegos [9].  
Dentro de los NIDS existen investigaciones enfocadas a mejorar el funcionamiento 
de uno o varios de los bloques de funcionamiento. Los bloques-A son los que han 
despertado mayor interés en la comunidad científica ya que son los encargados del 
procesamiento principal del sistema y son un punto crítico en cuanto a veracidad y 
tiempo de respuesta. El proceso de clasificación ha sido llevado a cabo generalmente 
                                                          
1 Conducta normal erróneamente identificada como intrusiva. 
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empleando técnicas de inteligencia artificial, siendo muy utilizadas las técnicas de 
aprendizaje de máquina como Redes Neuronales Artificiales (ANN –Artificial Neural 
Network) y Máquina de Soporte Vectorial (SVM –Support Vector Machine). 
Tanto las ANN como las SVM, a pesar de sus innegables ventajas, poseen 
limitaciones que deben ser tenidas en cuenta para su utilización. Ambas tienen una 
relación directa entre el número de entradas utilizadas y el tiempo de entrenamiento, 
la velocidad de respuesta y el consumo de recursos [25]. La mayoría de los trabajos 
que utilizan este tipo de técnicas deben tomar decisiones de sacrificio en cuanto a la 
cantidad óptima de entradas seleccionadas para el buen funcionamiento del 
clasificador y la cantidad necesaria de campos a tener en cuenta para detectar el 
mayor número de intrusiones. 
Existen muchas investigaciones que sacrifican espectro de detección para lograr 
rendimiento de clasificación. Para ello seleccionan un reducido número de entradas al 
clasificador, garantizando su velocidad y poco consumo de recursos pero sacrificando 
la capacidad de detección del mismo.  Dentro de éstas, algunas se centran en 
características a nivel de conexión [26-29] y otras toman como entradas datos de las 
cabeceras de los protocolos de los paquetes TCP/IP [30-33]. 
Otros trabajos se centran en detectar un tipo determinado de ataques, entrenando 
sus clasificadores sólo para ello. Estos clasificadores suelen tomar un número 
pequeño de entradas para detectar, por ejemplo, muestreos de puertos [34, 35], 
inyección de código [10] o un grupo de ataques  de propósito específico [36-38]. Este 
tipo de investigaciones también sacrifica capacidad para obtener eficiencia. 
Existe una minoría que pone en segundo plano la eficiencia y prioriza la capacidad 
de detección. Este tipo de clasificadores se utilizan fundamentalmente en IDS que se 
dedican al análisis forense y no a la detección en tiempo real. Dentro de éstos, algunos 
toman características de comportamiento del tráfico [39-41] y otros utilizan los datos 
de los protocolos de los paquetes TCP/IP [42,43]. 
En todas estas investigaciones se evidencia que la selección de características de 
entradas es un punto clave en el diseño e implementación de los IDS. Con un número 
pequeño de características se obtiene un bloque-A con un clasificador más rápido 
tanto para el entrenamiento como para la detección. El consumo de recursos del 
equipo que implementa el bloque-A también disminuye, al igual que el tráfico de red 
entre los bloques-E y los bloques-A. El problema radica en que un número pequeño 
de características implica una reducción del espectro de detección ya que la selección 
de campos lleva consigo que no se consideren muchos de los que podrían ser 
relevantes para la clasificación. 
Debido a esto, existe otro grupo de investigaciones recientes encaminadas a no 
tener que sacrificar una de las dos características (espectro de detección y eficiencia) 
sino alcanzar un equilibrio de ambas. Muchas se centran en la selección y 
disminución de la cantidad de datos necesarios para la clasificación a partir de los 
paquetes TCP/IP y las características generales del tráfico. En [11]  se utilizan cinco 
SVM para detectar instancias de los cinco tipos de ataques registrados en DARPA 
(normal, probing, DoS, U2R, R2L). Para ello utilizan los 41 datos de entrada 
definidos para la Competición Internacional de Herramientas de Descubrimiento de 
Conocimiento y Minería de Datos de 1999 (KDD Cup 1999 –Knowledge Discovery 
in Databases Cup) identificando los más influyentes en cada tipo de ataque. En la 
KDD Cup 1999 se definió un conjunto de datos de tráfico que ha sido utilizado como 
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referente para la evaluación de los IDS. Cada uno de los registros de esta base de 
datos contiene valores de 41 variables  independientes, los cuales describen diferentes 
características de una conexión [44]. Otros trabajos persiguen el mismo objetivo a 
través de técnicas de ensayo-error [45] o técnicas estadísticas [12]. 
En [13], para la reducción de entradas, se recurre a la detección en dos niveles. 
Primero realizan una agrupación (clustering) con los valores del área de datos del 
paquete (payload) y lo convierten en un byte que es el que utilizan unido a los datos 
de las cabeceras IP y TCP como entrada al segundo nivel de detección. De manera 
similar en [46] obtienen 6 variables resultante de la combinación lineal de los 
primeros 64 bytes del paquete como parte de un primer nivel de detección. 
En las investigaciones analizadas anteriormente se utilizan técnicas de selección de 
características, donde, por métodos estadísticos o de inteligencia artificial, se definen 
las variables de mayor peso en la clasificación. El problema fundamental de esta 
solución radica en lo complicado que resulta tipificar los ataques informáticos y en la 
elevada velocidad de aparición de nuevos ataques que involucran a campos nuevos. El 
surgimiento de estos nuevos ataques que involucran nuevos campos varía la 
influencia de los campos en la clasificación, lo que hace que la solución no sea lo 
suficientemente general.  
Por esta razón, se han desarrollado investigaciones que utilizan otras técnicas para 
maximizar el rendimiento. En [47] se propone una arquitectura distribuida, dividiendo 
el procesamiento en varios computadores y, por tanto, aumentando la velocidad de 
clasificación. Otras [14-16] utilizan técnicas de reducción de características pero se 
centran solamente en datos generales del tráfico TCP/IP (y no se adentran en los datos 
del paquete) ya que toman como vector de partida los 41 datos propuestos por la 
KDD, dejando fuera un importante espectro de clasificación. Además estos sistemas 
aumentan las tareas de administración con temas de los cuales los administradores de 
red no son expertos. 
De la revisión realizada se desprende la importancia de la selección de 
características de entrada al clasificador para la obtención de IDSs eficientes y de 
amplio espectro. La existencia de investigaciones que se basan en sacrificar espectro 
de detección o eficiencia, ha dado lugar a otro grupo de trabajos que intentan 
equilibrar ambas características. No obstante, adicionalmente al equilibrio de éstas, es 
de interés lograr sistemas escalables y de mantenimiento mínimo, siendo este un 
problema aún sin resolver. 
3   Identificación del Problema 
En términos generales, se puede definir el escenario global en el cual se centra esta 
investigación de manera gráfica en la figura 5. Los estados de la Red son las entradas 
que el IDS analiza para ejercer sus acciones y mantener el control de la red. Por otra 
parte, los atacantes actúan sobre la Red variando sus estados. 
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Fig. 5. Clasificación de los ID. 
Dentro del escenario nos centramos en el IDS ya que el resto se encuentra fuera de los 
límites de sus acciones. Más concretamente podemos enfocar el ámbito de nuestro 
problema en la concepción de Sistemas de Detección de Intrusos que cumplan con los 
siguientes requerimientos: 
 Capacidad para detectar un amplio espectro de ataques 
 Eficiencia en la detección sin afectar su eficacia 
 Facilidad de gestión. 
 Escalabilidad. 
 Dinamismo. 
Lograr cada una de estos requerimientos por separado es relativamente sencillo, 
pero obtener un modelo que los englobe todos resulta muy complicado, sobre todo 
debido a que la búsqueda los dos primeros lleva por caminos contradictorios.  
La capacidad de detección se define como el abanico de ataques que puede ser 
analizado por el detector. La amplitud de este abanico depende en gran medida del 
número de características de entrada que sean tomadas para la clasificación ya que, a 
mayor cantidad de éstas, es mayor el espectro de ataques que puede ser analizado.  
La eficiencia de la clasificación viene dada por el bajo consumo de tiempo y 
recursos del proceso de detección. Si el número de características de entrada es muy 
grande, los clasificadores consumirán mayor cantidad de tiempo y recursos. Por tanto, 
para lograr mayor eficiencia de detección, la cantidad de variables de entrada debe ser 
minimizada.   
Esta contradicción es a lo que llamaremos a lo largo de este trabajo el dilema 
capacidad-eficiencia.  
Según lo visto, definimos el problema que se aborda en esta investigación como 
que en la actualidad no existe un método sistemático que permita resolver el dilema 
capacidad-eficiencia, dificultando la concepción y diseño de Sistemas de Detección 
de Intrusos que aúnen características de amplio rango de detección con eficiencia en 
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4   Hipótesis y Propuesta de Solución 
Teniendo en cuenta la necesidad de resolver el dilema capacidad- eficiencia, esta 
investigación propone como hipótesis de partida que: la aplicación de algoritmos de 
reducción de características sobre el espacio de entrada permite que los 
requerimientos de eficiencia y capacidad de detección disminuyan en dependencia y, 
por tanto, diseñar IDS capaces de analizar grandes volúmenes de información sin que 
su rendimiento se vea afectado. Como segunda hipótesis, sostenemos que es posible 
lograr eliminar esta dependencia y además dotar al sistema de escalabilidad, 
dinamismo y autogestión. 
De manera gráfica se puede observar que se parte de un grupo de características 
deseables para un IDS, existiendo una dependencia entre la Capacidad de Detección y 
la Eficiencia, a través de los datos de entrada (fig. 6.a). Dependencia que puede ser 
eliminada aplicando una técnica de reducción de características (fig. 6.b).  
 
     (a)                             (b) 
Fig. 6. (a) Características del Modelo IDS y sus dependencias. (b) Características del Modelo 
IDS y sus dependencias utilizando Reducción de Características 
Teniendo en cuenta todo lo analizado hasta el momento, la solución que se propone es 
la concepción de un modelo de Detección de Intrusos distribuido (en busca de la 
escalabilidad) basado en la aplicación de técnicas de reducción de características. 
Dentro de estas técnicas, se utiliza el Análisis de Componentes Principales (PCA) ya 
que se adapta perfectamente a los objetivos buscados disminuyendo el espacio de 
entrada sin pérdida sustancial de información y necesitando un entrenamiento no 
supervisado que permite mantener las características de dinamismo y autogestión. 
La idea principal del modelo es la selección, sin limitaciones previas, de todas las 
características de interés, dentro de los paquetes TCP/IP, para garantizar un espectro 
de detección amplio. Luego someter al vector de entrada seleccionado a un proceso de 
Reducción a través de PCA para disminuir el número de variables manteniendo la 
mayor cantidad de la información original posible. Este vector reducido es el que 
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que se vea afectada su eficiencia. Tras la detección se generan informes que son 
analizados para responder a través de las acciones respuestas que actúen sobre la red.  
 
 
Fig. 7. IDS Propuesto basado en la aplicación de PCA. 
Adicionalmente cada uno de estos procesos implementa de manera particular los 
mecanismos necesarios para la autogestión y el dinamismo de la propuesta. 
5   Conclusiones 
El estudio de antecedentes realizado muestra la existencia de un problema abierto y de 
interés dentro del campo de los Sistemas de Detección de Intrusos. La identificación 
de éste y el establecimiento de hipótesis de trabajo justifican que el problema se 
puede resolver, demostrando la viabilidad de la propuesta a través del modelo IDS 
que combina PCA con un clasificador neuronal. 
Actualmente se trabaja en la definición formal del modelo y se han realizado 
implementaciones parciales utilizando prototipos de trabajo. Entre las líneas futuras 
más relevantes, se encuentra la incorporación formal de semántica que permita 
mejorar la autogestión del modelo. 
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