We prove a universal coefficients theorem for the overconvergent cohomology modules introduced by Ash and Stevens, and give several applications. In particular, we sketch a very simple construction of eigenvarieties using overconvergent cohomology and prove many instances of a conjecture of Urban on the dimensions of these spaces. For example, when the underlying reductive group is an inner form of GL2 over a quadratic imaginary extension of Q, the cuspidal component of the eigenvariety is a rigid analytic curve.
1 Introduction
Background and results
Since the pioneering works of Serre [Ser73] , Katz [Kat73] , and especially Hida [Hid86, Hid88, Hid94] and Coleman [Col96, Col97] , p-adic families of modular forms have become a major topic in modern number theory. Aside from their intrinsic beauty, these families have found applications towards Iwasawa theory, the Bloch-Kato conjecture, modularity lifting theorems, and the local and global Langlands correspondences [BC04, BC09, BC11, BLGGT12, Ski09, Wil90] . One of the guiding examples in the field is Coleman and Mazur's eigencurve [CM98, Buz07] , a universal object parametrizing all overconvergent p-adic modular forms of fixed tame level and finite slope. Concurrently with their work, Stevens introduced his beautifully simple idea of overconvergent cohomology [Ste94] , a group-cohomological avatar of overconvergent p-adic modular forms. Ash and Stevens developed these ideas much further in [AS08] : as conceived there, overconvergent cohomology works for any connected reductive Q-group G split at p, and leads to natural candidates for quite general eigenvarieties. When the group G der (R) possesses discrete series representations, Urban [Urb11] used overconvergent cohomology to construct eigenvarieties interpolating classical forms with nonzero Euler-Poincaré multiplicities, showing that his construction yields spaces which are equidimensional of the same dimension as weight space. In this article we develop new tools to analyze the situation for general groups.
To describe our results, we first introduce some notation. Fix a reductive Q-group scheme G with G der (R) noncompact, and fix a prime p such that G is split over Q p . Choose a Borel subgroup B = T N and Iwahori subgroup I of G(Q p ). Let W = Hom cts (T (Z p ), G m )
an be the rigid analytic space of p-adically continuous characters of T (Z p ); as a rigid space, W is a disjoint union of open balls, each of dimension equal to the rank of G.
1 Multiplication of characters gives W the structure of a rigid analytic group. Given a continuous character λ : T (Z p ) → Q p × , we also denote the corresponding point of W(Q p ) by λ. A weight λ is arithmetic if λ = λ alg ε where λ alg is a B-dominant algebraic character of T and ε is a character of finite order. In §2.1 we define, given an arbitrary affinoid open subset Ω ⊂ W and an integer s ≫ 0, an orthonormalizable Banach A(Ω)-module A Let K ∞ be a maximal compact subgroup of G(R), and let Z ∞ be the real points of the center of G. For any open compact subgroup K p ⊂ G(A p f ) in the prime-to-p finite adeles of G, the modules A Ω and D Ω give rise to local systems on the Shimura manifold Y (K p I) = G(Q)\G(A)/K p IK ∞ Z ∞ . If M is any I-module, we write H * (K p , M ) and H * (K p , M ) for the homology and cohomology of the local system induced by M on Y (K p I). Ash and Stevens showed that the maps D λ → V λ give rise to degree-preserving Hecke-equivariant morphisms
with cokernel contained in the space of forms of "critical slope". The target, by Matsushima's formula and its generalizations, is isomorphic as a Hecke module to a finite-dimensional space of classical automorphic forms; the source, on the other hand, is much larger. In the case of G = GL 2 /Q, fundamental unpublished work of Stevens asserts that the modules H 1 (K p , D λ ) contain exactly the same finite-slope Hecke data as spaces of p-adic overconvergent modular forms, and that H 1 (K p , D Ω ) interpolates the H 1 (K p , D λ )'s in a natural way. In general, the overconvergent cohomology modules H * (K p , D λ ) and their interpolations H * (K p , D Ω ) seem to be an excellent surrogate for spaces of overconvergent p-adic modular forms.
Our first main result is an analogue of the universal coefficients theorem for overconvergent cohomology. As the duality functor Hom A(Ω) (−, A(Ω)) is far from exact, this result naturally takes the form of a spectral sequence. Before stating it, though, we need to explain one key difficulty. The structure of the individual A(Ω)-modules H i (K p , A Ω ) and H i (K p , D Ω ) is very mysterious; in general they are not flat or finitely generated over A(Ω), and it seems unclear whether they're even Hausdorff in their natural topology. More precisely, H * (K p , A Ω ) is the homology of a non-canonical chain complex C • (K p , A Ω ) of topological A(Ω)-modules, and there's no particular reason for the boundaries of this complex to form a closed subspace of the cycles. To avoid this difficulty, as well the fact that the derived functors of Hom cts A(Ω) (−, A(Ω)) only make sense in the setting of relative homological algebra, we appeal to the theory of slope decompositions. More precisely, we define in §2.1 a monoid ∆ ⊂ G(Q p ) containing I which acts on the modules described above and extends their I-actions, and a submonoid ∆ + ⊂ ∆ which acts completely continuously. The Hecke algebra A p = H Qp (I\∆/I) is commutative, and we define
this is a commutative, non-Noetherian Q p -algebra, which acts on homology and cohomology in the usual way. For any element t ∈ ∆ + , we set U t := [ItI] ∈ T(K p ) and refer to U t as a controlling operator, in analogy with the classical U p -operator of Atkin and Lehner and its fundamental role in the theory of overconvergent modular forms. In §2.2 we explain how to lift the operator U t from homology to a compact A(Ω)-linear operatorŨ t on the chain complex C • (K p , A Ω ). By combining some remarkable results of Buzzard and Ash-Stevens, we find that for any given rational number h = a/b ∈ Q ≥0 and any point x ∈ W, there is an affinoid Ω ⊂ W containing x together with a slope-≤ h decomposition 
with H * (K p , A Ω ) ≤h finitely presented as an A(Ω)-module. We define a slope datum as a triple (U t , Ω, h) where U t is a controlling operator, Ω ⊂ W is a connected affinoid open subset, and h ∈ Q ≥0 is such that C • (K p , A Ω ) admits a slope-≤ h decomposition for theŨ t -action. For the actual construction of eigenvarieties the choice of a controlling operator U t is immaterial (and for many groups there is a canonical choice), so we shall sometimes implicitly fix a controlling operator and then refer to the pair (Ω, h) as a slope datum.
Theorem 1.1. Fix a slope datum (U t , Ω, h), and let Σ ⊆ Ω be an arbitrary rigid Zariski closed subspace. Then H * (K p , D Σ ) admits a slope-≤ h decomposition, and there is a convergent first quadrant spectral sequence
Furthermore, there is a convergent second quadrant spectral sequence
In addition, there are analogous spectral sequences relating Borel-Moore homology with compactly supported cohomology, and boundary homology with boundary cohomology, and there are morphisms between the spectral sequences compatible with the morphisms between these different cohomology theories. Finally, the spectral sequences and the morphisms between them are equivariant for the natural Hecke actions on their E 2 pages and abutments; more succinctly, they are spectral sequences of T(K p )-modules. When no ambiguity is likely, we will refer to the two spectral sequences of Theorem 1.1 as "the Ext spectral sequence" and "the Tor spectral sequence." We wish to emphasize that, unlike most familiar spectral sequences of universal coefficients type, these sequences have no particular reason to degenerate. However, the payoff of understanding their E 2 pages is very great: this knowledge is enough to calculate the dimensions of eigenvarieties. With the spectral sequences in hand, we prove the following basic result.
has a discrete series, in which case they are torsion for all i =
Some precursors of Theorem 1.2.ii were discovered by Hida (Theorem 5.2 of [Hid94] , about which more below) and Ash-Pollack-Stevens [APS08] . We should note that in proving the non-faithfulness of
we make crucial use of the homology module H * (K p , A Ω ) ≤h and the Ext spectral sequence, and we don't know how to prove this result by working solely with D Ω . This is a basic example of the benefit of treating the modules A Ω and D Ω on an equal footing.
Before turning to explain our motivations, let us say a word about the proof of the Ext spectral sequence of Theorem 1.1, the Tor spectral sequence being very similar. Given a commutative ring R, an ideal a ⊂ R, an R-module M , and a chain complex C • of projective R-modules, there is a quite general convergent spectral sequence
This result, however, isn't directly applicable towards proving Theorem 1.1 because we don't know whether or not A s Ω is a projective A(Ω)-module.
3 Fortunately, the theory of slope decompositions implies that C • (K p , A Ω ) ≤h is a complex of finite flat and hence projective A(Ω)-modules, from which Theorem 1.1 follows easily except for the assertion regarding Hecke equivariance. This latter property is absolutely crucial for applications, since it allows one to localize the entire spectral sequence at any ideal in the Hecke algebra. We proceed by constructing a homotopy action of T(K p ) directly on the complex C • (K p , A Ω ) ≤h and making use of a derived-categorical point of view. Granted the preliminary materials of §2, the proof of Theorem 1.1 is actually rather short, and we refer the reader to §3 for details.
The geometry of eigenvarieties
Our main motivation for Theorem 1.1 is the problem, broadly speaking, of analyzing the geometry of eigenvarieties. To describe the spaces we have in mind, fix a controlling operator U t . For any slope datum (Ω, h) we define T Ω,h (K p ) as the finite commutative A(Ω)-algebra generated by the image of
where M = ker φ. Theorem 1.3. There is a separated Q p -rigid analytic space X = X (K p ) equipped with a (not necessarily surjective) morphism w : X → W, locally finite in the domain over its image, with the following properties:
i. There is a canonical algebra homomorphism ψ : 
≤1
of power-bounded functions. ii. Given any Q p -algebra homomorphism φ :
<∞ is nonzero if and only if there is a point x ∈ X with w(x) = λ such that the diagram
iii. The affinoid rigid spaces X Ω,h = SpT Ω,h (K p ) admissibly cover X as (Ω, h) runs over all slope data.
iv. For each degree n, the
v. The space X is independent of the choice of controlling operator U t used in its construction. In other words, X analytically parametrizes the finite-slope eigenpackets occuring in H * (K p , D λ ) as λ varies over weight space. We sketch the construction of X in §3.2 -we stress, however, that none of the key ideas in this construction are due to us: they are due to Coleman-Mazur, Buzzard, and Ash-Stevens. We also note that for some groups, we can describe a canonical rigid subgroup W 0 ⊂ W, the space of null weights, together with a group-theoretic splitting W → W 0 and a universal character
Restricting to the space X 0 amounts to factoring out wild twists, and is analogous to the Sen null space in Galois deformation theory. When G = GL n /Q and T = diag(t 1 , . . . , t n ) is the standard maximal torus, W 0 is simply the space of characters trivial on the one-parameter subgroup diag(1, . . . , 1, t n ). The first sign the construction described in Theorem 1.3 is worth consideration is probably the following theorem, which is due to Stevens [Ste00] and Bellaïche [Bel12] .
In general, when G der (R) has a discrete series, standard limit multiplicity results yield an abundance of classical automorphic forms of essentially every arithmetic weight, and one expects that correspondingly every irreducible component X i of the eigenvariety X which contains a "suitably general" classical point has maximal dimension, namely dimX i = dimW = rankG. This numerical coincidence is characteristic of the groups for which G der (R) has a discrete series. More precisely, define the defect and the amplitude of G, respectively, as the integers
is zero if and only if G der (R) has a discrete series, and that algebraic representations with regular highest weight contribute to (g, K ∞ )-cohomology exactly in the unbroken range of degrees
matches the Hecke data of an algebraic automorphic representation π of G(A Q ), and x is regular if π ∞ contributes to (g, K ∞ )-cohomology with coefficients in an irreducible algebraic representation with regular highest weight. The definition of a non-critical classical point is rather more subtle and we defer it until §2.4. The following conjecture is a special case of a conjecture of Urban (Conjecture 5.7.3 of [Urb11] ). Conjecture 1.5. Every irreducible component X i of X (K p ) containing a cuspidal non-critical regular classical point has dimension dimW − l(G).
To put this conjecture in context, we note that the inequality dimX i ≥ dimW − l(G) is known. The idea for such a result is independently due to Stevens and Urban, whose proofs remain unpublished. On reading an earlier version of this paper, James Newton discovered a very short and elegant proof of this inequality, which is given here in Appendix B.
In any case, using the spectral sequences, we verify Conjecture 1.5 in many cases. Theorem 1.6.
i. If l(G) = 0, then Conjecture 1.5 is true, and if x ∈ X (K p ) is a cuspidal non-critical regular classical point, then X is smooth at x and the weight morphism w is étale at x.
ii. If l(G) = 1, then Conjecture 1.5 is true. Furthermore, if l(G) ≥ 1, then every irreducible component of X (K p ) containing a cuspidal non-critical regular classical point has dimension at most dimW − 1.
Some basic examples of groups with l(G) = 1 include GL 3 /Q and Res F/Q H where F is a number field with exactly one complex embedding and H is an F -inner form of GL 2 /F . In particular, we have the following corollary, which was our original motivation for this project. Corollary 1.7. Let F be an imaginary quadratic extension of Q, and let G = Res F/Q H where H is an F -inner form of GL 2 /F (possibly the split form). Then there is a two-dimensional space of null weights W 0 , and any component of the eigenvariety X 0 containing a cuspidal non-critical regular classical point is a rigid analytic curve.
In the ordinary case, Corollary 1.7 is a result of Hida ( §5-6 of [Hid94] ). In fact, we are able to give a much more precise description of the geometry of the eigenvariety in this case.
Theorem 1.8. Maintaining the notation and assumptions of Corollary 1.7, the eigenvariety X 0 is naturally a union of subspaces X over λ ∈ W 0 carries the eigenpackets T q → Nq · λ(q)η 1 (q) + η 2 (q), where η 1 and η 2 are certain finite-order Hecke characters of F of conductors dividing n.
iii. X cusp 0
is equidimensional of dimension one. The proofs of Theorem 1.2 and Theorem 1.6 systematically play the two spectral sequences against each other, and are curiously intertwined with the details of the construction of X (K p ); in particular, we make crucial use of a non-canonical intermediate rigid analytic space Z which depends heavily on the chain complex C • (K p , −). We also appeal to a simple but powerful analytic continuation principle: if X is an equidimensional rigid analytic space and F is a coherent analytic sheaf over X such that SuppF contains some admissible open subset, then SuppF contains an entire irreducible component of X .
The relation to other incarnations of p-adic automorphic forms
It seems pertinent for us to make some remarks on the relation between overconvergent cohomology and other constructions of p-adic automorphic forms and eigenvarieties.
Aside from overconvergent cohomology, the other main approach to a "cohomological" construction of eigenvarieties is Emerton's completed cohomology [Eme06, CE12] . We briefly review the main definitions. Fix a tame level K p and an open compact subgroup K p ⊂ G(Q p ), and choose a filtration
We make the definitions
We write H
BM i
and H i c for the obvious Borel-Moore and compactly supported variants. The natural K p -action on H i and H i extends to a continuous G(Q p )-action which is independent of the choice of K p (explaining our omission of K p from the notation). For each n, there are short exact sequences of continuous
In addition, for any fixed choice of K p , the K p -action on H i extends to a left action of the (Noetherian) completed group ring
which gives H i the structure of a finitely presented Λ-module. Finally, there is a spectral sequence of the form
The following theorem and conjecture are due to Calegari and Emerton. Theorem 1.9. Suppose G is semisimple. Then H i is a torsion Λ-module unless G(R) has a discrete series and i =
The reader will not fail to notice the very strong formal similarities between Theorem 1.2 and Theorem 1.9, and between Conjecture 1.5 and Conjecture 1.10. It seems very likely, to borrow a phrase from [CE12] , that this relation "is more than one of mere analogy." Some evidence for this has begun to accumulate: in a forthcoming paper [Han12a] we will construct Hecke-equivariant morphisms
(−) denotes the λ-isotypic subspace of Emerton's locally analytic Jacquet module, and (−) la denotes the functor of passage to Q p -locally analytic vectors defined in [ST03] . In many cases the morphisms φ n are injective. Furthermore, the φ n 's are defined as the edge maps of a spectral sequence -very different from those considered in this paper -which computes H * (K p , A λ ) using the continuous cohomology of the modules H * (K p ) la . On the other hand, the completed cohomology groups should contain much more data than overconvergent cohomology: completed cohomology is expected to pick up essentially every Galois representation, while overconvergent cohomology should only pick up the trianguline Galois representations. Thus it is not obvious, at least to this author, how direct a connection between Conjectures 1.5 and 1.10 might be expected. In any case, the two theories seem to play complementary roles: completed cohomology is amenable to the powerful methods of p-adic analytic representation theory, while overconvergent cohomology with its theory of slope decompositions is planted firmly in the world of finitely generated modules over Noetherian rings.
Finally, despite the title of this paper, the reader may have noticed a conspicuous absence of overconvergent modular forms in our discussion. Let us simply say that when G gives rise to Shimura varieties, we expect that the Hecke data occuring in spaces of overconvergent modular forms for G will also occur in overconvergent cohomology, and that Chenevier's interpolation theorem (Theorémè 1 of [Che05] ) will allow a fairly straightforward verification of this expectation whenever a "small slope forms are classical"-type theorem is available.
Notation and terminology
Our notation and terminology is mostly standard. In nonarchimedian functional analysis and rigid analytic geometry we essentially follow [BGR84] . In the body of the paper, k denotes an extension field of Q p , complete for its norm |•| k . If M and N are k-Banach spaces, we write L k (M, N ) for the space of continuous k-linear maps between M and N ; the operator norm
is a k-Banach space which furthermore is a commutative Noetherian k-algebra whose multiplication map is (jointly) continuous, we say A is a k-Banach algebra. An A-module M which is also a k-Banach space is a Banach A-module if the structure map A × M → M extends to a continuous map A ⊗ k M → M , or equivalently if the norm on M satisfies |am| M ≤ C|a| A |m| M for all a ∈ A and m ∈ M with some fixed constant C. For a topological ring R and topological R-modules M, N , we write L R (M, N ) for the R-module of continuous R-linear maps f : M → N . When A is a k-Banach algebra and M, N are Banach A-modules, we topologize L A (M, N ) via its natural Banach A-module structure. We write Ban A for the category whose objects are Banach A-modules and whose morphisms are elements of
If I is any set and A is a k-Banach algebra, we write c I (A) for the module of sequences a = (a i ) i∈I with |a i | A → 0; the norm |a| = sup i∈I |a i | A gives c I (A) the structure of a Banach A-module. If M is any Banach A-module, we say M is orthonormalizable if M is isomorphic to c I (A) for some I (such modules are called "potentially orthonormalizable" in [Buz07] ). If A is an affinoid algebra, then SpA, the affinoid space associated with A, denotes the locally G-ringed space (MaxA, O A ) where MaxA is the set of maximal ideals of A endowed with the Tate topology and O A is the extension of the assignment U → A U , for affinoid subdomains U ⊂ MaxA with representing algebras A U , to a structure sheaf on MaxA. If X is an affinoid space, we write A(X) for the coordinate ring of X. If A is reduced we equip A with the canonical supremum norm. If X is a rigid analytic space, we write O X (X) or O(X) for the ring of global sections of the structure sheaf on X. Given a point x ∈ X, we write m x for the corresponding maximal ideal in O X (U ) for any admissible affinoid open U ⊂ X containing x, and κ(x) for the residue field O X (U )/m x ; O X,x denotes the local ring of O X at x in the Tate topology, and O X,x denotes the m x -adic completion of O X,x .
In homological algebra our conventions follow [Wei94] . If R is a ring, we write K ? (R), ? ∈ {+, −, b, ∅} for the homotopy category of ?-bounded R-module complexes and D ? (R) for its derived category.
Background material
In §2.1- §2.3 we lay down some foundational notation and definitions; the ideas in these sections are entirely due to Ash and Stevens [AS08] , though our presentation differs somewhat in insignificant details.
Algebraic groups and overconvergent coefficient modules
Lie theoretic data Fix a prime p and a connected, reductive Q-group G; we suppose G/Q p is split and is the generic fiber of a smooth group scheme G/Z p . Fix a Borel B = T N , an opposite Borel B opp = T N opp , and a compatible Iwahori subgroup I ⊂ G(Z p ) ⊂ G(Q p ). Set X * = Hom(T, G m ) and X * = Hom(G m , T ), and let Φ and Φ + be the sets of roots and positive roots, respectively, for the Borel B. We write X * + for the cone of B-dominant weights; ρ ∈ X * ⊗ Z 1 2 Z denotes half the sum of the positive roots.
. Fix once and for all a group homomorphism σ :
If R is any Q p -Banach algebra and s is a nonnegative integer, the module A(N (Z p ), R) s of s-locally analytic R-valued functions on N (Z p ) is the R-module of continuous functions f :
Weights and Modules
The space of weights is the space W = Hom cts (T (Z p ), G m ); we briefly recall the rigid analytic structure on W, following the discussion in §3.4-3.5 of [AS08] . For any rational number r, we define
this is a Q p -affinoid algebra, and B[p r ] = SpQ p p r X is the Q p -rigid analytic disk of radius p r . Choose a monotone increasing sequence of rational numbers r = {r i } i∈N with r i < 0 and lim i→∞ r i = 0; the natural morphisms
, and we define the Q p -rigid analytic open unit disk B as the natural gluing of the B[p ri ]'s along these maps. The rigid structure on B is independent of the choice of rational sequence r. There is a natural isomorphism
, and we equip W with the unique rigid structure for which this is an isomorphism of rigid analytic spaces.
Let We turn now to the key definitions of this section. Given Ω ⊂ W admissible open, we write
× for the unique character it determines. We define s[Ω] as the minimal integer such that
By the Iwahori decomposition, restricting an element
and we regard A 
inherts a dual right action of ∆, and the operator δ ⋆ − for δ ∈ ∆ + likewise factors through the inclusion
where the direct limit is taken with respect to the natural compact, injective transition maps A 
Suppose Σ ⊂ Ω is a Zariski closed subspace; by Corollary 9.5.2/8 of [BGR84] , Σ arises from a surjection A(Ω) ։ A(Σ) with A(Σ) an affinoid algebra. We make the definitions
so the first isomorphism will follow if we can verify that the sequence
is exact on the right. Given a k-Banach space E, write b(E) for the Banach space of bounded sequences {(e i ) i∈N , sup i∈N |e i | E < ∞}. Choosing an orthonormal basis of A(N (Z p ), A(Ω)) s gives rise to an isometry L A(Ω) (A 
Tn defines a norm on T n /b. By Proposition 3.7.5/3 of [BGR84] , there is a unique Banach algebra structure on any affinoid algebra. Hence for any sequence (f i ) i∈N ∈ b(A(Σ)), we may choose a bounded sequence of lifts ( f i ) i∈N ∈ b(T n ); reducing the latter sequence modulo b Ω , we are done. Taking inverse limits in the sequence we just proved to be exact, the second isomorphism follows.
For any complete extension k/Q p , let A G (k) denote the ring of k-valued algebraic functions on G(Q p ); we write
extends to a well-defined algebraic function v λ ∈ A G . By the Borel-Weil-Bott theorem, the Q p [N (Q p )]-orbit of v λ spans a canonical copy of V λ inside A G with v λ a highest weight vector. More generally, suppose λ ∈ W(k) is an arithmetic weight, with λ = λ alg · ǫ. Let s = s[λ] be the smallest integer such that T s ⊆ ker ǫ. Let Λ s ⊂ Λ be the monoid generated by Λ ∩ ker σ and T s , and set
extends to a well-defined right action of ∆ on V λ alg , and the map
, we calculate
1 , the ⋆-actions are simply the usual actions, and we have
The case of GL n /Q p
We examine the case of GL n in detail. We choose B and B opp as the upper and lower triangular Borel subgroups, respectively, and we identify T with diagonal matrices. The splitting σ is canonically induced from the homomorphism
n , we canonically identify a character λ : T (Z p ) → R × with the n-tuple of characters (λ 1 , . . . , λ n ) where
Dominant weights are identified with characters λ = (λ 1 , . . . , λ n ) with λ i (x) = x ki for integers
We want to explain how to "twist away" one dimension's worth of weights in a canonical fashion. For any Ω ⊂ W, a simple calculation shows that the ⋆-action of ∆ on A s Ω is given explicitly by the formula
Given 1 ≤ i ≤ n, let m i (g) denote the determinant of the upper-left i-by-i block of g ∈ GL n . For any g ∈ ∆, a pleasant calculation left to the reader shows that
In particular, writing
is a congruence lattice which satisfies det Γ = 1, this descends to an isomorphism of Hecke modules
As such we define the null space W 0 ⊂ W as the subspace of weights which are trivial on the one-parameter subgroup diag(1, . . . , 1, x) , with its induced rigid analytic structure. Restricting our attention to weights in the null space amounts to factoring out central twists by "wild" characters.
In the case of GL 2 we can be even more explicit. Here ∆ is generated by the center of G(Q p ) and by the monoid
Another simple calculation shows that the center of G(Q p ) acts on A s λ through the character z → λ(σ(z)), while the monoid Σ 0 (p) acts via
exactly as in [Ste94] .
Remarks. There are some subtle differences between the different modules we have defined. The assignment Ω → A Ω describes a presheaf over W, and the modules A D Ω forms a presheaf over weight space, but of course is not the continuous dual of A Ω . Despite these differences, the practical choice to work with one module or the other is really a matter of taste: for any λ ∈ Ω(Q p ), there are isomorphisms
and in point of fact the slope-≤ h subspaces of
, when they are defined, are canonically isomorphic as Hecke modules, as we show in Proposition 2.4.6 below. One of our implicit goals in this paper is to demonstrate the feasibility of working successfully with the modules D Ω by treating the dual modules A Ω on an equal footing.
Shimura manifolds and cohomology of local systems
In this section we set up our conventions for the homology and cohomology of local systems on Shimura manifolds. Following [AS08], we compute homology and cohomology using two different families of resolutions: some extremely large "adelic" resolutions which have the advantage of making the Hecke action transparent, and resolutions with good finiteness properties constructed from simplicial decompositions of the Borel-Serre compactifications of locally symmetric spaces.
Resolutions and complexes
Let G/Q be a connected reductive group. Let G(R)
• denote the connected component of G(R) containing the identity element, with G(Q)
• . Fix a maximal compact subgroup K ∞ ⊂ G(R) with K • ∞ the connected component containing the identity, and let Z ∞ denote the real points of a maximal Q-split torus contained in the center of G. Given an open compact subgroup K f ⊂ G(A f ), we define the Shimura manifold of level K f by
This is a possibly disconnected Riemannian orbifold. By strong approximation there is a finite set of elements γ(K f ) = {x i , x i ∈ G(A f )} with
i , we have a decomposition
where
• ∞ Z ∞ is the symmetric space associated with G. We shall assume for the remainder of this paper that K f is neat: the image of each Γ(x i ) in G ad (R) is torsion-free, in which case Y (K f ) is a smooth manifold. If N is any right K f -module, the double quotient 
which in turn induces an isomorphism
and passing to cohomology we have
as desired.
For each x i ∈ γ(K f ), we choose a finite resolution
modules of finite rank as well as a homotopy equivalence
We shall refer to the resolution F • (x i ) as a Borel-Serre resolution; the existence of such resolutions follows from taking a finite simplicial decomposition of the Borel-Serre compactification of Γ(x i )\D ∞ . Setting
the maps f i , g i induce homotopy equivalences
and
We refer to the complexes C • (K f , −) and C • (K f , −) as Borel-Serre complexes, and we refer to these complexes together with a fixed set of homotopy equivalences {f i , g i } as augmented Borel-Serre complexes.
Hecke operators
Suppose now that R is a commutative ring, ∆ ⊂ G(A f ) is a monoid containing K f , and M is a left
is naturally identified with the K f -coinvariants of this action. Given any double coset K f δK f = j K f δ j , the action defined on pure tensors by the formula
induces a well-defined algebra homomorphism
This action commutes with the boundary maps, and induces the usual Hecke action defined by correspondences on cohomology. The map
is well-defined, since f * and g * are well-defined up to homotopy equivalence. For any Hecke operator T , we will abbreviateξ(T ) byT . Note that any individual liftT is well-defined in End R (C • (K f , M )), but if T 1 and T 2 commute in the abstract Hecke algebra,T 1T2 andT 2T1 will typically only commute up to homotopy. Likewise, if N is a right ∆-module, the complex Hom Z[G(Q)] (C • (D A ), N ) receives a natural ∆-action via the formula φ|δ = φ(σδ −1 )δ, and C
• ad (K f , N ) is naturally the K f -invariants of this action. The formula
yields an algebra homomorphism ξ : N ) ) which induces the usual Hecke action on cohomology, andξ = f
. It is extremely important for us that these Hecke actions are compatible with the duality isomorphism
where P is any R-module.
Slope decompositions of modules and complexes
Here we review the very general notion of slope decomposition introduced in [AS08] . Let A be a k-Banach algebra, and let M be an A-module equipped with an A-linear endomorphism u : M → M (for short, "an A[u]-module"). Fix a rational number h ∈ Q ≥0 . We say a polynomial Q ∈ A[x] is multiplicative if the leading coefficient of Q is a unit in A, and that Q has slope ≤ h if every edge of the Newton polygon of Q has slope ≤ h. Write Q * (x) = x deg Q Q(1/x). An element m ∈ M has slope ≤ h if there is a multiplicative polynomial Q ∈ A[T ] of slope ≤ h such that Q * (u) · m = 0. Let M ≤h be the set of elements of M of slope ≤ h; according to Proposition 4.6.2 of loc. cit., M ≤h is an A-submodule of M .
Definition 2.3.
such that M ≤h is a finitely generated A-module and the map Q * (u) : M >h → M >h is an A-module isomorphism for every multiplicative polynomial Q ∈ A[T ] of slope ≤ h.
The following proposition summarizes the fundamental results on slope decompositions. 
Proof. This is a rephrasing of (a specific case of) Proposition 4.1.2 of loc. cit. Suppose now that A is a reduced affinoid algebra, M is an orthonormalizable Banach A-module, and u is a compact operator. Let
denote the Fredholm determinant for the u-action on M . We say F admits a slope-≤ h factorization if we can write F (T ) = Q(T ) · R(T ) where Q is a multiplicative polynomial of slope ≤ h and
is an entire power series of slope > h. Theorem 3.3 of [Buz07] guarantees that F admits a slope-≤ h factorization if and only if M admits a slope-≤ h decomposition. Furthermore, given a slope-≤ h factorization F (T ) = Q(T ) · R(T ), we obtain the slope-≤ h decomposition of M upon setting M ≤h = {m ∈ M |Q * (u) · m = 0}, and M ≤h in this case is a finite flat A-module upon which u acts invertibly. Proof. This is an immediate consequence of the A-linearity of the u-action and the fact that − ⊗ A N and L A (−, N ) commute with finite direct sums.
Overconvergent (co)homology
In this section we establish some foundational results on overconvergent cohomology. These results likely follow from the formalism introduced in Chapter 5 of [AS08] , but we give different proofs. We use the notations introduced in §2.1- §2.3.
Fix a connected, reductive group G/Q with G/Q p split, and fix a tame level
; in the presence of overconvergent coefficient modules, we always take our wild level subgroup of G(Q p ) to be I, which we drop from the notation, writing e.g. 
denote its Fredholm determinant. We say
s Ω ) admits a slope-≤ h decomposition for theŨ t action for some s ≥ s[Ω]; we shall see shortly that this agrees with the definition given in the introduction. 
is an affinoid subdomain of Ω, then there is a canonical isomorphism
is independent of s, we simply write F Ω (T ). Suppose we are given a slope-
. By Proposition 2.3.1, the injection
gives rise to a canonical injection
s Ω ) ≤h , and its image factors through ρ s , so ρ s is surjective and hence bijective. This proves the first claim.
For the second claim, by Proposition 2.3.3 we have
The importance of drawing diagrams like this seems to have first been realized by Hida. so the result now follows from the first claim. Proposition 2.4.3. Given a slope datum (U t , Ω, h) and an affinoid subdomain Ω ′ ⊂ Ω, there is a canonical isomorphism
commutes with taking the homology of any complex of A(Ω)-modules. Thus we calculate
where the third line follows from Proposition 2.3.3. Proposition 2.4.4. Given a slope datum (U t , Ω, h), the complex C • (K p , A Ω ) and the homology module H * (K p , A Ω ) admit slope-≤ h decompositions, and there is an isomorphism
Proof. For any fixed s ≥ s[Ω], we calculate
with the third line following from Proposition 2.4.2. The two summands in the third line naturally form the components of a slope-≤ h decomposition, so passing to homology yields the first sentence of the proposition, and the second sentence then follows immediately from Proposition 2.4.3. We're now in a position to prove the subtler cohomology analogue of Proposition 2.4.4. Proposition 2.4.5. Given a slope datum (U t , Ω, h) and a rigid Zariski-closed subset Σ ⊂ Ω, the complex C
• (K p , D Σ ) and the cohomology module H * (K p , D Σ ) admit slope-≤ h decompositions, and there is an isomorphism
Proof. By a topological version of the duality stated in the final paragraph of §2.2, we have a natural isomorphism
s Ω ) admits a slope-≤ h decomposition, so we calculate
By Proposition 2.4.2, passing to the inverse limit over s in this isomorphism yields a slope-≤ h decomposition of
. This proves the first sentence of the proposition.
For the second sentence, we first note that since
is an isomorphism by Lemma 2.2 of [Buz07] . Next, note that if R is a commutative ring, S is a flat Ralgebra, and M, N are R-modules with M finitely presented, the natural map
is an isomorphism. With these two facts in hand, we calculate as follows:
where the third line follows from Proposition 2.3.3. Passing to cohomology, the result follows as in the proof of Proposition 2.4.3.
Recall from the end of §2.1 the alternate module of distributionsD Ω . For completeness's sake, we sketch the following result.
Proposition 2.4.6. If the complexes C
both admit slope-≤ h decompositions for theŨ t -action, the natural mapD Ω → D Ω induces an isomorphism
where the first and fourth lines follow by Proposition 2.3.3. Thus φ mod m λ is an isomorphism in the category of A(Ω)/m λ -module complexes. Writing C • (φ) for the cone of φ, we have an exact triangle 
/m λ is acyclic, which in turn implies that m λ is not contained in the support of H * (C • (φ)). But m λ is an arbitrary maximal ideal in A(Ω), so Nakayama's lemma now shows that H * (C • (φ)) vanishes identically. Thus C • (φ) is acyclic and φ is a quasi-isomorphism as desired.
We now recall a fundamental theorem of Ash-Stevens and Urban (Theorem 6.4.1 of [AS08], Proposition 4.3.10 of [Urb11] ) relating overconvergent cohomology classes of small slope to classical automorphic forms. The possibility of such a result was largely the original raison d'etre of overconvergent cohomology. For any weight λ ∈ W(Q p ) we define the finite slope subspace
, where U t is any controlling operator. This definition is independent of the choice of t. Now suppose λ is an arithmetic weight, and let k be the finite Galois extension of Q p generated by the values of λ. We write λ = λ alg ε where λ alg ∈ X * + and ε : T (Z p ) → k × is a finite order character. Given w ∈ W , write w λ alg for the character
, and let T λ be the projective limit lim ∞←h T λ,h . If φ : T λ → Q p is an eigenpacket, the semigroup character
extends uniquely to a character µ φ :
Definition 2.4.7. Fix a controlling operator U t , t ∈ Λ. Given an arithmetic weight λ = λ alg ε, a rational number h is a small slope for λ if
fs is a numerically non-critical eigenclass, the morphism
is a Hecke-equivariant isomorphism on the φ-generalized eigenspace for any c ≥ c(ε). More generally, suppose φ : T(K p ) → Q p is an eigenpacket associated with a classical algebraic automorphic representation of weight λ alg . We say φ has finite slope if φ(U t ) = 0 for some controlling operator. Choosing h ≥ v p (φ(U t )), we define φ to be non-critical if the map
induces a Hecke-equivariant isomorphism on the φ-generalized eigenspaces. According to Theorem 2.4.8, every numerically non-critical eigenpacket is non-critical. However, all known examples point to the suspicion that numerically critical cuspidal eigenpackets are typically non-critical, with the critical cuspidal eigenpackets rising via functorial maps from smaller groups.
Proofs of the main results
Fix a choice of a tame level K p and an augmented Borel-Serre complex C • (K p , −).
Proof of Theorem 1.1
The spectral sequences Fix a rigid Zariski closed subset Σ ⊂ Ω. By the isomorphisms proved in §2.4, it suffices to construct a spectral sequence Ext
. From Proposition 2.4.5, we have a natural isomorphism
s Ω ) denote the canonical inclusion, and π : 
≤h is a complex of projective A(Ω)-modules, this isomorphism in turn induces an isomorphism 
• is a chain complex of R-modules equipped with an algebra homomorphism ϕ : S → End K(R) (C • ) and N is any R-module, ϕ induces a natural S-module structure on the homology groups H * (C • ) and the hyperext groups Ext * R (C • , N ), and the hyperext spectral sequence
is a spectral sequence of S-modules. The result follows.
For the Tor spectral sequence, the isomorphism
, and the result follows analogously from the hypertor spectral sequence Tor
Remark 3.1.1. If (Ω, h) is a slope datum, Σ 1 is Zariski-closed in Ω, and Σ 2 is Zariski-closed in Σ 1 , the transitivity of the derived tensor product yields an isomorphism
which induces a relative version of the Tor spectral sequence, namely
This spectral sequence plays an important role in Newton's Appendix.
The boundary and Borel-Moore/compactly supported spectral sequences Recall the complex C • (K p , −) was defined by choosing a triangulation of the Borel-Serre compactification
The induced triangulation of the boundary yields a complex
inducing the usual morphism on homology. The boundary and Borel-Moore/compactly supported sequences, and the morphisms between them, follow from beholding the diagram
in which the horizontal arrows are quasi-isomorphisms, the columns are exact triangles in D b (A(Ω)), and the diagram commutes up to homotopy for the natural action of T(K p ).
A construction of eigenvarieties
In this section we briefly sketch the construction of the rigid spaces X (K p ) described in Theorem 1.3.
Step One: the spectral variety and its covering. Fix a controlling operator U = U t . Given Ω ⊂ W an admissible open affinoid and s ≥ s[Ω], let F Ω (T ) = ∞ n=0 a n,Ω T n ∈ A(Ω){{T }} be the characteristic power series ofŨ acting on the complex
, a simple calculation gives a n,Ω | Ω ′ = a n,Ω ′ . By Tate's acyclicity theorem there exist unique elements a n ∈ O(W) such that F (T ) = ∞ n=0 a n T n ∈ O(W){{T }} restricts to F Ω (T ) on any admissible affinoid open subset Ω ⊂ W. The zero locus of F (T ) cuts out a Fredholm hypersurface Z ⊂ W × A 1 , and we regard Z as a locally G-ringed space in the usual way (cf. [Con99] for a thorough treatment of Fredholm hypersurfaces). Given a connected affinoid Ω ⊂ W and a rational h ∈ Q ≥0 , define the admissible open
The morphism Z Ω,h → Ω is flat but not necessarily finite. Let C ov be the set of Z Ω,h 's such that Z Ω,h → Ω is finite flat. The significance of the finiteness condition is that Z Ω,h is finite if and only if
Z Ω,h is finite flat if and only if it is disconnected from its complement in Z Ω,∞ , if and only if F Ω admits a slope-≤ h factorization
Note that by Proposition 2.3.2, every point z ∈ Z is contained in some Z Ω,h with Z Ω,h ∈ C ov. By a fundamental theorem of Buzzard (Lemma 4.5 and Theorem 4.6 of [Buz07] ), the elements of C ov form an admissible covering of Z.
Step Two: the cocycle condition.
we necessarily have Ω ′ ⊆ Ω, and we may assume h
We now trace through the following sequence of canonical isomorphisms:
The fourth line here follows from Proposition 2.4.5.
Step Three: coherent O-modules.
In particular, the functor − ⊗ A(Z Ω,h ) A(Z Ω ′ ,h ′ ) commutes with taking cohomology of any complex of A(Z Ω,h )-modules. Hence, taking cohomology in the isomorphism of step three yields a canonical isomorphism
Step One, Case Two: G has a discrete series. The idea is the same as Case One, but with N h replaced by R h , the set of arithmetic weights with regular algebraic part for which h is a small slope. For these weights, Proposition 2.4.8 and Matsushima's formula together with known results on (g, K ∞ )-cohomology (see e.g. Sections 4-5 of [LS04] ) implies that
The result follows.
Step Two. We maintain the notation of §3.2. As in that subsection, H n (K p , D Ω ) ≤h glues together over the affinoids Z Ω,h ∈ C ov into a coherent O Z -module sheaf M n , and in particular, the support of M n is a closed analytic subset of Z. Let π : Z → W denote the natural projection. For any 
dividing F (T ). I claim the image of Z 0 under π is Zariski-open in W. Indeed, by Lemma 1.3.2 of [CM98] , the fiber Z 0 ∩ π −1 (λ) is empty for a given λ ∈ W if and only if ω j ∈ m λ for all j, if and only if I = (ω 1 , ω 2 , ω 3 , . . . ) ⊂ m λ . The ideal I ⊂ O(W) is naturally identified with the global sections of a coherent ideal sheaf over W, which cuts out a closed analytic subset V (I ) in the usual way; the complement of V (I ) is precisely π * Z 0 . Fix an arithmetic weight λ 0 ∈ π * Z 0 . For some sufficiently large h 0 and some affinoid Ω 0 containing λ 0 , Z Ω0,h0 will contain Z Ω0,h0 ∩ Z 0 as a nonempty union of irreducible components, and the latter intersection will be finite flat over
is faithful, so by Step One G der (R) has a discrete series and n = 1 2 dimG(R)/Z ∞ K ∞ .
Some cases of Urban's conjecture
In this subsection we prove Theorem 1.6. By the basic properties of irreducible components together with the construction given in §3.2, it suffices to work locally over a fixed Z Ω,h ∈ C ov. Suppose φ : T Ω,h → Q p is an eigenpacket corresponding to a cuspidal non-critical regular classical point x ∈ X Ω,h . Set M = ker φ, and let m = m λ be the contraction of M to A(Ω). Let P ⊂ T Ω,h be any minimal prime contained in M, and let ℘ be its contraction to a prime in A(Ω). The ring T Ω,h /P is a finite integral extension of A(Ω)/℘, so both rings have the same dimension. In particular, Conjecture 1.5 follows from the equality ht℘ = l(G); this latter equality is what we prove.
at every prime over p. Set G = Res F/Q D × ; if R is an associative Q-algebra, we shall identify
× without particular comment. In particular, there is an isomorphism
The weight space for G is simply the product W (1) × W (2) of two copies of the weight space W for GL 2 /Q p . We define the null space W 0 for G as the product of null subspaces W
Given a finite place v, we write p v for the associated prime ideal of O F and O v for the v-adic completion of O F . Given two ideals m, n ⊂ O F prime to d, we define an open compact subgroup
to show that for any b = 0, the only t * b -fixed element of D s is the zero distribution. By Theorem 1.7.8 of [Col] , the Amice transform
defines an isometric isomorphism of D s onto the ring
where R s is equipped with the norm |ρ| = sup n |b n (ρ)|p
. The ring R s is an integral domain and injects densely into the Frechet algebra of power series which converge on the open disk |T | < p
, whence A µ (T ) = 0 and µ = 0 as desired. Proof of Theorem 4.1. Choose a slope datum (Ω, h) with Ω ⊂ W 0 . By Theorem 1.2, H * (n, A Ω ) ≤h and H * (n, D Ω ) ≤h are torsion A(Ω)-modules. We examine the Tor spectral sequence for Σ = λ ∈ Ω an arbitrary weight; the sequence reads
For each prime l ∤ nd, choose a uniformizer ̟ l of O v l and let T l be the double coset operator associated with the matrix 1 ̟ l . For l ∤ ndp, let S l be the double coset operator of
We define the n-new subspace H 2 (n, D λ ) n−new of H 2 (n, D λ ) by intersecting the kernels of the various level-lowering maps into H 2 (n ′ , D λ ) ⊕2 for varying n ′ |n in the usual way. Write T new λ (n) for subalgebra of End k (H 2 (n, D λ ) <∞ ) generated by T l for all l ∤ nd and by S l for all l ∤ ndp. Conjecture. Given a k-algebra homomorphism π : T new λ (n) → C p , there is a continuous semisimple Galois representation ρ π : G F → GL 2 (C p ), unique up to conjugation, satisfying the following properties:
i. For any l ∤ np, trρ π (Frob l ) = π(T l ) and detρ(Frob l ) = Nm(l)π(S l ).
ii. The prime-to-p Artin conductor of ρ π divides nd.
iii. The Hodge-Tate-Sen weights of ρ π at the decomposition groups over p are {0, δ(λ 1 ) + 1} and {0, δ(λ 2 ) + 1} .
iv. The representation ρ π |D p is trianguline for all p|p. Next, recall that our group G is the inner form of Res F/Q GL 2 associated with the quaternion algebra of discriminant d, where d is a squarefree ideal prime to p and divisible by an even number of prime ideals. Given a slope datum, let T d Ω,h (n) denote the subalgebra of End A(Ω) (H 2 (n, D Ω ) ≤h ) generated by T l for all l ∤ nd and by S l for all l ∤ ndp. We wish to formulate a Jacquet-Langlands conjecture relating the algebra T Conjecture. There is an A(Ω)-algebra isomorphism
A Some commutative algebra
In this appendix we collect some results relating the projective dimension of a module M and its localizations, the nonvanishing of certain Tor and Ext groups, and the heights of the associated primes of M . We also briefly recall the definition of a perfect module, and explain their basic properties. These results are presumably well-known to experts, but they are not given in our basic reference [Mat89] . Throughout this subsection, R is a commutative Noetherian ring and M is a finite R-module. Our notations follow [Mat89] , with one addition: we write mSupp(M ) for the set of maximal ideals in Supp(M ).
Proposition A.1. There is an equivalence For the second claim, we first note that if S is a local ring and N is a finite S-module with projdim S (N ) < ∞, then projdim S (N ) = sup{i|Ext 
B The dimension of regular cuspidal components
by James Newton
6
In this appendix we use the results of the above article to give some additional evidence for Conjecture 1.5. In the notation and terminology of Section 1 above, we prove Proposition B.1. Any irreducible component of X (K p ) containing a cuspidal non-critical regular classical point has dimension at least dim(W) − l(G).
Note that Proposition 5.7.4 of [Urb11] implies that at least one of these components has dimension at least dim(W) − l(G). This is stated without proof in that reference, and is due to G. Stevens and E. Urban. We learned the idea of the proof of this result from E. Urban -in this appendix we adapt that idea and make essential use of Theorem 1.1 (in particular the 'Tor spectral sequence') to provide a fairly simple proof of Proposition B.1.
We place ourselves in the setting of Section 1. In particular, G is a reductive group over Q, which is split over Q p . Fix an open compact subgroup K p ⊂ G(A p f ) and a slope datum (U t , Ω, h). Set q = q(G), l = l(G) (these quantities are defined in the paragraph before the statement of Conjecture 1.5), and suppose that M is a maximal ideal of T Ω,h (K p ) corresponding to a cuspidal non-critical
