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1 Introduction
In this paper, we consider mathematical techniques for locating cellular structures in digital images generated
via electron microscopy. We approach this problem in two steps: a pre-processing denoising stage and a
segmentation stage. For image denoising, we will limit our discussion to Partial Differential Equation (PDE)
based methods, primarily focusing on diffusion and total variation methods. Segmentation will also be
accomplished via PDE methods. Combining these two stages, we can automatically extract some cellular
structures from images produced by electron microscopes. We will then look at the parallelization of these
techniques for computing on a cluster computer environment and provide a basic analysis of the performance
of the parallel code.
1.1 Digital Images Generated via Electron Microscopy
Biologists in the Molecular, Cellular, and Developmental Biology (MCDB) department on the University of
Colorado at Boulder campus are interested in creating three-dimensional models of cellular structures. The
first step in this process is acquiring a set of images of a specimen using an electron microscope. Using this
dataset, they then create three-dimensional models of the cell structures they are interested in studying [5].
Using these models, biologists hope to determine some relation between structures and their function [17].
By better understanding cellular structure and function, they hope to gain some insight into the behaviour
of diseases.
Unfortunately, these models are difficult to construct and are generally produced entirely by hand. This
is an extremely time consuming process that can take anywhere from weeks to months to complete. In this
work, we propose applying techniques from mathematical image processing to these sets of images in the
hopes of automating part or all of this process. Part of the difficulty in constructing these models arises
from the process used to obtain images from the electron microscope. First a sample must be obtained,
stained, and then either embedded in plastic or frozen before it is placed in the electron microscope. A lack
of uniformity in the staining can result is low or uneven contrast in the final image. The image itself is
produced by sending a beam of electrons through the sample. The electrons then scatter off of the material
and are detected by a fluorescent screen. The screen then converts the electrons to photons so that they
can be detected by CCD cameras. In order to ensure that the beam of electrons passes entirely through
the sample, a large amount of energy is needed. This can, in turn, damage the sample. In order to obtain
a three-dimensional image, the sample must then be rotated and this process repeated. Using these data,
1
a three-dimensional image of the sample can then be reconstructed. At each stage of the process we can
introduce “noise” (we will think of noise as unwanted or inaccurate information).
In addition to sources of noise present in the image generation process, the samples also contain a large
number of cellular structures that biologists simply are not interested in. In particular, the background of the
images generally appears grainy or speckled. Usually this would be attributed to statistical noise, however,
in our case this unevenness in the background color intensity is a result of cellular structures present in the
image, but we are simply not interested in these data. The combination of this noise with noise present from
the image generation process makes it difficult to obtain meaningful segmentations of images produced by
electron microscopes. As a result, we propose first pre-processing the image to remove some of the noise
and then segmenting the image into different regions that contain cell structures that we are interested in
studying.
1.2 Image Processing Techniques
We divide the image processing techniques that we consider into two main categories. Image denoising and
enhancement and image segmentation. The main goal in image denoising is to remove unwanted information
from the image. In our case, this will correspond to removing the cellular structures in the background of
the image that we are not interested in studying and trying to even the color contrast in the image, which
may be uneven due to the staining process. In image enhancement, we are looking to increase color contrast
and strengthen edges in an image. This will make it more apparent where main structures are located as
well as the division between them. Denoising and enhancement can generally be accomplished through a
single algorithm, and we will discuss methods for performing these tasks in §2.
The second major step in this project is to segment the image. The principle idea behind segmentation
is to divide the image into disjoint regions based on some set of criteria. Then end goal is to have the
cellular structures contained in one (or more) regions of the segmentation and the background of the image
in another separate region. Segmentation techniques will be discussed in §3. Computation issues related to
all of these algorithms will be discussed in §4. Section 5 provides examples of applying these algorithms to
images generated by an electron microscope. A brief discussion of the program produced to implement these
algorithms will be given in §6 followed by current and future work on this project in §7.
2 Image Denoising and Enhancement
A number of approaches have been proposed over the last 15 years to remove noise from images or enhance
features that are already present. The end goal is the same. These methods attempt to change the image in
such a way that the objects of interest in the image are clearly visible and easy to identify. We generally think
of denoising as a process that removes unwanted information from an image while enhancement generally
makes key features, such as boundaries between regions, more prominent. For our application, we must
consider algorithms that can perform both of these actions on an image. One of the most common techniques
that achieves these goals is anisotropic diffusion, discussed in §2.1. Other techniques based on shock filtering
and total variation have also seen wide spread use for image restoration and denoising, which we will discuss
in §2.2. It is currently unclear which approach is better suited to the analysis of cell images, and so we
propose looking at methods from these two areas in two-dimensions to determine the best approach for our
problem. A comparison of these methods in two dimensions is provided in §5.1. We also note that these
two general areas, anisotropic diffusion and total variation methods, are not the only options for cleaning
up digital images. Other PDE techniques exist based on treating the image as an embedded surface, see [3]
for a brief description. Different techniques using wavelets tools have also been applied to noise removal in
images, see [15]. We have limited ourselves to these two areas in the interests of time and complexity of the
associated algorithms. In particular, it has been suggested that PDE denoising methods are better suited to
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the analysis of three-dimenionsal data sets generated via electron microscopy than wavelet based methods
[11, 12].
2.1 Anisotropic Diffusion
The key idea behind anisotropic diffusion is a process that allows intra-region diffusion but prevents inter-
region diffusion. This should then allow for the creation of homogeneous regions separated by a sharp and
clearly defined boundary. Visually, this is quite important as the boundary between shapes allows us to
identify objects. Further, when attempting to segment an image, we will not be extremely successful if the
pre-processing step has caused us to lose the information we were originally looking for (the boundaries
between different objects).
2.1.1 The Perona and Malik Approach
In 1990, Perona and Malik proposed the first method for achieving this goal [24]. They propose solving a
differential equation of the following form,
∂u
∂t
= div
(
g
(
|∇u|2
)
∇u
)
. (1)
Boundary conditions in image processing methods can be somewhat tricky as there is no clear, intuitive
concept as to what should happen on the boundary of an image. For this reason, boundary conditions can
be somewhat arbitrary. For the duration of this paper we will always assume that ∂u∂~n = 0 on the boundary of
the image, unless otherwise stated. In their original work, Perona and Malik proposed the following functions
to limit diffusion between different regions in the image,
g(s2) = e−(s
2/κ2) (2)
g(s2) =
1
1 + s2κ2
. (3)
In 1998, Black et. al. noted the connection between the Perona and Malik formulation of anisotropic diffusion
and the field of robust statistics [4]. After realizing this relationship, they proposed that use of the Tukey
biweight as an edge stopping function will outperform equations (2) and (3). The Tukey biweight is given
by
g(s2) =
{ [
1− (s2/κ2)]2 , s2 ≤ κ
0, otherwise.
(4)
For all edge stopping functions g, the parameter κ controls the sensitivity of the algorithm to the presence
of an edge. In all cases, the Perona and Malik model simplifies to an isotropic diffusion process in the limit
as κ→∞.
The Perona and Malik approach to anisotropic diffusion is the simplest method available to us. The
numerical implementation is very straightforward using a simple finite difference scheme. For this reason,
we will use the Perona and Malik approach as a basis of comparison for all other denoising and enhancing
methods that we consider. The complexity of more advanced approaches must be balanced by a noticeable
improvement in image quality to justify the effort needed to create an efficient parallel algorithm for the
implementation of the method.
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2.1.2 Weickert’s Approach
It has been noted that the Perona and Malik approach to anisotropic diffusion contains many mathematical
problems related to stability and ill-possedness (see [32] and the references within for more detail on such
issues with Perona and Malik filters). To combat these drawbacks, Weickert suggested using a more powerful
anisotropic diffusion process given by,
∂tu = div(D(Jρ(∇uσ))∇u) (5)
u(x, 0) = f(x) (6)
where Jρ is the structure tensor convolved with a Gaussin kernel, K, of width ρ,
Jρ(∇uσ) = Kρ ∗ (∇uσ∇uTσ ). (7)
Similarly, uσ is the function u convolved with a Gaussian kernel of width σ. D is the diffusion tensor, which
we will define shortly. The following boundary condition is enforced on the edges of the image,
〈D(Jρ(∇uσ))∇u, n〉 = 0. (8)
The diffusion tensor, D, is constructed such that it has the same eigenvectors as the structure tensor and
the eigenvalues of D are chosen based on the desired goal. Weickert proposed two choices for the eigenvalues
of D, one for edge-enhancing diffusion (EED) [32] and one for coherence-enhancing diffusion (CED) [33].
The main goal of EED is the same as Perona and Malik filtering. The eigenvalues are chosen such that the
interior portion of regions are smoothed, but the edges are preserved. In two-dimensions this is accomplished
by the following choice of eigenvalues,
λ1 = g(µ1) (9)
λ2 = 1.
where µ1 is the first eigenvalue of the structure tensor. Weickert originally proposed using a g function of
the form
g(s) =
{
1, s ≤ 0
1− exp
(
−Cm
(s/λ)m
)
, s > 0 (10)
where Cm, λ, and m are parameters to be set by the user. Recently it has been suggested that g could be
replaced with equation (3), the second Perona and Malik edge stopping function [11]. This being the case,
we would propse that g(s) could also be replaced with the Tukey biweight, equation (4), which may produce
qualitatively different results than the other methods currently being used.
CED attempts to enhance flowlike structures present in the image. For cell images this approach can
be quite useful if one considers the thin membrane structures that occur both on the boundary of cellular
structures and just throughout the cell. The CED method proposed by Weickert should be able to fill in
small breaks in these structures, allowing a segmentation algorithm to more easily locate these structures.
The eigenvalues that define the diffusion tensor for CED are
λ1 = α
λ2 =
{
α, if µ1 = µ2
α+ (1− α) exp
(
−C
(µ1−µ2)2m
)
, otherwise (11)
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where α is a small control parameter, chosen such that α ∈ (0, 1). C andm are again user defined parameters
and µ2 is the second eigenvalue of the structure tensor. Frangakis and Hegerl suggested that for removing
noise from images generated via electron microscopy, a combination of both EED and CED should be used
[11]. They propose using a simple switching condition, if µ1 − µ2 is less than some chosen value perform
EED, otherwise use CED. This approach is particularly appealing as there are characteristics of both EED
and CED that we desire for creating an image that is amenable to segmentation techniques.
2.2 Total Variation Methods
The idea of shock filtering was originally introduced by Rudin in 1987 [26]. The main motivation for
introducing shock filters was the realization that images are characterized by their edges and that an edge
could most effictively be represented by a shock solution to a differential equation. Osher and Rudin decided
that PDE methods that allow for shock solutions would be best fitted to image analysis and that minimization
problems under the L1 norm would produce qualitatively better results than working under the L2 norm1
[20]. This lead to the development of total variation (TV) based noise removal algorithms. The denoised
image is found via the TV approach proposed by Rudin, Osher, and Fatemi [27] as the steady state solution
of the following time evolution equation
ut = ∇ ·
( ∇u
|∇u|
)
− λK ∗ (K ∗ u− u0) (12)
where λ is a lagrange multiplier that depends on statistical information of the noise present in the image2.
Here K is again a convolution kernel and u0 is the original image. The lagrange multipler is chosen according
to
λ = − 1
2σ2
∫ √u2x + u2y −
 (u0)xux√
u2x + u2y
+
(u0)yuy√
u2x + u2y
dxdy (13)
where σ is an estimate of the noise (for our purposes we will use this as a user controlled parameter).
Experiments revealed that this approach works well for denoising but becomes ill-conditioned when there
is also blurring present in the image. Marquina and Osher proposed the following modification to the TV
algorithm to remove this issue with ill-possedness [16]
ut = −|∇u|λK ∗ (K ∗ u− u0) + |∇u|∇ ·
( ∇u
|∇u|
)
. (14)
While the main goal of this modification to the TV denoising algorithm was to handle situations where
blurring is also present in the original image, the modification also causes the level contours to move more
rapidly towards a steady state. For this reason, we believe that implementing the TV denoising method given
by equation (14) will provide us with a good idea about the qualitative behaviour of TV-based methods in
comparison with anisotropic diffusion.
2.3 Combining Denoising Methods
Some recent work has suggested that there should not be a strong division between diffusion, total variation,
and embedded surfaces technqiues. In 2003, Weickert demonstrated that a combination of Coherence-
Enhancing Diffusion and shock filters can produce qualitatively superior results to the originally proposed
1This idea has been disputed by other authors in the field when the denoising/enhancement techniques are interpreted from
a statistical viewpoint, see for example [28].
2We note that obtaining estimates of the noise produced in images generated via electron tomography is extremely difficult
and generally these parameters must be determined through trial and error.
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method of CED [34]. Preusser and Rumpf have shown that a level set method for anisotropic diffusion has
a morphological scale-space property which, when used in three-dimensions, produces results that better
preserve the original geometry of the image [25]. They demonstrate their algorithm in comparison with both
Perona and Malik filtering and Weickert’s approach to anisotropic diffusion. In both cases, they show a
better preservation of the original geometry of the shape. These ideas build on the core concepts discussed
in the previous sections. While the Weickert approach to anisotropic diffusion and the TV-based methods of
Rudin, Osher, and Fatemi are good starting points, these more recent contributions could be used to modify
these techniques to provide superior results.
3 Image Segmentation
The main goal of the proposed work is to locate cell structures contained within digital images of cells.
To this end, we propose looking at image segmentation algorithms. Here, the main goal is to separate the
image into one or more regions containing the cell structures of interest and a single region that contains
the background information of the image. There are many approaches to segmentation available, including
segmentation based on shape, color intensity, changes in the gradient, and texture. Since we propose applying
a denoising (and hence smoothing) process prior to the segmentation, a texture based algorithm is not
applicable. Searching for specific shapes in also not an option as we are generally looking for more than
a single shape in the image. This leaves segmentation based on color intensity which will be discussed in
§3.2 and segmentation based on changes in the gradient of the image, discussed in §3.3. Before dicussing
segmentation methods, we provide a short introduction to the level set method, which we will use in the
development of the subsequent segmentation schemes.
3.1 The Level Set Method
The level set method provides a way to track an interface implicitly by embedding the interface as the zero
level isosurface of a hypersurface in a higher dimension. This method was first proposed by Osher and
Sethian in 1988 [21]. There are several advantages to using level set methods. They automatically handle
changes in topology of the interface and they reformulate the interface motion in an Eulerian framework.
This allows for the easy application of finite difference methods for solving these classes of problems. Using
finite differences and having an Eulerian framework is beneficial for image processing applications because
the image itself already provides us with a regular, rectangular domain where we have intensity values at
each node. The implicit surface that allows us to capture this interface in one lower dimension also allows us
to easily distinguish between regions that are inside the curve and outside of the curve due to the following
property of a level set function,
φ(x) > 0 ∀ x ∈ Ω+
φ(x) = 0 ∀ x ∈ ∂Ω
φ(x) < 0 ∀ x ∈ Ω−
where Ω+ is the region interior to the contour, Ω− is the region exterior to the contour, and ∂Ω is the contour
itself3. A special class of level set functions, or implicit surfaces, is the signed distance function, defined as
φ(x) = d(x) ∀ x ∈ Ω+
φ(x) = d(x) = 0 ∀ x ∈ ∂Ω
φ(x) = −d(x) ∀ x ∈ Ω−
3We note that the choice of Ω+ > 0 and Ω− < 0 is arbitrary. The method would work equally well if we interchanged the
negative and positive sections of the implicit surface.
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where d is the distance function given by
d(x) = min (|x− xI|) ∀ xI ∈ ∂Ω. (15)
3.2 Image Segmentation Based on Color Intensity
The main goal behind image segmentation based on color intensity was stated by Mumford and Shah [18].
They proposed the following problem. Let Ω be an open, bounded subset of RN . We can then construct Ω
as a set of disjoint regions, Ωi, that are piecewise smooth and a set of smooth curves, C, on the boundaries
between these regions. We can also restrict the regions, Ωi to be piecewise constant rather than piecewise
smooth. This was called the minimal partition problem. In 2001, Chan and Vese formulated the minimal
partition problem in terms of a level set function for two regions using the following functional [8],
F (c1, c2, φ) = µ
∫
Ω
δ(φ(x, y))|∇φ(x, y)|dxdy + ν
∫
Ω
H(φ(x, y))dxdy
+λ1
∫
Ω
|uo(x, y)− c1|2H(φ(x, y))dxdy
+λ2
∫
Ω
|uo(x, y)− c2|2(1−H(φ(x, y)))dxdy (16)
where φ is our level set function, µ, ν, λ1, and λ2 are user specified parameters, and c1 and c2 are the average
color intensities interior to and exterior to the interface, respectively. H and δ are the Heaviside and Dirac
delta functions, defined by
H(z) =
{
1, if z ≥ 0
0, if z < 0 δ(z) =
d
dz
H(z). (17)
Minimizing this energy functional leads to the following PDE
∂φ
∂t
= δ(φ)
[
µ∇ ·
( ∇φ
|∇φ|
)
− ν − λ1(uo − c1)2 + λ2(uo − c2)2
]
= 0 (18)
where δ is a C∞ regularization of the Dirac delta function, found by differentiating the regularized Heaviside
function,
H(z) =
1
2
(
1 +
2
pi
tan−1
(z

))
. (19)
Chan and Vese generalized the method proposed in 2001 to include a more powerful method that allows for
segmentation into regions based on piecewise smooth rather than piecewise constant approximations and to
allow for the image to be segmented into more than two regions [9]. While piecewise smooth approximations
are clearly more powerful, the drawback of added complexity in the method may make this an undesirable
choice. A piecewise smooth segmentation can be obtained as the minimum of the following functional
F =
∫
Ω
|u+ − u0|2H(φ)dxdy +
∫
Ω
|u− − u0|2(1−H(φ))dxdy + µ
∫
Ω
|∇u+|2H(φ)dxdy + (20)
µ
∫
Ω
|∇u−|2(1−H(φ))dxdy + ν
∫
Ω
|∇H(φ)|.
The associated PDE that is used to find the minimum of the above functional is given by
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∂φ
∂t
= δ
[
ν∇ ·
( ∇φ
|∇φ|
)
− |u+ − u0|2 − µ|∇u+|2 + |u− − u0|2 + µ|∇u−|2
]
(21)
where u+ and u− are defined as follows
u(x, y) =
{
u+(x, y), if φ(x, y) ≥ 0
u−(x, y), if φ(x, y) < 0. (22)
We can extend both the piecewise constant and piecewise smooth segmentation algorithms to use more
than two regions to represent the entire image. In the general case, we can represent 2m regions using m level
set functions. The solution to this problem can be found by introducing one differential equation for each
level set function. The evolution of each level set is then controlled by the diveregence term as in equation
(18), but it must be weighted by which regions are inside and outside of the other level set functions. To
illustrate this point, we will work out an example using two level set functions for the active contours without
edge method (equation (18)). Let c00, c01, c10, and c11 be defined as follows
c11 =
∫
Ω
u0(x, y)H(φ1(x, y))H(φ2(x, y))dxdy∫
Ω
H(φ1(x, y))H(φ2(x, y))dxdy
(23)
c10 =
∫
Ω
u0(x, y)H(φ1(x, y))(1−H(φ2(x, y)))dxdy∫
Ω
H(φ1(x, y))(1−H(φ2(x, y)))dxdy (24)
c01 =
∫
Ω
u0(x, y)(1−H(φ1(x, y)))H(φ2(x, y))dxdy∫
Ω
(1−H(φ1(x, y)))H(φ2(x, y))dxdy (25)
c00 =
∫
Ω
u0(x, y)(1−H(φ1(x, y)))(1−H(φ2(x, y)))dxdy∫
Ω
(1−H(φ1(x, y))(1−H(φ2(x, y)))dxdy . (26)
Now, the evolution equations are given by
∂φ1
∂t
= δ
{
ν∇ ·
( ∇φ1
|∇φ1|
)
− [((u0 − c11)2 − (u0 − c01)2)H(φ2) (27)
+
(
(u0 − c10)2 − (u0 − c00)2
)
(1−H(φ2))
]}
∂φ2
∂t
= δ
{
ν∇ ·
( ∇φ2
|∇φ2|
)
− [((u0 − c11)2 − (u0 − c01)2)H(φ1) (28)
+
(
(u0 − c10)2 − (u0 − c00)2
)
(1−H(φ1))
]}
.
Using this same idea we can extend the piecewise smooth and piecewise constant segmentation algorithms
to use any number of level functions.
The PDE’s given in equations (18) and (21) have a tendency to develop large discontinuities around
the boundary between different regions represented by the level set function. Depending on the numerical
method being used and the image that we are attempting to segment, this could be a serious issue. Because
of this, it may be necessary to reinitialize the level set function to a signed distance function. This can be
done by finding the steady state solution to the following PDE [31]
ψt = sign(φ0)(1− |∇ψ|) (29)
where sign(φ0) can be approximated by
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sign(φ0) =
φ0√
φ20 + (∆x)2
. (30)
It was later suggested that removing the dependence on the initial condition in equation (30) would produce
more accurate solutions when the initial surface is far from a signed distance function [22]. This can be done
using equation (31), however this comes at the added cost that the approximation to the signum function
will have to be continually updated4.
sign(ψ) =
ψ√
ψ2 + |∇ψ|2(∆x)2 (31)
3.3 Geodesic Active Contours
The snake model of image segmentation proposed by Kass, Witkin, and Terzopoulos [13] attempts to map
a deformable contour to an object inside of an image. The energy functional for the snake (in its original
form) is composed of an internal and external energy term. The internal energy contains two terms that
force a smoothness constraint on the contour or snake. The external energy is used to attract the snake to
the object in the image. The external term acts as a stopping criteria and is a function of the gradient of
the image. The formulation of the problem is as follows. Let C be the set of closed curves in R2 and C1.
For c ∈ C, we want to minimize the energy defined by,
J(c) =
∫ b
a
|c′ (s)|2 ds+ β
∫ b
a
|c′′ (s)|2 ds+ λ
∫ b
a
g2 (|∇I(c(s))|) ds (32)
where a and b are the end points of the curve (snake) and c(a) = c(b). The function g is an edge detector
function. If we then try to minimize the energy, J(c), we obtain a fourth order system. This algorithm,
however, has a few difficulties. First, it is dependent on the particular parameterization of the curve, which
is undesirable because any changes in the parameterization may result in a different solution. Second, it
cannot handle changes in topology and also has difficulties with non-convex shapes. Finally, the initial curve
must be placed near the object of interest as the algorithm is only guaranteed to find a local minimum.
Following these observations, two improvements were made to the energy functional defined in equation
(32), (see [7, 14]). The first realization is that the second order term in the original formulation is redundant
and can be removed. The dependence on the parameterization of the curve can also be removed by using
the following functional,
J2(c) = 2
√
λ
∫ b
a
g(|∇I(c(s))|) |c′(s)|ds. (33)
This energy functional, J2(c), can be formulated using level set funtions. Recasting the energy functional
from equation (32) to produce the functional in equation (33) is known as the geodesic active contours model.
A level set formulation of this problem results in the following PDE
∂u
∂t
= g(|∇I|)|∇u|∇ ·
( ∇u
|∇u|
)
+ αg(|∇I|)|∇u|+ 〈∇g,∇u〉 (34)
where α is a parameter to be set by the user.
The geodesic active contours approach has the potential to produce very nice results when applied to an
image that has been denoised as a pre-processing step. In particular, the main goal of anisotropic diffusion
4We note that this update may not need to be computed at every iteration in an iterative scheme. It may very well suffice
to simply update it occasionally.
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processes is to produce homogeneous regions separated by a sharp boundary. For an edge stopping function,
this will produce strong results only on the boundaries between the regions. This approach does, however,
have two strong drawbacks. All contours representing the boundary between regions must be closed and
interior contours are not automatically detected. These are problems that do not occur in the active contours
without edges approach of Chan and Vese.
4 Computational Aspects
We first need to determine, out of the techniques discussed in the previous sections, which will be the most
effective for localizing the cellular structures from the images provided by the MCDB department. Once we
have settled on a set of algorithms, we then can focus on numerical methods for these differential equations.
They key here is to find fast, accurate solvers for the involved PDE’s that will scale to multiple processors
with little overhead. We will break this discussion into two general categories: PDE solvers, to be covered
in §4.1, and parallelization, §4.2.
4.1 PDE Solvers
Traditionally, numerical methods for image processing have focused on finite differences. Most authors have
considered this the obvious choice since the image itself provides us with a regular, rectangular grid. Further,
most algorithms use explict Euler time stepping to evolve the equation forward in time. Recently, some
authors have been considering the use of finite element methods, at least for three-dimensional problems [25]
(and the references contained within). Preusser and Rumpf believe that the computational cost of the finite
element approach is comparable to the finite difference method, but provides some theoretical properties not
available when using finite differences which will lead to more accurate approximations to the continuous
problem.
As was seen in the sections covering image denoising and segmentation, we are never interested in the
transient behaviour of the PDE’s that have been proposed in this work. In almost all cases we are either
interested in a steady state solution, or a solution at a large time, T 5. For this reason, purely explicit
solvers are undesireable as they will severly limit the time step we will be able to use in our algorithm. As
we are looking for the behaviour of the solution at large values of T , we would prefer to get there as quickly
as possible. For this reason, implicit solvers, or at least semi-implicit solvers, would be preferred to explicit
solvers so that fewer computations are necessary to obtain our final solution. More recent publications in
the diffusion community have been suggesting the use of semi-implicit solvers rather than explicit in order
to allow for the use of a larger time step, see for example [33].
One method that has been proposed for solving diffusion problems of the form given in equation (5) is
Additive Operator Splitting (AOS) [36]. Weickert et. al. have proposed the use of AOS schemes instead
of using iterative solvers to produce efficient and accurate solutions to diffusion problems. The main idea
behind AOS is to solve n tridiagonal systems (where n is the dimensionality of the problem) where each
system corresponds to a one dimensional diffusion along one of the coordinate axes. The authors claim AOS
schemes produce accurate solutions with less computational complexity (and memory requirements) than
using iterative solvers. However, this comparison only considers SOR and preconditioned conjugate gradient
methods. The paper does not consider the use of multigrid solvers. Some work on anisotropic diffusion and
multigrid methods has been done, see [1], however the image processing community does not consider the
results impressive enough to adopt these techniques in general. It has been suggested that there may be
multigrid methods better suited to the partial differential equations we are proposing to solve than those that
have been currently investigated by researchers in the field (personal communication, Scott MacLachlan).
5In some diffusion processes, the steady state will be an image of uniform color intensity. Clearly, this is not our intended
objective.
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Some work has been done on devising fast methods for solving level set equations, see [2, 30], known
as the narrowband method. The narrowband method starts from the realization that the interface we are
tracking is represented by the zero level set of our implicit surface. Consequently, we can only update the
points in a small band around the zero level set. This can achieve a large increase in performance as the zero
level set often does not fill a large portion of the computational domain. However, this method will only
work if the other level sets are not important to the problem. It is currently unclear if the other level sets are
important to the segmentation algorithms. Some determination would need to be made on the importance
of the level sets effect on the final solution before we would be able to decide whether this approach can be
used in our problem.
4.2 Parallelization
After determining appropriate numerical methods, we need to implement parallel solvers for any of the
algorithms chosen to extract the relevant data from the cellular images. This stage is not completely
removed from the choice of PDE solver discussed in the previous section, as a poor choice of PDE solver
could result in an inability to have the algorithm scale to multiple processors. We first note that the parallel
code will be written to run on a multiple instruction multiple data (MIMD) machine. For this reason, all
parallel code will be written using the MPI libraries for parallel programming. We may also consider the
use of OpenMP code to allow multiple threads to run on nodes that have more than one CPU (rather than
spawning multiple MPI processes on a single node). Ideally, the program should also be able to compile on
machines without the MPI libraries, allowing for a more versatile final program.
There has been some work done on parallelizing both diffusion processes and general level set methods6
[29]. In particular, there has been a significant body of work on parallelizing AOS schemes for use in
anisotropic diffusion denoising [6, 35]. There has also been much work done with parallel iterative solvers,
including conjugate gradient and multigrid methods. The construction of an implicit solver that is to be
implemented as a matrix problem would allow for many efficient implementations of actual solvers on parallel
architectures. The most difficult issue is likely to arise from a level set segmentation scheme. In particular,
the most efficient numerical scheme will need to use the narrowband method mentioned in the previous
section, if it can be used in our problem. This has the potential to cause a load imbalance as the domain on
which the problem is being solved will constantly be changing. A simple and fixed domain decomposition,
which would work for other methods, is likely to cause large load imbalances across the processors. Extra
care would be needed to ensure that the code that takes advantage of this technique will scale across multiple
processors.
5 Applying Imaging Techniques to Images of Cells
In this section, we will look at applying the denoising and segmentation algorithms described earlier in this
paper to some example images generated by electron microscopes. In particular, we start by comparing the
denoising and enhancement algorithms in §5.1. After selecting appropriate denoising algorithms, we will
look at some segmented images in §5.3.
5.1 Comparison of Denoising/Enhancement Techniques
We begin by showing some results of applying the various techniques for denoising and enhancement presented
in §2 to an example image of cell structures. We begin by considering the diffusion methods, and will then
compare these with the total variation (TV) based algorithms. We will use the same example image for all
tests in the section so a direct comparison of the methods can be made. For the purposes of these tests,
6We have seen no information specifically an parallel segmentation algorithms.
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Figure 1: The bottom image is the original image of a cell structure. The top left shows the edge stopping
function given in equation (2) with σ = .09, top center is equation (3) using σ = .02, and the top right uses
the Tukey biweight as the edge stopping function with σ equal to 0.33.
all algorithms were implemented in the simplest way available. All solvers are explicit, using Euler time-
stepping and finite differences (generally second order) in space. Details for implementations can be found
in the papers referenced in §2.
5.1.1 Diffusion Methods
The Perona and Malik approach to image denoising turns out to be the simplest to implement on a computer,
so for this reason we begin by looking at the results for this algorithm. Recall that we have three different
edge-stopping functions for equation (35). We have exponential, rational, and Tukey biweight edge stopping
functions available to us, given in equations (2), (3), and (4) respectively. Figure 1 shows examples of results
produced using each of these functions on a cellular test image. Examining Figure 1, we see that the Tukey
biweight function preserves more of the local structure of the image (for instance, the membrane on the edge
of the large cellular structure is still visible) while the other two functions tend to produce more homogeneous
regions. The rational edge stopping function eliminates the isolated pixels that do not blend in with their
surrounding regions that occur in the example computed using the exponential. Here, we clearly see that the
use of different edge stopping functions may be viable depending on the desired result. If, for example, we do
not have any interest in seeing the smaller details preserved by the Tukey biweight edge stopping function,
we could use the rational edge stopping function to produce an image with more homogeneous regions.
In addition to the Perona and Malik approach to anisotropic diffusion we also discussed the method
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Figure 2: The left shows the Perona and Malik denoising algorithm using the rational edge stopping function
with the same parameters as in Figure 1. The right image was computed using EED with the same rational
edge stopping function with σ = .0005.
proposed by Weickert. As mentioned in §2.1.2, Weickert actually proposed two different methods, known
as Edge-Enhancing Diffusion (EED) and Coherence-Enhancing Diffusion (CED). EED has the same main
goal as the Perona and Malik approach, which is to diffuse interior to regions, but prevent diffusion across
regions boundaries. Weickert’s approach, however, does this via applying an edge stopping function in the
direction orthogonal to the gradient, rather than looking in the standard cartesian directions. This results
in a marked difference in the results, as is shown in Figure 2. Another feature of the EED process is that it
also smooths the boundaries of objects, so we see that the main structures are both smoother, and in some
cases (such as the thin membranes), the boundary is more pronounced.
The final type of diffusion proposed in §2.1.2 was CED. Figure 3 shows an example of applying this
method to the same example cell image. The main goal of CED is to enhance flow like structures in the
image. In this case, the thin membrane structures on the right and the boundary along the large cellular
structure on the left of image clearly demonstrate how this method has made these features more pronounced
in the final image. A value of C = 10−6 was used. Through a little manipulation of the control parameters
for the problem, it is possible limit the effect of this algorithm to a small neighborhood around the flow like
structures present in the image, as shown in Figure 4. This effect is achieved by changing the value of C in
equation (11). In this example we use C = 0.0002, α = 0.0001, σ = 0.5, and ρ = 9.
Frangakis and Hegerl proposed that for Electron Tomographic images, a combination of EED and CED
could be used to better effect [11]. To accomplish this, we simply compare the eigenvalues of the structure
tensor. If the difference between them is greater than a threshold, we perform EED, otherwise we use CED.
In Figure 5 we show an example computed using a threshold value of .025. Comparing the results with
Perona and Malik and EED, we find that the boundaries of structures are more clearly represented with this
approach.
5.1.2 Results from Total Variation Based Methods
In this section we will illustrate the quality of results that can be obtained through the use of Total Variation
(TV) methods rather than diffusion methods. We begin by looking at the method of Rudin, Osher, and
Fatemi, described in §2.2. Figure 6 shows results of applying this technique to our test cell image. The
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Figure 3: The left image is the original of of cell structures. In the middle we have the CED method ran
with ρ = 30. The right image is the result of CED with ρ = 9.
Figure 4: The image on the left shows the original cell image. On the right, we see the effect of CED when
it is acting only on a small neighborhood around the flow-like structures in the image.
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Figure 5: On the top row (from left to right) we have the results from Perona and Malik using the rational
edge stopping function, Perona and Malik with the Tukey biweight edge stopping function, and EED. The
bottom right shows the result of using both CED and EED using a simple switching condition. The image
on the bottom left marks regions on the original image where EED will be applied in white and regions
where CED will be used in black.
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Figure 6: Results from using TV. The left image uses a value of σ = 20, the center uses σ = 6.4, and the
right image uses σ = 8. The image on the right has been rescaled to between 0 and 1 to better illustrate the
features of the image.
leftmost image in Figure 6 demonstrates that we can obtain some results similar to anisotropic diffusion
methods using TV based algorithms. However, we more often obtain results similar to the two right most
images. In these examples, we see that the image has been cleaned up and the edges of the objects are
well-defined, but we do not see the extremely smooth, homogeneous type regions that we tend to find when
using diffusion based methods. This appears to be a disadvantage, but before we can be sure, we must
compare the results of attempting to segment these different images in order to locate the cellular structures.
As we mentioned, Marquina and Osher proposed a variation on the original TV method of Rudin, Osher,
and Fatemi, given in equation (14). Results of using this method on our test cell image are shown in Figure
7. We note that there is a large qualitative difference between the images in Figure 6 and Figure 7. In
particular, we notice that the approach of Marquina and Osher tends to smooth the regions in the image,
where the original TV method does not have this affect. Examples of these methods run on different images
are shown in Figures 9, 10, and 11.
5.2 Applying Segmentation Algorithms to Denoised Images
While we can qualitatively examine the images produced by the various denoising and enhancement tech-
nqiues used in the previous section, our end goal is to obtain a segmented image. To this end, we need to
consider how our segmentation algorithms perform on these processed images, to determine which algorithm
will provide us with the “best” results. We will show results of running the piecewise constant segmentation
algorithm discussed in §3.2 on images that have been denoised/enchanced using the Perona and Malik ap-
proach with the Tukey biweight used as the edge stopping function, the combination of EED and CED, TV,
and the modified TV approach of Marquina and Osher. These images are shown in Figure 8 for reference.
The segmented images are shown in Figure 12. What we see from these images is that on this particular im-
age there is not much difference between the different segmentations. The modified TV algorithm produces
the smoothest and most connected set of membranes on the right side of the image. We also notice that
the combination of EED/CED and the modified TV algorithms allow us to have the boundary of the large
cell structure on the left separate from the other information in the image. The diffusion techniques tend to
minimize the amount of cell material included in the region of the membranes on the top right of the image.
However, the modified TV approach has the smallest collections of scatter small points separated from the
background. From these results we can clearly see that the algorithms produce slightly different results, but
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Figure 7: Results from applying the TV algorithm of Marquina and Osher to an example image from a cell.
The center image uses λ = 9 and the image on the right used a value of λ = 0.01. The original image is
included on the left for reference.
there are no major differences in the resulting segmentations.
5.3 Extracting Cellular Structures from Images
Based on the results in the previous section and further experiments not included here for the sake of brevity,
we have decided to use Perona and Malik as our pre-processing step followed by the Chan and Vese active
contours without edges algorithm for segmentation. The choice of Perona and Malik for image denoising was
made for two main reasons. The first is simplicity. The numerical method is simple, the code runs quickly,
and there is only one control parameter to the algorithm. The second reason is that obtaining results with
Perona and Malik is quick and easy. By comparison, using some of the more advanced methods (such as the
combined EED-CED) can take hours of parameter tweaking to find a usable result. Since Perona and Malik
tends to produce images with homogenous regions, the choice of a piecewise constant color segmentation
scheme seemed appropriate.
The results shown in the section are all computed using the methods discussed above. Details about
the program itself can be found in the §6. Figures 13, 14, and 15 show some examples of segmentations
obtained of cellular images. In each case, the Perona and Malik denoising algorithm has been run prior to
the segmentation. Notice that the images do not perfectly identify the cell structures. In particular, we see
in Figure 15 that we are more successful in the lower half of the image where the difference in color intensity
between structures and the background of the image is stronger. While these segmentations are not perfect,
they demonstrate that we can automatically detect a number of structures in the image and find the general
location (if not the exact boundaries) of others.
6 Implementation Details and Code Performace
One major goal of this project was to produce a code that would be useful to researchers in the MCDB
department on the CU-Boulder campus. This concern also needed to be balanced by the fact that the data
sets generated from the electron microscopes can rapidly grow to be quite large. A typical specimen can
result in an image that is 2048 × 2048 × 200. Sometimes a specimen can be sliced into smaller pieces to
generate images in the electron microscope and then be combined afterwards to generate even larger images.
Because of the size of these data sets, a program that could run in parallel seemed desireable in order to
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Figure 8: The top row shows the results of the Perona and Malik approach with the Tukey biweight edge
stopping function on the left and the combination of EED/CED on the right. On the bottom row, the TV
algorithm of Rudin, Osher, and Fatemi is shown on the left, and the modified TV approach of Marquina
and Osher is displayed on the right.
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Figure 9: Original image (top left), total variation (top center) using σ = 30, and Perona and Malik using
the Tukey biweight edge stopping function (top right) with k = .44. Combined EED-CED diffusion method
(bottom). All images have been rescaled to [0,1].
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Figure 10: Original image (top left), total variation (top center) using σ = 5, and Perona and Malik using
the Tukey biweight edge stopping function (top right) with κ = 0.35. Modified tv approach using λ = 20
(bottom left) combined EED-CED diffusion method (bottom right).
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Figure 11: Original (upper left), tv (upper center), modified tv (upper right), Perona and Malik, Tukey
biweight (middle left), Perona and Malik, rational (middle center), EED using rational edge stopping function
(middle right), EED-CED using rational edge stopping function (bottom left), CED (bottom right).
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Figure 12: Segmented images produced using the piecewise constant segmentation scheme of Chan and Vese.
The segmentation was run on the images present in Figure 8, the upper left is the Perona and Malik image
using the Tukey biweight, the upper right is the combination EED/CED, the bottom left is TV, and the
bottom right is the modified TV of Marquina and Osher.
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Figure 13: Example image showing how the segmentation algorithm automatically locates a number of
structures in the image.
Figure 14: Example of a segmentation of an image with long membrane structures.
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Figure 15: Example of segmenting a larger image. Notice that structures in the upper half of the image
(where the difference in color contrast between objects is not as strong) are not identified as successfully as
those in the lower half.
guarantee solutions could be obtained in a reasonable amount of time. To meet these requirements, the final
program contains both a version for serial computers and a parallel version for computers which have MPI
installed.
In particular, a number of options are available in the program. Currently it has been tested with the
intel compiler and the gnu c compiler and works properly under both. The MPI libraries have been tested
under Scali MPI and MPICH on the Hemisphere cluster available in the Computer Science department.
Support for the ROMIO functionality of the MPI-2 standard is also available (and highly recommended)
where supported. The program contains the Perona and Malik image denoising algorithm as well as the
Chan and Vese active contours without edges algorithm. They can be run separately or one after the other
(starting with the denoising algorithm). Intermediate data can be dumped to disk to give the user an idea of
the transient behaviour of the algorithms. These data dumps can rapidly produce large amounts of data. To
handle this issue, the code will allow you to dump data to a user specified directory, preferably somewhere
with a large amount of hard drive space. The parallel algorithms use a simple block-row decomposition of
the computional domain and update the appropriate equations at each node in the domain.
6.1 Code Performance
In providing a parallel algorithm, we must assess the performance of the code to ensure that we have gained
some benefit for parallelizing the algorithms for the denoising and segmentation of images. To determine
whether the parallelism was effective, we look at a speed-up chart for the two algorithms, shown in Figure 16.
For the Perona and Malik timing test we used a test image of size 5000×5000 and ran 500 iterations. Twenty
tests were run and we took the mean of those runs. For the segmentation algorithm we used a problem of
size 1200 × 1200 and ran 5 tests for 500 iterations each. All tests were run using the Scali interconnect on
the Hemisphere cluster. The speed-up plot shows that the Perona and Malik algorithm scales very well up
to 50 proccesors. Above 50 processors the speed-up begins to taper off (or even decreases). This is most
likely occuring because the amount of work per processor at that point is becoming to small compared to
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Figure 16: Speed up plot for MPI versions of Perona and Malik and the Chan and Vese active contours
without edges algorithm.
the communications costs. However, further experiments would be need to demonstrate that this is the case.
We note that the speed-up for the segmentation begins to taper at much lower processor counts. This occurs
because the segmentation algorithm has a non-local step, requiring that some information is computed over
the entire computational domain. This results in a hit to the parallel performance. Above forty processors,
the speed-up for the segmentation algorithm decreases. Again, we believe this occurs because the work per
processor has gotten too low. In this case, it occurs at a lower processor count than for the Perona and
Malik algorithm because the size of the problem is signficantly smaller.
7 Current and Future Work
The are currently a few aspects of this project that are actively being worked on. The first is an attempt to
get a handle on how much of the CPU we are actually using during our computations. If the parallelism is
particularly effective, but the CPU usage is not, than we would not have obtained decent performance out of
the code. In order to accomplish this goal, we need to use a tool such as PAPI to count how many FLOPS are
being computed with the code. We can then time the code and compute the theoretical number of FLOPS
that should be achieved in that time interval, given some information about the specific architecture of the
computer. Comparing this number to the actual number of FLOPS we are getting in that time interval, we
can see what percentage of peak performance we have achieved. Currently we have been unable to get the
profiling utilities to work on the cluster, and have therefore been unable to obtain any specific numbers.
We are also working on implementing a three-dimensional solver for the Perona and Malik algorithm.
Toward that end, we have formed a matrix problem by using the following discretization for the equation.
We start with the Perona and Malik equation for non-linear isotropic diffusion, given by
∂u
∂t
= div(g(|∇u|2)∇u). (35)
In order to solve this equation numerically we will write it as follows
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un − un−1
∆t
= D(g|∇un−1|)un (36)
where n represents the current time step and we have used a backward Euler time stepping scheme.
D(g|∇un−1|) is our discrete operator representing the Laplacian weighted according to the magnitude of
the gradient at the previous time step to limit diffusion. We now solve for u at time n,
un − un−1 = ∆tD(g|∇un−1|)un (37)
un −∆tD(g|∇un−1|)un = un−1 (38)
(I −∆tD(g|∇un−1|))un = un−1 (39)
un = (I −∆tD(g|∇un−1|))−1un−1. (40)
We will obtain solutions to this problem by building the matrix I − ∆tD(g|∇un−1|) using a second-order
finite difference representation for the Laplacian. We are currently trying to solve this problem using the
boxmg multigrid solver (a black box multigrid method) [10]. As a starting point, we are working on solving
the three-dimensional heat equation which can then be modified to obtain the Perona and Malik algorithm.
After getting a working three-dimensional image denoising algorithm, we would then like to consider
running the segmentation algorithm on two-dimensional slices of the three-dimensional image. By considering
neighboring slices, we can then attempt to eliminate some errors in detection that occur on a single slice
but do not appear in any of its neighbors. Finally, we would need to run through the entire segmented data
set and divide it into distinct, segmented regions. These last two steps should be small extensions to the
existing code, however the segmentation step in particular would need to run in parallel as compute times
would be long on a serial machine.
8 Conclusion
The main goal of this project was to develop a usable code that could locate cellular structures in digital
images generated via electron microscopy. As a starting point, we considered several different PDE image
denoising techniques. The final conclusion after comparing results from various denoising methods, was that
the method of Perona and Malik was best suited to our problem. This algorithm was chosen specifically
for its simplicity and ease of use. In addition, the resulting segmentations of denoised images did not show
any large variation in the final result for the different denoising algorithms. After denoising the images,
we use the active contours without edges method for image segmentation, proposed by Chan and Vese, to
segment the image into regions that locate the cellular structures in the images. The end results indicate
that this approach is not perfect, but can be used to locate many structures in images produced by electron
microscopes.
In order to handle large data sets that can be produced from electron microscopy, we implemented both
a parallel and serial version of our program. The parallel algorithm demonstrated good speed-up for small
processor counts (up to 40 or 60 processors, depending on the problem size). This should be sufficient for
producing segmentations of these images in reasonable time. We are currently attempting to determine how
well the code performs in terms of the peak performance of the CPU on the machine. We are also actively
pursuing a three-dimensional solver for the Perona and Malik denoising algorithm. We hope that this might
lead to not only reasonable three-dimensional segmentations of the data sets, but might also reduce the
number of errors in detection. Overall, the results presented are very encouraging, indicating that structures
in the image can be identified through a combination of well known image processing techniques.
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