A Monte Carlo event generator has been developed assuming thermal production of hadrons.
I. INTRODUCTION
The statistical hadronization model, first introduced by Fermi [1] and Hagedorn [2] , has been remarkably successful in the description of experimentally measured average hadron production yields in heavy ion collisions ranging from SIS [3] , and AGS [4] , over SPS [5] to RHIC [6] energies. Over time this has led to the establishment of the 'chemical freeze-out line' [7] , which is now a vital part of our understanding of the phase diagram of strongly interacting matter.
Model predictions for the upcoming LHC and future FAIR [8, 9] experiments largely follow these trends.
Somewhere above this freeze-out line in the phase diagram we expect, in general, a phase transition from hadronic degrees of freedom to a phase of deconfined quarks and gluons, generally termed the quark gluon plasma; and more specifically, a first order phase transition at low temperature and high baryon chemical potential, and a cross-over at high temperature and low baryon chemical potential. In between, a second order endpoint or a critical point might emerge. For recent reviews see [10, 11] .
Fluctuation and correlation observables are amongst the most promising candidates suggested to be suitable for signaling the formation of new states of matter, and transitions between them. For recent reviews here see [12, 13, 14, 15] .
The statistical properties of a sample of events are, however, certainly not solely determined by critical phenomena. More broadly speaking, they depend strongly on the way events are chosen for the analysis, and on the information available about the system. The ideal gas approximation of the statistical hadronization model will again serve as our testbed. Its strong advantage is that it is simple, and to some extent intuitive. Given its success in describing experimentally measured average hadron yields, and its ability to reproduce low temperature lattice susceptibilities [16] , the question arises as to whether fluctuation and correlation observables also follow its main line. Critical phenomena (and many more), however, remain beyond the present study.
Conventionally in statistical mechanics three standard ensembles are discussed; the microcanonical ensemble (MCE), the canonical ensemble (CE), and the grand canonical ensemble (GCE). In the MCE 1 one considers an ensemble of microstates with exactly fixed values of 1 The term MCE is also often applied to ensembles with energy but not momentum conservation.
extensive conserved quantities (energy, momentum, electric charge, etc.), with 'a priori equal probabilities' of all microstates (see e.g. [17] ). The CE introduces the concept of temperature by introduction of an infinite thermal bath, which can exchange energy (and momentum) with the system. The GCE introduces further chemical potentials by attaching the system under consideration to an infinite charge bath 2 . Only if the experimentally accessible system is just a small fraction of the total, and all parts have had the opportunity to mutually equilibrate, can the appropriate ensemble be the grand canonical ensemble.
A statistical hadronization model Monte Carlo event generator affords us with the possibility of studying fluctuation and correlation observables in equilibrium systems. Data analysis can be done in close relation to experimental analysis techniques. Imposing global constraints on a sample is always technically a bit more challenging. Direct sampling of MCE events (or microstates) has only been done in the non-relativistic limit [18] . Sample and reject procedures, suitable for relativistic systems, become rapidly inefficient with large system size. However, they have the advantage of being very successful for small system sizes [19, 20] .
In this article we try a different approach: we sample the GCE, then re-weight events according to their values of extensive quantities, and approach the sample-reject limit (MCE) in a controlled manner. In this way one can study the statistical properties of a global equilibrium system in their dependence on the size of their thermodynamic bath. As any of the three standard ensembles remain idealizations of physical systems, one might find intermediate ensembles to be of phenomenological interest too.
We study the first and, in particular, second moments of joint distributions of extensive quantities. We concentrate mainly on particle number distributions and distributions of 'conserved' charges, and discuss the influence of acceptance cuts in momentum space, conservations laws, and resonance decay on the statistical properties of a sample of hadron resonance gas model events. We extend our previous studies of ideal particle and anti-particle gases [21, 22] and of gases of altogether massless particles [23] .
The numerical code has been written for inclusion into the already existing THERMUS package [24] . We make frequent use of the functionality provided by the ROOT framework [25] .
The paper is organized as follows: In Section II the basic ideas of this article are formulated. The GCE Monte Carlo sampling procedure is described in Section III. The first and 2 Note that a system with many charges can have some charges described via the CE and others via the GCE.
second moments of the distributions of fully phase space integrated extensive quantities are then extrapolated to the microcanonical limit in Section IV. Section V contains an analysis of GCE momentum spectra. The momentum space dependence of correlations between conserved charges is studied in Section VI. Section VII then deals with multiplicity fluctuations and correlations in limited acceptance and their extrapolation to the MCE limit. A summary is given in Section VIII.
II. STATISTICAL ENSEMBLES WITH FINITE BATH
We start out as Patriha [17] , and Challa and Hetherington [26] , but quickly take a different route.
Let us define two microcanonical partition functions, i.e. the number of microstates, for two separate systems. The first system is assumed to be enclosed in a volume V 1 and to have fixed values of extensive quantities P µ 1 = (E 1 , P x,1 , P y,1 , P z,1 ), and Q j 1 = (B 1 , S 1 , Q 1 ), while the second system is enclosed in a volume V 2 and has fixed values of extensive quantities P µ 2 = (E 2 , P x,2 , P y,2 , P z,2 ), and Q j 2 = (B 2 , S 2 , Q 2 ), where E is the energy of the system, P x,y,z are the components of its three-momentum, and B, S, and Q, are baryon number, strangeness and electric charge, respectively. Thus we have:
where
) denotes the number of microstates of system 1 with additionally fixed multiplicities N i 1 of particles of species i. Suppose that system 1 and system 2 are subject to the following constraints:
We can then construct the partition function Z(V g , P µ g , Q j g ) of the joint system as the sums over all possible charge and energy-momentum split-ups:
Next we construct the distribution of extensive quantities in the subsystem V 1 . This is given by the ratio of the number of all microstates consistent with a given charge and energy-momentum split-up and a given set of particle multiplicities to the number of all possible configurations:
We then define the weight factor W (V 1 , P
) such that:
By construction, the first moment of the weight factor is equal to unity:
as the distribution is properly normalized.
The weight factor W (V 1 , P
) generates an ensemble with statistical properties different from the limiting cases V g → V 1 (MCE), and V g → ∞ (GCE). This effectively allows for extrapolation of GCE results to the MCE limit. In the thermodynamic limit (V 1 sufficiently large) a family of thermodynamically equivalent (same densities) ensembles is generated. In principle any other (arbitrary) choice of W (V 1 , P
) could be taken. In this work we confine ourselves, however, to the situation discussed above. Please note that all microstates consistent with the same set of extensive quantities (P µ 1 , Q j 1 ) have 'a priori equal probabilities'. In the large volume limit, ensembles are equivalent in the sense that densities are the same.
The ensembles defined by Eq.(7) and later on by Eq.(11) are no exception. If both V 1 and V g are sufficiently large, then the average densities in both systems will be the same, Q j g /V g and P µ g /V g respectively. The system in V 1 will hence carry on average a certain fraction:
of the total charge Q j g and four-momentum P µ g , i.e.:
By varying the ratio λ = V 1 /V g , while keeping Q 
where the distribution of extensive quantities P µ 1 , Q j 1 and particle multiplicities N i 1 of a GCE system with temperature T = β −1 , volume V 1 , chemical potentials µ j and collective four-velocity u µ is given by:
where 
The new weight factor W
In the case of an ideal (non-interacting) gas, Eq. (14) can be written [21, 27] as:
The advantage of Eq.(11), compared to Eq. (7), is that the distribution P gce (P
can easily be sampled for Boltzmann particles, while a suitable approximation for the weight
Again, by construction, the first moment of the new weight factor is equal to unity:
In principle, Eq. (7) and Eq.(11) are equivalent. In fact, Eq.(7) can be obtained by taking the limit (µ B , µ S , µ Q ) = (0, 0, 0), u µ = (1, 0, 0, 0), and β → 0 of Eq.(11). However, as one can already see, W n = W n . Higher, and in particular the second, moments of the weight factors W and W are a measure of the statistical error to be expected for a finite sample of events.
The larger the higher moments of the weight factor, the larger the statistical error, and the slower the convergence with sample size. Please see also Appendices A and B.
As GCE and MCE densities are the same in the system V g , these values are effectively regulated by intensive parameters β, µ j and u µ . In essence, if you want to study a system with average Q j 1 , then sample the GCE with Q j 1 and calculate the weight according to Eq.(15). This will result in a low statistical error for finite samples (as shown in later sections), and allow for extrapolation to the MCE limit.
We will now first calculate the weight factor Eq. (15) and then take the appropriate limits.
With the appropriate choice of β, µ j and u µ the calculation of Eq. (15) is particularly easy in the large volume limit [27] .
B. Calculating the Monte Carlo Weight W
In this article, the total number of (potentially) conserved extensive quantities in a hadron resonance gas is L = J + 4 = 3 + 4 = 7, where J = 3 is the number of charges (B, S, Q) and there are four components of the four-momentum. Including all extensive quantities into a single vector:
the weight Eq.(15) can be expressed as:
The general expression for the partition function Z Q l (V, β, u µ , µ j ) in the large volume limit reads [27] :
where:
and:
Here κ 1 and κ 2 are the GCE vector of mean values and the GCE covariance matrix respectively.
The values of β, µ j and u µ are chosen such that:
The approximation (19) gives then a reliable description of Z Q l g around the equilibrium value
, provided V g is sufficiently large. The charge vector, Eq. (20) , is then equal to the null-vector
For the normalization in Eq.(18) we then find:
For the numerator we obtain:
where in Eq. (24) we write for the charge vector Eq. (20) :
Then, using
, we find:
Substituting Eq. (23) and Eq. (24) into Eq.(18) yields:
The GCE partition functions are multiplicative in the sense that
, and thus the first term in Eq. (27) is equal to unity. Now using Eq.(9), λ = V 1 /V g , we can re-write Eq. (27) as:
Model parameters are hence the intensive variables inverse temperature β, four-velocity u µ and chemical potentials µ j , which regulate energy and charge densities, and collective motion.
Provided V 1 is sufficiently large, we have defined a family of thermodynamically equivalent ensembles, which can now be studied in their dependence of fluctuation and correlation observables on the size of the bath V 2 = V g − V 1 . Hence, we can test the sensitivity of such observables, for example, to globally applied conservation laws. The expectation values . . .
are then identical to GCE expectation values, while higher moments will depend crucially on the choice of λ.
C. The Limits of W
The largest weight is given to states for which ξ l ξ l = 0, i.e. with extensive quantities
. Hence, the maximal weight a microstate (or event) at a given value of
Taking the limits of Eq. (28), it is easy to see that:
I.e. for λ = 0 we sample the GCE, and all events have a weight equal to unity. Hence, we also find W 2 = 1 and therefore (∆W) 2 = 0, implying a low statistical error. For λ → 1, we effectively approach a "sample-reject" procedure, as (for instance) used in [19, 20] , and:
However, as now not all events have equal weight, (∆W) 2 grows and so too the statistical error of finite samples. Also, the larger the number L of extensive quantities considered for re-weighting, the larger will be the statistical uncertainty.
III. THE GCE SAMPLING PROCEDURE
The Monte Carlo sampling procedure for a GCE system in the Boltzmann approximation is now explained. The system to be sampled is assumed to be in an equilibrium state enclosed in a volume V 1 with temperature T = β −1 and chemical potentials µ j = (µ B , µ S , µ Q ).
Additionally, the system is assumed to be at rest. The four-velocity is then u µ = (1, 0, 0, 0) and the four-temperature is β µ = (β, 0, 0, 0). In this case, multiplicity distributions are Poissonian, while momentum spectra are of Boltzmann type.
The GCE sampling process is composed of four steps, each discussed below.
Multiplicity Generation
In the first step, we randomly sample multiplicities N i 1 of all particle species i considered in the model. The expectation value of the multiplicity of thermal Boltzmann particles in the GCE is given by:
Multiplicities {N i 1 } n are randomly generated for each event n according to Poissonians with mean values N i 1 :
In the above, m i and g i are the mass and degeneracy factor of a particle of species i respectively.
represents the quantum number content of a particle of species i.
Momentum Spectra
In the second step, we generate momenta for each particle according to a Boltzmann spectrum. For a static thermal source spherical coordinates are convenient:
These momenta are then isotropically distributed in momentum space. Hence:
where p x , p y , and p z are the components of the three-momentum, ε is the energy, and |p| = p 2 x + p 2 y + p 2 z is the total momentum. The polar and azimuthal angles are sampled according to:
where x is uniformly distributed between 0 and 1. Additionally, we calculate the transverse momentum p T and rapidity y for each particle:
Finally, we distribute particles homogeneously in a sphere of radius r 1 and calculate decay times based on the Breit-Wigner width of the resonances.
Resonance Decay
The third step (if applicable) is resonance decay. We follow the prescription used by the authors of the THERMINATOR package [29] , and perform only 2 and 3 body decays, while allowing for successive decay of unstable daughter particles. Only strong decays are considered, while weak and electromagnetic decays are omitted. Particle decay is first calculated in the parent's rest frame, with daughter momenta then boosted into the lab frame. Finally, decay positions are generated based on the parent's production point, momentum and life time.
Throughout this article, always only the lightest states of the following baryons:
and mesons:
are considered as stable. The system could now be given collective velocity u µ .
Re-weighting
In the fourth step, we calculate the values of extensive quantities for the events generated by iterating over the particle list of each event.
For the values of extensive quantities Q l 1,n = (B 1,n , S 1,n , Q 1,n , E 1,n , P x,1,n , P y,1,n , P z,1,n ) in subsystem V 1 of event n we write:
is the 'charge vector' of particle i in event n. Based on Q l 1,n we calculate the weight w n for the event: This can be seen from the form of the analytical approximation to the grand canonical distribution of (fully phase space integrated) extensive quantities P gce (Q l 1 ) (from Eq.(19)):
where the variable ξ l is given by Eq. (20) . Now taking the weight factor W λ , Eq. (28), (σ and ξ l are the same in both equations) we obtain for the distribution P λ (Q l 1 ) of extensive quantities Q l 1 in subsystem 1:
This is essentially the same multivariate normal distribution as the grand canonical version
, however linearly contracted. We will compare Monte Carlo results to Eq.(48).
The Monte Carlo output is essentially a distribution P M C (X 1 , X 2 , X 3 , ...) of a set of observ-
For all practical purposes this distribution is obtained by histograming all events n according to their values of X 1,n , X 2,n , X 3,n , etc. and their weight w n . One can then define moments of two observables X i and X j through:
Additionally, we define the variance (∆X i ) 2 and the covariance ∆X i ∆X j respectively as:
In the following, we use the scaled variance ω i and the correlation coefficient ρ ij defined as:
Let us consider a static and neutral system with four-velocity u µ = (1, 0, 0, 0), chemical potentials µ j = (0, 0, 0), local temperature T = β −1 = 0.160GeV , and volume
This is a system large enough 3 for using the large volume approximation worked out in Section II.
In Figs. (1) and (2) we show the results of Monte Carlo runs of 2.5·10 4 events each. Each value of λ has been sampled 20 times to allow for calculation of a statistical uncertainty estimate.
19 different values of λ have been studied. In this case study, the extensive quantities baryon number B, strangeness S, electric charge Q, energy E, and longitudinal momentum P z are considered for re-weighting. Conservation of transverse momenta P x and P y can be shown not to affect the ∆p T,i and ∆y i dependence of multiplicity fluctuations and correlations studied in the following sections. Their ∆y i dependence is, however, rather sensitive to P z conservation.
Angular correlations (not studied in this article), on the other hand, are strongly sensitive to joint P x and P y conservation [21, 22] . (∆B) 
Mean values X i λ remain constant. This implies that the scaled variance ω of multiplicity fluctuations, Eq.(52), also converges linearly:
from its GCE value ω gce to the MCE limit ω mce . Please note that Eqs.(54,55,56) are equivalent to the 'acceptance scaling' approximation 4 used in [32, 33, 34] . For the correlation coefficient,
the story is more complicated. In case both X i and X j are re-weighted and measured in full phase space, we find:
and the correlation coefficient ρ λ , Eq. (57), is independent of the value of λ, see Fig.(2) . In all other cases, one needs to extrapolate Eqs.(54,55) separately, and then calculate the correlation coefficient.
We have therefore successively transformed our Monte Carlo sample. As λ → 1, we give larger and larger weight to events in the immediate vicinity of the equilibrium expectation value, and smaller and smaller weight to events away from it. The distribution of extensive quantities considered for re-weighting (a multivariate normal distribution in the GCE in the large volume limit) hence gets contracted to a δ-function with vanishing variances and covariances. I.e.,
we successively highlight the properties of events which have very similar values of extensive quantities. This will have a bearing on charge correlations and, in particular, multiplicity fluctuations and correlations discussed in the following sections. The price we pay is that, as λ grows, so too does the statistical uncertainty. In the limit λ → 1, we approach a sample-reject type of formalism. We cannot, therefore, directly obtain the microcanonical limit for the large system size studied here, as this is prohibited by available computing power. On the bright side, however, we can extrapolate to this limit. In Fig.(3) we show the second moment of the weight factor, Eq. (28), as a function of λ. A large second moment W 2 implies a large statistical uncertainty and, hence, usually requires a larger sample.
We mention in this context that the intermediate ensembles, between the limits of GCE and MCE, may also be of phenomenological interest.
V. MOMENTUM SPECTRA
We next consider momentum spectra. In Fig.(4) we show transverse momentum and rapidity spectra of positively charged hadrons, both primordial and final state, for a static thermal system.
Based on these momentum spectra we construct acceptance bins ∆p T,i and ∆y i , as in [21, 22, 23] and [35, 36] . Momentum bins are constructed such that each of the five bins constructed contains on average one fifth of the total yield of positively charged particles. The values defining the bounds of the momentum space bins ∆p T,i and ∆y i are summarized in Table I . Resonance decay shifts the transverse momentum distribution to lower average transverse momentum p T and widens the rapidity distribution of thermal 'fireballs' [28] . Final state transverse momentum bins are, hence, slightly 'contracted', while final state rapidity bins get slightly 'wider', when compared to their respective primordial counterparts. Resonance decay combined with transverse as well as longitudinal flow is believed to provide a rather good description of experimentally observed momentum spectra in relativistic heavy ion collisions at SPS and RHIC energies [29, 30, 31] . Our spectra, on the other hand, contain no flow and our results thus cannot be directly compared to experimental data or transport simulations. However, qualitatively one might observe effects of the kind discussed in the following.
VI. THE MOMENTUM SPACE DEPENDENCE OF CORRELATIONS BETWEEN CONSERVED CHARGES
An interesting example of quantities for which the measured value depends on the observed part of the momentum spectrum are the correlation coefficients between the charges baryon number B, strangeness S and electric charge Q. Please note that also the variances and covariances of the baryon number, strangeness, and electric charge distribution are sensitive to the acceptance cuts applied. Their values are additionally rather sensitive to the effects of globally enforced conservation laws. If the size of the 'bath' is reduced, a change in one interval of phase space will have to be balanced (preferably) by a change in another interval, and not by the 'bath'.
A. Grand Canonical Ensemble
We will now consider the correlation coefficients ρ BS , ρ BQ , and ρ SQ in limited acceptance bins ∆p T,i and ∆y i , as defined in Table I , in the grand canonical ensemble. Particles in one momentum bin are then essentially sampled independently from particles in any other momentum space segment, due to the 'infinite bath' assumption. Nevertheless, the way in which quantum numbers are correlated is different in different momentum bins, as different particle species have, due to their different masses, different momentum spectra.
Let us first make some basic observations about the hadron resonance gas and the way in which quantum numbers are correlated in a GCE. Charge fluctuations directly probe the degrees of freedom of a system, i.e. they are sensitive to its particle mass spectrum (and its quantum number configurations). We first consider the contribution of different particle species to the covariance ∆X i ∆X j , Eq.(51), and hence to the correlation coefficient ρ ij , Eq.(53). In Figs. (5-7) we show the correlation coefficients ρ BS (baryon number -strangeness), ρ BQ (baryon number -electric charge), and ρ SQ (strangeness -electric charge) as measured in the acceptance bins ∆p T,i and ∆y i defined in Table I, In Tables II to IV are also rather sensitive to exact bin size, and the fourth digit becomes somewhat unreliable.
We next attempt to explain, in turn, the rapidity dependence of ρ BS , ρ BQ , and ρ SQ . Strange baryons are, on average, heavier than non-strange baryons, so their rapidity distributions are narrower. The kaon rapidity distribution is then, compared to baryons, again wider. A change in baryon number (strangeness) at high |y| is less likely to be accompanied by a change in strangeness (baryon number) than at low |y|. The value of ρ BS , therefore, drops toward higher rapidity, as shown in Fig.(5), (right) . By the same argument, we find a weakening of the baryon-electric charge correlation ρ BQ at higher rapidity (Fig.(6) , (right)) as the rapidity distribution of electrically charged particles is wider than that of baryons. For the strangeness-electric charge correlation coefficient we find first a mild rise, and then a somewhat stronger drop of ρ SQ towards higher rapidity. As one shifts ones acceptance window towards higher values of |y|, first the contribution of baryons (in particular Σ + ) decreases and, as the meson contribution grows, ρ SQ rises slightly. Towards the highest |y|, pions again dominate and de-correlate the quantum numbers.
The transverse momentum dependence can be understood as follows: heavier particles have higher average transverse momentum p T and, hence, their influence increases towards higher p T . Heavy particles have a tendency to carry several charges, causing the correlation coefficients to grow.
The contribution of strange baryons compared to non-strange baryons grows towards higher transverse momentum, as strange baryons have on average larger mass than non-strange baryons. The correlation coefficient ρ BS thus becomes strongly negative at high p T . As the contribution of baryons compared to mesons grows stronger towards larger p T , a change in baryon number (electric charge) is now more likely to be accompanied by a change in electric charge (baryon number) than at low p T , and ρ BQ increases with p T (The ∆ resonances 5 ensure it keeps rising). For the ∆p T,i dependence of ρ SQ we finally note that one of the strongest contributors at higher p T is the Ω − , with a relatively low mass of m Ω − = 1.672GeV . So after a rise, ρ SQ drops again towards highest p T , due to an increasing Σ + contribution 6 .
Since resonance decay has the habit of dropping the lighter particles (mesons) at low p T and higher |y|, while keeping heavier particles (baryons) at higher p T and at mid-rapidity, none of the above arguments about the transverse momentum and rapidity dependence are essentially changed by resonance decay. The correlation coefficient ρ BS becomes more negative towards higher p T , while becoming weaker towards higher |y|. Similarly, ρ BQ grows larger at high p T and drops towards higher y. The values of ρ after resonance decay are directly sensitive to how the data is analyzed.
In the above study we analyzed final state particles (stable against strong decays) only. One could, however, also reconstruct decay positions and momenta of parent resonances and could then count them as belonging to the acceptance bin the parent momentum would fall into. In the situation above, however, this would again yield the primordial scenario. If reconstruction of resonances is not done, one is sensitive to charge correlations carried by final state particles.
As in the primordial case, a larger acceptance bin effectively averages over smaller bins. However, the smaller the acceptance bin, the more information is lost due to resonance decay. In full acceptance, final state and primordial correlation coefficients ought to be the same, since quantum numbers (and energy-momentum) are conserved in the decays of resonances.
B. Extrapolating to the MCE
We next consider the extrapolation to the MCE limit of variances and covariances and, hence, (right) in the transverse momentum bins ∆p T,i , defined in Table I , as a function of the size of the bath λ = V 1 /V g . 8 equally spaced values of λ have been investigated. The last marker denotes the result of the extrapolation. In Fig.(9) we show the dependence of the primordial covariance ∆B∆S (left) and the primordial correlation coefficient ρ BS (right) of the joint baryon number -strangeness distribution on the size of the bath λ.
Let us first comment on the GCE values of variances (the left most markers in Fig.(8) ).
As each of the 5 momentum bins holds one fifth of the charged particle yield and, hence, less than one fifth of the baryonic contribution in the lowest bin ∆p T,1 , and more than one fifth in the highest bin ∆p T,5 , we find the baryon number variance (∆B) 2 largest in ∆p T,5 , and smallest in ∆p T,1 . If binned in rapidity: ∆y 3 has the strongest baryon contribution, and, hence, The ∆p T,i dependence of the GCE covariance ∆B∆S and the GCE correlation coefficient ρ BS in Fig.(9) is explained by the arguments of the previous subsection. Varying contributions of hadrons of different mass (and charge contents) to different parts of momentum space are responsible.
We now turn our attention to the extrapolation. MCE effects on the baryonic sector are felt most strongly in momentum space segments in which the baryonic contribution is strong (e.g. see the evolution of the last bin ∆p T,5 with λ in Figs.(8,9) ). The correlation coefficient is not as strongly affected, in general, by MCE effects.
In Fig.(10) we show the results of the extrapolation to the MCE limit of the baryon numberstrangeness correlation coefficient ρ BS in acceptance bins ∆p T,i and ∆y i , both primordial and final state. MCE values are closer to each other than corresponding GCE values, Fig.(5) . The influence of globally applied conservation laws on charge correlations is less strong than for the multiplicity fluctuations and correlations discussed in the next section.
VII. MOMENTUM SPACE DEPENDENCE OF MULTIPLICITY FLUCTUATIONS AND CORRELATIONS
Multiplicity fluctuations and correlations are qualitatively affected by the choice of ensemble and are directly sensitive to the fraction of the system observed. For vanishing size of ones acceptance window, one would lose all information on how the multiplicities of any two distinct groups N i and N j of particles are correlated, and measure ρ ij = 0. This information, on the other hand, is to some extent preserved in ρ BS , ρ BQ , and ρ SQ , i.e. the way in which quantum numbers are correlated, if at least occasionally a particle is detected during an experiment.
We first sample the same GCE system, which we have discussed in the previous sections, and consider the effects of resonance decay. Next the joint distributions of positively and negatively charged particles in momentum bins ∆p T,i and ∆y i are constructed. Then we, in turn, extrapolate the GCE primordial and final state results on the scaled variance ω, Eq.(52), and the correlation coefficient ρ, Eq.(53), to the MCE limit.
A. Grand Canonical Ensemble
In Fig.(11) we show the ∆p T,i (left) and ∆y i (right) dependence of the GCE scaled variance The rest as in Fig.(11) .
and correlation coefficients in the respective acceptance bins in Figs. (11, 12) are generally larger than the acceptance scaling procedure 7 suggests, with the notable exception of ρ +− (∆p T,5 ).
If one would construct now a larger and larger number of momentum space bins of equal average particle multiplicities, one would successively lose more and more information about how multiplicities of distinct groups of particles are correlated.
There is a simple relation connecting the scaled variance of the fluctuations of all charged hadrons ω ± to the fluctuations of only positively charged particles ω + via the correlation coefficient ρ +− between positively and negatively charged hadrons in a neutral system:
We, therefore, find the effect of resonance decay on the ∆p T,i dependence of ω ± to be considerably stronger than on that of ω + , and generally ω ± > ω + , as the correlation coefficient ρ +− remains positive in the final state GCE. Compared to this, the final state values of ω ± , ω + and ρ +− remain rather flat with ∆y i in the GCE. 7 For the acceptance scaling approximation it is assumed that particles are randomly detected with a certain probability q = 0.2, independent of their momentum.
In the very same way that we extrapolated fully phase space integrated extensive quantities to the MCE limit in Section IV, we now extrapolate multiplicity fluctuations ω + and correlations ρ +− in transverse momentum bins ∆p T,i and rapidity bins ∆y i for a hadron resonance gas from the GCE (λ = 0) to the MCE (λ → 1). Analytical primordial MCE results are done in the infinite volume approximation [21, 22] . We, hence, have some guidance as to further asses the accuracy of the extrapolation scheme. For final state fluctuations and correlations in limited acceptance, on the other hand, no analytical results are available.
Mean values of particle numbers of positively charged hadrons N + and negatively charged hadrons N − in the respective acceptance bins, defined in Table I , remain constant as λ goes from 0 to 1, while the variances (∆N + ) 2 and (∆N − ) 2 , and covariance ∆N + ∆N − converge linearly to their respective MCE limits. The correlation coefficient ρ +− between positively and negatively charged hadrons, on the other hand, will not approach its MCE value linearly, as discussed in Section IV.
Primordial
In Fig.(13) numbers are calculated according to the method developed in [21, 22] , using the acceptance bins defined in Table I , and are shown for comparison.
The effects of energy-momentum and charge conservation on primordial multiplicity fluctuations and correlations in finite acceptance have been discussed in [21, 22] . A few words attempt to summarize. (left) and for rapidity bins ∆y i (right). The rest as in Fig.(13) .
Let us first attend to fully phase space integrated results. The scaled variance of multiplicity fluctuations is lowest in the MCE due to the requirement of exact energy and charge conservation, somewhat larger in the CE, and largest in the GCE, as now all constraints on the microstates of the system have been dropped [27, 33, 34] . The fully phase space integrated MCE and CE correlation coefficients between oppositely charged particles are rather close to 1. Doubly charged particles allow for mild deviation, as also the ∆ ++ resonance is counted as only one particle.
The transverse momentum dependence can be understood as follows: a change in particle number at high transverse momentum involves a large amount of energy. I.e., in order to balance the energy record, one needs to create (or annihilate) either a lighter particle with more kinetic energy, or two particles at lower p T . This leads to suppressed multiplicity fluctuations in high ∆p T,i bins compared to low ∆p T,i bins. By the same argument, it seems favorable, due to the constraint of energy and charge conservation, to balance electric charge, by creating (or annihilating) pairs of oppositely charged particles, predominantly in lower ∆p T,i bins, while allowing for a more un-correlated multiplicity distribution, i.e. also larger net-charge (δQ = N + − N − ) fluctuations, in higher ∆p T,i bins.
For the rapidity dependence similar arguments hold. Here, however, the strongest role is played by longitudinal momentum conservation. A change in particle number at high y involves now, in addition to a large amount of energy, a large momentum p z to be balanced.
The constraints of global P z conservation are, hence, felt least severely around |y| ∼ 0, and it becomes favorable to balance charge predominantly at mid-rapidity (ρ +− larger) and allow for stronger multiplicity fluctuations (ω + larger) compared to forward and backward rapidity bins.
In a somewhat casual way one could say: events of a neutral hadron resonance gas with values of extensive quantities B, S, Q, E and P z in the vicinity of Q l 1 have a tendency to have similar numbers of positively and negatively charged particles at low transverse momentum p T and rapidity y and less strongly so at high p T and |y|.
The statistical error on the 'data' points grows as λ → 1, as can be seen from Figs.(13,14) .
The extrapolation helps greatly to keep the statistical uncertainty on the MCE limit low, as summarized in Table V , and can be seen from a comparison of the last two data points in Figs.(13,14) . The last point and its error bar denote the result of a linear extrapolation of variances and covariances, while the second to last data point and its error bar are the result In a sample-reject type of approach this sample size would yield a substantially larger statistical error, as only events with exact values of extensive quantities are kept for the analysis. As the system size is increased, a sample-reject formalism, hence, becomes increasingly inefficient, while the extrapolation method still yields good results. For a further discussion see Appendix A.
Final State
We now attend to the extrapolation of final state multiplicity fluctuations and correlations to the MCE limit. An independent Monte Carlo run for the same physical system was done, but now with only stable final state particles 'detected'.
In Fig.(15) we show the final state scaled variance ω + of positively charged hadrons in transverse momentum bins ∆p T,i (left) and rapidity bins ∆y i (right) as a function of λ, while in The ∆p T,i and ∆y i dependence on λ of the final state MCE scaled variance ω + is qualitatively similar to that of the primordial versions, Fig.(13) , and is essentially also explained by the arguments of the previous section. The effects of charge and energy-momentum conservation work in pretty much the same way as before, and it still seems favorable to have events with wider multiplicity distributions at low p T and low y, and narrower distributions at larger p T (left) and for rapidity bins ∆y i (right). The rest as in Fig.(15) .
and larger |y|. The dependence of the final state correlation coefficients ρ +− on λ, Fig.(16) , is a bit different to the primordial case, Fig.(14) . However, in the MCE limit, events still tend to have more similar numbers of oppositely charged particles at low p T and low y, than at large p T and large |y|.
The effects of resonance decay are qualitatively different in the MCE, CE, and GCE. Let us again first attend to fully phase space integrated multiplicity fluctuations discussed in [33, 34] .
The final state scaled variance increases in the GCE and CE compared to the primordial scaled variance. Multiplicity fluctuations of neutral mesons remain unconstrained by conservation laws. However, they often decay into oppositely charged particles, which increases multiplicity fluctuations of pions, for instance. In the MCE, due to the constraint of energy conservation, the event-by-event fluctuations of primordial pions are correlated to the event-by-event fluctuations of, in general, primordial parent particles, and ω f inal < ω prim is possible in the MCE.
In charged particles in the low p T region, compared to the high p T domain.
Compared to this, the MCE ∆y i dependence of ω + and ρ +− is mainly dominated by global conservation of P z . Resonance decay effects, see Figs. (11, 12) , are more equal across rapidity, than in transverse momentum.
Again, we find the scaled variance of all charged particles larger than the scaled variance of only positively charged hadrons ω ± > ω + , except for when ρ +− < 0, i.e when the multiplicities of oppositely charged particles are anti-correlated, as for instance in ∆p T,5 , ∆y 1 , and ∆y 5 . In contrast to that, we narrowly find ω ± > 1 in the lowest transverse momentum bin ∆p T,1 .
The qualitative picture presented in Fig.(17) could be compared to similar analysis of UrQMD transport simulation data [35] , or recently published NA49 data on multiplicity fluctuations in limited momentum bins [36] . We, however, do not claim that the effects discussed above are the sole effects leading to the qualitative agreement with either of the two.
VIII. SUMMARY
We have presented a recipe for a thermal model Monte Carlo event generator capable of extrapolating fluctuation and correlation observables for Boltzmann systems of large volume from their GCE values to the MCE limit. Our approach has a strong advantage compared to analytical approaches or standard microcanonical sample-and-reject Monte Carlo techniques, in that it can handle resonance decays as well as (very) large system sizes at the same time.
To introduce our scheme, we have conceptually divided a microcanonical system into two subsystems. These subsystems are assumed to be in equilibrium with each other, and subject to the constraints of joint energy-momentum and charge conservation. Particles are only measured in one subsystem, while the second subsystem provides a thermodynamic bath. By keeping the size of the first subsystem fixed, while varying the size of the second, one can thus study the dependence of statistical properties of an ensemble on the fraction of the system observed (i.e.
assess their sensitivity to globally applied conservation laws). The ensembles generated are thermodynamically equivalent in the sense that mean values in the observed subsystem remain unchanged when the size of the bath is varied, provided the combined system is sufficiently large.
The Monte Carlo process can be divided into four steps. In the first two steps primordial particle multiplicities for each species, and momenta for each particle, are generated for each event by sampling the grand canonical partition function. In the third step resonance decay of unstable particles is performed. Lastly the values of extensive quantities are calculated for each event and a corresponding weight factor is assigned. All events with the same set of extensive quantities hence still have 'a priori equal probabilities'. In the limit of an infinite bath, all events have a weight equal to unity. In the opposite limit of a vanishing bath, only events with an exactly specified set of extensive quantities have non-vanishing weight. In between,
we extrapolate in a controlled manner. The method is even rather efficient for large volume, inaccessible to sample-and-reject procedures, and agrees well, where available, with analytic asymptotic microcanonical solutions.
Given the success of the hadron resonance gas model in describing experimentally measured average hadron yields, and its ability to reproduce low temperature lattice susceptibilities, the good approximation to W); the convergence properties (at fixed λ, and as a function of λ) fall basically into the same direction; so far we also have not derived a thermodynamic potential for our ensembles; one could also consider more general forms of W; one could ask how to couple two systems of different densities, or altogether depart from the local equilibrium assumption.
There are also several interesting things that the model could do in its present form. Examples include mean transverse momentum fluctuations, correlation between transverse momentum and particle number, or even 2 and 3 particle correlation functions. This should be the subject of future work.
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APPENDIX A: CONVERGENCE STUDY
Not only for the sake of completeness we discuss in this section the convergence of various quantities with the sample size, i.e. the number of events, N events , in our Monte Carlo scheme.
Here we analyze final state (stable against electromagnetic and weak decays) particles only. We mainly take a closer look at the data sub-set of 20 · 2 · 10 5 events, with λ = V 1 /V g = 0.875 for the size of the bath, which already has been discussed in Section VII.
There is a degree of freedom at so how to estimate the statistical uncertainty on the moments of a distribution of observables of a finite sample. The approach taken here is straight forward, but could, however, certainly be improved.
In Fig.(19) we show the evolution of the mean values N + (left) and the variances (∆N + ) 2 (right) of the distributions of positively charged hadrons for the 5 transverse momentum bins ∆p T,i , defined in Table I , with the sample size. Mean values of particle multiplicities in respective bins are in rather good approximation equal to each other, but are, however, not identical due to finite resolution on the underlying momentum spectrum, even for λ = 0.875 (bins were constructed using GCE events from an independent run). Variances converge steadily and are different in different bins, see Section VII. The event output was iteratively stored in histograms, which were then evaluated after steps of 2 · 10 4 events. The additional data has not been used for the extrapolation, so it can serve as an un-biased cross-check.
APPENDIX B: THE CANONICAL BOLTZMANN GAS
An analytical and instructive example is the canonical classical relativistic particle antiparticle gas discussed in [32, 37, 38] . We use this example to show that, although the procedure is formally independent of one's choice of Lagrange multipliers, it is most efficient for those defined by Maxwell's relations. We start off with Eqs. (1) , and then discuss, in turn, the first and second moments of the multiplicity distribution of particles, and the first four moments of the Monte Carlo weight factor.
The canonical partition function Z N 1 (V 1 , β, Q 1 ) of a system with volume V 1 , temperature T = β −1 , charge Q 1 , particle number N 1 , and anti-particle number M 1 = N 1 − Q 1 , is given by:
The single particle partition function is given by Eq.(31), ψ = g 2π 2 m 2 β −1 K 2 (mβ). The canonical partition function with arbitrary particle number, but still fixed charge Q 1 , is obtained by:
Here I Q 1 is a modified Bessel function. Temperature is the same in both subsystems; the bath and the observable part. The partition function of the bath is therefore:
Imposing the constraints V 2 = V g − V 1 , and Q 2 = Q g − Q 1 , similar to Eq.(4), we find [39] for the canonical partition function, Eq. (5), of the combined system:
as required. The weight factor is then:
Analogous to Eq.(7) we find for the joint particle multiplicity and charge distribution:
Monte Carlo Weight
We next introduce Eq.(12), the joint GCE distribution of charges and particle multiplicity:
The Monte Carlo weight, Eq. (15), is then given by:
In accordance with Eq.(11), the distribution Eq.(B6) is then equivalently written as:
The GCE partition function is:
Moments of Distributions
To define the multiplicity moments of the distributions Eq.(B6) or Eq.(B9) we write:
Additionally we define the moments of the weight Eq.(B5):
and of the Monte Carlo weight Eq.(B8):
We first attend to the first two moments of the multiplicity distribution. Substituting Eq. (B6) or Eq.(B9) into Eq.(B11) yields:
and 
where the CE scaled variance ω ce of the combined system is given by [32, 38] :
and ω gce = 1 is the GCE scaled variance, as the particle number distribution is a Poissonian.
We next apply our Monte Carlo scheme to an observable subsystem of volume V 1 = 50f m The average charge content in the observable subsystem is then Q 1 ≃ 6.667. 
i.e. when the initial sample is already similar (at least in terms of mean values) to the desired sample. This is reflected in the moments of the Monte Carlo Weight factor, Fig.(23) (left).
Higher moments have a strong minimum around µ Q = 0.1896GeV , i.e. the weights are most
