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Résumé
En utilisant les outils géométriques introduits par P. Cohen, H. Shiga, J. Wolfart et G. Wüstholz, on com-
mence par montrer dans le théorème 1 de quelle façon, en des points algébriques, l’algébricité de certaines
valeurs de la fonction hypergéométrique de Gauss conduit à la transcendance de la valeur d’une autre fonc-
tion de Gauss. Puis, on s’intéresse aux fonctions hypergéométriques d’Appell—qui généralisent en deux
variables celles de Gauss—afin d’étudier les valeurs en des points algébriques d’une nouvelle fonction
transcendante construite à partir des deux précédentes. Ces valeurs seront reliées, via le théorème 2, à des
variétés abéliennes de la même classe d’isogénie. La distribution des modules de ces variétés abéliennes,
grâce notamment à l’utilisation d’un résultat d’Edixhoven–Yafaev [B. Edixhoven, A. Yafaev, Subvarieties
of Shimura varieties, Ann. of Math. 157 (2003) 621–645], sera l’objet du dernier résultat.
© 2006 Elsevier Inc. Tous droits réservés.
Abstract
Using geometric tools introduced by P. Cohen, H. Shiga, J. Wolfart and G. Wüstholz, we show in The-
orem 1 that when a certain Gauss hypergeometric function takes an algebraic value at an algebraic point,
then another Gauss hypergeometric function takes a transcendental value at a related algebraic point. Using
Appell hypergeometric functions, which generalize to two variables the Gauss functions, we study values
at algebraic points of a new transcendental function defined in terms of these two functions. By Theorem 2,
these values correspond to abelian varieties in the same isogeny class. Using a result of Edixhoven–Yafaev
Adresse e-mail : pierre-antoine.desrousseaux@math.univ-lille1.fr.0022-314X/$ – see front matter © 2006 Elsevier Inc. Tous droits réservés.
doi:10.1016/j.jnt.2006.11.004
96 P.A. Desrousseaux / Journal of Number Theory 125 (2007) 95–116[B. Edixhoven, A. Yafaev, Subvarieties of Shimura varieties, Ann. of Math. 157 (2003) 621–645], this last
result is in turn related to the distribution of the moduli of such abelian varieties in certain Shimura varieties.
© 2006 Elsevier Inc. Tous droits réservés.
Mots-clés : Variété abélienne ; Multiplication complexe ; Périodes ; Fonctions hypergéométriques de Gauss et d’Appell
Keywords: Abelian variety; Complex multiplication; Periods; Gauss and Appell hypergeometric functions
0. Introduction
Dans leurs travaux, Wolfart [Wo], Cohen–Wüstholz [CoWü] et Edixhoven–Yafaev [EdYa]
se sont intéressés à la finitude de l’ensemble exceptionnel lié à la fonction hypergéométrique
F = F(a;b; c;x) de Gauss, et donné par
E := {x ∈ Q: F(a;b; c;x) ∈ Q}.
Pour certaines conditions sur les paramètres a, b et c, la fonction F(a;b; c;x) est transcen-
dante, et dans ces cas cet ensemble est « mince ». Dans [Wo], utilisant les travaux de Wüstholz
[Wü], cet ensemble E est décrit en terme de variétés abéliennes de la même classe d’isogénie, ce
qui en donne une interprétation géométrique.
La fonction hypergéométrique d’Appell, notée F1(a;b;b′; c;x;y), est une généralisation à
deux variables de celle de Gauss. Dans [Des2], on décrit l’ensemble exceptionnel E1 de cette
fonction et en donne une interprétation géométrique en terme de variétés abéliennes de la même
classe d’isogénie, afin d’obtenir la description arithmétique de cet ensemble à l’aide de valeurs
algébriques de fonctions hypergéométriques d’Appell que voici :
E1 :=
{
(x;y) ∈ Q2 ∩Q: F1(a;b;b′; c;x;y) ∈ Q et
F1
(
b; c − a;1 − b′; c − b′; x
x − 1 ;
x
x − y
)
∈ Q
}
.
Pour obtenir l’ensemble Q, on retire à C2 un nombre fini de droites qui correspondent à des sin-
gularités régulières du système d’équations différentielles vérifié par F1(a;b;b′; c;x;y), voir le
section 1.2. Remarquons que, par rapport au cas d’une variable, on voit apparaitre une deuxième
condition, non triviale, nécessaire à la description géométrique de cet ensemble.
Dans un premier temps, on rappelle quelques propriétés, essentielles pour la suite, liées aux
fonction hypergéométriques de Gauss et d’Appell, et notamment les variétés abéliennes qui peu-
vent leur être reliées grâce aux travaux de P. Cohen, J. Wolfart et G. Wüstholz [CoWo1,CoWo2,
CoWü]. En utilisant ces outils, on obtient le résultat suivant :
Théorème 1. Pour tout a, b, c ∈ Q, 0 < c < 1, 0 < a < c, 0 < b < c, et pour tout x ∈ Q \ {0;1},
si F(a;b; c;x) est un nombre algébrique non nul, alors F(b + 1 − c;a + 1 − c;2 − c;x) est un
nombre transcendant ou nul.
On donne quelques applications de ce résultat.
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λ ∈ C \ {0;1}, appelée fonction de Picard, et définie par :
Φλ(a;b;b′; c;y) = F1(a;b;b
′; c;λ;y)
F (a;b; c;λ) .
Nous supposons les conditions sur les paramètres :
a;b;b′; c ∈ Q, b, b′  0, 0 < c < 1, 0 < a < c, 0 < b + b′ < c. (∗)
Notons que la condition (∗) avec b′ = 0 donne les conditions sur a, b, c au théorème 1. Nous
noterons donc aussi par (∗) ces conditions.
Au sections 1 et 2 de cet article, nous décrivons une famille de variétés abéliennes T (λ;y),
y ∈ C \ {0;1;λ}, λ ∈ C \ {0;1}, qui sont des facteurs de jacobiennes de courbes algébriques qui
proviennent de la représentation intégrale eulerienne des fonctions hypergéométriques en deux
variables. La variété abélienne T (λ;0) qui correspond au point rajouté y = 0 est isogène (=̂) à
un produit T (λ) × A de variétés abéliennes, où T (λ), λ ∈ C \ {0;1}, est une famille associé à la
fonction hypergéométrique en une variable. La classe d’isogénie de A est déterminée par celle de
T (λ). On donne quelques propriétés relatives à la fonction de Picard, avant d’énoncer le résultat
suivant, qui fait le lien entre l’aspect arithmétique et l’aspect géométrique du problème :
Théorème 2. Supposons les conditions (∗) sur les paramètres. Il existe un ensemble de points Z′1
dans C, et pour λ ∈ Q \ {Z′1 ∩ Q} fixé, un ensemble de points Z′2 = Z′2(λ) dans C, tels que pour
tout y ∈ Q \ {Z′2 ∩Q}, les variétés abéliennes T (λ;y) et T (λ;0) sont isogènes si et seulement si
les hypothèses suivantes sont vraies :
(h1) Φλ(a;b;b′; c;y) ∈ Q∗ et
(h2) Φ λ
λ−1
(b; c − a;1 − b′; c − b′; λ
λ−y ) = δ B(b;c−b)F (c−b;c−a;c;λ)B(b;c−b−b′)F (c−b−b′;c−a;c−b′;λ) = 0, δ ∈ Q∗.
Les ensembles Z′1 et Z′2 qui figurent dans l’énoncé de ce théorème correspondent aux points
singuliers réguliers des équations différentielles liées à la fonction hypergéométrique de Gauss
et la fonction de Picard, et à des zéros de certaines fonctions hypergéométriques de Gauss qui
figurent dans les démonstrations et dans l’énoncé. Ces ensembles sont décrits explicitement au
section 2.
Le résultat du théorème 2 est à la base de la définition de l’ensemble exceptionnel relatif à la
fonction Φλ, donné par :
Eλ = Eλ(a;b;b′; c) =
{
y ∈ Q \ {Z′2 ∩ Q}: (h1) et (h2) sont vraies}.
Pour tout λ ∈ Q \ {Z′1 ∩ Q}, cet ensemble est un sous-ensemble de complément fini de :
Eλ = Eλ(a;b;b′; c) =
{
y ∈ Q: T (λ;y) =̂ T (λ)×A}.
Dans un deuxième temps, on s’intéresse, via cette description géométrique de l’ensemble excep-
tionnel, à la distribution des points de multiplication complexe associés aux variétés abéliennes
T (λ;y). Ainsi, après avoir fait quelques remarques (lemme 3.1 en particulier) sur le caractère
C.M. (multiplication complexe) du point dit de base, T (λ;0) := T (λ) × A, apparaissant dans
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tés abéliennes T (λ;y), quand y varie, on associe un point [T (λ;y)] dans une certaine variété
de Shimura et ainsi une courbe {[T (λ;y)]: y ∈ P1(C) \ {0;1;λ;∞}}, de clôture de Zariski Cλ,
qui paramétrise une famille de classes d’isomorphisme de variétés abéliennes, tracée sur cette
variété de Shimura. ([A] désigne la classe d’isomorphisme de la variété abélienne A.) La pro-
priété utilisée ici est la version afaiblie d’une conjecture d’André–Oort, désormais démontrée par
B. Klinger et A. Yafaev dans un article à paraître.
Théorème 3. Supposons les conditions (∗) sur les paramètres. Pour λ ∈ Q \ {0;1} supposons
qu’il existe un δ ∈ Q∗ avec
F(a;b; c;λ) = δB(a + 1 − c;1 − a)
B(c − b;b) F (b + 1 − c;a + 1 − c;2 − c;λ) = 0.
Alors courbe Cλ est de type Hodge si et seulement si Card(Eλ) = ∞.
Pour deux nombres complexes non nuls α et β , nous écrivons dans toute la suite α ∼ β lorsque
α = δβ pour un nombre algébrique non-nul δ. Par exemple, au théorème 3, lorsque F(a;b; c;λ)
et F(b + 1 − c;a + 1 − c;2 − c;λ) sont non nuls la condition qui y figure peut s’écrire :
F(a;b; c;λ) ∼ B(a + 1 − c;1 − a)
B(c − b;b) F (b + 1 − c;a + 1 − c;2 − c;λ).
1. Les fonctions hypergéométriques de Gauss et d’Appell
On commence par rappeler quelques définitions. Une variété abélienne A est dite de type IV
(notations relatives aux travaux de G. Shimura, voir par exemple [Shi]), lorsqu’il existe un corps
K à multiplication complexe (c’est à dire que K est une extension totalement imaginaire quadra-
tique d’un corps de nombres totalement réel) tel que K ⊆ End0(A) := End(A)⊗Z Q et que cette
injection est unitaire (c’est à dire qu’elle envoie 1 ∈ K sur l’endomorphisme trivial idA de A).
Remarque. Le type IV dont on parlera ici est relatif à l’existence d’un corps C.M. dans l’algèbre
des endomorphismes, mais on parlera également de type ρ d’une variété abélienne qui est une
représentation de son algèbre des endomorphismes dans une algèbre de matrices.
Une variété abélienne simple est dite à multiplication complexe (ce que l’on notera C.M.),
ou de type C.M., lorsqu’il existe une paire (K;Φ) où K est un corps à multiplication complexe
vérifiant K ⊆ End0(A) et [K : Q] = 2 dimA et Φ une classe d’équivalence de représentations
linéaires ρ de K telles que ρ ⊕ ρ est équivalent à une représentation régulière de K . Dans
le cas d’une variété abélienne quelconque, la décomposition de A, à isogénie près, en sous-
variétés simples deux à deux non-isogènes étant donnée A =̂ Ar11 × · · · × Arkk , on dira que A
est à multiplication complexe (ce que l’on notera C.M.) lorsque pour tout i = 1; . . . ; k, la variété
abélienne simple Ai est à multiplication complexe.
Dans ce qui suit, on sera amené à considérer des variétés abéliennes F stables par le corps
cyclotomique Q(ζN) (où ζN est une racine primitive N ième de l’unité). Dans certains cas, elles
seront à C.M., parfois par Q(ζN) lui-même, parfois par un sous-corps de Q(ζN) (lorsqu’elle est
puissance pure d’une sous-variété abélienne à C.M. par ce sous-corps). En effet, D. Bertrand
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extension de degré n de k, et E une variété abélienne à C.M. par k. L’anneau des endomorphismes
End0(F ) de F = En s’identifie à Mn(k). En utilisant une application de Q(ζN) dans Mn(k)
(après le choix d’une base de Q(ζN) sur k), on retrouve l’action de Q(ζN) sur F . On dira alors
que F est à C.M. par le sous-corps k de Q(ζN).
1.1. La fonction hypergéométrique de Gauss
La fonction hypergéométrique de Gauss, notée F(a;b; c;x), est la solution holomorphe en
zéro, et telle que F(a;b; c;0) = 1, de l’équation différentielle linéaire d’ordre deux suivante :
E(a;b; c): x(1 − x)d
2u(x)
dx2
+ (c − (a + b + 1)x)du(x)
dx
− abu(x) = 0
ayant pour singularités régulières les points x = 0;1;∞.
Lorsque Re a > 0, Re (c−a) > 0, on peut l’exprimer sous la forme intégrale d’Euler suivante,
pour x ∈ P1(C) \ {0;1;∞} (voir [AK]) :
F(a;b; c;x) =
∫∞
1 ω(x)∫∞
1 ω(0)
où
ω(x) = ub−c(u− 1)c−a−1(u− x)−b du.
Afin de travailler avec des courbes algébriques, les paramètres a, b et c sont pris dans Q.
Pour s’assurer de l’existence des solutions de E(a;b; c) sous la forme d’intégrales d’Euler,
il faut imposer les conditions a > 0, c − a > 0, b > 0 et c − b > 0, a et b jouant des rôles
symétriques (voir [AK, pp. 2–6]). D’autre part, l’existence des périodes B(p;q) sous la forme
d’intégrales d’Euler utilisées par la suite impose 2 − c > 0. On choisit alors 1 − c > 0, afin de
s’assurer que la période B(a; c − a) est de première espèce.
Ainsi, on suppose désormais et pour toute la suite, la condition (∗) sur les paramètres, c’est-
à-dire :
a;b; c ∈ Q, 0 < c < 1, 0 < a < c, 0 < b < c.
On note N le plus petit dénominateur commun de a, b et c. Pour d un diviseur de N , soit Xd(x)
le modèle projectif non-singulièr de la courbe algébrique affine donnée par :
wd = u(c−b)N (u− 1)(a+1−c)N (u− x)bN .
Sous ces conditions, on peut voir les valeurs F(a;b; c;x) non nulles comme quotients de
périodes non nulles de première espèce de variétés abéliennes. De façon plus explicite :
F(a;b; c;x) =
∫∞
1 ω(x) = P1(x) .
B(a; c − a) P0
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espèce sur une variété abélienne, qui est à C.M. par Q(ζN) ou par un sous-corps de Q(ζN), et
qui est un facteur de la jacobienne de la courbe de Fermat :
FN : uN +wN = 1.
Notons par A un représentant de la classes d’isogénie des variétés abéliennes de type C.M. avec
périodes égales à B(a; c − a), à multiplication par un nombre algébrique près, et de dimension
ϕ(N)/2 (voir [Wo] et [WoWü] pour plus de détails).
Pour x ∈ C \ {0;1}, on peut voir P1(x) =
∫∞
1 ω(x) comme une période de première espèce
sur une variété abélienne, notée T (x), facteur de la jacobienne de la courbe algébrique XN(x)
et construite de la façon suivante (pour plus de précisions, on peut consulter les articles [Wo,
CoWo1,CoWü] ou lire le section 1.2 qui suit). Pour d un diviseur propre de N , on note md
le morphisme de JacXd(x) vers JacXN(x) qui envoie w sur wNd . On définit T (x) comme la
composante connexe à l’origine de
⋂
d|N Kermd . Pour x ∈ C \ {0;1}, cette variété abélienne
T (x), liée à la fonction hypergéométrique de Gauss, et qui est essentielle pour la suite, a les
propriétés suivantes :
– elle est de dimension ϕ(N) (où ϕ est la fonction d’Euler),
– elle est de type IV par le corps cyclotomique Q(ζN).
Muni de ces informations, et grâce aux travaux de G. Shimura, voir par exemple [Shi], on peut
déterminer l’espace qui paramétrise les classes d’isomorphisme complexe de telles variétés abé-
liennes. C’est le quotient, par un groupe arithmétique (modulaire) de Hm, la copie de m-fois le
demi-plan supérieur H, pour un certain entier m avec 1m ϕ(N)2 .
Pour clore ce paragraphe, nous démontrons le résultat suivant :
Théorème 1. Sous les conditions (∗) sous les paramètres a, b, c, et pour tout x ∈ Q \ {0;1}, si
F(a;b; c;x) est un nombre algébrique non nul, alors F(b + 1 − c;a + 1 − c;2 − c;x) est un
nombre transcendant ou nul.
Par les arguments de [Wo] (voir aussi [CoWü]) nous savons que :
Sous les conditions (∗) sur les paramètres, si x ∈ Q \ {0;1} et F(a;b; c;x) est un nombre
algébrique non nul, alors T (x) est de type C.M.
Le Z-module H1(T (x);Z) est de rang 2 sur les entiers du corps Q(ζN) (voir [Wo]) : soient
γ0 ; γ1 deux générateurs. On a le résultat suivant de P. Cohen, H. Shiga et J. Wolfart (voir le
Corollaire 5 de [ShWo]) :
Lemme 1.1. Sous les conditions (∗) sur les paramètres a, b et c, et pour tout x ∈ Q \ {0;1}
avec
∫
γ0
ω(x) et
∫
γ1
ω(x) non nuls, la variété abélienne T (x) est de type C.M. si et seulement si∫
γ0
ω(x) ∼ ∫
γ1
ω(x).
Dès lors, en posant δCM := B(a+1−c;1−a) , on en déduit :B(c−b;b)
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F(a;b; c;x) et F(b + 1 − c;a + 1 − c;2 − c;x) non nuls, la variété abélienne T (x) est de type
C.M. si et seulement si F(a;b; c;x) ∼ δCMF(b + 1 − c;a + 1 − c;2 − c;x).
Démonstration. On réécrit les périodes du lemme 1.1 en terme de fonctions hypergéométriques
de Gauss. Sous les conditions (∗) sur les paramètres a, b et c, et pour tout x ∈ Q \ {0;1} avec∫
γ0
ω(x) et
∫
γ1
ω(x) non nuls, la condition de C.M. de T (x) énoncée dans le lemme 1.1, se
traduit, en faisant agir les cycles de Pochhammer pour modifier les chemins d’intégration, par :
∞∫
1
ω(x) ∼
x∫
0
ω(x).
Ce qui, en termes de fonctions hypergéométriques de Gauss, pour x ∈ Q \ {0;1} avec
F(a;b; c;x) et F(b + 1 − c;a + 1 − c;2 − c;x) non nuls, donne : B(a; c − a)F (a;b; c;x) ∼
B(b + 1 − c;1 − b).x1−cF (b + 1 − c;a + 1 − c;2 − c;x) c’est à dire F(a;b; c;x) ∼
B(b+1−c;1−b)
B(a;c−a) F (b + 1 − c;a + 1 − c;2 − c;x).
Dès lors, sachant que Γ (μ) ∼ π
Γ (1−μ) , pour μ /∈ Z et que B(p;q) = Γ (p)Γ (q)Γ (p+q) , on en déduit
que B(1 −μi;1 −μj ) ∼ πB(μi ;μj ) ce qui achève la démonstration de ce lemme. 
Pour clore la démonstration du théorème 1, il suffit de prouver que le nombre δCM est trans-
cendant. On a choisi c ∈ ]0;1[, or pour α;β ∈ ]0;1[, la période B(α;β) est de première espèce
lorsque α + β < 1 et de deuxième espèce lorsque α + β > 1 (voir [WoWü]). Le nombre δCM est
donc le quotient de deux périodes non nulles de variétés abéliennes, l’une de première espèce,
l’autre de deuxième espèce. Le lemme suivant prouve la transcendance de ce nombre :
Lemme 1.3. [WoWü, Satz 1] Une période non nulle de première espèce et une période non
nulle de deuxième espèce sur une même variété abélienne définie sur Q sont Q-linéairement
indépendantes.
Remarques.
– La condition d’algébricité portant sur la première fonction hypergéométrique suffit à s’as-
surer que les deux périodes beta sont sur la même variété abélienne, comme l’impose le
lemme 1.1 ; et l’algébricité de x indique que la variété abélienne étudiée est définie sur Q
(voir [CoWü] par exemple).
– On a l’habitude de considérer plus largement un paramètre c ∈ ]0;2[, c = 1. Il faut noter
que, dans le cas où c ∈ ]1;2[, d’une part l’ensemble exceptionnel étudié dans [Wo,CoWü]
doit être remplacé par :
E = {x ∈ Q: F(b + 1 − c;a + 1 − c;2 − c;x) ∈ Q}
et d’autre part, le théorème 1 reste valable car les espèces des périodes beta s’inversent, mais
le nombre δCM reste transcendant.
À titre indicatif, on peut donner des applications de ce résultat qui fournissent des valeurs
algébriques et transcendantes de fonctions hypergéométriques de Gauss. Ainsi :
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mettant comme développement au voisinage de l’infini :
J (τ) = 1
1728. exp(2iπτ)
+ c0 +
∑
n>0
cn. exp(2iπnτ), τ ∈H.
On note enfin CJ,ρ la composante connexe de {τ ∈H: |J (τ)| < 1} contenant ρ = exp(2iπ/3).
On sait que J admet un zéro d’ordre 3 en ρ, alors :
pour tout τ ∈ Q(i√3 ) ∩ CJ,ρ , F( 512 ; 512 ; 43 ;J (τ)), F( 1112 ; 1112 ; 43 ;J (τ)) et Res(J−1/3;ρ) sont
des nombres transcendants.
(On utilise le théorème 1 et la proposition 2.3, p. 129 de N. Archinard [Ar].)
Exemple 2. Pour tout x ∈ Q \ {0;1}, les conditions suivantes sont équivalentes :
(i) F(a;b; c;x) est un nombre algébrique non nul,
(ii) F(a; c − b; c; x
x−1 ) est un nombre algébrique non nul,(iii) F(c − a;b; c; x
x−1 ) est un nombre algébrique non nul,(iv) F(c − a; c − b; c;x) est un nombre algébrique non nul,
et entraînent la transcendance des quatre nombres suivants, lorsqu’ils sont non nuls :
F(b + 1 − c;a + 1 − c;2 − c;x), F
(
b + 1 − c;1 − a;2 − c; x
x − 1
)
,
F
(
1 − b;a + 1 − c;2 − c; x
x − 1
)
, F (1 − b;1 − a;2 − c;x).
(On utilise le théorème 1 et les transformations d’Euler, voir Chapitre I [AK].)
Exemple 3. Pour tout α ∈ Q ∩ ]0; 14 [,
F
(
1 − 3α;3α;1 − α; 1
2
)
= 23α cos(πα) est transcendant,
F
(
1 − 3α;3α;1 + α; 1
2
)
∼ π− 12 . Γ (α)
2
Γ (2α + 12 )
est transcendant.
(On utilise le lemme 1.2, le théorème 1, l’exemple 2 et le théorème 4 de [BeWo].)
1.2. La fonction hypergéométrique d’Appell
La fonction hypergéométrique d’Appell, notée F1(a;b;b′; c;x;y), est la solution holomorphe
au voisinage de (x;y) = (0;0), et telle que F1(a;b;b′; c;0;0) = 1, du système d’équations
différentielles linéaires partielles d’ordre deux suivant
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⎧⎪⎪⎪⎨⎪⎪⎪⎩
x(1 − x) ∂2v
∂x2
+ y(1 − x) ∂2v
∂x∂y
+ (c − (a + b + 1)x) ∂v
∂x
− by ∂v
∂y
− abv = 0,
y(1 − y) ∂2v
∂y2
+ x(1 − y) ∂2v
∂x∂y
+ (c − (a + b′ + 1)y) ∂v
∂y
− b′x ∂v
∂x
− ab′v = 0,
(x − y) ∂2v
∂x∂y
− b′ ∂v
∂x
+ b ∂v
∂y
= 0
ayant pour singularités régulières les sept droites x;y = 0;1;∞, x = y.
Lorsque Re a > 0, Re (c − a) > 0, on peut l’exprimer sous la forme intégrale suivante
(voir [AK]), pour (x;y) ∈ Q := P1(C)2 \ {⋃g∈{0,1,∞} g × P1(C) ∪ ⋃g∈{0,1,∞} P1(C) × g ∪
Δ: {x = y}} :
F1(a;b;b′; c;x;y) =
∫∞
1 ω(x;y)∫∞
1 ω(0;0)
où
ω(x;y) = ub+b′−c(u− 1)c−a−1(u − x)−b(u− y)−b′ du.
On supposera désormais et pour toute la suite, les conditions (∗) sur les paramètres posées lors
de l’Introduction, c’est-à-dire :
a;b;b′; c ∈ Q, b, b′  0, 0 < c < 1, 0 < a < c, 0 < b + b′ < c.
On note N le plus petit dénominateur commun de a, b, b′ et c. Sous ces conditions, comme dans
les travaux de P. Cohen et J. Wolfart [CoWo2], on peut voir cette fonction comme le quotient de
périodes de première espèce de variétés abéliennes. De façon plus explicite :
F1(a;b;b′; c;x;y) =
∫∞
1 ω(x;y)
B(a; c − a) =
P2(x;y)
P0
où P0 = B(a; c − a) est vue comme au section 1.1. Pour d un diviseur de N , soit Xd(x, y) le
modèle projectif non-singulier de la courbe algébrique affine donnée par :
wd = u(c−b−b′)N (u − 1)(a+1−c)N (u− x)bN(u− y)b′N.
Cette famille de courbes est paramétrée par la variété projective P1(C) × P1(C). On peut voir
P2(x;y) =
∫∞
1 ω(x;y) comme une période de première espèce sur la variété abélienne, notée
T (x;y), facteur de la jacobienne de la courbe algébrique suivante :
XN(x;y): wN = u(c−b−b′)N (u− 1)(a+1−c)N (u− x)bN(u− y)b′N.
Sa construction est similaire à celle de T (x) (consulter également [CoWo2]).
Afin de simplifier les écritures, on pose pour ce calcul :⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
μ0 = c − b − b′,
μ1 = a + 1 − c,
μ2 = b,
μ3 = b′,
μ4 = 1 − a
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i=0 μi = 2.
Pour chaque diviseur propre f de N , on note :
Xf (x;y): wf = uμ0N.(u − 1)μ1N.(u− x)μ2N.(u− y)μ3N.
L’application :
X (x;y) →Xf (x;y)
(u;w) → (u;wN/f )
induit un morphisme mf : Jac(X (x;y)) → Jac(Xf (x;y)).
On note alors T (x;y) le tore donné par la composante connexe à l’origine (pour la topologie
classique) de l’intersection : ⋂f |N Kermf . C’est une variété abélienne à polarisation principale.
On dispose de la décomposition suivante :
Jac
(
(x;y)) =̂ T (x;y)⊕∑
f |N
Jac
(Xf (x;y)).
L’automorphisme
k:
{X (x;y) →X (x;y),
(u;w) → (u; ζ−1N .w)
où ζN est une racine N ième de l’unité induit une action sur Jac(X (x;y)) définie par :
k∗
(
ω(x;y))= k∗(f (u). du
wα
)
= f (u). du
(ζ−1N .w)α
= ζ αN .ω(x;y)
pour ω(x;y) ∈ H 0(Jac(X (x;y));Ω).
De la même façon k∗ agit sur T (x;y), ce qui permet, d’une part, d’affirmer que Q(ζN) ⊆
End0(T (x;y)) et donc de dire que T (x;y) est de type IV (par Q(ζN)), et d’autre part de décom-
poser l’espace vectoriel H 0(T (x;y);Ω) en sous-espaces propres pour cette action.
Comme dans le cas d’une variable, on sait donner une forme différentielle propre correspon-
dante à la valeur propre ζ sN :
ωs(x;y) = u−〈sμ0〉.(u − 1)−〈sμ1〉.(u− x)−〈sμ2〉.(u− y)−〈sμ3〉 du.
Le sous-espace propre correspondant à la valeur propre ζ sN (c’est à dire que Q(ζN) agit sur Vs
comme une multiplication par σs(Q(ζN)) où σs est le plongement de Q(ζN) dans C qui à ζN
associe ζ sN ) a pour dimension (cf. [CW, p. 359]) :
dimVs := rs = −1 +
4∑
i=0
〈sμi〉
et pour tout s ∈ (Z/NZ)×, rs + r−s = 3.
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s = i1; . . . ; im (i1 = 1), il y en a donc également m de dimension 2, correspondants aux indices
s = −i1; . . . ;−im (−i1 = N − 1 = −1 mod(N)). Enfin, il y a ϕ(N)2 −m qui sont de dimension 3,
on les numérote s = im+1; . . . ; i ϕ(N)
2
.
Ainsi
H 0
(
T (x;y);Ω)= V 1i1 ⊕ · · · ⊕ V 1im ⊕ V 2−i1 ⊕ · · · ⊕ V 2−im ⊕ V 3im+1 ⊕ · · · ⊕ V 3i ϕ(N)
2
(V kij est un sous-espace propre de dimension k associé à la valeur propre ζ
ij
N ), on obtient alors
dimT (x;y) = 3ϕ(N)
2
.
La variété abélienne T (x;y), liée à la fonction hypergéométrique d’Appell, et qui est essen-
tielle pour la suite, admet donc les propriétés suivantes :
– elle est de dimension 3ϕ(N)/2,
– elle est de type IV par le corps cyclotomique Q(ζN).
Muni de ces informations, et grâce aux travaux de G. Shimura [Shi], on peut déterminer l’es-
pace qui paramétrise les classes d’isomorphisme complexe de telles variétés abéliennes. C’est
le quotient, par un groupe arithmétique (modulaire), de Bm2 , pour un certain entier m avec
1m ϕ(N)2 . Ici, on a noté
B2 =
{
(z1; z2) ∈ C2: |z1|2 + |z2|2 < 1
}
,
la boule unité en dimension deux.
Remarque. Un résultat analogue au théorème 1 existe pour les fonctions hypergéométriques
d’Appell, on en trouve l’énoncé dans [Des2].
2. La fonction de Picard Φλ
2.1. Définition de la fonction de Picard
Les expressions des fonctions hypergéométriques de Gauss et d’Appell, amènent à considérer
la fonction transcendante d’une variable complexe suivante. Les paramètres a, b, b′, c satisfont
à la condition (∗) :
a;b;b′; c ∈ Q, b, b′  0, 0 < c < 1, 0 < a < c, 0 < b + b′ < c.
λ ∈ P1(C), λ /∈ Z1 ∪ {0;1;∞} où Z1 est l’ensemble des zéros de F(a;b; c;λ). Pour y ∈ P1(C),
y = 0;1;λ;∞ on pose :
Φλ(a;b;b′; c;y) = F1(a;b;b
′; c;λ;y)
.
F(a;b; c;λ)
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Φλ(a;b;b′; c;y) = P2(λ;y)
P1(λ)
où P2(λ;y) =
∫∞
1 ω(λ;y) et P1(λ) =
∫∞
1 ω(λ). Ainsi, on fixe l’une des variables et on considère
la forme différentielle rationnelle correspondante ω(λ;y) sur la famille de courbes XN(x, y)
paramétrée par la variété projective P1(C)× P1(C).
Des conditions moins restrictives sur les paramètres permettent de définir la fonction Φλ de la
même façon, mais on s’intéresse ici à son expression comme quotient de périodes non nulles de
première espèce, l’une sur la variété abélienne T (λ;y), et l’autre sur la variété abélienne T (λ).
La fonction Φλ(a;b;b′; c;y), que l’on notera lorsqu’il n’y a pas de confusion possible Φλ,
est la solution holomorphe en zéro, telle que Φλ(a;b;b′; c;0) = 1, d’une équation différentielle
linéaire d’ordre trois, voir [AK, pp. 71–75], dont l’expression est donnée par :
Dλ(a;b;b′; c): B0(λ;y)d
3v
dy3
+B1(λ;y)d
2v
dy2
+B2(λ;y)dv
dy
+B3(λ;y)v = 0
où⎧⎪⎪⎨⎪⎪⎩
B0(λ;y) = y(y − 1)(y − λ),
B1(λ;y) = (b − c − 1)(y − 1)(y − λ)+ (c − a − b′ − 2)y(y − λ)+ (−b − b′ − 1)y(y − 1),
B2(λ;y) = (b′ + 1)
[
(a + b + b′ + 1 − c)y + c(y − 1)+ (a + 1 − b)(y − λ)],
B3(λ;y) = ab′(b′ + 1).
L’équation différentielle Dλ(a;b;b′; c) a pour singularités régulières les points y = 0;1;λ;∞.
On sait donner une base de solutions de Dλ(a;b;b′; c) à l’aide des fonctions Φλ, il suffit pour
cela de changer les chemins d’intégration
∫ h
g
ω(λ;y), g = h ∈ {0;1;λ;∞}. Ces trois solutions
de Dλ(a;b;b′; c) seront linéairement indépendantes puisque les périodes issues de ω(λ;y) pro-
viennent de solutions linéairement indépendantes de E1(a;b;b′; c).
Remarque. Dans leur ouvrage [AK, pp. 73–77], les auteurs signalent qu’E. Picard a étudié
l’équation différentielle dont la fonction d’une variable complexe :
h∫
g
(u− a1)α1(u− a2)α2(u − a3)α3(u− y)α4 du
est solution, à une constante multiplicative près, c’est celle que l’on étudie ici. De là provient le
nom de Φλ.
2.2. Construction de l’ensemble exceptionnel lié à Φλ
Construire l’ensemble exceptionnel consiste à relier des valeurs de la fonction transcendante
considérée, en des points algébriques, à des variétés abéliennes qui sont toutes isogènes à une
variété abélienne fixée. Les variétés abéliennes considérées sont celles décrites à la fin du sec-
tion 1.2, c’est-à-dire T (λ;y) où l’on a fixé la variable x = λ.
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rème du sous-groupe analytique de G. Wüstholz [Wü] :
Lemme 2.1. (Voir [Wü,ShWo].) Soient B et C deux variétés abéliennes définies sur Q. On note
VB le Q-espace vectoriel engendré par l’ensemble des nombres,{∫
γ
ω: ω ∈ H 0(B;ΩQ); γ ∈ H1(B;Z)
}
et de même pour C. Alors VB ∩VC = {0} si et seulement s’il existe B ′, sous-variété simple de B ,
et C′, sous-variété simple de C, telles que B ′ soit isogène à C′.
Lorsque deux variétés abéliennes B et C sont isogènes, on note B =̂ C. Dans l’optique du
théorème 2, on commence par démontrer que :
Lemme 2.2. Sous les conditions (∗) sur les paramètres a, b, b′ et c, pour tout λ ∈ Q \ {0;1},
λ /∈ Z1, et y ∈ Q \ {0;1;λ}, si Φλ(a;b;b′; c;y) ∈ Q∗ alors T (λ;y) et T (λ) ont une sous-variété
abélienne en commun, à isogénie près, dans leur décomposition en sous-variétés abéliennes
simples.
Démonstration. Lorsque λ et y comme au lemme sont algébriques, les périodes P1(λ) et
P2(λ;y) sont définies sur Q. La condition Φλ(a;b;b′; c;y) ∈ Q∗ est équivalente à P1(λ) ∼
P2(λ;y), ces deux nombres étant non-nuls. Ainsi, en utilisant les notations du lemme 2.1, on a :
VT (λ) ∩ VT (λ;y) ⊇
{
P1(λ)
} = {0}
d’où la conclusion. 
Un problème lié à la définition de l’ensemble exceptionnel provient de la dimension trop
élevée des T (λ;y) : la seule condition Φλ(a;b;b′; c;y) ∈ Q∗ ne suffit pas, en général, pour
obtenir des renseignements suffisants à la construction de l’ensemble exceptionnel, c’est à dire à
la construction d’une variété abélienne fixée, que l’on notera T (λ;0) et qui servira de point de
base.
Ainsi, doit-on imposer une deuxième condition d’algébricité sur une autre fonction Φ. pour
obtenir le résultat voulu. Cette condition ne peut pas être donnée par les deux autres solutions de
Dλ(a;b;b′; c), car elles ne permettent pas d’affirmer que, le cas échéant, on se trouve sur une
autre sous-variété abélienne que celle extraite de T (λ;y) grâce à la condition Φλ(a;b;b′; c;y) ∈
Q∗. Comme on le verra dans les lemmes 2.5 et 2.6, cette autre fonction provient de la forme
différentielle liée à la valeur propre ζ−1N .
Le résultat suivant, qui fait le lien entre la description arithmétique et la description géomé-
trique, va permettre à la fois de bâtir l’ensemble exceptionnel et de détailler ce qui servira de
point de base. La variété abélienne A de l’énoncé est celle introduite au section 1.1 : elle est
de type C.M. et elle est déterminée à isogénie près par sa période B(a; c − a) et sa dimension
ϕ(N)/2.
On notera dans toute la suite T (λ;0) la variété abélienne fixée égale à T (λ) × A, qui servira
de « point de base ».
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dans C, et pour λ ∈ Q \ {Z′1 ∩ Q} fixé, un ensemble de points Z′2 = Z′2(λ) dans C, tels que pour
tout y ∈ Q \ {Z′2 ∩Q}, les variétés abéliennes T (λ;y) et T (λ;0) sont isogènes si et seulement si
les hypothèses suivantes sont vraies :
(h1) Φλ(a;b;b′; c;y) ∈ Q∗ et
(h2) Φ λ
λ−1
(b; c − a;1 − b′; c − b′; λ
λ−y ) = δ B(b;c−b)F (c−b;c−a;c;λ)B(b;c−b−b′)F (c−b−b′;c−a;c−b′;λ) = 0, δ ∈ Q∗.
Pour la démonstration de ce théorème, on utilise un argument de D. Bertrand, voir [Be, para-
graphe 1], que l’on écrit sous la forme suivante, appliquée à notre étude :
Lemme 2.3. On considère une variété abélienne B définie sur Q stable par Q(ζN).
Deux cas peuvent alors se produire :
1er cas : Soit B n’admet pas de sous-variété abélienne propre stable par Q(ζN) et dans ce cas
B =̂Ck où C est une sous-variété abélienne simple de B .
2eme cas : Soit B admet des sous-variétés abéliennes propres stables par Q(ζN) et dans ce cas
B =̂B1 ×· · ·×Bt où les Bi sont toutes des sous-variétés abéliennes de B stables par
Q(ζN), ne contenant pas de sous-variété abélienne stable par Q(ζN).
Lemme 2.4. Sous les conditions (∗) sur les paramètres a, b, b′ et c, pour tout λ ∈ Q \ {0;1},
λ /∈ Z1, et y ∈ Q \ {0;1;λ}, la condition (h1) du théorème 2 : Φλ(a;b;b′; c;y) ∈ Q∗, implique
que B = T (λ;y) s’écrit comme au deuxième cas du lemme 2.3.
Démonstration. Sous les hypothèses du théorème 2, la condition (h1) implique, grâce au
lemme 2.2, que T (λ;y) et T (λ) ont en commun une sous-variété abélienne simple dans leur
décomposition à isogénie près. On notera E un représentant de la classe d’isogénie de cette
sous-variété simple commune. Détaillons les différents cas possibles pour T (λ).
Premier cas : Supposons que T (λ) n’admet pas de sous-variété abélienne propre stable par
Q(ζN). Ainsi, par le lemme 2.3, on a T (λ)=̂En, et E est non stable par Q(ζN), mais stable par un
sous-corps k de Q(ζN) et tel que [Q(ζN) : k] = n (voir exemple 3 paragraphe 1 [Be]) et dimE =
ϕ(N)
n
. Si T (λ;y) n’admet pas de sous-variété propre stable par Q(ζN), alors T (λ;y) =̂En0 avec
n0 = 3n2 , en raison des dimensions de ces variétés. D’après la remarque de D. Bertrand c’est
contradictoire car E est stable par k et [Q(ζN) : k] = n = 3n2 . Alors, T (λ;y) admet des sous-
variétés propres stables par Q(ζN), en particulier une de ces variétés abéliennes est isogène à En,
et donc à T (λ). Dans ce cas, T (λ;y) =̂En ×A =̂ T (λ)×A.
Deuxième cas : Supposons que T (λ) admet des sous-variétés abéliennes stables par Q(ζN).
Si T (λ) est simple, alors E =̂ T (λ) et T (λ;y) =̂ T (λ) × A, on est bien dans le deuxième cas du
lemme 2.3. On peut supposer donc que T (λ) n’est pas simple. Alors on a T (λ) =̂ A1 × A2 avec
A1 et A2 stables par Q(ζN), et n’admettant pas de sous-variété propre stable par Q(ζN) pour des
raisons de dimension. Supposons, sans perte de généralité que la période
∫∞
1 ω(λ) soit liée à la
variété A1. Dès lors,
– soit A1 est simple et cela implique que E =̂A1, ainsi T (λ;y) admet une sous-variété propre
stable par Q(ζN) dans sa décomposition à isogénie près T (λ;y) =̂A1 ×D,
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Q(ζN) tel que [Q(ζN) : k1] = n1. Mais là encore, dans le cas où T (λ;y) =̂Et0 , on a t0 > n1
et on peut écrire T (λ;y) =̂ En1 × Et0−n1 , ce qui fournit En1 comme sous-variété propre
de T (λ;y) stable par Q(ζN). On est donc également ramené au cas deux du lemme 2.3 :
T (λ;y) =̂En1 ×D =̂A1 ×D. 
Les résultats suivants explicitent la provenance de la deuxième condition d’algébricité.
Lemme 2.5. Sous les conditions (∗) sur les paramètres a, b, b′ et c, la forme différentielle
suivante :
ω−1(λ;y) = uc−b−b′−1(u − 1)a−c(u− λ)b−1(u− y)b′−1 du
respectivement
ω−1(λ) = uc−b−1(u− 1)a−c(u− λ)b−1 du
est de première espèce sur la courbe algébrique XN(λ;y) (respectivement XN(λ)) et est propre
pour la valeur propre ζ−1N .
Démonstration. Pour plus de simplicité, on réécrit ces formes différentielles de la façon sui-
vante :
ω−1(λ;y) = u
(c−b−b′)N−1(u− 1)(a+1−c)N−1(u − λ)bN−1(u− y)b′N−1
wN−1
du
et
ω−1(λ) = u
(c−b)N−1(u− 1)(a+1−c)N−1(u− λ)bN−1
wN−1
du,
ce qui définit w (voir aussi les équations affines pourXN(λ;y) etXN(λ) données aux sections 1.1
et 1.2). On doit commencer par prouver que ces formes différentielles sont de première espèce
sur les courbes algébriques considérées. Cette démonstration consiste à vérifier les conditions
de régularité de ces formes différentielles, décrites par N. Archinard dans [Ar]. La vérification
de ces conditions est longue mais sans difficulté, on l’omet (pour les détails, on peut regarder
[Des1]).
Le corps cyclotomique Q(ζN) agit sur l’espace vectoriel H 0(T (λ;y);Ω) (respectivement
H 0(T (λ);Ω)) de formes différentielles de première espèce. Sa décomposition en sous-espaces
propres s’opère selon les racines primitives N ièmes de l’unité, c’est à dire grâce aux ζ sN , s ∈
(Z/NZ)×.
Par exemple, la forme différentielle, notée ω(λ;y) (respectivement ω(λ)), qui apparait dans
l’expression de Φλ, est propre de valeur propre ζN . La deuxième étape de la démonstration
consiste à se convaincre que ω−1(λ;y) et ω−1(λ) sont propres pour la valeur propre ζ−1N . Ecrites
de la façon précédente, c’est immédiat. 
Soit Z2 la réunion des ensembles des zéros de F(c − b; c − a; c;λ) et F(c − b − b′; c − a;
c − b′;λ).
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λ /∈ Z2, et y ∈ Q \ {0;1;λ}, on a
Φ λ
λ−1
(
b; c − a;1 − b′; c − b′; λ
λ− y
)
= λb′−2(1 − λ)c+1−a−b(y − λ)1−b′ B(b; c − b)
B(b; c − b − b′) ×
F(c − b; c − a; c;λ)
F (c − b − b′; c − a; c − b′;λ)
×
∫ λ
0 ω−1(λ;y)∫ λ
0 ω−1(λ)
.
Démonstration. Par définition,
Φ λ
λ−1
(
b; c − a;1 − b′; c − b′; λ
λ− y
)
=
∫∞
1 u
1−a(u− 1)c−b−b′−1(u− λ
λ−1 )
a−c(u− λ
λ−y )
b′−1 du∫∞
1 u
b′−a(u − 1)c−b−b′−1(u − λ
λ−1 )a−c du
.
En modifiant les intégrales présentes dans cette écriture, on obtient successivement :
Φ λ
λ−1
(
b; c − a;1 − b′; c − b′; λ
λ− y
)
= λb′−c−1(1 − λ)1−b(y − λ)1−b′ ×
∫ λ
0 ω−1(λ;y)∫∞
1 ω−1(
λ
λ−1 )
= λb′−c−1(1 − λ)1−b(y − λ)1−b′ ×
∫ λ
0 ω−1(λ)∫∞
1 ω−1(
λ
λ−1 )
×
∫ λ
0 ω−1(λ;y)∫ λ
0 ω−1(λ)
= λb′−c−1(1 − λ)1−b(y − λ)1−b′
× B(b; c − b)λ
c−1F(c − b; c − a; c;λ)
B(b; c − b − b′)(1 − λ)a−cF (c − b − b′; c − a; c − b′;λ) ×
∫ λ
0 ω−1(λ;y)∫ λ
0 ω−1(λ)
= λb′−2(1 − λ)c+1−a−b(y − λ)1−b′
× B(b; c − b)F (c − b; c − a; c;λ)
B(b; c − b − b′)F (c − b − b′; c − a; c − b′;λ) ×
∫ λ
0 ω−1(λ;y)∫ λ
0 ω−1(λ)
,
ce qui fournit le résultat. 
Démonstration du théorème 2. Notons Z′1 = {0;1;∞} ∪ Z1 ∪ Z2. Soit λ ∈ P1(Q) \ Z′1 et
y ∈ P1(Q)\{0;1;λ;∞}. Reprenons les différents cas traités dans la démonstration du lemme 2.4.
On a vu que, lorsque T (λ) =̂ En (premier cas) ou que T (λ) est simple, la condition (h1)
entraîne : T (λ;y) =̂ T (λ) × A. La condition (h2) est alors redondante. On explicitera la variété
A par la suite.
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la condition (h1) entraîne : T (λ;y) =̂ A1 × D où D est une sous-variété abélienne de dimen-
sion ϕ(N), stable par Q(ζN). Or, on sait, d’après le lemme 2.6 que sous la condition (h2), on a
l’équivalence entre les deux nombres complexes non nuls :
Φ λ
λ−1
(
b; c − a;1 − b′; c − b′; λ
λ− y
)
∼ B(b; c − b)
B(b; c − b − b′) ×
F(c − b; c − a; c;λ)
F (c − b − b′; c − a; c;λ) .
On a ainsi, d’après le lemme 2.6, l’équivalence modulo Q∗ entre des périodes non nulles (par
hypothèse) de première espèce relatives à la valeur propre ζ−1N : en effet, (h2) est équivalente à :
λ∫
0
ω−1(λ;y) ∼
λ∫
0
ω−1(λ).
Remarquons ensuite que le type de T (λ) est le suivant : pour a ∈ Q(ζN),
ρT (λ)(a) =
(
ρA1(a) 0
0 ρA2(a)
)
où
ρA1(a) =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
σ1(a)
. . . 0
σm(a)
σm+1(a)
0
. . .
σ 1
2 .ϕ(N)
(a)
⎞⎟⎟⎟⎟⎟⎟⎟⎠
et
ρA2(a) =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
σ−1(a)
. . . 0
σ−m(a)
σm+1(a)
0
. . .
σ 1
2 .ϕ(N)
(a)
⎞⎟⎟⎟⎟⎟⎟⎟⎠
où les σk sont les plongements de Q(ζN) dans C. On pose
σ1(ζN) = Id(ζN) = ζN , σ−1(ζN) = ζ−1N .
On ne précise pas les autres plongements, mais à titre indicatif, ceux indicés entre 1 et m (res-
pectivement entre −m et −1) correspondent à des sous-espaces propres de dimension 1, pour
l’action de Q(ζN) sur H 0(T (λ);Ω) ; tandis que ceux indicés entre m+ 1 et ϕ(N)2 correspondent
à des sous-espaces propres de dimension 2. En effet, en notant rs la dimension du sous-espace
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indices k des σk ne correspondent pas au plongement ζN → ζ kN (on les a rangés de cette manière
pour plus de lisibilité). Dès lors, d’après les types de variétés abéliennes Ai donnés ci-dessus, la
période non-nulle
∫ λ
0 ω−1(λ) considérée est liée à la variété abélienne A2 et la période non-nulle∫ λ
0 ω−1(λ;y) est liée à la variété abélienne D. Ainsi la condition (h2) entraîne :
VA2 ∩ VD ⊇
{ λ∫
0
ω−1(λ)
}
= {0}.
D’après le lemme 2.1, les variétés abéliennes A2 et D ont une sous-variété abélienne simple en
commun dans leur décomposition à isogénie près. En utilisant des arguments analogues à ceux du
lemme 2.4 on voit que D admet une décomposition en sous-variétés abéliennes propres stables
par Q(ζN) de la forme D =̂A2 ×A. Donc T (λ;y) =̂A1 ×A2 ×A =̂ T (λ)×A.
Détaillons maintenant la variété abélienne A. En raison de ce qui précède dim A = ϕ(N)2 ,
et A est stable par Q(ζN) ; en comparant les types de T (λ;y) et de T (λ), on en déduit celui
de A. En d’autres termes, cette variété abélienne est celle reliée à la période de première espèce
B(c − b − b′;b′) apparaissant dans la décomposition en sous-variétés simples de la jacobienne
de la courbe de Fermat FN , voir [WoWü]. Elle est à C.M.
Nous avons donc montré que, sous les conditions (∗) sous les paramètres et pour λ ∈
P1(Q) \Z′1, l’ensemble
Eλ = Eλ(a;b;b′; c) =
{
y ∈ Q \ {0;1;λ}: (h1) et (h2) sont vraies
}
est un sous-ensemble de
Eλ = Eλ(a;b;b′; c) =
{
y ∈ Q: T (λ;y) =̂ T (λ)×A}.
Pour clore ce paragraphe, nous montrons que le complément de Eλ dans Eλ est un ensemble fini
d’élements y ∈ Q.
Supposons que λ ∈ P1(Q), λ = 0,1,∞, et que λ /∈ Z′1. Les périodes
∫∞
1 ω(λ) et
∫ λ
0 ω−1(λ)
sont alors non nulles. Pour un tel λ fixé, on définit Z′2 = Z′2(λ) comme la réunion de {0;1;λ;∞}
et l’ensemble des zéros (en y) de ∫∞1 ω(λ;y) et ∫∞1 ω−1(λ;y). On suppose y ∈ P1(Q) \Z′2.
Supposons maintenant que
T (λ;y) =̂ T (λ)×A.
Pour B une variété abélienne sur Q et TB son espace tangent, notons par oB le réseau de ses
périodes dans l’espace tangent à l’origine TB(C), tensorisé avec Q. Pour un choix convenable
de bases, l’action de Q(ζN) dans oT (λ;y) est diagonalisable et est une somme directe de son
action diagonale dans o
T (λ)
et oA (voir par exemple [Shi]). Cela implique en particulier (en
faisant agir les cycles de Pochhammer pour remplacer les éléments d’homologie par les chemins
d’intégration) que
∞∫
ω(λ;y) ∼
∞∫
ω(λ),1 1
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∞∫
1
ω−1(λ;y) ∼
∞∫
1
ω−1(λ),
et ces deux équivalences correspondent aux conditions (h1) et (h2) du théorème 2. Cela achève
la démonstration de ce résultat. 
Remarque. On trouvera dans [DeTT] une construction plus générale de l’ensemble exceptionnel
Eλ lié à la fonction de Picard.
3. Finitude de l’ensemble exceptionnel Eλ
Avec les notations du section 2, pour étudier la finitude de l’ensemble exceptionnel Eλ, on le
remplace par l’ensemble Eλ, défini pour λ ∈ Q \ {0;1} par :
Eλ =
{
y ∈ Q: T (λ;y) =̂ T (λ)×A}.
On étudie la courbe suivante :{[
T (λ;y)]: y ∈ P1(C) \ {0;1;λ;∞}}
de clôture de Zariski Cλ, tracée sur la surface S = {[T (x;y)]: (x;y) ∈Q}, elle-même plongée
dans les points complexes de la variété de Shimura V (C) = Γ \Bm2 . (Γ est un groupe modulaire
qui classifie à isomorphisme près les variétés abéliennes de Bm2 , voir [Shi] ; [A] désigne la classe
d’isomorphisme de la variété abélienne A).
L’autre outil pour l’étude de cette finitude est une version faible d’une conjecture d’André–
Oort, démontrée dans le cas d’une courbe par B. Edixhoven et A. Yafaev [EdYa]. Avant de
l’énoncer, on rappelle une définition : une sous-variété irréductible d’une variété de Shimura est
dite de type Hodge lorsqu’elle est une sous-variété de Shimura ou qu’elle est une composante
irréductible de l’image par une correspondance de Hecke d’une sous-variété de Shimura (cf. [Co]
ou [EdYa]).
Propriété faible d’André–Oort dans le cas d’une courbe. [EdYa] Soit Z une courbe algé-
brique irréductible dans V(C) et soit P une variété abélienne qui est C.M. S’il existe une infinité
de points de Z dont la variété abélienne correspondante est isogène à la variété abélienne P,
alors Z est de type Hodge.
L’utilité de cette version afaiblie pour la transcendance est discutée dans le cas des sous-
variétés de dimension 1 dans [CoWü], dans celui de dimension 2 dans [Des2] et en dimension
quelconque dans [Co]. Nos résultats en donnent une autre application pour le cas de dimension 1.
La version forte de cette conjecture—où les points C.M. ne correspondent plus à des variétés
abéliennes isogènes—en dimension quelconque a été démontrée par B. Klinger et A. Yafaev (ce
résultat n’est pas encore publié).
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Dans l’énoncé de la propriété faible d’André–Oort, on voit la nécessité du caractère C.M.
du point de base P , correspondant à la variété abélienne T (λ;0) := T (λ) × A, décrite dans le
théorème 2. On fait ici le détail de ce que l’on peut en dire.
1. Un critère de C.M. du point de base.
Lemme 3.1. Supposons les conditions (∗) sur les paramètres a, b et c. Pour tout λ ∈ Q \ {0;1}
avec F(a;b; c;λ) et F(b + 1 − c;a + 1 − c;2 − c;λ) non-nuls, les conditions suivantes sont
équivalentes :
(i) T (λ;0) est à C.M.
(ii) T (λ) est à C.M.
(iii) F(a;b; c;λ) ∼ B(a+1−c;1−a)
B(c−b;b) F (b + 1 − c;a + 1 − c;2 − c;λ).
Démonstration. La première équivalence est une conséquence de la définition de T (λ;0) :=
T (λ) × A avec A à C.M. On en déduit que T (λ;0) est à C.M. si et seulement si T (λ) l’est. La
deuxième équivalence est une application directe du lemme 1.2.
2. La fréquence d’apparition de certains points de base T (λ;0) à C.M.
On rappelle que T (λ) est extrait de la jacobienne de la courbe algébrique :
XN(λ): wN = u(c−b)N (u− 1)(a+1−c)N (u− λ)bN
qui est reliée à la fonction hypergéométrique de Gauss F(a;b; c;λ) (voir section 1.1). En uti-
lisant le théorème du sous-groupe analytique de Wüstholz, Wolfart a montré dans [Wo] que
l’ensemble exceptionnel correspondant,
E = {λ ∈ Q \ {0,1}: F(a;b; c;λ) ∈ Q∗}
est un sous-ensemble de complément fini de,
E = {λ ∈ Q: T (λ) =̂ T0}
pour T0 une variété abélienne fixée à C.M. Wolfart a aussi montré que ces ensembles sont in-
finis si le groupe de monodromie de F(a;b; c;λ) est arithmétique. Pour l’étude de la finitude
de cet ensemble, Cohen et Wüstholz [CoWü] ont ramené cette question réciproque au résultat
crucial montré dans [EdYa] sur la propriété faible d’André–Oort dans les variétés de Shimura.
Ces résultats donnent :
Théorème de l’ensemble exceptionnel. Supposons les conditions (∗) sur les paramètres. On
note Δ le groupe de monodromie associé à la fonction hypergéométrique de Gauss F(a;b; c;λ),
supposé d’action discontinue (sur le demi-plan supérieur par les hypothèse sur les paramètres).
Alors, CardE = ∞ si et seulement si Δ est arithmétique.
(À titre indicatif, c’est un groupe triangulaire hyperbolique, de signature (|a − b|−1; |c − a −
b|−1; |c− 1|−1). On sait d’après les travaux de K. Takeuchi étudier l’arithméticité. Il n’y a qu’un
nombre fini de ces groupes qui sont arithmétiques.)
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de points de base T (λ;0) isogènes à T0 × A (et donc C.M.) si et seulement si le groupe Δ
correspondant est arithmétique.
3.2. Courbe modulaire tracée sur une surface
Avec les notations précédentes, on peut énoncer le théorème suivant qui fait le lien entre la
répartition des points de C.M. sur une courbe modulaire et la fréquence d’apparition des valeurs
spéciales de la fonction transcendante de Picard :
Théorème 3. Supposons les conditions (∗) sur les paramètres a, b, b′ et c. Pour λ ∈ Q \ {0;1}
tel que F(a;b; c;λ) et F(b + 1 − c;a + 1 − c;2 − c;λ) soient non-nuls et tel que
F(a;b; c;λ) ∼ B(a + 1 − c;1 − a)
B(c − b;b) .F (b + 1 − c;a + 1 − c;2 − c;λ),
nous avons,
Cλ est de type Hodge si et seulement si Card(Eλ) = ∞.
Démonstration. Muni des résultats et des remarques précédents, c’est une traduction ad hoc
de la propriété faible d’André–Oort pour une variable ci-dessus. L’hypothèse de départ est faite
pour s’assurer que le point de base T (λ;0) est bien à C.M. (voir lemme 3.1). On utilise ensuite la
description géométrique de l’ensemble exceptionnel Eλ, décrite au début du section 3. Le cardinal
infini de Eλ se traduit par l’infinité de points (correspondants aux variétés abéliennes T (λ;y))
sur la courbe Cλ considérée, qui sont dans la même classe d’isogénie que le point de base P qui
est C.M. On obtient ainsi la conclusion. 
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