Abstract. In this paper, necessary and sufficient conditions for a number of reverse order laws and mixed-type reverse order laws are derived by using the maximal ranks of the generalized Schur complements.
Introduction. Let C
m×n denote the set of m × n matrices with complex entries and C m denote the set of m-dimensional vectors. I k denotes the identity matrix of order k, O m×n is the m × n matrix of all zero entries (if no confusion occurs, we will drop the subindex). For a matrix A ∈ C m×n , A * , R(A) and r(A) denote the conjugate transpose, the range space and the rank of the matrix A, respectively.
We recall that a generalized inverse X ∈ C n×m of a given matrix A ∈ C m×n is a matrix which satisfies some of the following four Penrose equations [2] :
(1) AXA = A, (2) XAX = X, (3) (AX) * = AX, (4) (XA) * = XA. For any matrix A ∈ C m×n , let A{i, j, . . . , k} denote the set of matrices X ∈ C n×m which satisfy equations (i), (j), . . . , (k) from among equations (1) − −(4) of (1.1). A matrix in A{i, j, . . . , k} is called an {i, j, . . . , k}-inverse of A and denoted by A (i,j,...,k) . In particular, an n × m matrix X of the set A{1} is called a {1}-inverse or a g-inverse of A. X is called a {1,3}-inverse or a least squares g-inverse of A if it is an element
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For the sake of the simplicity in the following discussion, we will adopt the following notations for the matrix products with A i ∈ C li×li+1 and X i ∈ C li+1×li , i = 1, 2, . . . , n:
( 1.8) In particular, A T A1,A2,...,An (X 1 , X 2 , . . . , X n ) ( 1.9) = A * n A * n−1 · · · A * 1 − A * n A * n−1 · · · A * 1 A 1 A 2 · · · A n X n X n−1 · · · X 1 and P A1,A2,...,An (X 1 , X 2 , . . . , X n ) (1.10)
The main tools in the later discussion are the following three lemmas. The first lemma gives the formulas of the maximal ranks of the generalized Schur complements related to the generalized inverses [11, 12] , and the second shows the characterizations of some generalized inverses of a matrix. Lemma 1.1. [11, 12] Let A ∈ C m×n , B ∈ C m×l , C ∈ C k×n and D ∈ C k×l . Then In addition, the following rank equalities [7] will be needed in the sequel: (1.18) where
This paper is organized as follows. The necessary and sufficient conditions for the reverse order laws (1.2) and (1.3) to hold are investigated in Section 2. In Section 3 we study the necessary and sufficient conditions for the mixed-type reverse order laws (1.4) and (1.5). Finally, the necessary and sufficient conditions for the mixed-type reverse order laws (1.6) and (1.7) are discussed in Section 4.
2.
The necessary and sufficient conditions for the inclusions (1.2) and (1.3). Let T A1,A2,...,An (X 1 , X 2 , . . . , X n ) be as in (1.9) . It is easy to see from the characterization (1.14) of {1,3}-inverses that the reverse order law (1.2) holds if and only if the following rank identity max Xn,Xn−1,...,X1 r(T A1,A2,...,An (X 1 , X 2 , . . . , X n )) = 0 (2.1) holds for any X i ∈ A i {1, 3}, i = 1, 2, . . . , n. Hence, to give the necessary and sufficient conditions for the inclusion (1.2), we first state the following theorem: 
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in which, by the row or column elementary block operations, from first equality to second one we use the rank identities
It's worthy mentioning that similar techniques will be repeatedly used in the sequel.
Again by Lemma 1.1 (1.12) with
By the formula (1.18), we obtain 
Generally, for 2 ≤ i ≤ n, we can prove the following fact:
In fact, the identity (2.7) is true for i = 2 (see (2.6)). Now assume identity (2.7) is also true for i − 1(i ≥ 3), that is,
Next we shall prove that (2.7) is also true for i. Combining (2.8) with the formula (1.12) in Lemma 1.
According to the formula (1.18), we know (2.10) 
Hence, by (2.9), (2.10) and the formula (1.18) we have
Specifically, in the case of i = n, we obtain max
We now repeatedly apply formula (1.18) to (2.11) and finally have max
From Theorem 2.1 and the identity (2.1), we can immediately get the necessary and sufficient conditions for the inclusion (1.2) to hold, which are stated in the following theorem.
Then the following statements are equivalent:
Before presenting an example to confirm Theorem 2.2, we mention the following general expressions of {1, 3}− and {1, 4}−inverse for any matrix A ∈ C m×n :
If we know the Moore-Penrose inverse A † of matrix A, then the above formulas make very easy the computations of A{1, 3} and A{1, 4}.
Example 2.3. Let
which means that the matrices A 1 , A 2 and A 3 satisfy the condition (4) in Theorem 2.2. On the other hand, by the formula (2.13), we have
Hence, the matrix set A 3 {1, 3}A 2 {1, 3}A 1 {1, 3} can be expressed as It is easy to verify that the identities
In the remainder of this section, we will present the necessary and sufficient conditions for the inclusion (1.3) 
Similar to Example 2.3, we can easily verify the following three matrices
satisfy the inclusion relationship
3. The necessary and sufficient conditions for the inclusions (1.4) and ( 1.5) . Consider the matrix function P A1,A2,...,An (X 1 , X 2 , . . . , X n ) defined in (1.10). r(P A1,A2,...,An (X 1 , X 2 , . . . , X n )) = 0 (3.1) holds, where each X i (i = 1, 2, . . . , n) varies over the set A i {1, 3} of all {1,3}-inverses of the matrix A i . Hence, to give the necessary and sufficient conditions for the inclusion (1.4), we first study the concrete expression of the maximum rank of the matrix function P A1,A2,...,An (X 1 , X 2 , . . . , X n ) when X i ∈ A i {1, 3}, i = 1, 2, . . . , n.
. . , n, and P A1,A2,...,An (X 1 , X 2 , . . . , X n ) be as in (1.10). Then
Proof. The basic idea for the proof of Theorem 3.1 is similar to that of Theorem 2.1. For the completeness of the paper, we still give the detailed proof here. * , we have
Again by Lemma 1.1 (1.12) with 
where the rank identity ( 1.18 ) is used in the third equality. Hence, from (3.3) and (3.4), we have
We assert that, for 2 ≤ i ≤ n,
This can be proved by induction on i. In fact, the identity (3.5) has shown the truth of the equality relation (3.6) for i = 2. Assume that (3.6) is true for i − 1 (i ≥ 3), that is
We now prove that (3.6) is also true for i. Combining (3.7) with the formula (1.12) in Lemma 1.1 (with 
in which we have used the identity (1.18) in the first equality, so from (3.8) and (3.9) we have
In particular, when i = n, we have max Xn,Xn−1,...,X1
r(P A1,A2,...,An (X 1 , X 2 , . . . , X n )) (3.10)
By repeatedly applying the formula (1.18) to (3.10), we can finally have 
The next theorem is a direct result from Theorem 3.1 and the identity (3.1). It provides some equivalently necessary and sufficient conditions for the inclusion (1.4) to hold.
Then the following statements are equivalent: We easily get
This implies that the matrices A 1 , A 2 and A 3 satisfy the condition (3) in Theorem 3.2. On the other hand, since (also by formula (2.13)) 
Similar to Example 2.3, we can easily check that the identity
holds for any matrix M 2 ∈ A 3 {1, 3}A 2 {1, 3}A 1 {1, 3}. Hence,
Again by the assertion that G ∈ A{1, 4} if and only if G * ∈ A * {1, 3}, we can get the necessary and sufficient conditions for the inclusion (1.5) from the results obtained in Theorem 3.2.
Theorem 3. 4 . Let A i ∈ C li×li+1 , i = 1, 2, . . . , n. Then the following statements are equivalent: 
By the formula (1.11) in Lemma 1.1 (with
i.e., (4.2) holds, where the second equality holds as
The last equality holds as 
in which the last equality holds since
We now prove (4.1). According to Lemma 1.1 (1.11) with
where the last equality holds as 
Combining (4.2) and (4.4), we have 
