The aim of this paper is to critically examine the tests used to distinguish arguments from adjuncts in Functional Generative Description (Sgall et al., 1986) and to question the general usefulness of this distinction. In particular, we demonstrate that neither of the two tests used in FGD to distinguish inner participants from free adverbials (i.e. tests based on iterability and specificity) stands up to scrutiny, and we also point out practical problems with the application of the dialogue test, used to distinguish semantically obligatory and semantically optional dependents. Since these tests are among the most frequently cited tests for the Argument-Adjunct Distinction in contemporary linguistics, these results cast a shadow on the general validity of this dichotomy.
Introduction
Probably all modern linguistic theories assume some form of the ArgumentAdjunct Distinction (AAD), which may be traced back to Lucien Tesnière's (1959) distinction between actants and circumstants: the former are elements of valency frames of respective predicates, while the latter are not. In case of the Functional Generative Description (FGD; Sgall et al. 1986 ), the relevant classes were at one point (Panevová, 1974 (Panevová, , 1978 called inner participants and free adverbials, respectively, but in later FGD works these terms adopted different meanings (see below), so we will use the widespread cross-theoretical terms arguments and adjuncts to distinguish valency dependents from non-valency dependents. Obviously, all these terms are relative to a particular occurrence of a particular predicate: a phrase which is an adjunct to a predicate in one utterance (e.g. that day in I saw John that day; cf. Larson 1985, p. 595) may be an argument of another predicate or even of another occurrence of the same predicate: either a complement (I saw that day in my mind) or the subject (That day saw the coronation of Charles IV).
The aim of this paper is to critically examine the tests used to distinguish arguments from adjuncts in FGD, as presented in Panevová 1974 Panevová , 1978 . In particular, we will point out the weaknesses of particular tests used when making this distinction, and of the way they are combined. Some attention will be devoted to the so-called "dialogue test" (Sgall and Hajičová, 1970; Panevová, 1974 Panevová, , 1978 ; we will show that tests aiming at the same property of dependents have been used in another linguistic tradition since around the same time.
AAD in FGD
Two basic dichotomies play a role in FGD in distinguishing arguments from adjuncts: 1) that between -to use the current FGD terminology -inner participants (called complements in Panevová 1974 Panevová , 1978 and free adverbials (called simply adverbials in Panevová 1974 Panevová , 1978 , and 2) that between semantically obligatory and semantically optional dependents.
Two tests are used in case of the first dichotomy, between inner participants and free adverbials (Panevová, 1974, p. 11): (1) "Can the given type of participant [i.e. dependent in our terminology; AP] depend on every verb?" (2) "Can the given type of participant [i.e. dependent; AP] depend more than once on a single verb token…?" In the literature on arguments and adjuncts, the former test is known as the specificity criterion (e.g. Koenig et al. 2003) , and the latter -as the iterability criterion (e.g. Williams 2015, pp. 69-70) . For example, time (twhen), location (loc) and manner (mann) dependents seem to be allowed to occur with almost any verb and they may be iterated, as in the famous example from Bresnan 1982b, p Panevová 1974 is that these two tests go hand in hand, with the exception of the type of dependent called actor in FGD (roughly, deep subject), which may in principle occur with almost any verb (like free adverbials do) but is not iterable (just like inner participants). While Panevová 1978, pp. 232-233 , plays down the iterability criterion (2) and instead relies only on the specificity test (1), iterability is still mentioned in later FGD work, so we will include it in the discussion below.
The other dichotomy used to distinguish arguments from adjuncts concerns semantic obligatoriness, as verified by the dialogue test.
2 This test may be illustrated on the basis of the verb arrive and used to decide whether the possible ablative (where from) and adlative (where to) dependents are semantically obligatory (and, hence, arguments in the sense used in this paper), even though both are syntactically optional. Let Given these two distinctions: inner participants vs. free adverbials and semantically obligatory vs. semantically not obligatory, arguments are in practice -although not in these exact words -defined in Panevová 1974 Panevová , 1978 as the set-theoretic sum of inner participants and semantically obligatory dependents. That is, arguments naturally fall into three sub-classes: semantically obligatory inner participants (including the deep subject), semantically optional inner participants, and semantically obligatory free adverbials.
The picture is actually a little more complicated in Panevová 1978 , where another criterion is taken into account, namely, "semantic unity of modification". This leads to 8 theoretical possibilities (given that iterability is played down in that publication), summarised in Table 1 . Panevová 1978, p. 234 , states that "the combination of features 1 2 3 obligatoriness limited number semantic unity of governing verbs of a modification Panevová 1978, p. 233) in the lines 4, 6 remain unrealized" and that "only such participants characterized in 2 Our description of this test is based on that of Przepiórkowski et al. 2016. the matrix at least by two positive [i.e. +; AP] features belong to inner participants [i.e. arguments; AP]". Given these statements, it is not necessary to understand the notion of "semantic unity of modification" to see that it is redundant for the purposes of AAD: after removing lines 4 and 6, the lines with at least two + values are exactly the lines where at least one of columns 1 and 2 contains a +, i.e. the lines corresponding to the sum of semantically obligatory dependents and dependents passing the specificity test on inner participants. Hence, in the remainder of this paper we will not be concerned with the "semantic unity of modification", which also seems to play no role in FGD literature after Panevová 1978. (3), they refer to the same entity, while in (4), they refer to two different entities. In particular, dynamite and machine gun necessarily denote two different instruments, while both in a restaurant and in Back Bay refer -with different granularities -to the single location of the event. Similarly, there is a single time of the event described in (3), which is referred to via phrases over lunch, at noon and last Sunday, and -arguably -there is a single manner of handing a toy to the baby which may be variously characterised as deftly, by reaching behind his back and without interrupting the discussion.
Iterability
Once this difference between (3) vs. (4) is acknowledged, it becomes less clear that there is any iterability contrast between different functors. For example, Goldberg (2002, pp. 334-335, 341) argues that instrumental phrases may be iterated as long as they "concentrically" refer to the same entity, and supports this claim with the following examples: 4 (5) With a slingshot he broke the window with a rock. (6) The robot opened the door with a key with its robotic arm.
Another -perhaps more convincing -example of iterated arguments is mentioned in Zaenen and Crouch 2009, p. 646: 3 Again, the original tag Inst is replaced here with the corresponding FGD functor means. 4 Within FGD, instruments are supposed to be freely iterable, as they are treated as free adverbials, but the only example of such iterability we have come across is not convincing. Panevová 2003, p. 2, provides the following Russian example, but it is controversial that both phrases marked as Instrument should bear the same semantic role (functor); na rojale, lit. 'on piano', should rather be classified as one of the core arguments of the verb igrat ' 'play': (i) Ivan umeet igrat' na rojale (Instrument) tol'ko pravoj rukoj (Instrument).
[Ivan can play a piano only with his right hand.] (See also Sgall et al. 1986, p. 161, fn. 58 , on the possibility of partitioning such a general Instrument role into more specific roles.) 8 (7) I count on you, on your kindness. As shown in (8), taken from Urešová 2011, p. 148, the PDT-Vallex valency dictionary of Czech (Hajič et al., 2003) based on FGD treats spoléhat (na), the Czech for 'count (on)', as taking a prepositional patient: (8) spoléhat ACT(1) PAT(na+4;↓že) There seems to be no reason to assume that the corresponding phrases in (7) should bear a different functor, so this example involves a repetition of the patient functor, and the Czech and Polish facts are similar, as shown in (9)- (10), which are literal translations of (7). (9) Spoléhám na vás, na vaši laskavost.
(Czech) (10) Liczę na was, na waszą życzliwość.
(Polish) Hence, in all three languages, the sentences (7) and (9)- (10) should be analysed as exhibiting iteration of the (semantically obligatory) patient, i.e., a clear case of an inner participant (and a prototypical argument).
It is easy to construct examples of other iterated inner participants, for example, an iterated actor, as in the following Polish example, where the three nominative NPs are understood as referring to the same person: (11 (7) and (9)- (10), and maybe also (11), should be analysed as some special construction, perhaps a type of apposition. Perhaps so. But whatever the analysis of such examples of iterated inner participants, the burden is on the shoulders of the proponents of the dichotomy to show that this analysis does not carry over to examples of iterated free adverbials. Since we are not aware of such an argument, we conclude then that iterability, as currently understood, fails to distinguish inner participants from free adverbials and, hence, does not seem relevant for the Argument-Adjunct Distinction.
Specificity
Taken literally, the specificity test also gives undesirable results, as very few of the intended members of the class of free adverbials may really "depend on every verb". For example, McConnell-Ginet 1982, p. 166 , notes that weigh fails to combine with many typical adverbials: (12) * Annie weighs 120 pounds {heavily / beautifully / quickly / elegantly}. (13) * Annie weighs 120 pounds {for her mother / with a fork / in an hour / toward Detroit}.
Even such prototypical types of free adverbials as twhen (time) and loc (location) are subject to exceptions. As shown in Koenig et al. 2003, p. 80 , where an experiment consisting in the manual examination of 3909 English verbs is reported, 0.2% (i.e. 8) of them do not combine with dependents of type twhen and 1.8% (i.e. as many as 70) do not combine with loc. Matters are much worse in case of most other dependent types claimed (Panevová, 1974, p. 12) to occur with all verbs. It is also clear that the results of this test depend on the granularity of functors. For example, simplifying a little, Koenig et al. 2003 treat as arguments those dependents which may occur with up to 30% of all verbs, and as adjuncts -those which may occur with at least 90% of all verbs. It seems then that agents should count as typical adjuncts. However, Koenig et al. 2003 avoid this conclusion by splitting this dependent type into more fine-grained semantic roles, as proposed in Dowty 1989, 1991, and  showing that each of them occurs with less than 30% of the examined verbs.
Similar reasoning may be applied to durative dependents (thl, i.e., "temporal how long") -typical free adverbials. It is probably true that they may modify all or almost all verbs, including the class of verbs which Laskowski (1998) calls atemporal. However, not all durative dependents are alike, and it has been shown that prepositional durative phrases such as for two hours have different distribution and semantic implications than bare nominal durative phrases such as two hours even in languages such as English (Morzycki, 2005 The three examples in (14) show that prepositional przez+NP[acc] duratives may combine with both imperfective and perfective verbs, although their semantic contribution to the sentence differs in these two cases. In (14a), which involves an imperfective verb, the natural understanding of the sentence is that the event of dancing lasted for two hours. This meaning is absent in (14b-c), which involve the perfective counterpart of that verb: they cannot mean that dancing lasted (in b.) or not lasted (in c.) for two hours. Rather, the durative PPs set the time frame, during which an event is said to occur once (however long it lasted -perhaps only a few minutes) or not occur at all. For this reason, the naturalness (14b-c) is greatly enhanced by dependents with meanings such as 'only once', 'a number of times' or 'not even once' -this is especially true about (14b).
On the other hand, as shown in (15), bare NP[acc] seem not to have this time frame meaning, and may only refer to the duration of the event expressed by the verb -this explains the ungrammaticality of (15b-c), even in versions with added dependents meaning 'only once' or 'not even once'. Since the two types of durative dependents may contribute to the meaning of the sentence in different ways and, hence, have different distributions, they should be represented by different functors in a fully precise and explicit generative description; let us call these functors thl-pp ("prepositional temporal how long") and thl-np ("bare nominal temporal how long"). Now, while thl-pp may still be claimed to be able to occur with all or almost all verbs (but with different meaning contribution, depending on the broadly understood aspectual characteristic of the verb -either as eventuality 5 duration or time frame duration), thl-np is confined to imperfective verbs, as well as delimitatives (Piernikarski, 1969; Bogusławski, 2004) and perhaps a limited number of other verbs, and always denotes eventuality duration. Adopting the prevailing view that in Slavic languages such as Czech or Polish aspect is lexicalised, i.e. that the imperfective and the perfective variants are two different lexemes, this means that such dependents will only combine with perhaps more than half of the verbs, but certainly very far from all of them, and yet they are considered typical free adverbials in FGD.
A similar point can also easily be made on the basis of various functors whose presence depends on whether the verb requires an agent (as is well known, many verbs do not, e.g. weather predicates or psych-verbs), e.g. the intt (intent) functor and perhaps means (instrument). The problem that many intended free adverbials do not really combine with various classes of verbs is duly noted in a footnote (fn. 6 in Panevová 1974 and fn. 13 in Panevová 1978) , where it is stated that "it appears as a rule that such a combination is not grammatically excluded but is unusual due to cognitive or ontological reasons" (Panevová, 1978, p. 252) . Unfortunately, this view makes the test largely unusable in practice, as there is no operational procedure of distinguishing "grammatical unacceptability" from "cognitive or ontological unacceptability". Moreover, it is not clear that such a distinction is justified at all; as shown in Levin 1993 , grammatical behaviour of verbs (their diathesis patterns) strongly correlates with their meaning (which may be hard to distinguish from "cognitive or ontological" aspects).
In summary, very few classes of free adverbials, if indeed any, "can depend on every verb", and attempts to distinguish reasons for not satisfying this criterion have never, to the best of our knowledge, been translated into an operational test, so the specificity criterion simply does not do the job it was supposed to do.
Semantic obligatoriness
The dialogue test has an interesting history. While it was first presented in Panevová 1974, pp. 17-19 , it was apparently inspired "by the method of 'given and new information', which was briefly sketched by Sgall and Hajičová (1970, § 3 .1)" (Panevová, 1974, p. 16) . Sgall and Hajičová (1970, p. 17) critically discuss the view that clauses have a possibly implicit "time of the clause" semantic dependent, so that sentences such as He wrote all these books might be understood as talking about (at least) three entities: the agent, the patient and the time. On the other hand, it has remained hardly noticed that the property targeted by the dialogue test is also discussed in another thread of linguistic work, starting with Fillmore 1969. 6 The following sentences, among others, are discussed there, with some semantic roles (Fillmore's "deep cases") unrealised syntactically in the last two sentences (Fillmore, 1969, pp. 118-119) : (16) The boys blamed the girls for the mess. (17) The boys blamed the girls. (18) The girls were blamed for the mess. In comparison with the complete sentence (16), the offence is missing in (17), and the accuser is absent in (18). However, these two implicit dependents have different kinds of interpretations in the two sentences. The last sentence, (18), is "a syntactically complete sentence, in the sense that it can appropriately initiate a discourse (as long as the addressee knows who the girls are and what the mess is). In this case the speaker is merely being indefinite or non-committal about the identity of the accuser" (Fillmore, 1969, p. 119) . Hence, this sentence may be paraphrased as The girls were blamed for the mess by someone. On the other hand, sentence (17) is "one which cannot initiate a conversation and one which is usable only in a context in which the addressee is in a position to know what it is that the girls are being blamed for" (ibid.). That is, it cannot be paraphrased as The boys blamed the girls for something, but rather as The boys blamed the girls for it. "The two situations correspond, in other words, to definite and indefinite pronominalization" (ibid.).
Fillmore 1969 does not have much more to say about this phenomenon, but the discussion in Fillmore 1986 makes it clear that the definite interpretation of the implicit dependent in (17) concerns the same phenomenon as the semantic obligatoriness picked out by the dialogue test. For example, when comparing the verb eat, which allows for an indefinite implicit dependent, with find out, whose implicit dependent must be definite, Fillmore 1986, p. 96 This distinction between the two classes of implicit dependents has been widely discussed in the literature; some of this discussion is summarised in Williams 2015, ch. 5, where the relation to the dialogue test is alluded to (pp. 100-101). Such implicit dependents are carefully analysed in Recanati 2002 Recanati , 2007 , where a position similar to that of FGD is adopted: definite implicit dependents, i.e. those classified as semantically obligatory by the dialogue test, are claimed to be present in the semantic structure of respective sentences, while the existential implicit dependents, i.e. those classified as optional by the dialogue test, are claimed to be absent from the semantic representation. On the other hand, according to Recanati (2002 Recanati ( , 2007 , such absent dependents may be added to the argument structure of the predicates via essentially pragmatic -context-dependent -processes. On this analysis, given that the a. and b. sentences below are synonymous, there is no difference between the direct object (and, hence, a prototypical argument in most theories) of eat and the locative dependent of dance (a prototypical adjunct); in both cases the a. sentences have only one argument (the subject), and the b. sentences have two arguments: (19) a. John is eating.
b. John is eating something or other. b. John arrived somewhere or other. c. John arrived there / at the destination. Note that, when talking about arguments, Recanati (2002 Recanati ( , 2007 completely disregards the distinction between inner participants and free adverbials.
The importance of Recanati 2002 Recanati , 2007 for the current considerations lies in the discussion of difficulties in applying the dialogue test.
7 At first sight it might seem that location is a semantically obligatory argument of rain, as the dialogue in (23) seems to pattern with the awkward (24) rather than with the natural (25) (Recanati, 2007, p. 129) : (26) A (the weatherman): It is raining! B: Where? A: I have no idea -let's check. Hence, Recanati (2002 Recanati ( , 2007 concludes that, contrary to the standard view in the kind of (philosophically inclined) literature he cites, rain has no semantically obligatory location argument; in case location is expressed in the sentence (as in It is raining in Paris), such an argument is added via a pragmatic process proposed in Recanati 2002. But in order to reach this conclusion, the first impression given by a straight-forward application of the dialogue test had to be rejected and a very specific context had to be constructed.
In fact, the discussion in the philosophical literature on the applicability of the dialogue test remains inconclusive, as it seems that -by constructing sufficiently unusual contexts -all implicit arguments should be considered semantically optional. In particular, Recanati 2010, p. 117 These considerations open the possibility that the dialogue test does not really distinguish between semantically obligatory and semantically optional constituents, and that the perceived obligatoriness is a perhaps graded function of context: in case of some dependents of some verbs it is easier to construct a context in which the dependent is understood existentially (i.e. as semantically optional), and in case of other it is more difficult to construct such a context, but perhaps it is always possible. In any case, in order to be truly operational, the dialogue test and the conditions in which it may be used should be further elaborated.
Does FGD need AAD?
Let us take stock. Functional Generative Description proposes two orthogonal classifications of dependents: into inner participants and free adverbials, and into semantically obligatory and semantically optional. The product of these classifications gives four classes, three of which -with the exception of semantically optional free adverbials -together constitute arguments, i.e. valency elements. This in itself is not unreasonable and it is interesting to note that a very similar idea is apparently independently proposed in Goldberg 2002, pp. 344-346 , within the framework of Construction Grammar (Goldberg, 1995) .
The distinction between semantically obligatory and semantically optional dependents, even if sometimes difficult to test, is widely assumed in contemporary linguistics. However, by itself this distinction does not correlate with the common understanding of the AAD, as it distinguishes between the traditional complements of notice and devour on one hand (they are semantically obligatory), and the traditional complements of eat and speak (to somebody) on the other (they are semantically optional). The other distinction, that between inner participants and free adverbials, while very close to AAD, is not operational as it stands: prototypical inner participants (including patients and actors) seem to be as iterable as prototypical free adverbials, and there are many exceptions to the intended results of the specificity test and no procedure of distinguishing "grammatical unacceptability" from "cognitive or ontological unacceptability" is in sight. Hence, also the combination of these two distinctions, used to differentiate between arguments and adjuncts in FGD, is not operational.
Problems with the binary AAD have been noticed in various theories, and the most common escape strategy is to posit an additional intermediate class, between arguments and adjuncts. Probably the best known example of an application of this strategy is the class of "argument adjuncts" (a-adjuncts) of Grimshaw 1990, ch. 4, encompassing optional dependents corresponding to subjects in active voice of verbs: by-phrases with passive verbs and certain possessive dependents of nominals. A more recent example is Needham and Toivonen 2011, which extends the intermediate class of "derived arguments" to various other types of dependents, including instruments and benefactives. The common feature of such "derived arguments" is that they seem to satisfy some of the tests for argumenthood and fail other such tests. The same approach is proposed in Panevová 2003 (see also Lopatková and Panevová 2006 ). An obvious problem with this strategy is that it replaces one vague distinction with two even vaguer distinctions.
Some theories have AAD hard-wired into their formalisms. This is the case with those versions of transformational theories (especially, the Government and Binding theory of 1980s ; Chomsky 1981 ) that distinguish between arguments and adjuncts tree-configurationally (where, roughly, arguments are sisters to X heads and adjuncts are sisters to X ′ projections, assuming Jackendoff's (1977)X syntax); this is also the case with Lexical Functional Grammar (Bresnan, 1982a; Dalrymple, 2001) , which distinguishes argument grammatical functions from adjuncts within functional structures. 8 However, as far as we can tell, nothing within FGD seems to depend on this dichotomy. In particular, instead of distinguishing between arguments and adjuncts, all dependent types (FGD's functors) are treated uniformly in the formal FGD definitions of the basic component and the tectogrammatical representation (Sgall et al., 1986, pp. 150-153) , where only the distinction between obligatory and optional dependents is implicit in the definitions of obligatory expansion rules. Also, in the discussion of the role of valency frames in Sgall et al. 1986, pp. 158-159 , semantic obligatoriness and iterability are referred to separately, the notion of argument apparently being superfluous. Similarly, no contentful reference to this dichotomy is made in the discussion of the systemic ordering (Sgall et al., 1986, pp. 194-203) ; in particular the ordering proposed for Czech (pp. 198-199) has argument functors intermingled with functors typical of adjuncts. Further, no reference to arguments or adjuncts as a class is made in ch. 4 of Sgall et al. 1986 , where correspondences between linguistic levels are dis-cussed; etc. So it seems that the benefit of maintaining the AAD is purely practical: when describing the potential of particular predicates to combine with various kinds of dependents, some combinations seem more idiosyncratic or perplexing than other, so some dependents (let us call them arguments) should be explicitly mentioned in the lexical entry of a given predicate, and other (let us call them adjuncts) may be assumed to be sufficiently predictable to be omitted from such lexical entries.
But it is not clear that, when carefully examined, any types of dependents are sufficiently regular to be excluded from the lexicon: as mentioned above, out of 3909 English verbs carefully examined by two independent annotators, some 1.8% (about 70) apparently do not combine with one of the most prototypical types of adjuncts, namely, that of event location; the existence of various exceptions of this kind is also mentioned -but played down -in FGD work on valency; some types of traditional adjuncts seem to depend on the grammatical or lexical aspect of the verb (in Slavic); etc. Hence, the current approaches to valency lexicons may be viewed as only first approximations of future full-fledged valency dictionaries containing information about all dependent types (i.e. functors): whether they are possible at all (some predicates will not combine with some types of dependents at all), whether they are semantically obligatory, to what extent they are iterable, under what conditions they may accompany the predicate, etc. Obviously, developing such a dictionary would require much more work, as all functors would have to be examined in case of each predicate, not just those that spring to mind as specific to this predicate. Let us imagine that such a dictionary exists, organised just as the Czech FGD valency dictionary PDT-Vallex but not assuming any fundamental distinction between two classes of dependents. We believe that this dictionary would still count as an FGD dictionary and that it would not violate any fundamental FGD principles. If so, FGD does not really need the ill-defined Argument-Adjunct Distinction and would be a more precise and parsimonious theory without it; after all, one of the two fundamental working principles of FGD is that (Sgall et al., 1986, p. 101) :
the number of elementary units on the tectogrammatical level should be as small as possible, so that clear reasons can be given for every newly recognized unit or distinction. As argued above, such a clear reason is lacking for the Argument-Adjunct Distinction.
