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CHAPTER 1 
Introduction 
1

Introduction 9
We are the product of our experiences. Everything we experience shapes our 
personality and adds to our knowledge. In turn, the prior knowledge we have about 
ourselves and the outside world shapes our future experiences. No two people 
sitting in an opera, reading a book, or following a lecture are having an identical 
experience. Neither will they remember the exact same about it, such is the influence 
our prior knowledge exerts on our experience and memory [1,2]. This thesis aims to 
better understand the role of prior knowledge for our memory and to illuminate the 
neural underpinnings underlying this facilitation. 
The individuality of learning processes has wide ranging practical implications, 
especially for education [3,4]. For example, when a teacher prepares a lecture, it 
is very tempting to assume every student learns the same way, and that they all 
remember the material from previous lectures exactly the way they have been 
taught. Based on this assumption, it is easy to create a lecture that is well suited 
for every student. However, the majority of teachers is aware that every student 
and accordingly their prior knowledge is unique, leading to all students responding 
differently to new material. Thus, effective teaching needs to take each individual 
into account. While this is quite well known in any educational context, it is not 
implemented to the same degree. Taking many different perspectives into account 
when preparing a lecture is always more difficult than just tailoring everything to 
one average – or rather model – student. Considering the effort of individualising 
learning material, teachers oftentimes rather choose to ignore the diversity of their 
students’ learning processes.
The same applies for memory research. When investigating mnemonic processes, 
we oftentimes pretend memory works just the same across all participants, 
effectively ignoring all prior knowledge of the individual. Despite often neglecting 
the differences in prior knowledge, there is a strong tacit consensus that human 
learning is not like a computer hard drive as we do not simply generate copies of our 
experiences. All our prior knowledge, our personality and our preferences shape the 
way we construct memories from our experiences [5–7]. 
Every experience triggers a learning process. However, what exactly we learn from 
this specific experience is influenced by a number of factors. Necessarily, we can 
only learn from experiences our perceptual system constructs for us as our brain 
does not have direct access to the external world. While so fundamental, these 
constructions in turn are already shaped by prior knowledge. Our visual system 
works so well, because it constantly balances visual input with predictions based on 
prior experiences [8,9]. We do not remember all aspects of these constructions but 
rather aspects we pay attention to [10,11], aspects that are novel [12,13] or emotional 
[14–16], and that are either congruent [17–19] with our prior knowledge or violate it 
[20–22]. Likewise, many of these modulatory factors are yet influenced by prior 
experiences. If you encounter a snake with a red, yellow and black colouring, knowing 
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that this is a poisonous coral snake will substantially influence your reaction and 
what you are going to remember from this episode. 
Ultimately, our prior knowledge can be seen as a filter that helps us to make sense 
of the world and guides our understanding and actions [2]. This notion of prior 
knowledge affecting learning was first formalised by Head [23] and subsequently 
by Bartlett who introduced the term schema in his “Theory of Remembering” [1]. 
Later Piaget’s theory of development based on schemas [2] established the schema 
term as an important concept in cognitive psychology [24–27]. In Piaget’s theory 
our interaction with the world is fundamentally guided through schemas. These 
interactions then lead us to update our schemas, shaping our development. More 
recently, it has been demonstrated that schemas can dramatically accelerate 
consolidation [28]. Nowadays, the schema concept is a significant research subject in 
the cognitive neurosciences [17,18,29]. 
Gilboa and colleagues defined schemas as “superordinate knowledge structures 
that reflect abstracted commonalities across multiple experiences, exerting powerful 
influences over how events are perceived, interpreted, and remembered” [18]. This 
recent definition is very much in line with the schema concept Piaget used more 
than half a century ago [2]: Over time we acquire schemas, for example how to use 
a telephone. These schemas we can then use to assimilate new information in them, 
for example how to use a similar telephone that we have never seen before. When 
we encounter something that relates to the schema but still differs sufficiently, our 
schema can adjust itself to accommodate this new information as well. This process 
happened on a global scale when Apple first introduced its iPhone, which changed 
our telephone schema. 
Historically, the starting point of psychological memory research was when 
Ebbinghaus learnt nonsensical syllables and measured the forgetting rate [30]. The 
choice for nonsensical syllables was a means of experimentally controlling for prior 
knowledge. Associations with previous memories should not affect the retention 
rate of the nonsensical syllables. Despite this rigorous control of prior knowledge, 
Ebbinghaus was aware that prior knowledge facilitates learning of new information: 
“The amount of detailed information which an individual has at his command and 
his theoretical elaborations of the same are mutually dependent; they grow in and 
through each other.” [31]. Most current research on memory is still done in that line of 
experimental control; influences of prior knowledge are perceived as a confounding 
factor rather than an essential feature of the human memory system.
For many research questions about human memory it is probably a good 
experimental decision to ignore or minimise the effect of schemas. However, as long 
as the schema concept is not centrally incorporated in models of human memory 
our understanding will remain limited. Ignoring schemas in memory research entails 
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ignoring important interindividual differences in knowledge, which itself limits our 
understanding [32,33]. Furthermore, disregarding prior knowledge as a component 
of our memory system also prevents the investigation of cumulative learning 
processes. When we learn something new, we form a schema. As we learn more 
related information, this schema helps us to learn and integrate new related content 
more efficiently. The cumulative nature of schema learning can lead to drastically 
improve educational outcomes [34,35].
Current research on the neurobiology of schemas aims to unravel the underlying 
mechanism in order to understand how they affect memory processing [17–19]: 
how do we acquire schemas [34,36–40], how do these schemas affect encoding 
[41–45], consolidation [28,46–49], and retrieval [29,40,41,50–52] of schema-
related information? Schema processing is thought to be centred around the 
medial prefrontal cortex (mPFC), which is theorised to represent a higher level 
representation of the schema [17,18]. It also detects the congruency between 
incoming information and potentially related schemas to facilitate the encoding of 
related information [41–45]. This central role of the mPFC is also supported by lesion 
studies showing lesions of the mPFC remove the memory benefit a schema provides 
[53,54]. The hippocampus is considered a counterpart to the mPFC that, depending 
on the model, is suggested to either compete with the mPFC [17] or support the 
mPFC [38,55]. In the SLIMM model [17] the mPFC inhibits the hippocampus when 
there is a schema available to encode information. In this model, the hippocampus is 
responsible for encoding when there is no schema available (e.g., novelty) creating a 
balance between the two paths into long-term memory. Additionally, connectivity to 
the mPFC supports the formation of schemas [41,42,56]. In other models [38,55] the 
hippocampus supports the mPFC in integrating new events into schemas. However, 
these different models might not necessarily contradict each other but could 
potentially be explained by differences in schema strength or congruency between 
the new information and the schema [18].
As argued above, schemas are essential to our memory system [1,2,35]. Current 
research aims to understand how schemas affect specific mnemonic processes 
but not how schemas affect memory processing in general. Understanding the 
mechanisms behind schema memory is an important step in its own right. However, 
for a complete understanding of human memory it is important to integrate schemas 
firmly with theories of memory. To do this, we need to understand the limits of the 
neurobiological schema concept and its underlying mechanisms better. 
To contribute to this endeavour, this thesis focuses on the scope and the dynamics 
of the neurobiological schema concept. Assuming schemas have such a central 
influence as argued early on our memory processing [1,2], its effects ought be more 
general than currently represented in the research on schema. Up to date, studies 
investigating the neurobiology of schema mainly focused on adult populations and 
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showed prior knowledge facilitates the learning of semantic material (declarative 
schemas) to moderate degrees. The neural dynamics behind schemas have been 
mostly studied through task-based functional magnetic resonance imaging (fMRI) 
analysis. 
The first part of the thesis is focused on the scope of schemas. In chapter two we 
tested whether children, adolescents and adults benefit differently from using 
schemas. Compared to the rest of the brain, the prefrontal cortex shows a protracted 
maturational period [57–59]. With schemas facilitation depending on the mPFC 
[53,54], children could differ in utilising schemas, potentially even outperforming 
older groups if the higher plasticity of the mPFC would benefit schema processing. 
In the third chapter we focus on the exceptional memory abilities of memory 
athletes. They use mnemonics, special techniques designed to enhance memory 
performance. With the help of those mnemonics they perform feats that would 
be thought impossible of human memory. As the mnemonics rely on linking new 
information with prior knowledge, for example a familiar spatial route, they can be 
seen as a schema. Compared to most schemas investigated so far, mnemonics enable 
qualitatively different levels of memory performance. We tested whether such 
dramatic memory improvements can also be achieved by naïve participants after 
training the mnemonics. We combined behavioural experiments and neuroimaging 
techniques to test not only whether naïve participants can substantially improve 
their memory but also whether the training will result in their functional connectivity 
between mnemonic and visuospatial regions becoming more similar to those of 
memory athletes. Understanding why and how mnemonics achieve this strong 
memory facilitation will help us to better understand the impact schemas can have 
on learning. In chapter four, we investigated the role of motor experience for the 
consolidation of motor memories. We tested whether piano experience facilitates the 
consolidation of finger movements in the same way as declarative schemas would 
for declarative memories. Extending the schema theory to motor memories could 
help to explain phenomena observed for both types of memory with one unifying 
theory.
In the second part of the thesis, the studies focus on the dynamics of schemas: how 
does the interaction of different systems enhances. In chapter five, we revisit the 
developmental data presented in chapter two with a dynamic systems perspective: 
How does the mPFC interact with the default mode network (DMN) during schema 
processing? The DMN is one of the brains resting state networks [60,61] which is 
linked to, among other aspects of cognition, memory retrieval [62]. With mPFC 
being one of the core hubs of the DMN and their shared association to memory 
processing, they are likely to interact during schema processing. Understanding 
their interaction better could help us to understand the network dynamics during 
schema processing. In chapter six we investigated structural and resting state data of 
the memory athletes sample from chapter three. We speculate that their extensive 
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use of mnemonics is associated with structural differences in regions associated 
with spatial and mnemonic processing. Analysing these differences could illuminate 
how the schema benefit on memory could even further be enhanced. 
In the coming section, I will lay out the motivation for the different studies and explain 
how they will help us to better understand the scope and dynamics of schemas. Each 
paper (or manuscript in preparation) is / will be published with its own story. The aim 
of this thesis is to integrate the performed studies into a framework that extends our 
understanding of schemas and their dynamics in relation to memory processing. 
PART 1  THE SCOPE OF SCHEMAS 
Chapter 2  Schemas and the plasticity of the prefrontal 
cortex 
The benefit that schemas have on learning of related information is centrally linked 
to the mPFC [17,18,53]. As part of the prefrontal cortex, it has a protracted maturation 
compared with the memory regions in the medial temporal lobe [57–59]. This 
relatively late maturation has been linked to many cognitive changes observed 
during adolescence [63,64]. The increased plasticity of the mPFC in children, and 
potentially still in adolescents, might lead to a quicker acquisition of new schemas 
compared with adults that cannot utilise this plasticity. On the contrary, it might be 
true that adults are generally more adapted to utilising schemas to their benefit as 
they have a greater array of sophisticated schemas at their disposal. 
We investigated this by testing 10-year-old children, 18-year-old adolescents 
and adults above 25 years as these age groups should differ substantially in 
their prefrontal plasticity [57–59]. We utilised an object-location paradigm that is 
modelled after the game “memory/concentration” [40] as its game-like nature is 
likely engaging for children. Also, in this game the schema is experimentally induced, 
which prevented the older age groups from utilising real-world schemas that 
children might not have developed yet.
Chapter 3  Schemas and exceptional levels of memory 
performance
Most studies demonstrating that schema benefits memory show significant but still 
modest increases in performance [29,36,40–42,56]. Mnemonics in contrast enable 
memory performance that is ten to a hundred-fold higher than average abilities. For 
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example, the current world record for remembering decimal numbers is 520 [65]; 
most people have a digit span between five and seven [66]. It should be noted that 
remembering 520 decimals is the record if there are only 5 minutes of encoding time. 
The current record for 15 minutes is 1071, for 30 minutes 1800 and for one hour it is 
3029 digits [65]. Understanding how mnemonics enable such levels of performance 
will inform us how strongly schemas can facilitate memory.
We recruited a sample of 23 world class memory athletes (all from the world top 
50 ranking at the time of the study). Memory athletes rely on mnemonic strategies 
to memorise all kinds of arbitrary material in memory competitions. Their most 
frequently used mnemonic strategies centrally utilise prior knowledge. For example, 
the method of loci relies on having a spatial route very well memorised. Along this 
route one denotes certain distinct locations (the “loci”). When encoding new material, 
the memory athletes would imagine walking from locus to locus and placing the 
information on the loci in the right order [67]. Due to this linking of new information to 
prior knowledge the mnemonic can be seen as a schema. We tested whether we can 
train naïve participants to achieve this degree of memory facilitation, and whether, 
as a consequence their brains will rewire to become similar to those of the memory 
athletes. 
Chapter 4  Are there motor schemas? 
So far the schema idea in the cognitive neurosciences has been limited to 
declarative memory [17,18]. However, there is no reason to assume that learning in 
other modalities could not rely to a similar degree on prior knowledge. In Piaget’s 
stage model of development [2], motor schemas were an essential step before 
development of more cognitive schemas. Additionally, it is easy to imagine that the 
extensive piano training of most piano players does not only improve their piano 
play but also task performance relying on similar movements. 
We therefore speculated that motor schemas could have the same effect as 
declarative ones. Thus, piano players should show improved consolidation in a 
finger-tapping task [68], indicated by higher performance gains after a 24h delay. 
To get a more complete picture of the effect of motor experience we also included 
the factors intelligence and age to test whether they modulate the effect of prior 
knowledge. 
Introduction 15
PART 2  THE DYNAMICS OF SCHEMA PROCESSING 
Chapter 5  Interaction of the mPFC and the DMN during 
schema recall
The mPFC is not only implicated in schema processing but in a wide range of 
cognitive processes [69]. Additionally, it is one of the core hubs of the default mode 
network [60,61] which itself is linked to different cognitive processes, among those 
mind wandering [70,71], our notion of self [72], autobiographic memory [73–75], and 
memory retrieval [62,76]. The defining feature of the DMN is that it deactivates during 
tasks, signalling a “default mode” of brain function [60,61]. Recent work suggests that 
this task-negative role is not completely accurate. For instance, the DMN has been 
shown to activate during certain tasks, changing its connectivity profile which was 
linked to task improvements [77,78]. With the involvement of the DMN in retrieval 
processes and the central role of the mPFC for both schema and the DMN, we 
investigated the DMN-mPFC interaction during schema memory. 
During schema memory tasks the mPFC activates but not the DMN as a whole. 
One explanation for this differential activation is that the mPFC decouples from 
the DMN during schema processing. Effectively, such a decoupling would result 
in a network reconfiguration of the DMN. Alternatively, schema memory could be 
merely a feature of the DMN. In that case activation of the DMN might not have been 
reported as it was below statistical threshold. To test between these two accounts, 
we reanalysed the data from the memory game study described in chapter two from 
this network perspective. 
The dynamic interaction between the mPFC and the DMN can help us to better 
understand the network dynamics behind schema memory. Beyond that, the link to 
the DMN could also potentially illuminate aspects of our cognition that rely on the 
DMN and might be supported by schemas, such as mind wandering [70,71] and our 
representation of self [72]. When our thoughts drift off, they usually create a small 
narrative, e.g. which groceries one still needs to buy for dinner. These narratives 
could not be created without prior knowledge. Our identity can be seen as a ‘self-
schema’ where the self-schema aggregates all we know about ourselves based on 
our experiences [79].
Chapter 6  Hippocampus-Caudate Nucleus Interactions 
support exceptional memory performance 
The method of loci, the mnemonic most commonly used by memory athletes, relies 
heavily on spatial memory. Most spatial memory tasks, like navigation, are usually 
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solved by either a stimulus response strategy, mediated by the caudate nucleus, or 
a map-based strategy, associated with the hippocampus. Usually these systems 
compete to solve the task at hand [80,81]. Although, there is initial evidence that they 
can also interact cooperatively [82]. Which system is used can also be influenced 
by the strategy a participant uses, with repeated practice of that strategy leading 
to structural changes [83,84]. The method of loci combines aspects that would be 
best served by a stimulus response strategy and other aspects that would be best 
served by map-based strategies. Using the method of loci also has been reported to 
both activate the hippocampus and the caudate nucleus whereas other non-spatial 
associative strategies would only activate the caudate nucleus [85]. 
The memory athletes we tested practice their mnemonics on a daily base. This 
systematic training provides an ideal model for studying whether utilisation of the 
same routines, relying on prior knowledge, induces structural and functional brain 
changes. If the memory athletes show differential structural properties of the 
caudate nucleus and the hippocampus, this would suggest that certain utilisation 
of schemas having consequences beyond regions that are typically associated with 
them. 
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Schemas and the plasticity of the 
prefrontal cortex
This chapter is based on:
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M., Janzen, G., Fernández, G. (in prep). Differences in strategic abilities but not associative 
processes explain memory development
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 ABSTRACT
Children’s learning capabilities change while growing up. One framework that 
describes the cognitive and neural development of children’s growing learning 
abilities is the two-component model. It distinguishes processes that integrate 
separate features into a coherent memory representation (associative component) 
and executive abilities, such as elaboration, evaluation and monitoring, that support 
memory processing (strategic component). In an fMRI study using an object-location 
association paradigm, we investigated how the two components influence memory 
performance across development. We tested children (10-12 yrs., n=31), adolescents 
(18yrs., n=29) and adults (25+ yrs., n=30). For studying the associative component, 
we also probed how the utilisation of prior knowledge (schemas) facilitate memory 
across age groups. Children had overall lower retrieval performance, while 
adolescents and adults did not differ. All groups benefitted from schemas, but this 
effect did not differ between groups. Performance differences between groups 
were associated with deactivation of the dorsal medial prefrontal cortex (dmPFC), 
which in turn was linked to executive function. These patterns were stronger in 
adults and seemed absent in children. This pattern of results suggests that the 
children’s executive system, the strategic component, is not as mature and thus 
cannot facilitate memory performance in the same way as in adolescents/adults. In 
contrast, we did not find age-related differences in the associative component; with 
activity in the inferior parietal cortex predicting memory performance systematically 
across groups. Overall our results suggest that differences of executive rather than 
associative abilities explain memory differences between children, adolescents and 
adults. 
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 INTRODUCTION
In virtually all contexts learners need to focus on what to learn, avoid distraction, 
relate information to each other or keep several types of information online to 
combine them. These abilities, executive functions, have been shown to strongly 
influence the efficiency of ones mnemonic system [86]. The maturation of the 
executive system – especially in the prefrontal cortex – during adolescence 
[87–89] makes it an excellent candidate to support the development of learning. 
This notion has recently been formalised and extended in a model explaining age-
related differences in episodic memory: the two component model of development 
[90,91]. It postulates one associative and one strategic component with differential 
maturational trajectories. The associative component “refers to mechanisms 
of binding together different features of the memory content into coherent 
representations” [91]. The strategic component “refers to control processes that 
aid and regulate memory content at both encoding and retrieval” [91]. Whereas 
the strategic component is centred around the prefrontal cortex, the associative 
component is centred around the medial temporal lobe. However, the developmental 
interaction of the two systems and their underlying neurobiology are still poorly 
understood.
When we learn new information this usually involves prior knowledge. Almost 
nothing we learn is fundamentally new in all aspects but mostly it relates to 
something we already know. This entails that when we form new memory 
representations the different features that get integrated via the associative 
component of the two-component model also include prior knowledge. That prior 
knowledge benefits learning was first formulated by Bartlett [1] and Piaget [2] in the 
context of schemas: Our knowledge is organised in schemas which can be used to 
readily assimilate new information about the world or provide a foundation that can 
be modified when we acquire new insight/perspectives. The idea of schemas had 
a strong influence on educational psychology [24] and education. Throughout our 
life we continuously acquire, modify, or enrich schemas. This difference in scope of 
schemas available to children versus adults might explain developmental memory 
differences [92]. Whereas adolescents and adults have a sophisticated net of 
knowledge about a large range of topics, children are still acquiring most of that. 
Thus, for new information the children might have fewer opportunities to relate 
new information to their schemas. On the other hand children might be superior in 
building new knowledge structures of previously unconnected information due to 
their generally increased neural plasticity [93].
Executive functions and the utilisation of schemas both depend on the prefrontal 
cortex, yet vary in their precise localisation [17,94–96]. Generally, the prefrontal 
cortex shows a protracted maturation trajectory, reaching a matured state only in 
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the mid-twenties [58,59]. This relatively late maturation has previously been linked 
to the development of cognitive control [87]. Based on that we tested three age 
groups that differ strongly in prefrontal maturation: children before puberty, mid to 
late adolescents and adults after twenty-five. To measure memory performance we 
used a game like object-location memory task [40]. A strength of this paradigm is that 
it has no verbal requirements, which would likely favour the older groups as verbal 
memory itself is still developing in children [97]. The schema was experimentally 
induced during the first part of our study so that all groups have the same level of 
prior knowledge available to facilitate learning. 
 METHODS
Participants 
Ninety right-handed native Dutch-speaking volunteers participated in this study. 
As we investigated developmental differences related to differential maturation 
of the prefrontal cortex we tested three different age groups: Thirty adults aged 
between 25-32 years old (M = 26.9 years, SD = 21.9 months, 12 male), twenty-
nine adolescents aged 18 (M = 18.5 years, SD = 3.1 months, 10 male) and thirty-one 
children aged between 10-12 years old (M = 11.0 years SD = 8.8 months, 8 male). 
All subjects had normal hearing and normal or corrected-to-normal vision. All 
participants were required to have no history of injury or disease known to affect 
the central nervous system function (including neuropsychological disorders such 
as dyslexia, autism and ADHD) and to not have MRI contraindications. Assessment 
of these was based on self-reports by the participants. Adults and adolescents were 
recruited from the student population of Radboud University, Nijmegen, and from the 
surrounding community. Children were recruited through presentations and flyers 
at local schools. The study was approved by the institutional Medical Research 
Ethics Committee (CMO Region, Arnhem-Nijmegen). Written informed consent was 
obtained prior to participation from all participants who were at least 18 years old; 
for the children participating both parents signed the informed consent.
Of these 90 participants 3 children had to be excluded (1 did not want to complete 
the study, 1 moved excessively in the scanner, 1 due to an experimenter error); 
2 adolescents were excluded as they did not complete the training at home; 1 adult 
had to be excluded due to an experimenter error. Of these 83 participants that 
completed the study we excluded 11 (6 children, 1 adolescent, 4 adults) participants 
for the analysis based on their poor performance – see the fMRI data analysis section 
for details. All analysis focussed on this final set of 72 participants (21 children, 26 
adolescents and 25 adults).
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Summary of Procedure
The study spanned eight days in total. On day one participants came to the lab for 
a first session. The next four days they performed additional sessions at home. On 
day eight they returned to the institute for the final session. As paradigm we used 
an adapted version of the memory game task that was used in another study [40]. 
Details of the paradigm are explained below. As additional measures we utilised a 
short verbal memory task, a fractal n-back task [98], the Wisconsin Card Sorting task 
(WCST) [99] and the forward digit span task [100]. The rationale for the additional 
measures is explained in a separate paragraph below. 
On day one, participants came to the Donders Centre for Cognitive Neuroimaging and 
started in a behavioural lab with a practice of the n-back task, followed by the verbal 
memory task. Immediately after completing the verbal memory task, participants 
were taken into the MRI scanner where we first acquired a 10-minute resting state 
scan during which participants were instructed to lie still, think of nothing in particular 
and look at a black fixation cross on a white background. After that participants 
performed the n-back task and we acquired a structural scan ending the scanning. 
As the memory task required the use of a trackball – because of MRI-compatibility – 
participants had a practice session with the trackball (Kensington, Orbit Optical 
Trackball) that was used for all sessions of the memory task. During all uses of the 
trackball we instructed participants to operate the trackball with two hands: the right 
dominant hand moves the cursor and the left hand clicks.
After the practice, participants performed the first two sessions of the memory game. 
During the next four days participant were instructed to “play” the memory game 
at home using a provided laptop and trackball. Participants were instructed to not 
skip a day and perform the task at roughly the same time of day. We monitored this 
online using the times the log files were created. Day six and seven were free of 
any experimental tasks. On day eight the participants came back to the institute for 
the final session. The time of day during the two visits differed by maximally two 
hours to avoid time of day confounds. Day eight started immediately with the final 
two parts of the memory task in the MRI scanner. Between the parts, which took both 
roughly 17 minutes, there was a break during which the participant could leave the 
scanner. As a last scan we acquired a second structural scan. Finally, we conducted 
the Wisconsin Card Sorting Test and the digit span in a behavioural lab. The total task 
time on day eight was around one hour.
Memory Paradigm
The task mimics the card game “memory/concentration” on two boards of cards and 
is adapted from [40] to make it more suitable for children. It is a 2x2 design (schema/
26 Chapter 2
no-schema x paired/new paired associates): one board was the schema while 
the other was the no-schema condition. Each board contained 80 objects in total. 
40 of these objects were learnt during the first four days (paired associates). The 
remaining 40 objects were added on day five (new paired associates) and filled the 
remaining empty positions on each board. On the schema board the place location 
associations stayed constant over the whole experiment, whereas on the other, the 
no-schema board, the associations were randomly exchanged every day. Due to this 
manipulation, participants learned the associations on the schema board over the 
course of four days; forming a schema that contains the object place association of 
the first 40 objects. Participants could utilise this schema when learning the second 
set – the new paired associations – of associations on day five for the schema board. 
The memory for all 160 associations across both boards is tested on day eight in the 
MRI. 
Stimuli design, randomisation and presentation
In total we used pictures of 160 everyday objects. To ensure that especially the 
children could name all the objects effortlessly we selected the objects from a larger 
set of objects by asking an independent sample (n=5) of younger children (below 
the age of 9) to name all the objects. Only objects all children were able to name 
were included in the set of 160 pictures. The objects were randomly distributed in the 
different conditions (paired associates or new paired associates on the schema or 
no-schema board). This randomisation was done individually per participant. 
Differing from the initial paradigm [40] we did not use a 10x10 board but a 9x9 board, 
furthermore we arranged the 9x9 board into nine visually segregated 3x3 boxes, 
each containing nine cards, by increasing the spacing after each third row and 
column. These changes had two reasons. First, we aimed to reduce the difficulty and 
the time required for the task to make it more suitable for children. Second, we opted 
to have an additional, more sensitive, measure of memory: instead of only taking into 
account the objects where the response position was exact, we can also analyse 
objects in which the response was in the right box. The two boards were differentiated 
by the colour of the back of the cards that were placed on the board. Whether the 
schema board or the no-schema board was yellow or blue was randomly assigned 
per participant in a counterbalanced fashion for each group separately. 
We randomised the coordinates of the cards in a pseudorandom fashion separately 
per participant. Each 3x3 box of cards contained either four or five objects per 
condition (schema and no-schema) to ensure the cards are spread evenly across the 
board and there is no particular clustering. Furthermore, within each box there could 
not be a row of three objects, preventing particular easy structures within the box. 
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All of the memory tasks were implemented using Presentation version 18.1 
(Berkeley, CA: Neurobehavioural Systems). The task at home utilised its web-based 
license. For tracking compliance with the study protocol, we used Dropbox (San 
Francisco, CA: Dropbox Inc.) on the laptops to automatically receive the log files. This 
communication was encrypted with a key only available to the researchers of this 
study to guarantee participants privacy. 
Day 1: Basic training (in the lab)
Participants started by learning 40 paired associates on one board. The task started 
with a 1.5min presentation of all the 40 objects on their respective location to increase 
learning speed. After this initial phase the normal task started and only the empty 
board was visible. One trial consisted out of a cue-, a response- and a feedback phase: 
Participants saw an object at the bottom of the board in a red frame as cue. After 3s 
this frame turned green and a cursor appeared at a random position of the board. 
To draw attention to the location of the cursor there was a short animation (around 
120ms) when it appeared. Participants now had to click within 3s on the location that 
belonged to the cued object with the trackball. When the response was correct the 
object was shown for 0.5s at its location. If there was no or a wrong response the 
cursor turned red and the object was shown at the correct location for 2.5s. After 
40 trials there was a self-paced pause with a black fixation cross being presented 
instead of the board. The task consisted of three cycles. During each of those cycles 
every object was presented exactly one time. Participants therefore had three full 
training cycles for all items. After the three cycles were completed for the first board, 
the same procedure was repeated for the second board. Together both sessions 
took roughly 35min. We used the laptops and the trackball they would use at home, 
showed them how to start the task and explained that the laptop needs an internet 
connection. To ensure understanding we had participants start the second part of 
the task themselves. The order of the boards and their colours were randomised and 
counterbalanced across participants per group. 
Day 2-4: Training (at home)
During each of these three days participants would perform training sessions 
at home. For all sessions from now onwards the boards were presented in an 
interleaved fashion. During the initial encoding phase, first the one board and its 40 
objects was presented for 1.5min, then the other board was presented for 1.5min. 
During the task every five trials the board switched. This interleaved learning was 
used to reduce interference between the boards [101]. The start condition was 
randomised and counterbalanced across participants. For every day the associations 
on the no-schema board were shuffled as described above, preventing learning 
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across days. Participants were instructed to try as hard as possible to perform well 
at that board and we showed performance scores at the end of the task to motivate 
them.
On day four, after the task, the training of the 80 paired associates was concluded. 
Immediately afterwards participants performed a recall task testing all the paired 
associates they learned. The trial structure for the recall was identical to the training 
except that there was no feedback and there was only one cycle: each object was 
shown once. The purpose of the recall task was two-fold; first to have a measure 
how well the paired associations were learned up until now; second, to familiarise 
the participants with the recall task before they would do the final recall in the 
scanner on day eight. Each session took around 35 minutes with day four being 
roughly five minutes longer.
Day 5: New learning (at home)
On day five the 80 new paired associates were added, 40 to each board. As before 
the no-schema board was shuffled. The session started as usual with an initial 
encoding phase, however, now all 80 objects per board were shown and participants 
had 3min per board to memorise as many associations as possible. Beside the 
number of associations, the session was identical to the previous training sessions. 
Each of the 80 objects per board was presented once per cycle leading to 480 trials 
in total. The boards were again presented interleaved and the randomisation was 
done in such a way that there were never more than two paired associates trials 
or new paired associates trials in a row. The whole session took approximately 70 
minutes. To reduce effects of exhaustion, participants were instructed to take a more 
prolonged self-paced break after 240 trials by standing up and moving around in the 
room, before resuming. 
Day 8: Recall (in the MRI)
Around 72h later participants returned to the lab for the final recall in the MRI 
scanner. Participants lay down in the MRI scanner with the trackball positioned 
on their abdomen or their right upper thigh at a comfortable distance. Participants 
familiarised themselves with using the trackball in the scanner. After the participant 
was proficient using the trackball, we started with the recall task. One trial started 
as usual with a cue for 3s, followed by a response window of 3s followed by an inter 
trial interval with only a black fixation cross on the screen for 2.5-7.5s. The inter trial 
interval was drawn from a uniform distribution. There was no feedback presented 
during recall. To keep the trial length and the visual input consistent across 
subjects the board would still be presented for the whole duration of the response 
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window, independent of whether the response was already given. The boards were 
again interleaved every five trials. We split the task in two parts (balanced across 
conditions) so that participants could take a break from scanning. Each part took 
roughly 17 minutes.
Additional Measures 
Next to the memory game we also conducted a short verbal memory task (day 
one, before scanning, outside the scanner), a fractal n-back task [98] (day one, in 
the scanner), the WCST [99] (day eight, after scanning, outside the scanner) and a 
forward digit span task [100] (day eight, after scanning, outside the scanner). The 
verbal memory task was used to investigate links between cortical thickness of the 
prefrontal cortex and verbal memory performance. The fractal n-back was planned 
as a control experiment for a planned model-free analysis of the memory game. The 
WCST was included as an established measure of executive function. Finally, we 
included the digit span measure to control for group differences not specific to long 
term memory processes. 
Behavioural analysis
All statistical analyses of behavioural data were conducted in SPSS 21 (Armonk, NY: 
IBM Corp). Memory performance was measured as the number of correct responses 
per condition. The memory game consisted out of three phases: training (day one 
till day four), integration (day five) and recall of the paired associates (day four) and 
the complete set (day eight). The phases were analysed separately. To analyse the 
training (day one till day four) we used a repeated measures ANOVA with the factors 
schema (schema, no-schema), session (training day one to four), cycle (one to three) 
and group (children, adolescents, adults). For the recall on day four the repeated 
measure model included schema and group. For the integration on day five we used 
a repeated measure model with the factors schema, cycle, group and included only 
the new paired associates. The model for the recall on day eight was identical to the 
recall on day four except that we now used the new paired associates instead of 
the paired associates. Where necessary results were followed up with simple effect 
tests.
Complementarily, we repeated the analysis using the score for when participants 
clicked in the correct box (of the 9 boxes). This analysis is more sensitive as also 
responding close to the correct location likely indicates memory; this heightened 
sensitivity comes at the cost of a higher chance level (11% versus 1.25%). We report 
only significant results with p<0.05.
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MRI data acquisition
Participants were scanned using a Siemens Magnetom Skyra 3 tesla MR scanner 
equipped with a 32-channel phased array head coil. The recall task comprised 
935 volumes that were acquired using a T2* – weighted gradient-echo, multiecho 
echoplanar imaging sequence with the following parameters: TR = 2100ms; 
TE1 = 8.5ms, TE2 = 19.3ms, TE3 = 30ms, TE4 = 41ms; flip angle 90°; matrix size = 
64 x 64; FOV = 224mm x 224mm x 119mm; voxel size = 3.5mm x 3.5mm x 3mm; slice 
thickness = 3mm; slice gap = 0.5mm; 34 slices acquired in ascending order. As this 
sequence did not provide whole brain coverage we oriented the FOV in a way that 
the hippocampus and the prefrontal cortex were fully inside and that only a small 
superior part of the parietal lobe was outside the FOV.
For the structural scans we used a T1-weighted magnetisation prepared, rapid 
acquisition, gradient echo sequence with the following parameters: TR = 2300ms; 
TE = 3.03ms; flip angle 8°; matrix size = 256 x 256; FOV= 192mm x 256mm x 256mm; 
slice thickness = 1mm; 192 sagittal slices.
MRI preprocessing
Preprocessing was done using a combination of FSL tools [102], MATLAB (Natick, MA: 
The MathWorks) and ANTs [103]. From the two structural scans we generated an 
average using rigid body transformations from ANTs [103], this procedure removed 
small movement induced noise. From the two scans and the average we always 
selected the scan with the least amount of ringing artefacts for all future analysis. 
If no difference was visible we used the average scan. These scans were denoised 
using N4 [104] and generated a study specific template with an iterative procedure 
of diffeomorphic registrations [105]. For the registration of the functional volumes we 
resampled the created template to a resolution of 3.5mm isotropic. Using Atropos 
[106] the anatomical scans were segmented into 6 tissue classes: cerebrospinal fluid, 
white matter, cortical grey matter, subcortical grey matter, cerebellum and brainstem. 
The segmentation also produced individual brain masks.
For the functional multiecho data we combined echoes using in-house build 
MATLAB scripts. It used the 30 baseline volumes acquired during resting period 
directly before each part of the task to determine the optimal weighting of echo-
times for each voxel (after applying a smoothing kernel of 3mm full-width at half-
maximum to the baseline volumes), by calculating the contrast-to-noise ratio for 
each echo per scan. This script also directly realigned the volumes using rigid body 
transformation. Afterwards the volumes were smoothed using a 5mm full-width at 
half-maximum Gaussian kernel and grand mean intensity normalisation was done 
by multiplying the time series with a single factor. Younger participants tend to move 
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more than older ones. For a developmental study it is thus important to minimise 
the effect of motion in the data. For this purpose we applied AROMA, a state of the 
art motion denoising algorithm that that uses independent component analysis 
decomposition of the data to identify movement and other noise signal [107,108]. 
Variance in the BOLD signal that could only be explained by components identified 
in this manner was regressed out. Afterwards we regressed out signal stemming 
from the cerebrospinal compartments and from the white matter by extracting the 
signal from individual generated segmentations using ANTs [106]. As a last step a 
100s highpass filter was applied.
Boundary based registration was first calculated from native functional to native 
structural space using FLIRT [109]. We then calculated nonlinear registration from 
native structural space to the study template with FNIRT [110]. The warping was done 
in a way that every functional volume was only resliced exactly once after the initial 
realignment. For displaying the final results we warped the final maps to MNI space 
using the nonlinear registration of ANTs [105].
fMRI data analysis
After preprocessing the data was analysed using the general linear model 
framework implemented in FEAT [102]. On the first level we included eight separate 
regressors: four regressors modelled correct responses for the separate conditions 
(paired associates vs. new paired associates on the schema or no-schema board). As 
duration we used the trial onset of the cue until the participant gave a response. As a 
correct responses counted if the participant clicked in the right of the nine boxes. We 
used this way of scoring instead of using only the trials in which participants clicked 
on the correct card as we have substantially more power due to the higher amount 
of trials for the MRI analysis while still maintaining a fairly low chance level (11%).
For all those conditions but the schema paired associates an additional regressor 
was included to model incorrect responses. For the schema paired associates 
condition the performance was designed to be as close to ceiling as possible leading 
to only few incorrect trials. These trials were modelled together with all the trials 
in which subjects failed to respond in time in a single “miss” regressor. For the miss 
trials the full 6s of the cue and response window was used. Regressors were then 
convolved with a double gamma hemodynamic response function. On the first level 
the model was fitted separately per run. Using fixed effect modelling the runs were 
combined per subject and then the participant specific contrasts were estimated. To 
calculate the group level statistics, we warped the participant level results into study 
template space and used mixed effect modelling implemented in FSL FLAME2. The 
results were thresholded using a cluster forming threshold of z>2.3 (equal to p<0.01) 
and a cluster significance threshold of p<0.05 at the whole brain level. Our central 
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motivation for this study was to understand how the neural mnemonic processes 
differ across different stages of cortical maturation. Therefore, our imaging analysis 
was centrally guided by the behavioural results illuminating the underlying neural 
architecture related to behavioural differences. Thus, the contrasts used will be 
explained while presenting the imaging results.
As a follow up analysis we conducted moderation analysis based on the results 
of the general linear model analysis. For this, we extracted the average betas from 
the significant clusters on a participant by participant basis. We then conducted the 
moderation analysis using the PROCESS macro [111] for SPSS. 
 RESULTS
Training 
As to be expected during the recall on day 4, schema items were better recalled than 
no-schema items (F(1,69)=199.05, p<.001, hp2=.74). For the training, we observed a 
significant three-way interaction of schema x session x cycle (F(4.49,309.86)=27.84, 
p<.001, hp2=.29), reflecting that in the schema condition the paired associates could be 
learned while the shuffling between days prevented this for the no-schema paired 
associates. 
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FIGURE 1  Task design and behavioural performance. (A) Participants needed to learn object-location 
associations (paired associates) in the memory game. For two boards (one schema, one no-schema 
board) there were two sets of associations to learn. During the first four days participants learned 
the paired associates on both boards (40 associations each). For the schema board participants could 
thus systematically learn the layout of the board. For the no-schema board on the start of every day 
the paired associates switched places with each other, therefore preventing systematic learning. On 
day five the new paired associates were added (again 40 associations per board). In the final session 
on day eight both the paired and the new paired associates were tested in a recall session in the 
MRI. (B) During a trial, participants first saw an object (cue) at the bottom of the board. After 3s the 
box in which the cue was presented turned green and a mouse cursor appeared. Participants then 
responded within 3s with the location they thought the object to be at. If the response was correct the 
object was only shown very briefly (0.5s) whereas if they responded wrongly or not at all the object 
was shown for 3s. Each object was repeated three times for participants to have ample opportunity 
to learn the layout. Additionally, at the start of each session the whole board (during training the 
40 paired associates, during new learning the whole 80 associations). (C) During the training phase 
participants systematically learned the schema paired associates (sPA) on the schema board whereas 
the performance on the no-schema paired associates (nsPA) on the other board dropped at the 
start of every day due to the shuffling of locations. The schema new paired associates (sNPA) that 
were added during the new learning were better learned compared to the no-schema new paired 
associates (nsNPA) (F(1,69)=59.94, p<.001, hp2=.47). In the recall on day eight we observed a reduced 
performance in the children compared to both older groups (F(2,69)=5.33, p=.007, hp2=.13). Schema 
benefit refers to how many items participants had correct in the schema new paired associates over 
the no-schema new paired associates. All error bars indicate the standard error of the mean. 
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New Learning
The schema new paired associates were learned better compared to the no-schema 
paired associates (F(1,69)=59.94, p<.001, hp2=.47).
Recall day 8
In the final recall the schema new paired associates were better retrieved compared 
to the new no-schema paired associates (F(1,69)=17.09, p<0.001, hp2=.2). However, 
there was a significant effect of group of the retrieval performance of the new 
paired associates overall (F(2,69)=5.33, p=.007, hp2=.13). Children performed worse 
than adolescents (MD=-5.97, p=.006) and adults (MD=-5.23, p=.005); whereas 
adolescents and adults did not differ significantly (MD=-.31, p=.881).
Box-score
All of the reported effects were also significant if we used the box-score instead of 
only looking at the trials in which the response was precisely correct. 
fMRI: Developmental differences
Our central behavioural finding is that children show lower memory performance 
than adolescents and adults while the latter two groups did not perform significantly 
differently. To understand the neural changes across development, we contrasted 
the activation during retrieval of the new paired associates for the correctly retrieved 
trials minus the trials in which a wrong response was given. As all groups seem to 
have profited to a similar degree from schema we averaged across schema and 
no-schema trials to be more sensitive for developmental differences. The contrast 
between hits and misses was then compared between the children versus the 
average of the two older groups; this was done as the latter two did not differ in 
performance.
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FIGURE 2  Age-related differences in mean memory performance for the new paired associates. 
During the recall of both the schema and the no-schema new paired associates children showed an 
increased activation in the dorsal medial prefrontal cortex (dmPFC) overlapping the cingulate and 
paracingulate gyrus; a second cluster around the lateral occipital cortex showed the same effect. 
Adolescents and Adults showed higher bilateral activation of the inferior parietal cortex, often referred 
to as angular gyrus.
We observed increased activation in children in midline structures, including the 
dorsomedial prefrontal cortex (dmPFC). Increased activation in the adult groups was 
most pronounced around the inferior parietal cortex (IPC, alternatively also referred 
to as angular gyrus) bilaterally. For a complete list of all clusters please see table 1. 
As we hypothesised that performance differences might be due to differences 
in executive abilities in children we tested whether there is a link between the (de)
activation of the dmPFC and measures of executive function. Activation in the dmPFC 
was negatively correlated with performance in the WCST (r(70)=-.31, p=.008), as 
measured by the amount of correct categories, but not significantly related to the 
forward digit span score (r(70)=.04, p=.72). The correlation of dmPFC activation 
and WCST performance was driven by a negative correlation across the two adult 
groups (r(49)=-.31, p=.026) that was significantly reduced compared to the children 
(z=2.08, p=.038) which alone did not show a significant correlation (r(19)=.26, p=.27).
dorsomed. prefrontal
lat. occipital  
inf. parietal
adolescents + adults > children
children > adults + adolescents
all clusters p<.05 
whole brain corrected 
36 Chapter 2
FIGURE 3  Developmental differences in brain-behaviour relation. For both the activation in the 
dmPFC and the angular gyri we found a relation to the mean memory performance across the age 
groups. For the dmPFC this relation was negative (r(70)=-.63, p<.001). For the angular gyri it was 
positive (r(70)=.75, p<.001). Most notably we found an age-related dissociation: whereas the brain-
behaviour relation was consistent across age for the angular gyri; Activation in the dmPFC showed a 
moderation with age F(1,68)=4.19, p=.045). Participants in both adult groups varied in the degree they 
deactivated the dmPFC, the stronger the deactivation the better the performance. Children showed 
neither a deactivation of the dmPFC nor a relation to recall performance. Mean memory performance 
refers to the average across the schema and no-schema paired associates.
fMRI: Schema effect
Participants across all age groups remembered schema new associates better than 
the no-schema new associates. To illuminate the neural architecture behind this 
schema effect we calculated the contrast between the hits and the misses between 
the schema new paired associates (sNPA) and the no-schema new paired associates 
(nsNPA): sNPA (hits – misses) – nsNPA (hits – misses). However, there was no 
significant activation that survived whole brain correction. Then more specifically, 
we tested the angular gyri. The region had previously been found for integrating 
different parts of a schema [39] and in the paradigm utilised here in same the schema 
x memory contrast [40]. When separately contrasting sNPA (hits – misses) and 
nsNPA (hits – misses) we observed that both activated angular gyrus significantly 
(p<.05). To test whether there was specificity for schema we extracted the betas for 
voxels that were significantly activated for the sNPA’s; we extracted both the values 
for sNPA (hits – misses) and nsNPA (hits – misses). The difference between those 
contrasts was positively correlated (r(70)=.34, p=.003) to the magnitude of the 
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schema benefit. There was no indication that this relation is significantly modulated 
by age group (F(2,66)=.95, p=.39). 
 DISCUSSION
We tested how differences in the associative and the strategic component of the 
two-component model of memory development [90,91] contribute to memory 
performance differences between children, adolescents and adults. We found 
that both the adolescent and adult group had higher memory performance than 
children, independent of the conditions, while all groups profited equally from 
utilising schemas. Performance differences between groups were associated 
with deactivation of the dmPFC, which in turn was linked to executive function. In 
contrast, activation of the angular gyrus was consistently correlated with memory 
performance across all groups. This suggests that age-related differences in 
memory are rather driven by differences in the strategic component, but not the 
associative component. 
The two component model helps us to test whether the age-related differences 
we observed are driven by immaturity of associative or the strategic component. 
Memory differences linked to associative regions, such as the angular gyrus, or to 
the utilisation of schema would indicate differences in the associative component. 
Memory differences that are not linked to the associative memory regions but 
rather to regions involved in executive function would suggest a stronger role for 
the strategic component. To corroborate the links between task activation and 
executive function we used the independently acquired WCST performance as a 
general measurement of executive function [112]: Participants with high levels of 
executive function in the WCST can likely use those functions strongly to facilitate 
their retrieval performance. 
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TABLE 1  Developmental differences in activation for the correct retrieval of the new paired 
associates. The listed clusters here and their local maxima show differences between the children, 
the adolescent and the adult groups for the retrieval of the new paired associates in which both adult 
groups outperformed the children. The coordinates were always of the global/local maximum. The 
voxel-count as well as the z-score of the peak voxel were taken from study space. The MNI coordinates 
were obtained by warping the results into MNI space. All labels refer to regions on the cortex. 
MNI COORDINATES
REGION X Y Z Z-SCORE VOXELS
Children > Adolescents + Adults
R inf. parietal 16 -58 25 4.04 243
L mid. occipital -25 -81 24 3.74
L dorsomed. prefrontal -25 2 55 3.72
L sup. occipital -19 -81 35 3.54
R dorsomed. prefrontal 4 21 41 3.48
R sup. occipital 25 -68 41 3.34
L dorsomed. prefronta -4 5 55 4.73 151
R dorsomed. prefronta 3 15 46 3.5
R lat. sup. occipital 30 -80 29 3.34
42 -83 24 3.3
38 -76 19 3.26
R med. occipital 9 -59 10 3.17
L lat. sup. occipital -30 -74 22 4.2 103
L dorsomed. prefrontal -6 14 42 3.9
L lat. sup. occipital -29 -84 32 3.82
-44 -85 27 3.39
L dorsolat. prefrontal -39 3 41 2.68
L med. inf. parietal -15 -72 38 2.54
Adolescents + Adults > children
L inf. parietal -54 -61 44 4.89
L lat. inf. parietal -51 -59 32 4.14
L lat. sup. occipital -46 -72 38 4.01
L sup. temporal -63 -34 22 3.85
-58 -64 16 3.61
-69 -48 6 2.83
R lat. inf. parietal 60 -61 33 3.44 227
48 -61 42 3.34
56 -60 42 3.27
64 -53 25 3.07
54 -47 23 2.82
R mid. temporal 60 -61 21 2.8 103
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Children had a lower retrieval performance than adolescents and adults for 
the schema and the no-schema new paired associates. We found for both the 
adolescents and the adults, the level of the deactivation of the dmPFC during trials in 
which they recalled the correct location predicted their overall recall performance: 
the stronger the deactivation was, the better was their performance. This deactivation 
also predicted the WCST performance. Furthermore, the dmPFC cluster we found 
overlaps with a core cluster previously observed during performance of the WCST 
[113] and is also contained within the “Executive Control Network”, a resting state 
network that is involved across many aspects of executive function [114]. The link 
to the WCST, the involvement of our dmPFC cluster in the WCST and the dmPFC’s 
important role in executive function [95,115], suggests to us that it reflects executive 
function benefitting retrieval performance. Participants with strong deactivation in 
the dmPFC could use executive function to improve their task performance, whereas 
participants that showed little or no deactivation could not. In contrast to the other 
groups, children did not seem to exhibit this behaviour: They neither showed a 
systematic deactivation of the dmPFC nor was the dmPFC activity related to memory 
or WCST performance, in which children performed worse than adolescents and 
adults. We take all this as an indication that the strategic component in children is 
not as mature as in adolescents and adults. Whereas adolescents and adults can use 
their strategic abilities to enhance their memory performance, children did not seem 
to be able to do this. 
With regard to the associative component, we did not find any indications for 
differences between age-groups. Activity of the angular gyrus was correlated with 
successful memory performance consistently across groups. Additionally, schema 
effect was indistinguishable across groups. All groups performed between 20 and 
30 percent better in the schema over the no-schema condition. We interpret this 
absence of any developmental differences for associative processes as an indication 
for a weaker role of the associative component to explain age-related memory 
differences in our sample. 
The consistent relation of the activation from the angular gyrus across groups 
suggests an important role in the task that is stable across the tested ages. This 
stability is consistent with previous work demonstrating that the angular gyrus has 
the same functional boundaries in school children (7 to 10 years old) compared to 
adults [116]; suggesting a relative early functional maturation. In recent years the 
angular gyrus contribution to memory has received increased attention. There 
is now substantial evidence for it being an amodal convergence zone [117,118] that 
integrates input from different modalities to create higher level representations. With 
this facility it lays the basis for abstract representations and thus semantic memory 
[119]. The ability to combine several modalities seems ideally suited for the memory 
game task where spatial information (location) needs to be combined with semantic 
information (identity of the card). Another capacity of the angular gyrus that explains 
40 Chapter 2
its involvement, is the ability to guide attention during memory retrieval relying on 
retrieval cues or recovered memories [120,121]. 
We replicated that schemas facilitate memory [28,29,40,42] as indicated by the 
higher performance for the schema new paired associates. This effect did not 
show any differences across development, in line with previous study investigating 
children in a similar age range [122]. Neurally, we found that not the mPFC but the 
angular gyrus distinguished the retrieval of schema versus no-schema associations. 
Both the angular gyrus and the mPFC were activated in both the schema and no-
schema condition, however the angular gyrus was significantly more strongly 
activated whereas the activity of the mPFC did not differ significantly. This pattern 
is consistent with results previously found using this paradigm [40], but it appears at 
odds with the typical pattern that the mPFC orchestrates the utilisation of schemas 
[17,19,123]. We speculate that the mPFC did not differentially activate as there were 
too many associations at the same time that needed to be assimilated in the schema. 
If either there would have been less associations to learn or there would have been 
more time for learning the associations and stabilising their memories, we speculate 
that the mPFC would have been more strongly activated for the correctly retrieved 
schema new paired associates. 
We investigated whether memory differences between children, adolescents and 
adults would stem from developmental changes in executive abilities, the strategic 
component, or rather from differences in mechanisms related to binding different 
features together into a memory representation, the associative component. 
We found that adolescents and adults outperformed children in memory. The 
performance within the adolescents and adult group was associated to their 
individual executive abilities, thus providing evidence that a maturation of the 
strategic component driving the age-related differences we observed. In contrast to 
that we did not find differences in the associative component that help to explain the 
differences in memory between the age groups. 
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 ABSTRACT 
Memory skills strongly differ across the general population, however little is known 
about the brain characteristics supporting superior memory performance. Here, we 
assess functional brain network organisation of 23 of the world’s most successful 
memory athletes and matched controls by fMRI during both task-free resting 
state baseline and active memory encoding. We demonstrate that in a group of 
naïve controls, functional connectivity changes induced by six weeks of mnemonic 
training were correlated with the network organisation that distinguishes athletes 
from controls. During rest, this effect was mainly driven by connections between 
rather than within the visual, medial temporal lobe and default mode networks, 
whereas during task it was driven by connectivity within these networks. Similarity 
with memory athlete connectivity patterns predicted memory improvements up to 4 
months after training. In conclusion, mnemonic training drives distributed rather than 
regional changes, reorganising the brain’s functional network organisation to enable 
superior memory performance.
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 INTRODUCTION
Memory is one of the core components of human cognition. Memory is critical for 
learning new information and allows one to plan for the future [124]. The sense of 
self is defined, in part, by one’s ability to remember past events. It is understandable, 
therefore, that few brain disorders are feared more than Alzheimer’s disease, the 
quintessential disorder of memory loss. The medial temporal lobes have been 
linked to memory since the seminal early reports on patient H.M [125]. Increasingly, 
however, the field has moved from a region-based understanding of memory 
function to a network-based approach. The network approach maintains the 
importance of MTL structures while highlighting the relevance of their interactions 
with cortical structures like the angular gyrus and posterior cingulate cortex, among 
others [126–128]. The network approach has begun to inform our understanding of 
Alzheimer’s disease and how it might spread progressively to other brain regions 
[129].
In order to better understand the network structure supporting memory, we focus 
here not on memory loss but on memory gain. The top participants of the annual 
World Memory Championships regularly demonstrate the ability to memorise 
hundreds of words, digits or other abstract information units within minutes [130]. 
Surprisingly, such memory skills do not seem to be associated with extraordinary 
brain anatomy or general cognitive superiority, but are acquired through deliberate 
training in mnemonic strategies [131,132]. The most prominent mnemonic technique 
is the method of loci, an ancient technique used extensively by Greek and Roman 
orators [133]). It utilises well-established memories of visuospatial routes: During 
encoding, to-be-remembered information is visualised at salient points along 
such a route, which in turn is mentally retraced during retrieval. While numerous 
behavioural studies have demonstrated the efficacy of mnemonic strategies such 
as the method of loci [134], data on the brain changes underlying mnemonics are 
sparse. Previous fMRI studies have demonstrated transient activation of visuospatial 
brain regions during use of the method of loci in both expert and novice users 
[131,135]. More long-lasting changes in baseline brain function or anatomy, however, 
have not been observed in mnemonic experts, possibly because distributed effects 
or distinctive brain network connectivity patterns are difficult to detect on the basis 
of very small sample sizes. To elucidate changes in baseline brain function due to 
extensive training in mnemonic strategies, here we investigate brain networks 
that are associated with memory and visuospatial processing. We compare fMRI 
functional connectivity patterns of a comparably large sample of the world’s leading 
memory athletes with mnemonics-naïve subjects before and after an intense 
training in the method of loci. 
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FIGURE 1  (Top) study schema. All participants underwent at least one experimental session; 
participants of the training arm underwent a second experimental session after six weeks, plus a 
retest after four months. (Bottom) Sequence of MRI scans and memory tasks performed in pre- and 
post-training sessions. 
 RESULTS
Memory assessment and training 
We investigated 23 memory athletes (aged 28±8.6 years, 9 female) out of the 
Top-50 of the memory sports world ranking list with magnetic resonance imaging 
assessing both brain anatomy and function during task-free rest before engaging 
in memory tasks. All of these participants attribute their superior memory skills to 
deliberate training in mnemonic strategies. The memory athletes were compared 
with a control group closely matched for age, sex, intelligence, and handedness. 17 
of the 23 athletes participated in a word learning task under fMRI conditions where 
they demonstrated their superior memory abilities compared to controls (70.80.6 
vs. 39.93.6 of 72 words correctly recalled 20 minutes after encoding; Median: 72 vs. 
41; Wilcoxon signed ranks test p<0.001, r=0.62).
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To test whether naïve controls can improve their memory with mnemonic training 
similar to that of memory athletes, 51 participants (aged 24±3.0 years, all male) 
without any prior experience in mnemonic strategies completed two fMRI sessions 
over a six-week interval (Fig. 1). In each session, all participants performed a memory 
test in which they memorised 72 words. Memory was tested with free recall after 
20 minutes and again after 24 hours. After the 24 h retest of the first session, 
subjects were pseudo-randomly assigned to either six weeks (40 x 30 minutes) 
of mnemonic training in the method of loci, or an active (n-back working memory 
training) or passive (no training) control condition (Fig. 1). At the conclusion of the 
six-week training period, participants returned for a post-training assessment that 
again included a resting-state fMRI scan and a further encoding session of 72 new 
words, followed by free recall after 20 minute and 24 hour delays. Four months after 
training completion, participants of all three groups were invited again for a memory 
test of the 72 words used in the first session to assess potential long-term benefits 
of mnemonic training.
We observed significantly improved memory performance in the participants 
of the mnemonic training condition in the second experimental session, and this 
improvement was significantly greater than observed in participants of the active 
and passive control groups (F2,48>20, p<.001, η
2>.4 each). These effects persisted at 
the four-month follow-up (F2,43=13.4, p<.001, η
2=.39; Fig. 2 and supplemental table 
S2).
Resting state brain network connectivity 
We were interested in the functional organisation of brain networks underlying 
mnemonic expertise in memory athletes in comparison to brain network 
reorganisation as a result of an intense mnemonic training in naïve subjects. All 
participants underwent a T1-weighted anatomical scan and an 8-minute resting-
state fMRI (rs-fMRI) scan with a 3.0T scanner. Scans were completed before 
engaging in any memory-related activity, ensuring the assessment of pure baseline 
brain network organisation. After fMRI data preprocessing, functional connectivity 
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FIGURE 2  Mnemonic training has potent and enduring effects on memory capacity. Participants in the 
mnemonic condition showed significantly greater improvement in memory performance after training 
than participants of the active and passive control groups (p<.001, η2=.3 each, no significant difference 
between control groups). Mean changes from pre- to post-training sessions in free recall of 72 learned 
words ± standard error of the mean are shown. During a four month follow-up, subjects re-encoded the 
list of words from their baseline visit and were asked to recall the list after a 15 minute delay.
(FC) was calculated between 71 regions of interest (ROIs) distributed across 6 
brain networks related to memory and visuospatial processing (Fig. 3). FC was 
compared between athletes and controls with a two-sample t-test, producing a 71 
x 71 connectivity matrix cataloguing differences in pairwise FC (athletes-controls 
connectivity matrix, Fig. 4). This difference matrix was then used as a starting point 
to test whether this network organisation was innate to the athletes or could be 
instilled by 6 weeks of mnemonic training in naïve subjects. In the training groups we 
therefore calculated pre- and post-training connectivity matrices in the same manner 
as above. Using paired t-tests, we produced three 71 x 71 connectivity difference 
matrices documenting training changes in connectivity for each training condition. 
We then compared these FC changes for each training group with the FC pattern 
that distinguished athletes from controls by correlating the two T-score matrices. 
We found that mnemonic training elicited changes in brain network organisation that 
significantly resembled the network connectivity patterns that distinguish memory 
athletes from controls (Fig. 4, r=.22, p<.005). Neither the active nor passive control 
group experienced similar changes in neural network organisation (r<.02, p>.6 each). 
In contrast to this multivariate effect of global connectivity similarity, none of the 
univariate differences between any of the groups were significant after correction for 
multiple comparisons via false discovery rate. In other words, without comparison to 
the athlete/control connectivity difference pattern, no connectivity changes through 
mnemonic training would have been observed in our sample. 
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FIGURE 3  Brain networks examined with resting-state fMRI analyses. Six networks based on Shirer 
et al. 2012 were selected due to their hypothesised recruitment by the memory task: (A) ventral (dark 
blue) and dorsal (light blue) default mode network, (B) higher visual (dark red) and visuospatial (light 
red) network, (C) left (dark green) and right (light green) medial temporal lobe. 
Association with behavioural measures 
We next examined whether brain network re-organisation was related to improved 
memory performance. We calculated the correlation of each individual subject’s 
connectivity-change matrix (post- minus pre-training FC matrix), to the athletes-
controls matrix, producing 51 different similarity values, one for each participant 
across the three training arms. These values were regressed against the participants’ 
change-in-free-recall scores (post-training minus pre-training free-recall 
performance). We found that the correlation of individual-change matrices to the 
athletes-controls matrix was significantly related to the participants’ changes in 
free recall performance. This was true for 20 minute delayed recall, 24 hour delayed 
recall, and in a follow-up memory test four months after the end of training (Fig. 5, 
Z=2.07, p=.019; Z=2.12, p=.017; Z=1.65, p=.049, respectively). 
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FIGURE 4  Similarity of training-induced connectivity changes with athlete-control connectivity 
differences. (A) Brain network connectivity differences between memory athletes and controls. 
(B) Connectivity changes from pre- to post-training assessment for each training condition. 
(C) Scatterplots and correlations between the memory athlete vs. control connectivity difference 
matrix and the pre- vs. post-training connectivity difference matrices. The pattern of connectivity 
differences between memory athletes and controls correlates significantly with the pattern of 
connectivity changes in the mnemonic training condition (r=.222, p=.005), but does not correlate 
significantly with the connectivity pattern changes in the active (r=.011, p=.943) or passive (r=-.061, 
p=.632) control groups. The colours indicate t-values. 
Given that both memory athletes and participants of the mnemonic condition after 
training showed strong ceiling effects in the memory task, no meaningful correlations 
were possible within these groups. Further emphasising the multivariate nature of 
our findings, for all other comparisons simple within-group univariate correlations 
with behaviour were not significant after correction for multiple comparisons. We 
also did not find significant associations with training speed within the mnemonic 
training group. 
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FIGURE 5  Memory performance is correlated with functional connectivity changes. The spatial 
correlation strength of change-in-FC matrices to the athletes-controls matrix was significantly related 
to the participants’ performance on the free-recall tasks at 20 minutes, 24 hours, and in an additional 
learning session at 15 minutes for the baseline list of words re-encoded at the four month follow-up visit.
Identification of pivotal connections and hubs
To understand the nature of the multivariate finding in more detail, we tested 
whether the effect is distributed across all connections between our selected ROIs or 
driven by more discriminative connections. We focused on those 25 connections in 
the athletes-controls matrix whose T-score absolute (i.e. both positive and negative) 
values were among the top 1% of largest differences. We tested across participants 
if similarity between the individual pre-post training connectivity difference matrices 
with the athlete-control difference matrix differed between this restricted set of 25 
connections and the whole set of 2485 connections. We found a significant increase 
in similarity in the mnemonic training condition (t=2.61, p=.019), but not for the active 
(t=0.59, p=.57) or passive (t=–1.65, p=.12) control group. This suggests that the top 1% 
of connections carried a disproportional amount of information, thus allowing a more 
specific interpretation of the observed multivariate effect: Connectivity between two 
major hubs (mPFC and right-dlPFC) and a number of regions important for memory 
processes, including the left parahippocampal gyrus, bilateral retrosplenial cortex, 
posterior cingulate cortex and right angular gyrus were pivotal for the observed 
similarity between training effects and memory athlete connectivity patterns (Fig. 6). 
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FIGURE 6  The top 1% of differential connections between memory athletes and matched controls. 
Red connections depict stronger and blue connections weaker functional connectivity in memory 
athletes as compared to controls.
Resting state network dynamics 
To gain additional insight into network dynamics, we investigated if the effect was 
more prominent within or between brain networks. We repeated the correlational 
similarity analyses for 885 connections lying entirely within either the default mode 
network (ventral and dorsal combined), or the visual network (visuospatial and higher 
visual combined), or the MTL (left and right combined); and separately for the 1600 
connections between either of the default mode, visual, and MTL networks (Fig. 7). We 
found for neither condition significant resemblance of the pre vs. post connectivity 
differences with athlete vs. control connectivity differences within the networks 
(mnemonic training: r=0.10, p=0.29; active control: r=–0.05, p=0.64; passive control: 
r=–0.17, p=0.13). In contrast, we did find a significant correlation for pre vs. post 
connectivity differences with athlete vs. control connectivity differences between the 
networks in the mnemonic training condition (r=0.21, p=0.01), whereas the respective 
correlations for the active or passive control conditions were not significant (active 
control: r=0.02, p=0.82; passive control: r=0.00, p=0.96). Importantly, for the 
mnemonic training condition similarity with athlete-control connectivity patterns 
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was significantly larger for between vs. within network connectivity (t=2.17, p=.049). 
Hence, the observed effect was mainly driven by between rather than within network 
connectivity patterns during task-free baseline rest.
Brain network connectivity during encoding
To replicate our findings and to test whether the observed multivariate similarity 
between brain network connectivity patterns of memory athletes and after 
mnemonic training was restricted to baseline rest or is also present during active 
memory encoding, we repeated the described analyses also for connectivity as 
seen in the fMRI encoding task data. We were able to replicate the main finding of 
a correlational similarity between athlete/control and pre/post training connectivity 
difference patterns for the mnemonic condition (r=0.26, p=0.02), but not for the 
active (r=0.03, p=0.74) or passive (r=–0.03, p=0.70) control groups.
Strikingly, in the within vs. between network analyses for the task recordings 
we found the opposite effect than for task-free resting state data: we observed a 
significant correlation for pre-post with athlete-control connectivity patterns within 
the networks specifically in the mnemonic training condition (mnemonic training: 
r=0.40, p=0.01; active control: r=0.00, p=0.97; passive control: r=0.04, p=0.70), 
however no significant similarity for between network connectivity in any of the 
training groups (mnemonic training: r=0.17, p=0.17; active control: r=0.05, p=0.65; 
passive control: r=–0.07, p=0.50). For the mnemonic training condition, similarity with 
athlete-control connectivity patterns was significantly larger for within vs. between 
network connectivity (t=3.0, p=.01). Hence, in contrast to task-free resting state, the 
similarity effect was driven by within rather than between network connectivity 
patterns during task. 
 DISCUSSION
Our results demonstrate that superior memory is supported by a multivariate 
resting-state functional connectivity profile distributed throughout the default 
mode network, visual networks and the medial temporal lobe. This superior-
memory connectivity profile can be instilled in naïve controls by a 6-week period 
of mnemonic training in the method of loci: The greater the degree to which an 
individual’s functional connectivity profile after training resembled the memory 
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FIGURE 7  Connectivity differences during resting state and encoding task. During resting state, 
similarity between mnemonic training-induced connectivity changes and athlete/control connectivity 
differences is mainly driven by between brain network connectivity. During encoding, in contrast, 
similarity between mnemonic training-induced connectivity changes and athlete/control connectivity 
differences is mainly driven by within brain network connectivity. 
athletes’ connectivity pattern, the more that individual profited on measures of short- 
and long-delay memory through training. The improved memory observed after 
mnemonic training persists for as long as four months after training concludes. Of 
note, the training-induced similarity with the superior memory connectivity profile 
can be observed both during task-free baseline resting state and for background 
brain connectivity during active encoding. During rest, similarity between training-
induced changes and the specific connectivity pattern of memory athletes is mainly 
driven by connectivity between brain networks, whereas during encoding it is driven 
by within network connectivity. 
One hypothesis for the efficacy of mnemonic strategies invokes their use of naturally 
evolved skills, such as visuospatial memory and navigation [136]. In the method of 
loci, abstract and unrelated information units are transformed into concrete and 
related information patterns that can more easily be processed by memory-related 
brain structures, such as the hippocampus. The method of loci has been associated 
with hippocampal place and grid cells [137], which are also active during mental 
navigation [138], and involved in episodic memory encoding and retrieval [139,140]. 
Brain regions critical for visuospatial memory and navigation such as retrosplenial 
and hippocampal areas are engaged during mnemonic encoding in memory athletes 
[131]. Acquisition of the method of loci in novices is related to activation increases in 
the left hippocampal region, its use during encoding with increased activation in the 
left occipito-parietal cortex, retrosplenial cortex and dorsolateral prefrontal cortex 
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[135], and its use during recall with increased activation in the left parahippocampal 
gyrus and retrosplenial cortex [141]. These studies converge with our data in that 
the left parahippocampal gyrus and bilateral retrosplenial cortex both showed 
significant changes in network connectivity between memory athletes and controls. 
We identified the right dorsolateral prefrontal cortex (dlPFC) as a hub for a number of 
connections that contributed most strongly to the transfer effect. The dlPFC is more 
strongly activated when information is encoded in a more structured way, e.g. by 
chunking [142]. In particular, the right dlPFC has been linked to the use of memory 
strategies: patients with right dlPFC lesions are specifically impaired when using 
strategies during memory tasks [143], and transcranial magnetic stimulation of the 
right dlPFC interferes with retrieval only in users of encoding strategies [144]. The right 
dlPFC shows activation increases mainly for the encoding of visual material [145,146], 
particularly during encoding via visuospatial mnemonics such as the method of loci 
[141]. The prominent role of right dlPFC we found in the brain connectivity profile of 
experts in the method of loci is therefore convergent with previous work linking this 
brain region to visuospatial processing and encoding strategies. 
Our results suggest participation of the medial prefrontal cortex (mPFC) in the 
functional connectivity profile supporting superior memory. Separate research 
on mental schemas has highlighted the role of the mPFC in memory processes: 
Mental schemas enhance learning by allowing efficient encoding of newly acquired 
information through incorporation in pre-existing knowledge structures [28]. Schema 
utilisation improves learning, and is associated with increased activity in, and 
connectivity between, the mPFC and information-related cortices [29]. Furthermore, 
the manipulation of prior schema knowledge was shown to influence mPFC-
hippocampal connectivity during encoding and post-encoding rest [56]. Mnemonics, 
such as the method of loci, can be conceptualised as utilising schemas, providing pre-
learned knowledge structures into which new information can be rapidly encoded.
Analysing network dynamics, we observed that the similarity of mnemonic training-
induced brain reorganisation with superior memory connectivity patterns was 
mainly driven by between network connectivity during task-free baseline resting 
state, and by within network connectivity during actual encoding. While task-
related brain processes are known to be intrinsically related to task-independent 
measurements collected at rest [147–149], the specific association between task-free 
and task-related brain function is not well understood yet. Segregated processing 
modes coexist with a more global and integrated coordination of brain networks [150], 
and the pattern of segregated vs. integrated brain network processing dynamically 
changes depending on cognitive task demands [149]. Our data suggest that during 
rest, global between network measurements are more informative than regional 
within network measurements for detecting superior memory capacity, whereas the 
opposite is true during task engagement. 
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In conclusion, we demonstrate that superior memory capacity is supported by 
distributed changes in functional connectivity rather than by focal changes in single 
brain regions. The brain network organisation associated with superior memory 
can be achieved by mnemonic training. Among the distributed differences across 
memory and visuospatial brain regions, we found most robustly increased functional 
connectivity among the right dlPFC, the mPFC and structures of the medial temporal 
lobe in expert users of mnemonics and in naïve subjects after mnemonic training. On 
the level of network dynamics, effects were driven between brain networks during 
rest and within networks during active encoding, corroborating differential neural 
processing during these two states also for the phenomenon of memory expertise. 
Collectively, these results demonstrate the role of mnemonic strategies in altering 
functional networks and improving memory performance, and support the use of 
fMRI brain connectivity measures as a powerful tool in the study of brain plasticity. 
 METHODS
Experimental model and subject details
Memory athletes of the Top-50 of the memory sports world rankings were recruited 
via email, phone calls or personally. Control participants were matched for age, sex, 
handedness, smoking status, and IQ. Where relevant, to ensure matching with the 
generally high intellectual level of the memory athletes, control participants were 
recruited among gifted students of academic foundations and members of the high-
IQ society Mensa via mailing lists. Seven control participants were selected among 
the participants of the training arm according to their high cognitive performance 
shown in the screening session, evenly distributed among the three training 
conditions. All control participants were tested with a standardised memory test 
[151]. Exclusion criterion was a performance of more than two standard deviations 
above the mean according to the norms provided with the memory test to avoid 
including ‘natural’ superior memorisers in the control group, however none of the 
participants reached this criterion. None of the cognitive tests were performed 
immediately before the fMRI session, in order to prevent the resting state network 
activity being influenced by previous learning. Participants for the training arm of the 
study were recruited via mailing lists and public announcements among students 
of the universities of Munich. In a screening session, exclusion criteria (experience 
in mnemonic strategies, psychiatric or neurological history, more than 5 cigarettes 
per day, other drug consumption) were checked. In addition, fluid reasoning [152] 
and memory abilities [151] were tested, and performance was used to pseudo-
randomly assign participants to the three training conditions to ensure similar 
cognitive baseline levels between groups. To minimise motivational or compliance 
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effects of the condition assignment, all participants of the training arm were offered 
to participate in an additional mnemonic strategy or working memory training after 
conclusion of the study. One participant dropped out of the active control condition 
after one week of n-back training due to lack of commitment. One further participant 
had to be excluded before condition assignment due to a pathological finding in 
brain anatomy. Both participants were replaced by newly recruited subjects. All 
participants were paid and provided written informed consent to the study in line 
with the approval by the ethics committee of the medical faculty of the University of 
Munich. For a detailed overview over participants see Supplemental Table S1.
Cognitive training
Immediately after the 24 h free recall of session 1, all participants of the training arm 
were pseudo-randomly assigned to one of three training conditions. Participants of 
the mnemonic training condition started within one week after condition assignment 
with a 2 hours’ introduction course in mnemonic strategies at the Max Planck 
Institute of Psychiatry. They were introduced into the method of loci, were taught 
their first loci route within and outside of the institute, applied this route in a first 
memorisation task under supervision, were familiarised with the home-based 
training platform (www.memocamp.com), instructed how to build new routes, and 
provided with a training plan for the upcoming week. Training plans gave instructions 
on which set of locations to use to ensure equal training of all routes and reduce 
interference of word list memorised on preceding days. The training consisted of 30 
minutes of training per day for 40 days at home via a web-based training platform. 
During the first two weeks of the training, participants built and memorised three 
further loci routes, with which they trained to memorise lists of random words. 
During the next four weeks, training was restricted to memorising lists of random 
words or images with the four loci routes. The task demand (number of words to 
be memorised) changed dynamically according to the individual performance of the 
participant: 5 to be memorised words were presented on the first trial; the number 
of presented words increased in subsequent training runs by 5 as soon as a subject 
managed to perfectly remember all words in a given run. Speed of training success 
was defined as the average number of training runs a participant needed per level 
increase until he successfully reached level 8 (i.e. 40 words presented), as this level 
was reached by most mnemonic training participants (16 out of 17), but can hardly 
be achieved by mnemonics-naïve individuals. Log files of the training sessions were 
checked each day to monitor compliance. In case of a missed or too short training 
session, participants were contacted on the following morning and instructed to 
expand the following training session to make up for the missed training time. Once 
a week, subjects came to the laboratory, were interviewed regarding problems 
with the training regime, trained under direct supervision, and were provided with a 
training plan for the next week. 
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Participants of the active control condition started within one week after condition 
assignment with an introduction into the home-based n-back working memory 
training program. We used a very demanding version of the dual n-back task, in 
which participants had to monitor and update series of both visually presented 
spatial locations and auditorily presented letters [153]. The value of n varied between 
blocks of trials, with adjustments made continuously based on performance. The 
task demand thus changed adaptively according to the individual performance of 
the participant. Participants trained 30 minutes each day for 40 days. Log files of 
the training sessions were checked each day to control for compliance. In case of a 
missed or too short training session, participants were contacted on the following 
morning and instructed to expand the following training session to make up 
for the missed training time. Once a week, subjects came to the laboratory, were 
interviewed regarding problems with the training regime, and trained under direct 
supervision. 
The passive control group did not receive any training between the two experimental 
sessions. 
Behavioural data acquisition
All participants of the training arm of the study performed a word-encoding task 
in the scanner during pre- and post-training sessions. In the post-training session, 
participants of the mnemonic training condition were asked to apply the method 
of loci to the task. We used two lists of 72 concrete nouns, with one list being 
presented per session. Words in both lists were counterbalanced for word length 
and frequency, and were presented in a random order within each list. To prevent 
order effects across sessions, word lists were presented in a crossover-designed 
manner. Words were presented individually for 2 s each, with a jittered inter-stimulus 
interval of 2-5 s. After six words, a fixation cross was presented for 30 s, which was 
followed by the next 6 words etc. Participants were instructed not to rehearse during 
the fixation cross periods, and to think of nothing in particular, comparable to the 
resting state scan before, however with eyes open. 
After the encoding task, a word order recognition task of all 72 words followed. 
Triplets of words from the word lists encoded before were presented for 10 seconds, 
after which participants had to indicate within 3 seconds if the order of words was 
exactly as presented before or in a changed order. Presentation and response to 
each triplet of target words was followed by a control condition, in which participants 
had to indicate if triplets of new words were shown in ascending order according to 
their number of syllables. Recognition data have not been analysed yet and will be 
presented elsewhere.
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Immediately after leaving the scanner, participants had to indicate on a 4-point 
scale if they had been continuously alert, partly tired, partly drowsy, or partly 
asleep during the rs-fMRI scan, and if they had their eyes closed during the resting 
state and open during the encoding session. Analysis of this data indicated that all 
participants adhered to the eyes closed instructions and no participant reported 
having been drowsy or asleep during rs-fMRI. Participants were then brought to 
the behavioural laboratory, where they had to freely recall all 72 words presented 
during the encoding session. Subjects wrote down all remembered words; after 
5 min they were asked if they would need more time; after another 5 min recall 
was terminated. After 24 hours, another free recall of 5+5 min was performed via 
telephone. Recall score was defined as number of words correctly recalled ignoring 
order and spelling mistakes. On average, participants forgot 10.3 ±7.0 words in the 
24 hour recall compared to 20 min recall in the pre-training assessment, and 10.7 
±8.5 words in the 24 hour recall compared to 20 min recall in the post-training 
assessment (paired t-test: t>8.9, p<0.01 each).
During the final retest after four months, participants performed the encoding task 
once more, this time outside the scanner. The word list of their first session was used 
for re-test, and long-term effects were calculated as difference between first session 
and re-test session performance. Participants of the mnemonic training condition 
were asked to use the method of loci for encoding, and all confirmed use of the 
strategy after the task. Encoding was followed by a delay period of 15 minutes, filled 
with a reasoning task, after which participants had to freely recall all memorised 
words. Of the 51 study participants, 2 participants each of the mnemonic training and 
passive control conditions and 1 participant of the passive control group were not 
available for the follow-up test session. 
MRI data acquisition
All imaging data were collected at the Max Planck Institute of Psychiatry using a 3 
T (GE Discovery MR750) scanner with a 12-channel head coil. A standard localiser, 
coil calibration and a 3D T1-weighted anatomical scan (TR 7.1 ms, TE 2.2 ms, slice 
thickness 1.3 mm, in-plane FOV 240 mm, 320×320x128 matrix, 12° flip angle) 
preceded fMRI data collection. Eight minutes of rs-fMRI with eyes closed were 
collected (EPI sequence, TR 2.5 s, TE 30 ms), covering the whole brain with 34 slices, 
using a 64×64 matrix with 3 mm slice thickness and 1 mm slice spacing, and a field 
of view of 240 x 240 mm2. The images were AC–PC aligned and acquired using an 
interleaved slice acquisition scheme. 
After rs-fMRI data collection, participants performed a word encoding task (see 
“behavioural data acquisition” section above). We obtained 292 T2*-weighted 
blood oxygenation level-dependent (BOLD) images for each encoding phase of the 
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experiment, using the following EPI sequence: repetition time (TR), 2.5 s; echo time 
(TE), 30 ms; flip angle, 90°; 42 ascending axial slices; field of view (FOV), 240 × 240 
mm; 64 × 64 matrix; slice thickness, 2 mm. 
Participants further performed a word order recognition task in the scanner, and 
underwent a second rs-fMRI and a DTI scan (Fig. 1). Data of these additional scans 
have not been analysed yet and will be presented elsewhere. 
ROI selection
Functional connectivity (FC) for all participants was calculated across 71 ROIs 
modified from [154]. To generate the modified ROIs, we first divided the brain into 91 
regions: 90 of which covered 14 major networks described by [154], and the rest of 
the grey matter voxels were treated as a single region. We then divided each region 
into round(nN/p) parcels using Ward clustering [155], where n is the number of 
grey matter voxels in the given region, p is the total number of grey matter voxels 
in the brain, and N is a user-defined number of parcels, set to 500 in accordance 
with the literature [156]. To constrain the parcels to be spatially-contiguous, only 
Pearson’s correlations between fMRI time courses of spatially-adjacent voxels 
were considered during Ward clustering. Whereas the Shirer et. al 2012 atlas did not 
cover a large portion of cortex and subcortical regions, this processing produced an 
atlas covering all brain regions [157,158]. From among these 500 ROIs, we selected 
71 ROIs that covered six brain networks chosen a priori as being related to memory 
or visuospatial processing and so potentially relevant to mnemonic training, namely 
the dorsal and ventral default mode networks, the visuospatial and higher visual 
networks, and the left and right medial temporal lobes (Fig. 3).
Behavioural data analysis
For statistical analysis of training-related change in 20 min free recall (defined as 
the difference between pre- and post-training scores in 20 min free recall) and in 
24 h free recall (defined likewise), we performed ANOVAs, each with the three levels 
mnemonic training, active control, and passive control. For training-related change in 
20 min recall, we found a significant effect (F2,48=21.5, p<.001, η
2=.47), with Bonferroni-
corrected post hoc tests indicating a significant difference between mnemonic 
training and both active and passive control (p<.001 each), but not between the latter 
two (p>.9). Also for training-related change in 24 h recall, we found a significant 
effect (F2,48=33.2, p<.001, η
2=.58), with Bonferroni-corrected post hoc tests indicating 
a significant difference between mnemonic training and both active and passive 
control (p<.001 each), but not between the latter two (p=.29).
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To test for long-term effects, we performed another ANOVA for the change from pre-
training 20 min recall to the 4 months’ retest, with the three levels mnemonic training, 
active control, and passive control. We found a significant effect (F2,43=13.3, p<.001, 
η2=.38), with Bonferroni-corrected post hoc tests indicating a significant difference 
between mnemonic training and both active and passive control (p<.001 each), but 
not between the latter two (p>.9).
17 of the 23 athletes and their respective controls also underwent encoding and 
retrieval of 72 words as described above, however were assessed only with short-
term free recall, i.e. without the 24 hours or 4 months’ retest. Due to massive ceiling 
effects in the athletes group (70.80.6 vs. 39.93.6 of 72 words correctly recalled 20 
minutes after encoding; Median: 72 vs. 41), we used a Wilcoxon signed ranks test to 
analyse the difference between athletes and controls. 
For detailed memory data see Supplemental Table S2.
Resting state fMRI analysis: rs-fMRI data were processed and analysed using the 
FMRIB Software Library (FSL: version 4.1). We applied motion correction (for motion 
parameters see Table S3), removed nonbrain structures, and performed spatial 
smoothing with a 6mm FWHM Gaussian Kernel. The data were aligned to the 
MNI152 standard space image with affine linear registration. This was followed by 
noise regression of movement, cerebral spinal fluid, white matter, and global signal. 
The data were additionally filtered with a bandpass filter of 0.01–0.1 Hz, restricting 
analysis to low frequency BOLD fluctuations. 
Functional connectivity (FC) for all participants was calculated across 71 ROIs 
that covered six brain networks chosen a priori as being related to memory or 
visuospatial processing and so potentially relevant to mnemonic training: dorsal and 
ventral default mode network, visuospatial and higher visual network, and left and 
right medial temporal lobe (see Fig. 3). We extracted the mean time series for each 
ROI, and calculated the Pearson correlation coefficient between the time series of all 
ROIs, producing a 71 x 71 matrix of correlation coefficients. This was done separately 
for memory athletes and matched controls. FC was compared between athletes and 
controls with a two-sample t-test, producing a 71 x 71 matrix cataloguing differences 
in pairwise FC. We then generated the same connectivity difference matrices for all 
the training groups: The pre- and post-training FC matrices were compared with a 
paired-samples t-test. This was done separately for the three training conditions, 
producing corresponding 71 x 71 matrices of t-values for the mnemonic, and active 
and passive control conditions. 
The FC changes that occurred in each training group were then compared with 
the differences in FC that distinguish memory athletes from matched controls by 
calculating the spatial correlation of the t-score matrices. To do this, we correlated 
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the matrices of t-values for each training group separately with the matrix of t-values 
from the t-test of athletes versus controls. To test the resulting correlations for 
significance we constructed the permutation distribution for each of the correlations: 
By randomly permuting the athlete and control pairs (while keeping the matching 
intact) we generated in a first step 10.000 matrices containing t-values of the 
permuted athlete vs. control samples. In a second step, each of these matrices was 
correlated, analog to the procedure above, with each of the training group matrices, 
resulting in a permutation distribution for each of the three correlations. From these 
we constructed the p-values by assessing the proportion of correlations from the 
permutation tests that had a higher absolute value than the absolute value of the 
correlations of the non-permuted data. 
Association with behaviour: We next examined the relationship between network 
reorganisation and improved performance on the free-recall task. We calculated the 
spatial correlation of each subject’s change-matrix to the athletes-controls matrix, 
and regressed the subjects’ spatial correlations with their changes in performance 
on the free-recall task. This was done separately for the 20 minute delay free-recall, 
the 24 hour delay free-recall, and the 4 month follow-up. In addition, we analysed 
the amount of forgetting that occurred from 20 min recall to 24 hour recall in both 
the pre- and post-training assessment. For the mnemonic training group, we also 
associated the training speed (average number of training runs needed to reach 40 
presented words as described above) with network reorganisation. Correlations 
were converted to Z-scores with the Fisher transformation, and these Z-scores were 
used to assess the significance of the spatial correlation. 
Identification of pivotal connections and hubs 
We selected the top 1% (i.e. 25) connections with the highest t-scores in the athlete-
control connectivity difference and visualised them using the Flexible Brain Graph 
Visualiser ([159]; www.sourceforge.net/projects/flexbgv). To test if the observed 
similarity between mnemonic training effects and athlete/control connectivity 
differences holds also for this restricted set of 25 connections, we selected the same 
connections in each training group and repeated the similarity analysis as described 
above (with 1000 permutations) on these connections.
We then tested whether this restriction to this set of top connectivity differences 
significantly increased similarity of pre-post training changes with athlete-control 
connectivity differences. Instead of the group pre-post training difference matrices, 
we correlated the individual pre-post training difference matrices with the athlete-
control difference matrix, thus obtaining one correlation per participant. We did this 
for the full set of 2485 connections and for the top 1% of connections. Via paired t-test 
we then compared how the selection of regions influenced the previously observed 
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connectivity similarity between training effects and athlete-control connectivity 
differences. 
Within vs. between network analysis 
The 71 ROIs were in total part of 3 larger networks: visual (visuospatial + higher 
visual combined, 19 ROIs), medial temporal lobe (left + right combined, 18 ROIs), 
and default mode network (dorsal + ventral combined, 34 ROIs). To investigate 
whether the training effect we observed was driven by within or between network 
connectivity changes, we sorted our whole set of 2485 unique connections into 885 
connections lying entirely within either the DMN, visual, and MTL network; and in 
1600 connections from a given ROI to a ROI outside of its own network. Then we 
repeated the correlational similarity analysis on the individual level as described 
above for both of these sets separately. 
Task-based fMRI analyses
Following rs-fMRI, participants completed an encoding task within the fMRI scanner 
(see description of behavioural data acquisition above). All fMRI data acquired during 
encoding were preprocessed with SPM8 (www.fil.ion.ucl.ac.uk/spm/). The first five 
volumes were discarded to allow for T1-equilibration. The remaining volumes were 
realigned to the mean image of each session (for memory athletes and matched 
controls), or across sessions (for participants in the training arm of the study). The 
structural scan was co-registered to the mean functional scan and segmented into 
grey matter, white matter, and cerebrospinal fluid using the “New Segmentation” 
algorithm. All images (functional and structural) were spatially normalised to the 
Montreal Neurological Institute (MNI) EPI template using Diffeomorphic Anatomical 
Registration Through Exponentiated Lie Algebra [160], and functional images were 
further smoothed with a 3D Gaussian kernel (8 mm full-width at half maximum, 
FWHM). Task data of one participant (active control group) had to be excluded 
because of technical difficulties.
Next, we assessed functional connectivity during the encoding task. We used a 
voxel-wise general linear model (GLM) to remove nuisance-related effects. Nuisance 
regressors comprised the six realignment parameters, as well as additional 
regressors that captured scan-to-scan motion [161]. Specifically, we calculated the 
framewise displacement (FD) for every scan at time t by FD(t) = |Δdx(t)| + |Δdy(t)| 
+ |Δdz(t)| + r|α(t)| + r|β(t)| + r|γ(t)|, where (dx, dy, dz) is the translational-, and (α, β, 
γ) the rotational movement. Scans that exceeded a head motion limit of FD(t) > 0.3 
mm were removed, indicated in one additional regressor per removed scan. For one 
participant (matched control group) more than 50% of the scans during encoding 
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exceeded the FD-limit, and we therefore excluded this data set from all task-based 
functional connectivity analysis. Within the remaining sample, the % of excluded 
scans was relatively low, and neither the amount of excluded scans nor average FD 
differed between groups (all p>.38, see Table S4). Finally, the data was high-pass 
filtered at a cut-off of 128 s. For training groups, both sessions (initial, delayed) were 
modelled in one GLM. The residuals of this model were used for all following task-
based connectivity analysis. 
To capture encoding effects rather than fixation periods that might contain rs-fMRI 
fluctuations, we only used volumes from the 12 encoding periods for our task-based 
functional connectivity analysis (30 s each; 144 volumes in total). Encoding volumes 
were concatenated and the average residual time course was extracted based on all 
voxels within each of the ROIs. Since the parts of the cerebellum were not covered 
during task data acquisition, we restricted the analysis to 70 ROIs fully covered. 
Time courses were correlated (Pearson’s r), yielding a 70 × 70 correlation matrix 
per participant and encoding session. Correlations were Fisher’s z transformed and 
remaining analyses steps were identical to the analysis of rs-fMRI data (see above). 
As a control we repeated the whole analysis and modelled task-related events in 
addition to nuisance regressors. This so-called “background connectivity” has been 
demonstrated to be unrelated to task-evoked responses, and is thus thought to 
provide an index of sustained processing during cognitive operations. We modelled 
the BOLD response for all encoding trials as a single task regressor, time-locked 
to the onset of each trial. Instructions were binned within a separate regressor 
of no interest. All events were estimated as a boxcar function with a duration 
of 3 s (encoding trials), or 5 s (instructions), and were convolved with a canonical 
hemodynamic response function. None of the results changed essentially in this 
background connectivity analysis, in particular none of the significant results 
became insignificant or vice versa.
Control analyses
As a control analysis for our choice of brain parcellation scheme, we repeated 
the correlational similarity analysis of connectivity differences with those ROIs 
from the Brainnetome parcellation [162] that had at least 100 Voxels overlap with 
the preselected ROIs from our parcellation (82 of the Brainnetome 273 parcels 
remained). We were able to replicate our main results (mnemonic training: r= 0.23, 
p<0.003; active control: r=–0.06, p=0.59; passive control: r=–0.07, p=0.59). An 
exploratory whole brain analysis using the Brainnetome parcellation yielded results 
in the same direction as our main analysis with pre-selected brain networks, which 
however were not significant (mnemonic training: r= 0.08, p=0.35; active control: 
r=0.02, p=0.78; passive control: r=–0.06, p=0.51).
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To check whether the observed effects were based on the actual mnemonic training 
or might have been induced already by the exposure to the visuospatial imagery 
strategy in the introductory course in the method of loci, we performed two control 
analyses. First, we compared baseline performance on training day 1 with the weekly 
means of the individual top scores in the training discipline „memorising random 
words in five minutes”, which most closely resembles the task conditions during the 
fMRI sessions. We observed a continuous increase in memory performance over the 
six weeks of training from 16.6±1.2 to 42.3±3.85 words memorised in 5 minutes (see 
supplemental figure S1). Second, we analysed data from an independent study on 
mnemonic strategies, where participants underwent an fMRI RS scan (same scanner, 
sequences, procedures as in our main study) immediately before and after a 2-day 
introductory course into visuospatial mnemonic strategies including the method 
of loci. Hence, participants (n=18, age 23.5±3.4 years, all male) were as familiar 
with the general principles of the method of loci as participants in our main study, 
however lacked the intense training phase. In this control analysis, we did not find 
the similarity with athlete/control connectivity differences that we observed in our 
main study (r=–0.02, p=0.85). Both control analyses combined therefore confirm 
the interpretation that the observed behavioural, brain network reorganisation and 
similarity effects are related to the intense training in the method of loci and not just 
on the mere exposure to the visuospatial principles of the strategy.
As a control analysis for the restricted set of top 1% connectivity differences between 
athletes and controls, we also tested the opposite direction, i.e. selected the top 1% 
connectivity changes in the mnemonic training group and correlated these with the 
athlete/control connectivity matrices. We observed a marginally significant similarity 
(r=0.68, p=0.055).
Crucially, to check whether our general findings rely on the comparison with the 
athlete/control connectivity differences or could be observed in analyses restricted 
to the training sample, we performed simple univariate analyses that compared 
connectivity changes directly with behavioural measures as described above. 
Grey matter analysis
T1-weighted data were analysed with FMRIB Software Library (FSL)-VBM, a voxel-
based morphometry style analysis [163,164] performed with FSL tools [110]. First, 
anatomical images were brain extracted using the Brain Extraction Tool [165]. Next, 
tissue-type segmentation was performed using FAST4 [166]. The resultant grey 
matter partial volume images were then aligned to MNI152 standard space using the 
affine registration tool FLIRT [167], followed by nonlinear registration using FNIRT 
[110], which uses a b-spline representation of the registration warp field [168]. For 
the use of grey matter volume as a voxelwise regressor in the fMRI data analysis, 
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a four-dimensional (4D) image was created by concatenating every participant’s 
standard space grey matter image. For direct comparison of grey matter volume, 
the individual standard space grey matter images were averaged to create a study-
specific template, to which the native grey matter images were then nonlinearly 
reregistered. The registered partial volume images were then modulated (to correct 
for local expansion or contraction) by dividing by the Jacobian of the warp field. The 
modulated segmented images were smoothed with an isotropic Gaussian kernel with 
σ = 3 mm. Finally, to test for significant differences between memory athletes and 
matched controls, a voxelwise general linear model was applied using permutation-
based nonparametric testing, with Threshold-Free Cluster Enhancement (TFCE) as 
implemented in FSL [169] and p < 0.05 familywise error corrected. We used the same 
preprocessing, analysis, and thresholding to examine pre/post changes within the 
three training conditions.
We also analysed grey matter volume within the functional regions of interest (fROIs) 
used in the functional connectivity analyses. We masked each subject’s processed 
T1-weighted grey matter segmentation image with a fROI and calculated the grey 
matter volume within the masked area. Grey matter volume was defined as the 
average volume within the area of the segmentation image masked by a fROI; this 
was calculated separately for each of the 71 fROIs. We compared grey matter volume 
in memory athletes with matched controls across all 71 fROIs using a two-sample 
t-test. Results were thresholded with an FDR correction to account for multiple 
comparisons (q < 0.05). The same processing and thresholding was used to examine 
pre/post changes in the three training conditions; however, in this analysis we used a 
paired-samples t-test instead of a two-sample t-test.
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 SUPPLEMENTAL MATERIAL 
 
FIGURE S1  Related to Quantification and Statistical Analysis. Participants of the mnemonic training 
condition showed a steady increase in word memorisation performance over the course of six weeks 
of training. All participants of the mnemonic training condition performed 6 weeks of training in the 
method of loci online using the online training platform memocamp.com. Besides the training discipline 
„memorising random words in five minutes”, which most closely resembles the task conditions during 
the fMRI sessions, participants were encouraged perform also other memorisation disciplines suitable 
for application of the method of loci as implemented in memocamp.com, e.g. word memorisation with 
longer durations or image sequence memorisation. Given are the group means (SEM) of the first 
day of training and of the weekly means of individual top scores per session, i.e. in case a participant 
performed of “random words / 5 minutes” more than once in a given training session, only his best 
performance was considered. 
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TABLE S1  Related to Experimental Model and Subject Details. Participant details of the five different 
groups. Sample size, number of males, left-handers, smokers are given as absolute numbers; 
reasoning and memory abilities are given as mean IQ scores ± standard deviations. 
 
memory 
athletes
matched 
controls
mnemonic   
training
active 
control
passive 
control
n 23 23 17 17 17
males 14 14 17 17 17
age (years): mean 
±SD
27.8 ± 8.6 28.1 ± 8.1 23.7 ± 2.7 24.2 ± 2.6 24.4 ± 3.8
age (years): range 19-51 20-53 20-29 20-29 18-30
reasoning 131.8 ± 12.1 131.7 ± 12.1 117.4 ± 12.7 117.7 ± 15.1 118.2 ± 13.2
memory not tested 103.5 ± 25.5 103.3 ± 13.3 101.8 ± 21.6 101.8 ± 16.2
left-handers 3 3 0 0 0
smokers 1 1 0 0 0
 
TABLE S2  Related to Quantification and Statistical Analysis. Short- and long-term recall 
performance before and after training and in a retest after 4 months. Shown are mean numbers of 
remembered words during free recall ± standard deviations and mean increases/decreases from 
session 1 (pre-training) to session 2 (post-training) and from session 1 to the retest after four months. 
mnemonic training active control passive control
pre-training 20 min 26.5 ± 16.2 31.3 ± 14.8 29.5 ± 16.1
post-training 20 min 62.5 ± 11.1 42.7 ± 17.1 36.6 ± 19.5
training change 20 min +35.9 ± 17.0 +11.4 ± 11.8 +7.1 ± 13.3
pre-training 24 h 16.5 ± 14.0 19.6 ± 12.7 18.7 ± 15.7
post-training 24 h 55.7 ± 16.9 31.1 ± 18.6 21.8 ± 19.1
training change 24 h +39.2 ± 17.8 +11.4 ± 12.7 +3.1 ± 10.7
4 month follow-up 15 min 50.3 ± 16.5 30.4 ± 9.5 27.4 ± 9.8
4 month change 20/15 
min
+22.4 ± 18.9 +0.5 ± 11.8 -2.2 ± 11.4
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TABLE S3  Related to Quantification and Statistical Analysis. Motion during rs-fMRI: displayed is 
the average framewise displacement (FD) during rs-fMRI for each experimental group (mean ± SEM). 
Scan-to-scan motion did not differ between groups (all p>0.05). 
 
average FD
groups first session second session
memory athletes 0.1 ± 0.01
matched controls 0.1 ± 0.06
mnemonic training 0.1 ± 0.02 0.1 ± 0.02
active controls 0.1 ± 0.01 0.1 ± 0.01
passive controls 0.1 ± 0.01 0.1 ± 0.01
TABLE S4  Related to Quantification and Statistical Analysis. Motion during task: displayed are the % 
excluded scans and the average framewise displacement (FD) during encoding for each experimental 
group (mean ± SEM).
% excluded scans average FD
groups first session second session first session second session
memory athletes 0.03 ± 0.01 0.1 ± 0.01
matched controls 0.07 ± 0.06 0.1 ± 0.06
mnemonic training 0.02 ± 0.01 0.07 ± 0.02 0.1 ± 0.01 0.2 ± 0.02
active control 0.03 ± 0.01 0.06 ± 0.02 0.1 ± 0.01 0.1 ± 0.01
passive control 0.03 ± 0.01 0.04 ± 0.02 0.1 ± 0.06 0.1 ± 0.01
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Are there motor schemas? 
This chapter is based on:
Müller, N.C.J., Genzel, L., Konrad, B.N., Pawlowski, M., Neville, D., Fernández, G., ... & 
Dresler, M. (2016). Motor skills enhance procedural memory formation and protect 
against age-related decline. PloS one, 11(6), e0157770. 
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 ABSTRACT 
The ability to consolidate procedural memories declines with increasing age. 
Prior knowledge enhances learning and memory consolidation for novel but 
related information in various domains. Here, we present evidence that prior motor 
experience – in our case piano skills – increases procedural learning and has a 
protective effect against age-related decline for the consolidation of novel but 
related manual movements. In our main experiment, we tested 128 participants 
with a sequential finger-tapping motor task during two sessions 24 hours apart. 
We observed enhanced online learning speed and offline memory consolidation 
for piano players. Enhanced memory consolidation was driven by a strong effect 
in older participants, whereas younger participants did not benefit significantly 
from prior piano experience. In a follow up independent control experiment, this 
compensatory effect of piano experience was not visible after a brief offline period 
of 30 minutes, hence requiring an extended consolidation window potentially 
involving sleep. Through a further control experiment, we rejected the possibility 
that the decreased effect in younger participants was caused by training saturation. 
We discuss our results in the context of the neurobiological schema approach and 
suggest that prior experience has the potential to rescue memory consolidation from 
age-related cognitive decline. 
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 INTRODUCTION 
Many aspects of memory formation decline across the lifespan [170,171]. For 
procedural memory, the consolidation phase is most notably affected: While younger 
adults demonstrate enhanced motor performance in a newly learned procedural 
task after a night of sleep, older subjects do not show such offline consolidation 
improvements after a phase of memory consolidation [172–178]. However, learning 
does not happen in isolation; almost every new piece of information or procedure 
we learn relates to previous experience. Prior experience in the form of motor skill 
training or expertise helps to maintain motor performance across aging in different 
fields: experts in fine mechanics such as goldsmiths or watchmakers with at least 
10 years of experience show a smaller age-related decline in different motion 
parameters[179]; and experienced pilots show slower age-related decline in their 
flight simulator performance compared to less-experienced pilots [180]. Similar 
effects of expertise have been observed in typists [181] and piano players [182], 
suggesting that acquired motor skills exert protective effects against age-related 
decline for expertise-related procedures. 
In this study, we investigated whether previously acquired motor skills enhance 
procedural learning and memory consolidation in different age groups. In a sample 
of 128 healthy participants, we used a well-established motor learning task that 
requires sequential finger tapping similar to piano playing [183,184]. After a night of 
sleep, participants had to perform a retest on the same task, thereby testing offline 
memory consolidation. As already middle-aged adults appear to experience a 
decline in motor memory consolidation [175], half of our recruited participants were 
below the age of thirty years (from here on referred to as ‘younger’) while the other 
half was between thirty and seventy years (from here on referred to as ‘older’). Half 
of all participants had extensive experience in piano playing, whereas the other half 
was not experienced in manual instruments or professional typing. To control for 
potential effects of more general intellectual abilities on memory consolidation [185–
187], we recruited half of our sample among highly intelligent individuals. Finally, to 
control for possible gender effects [188,189], half of all participants were female and 
half male. Our main hypotheses were that piano experience had a positive, whereas 
age had a negative effect on motor learning and consolidation. Potential influences 
of the control variables intelligence and gender were tested exploratively.
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 MATERIAL AND METHODS
Participants
In the main experiment, we tested 128 participants (64 female, mean age: 34.13 years, 
range: 18-69 years). In detail, we included 32 participants (16 female, mean age: 34.7 
years, range: 21-62 years) without considerable experience in playing piano or other 
manual musical instruments (maximal lifetime experience of 50 hours of manual 
instrument use; no professional typing); and 32 participants (16 female, mean age: 
34 years, range: 18-60 years) with at least 500 hours of piano training. As a high-
intelligence control group, we included 64 members of the Mensa society, which 
demands performance above the 98th percentile in a standardised intelligence test 
as admission criterion. 32 of these participants (16 female, age mean age: 33.8 years, 
range: 18-60 years) had no or negligible experience in playing piano or other manual 
musical instruments (maximal lifetime experience of 50 hours; no professional 
typing), whereas 32 participants in this group (16 female, mean age: 34 years, range: 
18-69 years) had at least 500 hours of piano training. Within any of these subsamples, 
half of the participants were above the age of 30 years. The full sample in our main 
experiment hence represented a systematic variation of the factors piano experience, 
age, intelligence and gender (see supplemental methods for the balancing of factors 
between groups). Intelligence and gender were used as controlling factors whereas 
age and piano experience were of primary interest. The study was approved by the 
ethics committee of the University of Munich, procedures were carried in accordance 
with the approved guidelines and all participants gave written informed consent. 
During screening by an experienced psychologist, participants reported no history 
of psychiatric, neurological or sleep-related disorders or drug abuse; no night shifts 
or transmedian flights during the last month; and no nicotine consumption of more 
than 5 cigarettes per day. Participants were instructed to refrain from drug intake 
including alcohol, restrict their caffeine consumption to 2 cups of coffee per day, and 
follow their habitual sleep patterns during the time of the study. 
Procedures
We used an established sequential finger-tapping task [183,184] consisting of a 
learning phase followed by a delayed test phase. With their non-dominant hand, 
participants had to repeat a five digit sequence (4-1-3-2-4) on a computer keyboard. 
The sequence had to be tapped as accurately and quickly as possible during each 
30s trial. As performance measurement we used the amount of correct sequences 
produced in each trial. Between two trials participants had 20s of rest. The learning 
phase was performed in the morning between 08:00 and 12:00 and had 12 trials. The 
test took place 24 hours later and included three trials. Before starting the test on the 
second day participants were asked whether they slept normally during the night. 
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Hierarchical Bayesian modelling of online learning 
To compare the groups in terms of starting performance, learning rate, and training 
benefit on day one, we used a hierarchical Bayesian model for fitting learning curves 
to the training data for each participant. Learning rate characterises how fast the 
participants reach their learning plateau on day one, whereas training benefit is the 
difference of sequences between the first and last trial. The learning curve [68] is a 
power-law model of the form: Y=I+C(1-Rt-1), with Y = amount of correct sequences 
during each trial, I = initial performance at trial one, C = change in performance 
during day one, R = learning rate and t = trial number. The model fits different hyper 
parameters for each group to optimise the fitting routine for each participant based 
on their group (see supplemental Fig S1). The hierarchical nature of the model also 
makes it robust with regard to the initial values chosen for the model. The model 
parameters were estimated using Markov chain Monte Carlo sampling in OpenBUGS 
[190]. The fitted curve parameters for each subject were then used as dependent 
variables in a two-way factorial MANOVA with piano experience, intelligence, age 
and gender as fixed factors. By using the learning parameters instead of the curves 
themselves, we avoided distortions associated with averaging of learning curves 
[191,192]. 
Statistical analysis of offline memory consolidation
Offline memory consolidation was measured as difference between number of 
correct sequences on the last three trials on day one and all the three trials on 
day two. We used this score as dependent variable in a two-way factorial ANOVA 
with piano experience, intelligence, gender and age (coded dichotomously below vs. 
above age 30) as fixed factors. The improvement scores were positively skewed. To 
increase sensitivity of the ANOVA we applied a square root transform to the scores, 
thereby reducing skewedness. As a control analysis we repeated the same ANOVA 
with the difference of the best three trials on day one with the three trials on day 
two. This controls for the possibility of a drop in performance at the end of day one 
due to fatigue or lack of motivation. A drop in performance would artificially increase 
the difference between days suggesting a stronger overnight improvement. To test 
whether each group showed an overnight performance gain we used one sample 
t-tests for the four different groups. To investigate the effect of differential amount 
of piano training we tested association between lifetime piano hours with overnight 
improvement via Pearson correlations. To confirm that there is a parametric relation 
of age and offline memory consolidation, we correlated age and the memory 
consolidation benefit for the piano players and non-players separately and tested 
them for a significant difference using Fishers z-transform.
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Control experiment 1 
The aim of the first follow up control experiment was to verify whether the effect 
we observed in the main experiment required a prolonged window of memory 
consolidation – in our case 24h. Independent from the main experiment we recruited 
four different groups including young piano players (n= 20, 10 female, mean age: 
22.5 range: 18-27), young non-piano players (n= 20, 10 female, mean age: 22.5 
range: 18-28), older piano players (n= 14, 5 female, mean age: 59.21 range: 55-70), 
and older non-piano players (n= 13, 5 female, mean age: 59.15 range: 55-65). We 
refrained from testing middle-aged participants; this was done since we observed 
in the main study that the compensatory effect was strongest for the oldest 
participants (Fig 2), so excluding the middle participants increased statistical power 
for the age effect. The same exclusion criteria were used as described in the main 
experiment. Procedures were identical to our main experiment; however instead of 
having the second session 24 hours later we only waited 30 minutes in which the 
participants completed a short version of the culture free intelligence test [152]. It 
is a nonverbal reasoning test in which subjects are required to complete abstract 
patterns by finding their organising rules [193]. We used the same two-way ANOVA 
as described in the main experiment, but with the age variable coded dichotomously 
based on the groups recruited rather than via a median split. To be consistent with 
the analysis of the main experiment, we coded intelligence dichotomously using a 
median split of the IQ scores obtained.
Control Experiment 2
Only the older participants showed a significant effect of piano experience for 
memory consolidation. However, we hypothesised that an effect for the younger 
participants might be masked by a saturation effect during training (see discussion); 
in which case an effect would be visible when using a shorter training phase on day 
one. Again fully independent of the other samples we included young piano players 
(n=30, 16 females, mean age: 22.97, range: 18-32) and young non-piano players 
(n=37, 20 females, mean age: 23.68, range: 19-28) for this experiment. Participants 
were further split into two groups, undergoing either 30 minutes (n= 30, 12 piano 
players) or 24 hours (n= 37, 17 piano players) of consolidation before retest. The 
same exclusion criteria were used as described in the main experiment. Procedures 
were identical to our main experiment; with only a shortened version of the task 
used: instead of having 12 training trials during day one, participants only had 6 trials 
on day one and then the three test trials either 30 minutes or 24 hours later. Both 
groups completed the same intelligence test from the first control experiment after 
the training trials. Statistical analysis was identical to the main experiment, however 
due to the shorter task length; the mean of trial 4 to 6 was used instead of the mean 
of trial 9 to 12 as the endpoint of training. Since we only included a young group, age 
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was not used as a factor in this control experiment. We performed a two-way ANOVA 
with the factors piano experience, intelligence (dichotomously coded according to 
median split), gender and consolidation period between the two sessions as fixed 
factors.
 RESULTS
Online learning 
To compare the different subgroups of our sample in terms of learning rate, starting 
performance and training benefit on day one, we used a hierarchical Bayesian model 
for fitting learning curves to the training data for each participant (see supplemental 
Fig S1). A two-way factorial MANOVA with motor piano experience, intelligence, 
age and gender as fixed factors and the fitted curve parameters for each subject 
as dependent variables revealed that piano players demonstrated a higher initial 
performance (F1,117=69.86, p<.00001) and an increased learning rate (F1,117=11.5, 
p=.0001) during day 1 (see Fig 1). The high intelligence group also showed a higher 
initial performance (F1,117=15.82, p=.0001), but no significantly increased learning rate 
(F1,117=.002, p=.965). No significant effects of age and gender on initial performance 
(F1,117=.382, p=.538, F1,117=.695, p=.406) and learning rate (F1,117=1.009, p=.317, F1,117=.892, 
p=.347) were observed. Furthermore, neither intelligence (F1,117=.011, p=.916), age 
(F1,117=.015, .903) or experience (F11,117=.028, p=.867) significantly affected the 
improvement from the first to the last trial during day one.
Offline memory consolidation
The benefit of a 24 hours’ offline memory consolidation phase was measured as 
difference between number of correct sequences on the last three trials on day 
one and all the three trials on day two. All four groups showed significant offline 
consolidation (younger non-piano players t31=9.982, p<.00001 younger piano 
players t31=10.051, p<.00001 older non-piano players t31=5.546, p<.00001 older 
piano players t31=7.692, p<.00001). A two-way ANOVA with this consolidation score 
as dependent variable and piano experience, intelligence, gender and age (coded 
dichotomously as younger/older) as fixed factors revealed that piano experience 
positively influenced consolidation (F1,117=16.79, p=.00008) whereas age had a 
negative effect (F1,117=6.67, p=.011). We observed an interaction between piano 
experience and age (F1,117=4.26, p=.0411; Fig 1). Simple effect tests showed no significant 
impact of the piano experience in the young participants (F1,117=2.047, p=.155), but a 
benefit of piano experience for the older participants (F1,117=18.96, p=.00003). For the 
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piano players’ effects of consolidation did not diminish with age (F1,117=.132, p=.717), 
whereas we observed within the non-piano group reduced overnight consolidation 
for older participants (F1,117=10.915, p=.001). Piano experience and gender also showed 
an interaction (F1,117=4.1, p=.045), with simple effect tests revealing a positive influence 
of piano skills for females (F1,117=18.702, p=.00003) but not significantly for males 
(F1,117=2.16, p=.144, we discuss this effect in the supplemental discussion). Neither 
intelligence (F1,117=2.413, p=.123) nor gender (F1,117=.042, p=.838) showed a significant 
main effect. The negative main effect of age on memory consolidation was confirmed 
by a negative correlation between age and memory consolidation (r=-0.27, p=.002; 
Fig 2). Overnight consolidation did not significantly correlate with the amount of 
hours of piano training (r=.140, p=.262). A control analysis using the best three trials 
instead of the last three trials of day one did not change the significance of any of 
the reported findings, indicating that offline improvements cannot be explained by 
fatigue at the end of day one (see supplemental material for the precise statistics). To 
test whether the increase in offline consolidation of the older piano group was driven 
by performance differences [194], we correlated the mean performance on day one 
with the offline consolidation score. Neither for the piano (r=.018, p=.324) nor the 
non-piano (r=–.084, p=.649) older group we observed a significant correlation that 
would suggest performance differences drive the compensation effect.
 
Are there motor schemas? 79
FIGURE 1  (Top) Performance in the finger-tapping motor task, split for younger and older piano 
players and non-piano players. Performance is given by the amount of correctly tapped sequences 
for each 30s trial. The points indicate the averaged group data, while the curves depict the averaged 
fitted model for the learning session on day one. For the test session on day two, the line depicts the 
session mean. (Bottom left) Difference in learning rate. For illustration purpose 1-R is depicted, the 
closer to 1 the value is, the faster the participants achieved their plateau performance. (Bottom right) 
Consolidation benefit. Memory improvement from the last three trials of day one to the three trials 
on day 2. The error bars denote the standard error of the mean; the asterisk denotes a significant 
difference (p<.05).
Control experiment 1
In an independent sample of 77 participants, we tested whether the effects reported 
above require a sustained window of consolidation or whether they would already 
be present after a short offline period of 30 minutes. Younger participants showed 
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a significantly stronger improvement in the finger tapping task after a 30-minute 
interval than older participants (F1,56=28.51, p<.00001; Fig 3). Piano experience did 
not significantly affect the benefit for either group (F1,56=.349, p=.557). Furthermore, 
neither intelligence (F1,56=.002, p=.962) nor gender (F1,56=.584, p=.448) showed a 
significant effect; and no significant interactions were observed (p>.1).
 
FIGURE 2  Age-related decrease in memory consolidation. The non-piano group shows a significant 
decrease in memory consolidation with increasing age (r=-.448, p=.0002). For the piano players this 
effect is not significant (r=-.167, p=.187) and weaker as compared to non-piano players (z=-1.73, p=0.042, 
one-tailed). This pattern of results indicates that piano experience has a protective effect preventing 
the usual age-related decline in procedural consolidation. The asterisk denotes a significant difference 
(p<.05).
 
FIGURE 3  Memory improvement after 30 minutes. In a control experiment, with an identical 
procedure as the main experiment except for a delay of 30 minutes between the two sessions 
of the finger-tapping task instead of 24 hours. We did not observe a protective effect of the piano 
experience on consolidation: old participants showed a significant (F1,56=28.51, p<.00001) reduction in 
offline improvement independent whether they were piano players or not. The error bars denote the 
standard error of the mean. 
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Control experiment 2
In another independent sample of 67 participants, we followed up on the lack of an 
effect of piano experience on consolidation in the young age group. We hypothesised 
that overtraining in the piano group might mask such an effect. We therefore tested if 
young piano players would show a benefit of their motor skills with reduced training 
on the finger-tapping task including only half the number of learning trials. In this 
control experiment, we did not find a significant effect of piano experience for either 
30 minutes or 24 hours of delay on task improvement (F1,57=.827, p>.367; Fig 4). No 
other factors showed significant differences between groups (p>.05).
 
FIGURE 4  Offline improvement after shorter learning session. In a second control experiment, we 
tested whether young piano players would show enhanced memory consolidation if the training 
period is shorter. The procedure was identical to the main experiment, however instead of 12 trials on 
day one, participants performed only 6 training trials in the finger-tapping task. We did not observe 
any significant group differences or interactions, independent of whether the delay between training 
and retest was 30 minutes or 24 hours. The error bars denote the standard error of the mean.
 DISCUSSION 
Using a sequential finger-tapping task as a model for piano playing, this study 
demonstrated that the existence of relevant motor experience increased procedural 
learning speed and overnight memory consolidation. This memory-enhancing effect 
was selective for the older participants, for whom piano experience protected against 
age-related decline in offline memory consolidation.
Memory schemas 
Early work of Piaget [2] and Bartlett [1] on cognitive schemas has inspired theories 
about learning in different fields. When using the schema concept here, we refer 
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to the definition used in current cognitive neuroscience [17,28,29,56,96,195]: a 
schema is considered as a previously acquired knowledge structure into which new 
information can be integrated easily and rapidly. 
For declarative memory, different kinds of schemas have been investigated and 
their memory-enhancing effects linked to the medial prefrontal cortex (mPFC) 
[29,34,40,56,196]. The mPFC is further involved in the acquisition of new concepts 
and generating predictions from them [196], and schema integration during learning 
is correlated with academic success [34]. Consolidation of new vocabulary is also 
facilitated by a more extensive prior knowledge of related vocabulary [197], and 
musical schemas increase consolidation of schema-conformant melodies in 
respectively enculturated listeners [198]. 
In the procedural memory domain, the schema theory of discrete motor skill learning 
by Schmidt [199,200] received much attention. The theory considers schemas 
as rules that link input parameters of a motion with the outcome of that motion. It 
especially focuses on what kind of practice schedules would lead to improvements 
in a variety of sports. Despite some empirical support [201–203], this theory is 
conceptually of limited use to explain our findings, as it aims to explain under which 
condition motor learning takes place; however it does not make predictions about the 
consolidation of newly acquired procedural memories. Besides motor regions such 
as the primary motor cortex, striatum and cerebellum [204–206], the consolidation 
of some procedural tasks such as sequential motor learning dependents also 
on hippocampal processes [207–209]. At least for these tasks, some evidence 
points towards the adequacy of the neurobiological schema theory: Keyboard-
naïve subjects demonstrated transfer effects onto the learning of new sequences 
compared to the first task exposure on the previous day, suggesting that prior 
experience facilitates procedural learning [210]. Offline consolidation of this task has 
recently been linked to hippocampal–mPFC [211] functional connectivity, paralleling 
similar hippocampal–mPFC connectivity patterns associated with successful 
consolidation of declarative memories in the presence of a memory schema [29,56]. 
Together with our results, these studies may suggest that schemas do not only 
affect declarative memory but extend to the procedural domain as well.
Both perspectives on memory schema have their scope of application; however, 
the study presented here falls in a gap between the two theories. Motor schema 
theory does not make explicit predictions about memory consolidation, whereas 
the neurobiological schema theory focusing on memory consolidation has been 
restricted to the declarative memory domain. Presenting the first evidence for a 
protective schema effect on procedural memory consolidation, we extend these 
recent approaches to the procedural domain.
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Prior experience effects on online learning 
Piano experience as well as intelligence affected the performance in the first trial 
on the first day. Additionally, piano players reached their asymptotic performance 
faster (see Fig 1). All groups showed a similar improvement during the training 
phase. In task- and keyboard-naïve participants, it has been shown that one learning 
session with one test following on the next day already facilitates the learning of a 
second sequence in the sequential finger-tapping task [212]. As piano players show 
faster finger movements in finger tapping tasks compared to non-musical controls 
[213], the difference in starting performance was expected. The higher learning rate 
is congruent with the findings in rats [28]: prior experience enhanced learning speed 
up to the point of the rats learning the associations in just a single trial.
Prior experience on offline memory consolidation
We observed an enhancing effect of motor skills on memory consolidation for the 
older, but not younger participants. In effect, piano players did not exhibit the age-
related decline in memory consolidation that we observed in the non-piano group 
(see Fig 1). This was also reflected by a negative correlation between age and memory 
consolidation in the non-piano group, but not in the piano group (see Fig 2). We 
interpret this pattern as prior experience – here: piano skills – provides a protective 
effect against age-related decline of memory consolidation for new but related 
procedural memories. In other words, task-related experience helped piano players 
to consolidate newly learned movements as efficiently as young participants. We did 
not find a relation of the amount of lifetime piano practice with the amount of offline 
consolidation. It thus appears to be a purely compensatory effect: beyond restoring 
the amount off offline consolidation, there is no benefit of piano experience. This is 
consistent with the absence of an effect in the younger population: without an age-
related decline, there is nothing to compensate for. 
Our results are consistent with previous literature about protective effects of 
expertise against aging [179–182]. We extend these findings by presenting the first 
evidence of procedural prior knowledge affecting the consolidation of new but 
related movements, particularly in older participants. This is relevant as preventing 
age-related decline does not only affect already known skills, but also learning new 
procedures in a given domain. For example, an expert pianist does not only want to 
maintain his or her finger skills, but also the ability to learn and play new unfamiliar 
pieces. The absence of an effect for the younger participants is consistent with a 
previous study testing athletes versus non-athletes in multiple tasks including the 
finger tapping task used here [173]: Baseline performance of athletes was higher 
than of non-athletes, but there was no significant difference in memory consolidation 
between groups. The absence of an effect for younger participants will be further 
discussed in association with the control experiments below. 
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Control experiments
One central limitation of our main experiment is that we cannot conclude whether the 
protective effect on memory consolidation is specific to a prolonged consolidation 
window – in our case 24 hours – or whether it would already manifest after only a 
short break of the task. To test this, we conducted a control experiment for which we 
recruited again young and old piano and non-piano players and tested them using 
a 30 minutes’ delay instead of 24 hours. Again, we observed the typical age-related 
decline in memory consolidation, however after 30 minutes we did not observe any 
effect of prior experience on consolidation (Fig 3). Therefore, we conclude that the 
protective effect requires a longer window of memory consolidation potentially 
including sleep. 
Indicated by a higher learning rate, piano players reached their behavioural plateau 
more quickly than the non-piano players. After reaching a plateau, subsequent 
consolidation of procedural memory does not benefit significantly from additional 
training [214–216]. Thus, we speculated that young piano players show enhanced 
memory consolidation compared to non-piano players if the training period is 
shorter. In a further control experiment we tested this using only 6 trials instead of 
12 for training. However also for this shorter training session, we did not observe a 
significant effect of piano experience after either a 30 minutes or 24 hours’ delay (Fig 
4). This supports the interpretation that prior motor experience does not generally 
enhance memory consolidation, but rather protects against age-related decline in 
memory consolidation.
Limitations 
Instead of comparing one young group with a group of elderly we decided to test one 
younger group below the age of 30 years and a group comprising a broad range from 
middle-aged to older participants from 30 to 70 years. Thereby, we aimed to contrast 
a group that is likely not to exhibit any age-related decline in offline consolidation 
with another group likely showing a continuum of age-related impairments, thus 
allowing correlational analyses across a broad age spectrum. One consequence of 
this is that our older group is on average younger than groups investigated in many 
previous studies [217], rendering direct comparisons difficult. We also cannot draw 
any conclusions whether the compensating effect we observed also extends into 
high ages past the ones sampled in our study. Furthermore, we did not acquire any 
measurements of sleep or brain activity. Therefore, we only speculate about the link 
to the neurobiological schema theory. In our analysis of the main experiment we 
used age as a dichotomous factor to have a factorial design with equal amounts of 
data in each cell, potentially limiting the aging related inference one can draw as we 
did not include a parametric modulation of age. However, complementarily we show 
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in Fig 2 that there is also a significant parametric decrease of offline consolidation 
with age. This effect is significantly compensated in the piano players with no 
evidence for a significant decrease with age. 
The evidence for the compensating effect of prior experience in this paper is of 
correlational nature; we did not actively manipulate the tested motor skills. Thus, we 
cannot claim any causalities of the explanation presented here, neither can we rule 
out that there is an additional factor that is specific to the older piano group that is 
responsible for the effect. One could for example imagine that the piano group is 
aging more healthily by being cognitively more active. The strongest reason arguing 
against this account is that the majority of our subjects were still working as only one 
subject was beyond the age of retirement in Germany. Besides that, it is not evident 
why any such factor would only hold for the older piano group and not for the highly 
intelligent older control group. 
Conclusion 
Prior experience in playing the piano modulated procedural memory, facilitating 
acquisition and offline memory consolidation of a sequential finger-tapping task, 
particularly in older adults. Our results indicate that prior knowledge enhances 
learning of related movements and protects against age-related decline in memory 
consolidation. Motor skills acquired through prior experience do not only help to 
maintain function in a well-trained domain, but also improve consolidation of new 
aspects in that domain during aging. These results could form a basis for unifying 
research about the role of memory schemas in both declarative and procedural 
memory. 
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 SUPPLEMENTAL MATERIAL
Supplemental Figures
SUPPLEMENTAL FIGURE S1  Learning model. To fit the learning curves, we used a hierarchical Bayesian 
model. The learning curves are fully characterised by three parameters: I the initial performance, C the 
change from the initial performance to the asymptote on day one and R the learning rate indicating 
how quickly asymptotic performance is reached; Y is the performance in terms of correct sequences 
per trial, t indicates the trials on day one ranging from 1 to 12.[68] The parameters for each subject 
were drawn from normal distributions; the standard deviation σ and the mean µ for these three 
distributions were estimated independently for each group. This procedure ensured that no group is 
favoured for the fitting of its final solution being closer to the initial values of the procedure. The model 
was estimated using the Markov Chain Monte Carlo sampler OpenBUGS [190].
 
SUPPLEMENTAL FIGURE S2  Box plots for the ages in the younger and older group. The dotted line 
indicates the mean age; the box contains 50% of the data starting from the 25th percentile ranging to 
the 75th percentile. The whiskers extend from the 25th or 75th percentile to the farthest data point that is 
not an outlier (i.e. >1.5 times the length of the box away from either end). In the present plot, no outlier 
is present.
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Supplemental methods
Overview of the age sampling. To balance the main factors for the study, we recruited 
128 participants; 64 of those being piano players, 64 being non-piano players with 
not more than 50h experience playing any manual instrument. Furthermore, for 
both these groups, half of the subjects were members of the German Mensa Society 
(demanding performance above the 98th percentile in a standardised intelligence test 
as admission criterion). Each subgroup was sampled to also have an equal amount of 
male and female participants as illustrated below: 
To ensure that the factor age was balanced across the factors piano and intelligence, 
the resulting bins of size 16 were matched in terms of age, ranging from 18-70. This 
entailed that each of those bins contained both younger and older participants. For a 
more detailed view on the age distribution please see supplemental Fig. S2.
Supplemental results
Analysis of the offline consolidation using the best three trials of day one instead 
of the last three trials. A two-way ANOVA with this consolidation score as dependent 
variable and piano expertise, intelligence, gender and age (coded dichotomously 
as younger/older) as fixed factors revealed that expertise positively influenced 
consolidation (F1,117=5.694, p=0.019) whereas age had a negative effect (F1,117=11.014, 
p=.001). We observed an interaction between motor expertise and age (F1,117=4.828, 
p=.03). Simple effect tests showed no significant impact of expertise in the young 
participants (F1,117=.017, p=.898), but a benefit of motor schema for the older participants 
(F1,117=10.499, p=.002). For the piano players, effects of consolidation did not diminish 
with age (F1,117=.132, p=.717), whereas we observed within the non-piano group reduced 
overnight consolidation for older participants (F1,117=15.381, p=.0001). Motor schema 
and gender also showed an interaction (F1,117=4.061, p=.046), with simple effect tests 
revealing a positive influence of expertise for females (F1,117=4.502, p=.036) but not 
significantly for males (F1,117=.527, p=.469). Neither intelligence (F1,117=.202, p=.654) nor 
gender (F1,117=.980, p=.324) showed a significant main effect. 
128 participants
64 piano players 64 control participants
32 normally
intellegent
32 Mensa members
(IQ>130)
32 normally
intellegent
32 Mensa members
(IQ>130)
16f 16m 16f 16m 16f 16m 16f 16m
18-70 years old – matched across cells
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Supplemental discussion
Interaction of gender and piano expertise. We observed that female non-piano 
players were significantly worse than males with the pattern being reversed within 
the piano players. Menstrual cycle effects on offline memory consolidation have 
been reported: women’s offline motor memory consolidation profits from a nap only 
in the mid-luteal phase of the menstrual cycle.[189] We speculate that similar effects 
might be observed for a whole night of sleep. Therefore, during the task in our main 
experiment, some woman will likely have been in the mid-luteal phase whereas 
others were not. This would lead to profits from a window of offline consolidation 
including sleep only for the subset of the female participants who were in their mid-
luteal phase. In turn, on average female participants would have shown a decrease 
in offline consolidation compared to men. Similar to the compensation effect of the 
piano expertise for aging, this decrease might be compensated in the young female 
piano players. Hence, it is possible that the piano expertise compensating for the 
menstrual cycle related average decrease observed in the female participants. 
However, as we did not control for menstrual cycle or hormonal contraception, this 
explanation remains speculative.
Appropriateness of the fingertapping task as a model for playing the piano. In 
our study we used an established finger tapping task as a simple model for playing 
the piano. As for every model, there are simplifications that are not part of the to-
be-modelled entity; however, a large part of the fine motor skills used for the task 
is similar to piano playing. Since we lack e.g. neuroimaging data of finger tapping 
and piano playing, unfortunately we cannot demonstrate the appropriateness of 
the finger-tapping model of piano playing on the level of underlying neurobiology. 
However, we consider the significant difference in baseline performance on day 1 
between piano and non-piano group as a proof of concept for the appropriateness 
of the finger-tapping model of playing the piano. Given that the focus of our study 
is on motor learning speed and off-line consolidation, not on baseline performance, 
this proof of concept is independent from the main outcome variables, and thus 
not circular. On a more specific level, we would like to point out that the strongest 
similarity of the finger tapping task is probably not with playing a symphony on the 
piano but rather with finger exercises piano players would regularly perform during 
practice. In our study we utilised a modified computer keyboard a more naturalistic 
situation might be to perform the task on a piano instead. We would expect that in line 
with previous work the effects we observed might have been even stronger: Repp & 
Knoblich [218] found in an action observance task that piano players compared to 
non-piano players showed a strong action direction effect while observing someone 
using a keyboard; this effect was stronger when a piano was used. Non-piano 
players did show this pattern.
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 ABSTRACT 
In the last few years the involvement of the medial prefrontal cortex (mPFC) in 
memory processing has received increased attention. It has been shown to be 
centrally involved when we use prior knowledge (schemas) to improve learning of 
related material. With the mPFC also being one of the core hubs of the default mode 
network (DMN) and the DMN’s role in memory retrieval, we decided to investigate 
whether the mPFC in a schema paradigm acts independent of the DMN. We tested 
this with data from a cross-sectional developmental study with a schema paradigm. 
During retrieval of schema items, the mPFC decoupled from the DMN with the 
degree of decoupling predicting memory performance. This finding suggests that a 
demand specific reconfiguration of the DMN supports schema memory. Additionally, 
we found that in the control condition, which relied on episodic memory, activity in 
the parahippocampal gyrus was positively related to memory performance. We 
interpret these results as a demand specific network reconfiguration of the DMN: 
a decoupling of the mPFC to support schema memory and a decoupling of the 
parahippocampal gyrus facilitating episodic memory.
 
Interaction of the mPFC and the DMN during schema recall 95
 INTRODUCTION
Historically, declarative memory is most often associated with the medial temporal 
lobe. However, in the last years, especially with the introduction of the ideas of 
schemas in cognitive neuroscience [17,28,56,195], the medial prefrontal cortex 
(mPFC) received more attention in the context of mnemonic processes. A schema 
is a knowledge structure that guides encoding, consolidation and retrieval of 
information that we can relate to prior knowledge (the schema) [195]. The standard 
model of memory consolidation postulates that memories depend initially on the 
hippocampus and over time, with the help of the prefrontal cortex, are stored in the 
neocortex independent of the hippocampus [219,220]. Having a schema available 
seems to dramatically accelerate this process of consolidation [17,28]. For this 
acceleration the mPFC is thought to link the new information to its relevant schema 
[56,96]. Almost all the information we learn in our lives is related to something 
we already know. Thus, to understand the human memory better it will help to 
understand how the dynamics of the mPFC affect memory consolidation.
When investigating the mPFC in memory processing, there are at least two 
difficulties. First, the mPFC is a functionally very heterogeneous area. It is not only 
implicated in schema processing, but also in other areas of cognition such as for 
example social cognition [221] and affective processing [69]. Second, it is one of the 
core hubs of the default mode network (DMN), a network that was named after its 
feature that it deactivates when any task is performed and it activates during rest 
[60,61]. It’s activation during rest has been linked to self-referential thought [71], 
to mind-wandering [70] and autobiographic memory retrieval [75]. The overlap 
between these different aspects is likely not a coincidence but rather reflects shared 
underlying neural mechanisms. Especially due to the DMN’s involvement in memory 
retrieval, understanding its relation to the mPFC during schema memory might 
help us to understand schema processing better. Furthermore, understanding the 
dynamics between the mPFC and DMN interaction might help to illuminate the role 
of the DMN beyond its task-negative function. 
Activation in areas of the DMN is regularly reported for a range of cognitive 
processes. Substantial overlap of task activation with DMN is reported for social 
cognition [221,222], affective processing [69], autobiographical memory and more 
general memory retrieval [69]. Especially the DMN’s involvement in mnemonic 
processes suggests a relation between the PFC in schema memory and its function 
as hub of the DMN. Additionally, activity of the DMN under rest is linked to mind 
wandering [70]. Mind wandering depends on recalling memories and constructing a 
narrative to “wander in”. Schema memory in a quite similar fashion relies on recalling 
information from the schema which then is integrated with the information that 
needs to be encoded or recalled. This analogy in processing makes it likely that the 
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mPFC is not just coincidentally involved in the DMN and schema memory. More 
generally, such analogous processing might explain why the DMN is involved in so 
many aspects of cognition. The explanation for this overlap could be that there is set 
of computations that is used for all these aspects of cognition. 
A second argument for an interrelation of the DMN and task activation of the mPFC 
is the strong coupling between resting state dynamics and task activation in general. 
We know for some time that on average there is a strong overlap between resting 
state networks and task dynamics [114]. However, more recently it has been shown 
that individual task activation can be accurately predicted from resting state data 
[148,223]. That predicting task activation is possible on the basis of resting state alone 
suggests that a lot of the information task activation reflects is already contained in 
the resting state dynamics. Therefore, if one looks at task activation one might only 
see the tip of the iceberg. Taking into account the ongoing brain processes, reflected 
in resting state networks, might help us to get a finer understanding of task related 
processing. One paper that nicely illustrates this is an investigation into the default 
mode network while performing a very simple finger opposition paradigm [77]. The 
authors showed that the DMN reconfigured itself during the task, notably changing 
its connectivity towards the somatomotor network. During the task performance 
(and fixation parts between trials) connectivity of the DMN to a cluster in the left 
superior frontal gyrus correlated with behavioural performance; suggesting a 
beneficial network reconfiguration. This study supports the notion that resting state 
networks reconfigure themselves in a demand specific fashion to support behaviour 
[224]. 
Recalling a schema memory activates the mPFC, a core hub of the DMN. It could be 
that schema memory is simply a feature of the DMN. Activation of the mPFC would 
then reflect a modulation of the DMN as a whole, with the mPFC being most visible 
as one of its core hubs. Alternatively, it could be that the mPFC, in an adaptive fashion, 
decouples itself from the DMN to enable schema memory. To investigate this, we re-
analysed data from a large cross-sectional developmental study (chapter two). In this 
study, participants first acquired a schema and then later learned new information. 
They could relate the information either to the schema (schema condition) or not 
(control condition). We tested whether the mPFC decouples itself from the default 
mode network under the schema condition relative to the control condition. 
Interaction of the mPFC and the DMN during schema recall 97
 METHODS
Participants 
Ninety right-handed native Dutch-speaking volunteers participated in the original 
study (chapter two) which tested three different age groups: Thirty adults aged 
between 25-32 years old (M = 26.9 years, SD = 21.9 months, 12 male), twenty-
nine adolescents aged 18 (M = 18.5 years, SD = 3.1 months, 10 male) and thirty-one 
children aged between 10-12 years old (M = 11.0 years SD = 8.8 months, 8 male). 
All subjects had normal hearing and normal or corrected-to-normal vision. All 
participants were required to have no history of injury or disease known to affect 
the central nervous system function (including neuropsychological disorders such 
as dyslexia, autism and ADHD) and to not have MRI contraindications. Adults and 
adolescents were recruited from the student population of Radboud University, 
Nijmegen, and from the surrounding community. Children were recruited through 
presentations and flyers at local schools. The study was approved by the institutional 
Medical Research Ethics Committee (CMO Region, Arnhem-Nijmegen). Written 
informed consent was obtained prior to participation from all participants who were 
at least 18 years old; for the children participating both parents signed the informed 
consent. Of these 90 participants 3 children had to be excluded (1 did not want to 
complete the study, 1 moved excessively in the scanner, 1 due to an experimenter 
error); 2 adolescents were excluded as they did not complete the training at home; 1 
adult had to be excluded due to an experimenter error. Of these 83 participants that 
completed the study we excluded 11 (6 children, 1 adolescent, 4 adults) participants 
that had fewer than 7 correct trials in one of the condition. This was done to prevent 
the high variability of fMRI activation in those participants to influence the results. All 
analysis focussed on this final set of 72 participants (21 children, 26 adolescents and 
25 adults).
Behaviour 
For this study we used data from a cross-sectional developmental study (chapter 
two) We decided to use this sample for two reasons. Not only was the task well 
suited, in the context of the study multiple measures were acquired. These additional 
measures could help to characterise any effect we observe better by relating it to 
behaviour. Furthermore, due to the study’s developmental dimension the sample 
size was substantially bigger compared to most studies. We summarise the design 
here as far as it is necessary to understand it for the analysis and results. For details 
we refer the interested reader to our previous paper or the initial publication of the 
task [40]. The task was an object-location paradigm, similar to the game of “Memory/
concentration“. Participants had to learn the layout of two boards containing in total 
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160 object-location associations. One board would contain the schema condition in 
which participants could use their prior knowledge to incorporate new associations 
in their schema, whereas the other board – the no-schema board – was a control 
condition. Over the first four days participants systematically learned the layout of 
the initial 40 schema associations; forming the experimental schema. On the no-
schema board this systematic learning was prevented by the daily shuffling of the 40 
control associations. In each session each object was presented three times followed 
by feedback about the correct location. On day five the 80 new associations were 
added on both boards: The 40 new schema, and the 40 new control associations. 
On the schema board participants could use their schemas to integrate the new 
associations whereas on the no-schema board this was not possible as the positions 
were randomly shuffled every day. Two days later participants returned to the 
lab and performed the retrieval test for all 160 associations. From the retrieval we 
obtained one score per condition: the schema associations, the control associations, 
the new schema and the new control associations. The trial structure during retrieval 
was as follows. One trial started with a cue, indicating the location for which object 
had to be retrieved, for 3s. Then, there was the response window of 3s followed by an 
inter trial interval with only a black fixation cross on screen for 2.5-7.5s. The inter trial 
interval was drawn from a uniform distribution. There was no feedback presented 
during recall. To keep the trial length and the visual input consistent across subjects 
the board would still be presented for the whole duration of the response window, 
independent of whether the response was already given. For relating behavioural 
performance to the decoupling of the mPFC we used two different aggregate 
scores: the schema benefit and a measure of general memory. The schema benefit 
quantifies how much participants profited from utilising the schema. It is calculated 
by subtracting the performance on the new associations in the control condition 
from that in the schema condition. As a measure of general memory performance 
independent of schema we calculated the average across the new associations. This 
score does not include the two training conditions as performance in those is not 
comparable due to the schema manipulation. Before calculating the average, we 
z-transformed both scores separately per group (children, adolescents and adults). 
MRI data acquisition
Participants were scanned using a Siemens Magnetom Skyra 3 tesla MR scanner 
equipped with a 32-channel phased array head coil. The recall task comprised 
935 volumes that were acquired using a T2* – weighted gradient-echo, multiecho 
echoplanar imaging sequence with the following parameters: TR = 2100ms; 
TE1 = 8.5ms, TE2 = 19.3ms, TE3 = 30ms, TE4 = 41ms; flip angle 90°; matrix size = 
64 x 64; FOV = 224mm x 224mm x 119mm; voxel size = 3.5mm x 3.5mm x 3mm; slice 
thickness = 3mm; slice gap = 0.5mm; 34 slices acquired in ascending order. As this 
sequence did not provide whole brain coverage we oriented the FOV in a way that 
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the hippocampus and the prefrontal cortex were fully inside and that only a small 
superior part of the parietal lobe was outside the FOV.
For the structural scans we used a T1-weighted magnetisation prepared, rapid 
acquisition, gradient echo sequence with the following parameters: TR = 2300ms; TE 
= 3.03ms; flip angle 8°; matrix size = 256 x 256; FOV= 192mm x 256mm x 256mm; 
slice thickness = 1mm; 192 sagittal slices.
MRI preprocessing
Preprocessing was done using a combination of FSL tools [102], MATLAB (Natick, MA: 
The MathWorks) and ANTs [103]. From the two structural scans we generated an 
average using rigid body transformations from ANTs [103], this procedure removed 
small movement induced noise. From the two scans and the average we always 
selected the scan with the least amount of ringing artefacts for all future analysis. 
If no difference was visible we used the average scan. These scans were denoised 
using N4 [104] and generated a study specific template with an iterative procedure 
of diffeomorphic registrations [105]. For the registration of the functional volumes we 
resampled the created template to a resolution of 3.5mm isotropic. Using Atropos 
[106] the anatomical scans were segmented into 6 tissue classes: cerebrospinal fluid, 
white matter, cortical grey matter, subcortical grey matter, cerebellum and brainstem. 
The segmentation also produced individual brain masks.
For the functional multiecho data we combined echoes using an in-house build 
MATLAB script. It used the 30 baseline volumes acquired during resting period 
directly before each part of the task to determine the optimal weighting of echo-
times for each voxel (after applying a smoothing kernel of 3mm full-width at half-
maximum to the baseline volumes), by calculating the contrast-to-noise ratio for 
each echo per scan. This script also directly realigned the volumes using rigid body 
transformation. Afterwards the volumes were smoothed using a 5mm full-width at 
half-maximum Gaussian kernel and grand mean intensity normalisation was done 
by multiplying the time series with a single factor. Younger participants tend to move 
more than older ones. For a developmental study it is thus important to minimise 
the effect of motion in the data. For this purpose we applied AROMA, a state of the 
art motion denoising algorithm that that uses independent component analysis 
decomposition of the data to identify movement and other noise signal [107,108]. 
Variance in the BOLD signal that could only be explained by components identified 
in this manner was regressed out. Afterwards we regressed out signal stemming 
from the cerebrospinal compartments and from the white matter by extracting the 
signal from individual generated segmentations using ANTs [106]. As a last step a 
100s highpass filter was applied.
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Boundary based registration was first calculated from native functional to native 
structural space using FLIRT [109]. We then calculated nonlinear registration from 
native structural space to the study template with FNIRT [110]. The warping was done 
in a way that every functional volume was only resliced exactly once after the initial 
realignment. For displaying the final results we warped the final maps to MNI space 
using the nonlinear registration of ANTs [105].
 RESULTS
First, to establish whether the mPFC decouples itself from the DMN during the 
retrieval of schema items. We generated one mask for the DMN using the DMN mask 
from [114] and thresholded it at z>3.5. From that mask we then generated our second 
ROI, the mPFC mask, by removing all clusters except the one mPFC cluster. Then 
using simultaneous spatial regression with both masks as input, we generated one 
time series for each of the two ROIs. These time series reflect the dynamics of the 
mPFC corrected for the dynamics of the DMN and vice versa. We z-standardised both 
time-series by subtracting the grand mean and dividing by the standard deviation. 
To compare the temporal dynamics between conditions and to generate peri-
stimulus plots, we extracted a window of 7 volumes (12.6s in total) at the onset of 
each trial from two time series; these values were then averaged separately per 
condition.
To test the resulting curves for differences we used a repeated measures ANOVA 
with the 3 time points during which the hemodynamic response function should 
peak (4.2s, 6.3s, 8.4s). The model had the factors schema (schema & new schema 
vs. control & new control), initial or new (schema & control vs. new schema & new 
control), region (mPFC vs. DMN), time (4.2, 6.3, 8.4s) and to model age-related 
differences we included the between subject factor, group (children, adolescents, 
adults).
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FIGURE 1  Decoupling of the mPFC during retrieval of schema memories. By simultaneously 
regressing the medial prefrontal cortex (mPFC) against the default mode network (DMN) time 
series and vice versa, we isolated their differential activations during the cued retrieval task. We 
found that across all conditions the DMN corrected for the mPFC shows its typical pattern of task-
induced deactivation. The mPFC mostly followed that pattern, except for the condition of the schema 
associates in which its activation was not reduced as it was in the remainder of the DMN. The shaded 
area depicts the standard error of the mean. The y-axis depicts z-standardised activity.
Comparing the dynamics of the mPFC and the DMN during the successful retrieval of 
object-location associations we found a condition specific dissociation of the mPFC 
when corrected for DMN dynamics. During retrieval of the schema associations, 
the activity level of the mPFC did not change whereas in the other conditions the 
mPFC deactivated with task onset; as the DMN did (Fig. 1). Focusing on the most 
relevant time window (trial onset + HRF delay) this effect is reflected in the three-
way interaction of Region x Schema x initial/new (F(1,69)=16.1, p<.001, hp2=.19). The 
three-way interaction is driven by the Schema x initial/new interaction in the mPFC 
(F(1,69)=60.57, p<.001, hp2=.47) that is not evident in the DMN (F(1,69)=.06, p=.81, 
hp2=.001). There was no indication of a significant difference of any of these effects 
between the different age groups. As we did not find any significant influence of age 
we collapsed across the three groups for the remaining analysis. 
In order to assess the behavioural relevance of this decoupling of the mPFC in the 
schema condition we tested whether the magnitude of decoupling in the schema 
vs. the control condition would predict memory performance. We indeed found 
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DMN corrected for mPFC
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new schema 
new control
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positive correlations for the difference of the schema and control activation with the 
schema benefit (r(69)=.28, p=.02) and mean memory performance (r(69)=.24, p=.04); 
to be statistically more conservative, for both these correlations, we excluded one 
participant as his data would have increased the correlation substantially. Thus, 
recruiting the mPFC seems to have improved performance for the schema items. On 
top of that, participants that more adaptively recruited the mPFC in the schema over 
the control condition showed better memory overall. 
As previous work has shown that the connectivity to the medial temporal lobe is 
gated through the parahippocampal gyrus [225], we tested whether it exhibits the 
complementary behaviour for the non-schema, general memory condition. Our 
mask was based on the Harvard-Oxford atlas included in FSL [226]. Indeed we found 
the exact opposite correlation: the difference control minus schema was positively 
correlated to the mean memory performance (r(69)=.29, p=.013, again the same 
participant excluded) in the parahippocampal gyrus. In conclusion, participants 
that activated the mPFC stronger in the schema over the control condition had 
better memory performance. Complementary, participants who activated the 
parahippocampal gyrus stronger in the control over the schema condition also 
showed better memory performance for the new paired associates. 
 
FIGURE 2  Decoupling predicts memory. The degree to which the mPFC is activated in the schema 
condition over the control condition was positively correlated with memory performance. Wondering 
whether for the control condition we would see the same pattern in the medial temporal lobe, we 
found the parahippocampal gyrus to exhibit the opposite relationship: the stronger activation was in 
the control condition over the schema condition, the better was the memory performance. Memory 
performance here is averaged across the separately z-standardised new schema and new control 
performance. The solid line and squares represent the individual decoupling of the mPFC, the dashed 
line and circles represent the decoupling of the pHG. 
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 DISCUSSION
We found that the mPFC decoupled from the DMN during retrieval of schema 
memories. Whereas activity in the mPFC stayed constant during the schema 
condition, the posterior part of the DMN exhibited the typical task negative pattern. 
During retrieval of purely episodic memories in the control condition, both the 
mPFC and the posterior DMN deactivated synchronously. The stronger the mPFC 
decoupled in the schema relative to the control condition, the more a participant 
benefitted from schema and the higher was their overall memory performance. The 
decoupling of the mPFC from the DMN suggests that schema facilitation is enabled 
by a specific reconfiguration of the DMN.  
In previous research on the encoding or retrieval of schema memories, activation 
of the mPFC has repeatedly been associated with successful memory for schema 
items [29,34,42,45,56]. However, these papers did not report systematic activation 
of the DMN as a whole. Our account of the mPFC decoupling from the DMN during 
schemas are in line with a selective activation of the mPFC: If in those studies the 
mPFC decoupled from the DMN in the same way as we found, the mPFC would 
show a relative activation compared to a control condition whereas the remainder 
of the DMN would not show such activation. The decoupling of the mPFC could 
indicate a task-specific network reconfiguration of the DMN [224,227]. Vatensever 
and colleagues [77] demonstrated such a reconfiguration of the DMN during a 
finger opposition paradigm. During their task the posterior cingulate cortex, a hub 
of the DMN, changed its connectivity towards regions associated to motor planning. 
Analogously, two of the schema studies mentioned above indicate a reconfiguration 
of connectivity of the mPFC towards regions that encode the schema content. In 
one study, participants had to remember associations between textile fabric, visual 
patterns and the type of clothing they supposedly originate from [29]: During the 
schema condition there was increased connectivity between the mPFC and a 
cluster in the somatosensory cortex, the stronger this connectivity the more the 
participants profited from the schema. In another schema study participants had to 
learn associations between famous faces and houses [42]. For the schema condition 
the study reported activation of the mPFC together with regions representing the 
stimulus content like the posterior place region and the fusiform face area. If the 
mPFC dynamic indeed reflects a task-specific reconfiguration, both these studies 
give an indication how this reconfiguration could look like: a shift away from the 
DMN network towards regions that contain the content of the schema. For example 
the tactile representation of the fabric [29] or the identity of the stimulus [42].
When we found the decoupling of the mPFC, likely indicating a more suited network 
configuration for schema processing, we wondered whether there would be a 
complementary reconfiguration of the DMN that benefited episodic processing 
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during the no-schema condition. Therefore, we tested whether activity of the 
parahippocampal gyrus would also be associated to memory performance. We 
chose the parahippocampal gyrus as it is the primary hub of the DMN within the 
medial temporal lobe [225]. Indeed, we found that its activity in the control condition 
over the schema condition positively predicted memory; the exact opposite relation 
compared to the mPFC. 
The links between both the mPFC and the parahippocampal gyrus to memory 
performance were related to the memory performance averaged across the new 
schema and the new control condition. We see this pattern of results as evidence 
for two different memory systems that are recruited in an adaptive fashion. With 
schemas available the mPFC decouples whereas for the episodic memories 
the parahippocampal gyrus decouples. The more strongly the mPFC and the 
parahippocampal gyrus decoupled, the more strongly the network reconfigured 
itself, the better their overall performance was. The results are in line with previously 
reported demand specific reconfiguration of the DMN being associated with good 
performance in a finger opposition [77] and a narrative comprehension task [78]. 
Overall this shift, between a state that favours schema and one that favours episodic 
memory, suggests that schema processing is not an integral feature of episodic 
memory but rather a separate system that takes over if there is prior knowledge 
available as suggested previously [123]. 
For our study we used a developmental sample of children of around 10 years of 
age, adolescents that were 18 and adults that were above 25. Across these age 
ranges we did not find any age related differences either in the decoupling itself 
nor in the association of the decoupling to the performance. All groups showed the 
same dynamics. Only the children showed numerically smaller activity changes, 
those were not significant though. Of course, this null finding cannot be confidently 
interpreted in either direction, but it could potentially reflect that the DMN is by age 
10 matured enough to enable this demand specific network reconfigurations [228]. In 
particular, a previous longitudinal study did not find any maturational differences of 
the DMN in the mPFC cluster we found for the decoupling between the ages 10 and 
13 [229]. 
To conclude, we found that the retrieval of schema memory is not a feature of the 
DMN but rather a demand specific reconfiguration of it. During retrieval the mPFC 
decouples from the DMN to facilitate schema memory. Complementarily, in trials 
that relied on episodic memory, decoupling of the parahippocampal gyrus was 
associated with high levels of memory performance. Together, we interpret these 
findings as demand specific reconfiguration of the DMN. The better participants 
could adjust their network state based on task demands, the better they performed. 
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 ABSTRACT
Participants of the annual World Memory Championships regularly demonstrate 
extraordinary memory feats such as memorising the order of 52 playing cards in 
20 seconds or 1000 binary digits in 5 minutes. On a cognitive level, memory athletes 
use well-known mnemonic strategies such as the method of loci. However, whether 
these feats are enabled solely through the use of mnemonic strategies or whether 
they benefit additionally from optimised neural circuits is still not fully clarified. 
Investigating 23 leading memory athletes, we found their right hippocampal and 
caudate volumes were more strongly correlated with each other compared to 
matched controls; both these volumes positively correlated with their position in 
the memory sports world ranking. Furthermore, we observed larger volumes of the 
right anterior hippocampus in athletes. Complementing these structural findings, 
on a functional level, fMRI resting state connectivity of the anterior hippocampus 
to both the posterior hippocampus and caudate predicted the athletes rank. While 
a competitive interaction between hippocampus and caudate is often observed 
in normal memory function, our findings suggest that a hippocampal-caudate 
cooperation may enable exceptional memory performance. We speculate that this 
cooperation reflects an integration of the two memory systems at issue enabling 
optimal combination of stimulus response learning and map based learning when 
using mnemonic strategies as for example the method of loci.
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 INTRODUCTION
People differ in their ability to memorise information. However, participants of 
memory championships – memory athletes – exhibit a completely different scale 
of memory performance. They are able to memorise more information quicker 
and more reliably than what is within the normal range of memory performance: 
Remembering 300 random words in only 15 minutes without a single mistake is not a 
feat one can just perform. However, the memory athletes tested here are capable of 
this and similar feats. One central pillar of their success is a mnemonic strategy that 
is known for its encoding efficacy since ancient Greece: the method of loci [133,230]. 
Users of this strategy mentally navigate a familiar route and at separate loci – 
distinct landmarks along the route – visualise placing the information there. This 
combination of map-based spatial memory and associative memory has repeatedly 
been demonstrated to enhance memory for a broad variety of information [134]. 
Successful memory athletes attribute their memory performance mainly to the 
method of loci [131,132]. Little is known, however, why the method of loci facilitates 
memory retention so strongly. One explanation might be that the method engages 
different memory systems synergistically. In the classification of memory 
subsystems two aspects are often contrasted [231]: habits or simple stimulus-
response association [232–234] and more episodic and map like representations 
[235,236]. While the former is linked to the caudate nucleus, the latter is linked to 
the hippocampus. This division is exemplified in the context of navigation: A stimulus 
response strategy would rely on simple association of landmarks and actions (“turn 
right at the church”). In contrast, navigation using the map based system would rely 
on an internal map of the environment. As efficiency of these two systems depends 
on the environmental context, they often compete for the task at hand so the ideal 
system for the task is utilised [237,238]. 
During the method of loci, new information need to be associated with loci; and 
after successful encoding of one piece of information one needs to navigate to the 
next locus as quickly as possible. For the association [233,234] and the automatic 
navigation along a fixed route [239,240] the caudate is ideally suited. Memory 
athletes routinely create a vivid visual image for the association of new information 
on the loci. For the vividness [241], for constructing a visual scene [242,243] and 
for maintaining a map of the whole set of information along the route [235] the 
hippocampus is usually recruited. As some of these aspects are more strongly 
associated to a stimulus response approach while others would profit more from 
a map like episodic approach, a cooperation of the two systems could provide large 
benefits. Both the method of loci and the pegword method, a similarly associative 
non-spatial mnemonic, show caudate activity during encoding, however only the 
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former elicits increased hippocampal activation [85]. This supports the specific 
involvement of the hippocampus in the spatial dimension of the method of loci.
In the general population, there is substantial evidence for a competitive interaction 
of the hippocampus and caudate: during spatial navigation, lesioning the one system 
improved performance based on the other system and vice versa [237]. This double 
dissociation implies that when both systems are intact, they are competing for the 
task at hand, which in turn reduces their efficiency [81,244]. However, using early 
stage Huntington disease as a model for caudate lesions, a compensatory role of 
the hippocampal system has been observed; while caudate function decays the 
hippocampus can rescue the loss of functionality. Furthermore, in the same study 
the authors observed a cooperative interaction of the memory systems in healthy 
controls which facilitated route recognition performance [82]. We hypothesise 
a similar cooperative interaction between the hippocampus and the caudate in 
memory athletes to facilitate their memory performance as it supports the method 
of loci optimally.
We investigated 23 athletes out of the Top-50 of the memory sports world 
ranking and 23 controls matched for age, sex, and IQ. To study whether memory 
athletes show a stronger synergy between hippocampal and caudate processing, 
we combined structural analysis and functional analysis of resting state brain 
connectivity. We are not comparing task activation of memory athletes to matched 
controls as that is confounded by performance differences. Therefore, it is difficult to 
distinguish whether observed differences in activation are cause or consequence of 
behavioural differences. 
In contrast to matched controls, athletes might exhibit more refined mechanisms for 
mnemonic processing or utilise a qualitatively different approach in terms of neural 
processing. To capture both of these differences our analysis strategy is two-fold: 
comparing our sample to matched controls we test how they differ structurally and 
functionally; relating structural and functional variation within the athlete sample to 
their position in the world ranking we investigate what predicts their success. The 
two analyses complement each other. The comparison to the control group can 
reveal anatomical changes common among the athletes, while the association to the 
world ranking can identify anatomical patterns that are central to the success of the 
athletes. 
We hypothesise that a specific trait or the massive training of the memory athlete 
is associated to structural differences in volumes of the hippocampus and caudate; 
these should be accompanied by functional interactions that facilitate the synergistic 
use during the method of loci. 
Hippocampus-caudate nucleus interactions support exceptional memory performance 111
 METHODS
Sample
The mnemonic ability of the memory athletes is represented by their position in the 
international memory sports world rankings (www.world-memory-statistics.com). 
This ranking is based on a score that is calculated on the basis of their personal 
performance records in memory competitions that test 10 memory disciplines. We 
recruited 23 Memory athletes (age: mean 27.8 years, range 19-51 years; 14 males) 
of the Top-50 (at the time of their participation: 2010-2013) of the memory sports 
world rankings via email, phone calls or personally. All of these participants attribute 
their superior memory skills to deliberate training in mnemonic strategies. Control 
participants (age: mean 28.1 years, range 20-53 years; 14 males), were matched for 
age, sex, handedness, smoking status, and IQ. Where relevant, to ensure matching 
with the generally high intellectual level of the memory athletes, control participants 
were recruited among gifted students of academic foundations and members of 
the Mensa society (www.mensa.de) via mailing lists. All participants were paid and 
provided written informed consent to the study in line with the approval by the ethics 
committee of the Medical Faculty of the University of Munich. 
Procedure
The control participants performed a fluid reasoning test [152] and a standardised 
memory test [151] during a separate screening session, furthermore we checked for 
the following exclusion criteria: experience in mnemonic strategies, psychiatric or 
neurological history, drug abuse. The standardised memory test was conducted to 
avoid including participants that are naturally exceptional memorisers. We planned to 
exclude participants with a performance of more than two standard deviations above 
the mean according to the test norms; however none of the participants reached this 
criterion. Most of the memory athletes already completed the fluid reasoning test for 
a separate earlier study; the remaining ones completed it after the MRI part. For all 
the control participants and athletes, we first acquired an anatomical scan followed 
by an 8 minute resting state scan. As part of another study, 17 participants of both 
the control and athlete sample performed a word encoding task followed by another 
resting state scan and a diffusion weighted anatomical scan. Immediately after 
leaving the scanner, participants had to indicate on a 4-point scale if they had been 
continuously alert, partly tired, partly drowsy, or partly asleep during the rs-fMRI 
scan, and if they had their eyes closed during the resting state and open during the 
encoding session. Analysis of this data indicated that all participants adhered to the 
eyes closed instructions and no participant reported having been drowsy or asleep 
during rs-fMRI.
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MRI data acquisition and analysis
All imaging data were collected at the Max Planck Institute of Psychiatry, Munich, 
using a 3T (GE Discovery MR750) scanner with a 12-channel head coil. A standard 
localiser and a 3D T1-weighted anatomical scan (TR 7.1 ms, TE 2.2 ms, slice thickness 
1.3 mm, in-plane FOV 240 mm, 320×320x128 matrix, 12° flip angle) preceded fMRI 
data collection. Eight minutes of resting state fMRI with eyes closed were collected 
(EPI sequence, TR 2.5 s, TE 30 ms, flip angle 90°), covering the whole brain with 34 
slices, using a 64×64 matrix with 3 mm slice thickness and 1 mm slice spacing, and a 
field of view of 240 x 240 mm2. The images were AC–PC aligned and acquired using 
an interleaved slice acquisition scheme.
Volumetric analysis
The anatomical images were bias field corrected using N4 [104]. We then used the 
advanced normalisation toolbox (ANTs) [103] to generate a study specific template 
using an iterative procedure of diffeomorphic registrations including all structural 
scans [105]. This template was used as a reference for all further functional 
and structural registrations. This kind of template has been demonstrated to be 
especially useful for nonstandard populations that show hippocampal alterations 
[245]. For the registration of the functional volumes we resampled the template to an 
isotropic resolution of 2mm.
For segmenting the hippocampus we used a semiautomatic procedure. In a first step 
a subset of hippocampi was manually segmented by a trained anatomist (MML), we 
then used this to train a multi-atlas segmentation algorithm with joint label fusion 
implemented in ANTs [246]. This was then applied to automatically segment all 
hippocampi. To separate the hippomcampi into anterior (head) and posterior part 
(body + tail) we manually identified the uncal apex as detailed in [247] and [248] on 
the structural images. For segmenting the caudate nucleus we used FSL first [249].
From the segmentations volumes were extracted using FSL fslstats. All statistical 
analyses regarding the structural volumes were conducted using SPSS 21 (Armonk, 
NY: IBM Corp). To test for between group differences in hippocampal and caudate 
volumes we used linear mixed models. The model for the hippocampus included 
the fixed factors group, anterior/posterior hippocampus, hemisphere, intracranial 
volume, age and gender and a random intercept. The model for the caudate included 
the fixed factors group, hemisphere, intracranial volume, age and gender and a 
random intercept. To correct for violations of sphericity due to the small sample size 
we applied Greenhouse-Geisser correction to the F-statistics. To test the association 
of the hippocampus and caudate volumes with the world ranking position we used 
partial correlations controlling for differences in intracranial volume. Significance 
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of these correlations was determined after correction for multiple comparisons 
(Bonferroni corrections; 4 for hippocampus, 2 for caudate). Correlations were 
compared using Fisher r-to-z transformations [250]. P-values between 0.05 and 0.1 
are referred to as trend; values below 0.05 indicate significance. 
Functional connectivity analysis
The resting state scans were preprocessed using FSL 5.0.8 [102]: We applied 
motion correction using MCFLIRT, slice-timing correction, spatial smoothing using 
a Gaussian kernel of FWHM 6mm and normalisation of the entire 4D time series 
by a single multiplicative factor. The first two volumes were discarded to allow for 
the magnetisation to reach equilibrium. Next, we used ICA-AROMA to clean up the 
data from participant movement and other noise components using an independent 
component analysis approach [107,108]. Afterwards, we extracted the mean time 
series from the white matter and cerebrospinal fluid compartments and regressed 
these. Individual white matter and cerebrospinal fluid masks for each participant 
were obtained using a six class segmentation on the anatomical scans [106]. 
Finally, we applied a 100s high pass filter to remove slow drifts. Registrations to 
the study specific template were carried out using FLIRT to register the functional 
to the anatomical scans and FNIRT to register the anatomical scan to the study 
specific template [102]. To generate functional masks for the regions of interest for 
the functional analysis we registered the anatomical segmentations to the native 
functional space. 
To assess the functional connectivity we used a seed-based approach informed 
by the results of the volumetric analysis. In a first step for each subject, the first 
eigenvariate of the right anterior hippocampus was extracted. Using a general linear 
model this was then spatially regressed against the 4D time series resulting in one 
connectivity value per voxel. These connectivity images were then warped into 
group space using the above mentioned transformations. In the group space we 
calculated the statistics as described below. For 17 of the 23 athletes and for their 
respective pairs in the matched controls we had a second resting state scan from 
the same scanner with identical parameters as they participated in an additional 
study. To increase reliability, when available we generated the connectivity map for 
both scans and combined them using fixed effects before using them in the group 
analysis resulting in increased connectivity estimates. 
All comparisons for the functional connectivity analysis were tested for statistical 
significance using nonparametric permutation testing implemented in FSL 
randomise. We used 10.000 permutation samples and threshold free cluster 
enhancement (TFCE) [169,251]. For the between group comparison we used a two 
sample t-test whereas for the testing the association of functional connectivity and 
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the world ranking position we used a centred parametric regressor of the scores 
from which the world ranking is derived. While the t-test reveals how athletes 
would differ from controls the parametric regressor tests whether connectivity from 
the seed region to a different region correlates with the world ranking within the 
memory athlete sample. These results were then small volume corrected using a 
mask comprising the right caudate as well as the right posterior hippocampus. For 
reporting we warped the results in a final step into MNI152 space.  
 RESULTS
Volumetric analysis 
Comparing the hippocampal volumes of memory athletes with matched controls, 
we found a trend for a main effect of group (F(1,40.81)=3.585, p=.065), this was further 
qualified by the interaction of group and anterior/posterior (F(1,44)=5.41, p=.025) 
and an interaction of group and hemisphere (F(1,44)=5, p=.03). Follow up simple 
effect tests revealed an enlarged anterior hippocampus (MD=195.33, p=.016) but 
not posterior hippocampus (MD=-39.97, p=.44). Additionally, we observed a main 
effect of hemisphere (F(1,44)=89.97, p<.001) with the right hippocampus (MD=111.42, 
p=.021) but not the left (MD=43.94, p=.289) being larger in memory athletes. 
The three way interaction of group, anterior/posterior and hemisphere was not 
significant (F(1,44)=2.58, p=.115). From the covariates intracranial volume (F(1,41)=11.694, 
p=.001) but neither age (F(1,41)=.3, p=.581) nor gender (F(1,41)=.009, p=.932) showed 
a significant effect. As both the right hippocampus and the anterior portion were 
enlarged in athletes, the right anterior hippocampus exhibited the largest group 
difference (Fig. 1).
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FIGURE 1  Hippocampal volume difference of memory athletes vs. matches controls. Comparing 
the volumes of the hippocampi using mixed models showed two significant interactions: group with 
hemisphere (F(1,44)=5, p=.03) and group with position (anterior vs. posterior, F (1,44)=5.41, p=.025). The 
right hippocampus of athletes is larger compared to controls (MD=111.42, p=.021), furthermore the 
anterior part is also relatively enlarged in athletes (MD=195.33, p=.016). Together this leads to the 
biggest volumetric difference in the right anterior hippocampus. Error bars denote the standard error 
of the mean. 
Comparing the caudate volume between groups using a similar linear mixed model – 
only leaving out the anterior / posterior factor – we did not observe significant group 
differences: Neither a main effect of group (F(1,42.859)=.585, p=.449), nor of hemisphere 
(F(1,43.928)=.312, p=.579) nor an interaction of group and hemisphere (F(1,43.928)=.913, 
p=.345).
To test whether larger volumes of the hippocampus or caudate would be beneficial 
for the memory athletes, we correlated the structural volumes – separately per 
structure – to the position in the world ranking. The right posterior hippocampus 
(r(20)=.547, p=.008, Bonferroni corrected) and the right caudate (r(20)=.5, p=.018, 
Bonferroni corrected) predicted the ranking. The association of the hippocampus 
was specific for the posterior part as indicated by a significantly stronger correlation 
compared to the left (z=2.356, p=.018) and right (z=2.501, p=.012) anterior 
hippocampus (see Table 1 for a full list of the correlations). 
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Table 1 Association of hippocampus and caudate volumes to the memory sports world ranking. (A) 
Correlations for all hippocampal and caudate structures with the world ranking position. Significance 
at the p < 0.05 level is indicated with a * after applying Bonferroni correction. (B) Comparing the 
correlation of the structures to the ranking reported above between the different structures [250]. The 
values reported show whether the right posterior hippocampus and the right caudate nucleus show a 
significantly stronger correlation with the world ranking than the other structures. 
As both the right posterior hippocampus and right caudate correlated with the world 
ranking we tested whether they would in itself be strongly correlated or whether 
they are both independently linked to the world ranking. To test this we correlated 
these volumes with each other in both the athlete and control group and compared 
them: We observed a strong correlation between the volumes in memory athletes 
(r(20)=.633, p=.002), which was significantly larger than in the matched controls 
(z=2.2, p=.028) in whom it was not detectable (r(20)=0.05, p=.824). Taken together, the 
memory athletes exhibit a strong relation between the right posterior hippocampus 
and the right caudate volume; both of these volumes predict their ranking (Fig. 2)
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FIGURE 2  Volume of the right posterior hippocampus and the right caudate predicts the world 
ranking. Both the volume of the right posterior hippocampus (r(20)=.547, p=.008) and the right 
caudate (r(20)=.5, p=.018) significantly predicts the world ranking position of the memory athletes. 
Both correlations are corrected for intracranial volume. Furthermore, we found a strong correlation 
between these two volumes within the athletes (r(20)=.633, p=.008). This correlation is significantly 
stronger compared to the control group (z=2.2, p=.028). 
Functional connectivity 
We found the strongest volumetric group difference in the right anterior hippocampus 
(Fig. 1). One may expect the biggest difference to have a strong relevance for the level 
of memory performance, however, rather than the right anterior hippocampus, it was 
the volume of the right posterior hippocampus and the right caudate nucleus that 
predict the world ranking (Fig. 2). Using the resting state data, we now tested whether 
these two effects are functionally related, indicating a shared mechanism, or whether 
they are functionally unrelated, suggesting different mechanisms. To this end, we 
calculated the functional connectivity (Pearson correlation) of the right anterior 
hippocampus with the right caudate nucleus and the right posterior hippocampus.
There were no group differences in functional connectivity of the right anterior 
hippocampus between groups (p>.05). Within the athletes, functional connectivity 
from right anterior hippocampus to both the right posterior hippocampus and right 
caudate predicted the world ranking position (all p<.05, small volume corrected; Fig.3).
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FIGURE 3  Seed-based functional connectivity analysis of the right anterior hippocampus. (middle) 
We calculated the connectivity using the right anterior hippocampus as a seed (blue) to the right 
posterior hippocampus and the right caudate. The red areas demark voxels for which connectivity to 
the right anterior hippocampus significantly (p<0.05, tfce-corrected) predicts the world ranking of the 
memory athletes. (left, right) the same results displayed in MNI space for illustration purposes.
 DISCUSSION 
Comparing 23 of the world’s leading memory athletes with carefully matched 
controls, we observed enlarged hippocampal volumes, especially pronounced in 
the right anterior division. Caudate volumes in contrast did not differ significantly 
from those of matched controls. The position in the memory sports world ranking 
was predicted by both the volume of the right caudate and the right posterior 
hippocampus. Furthermore, the volumes of the right posterior hippocampus and 
the right caudate were strongly correlated within the athletes; this correlation 
was reduced in the matched controls. Using resting state data we observed 
an association between the structural group difference in the right anterior 
hippocampus and correlations with performance: Functional connectivity from the 
anterior hippocampus to both the right caudate and the right posterior hippocampus 
predicted the ranking. 
We suggest that these results are best understood in the context of cooperative 
hippocampal-caudate interaction that may enable the superior performance seen in 
memory athletes: We focused on the caudate nucleus and the hippocampus, because 
both the ability to create simple stimulus response associations – supported by the 
caudate nucleus – and the utilisation of map-like representations – supported by 
the hippocampus – are essential aspects of the method of loci. A differential neural 
architecture regarding these structures that makes memory athletes more apt at 
utilising the method of loci might manifest itself in two ways: First, athletes might be 
characterised by enlarged pivotal brain structures; second, they might utilise neural 
mechanisms not readily available to normal controls. For this reason, we compared 
our sample of memory athletes with matched controls, and complementarily we 
related the structural and functional variation we find in the sample of memory 
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athletes to their position in the world ranking, thus identifying what makes certain 
memory athletes especially successful. 
Three of our results provide evidence for the model that memory athletes utilise 
hippocampal-caudate interactions in a cooperative fashion to enhance their ability to 
memorise information: volumes of the posterior hippocampus and caudate nucleus 
were associated with the world ranking; these two volumes are more strongly 
correlated with each other within the athletes compared to the matched controls. 
Functional connectivity during rest of the anterior hippocampus to both the posterior 
hippocampus and the caudate nucleus predicted the world ranking. Memory 
athletes with both a large posterior hippocampus and caudate nucleus were capable 
of more impressive memory feats across different disciplines of memorising. On 
top of that the better athletes showed a stronger functional connectivity between 
those two regions and the anterior hippocampus – a region that showed the largest 
volumetric difference relative to matched controls. As memory athletes attribute 
their exceptional memory abilities to mnemonic strategies such as the method of loci 
[131,132], we propose that our findings reflect the degree to which the athlete’s neural 
architecture supports the use of mnemonic strategies. 
In the past the focus the debate of the interaction between the caudate and the 
hippocampal memory systems was on a competitive interaction [237], with the 
systems competing for solving the task at hand [80]. The central evidence for 
competition that has been replicated multiple times by now is the following: Before the 
animals solve a navigational task in which different task requirements can be fulfilled 
by either system, one of the relevant structures gets lesioned. Trivially, behaviour 
depending on this structure drops substantially. But importantly, behaviour that 
depends on the other structure is improved after the lesion. This increase suggests 
that the lesioned structure was competing for solving the task [252,253]. Compared 
to the amount of work supporting the competitive notion, there is only preliminary 
evidence for cooperation of these systems [82]: the hippocampus can compensate for 
caudate dysfunction during the early stages of Huntington’s disease; but providing 
even stronger support for cooperation was a functional interaction between the 
hippocampus and the right caudate nucleus in healthy controls facilitating route 
recognition. However, beyond the competition vs. cooperation dichotomy there is 
also work that suggests parallel processing that not necessarily implies cooperation 
or competition [238]. Most of the evidence for competition of the memory systems 
comes from rather simple navigation paradigms in which there are only two 
choices; one indicating use of the stimulus response system, the other indicating a 
more spatial hippocampal strategy. However, the method of loci combines different 
cognitive aspects, and this might facilitate a cooperative use as none of the systems 
alone could solve the task at hand sufficiently well. Extending this reasoning to our 
results suggests that the memory athletes show higher levels of hippocampal and 
caudate cooperation, thus facilitating the use of the method of loci.
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One finding that links especially nicely to our results is that participants who 
focused stronger on a spatial strategy compared to a response based strategy in 
a virtual navigation task showed increased grey matter density in the hippocampus 
while it was reduced in the caudate. Additionally, these densities were negatively 
correlated [254]. In the memory athletes we found the volumes of the right posterior 
hippocampus and right caudate were positively correlated; this correlation was 
significantly reduced and not apparent in the matched controls (Fig. 2). If regular 
competition as the finding above describes would lead to an inverse structural 
correlation, cooperation might lead to a positive structural correlation as we found it.
The result that distinguished the athletes most strongly from the controls 
is the enlarged right anterior hippocampus. Since the work on taxi drivers’ 
navigational memory [255,256], we know that the hippocampus remains plastic 
even after maturation. Extensive training in the method of loci could have similar 
neuroanatomical consequences for memory athletes as the acquisition of 
navigational memory in taxi drivers. However, since we do not have longitudinal 
data we can only speculate whether enlarged hippocampi were a prerequisite or a 
consequence of the participants becoming world class memory athletes. For the taxi 
drivers the hippocampal growth was linked to the acquisition of the complex street 
layout of London. As we lack a clear intervention in the memory athletes, we can 
only speculate about the differences in hippocampal volume. One facility that is 
central to the mnemonics utilised by the memory athletes is the ability to integrate 
information to enhance remembering it. During the method of loci, athletes have 
to transform the information they need to remember in a vivid image which is then 
associated with one of the route points of a very familiar environment. This function 
of integrating separate elements into a coherent visual scene has been linked to 
the anterior hippocampus [243,257]. Furthermore, that our findings are mostly right 
lateralised is in line with lesion work demonstrating that the right hippocampus is 
especially important for spatial tasks [258]. 
 CONCLUSION
We provide initial evidence that a cooperative interaction of the hippocampus and 
the caudate nucleus might enable world’s leading memory athletes to perform 
exceptional feats of memory. Volumes of the right posterior hippocampus and the 
right caudate nucleus were more strongly correlated within the group of athletes 
than in matched controls. The larger both structures were and the more strongly 
they were functionally coupled with the right anterior hippocampus, which was 
enlarged in athletes, the higher the rank of the athlete.
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 SUMMARY
This work investigated how schemas facilitate learning. In the coming section I will 
relate the separate studies to the two central aspects of this thesis: the scope of 
schema facilitation and the neural dynamics underlying this facilitation.
Chapter 2  Schemas and the plasticity of the prefrontal 
cortex
We used an object-location paradigm to test differences in schema implementation 
between children, adolescents and adults. We hypothesised that children, 
adolescents and adults differ in schema implementation compared to adults, due to 
the prolonged maturation of the prefrontal cortex [57–59]. In the first four days of 
the experiment, participants had to learn the first half of a set of associations. On day 
five, the second half of associations was added. During the first learning sessions a 
schema was established, which subsequently facilitated the acquisition of the new 
associations. We observed a remarkable similarity in memory performance across 
all three groups: they acquired the schema at a similar rate and they benefitted 
from it to a similar degree when learning schema related information. However, on 
average adolescents and adults exhibit a better memory performance compared to 
children. 
The schema effect was associated with bilateral activation differences of the angular 
gyri between the schema and the no-schema condition. Consistent with the lack of 
developmental differences for schema on memory performance, these correlations 
showed no indication for age-related differences. The overall memory performance 
difference between the two older groups and the children group was related to 
systematic deactivation of the dmPFC. This deactivation was only present in the 
two older groups and was also correlated with higher levels of executive functions, 
suggesting the age-related memory differences in our sample were driven by 
differences in executive control.
These results suggest that children already make use of schemas in a similar manner 
as adolescents and adults. Our results are in line with a recent study on schemas 
in children, proposing no difference between how the memory performance of 8-12 
year-old children and young adults’ profits from schemas [122]. Both of these results 
also imply that the differential maturity of mPFC does not seem to influence the 
neurobiological implementation of schemas. However, as these studies focused on 
retrieval, further studies are needed to investigate the encoding and consolidation 
of schema related memories. Furthermore, in order to define when schema related 
memory facilitation develops, younger age groups need to be studied. Nevertheless, 
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so far the evidence points to children already profiting from schemas the same way 
as adults do, much like Piaget observed on a behavioural level [2]. 
Although children and adults do not differ regarding neurobiological dynamics 
associated with schema processing, there should be qualitative differences in 
schemas, considering the different amount of prior knowledge a child or an adult 
possesses. Whenever we learn something that relates to a schema, we assimilate 
that information into this existing schema, thereby updating it. This dynamic process 
works cumulatively: The more we know about something, the easier it will be to 
learn more about it as our schemas continuously become more sophisticated 
[34,35]. While our knowledge grows consistently, the probability to encounter 
new information that forces us to fundamentally change an established concept 
diminishes. Few things an adult can learn have such an impact as for a child to learn 
that Santa Claus is not real. As adults accumulate knowledge, learning new content 
corresponding to schemas becomes more incremental compared to children. Hence, 
even if schema related processes do not change across development, the quality 
of schema updating seems to differ. While adults change their schemas more 
incrementally, children encounter fewer but potentially more impactful changes 
of their schemas. However, these potential differences in schema updating do not 
require different underlying neural mechanisms. If we picture a schema as a network 
with nodes and connections, a plausible explanation would be that schemas become 
more resistant to radical changes the denser connections have become due to 
schema updating. Therefore, while the schema representations might qualitatively 
differ across development, the underlying mechanisms of schema formation and 
updating might not. 
Chapter 3  Schemas and exceptional levels of memory 
performance
In this study we taught a set of naive participants the method of loci, the mnemonic 
method also used by the world’s best memory athletes. We found participants in the 
mnemonic condition tremendously improved their memory performance compared 
to active and passive control participants. This enhancement was accompanied by 
connectivity patterns, especially between visuospatial and mnemonic regions, which 
throughout the training became more similar to those observed in memory athletes. 
Thus, we provide evidence that the mnemonic feats of the athletes are trainable and 
the athletes’ functional brain architecture is a result of training rather than an innate 
gift. 
In most schema experiments, including the one presented in chapter two, schemas 
provide moderate improvements in memory performance [41–45]; in our case 
a 20-30% improvement. However, the performance we observed in mnemonic 
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group of chapter three was around five times higher compared to the performance 
of the control groups, demonstrating its high potential for memory facilitation. 
Schemas are thought to benefit memory by providing a structure for knowledge 
[17,18,35]. Providing this structure helps in two ways. First, less new information 
needs to be acquired, since part of that information is already stored in the schema 
and only information that differs from the existing schema needs to be encoded 
and consolidated [17]. Second, the information gets embedded in a network of 
associations which does not only make it more resilient against forgetting [101,259] 
but also provides additional cues that can facilitate memory retrieval later in time 
[260,261]. The method of loci is a practical application that utilises a similar integrative 
aspect as the schema concept: It provides a structure, the spatial route, in which 
new information gets integrated. However, as the method does not provide any 
semantic coherence between the memorised information and the specific locus, it 
does not reduce the amount of information that has to be encoded and consolidated. 
Thus, every bit of information has to be learned on its own and does not facilitate 
subsequent learning processes. 
During schema memory, the mPFC is thought to instantiate the schema to facilitate 
the integration of the new information [17,18]. In chapter three, we showed that the 
mPFC was one of the central hubs where increased similarity in connectivity was 
observed when comparing the mnemonic group with the memory athletes. While 
more research is needed to explicitly confirm the role of the mPFC in mnemonics, 
its involvement in both schema processing and mnemonics indicates shared neural 
processes underlying facilitation of memory performance. 
Chapter 4  Are there motor schemas? 
We tested whether piano players are better at consolidating motor memories in 
a finger tapping task. We hypothesised that their piano expertise might serve as 
a motor schema. On average, the consolidation was not different from control 
participants. However, the older piano players did not show the typical age-related 
decline that was observed in control participants: Their motor schemas had a 
protective effect for consolidation. We also found that the piano players learned the 
task quicker and performed on higher levels than the controls. However, we cannot 
rule out that these performance differences were driven by differences in dexterity 
and coordination rather than by schemas. 
Potential protective effects of schemas in regard to age-related memory decline are 
not included in current neurobiological models of schemas [17,18,38]. Nonetheless, 
schemas appear to have protective effects not only for procedural memories 
[179,181,182,262], but also for declarative memories [263–265]: When older adults 
can rely on existing schemas their memory performance was increased. In one 
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study, participants had to remember grocery prices that were either congruent or 
incongruent with their schemas. Younger adults outperformed older adults in the 
incongruent condition. In the congruent condition, when they could apply their 
schemas, the older adults remembered as much as the young adults [265]. Based 
on the observed consistency between procedural and declarative memory, it can 
be argued that schema theories, currently mostly focused on declarative memory 
[17,18,38], might also apply for procedural memory. However, more research is needed 
regarding the mechanism of protective aspects and to determine if schema related 
memory improvements as observed in younger participants [28,29,40–52] work 
the same in the elderly. Presumably, protective effects are a direct consequence of 
the way schemas store our knowledge and how this enables us to parse incoming 
information. Nevertheless, it is also possible that the protective and the facilitating 
aspect of schemas are two separate mechanisms. 
Chapter 5  Interaction of the mPFC and the DMN during 
schema recall
In this chapter, we tested if the mPFC decouples from the DMN during the recall of 
schema associations. Our data suggests that the mPFC indeed decouples from the 
DMN and does not show the DMN-characteristic task-negative activation pattern. The 
stronger individual participants decoupled the mPFC in the schema compared to the 
control condition, the better was their overall memory performance. Furthermore, the 
parahippocampal gyrus showed the opposite pattern: higher activation in the control 
compared to the schema condition was linked to better overall memory performance. 
With the mPFC being involved in schema memories [17,96] and the parahippocampal 
gyrus in episodic memories [266–268], this dissociation could be an indicator for 
a substantial shift between two different memory systems [123]: When more prior 
knowledge is available processing relies stronger on the mPFC whereas for episodic 
memories the processing relies mainly on the medial temporal lobe. 
Our work suggests that the DMN reconfigures itself for retrieval of schema memory, 
with the mPFC likely synchronising to regions that encode the content of the 
schemas such as for example sensory regions [29,42]. Such a reconfiguration of 
the DMN argues against schemas as an independent memory dynamic but rather 
points out the crucial role of the DMN in schema based memory retrieval. In turn, the 
parahippocampal gyrus activity during episodic memory retrieval might indicate a 
different switch in the network state in case of episodic memory contents. 
So far little is known about how regions associated with schema processing interact to 
enable schema related memory facilitation. While task-based activation studies and 
lesion work helped to identify a set of regions involved in schema processing, these 
approaches cannot capture the network dynamics of those regions. Some studies on 
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memory schemas have looked at specific connections such as hippocampus-mPFC 
connectivity [56,269–271] or the connectivity of the mPFC with regions associated 
with representations of the stimulus content [29,42]. However, investigating these 
connections separately ought to miss the dynamic aspect of schema processing; 
especially if schema processing is a demand-specific reconfiguration of the DMN. 
If schema and episodic memory are indeed enabled by an adaptive reconfiguration 
of the DMN, we can use this to achieve a more dynamic understanding of schema 
processing. A first attempt to test this hypothesis could be to investigate whether 
encoding of schema related information is associated with a reconfiguration of the 
DMN. Evidence in favour of this is the role of the mPFC and its connectivity during 
encoding of schema related information [38,42,56]. If both, the encoding and retrieval 
of schema related memories would be based on reconfigurations of the DMN one 
could classify different ways of schema processing along those reconfigurations. 
Such a classification might explain for example why certain schema paradigms do 
not reliably activate the mPFC [37,40,52]. 
As schema memory, processing about the self is also primarily associated to the 
mPFC [72,272–274]. The notion of self is often conceptualised as a schema itself [79]. 
Integrating the theory on schema-based memory formation to psychological theories 
on the role of our “self” might provide a neurobiological basis of how we use schemas 
to make sense of the world. This would add a neural underpinning to the behavioural 
perspective of schema-based learning, as originally suggested by Piaget [2]. With our 
results showing that schemas are enabled by a network reconfiguration of the DMN 
and the DMN and the mPFC specifically being linked to the representation of self, 
such an endeavour of integrating theories seems very worthwhile, not least as we 
tend to remember information associated with ourselves especially well [275]. 
Chapter 6  Hippocampus-Caudate Nucleus Interactions 
support exceptional memory performance 
In this chapter we investigated structural and functional differences in memory 
athletes that are associated with their superior memory performance. Memory 
athletes extensively practice mnemonics that rely on prior knowledge. Our data 
showed that extensive memory training is associated with structural and functional 
differences in the brain. The structural and functional differences we found between 
memory athletes and controls suggest that memory athletes use the hippocampus 
and the caudate nucleus cooperatively [82]. Memory athletes had larger volumes in 
the anterior and right part of their hippocampi. Additionally, their volume of the right 
posterior hippocampus and right caudate nucleus, which both predicted their position 
in the world ranking, were more strongly intercorrelated compared to controls. The 
ranking could also be predicted by connections from the right anterior hippocampus 
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to both, the right posterior hippocampus and the right caudate nucleus. Based on 
these findings we conclude that memory athletes can use stimulus response 
learning and map-based learning cooperatively [82]. 
Mnemonics are a powerful schema to learn arbitrary information. By integrating 
the new information with pre-existing memories, such as the spatial routes for the 
method of loci, performance is dramatically enhanced. Our results suggest that 
memory athletes, likely due to their extensive practice of these mnemonics, are 
able to use these mnemonics more effectively. The larger volumes of the anterior 
hippocampus we observed could reflect extensive practice in scene construction; 
a necessary step to create a link between the spatial route and the new memory 
to be integrated. The strong intercorrelation between volumes of the posterior 
hippocampus and the caudate nucleus could reflect a cooperation that facilitates 
memory by harmonising separate aspects of the method of loci: the navigation from 
loci to loci and the representation of the spatial layout as a whole. 
The method of loci is an example of a highly specialised schema in memory 
athletes. As I argued, memory athletes benefit from the schema mechanism of the 
mnemonic and then further from structural changes that support the mnemonic. 
These aspects together are likely what makes it such a powerful technique for 
memorising information. The neurobiological schema theory [17,18] currently focuses 
mostly on schemas that are not so specialised. However, it is fascinating to speculate 
that extensive schemas in one domain could result in cortical changes to further 
improve the abilities in that domain. For example, expertise in cars or birds has been 
associated with processing those stimuli in the fusiform face area [276], a region 
usually associated with processing of human faces [277]. Such schema dependent 
ways of processing information [278] could be an organisational principal in the 
brain. Better schemas lead not only to better learning, but also to better processing 
abilities associated with those schemas. Understanding the mechanism of schema 
dependent plasticity could inform us why the human brain is such an adaptive organ. 
 INTEGRATION OF FINDINGS 
The scope of schemas 
In the first part of this thesis, I investigated how development of the prefrontal cortex 
affects schema, how mnemonics enable qualitatively different levels of memory 
performance compared to other schemas and whether motor experiences show 
similar schema effects on memory. 
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The consistency of schemas across development, which also extends to motor 
memories, provides a motivation for a wider concept of schema for understanding 
the neurobiology of memory. While more research is needed to confirm that the 
mechanism underlying schema memory facilitation does not change from childhood 
to adulthood, the results so far suggest a remarkable durability. In the same vein, 
confirming the similarity between motor and declarative memories would underline 
the consistency of the schema concept across mnemonic processing. With more 
evidence supporting the developmental independence of schema memories and 
their potential role for motor memories, extending the scope of the schema theory 
would help to create a broader theory for memory; explaining phenomena that so 
far rely on separate theories. 
Mnemonics are a special kind of schema, enabling memory enhancement that 
cannot be achieved by any other schema investigated so far. Technically mnemonics 
are already contained within the neurobiological schema theory [17,18]. Though, a 
more specific distinction might be useful in isolating features that make schemas 
particularly effective. Additionally, utilising mnemonics compared to other types 
of schemas that for example rely more on semantic links could have differential 
consequences regarding how those new memories are processed and stored. 
Mnemonics differ from more semantic schemas in how they contribute to the 
acquisition of knowledge. When using a mnemonic, one can learn arbitrary kinds 
of information with or without any semantic relation. The more one utilises the 
mnemonic the better its effect becomes. However, this cumulative benefit will be 
mostly driven by improvements of the mnemonic; or specialised mechanisms that 
support the method such as that reported in chapter six. For more semantic schemas, 
such as knowledge for biology [34], the cumulative process is slightly different. The 
more someone knows about a subject the easier they will learn more about it, which 
is the schema effect on memory. Due to the dynamic nature of schemas, every time 
someone learns something new, their schemas gets updated, which in turn makes 
future learning easier. For this type of material, the cumulative benefit for learning 
comes from systematically acquiring related information. 
Consolidation of material learnt with a mnemonic is likely different from those 
learnt using semantic schemas. Mnemonic techniques strongly bind an item to 
prior knowledge, as for example a spatial route, ideally in a very vivid fashion. When 
students or athletes use these mnemonics to facilitate learning they usually repeat 
the mnemonics periodically until they do not need to recall the material anymore. For 
example, memory athletes would reuse their spatial routes again for new material after 
they have not used them for some time [67,279]. This reusability suggests that the initial 
information was not strongly consolidated within the route, if it were, it would interfere 
during future retrieval. In contrast, for acquiring sophisticated semantic schemas it is 
important that the new information is fully integrated with the schema so it can be 
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extended continuously without forgetting already learned information. Thus, for the 
mnemonic it is important to prevent a consolidation of the new information within the 
route. For a semantic schema it is important to consolidate the new information within 
the schema, for it to be available for enhancing future learning. These differences likely 
lead to differences of associated consolidation processes. 
The dynamics of schema processing 
Piaget viewed schemas as very dynamic [2]: we constantly use them to learn new 
information, which in turn updates them. Strong discrepancies with our schemas 
get resolved by reorganising them so they fit with the new information. With the 
studies in chapter five and six we aimed to illuminate the neural implementation of 
this dynamic nature of schema better. In chapter five we demonstrated that schema 
and episodic memory is facilitated by specific network reconfigurations of the DMN 
centred around the mPFC and the parahippocampal gyrus. In chapter six we showed 
that repeated use of mnemonic techniques is associated with structural differences 
that can further enhance their benefit. 
The demand specific reconfiguration of the DMN to support schema and episodic 
memory is a dynamic account for learning material with different degrees of 
prior knowledge. Whenever we learn something new we do not fully rely on 
schema nor fully on episodic content. The dynamic decoupling of the mPFC or 
the parahippocampal gyrus based on the task demands provides a mechanistic 
account for learning that switches based on how much the new information relies 
on schemas or episodic content. With more prior knowledge becoming relevant, 
the processing switches more to the mPFC and to the parahippocampal gyrus for 
more episodic processing. For future research it would be interesting whether this 
pattern would also emerge during the acquisition of a schema: does the degree of 
decoupling of the mPFC index how consolidated the schema is? 
Our demand specific reconfiguration account of the DMN could help to understand 
other aspect of cognition that rely on prior knowledge better. Cognitive processes as 
mind wandering, autobiographic memory and our representation of self all depend 
on the DMN [70–75]. They all involve processes that relate to prior knowledge. 
One could measure in what kind of state the DMN reconfigures itself to support 
these different faculties; relative to a decoupling of the mPFC to support schema. 
These states could reveal shared mechanisms between those processes that could 
help devise a more general theory surrounding the DMN, schemas and how their 
interrelation benefits separate aspects of our cognition beyond memory. 
Structural changes associated with extensive use of specific schemas could provide 
memory facilitation beyond what is currently predicted from schema theories 
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[17,18]. We interpret the structural differences in the memory athletes from chapter 
six as a consequence of their extensive use of the method of loci mnemonic. If 
such mechanisms are more common for other aspects of cognition as for example 
perception [276,278] the schema concept could potentially imply a powerful 
organisational principle for the brain: First one acquires knowledge, that leads to 
schema formation which facilitate further learning. Extensively utilising a schema 
like mnemonics, or one’s bird or car schema [276], then leads to the brain optimising 
itself to facilitate performance in those domains even further. Such a mechanism 
could help to explain how humans can exploit the remarkable plasticity of their 
brains [280] to excel across a wide range of behaviour. 
Conclusion 
In this thesis I presented work investigating the scope and the dynamics underlying 
the neurobiological schema concept. Chapters two and four showed that schemas 
influence on memory is very consistent across development from childhood to 
adulthood and potentially between declarative and procedural memory. Chapters 
three and six analysed mnemonics as a specialised schema. Mnemonics are a great 
tool to learn large amounts of arbitrary information, the more one practices them, 
the greater their benefit. However, in terms of systematic knowledge acquisition they 
might be less efficient as they potentially rely on different mechanisms for long term 
consolidation. Chapter five suggests that schema and episodic memory processing 
can be seen as a reconfiguration of the default mode network. This reconfiguration 
perspective enables a more dynamic understanding of schema processing that 
could integrate schema processing better with other aspects of memory and our 
cognition surrounding the default mode network. 
Many aspects of our cognitive processing, shaping our everyday lives, are related to 
prior experiences. If we use a framework that accounts for this, we will reach a better 
understanding not only of our memory systems but also of cognition in general. 
Based on the work in this thesis, showing the consistency and dynamic nature of 
schema processing, I propose the neurobiological theory of schemas could be such 
a framework. Integrating it better, first within theories of memory and second with 
other aspects of cognition, can help to unify and ultimately simplify theories about 
memory and potentially other domains of cognition. 
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