Abstract. This paper describes the second round of ResPubliQA, a Question Answering (QA) evaluation task over European legislation, a LAB of CLEF 2010. Two tasks have been proposed this year: Paragraph Selection (PS) and Answer Selection (AS). The PS task consisted of extracting a relevant paragraph of text that satisfies completely the information need expressed by a natural language question. In the AS task, the exercise was to demarcate the shorter string of text corresponding to the exact answer supported by the entire paragraph. The general aims of this exercise are (i) to move towards a domain of potential users; (ii) to propose a setting which allows the direct comparison of performance across languages; (iii) to allow QA technologies to be evaluated against IR approaches; (iv) to promote validation technologies to reduce the amount of incorrect answers by leaving some questions unanswered. These goals are achieved through the use of parallel aligned document collections (JRC-Acquis and EUROPARL) and the possibility to return two different types of answers, either passages or exact strings. The paper describes the task in more detail, presenting the different types of questions, the methodology for the creation of the test sets and the evaluation measure, and analyzing the results obtained by systems and the more successful approaches. Thirteen groups participated in both PS and AS tasks submitting 49 runs in total.
INTRODUCTION
The ResPubliQA 2010 exercise is aimed at retrieving answers to a set of 200 questions over EUROPARL and ACQUIS collections. Questions were offered in 8 different languages: Basque (EU), English (EN), French (FR), German (DE), Italian (IT), Portuguese (PT), Romanian (RO) and Spanish (ES). All Monolingual and Crosslanguage subtasks combinations of questions between the last 7 languages above were activated, including monolingual English (EN). Basque (EU), instead, was included exclusively as a source language, as there is no Basque translation of the document collection, which means that no monolingual EU-EU sub-task could be enacted.
The design of the ResPubliQA 2010 evaluation campaign was to a large extent the repetition of the previous year's exercise [1] with the addition of a number of refinements. Thus, the main goals of the lab this year are basically the same: Moving towards a domain of potential users; Moving to an evaluation setting able to compare systems working in different languages; Comparing current QA technologies with pure Information Retrieval (IR) approaches; Allowing more types of questions; Introducing in QA systems the Answer Validation technologies developed in the past campaigns [2, 3, 5] .
As a difference with the previous campaign, this year participants had the opportunity to return both paragraph and exact answers as system output. Another novelty this year is the addition of a portion of the EUROPARL collection 1 in the languages involved in the task. The subject of EUROPARL's parliamentary domains is different in style and content from ACQUIS while being fully compatible with it. This has given participants the opportunity to adapt their systems in a way which widens their coverage in compatible domains; and for the organizers it has represented the opportunity to widen the scope of the questions (through the introduction of new types of question, as for example opinion).
The paper is organized as follows: Section 2 illustrates the document collection; Section 3 gives an overview of the different types of question developed; Section 4 addresses the various steps to create the ResPubliQA data set; Section 5 provides an explanation of the evaluation measure and of how systems have been evaluated; Section 6 gives some details about participation in this year evaluation campaign; Section 7 presents and discusses the results achieved by participating systems and across the different languages; Section 8 shows the approaches used by participating systems; and Sections 9 draws some conclusions.
DOCUMENT COLLECTION
Two sets of documents have been included in ResPubliQA 2010 collection: a subset of the JRC-ACQUIS Multilingual Parallel Corpus 2 and a small portion of the EUROPARL collection. Both are multilingual parallel collections. JRC-ACQUIS 3 is a freely available parallel corpus containing the total body of European Union (EU) documents, mostly of legal nature. It comprises contents, principles and political objectives of the EU treaties; the EU legislation; declarations and resolutions; international agreements; and acts and common objectives. Texts cover various subject domains, including economy, health, information technology, law, agriculture, food, politics and more. This collection of legislative documents currently includes selected texts written between 1950 and 2006 with parallel translations in 22 languages. The corpus is encoded in XML, according to the TEI guidelines.
The subset used in ResPubliQA consists of 10,700 parallel and aligned documents per language (Bulgarian, English, French, German, Italian, Portuguese, Romanian and Spanish). The documents are grouped by language, and inside each language directory, documents are grouped by year. All documents have a numerical identifier called the CELEX code, which helps to find the same text in the various languages. Each document contains a header (giving for instance the download URL and the EUROVOC codes) and a text (which consists of a title and a series of paragraphs).
EUROPARL
4 is a collection of the Proceedings of the European Parliament dating back to 1996. European legislation is a topic of great relevance to a large number of potential users from citizens to lawyers, government agencies politicians and many others. EUROPARL comprises texts in each of the 11 official languages of the European Union (Danish, German, Greek, English, Spanish, Finnish, French, Italian, Dutch, Portuguese and Swedish). With the enlargement of the European Union to 25 member countries in May 2004, the European Union has begun to translate texts into even more languages. However, translations into Bulgarian and Romanian start from January 2009 and for this reason we only compiled documents from the European Parliament site (http://www.europarl.europa.eu/) starting from that date. In this way, we ensured a parallel collection for 9 languages (Bulgarian, Dutch, English, French, German, Italian, Portuguese, Romanian and Spanish).
TYPES OF QUESTIONS
Beside the question types used last year (Factoid, Definition, Procedure) two additional question categories were added in the 2010 campaign: Opinion and a miscellanea called Other. Moreover, Reason and Purpose categories were merged into a single one as the distinction between them was a little blurred in the past edition. The following are examples of these types of questions: Q: How do you make a blank test? P: 7.1. A blank test shall be made regularly using an ashless filter paper (5.8) moistened with a mixture of 90 ml (4.1) sodium citrate solution, 1 ml saturated solution of calcium chloride (4.2), 0,5 ml of liquid rennet (4.5), and washed with 3 x 15 ml of distilled water before mineralisation by the Kjeldahl method as described at IDF standard 20A 1986. A: using an ashless filter paper (5.8) moistened with a mixture of 90 ml (4.1) sodium citrate solution, 1 ml saturated solution of calcium chloride (4.2), 0,5 ml of liquid rennet (4.5), and washed with 3 x 15 ml of distilled water before mineralisation by the Kjeldahl method as described at IDF standard 20A 1986
Opinion. Opinion questions ask for the opinions/feelings/ideas about people, topics, events. For example:
Q: What did the Council think about the terrorist attacks on London? P: (10) On 13 July 2005, the Council reaffirmed in its declaration condemning the terrorist attacks on London the need to adopt common measures on the retention of telecommunications data as soon as possible. A: condemning the terrorist attacks on London Q: What is the Socialist Group position with respect to the case of Manuel Rosales? P: − Madam President, concerning the next vote, on 'Venezuela: the case of Manuel Rosales', the Socialist Group, of course, has withdrawn its signature from the compromise resolution. We have not taken part in the debate and we will not take part in the vote. A: has withdrawn its signature from the compromise resolution. We have not taken part in the debate and we will not take part in the vote. 
TEST SET PREPARATION
Three hundred questions were initially formulated, manually verified against the document collection, translated into English and collected in a common XML format using a web interface specifically designed for this purpose. To avoid a bias towards a language, the 300 questions were developed by 4 different annotators originally in 4 different languages (75 each). All questions had at least one answer in the target corpus of that language. Then, a second translation from English back into all the nine languages of the track was performed. Translators checked whether a question initially created for a particular language had an answer or not in all other languages.
Beside the paragraph containing the answer, annotators were also required to demarcate the shorter string of text that responses to a question in all different languages. Pinpointing the precise extent of an answer is a more difficult problem than finding a paragraph that contains an answer. The purposes of demarcating exact responses are (i) to show to the evaluators what the question creators considered to be the exact answer, and (ii) to create a GoldStandard which has been used to automatically compare the responses retrieved by the systems against those manually collected by the annotator. Nevertheless, the exact answer returned by a system was judged by human assessors besides the automatic evaluation.
The final pool of 200 questions was selected out of the 300 produced, attempting to balance the question set according to the different question types (factoid, definition, reason/purpose, procedure, opinion and others). The distribution of the different questions types in the collection is shown in Table 1 . 130 questions had an answer in JRC-ACQUIS and 70 in EUROPARL. All the questions were formulated in such a way that they have an answer in all the collections, that is, there were no NIL questions. All language dependent tasks (question creation, translation and assessments of runs) have been performed by native speakers in a distributed setting. For this reason, a complete set of guidelines for each of these tasks have been shared among annotators and central coordination has been maintained in order to ensure consistency.
EVALUATION METHODOLOGY
Systems were allowed to participate in one or both tasks (PS and/or AS) which operated simultaneously on the same input questions. A maximum of two runs in total per participant could be submitted, i.e. two PS runs, two AS runs or one PS plus one AS run. Participants were allowed to submit just one response per question.
As in the previous campaign, systems had two options as output for each question:
1. To give an answer (which could be one full paragraph for the PS task; or the shortest possible string of text which contains an exact answer to the question, for the AS task) 2. To choose not to answer the particular question (if the system considers that it is not able to find a correct answer). This option is called NoA answer.
Evaluation Measure
NoA answers should be used when a system is not confident about the correctness of its answer to a particular question. The goal is to reduce the amount of incorrect responses, keeping the number of correct ones, by leaving some questions unanswered. Systems should ensure that only the portion of wrong answers is reduced, maintaining as high as possible the number of correct answers. Otherwise, the reduction in the number of correct answers is punished by the evaluation measure for both the answered and unanswered questions. We used c@1 as a measure to make account of this behaviour.
c@1, which was introduced in ResPubliQA 2009, was used also this year as the main evaluation measure for both PS and AS tasks. The formulation of c@1 is given in:
where n R : number of questions correctly answered. n U : number of questions unanswered. n: total number of questions (200 in this edition)
Regarding the evaluation of exact answers, we also provide a measure of Answer Extraction performance, that is, the proportion of exact answers correctly extracted from correctly selected paragraphs.
Optionally, a system can also give the discarded candidate answer when responding NoA. These candidate answers were also assessed by evaluators in order to give a feedback to the participants about the validation performance of their systems, even though they are not considered in the main evaluation measure.
Assessment for Paragraph Selection
Each returned paragraph had a binary assessment: Right (R) or Wrong (W). Questions which were left unanswered were automatically filtered and marked as U (Unanswered). However, the discarded candidate answers given to these questions were also evaluated. Human assessors didn't know that these answers belong to unanswered questions.
The evaluators were guided by the initial "gold" paragraph, which contained the answers. This "gold" paragraph was only a hint, since there could be other responsive paragraphs in the same or different documents.
Assessment for Answer Selection
In order to judge the exact answer strings (AS task), assessors had to take into account also the paragraph as it provided the context and a justification to the exactness of the answer. Each paragraph/answer couple was manually judged and assessed considering one of the following judgments:
-R (Right): the answer-string consists of an exact and correct answer, supported by the returned paragraph;
-X (ineXact): the answer-string contains either part of a correct answer present in the returned paragraph or it contains all the correct answer plus unnecessary additional text; this option allowed the judge to indicate the fact that the answer was only partially correct (for example, because of missing information, or because the answer was more general/specific than required by the question, etc.)
-M (Missed): the answer-string does not contain a correct answer even in part but the returned paragraph in fact does contain a correct answer. In other words, the answer was there but the system missed it completely (i.e. the system did not extract it correctly); -W (Wrong): the answer-string does not contain a correct answer and moreover the returned paragraph does not contain it either; or it contains an unsupported answer
Automatic Assessments
As human assessment is a time consuming and resource expensive task, this year it was decided to make some experiment with automatic evaluation in order to reduce the amount of work for human evaluators. The evaluation was performed in two steps:
1. Each run for both the PS and AS tasks were firstly automatically compared against the Gold Standard manually produced. 2. Non-matching paragraphs/ answers were judged by human assessors
The automatic script filtered out the answers that exactly match with the GoldStandard, assigning them correct values (R), leaving to human assessors only the evaluation of non-matching paragraphs/answers. The parameters which allow determining the correctness of a response are based on the exact match of Document identifier, Paragraph identifier, and the text retrieved by the system with respect to those in the GoldStandard.
Almost 31% of the answers (91% of them for Paragraph Selection and 9% for Answer selection) did match the GoldStandard and so it was possible to automatically mark them as correct.
The rest of the paragraphs and answers returned by systems were manually evaluated by native speaker assessors who considered if the system output was responsive or not. Answers were evaluated anonymously and simultaneously for the same question to ensure that the same criteria are being applied to all systems.
Tools and Infrastructure
This year, CELCT has developed a series of infrastructures to help the management of the ResPubliQA exercise. We had to deal with many processes and requirements:
o First of all, the need to develop a proper and coherent tool for the management of the data produced during the campaign, to store it and to make it re-usable, as well as to facilitate the analysis and comparison of results.
o Secondly, the necessity of assisting the different organizing groups in the various tasks of the data set creation and to facilitate the process of collection and translation of questions and their assessment.
o Finally, the possibility for the participants to directly access the data, submit their own runs (this also implied some syntax checks of the format), and later, get the detailed viewing of the results and statistics.
A series of automatic web interfaces were specifically designed for each of these purposes, with the aim of facilitating the data processing and, at the same time, showing the users only what is important for the task they had to accomplish. So, the main characteristics of these interfaces are the flexibility of the system specifically centred on the user's requirements.
While designing the interfaces for question collection and translation one of the first issues which was to be dealt with, was the fact of having many assessors, a big amount of data, and a long process. So tools must ensure an efficient and consistent management of the data, allowing:
1.
Edition of the data already entered at any time.
2.
Revision of the data by the users themselves.
3.
Consistency propagation ensuring that modifications automatically re-model the output in which they are involved.
4.
Statistics and evaluation measures are calculated and updated in real time.
In particular, ensuring the consistency of data is a key feature in data management. For example, if a typo is corrected in the Translation Interface, the modification is automatically updated also in the GoldStandard files, in the Test Set files, etc.
PARTICIPANTS
Out of the 24 groups who had previously registered showing interest in the task, a total of 13 groups participated in the ResPubliQA 2010 tasks in 8 different languages (German, English, Spanish, Basque, French, Italian, Portuguese and Romanian), as shown in Table 2 . The list of participating systems, teams and the reference to their reports are shown in Table 2 . A total of 49 runs were officially submitted considering both the PS and AS tasks. Specifically, 42 submissions in the PS task and only 7 in the AS task. It is quite encouraging that compared to last year, both the number of participating teams and the number of submissions have increased. Table 3 shows the runs submitted in each language as well as the distribution among PS and AS runs. 0) 21 (18,3) 7 (6,1) 7 (5,2) 3 (2,1) 1 (1,0) 6 (6,0) 49 (42,7) As usual, the most popular language was English (with 21 submitted runs), with Spanish and French as second (with 7 submissions each). Almost all runs were monolingual; only two participating teams attempted a crosslanguage task (EU-EN and EN-RO) that produced 4 runs.
RESULTS

Overall Results for Paragraph Selection
The use of the same set of questions in all the languages allows, as in last year, a general comparison among different languages. Table 4 shows the c@1 value for all systems. Systems were able to find answers for more than 70% of questions in all languages (combination row in Table 4 ) except Portuguese where there was only one participant.
Considering all languages, 99% of questions received at least one correct answer by at least one system. This is an indication that the task is feasible for current systems. It also suggests that multi-stream systems might obtain good results. One way of obtaining this improvement could be the inclusion of the validation step to choose among the different systems (streams).
Some IR based baselines were developed last year in order to compare the performance of pure IR approaches against more sophisticated QA technologies. These baselines were produced using the Okapi-BM25 ranking function [5] and are described in more detail in [4] . In this edition, the UNED group sent two similar baselines for English and Spanish and these are described in [16] . Therefore, these runs can be used for comparing QA technologies with pure IR systems in this edition. Although we cannot compare these results directly with those of last year, there seems to be a certain improvement in performance. Whereas the best result this year is a little higher than last year's one (from c@1 of 0.73 in English compared to 0.68) there has been a considerable improvement in the average results, with an increase from 0.39 to 0.54 in c@1 in the monolingual PS task.
EUROPARL turned out to be an easier collection than ACQUIS: 84% of all the answers by all systems over EUROPARL were correct whereas only 20% were over ACQUIS. Table 4 shows the proportion of correct answers given by all systems to each different question type. Surprisingly, Definition questions turned out to be more difficult and Reason/Purpose slightly easier than the rest of the question types. These results contradict the performance obtained in past campaigns of QA@CLEF, where a very good performance was usually obtained in Definition questions. However, in ResPubliQA, Definition questions tend to be considerably more complex than those which appeared in earlier campaigns based on newspaper articles. Finally, considering the UNED baselines runs we can see that once again they performed extremely well. For English only three of the seventeen runs where better than the baselines. For Spanish, only one of the five runs was better. Tables 5-12 show the individual results by target language of each participant system at the PS task. Moreover, a combination of systems in each language is also given in these Tables. This combination represents the number of questions correctly answered by at least one system. All the results are ranked by c@1 values. These tables contain the following columns:
Results per Language in the Paragraph Selection task
• c@1: official measure at ResPubliQA 2010.
• #R: number of questions correctly answered.
• #W: number of questions wrongly answered.
• #NoA: number of questions left unanswered.
• #NoA R: number of questions unanswered where the candidate answer was Right. In this case, the system took the bad decision of leaving the question unanswered.
• #NoA W: number of questions unanswered where the candidate answer was Wrong. In this case, the system took a good decision leaving the question unanswered.
• #NoA empty: number of questions unanswered where no candidate answer was given. Since all the questions had an answer, these cases were considered as if the candidate answer were wrong for accuracy calculation purposes.
Overall general statistics, together with test set questions and adjudicated runs are available at the RespubliQA website http://celct.isti.cnr.it/ResPubliQA/ under Past Campaigns.
The best results for German were obtained by the systems that include a validation step. These systems showed a very good performance validating answers (more than 75% of the rejected answers were actually incorrect). This means that these systems are able to improve their performance in the future by trying to answer the questions they left unanswered. The combination of English systems shows that 94% of questions were correctly answered by at least one system, which means that the task is feasible for current technologies. There are still some systems that perform worse than the IR baseline. As already discussed in the last edition, participant should care more about the correct tuning of the IR engine.
Most of the systems that left some questions unanswered didn't provide the candidate answer, so the organizers couldn't provide feedback about the actual state of validation technologies in English. There is some evidence that more efforts should be applied to the validation step in English for improving overall results as has been shown in German. With respect to Spanish, 80% of questions were correctly answered by at least one system. However, this combination is almost a 50% higher than the best system. Only one system (nlel101PSeses) performed better than the IR baseline. This system was able to reduce the number of incorrect answers while maintaining the same number of correct answers as the baseline. This is what allowed it to obtain a better performance according to c@1. Task   Tables 12-14 show the results by language of participant systems at the AS task. The results for all the languages are given in Table 12 . These tables contain similar information to the PS tables plus the following additional information:
Results in the Answer Selection
-#M: number of questions where the paragraph contained a correct answer, but the answer string given was wrong -#X: number of questions where the answer string given was judged as inexact.
All runs were monolingual. Three groups (iles, ju_c and nlel ) submitted seven runs for the Answer Selection (AS) task. Each of these groups submitted one EN run. In addition, iles submitted one FR run and nlel submitted one ES, one FR and one IT run. Thus there were three attempts at EN and two at FR, allowing some comparison. For ES and IT there was only one run each. Considering EN first, the best system by c@1 was ju_c with a score of 0.26. Interestingly, while iles scored only 0.09, it had a high number of X answers (44). Thus, iles was identifying the vicinity of answers better than ju_c but was not demarcating them exactly right. Of course, the demarcation in cases of question types like reason is not beyond debate. Finally, the third system nlel scored 0.07. Another consideration is the effect of allowing systems to mark questions as unanswered even though they had in fact answered them. Only in the case of EN and the ju_c run was there any loss of score incurred by not answering. For ju_c, 24 unanswered questions had a missed answer, i.e. ju_c identified the correct paragraph containing the exact answer, but was not able to demarcate it. For all the other EN runs (and indeed all the other runs), unanswered questions had an empty answer, so nothing can be said about how close these other systems were to getting the right answer in the case of unanswered questions.
SYSTEM DESCRIPTIONS
A summary of the techniques reported by participants is shown in Table 15 .
Most of the systems that analyze the questions use manually built patterns. Regarding the IR model, BM25 has been applied by almost half of the participants that reported the retrieval model used. The other reported models were the standard ones supplied by Lucene. Table 16 . The most common processing was the use of named entities, numeric and temporal expressions, while some systems relied on syntactic processing by means of chunking, dependency parsing or syntactic transformations. 
The validation of answers was applied by 9 of the 13 participants. According to Table 17 , which shows the different validation techniques applied by participants, the most common processing was to measure the lexical overlapping between questions and candidate answers (it was performed by 5 participants). On the other hand, more complex techniques such as syntactic similarity or theorem proving were applied by very few participants.
These observations are different from the ones obtained last year, where participants applied more techniques and performed more complex analysis like semantic similarity or the combination of different classifiers. That is, participants at ResPubliQA 2010 relied on naive techniques for performing validation. However, the experience during the last years shows that the validation step can improve results if it is performed carefully. Otherwise, the effect will be the opposite, the harming results. 
CONCLUSIONS
An important result demonstrated in 2009 was that a good IR system can be better than a QA system if the IR parameters are carefully tuned to the requirements of the domain. A relevant portion of participants already moved towards better IR models, although there are still many systems that don't outperform IR baselines.
While the Paragraph Selection task is just paragraph retrieval, the main difference from pure IR systems is to add the decision of leaving the question unanswered, that is, the validation step. Best performing systems in German, Spanish and French have accurate validation steps.
The PS task allows the inclusion of more complex questions, as well as their evaluation in a simple and natural way. However, when the aim is to extract an exact answer (as in the AS task), it turns out to be very difficult for systems to perform well, except were answers are named entities. This is because NE is a well-studied and largely solved problem. On the other hand, "exact" answer demarcation for more complex queries against documents such as those used in ResPubliQA needs further study by both system designers and evaluation task organizers. 
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