Abstract
29
For unlinked loci, the AFS is a sufficient statistic of the data and completely describes observed random field framework is that of independence between segregating loci, so that allele frequency
Theory and Methods

83
A discrete two-locus model with influx of new mutations 84 We used a diffusion approximation to a two-locus model that allows for two alleles at each locus, 85 which are separated by recombination fraction r (Karlin and McGregor, 1968; Watterson, 1970) . 86 We allow the left locus to carry alleles A and a, while the right locus permits alleles B and b. Then 87 four haplotypes are possible, AB, Ab, aB, and ab, with frequencies n AB , n Ab , n aB and n ab that sum 88 to 2N (Fig. 1A) . Frequencies in the subsequent generation are found by considering the random 89 pairing of haplotypes and the probability of a given pairing passing on each type to their offspring.
90
These probabilities depend on current haplotype frequencies and the recombination rate and are 91 described in Table 1 of Watterson (1970) . For example, a parent carrying haplotypes AB/Ab will 92 pass on AB with probability 1 2 and Ab with probability hand, a parent with AB/ab will pass on AB or ab each with probability on the b haplotype with probability x b . Two-locus frequencies then evolve under the multinomial 103 process described above until one or both loci are fixed for either the ancestral or derived allele, at 104 which point we stop tracking that two-locus pair. The frequencies x B are drawn from the popula-105 tion distribution of one-locus frequencies f (x), which can be approximated using diffusion theory New two-locus pairs occur when a new mutation A occurs against the B/b background, or when B occurs against the A/a background, so we inject density along the Ab or aB axes proportional to the background one-locus allele frequencies. (C) A sample two-locus haplotype frequency spectrum for a sample size of n = 12. diffusion theory, as described in the next section. The two-locus haplotype frequency spectrum 112 stores the counts of derived haplotypes in a sample, where one or both loci carry the derived allele.
113
To obtain the two-locus spectrum F for n samples from the density function φ (Fig. 1C) , we sample 114 against the multinomial sampling distribution:
Here, n i,j,k is the multinomial coefficient, defined as n!/(i! j! k! (n − i − j − k)!). Because we assume observed data to model expectations.
120
The two-locus diffusion approximation
121
We solved the multiallelic diffusion equation for φ to obtain the expected sample two-locus spec-122 trum. Measuring time τ in units of 2N a generations, where N a is the ancestral reference population 123 size, the forward diffusion equation describes the evolution of the probability density of two-locus 124 frequencies and is written as
Here, 
We allowed the population mutation rate θ to be an implicit parameter for each bin, which scales 185 the total size of the frequency spectrum while retaining its shape. The maximum likelihood value
186
for θ is thenθ =
, whereM is the model spectrum with θ set to one. The square arises 187 because mutations that are paired to existing variant sites arise proportional to rate θ, but those 188 existing mutations also arise proportional to rate θ, so that the total rate of influx of new two-locus 189 pairs occur at a rate proportional to θ 2 .
190
We simultaneously considered all bin intervals of ρ ∈ [ρ min , ρ max ], and so for bin centers
where j indexes the ρ-bins, and i indexes the frequency spectrum entries for a given ρ j . In reality, replacement.
198
We fit single-population demographic models to the data, which are defined by the population 199 size history function ν(τ ) (Eq. 2). We considered simplified demographic models that may be the same probability the B allele was misidentified and the A allele was correctly identified. Both 213 alleles A and B were misidentified with probability p 2 mis . In our demographic model fits to data,
214
we fit p mis along with the parameters from the demographic model.
215
When data is unphased, as is the case for many genomic datasets, observed haplotypes can not 216 be tallied. Rather, we are left with counts of genotypes in individuals, (n AABB , n AABb , n AAbb , n AaBB , . . .).
217
The composite linkage disequilibrium statisticD is an unbiased estimator for D (Weir, 1979; Zaykin, 218 2004),
where n is the number of sampled individuals. One possible approach to summarize observed data 220 might be to work with the joint statistics p = n A , q = n B , andD. Instead, we directly used 221 genotype counts in the "genotype frequency spectrum" G. As an application, we considered a single Zambian population of fruit flies, using data from phase 3 233 of the Drosophila Population Genomics Project (DPGP3), available from the Drosophila Genome than the two melanogaster alleles, we discarded that site.
241
For each chromosome, we considered all pairs of biallelic SNPs in intergenic and intronic regions 242 for which an ancestral state could be determined, within recombination distance ρ max . We deter- SNPs and multiplying by 4N e /100. This required an estimate for N e , so we used neutral demo-247 graphic fits to intronic and intergenic single-locus data, which provided an estimate for θ = 4N e µL.
248
Here, µ is the mutation rate, and we used µ = 5.5 × 10 −9 (Schrider et al., 2013). The total length 249 of sequences that were included in our analysis was L ≈ 3.93 × 10 7 . Then N e = θ/(4µL) ≈ 3 × 10 5 .
250
For each two-locus pair, we counted the number of AB, Ab, aB, and ab haplotypes across all 197 251 samples and then subsampled to a sample size of n = 20. In the supporting information, we show 252 how to project data to a smaller sample size, but for the sample sizes in our dataset the full projec-253 tion would have required more memory than we had available. This allowed for more pairs to be 254
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The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/108688 doi: bioRxiv preprint first posted online Feb. 14, 2017; included in the data, as any pair of loci without missing haplotype data for at least 20 samples was 255 included, and a smaller sample size allowed for more rapid evaluation of the expected frequency 256 spectrum for optimization. 
Results and Discussion
271
Numerical accuracy of solution to two-locus allele frequency spectrum 272 We first compared our numerical solution for two-locus statistics for a population in demographic (Fig. 2,   275 top row). To verify our numerical solution for nonequilibrium demography, we compared it to 276 simulations of the discrete two-locus process with an influx of mutations. We simulated a population 277 of N = 1000 diploid, randomly mating, individuals for independent pairs of loci separated by a 278 given recombination rate. New two-locus pairs entered the population at a rate proportional to 279 Eqs. S3 and S4. We allowed the simulation to proceed for 20N generations and then applied 280 specified population size changes, sampling two-locus haplotype frequencies from the population 281
11
. CC-BY 4.0 International license peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/108688 doi: bioRxiv preprint first posted online Feb. 14, 2017; after each simulation completed. Our nonequilibrium solution matched the simulated two-locus 282 statistics (Fig. 2, bottom 
Two-locus statistics are sensitive to demography 285
To assess the increase in statistical power for demographic history inference using the two-locus 286 spectrum versus the single-locus spectrum, we used the information theoretical measure Leibler (KL) divergence (Kullback and Leibler, 1951 
In our comparisons, we took M 0 to be a model of constant demography and compared the KL diver-292 gence for two demographic models, an instantaneous growth model and a bottleneck and recovery 293 model, between two-locus and single-locus frequency spectra (Fig. 3) . A larger KL divergence in- The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/108688 doi: bioRxiv preprint first posted online Feb. 14, 2017; parameters including α N (Fig. 4B) . We simulated 50 replicate data sets with length 100Mb under an instantaneous growth model using ms and checked how accurately we recovered the simulated parameters for both single-and two-locus data, including allowing N e to vary (B). C-D: For both ν and T , fits to the two-locus frequency spectrum were more accurate than single-locus fits. Here, the median values and top and bottom quartiles are indicated by the boxes, and the whiskers extend to the largest and smallest inferred values from the simulated datasets.
In an identical fashion, we also simulated a bottleneck model, in which the population size We simulated 50 replicate data sets with length 100Mb under a bottleneck and recovery demographic history, in which the population declined to 0.1 its original size for T = 0.05 genetic time units and then recovered to its original size for 0.2 time units. C-F: Demographic inferences using single-locus data alone could not consistently recover the true parameters. However, using genotype or haplotype two-locus data allowed for precise inference of model parameters, including when N e was allowed to vary (B).
information about linkage disequilibrium dramatically improves parameter identifiability. 
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Demographic inference of a Zambian Drosophila population
As an application of our approach, we considered the demographic history of a Zambian population 339 of Drosophilia melanogaster, which is thought to be a close proxy to the ancestral population (Lack 340 et al., 2015). We first fit two-and three-epoch single-population demographic models to intronic 341 and intergenic single-locus data in order to estimate θ and N e (Table 1) assuming an effective population size of 3 × 10 5 , and we binned two-locus data as described above.
346
We then fit the two-and three-epoch models to the two-locus data, with and without varying 347 N e (Table 1 ) and calculated parameter uncertainties using the Godambe Information Matrix (Ta-348 ble S1). For all fits, we subsampled the data to 20 samples for computational speed, and additional 349 speed-up was afforded by calculating each ρ-bin's expected frequency spectrum in parallel. Table 1 : Point estimates from fits to Drosophila data. Reported log-likelihoods (LL) are for two-locus data using the demographic history parameters from each fit. 95% confidence intervals are given in Table S1 . 
350
introduce significant bias into downstream parameter estimates.
360
All of the inferred models fit the single-locus frequency spectrum well (Fig. S2 ), but they varied 361 in their ability to capture patterns of LD (Fig. 6) . The two-locus data fit with a three-epoch model 2-locus fits, variable N e A B C Figure 6 : Fits to LD-decay from Drosophila data. LD-decay curves for two-locus models compared to observed decay curves from the data. (A) The two-locus model using the best fit parameters from single-locus data, (B) the two-locus model fit with N e set to 3 × 10 5 , and (C) the two-locus model with N e allowed to vary. Each of the models underestimates long-range LD decay, as also observed by Garud and Petrov (2016), although the two-locus fits that allow variable N e attempt to compensate for the poor fit to observed levels of LD (C). 
diversity, and Charlesworth (2015) estimated N e ∼ 0.7 × 10 6 using observed synonymous site diversity. Furthermore, N e is often assumed to be ≥ 10 6 in many population genetic studies of D. N e were substantially lower. Using levels of diversity for intronic and intergenic loci, we estimated 376 N e ∼ 3 × 10 5 through our demographic fits to the single-locus AFS (Table 1) . In an alternative 377 approach, we allowed N e to vary in the two-locus inference, and we estimated a smaller value of 378 N e ∼ 1.7×10 5 . This approach is based on the rescaling of the recombination map without assuming 379 a fixed mutation rate, and it thus provides an independent inference of the effective population size. to data from a Zambian fruit fly population, and we found that using two-locus statistics to infer 400 demographic history provided a much better fit to both the allele frequency spectrum and observed 
The x 2 and x 3 discretizations were similar, but with the opposite sign for M i,j,k . For the mixed 423 derivative terms, we sequentially applied an explicit scheme over the (x 1 , x 2 ), (x 1 , x 3 ), and (x 2 , x 3 ) 424 planes. In the (x 1 , x 2 ) direction, we used the discretization
The (x 1 , x 3 ) and (x 2 , x 3 ) planes were analogous.
426
Sequentially applying the ADI and explicit mixed derivative methods along the off-axes surface the amount of density that should be lost to the surface each time step and directly moved that 431 density to the surface. This density from a grid point at (x 1 , x 2 , x 3 ) may be found by numerically 432 integrating the analogous one-dimensional process forward one time unit from a point mass placed 433 at x = x 1 + x 2 + x 3 and measuring the amount of density that fixes at x = 1. We similarly 434 directly moved density from the surface back into the interior of the domain each time step due 435 to recombination events along that surface. Each time step we also integrated the density on the 436 surface forward in time using Eqs. S1 and S2 for the analogous three state process.
437
To model the influx of new mutations, we coupled our numerical solution to the two-locus dif- 
477
For two-locus statistics, we only included data when both the left and right alleles were 478 called in an individual. To project from n observed samples to n proj , with n proj < n, we aver-
479
aged over all possible ways of subsampling the n observed haplotypes. For data with sampled 480 haplotype counts (n AB , n Ab , n aB , n ab ), n * * = n, we counted the number of ways to sample
481
(ñ AB ,ñ Ab ,ñ aB ,ñ ab ), ñ * * = n proj from that collection of n samples. The probability that we 482 choose (ñ * * ) = (i, j, k, l) haplotypes from (n * * ) can be expressed as
where C n i indicates the binomial coefficient with parameters n and i.
484
Genotype frequency expectations from haplotype frequencies
485
For a given entry (i, j, k) in the two-locus spectrum with haplotype frequencies
we determined expected genotype frequencies by counting all possible ways that the haplotypes 486 could be paired. To calculate pairing probabilities and visualize the computation, consider pairing 487 a collection of n (even) colored balls that could be any of four colors (red, green, blue, and yellow),
488
where n R is the number of red balls, n G the number of green, and so forth. The total number of 489 ways than n objects can be paired is
23
For a given configuration (n * * ) = (n RR , n GG , n BB , n Y Y , n RG , n RB , n RY , n GB , n GY , n BY ), we 491 must also count the total number of ways that the colored balls may be distributed. Here, n RR is 492 the number of pure red ball pairings in the set, n GY is the number of pairs of a green and yellow ball calculations.) n RG + n RB + n RY = n R − 2n RR red balls will be paired with non-red balls. For these 497 red balls in mixed pairings, there are n RG +n RB +n RY n RG ,n RB ,n RY ways to split them into the given number of 498 RG, RB, and RY pairs, where n i,j,k is the trinomial coefficient, with i + j + k = n, defined as 499 n! i! j! k! . Finally, for red balls that will be paired with green balls, there are n RG ! permutations of 500 these possible pairings. Again, the other colors follow the same calculation.
501
Now, the probability that haplotypes with frequencies (n R , n G , n B , n Y ) will the paired as (n * * ) 502 is the number of ways that unique pairings lead to that configuration of genotypes, divided by the Table S1 : 95% confidence intervals from fits to Drosophila data. We used the Godambe Information Matrix to estimate uncertainties for our best fit parameter values. We fit two-and three-epoch models to the single-locus AFS, including a parameter to account for ancestral misidentification that causes the over-representation of high frequency alleles. (B) We fit those same models to two-locus data and fixed N e = 3 × 10 5 , which was inferred from our fits to the single-locus data. (C) N e was allowed to vary, rescaling the effective recombination rates.
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