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Operational Ensemble Kalman Filtering (EnKF) methods rely on model-specific heuristics such
as localization, which are typically implemented based on the spacial locality of the model variables.
We instead propose methods that more closely depend on the dynamics of the model, by looking at
locally averaged-in-time behavior. Such behavior is typically described in terms of a climatological
covariance of the dynamical system. We will be utilizing this covariance as the target matrix in
covariance shrinkage methods, from which we will be drawing a synthetic ensemble in order to enrich
both the ensemble transformation and the subspace of the ensemble.
1. INTRODUCTION
The ensemble Kalman filter [5, 8, 9] is one of the most widely used data assimilation algorithms [4, 17, 26] that
uses a Monte Carlo approach to provide a non-linear approximation to the Kalman filter [15]. In the typical case of
an undersampled ensemble the algorithm requires correction procedures such as inflation [1], localization [2, 12, 21,
23, 24, 34], and ensemble subspace enrichment [20, 22, 28].
The focus of this paper is on ensemble subspace enrichment. Previous work [20, 22] proposed augmenting the
ensemble with synthetic members drawn from a normal distribution defined by a full rank shrinkage covariance matrix
approximation. In this work we consider augmenting the ensemble with members drawn from a normal distribution
with a possibly low rank covariance matrix derived from a priori information such a climatological information or
method of snapshots. We show that this is equivalent to a stochastic implementation of the shrinkage covariance matrix
estimate proposed in [20, 22], and therefore augmenting the physical ensemble with synthetic members enriches the
rank of the covariance matrix, and nudges the resulting covariance estimate to the true covariance.
2. BACKGROUND
Our aim is to understand the behavior of an evolving natural phenomenon. The dynamics of the natural phenomenon
is approximated with an imperfect model, described by the dynamical system
Xi =M(i−1)→i(Xi−1) + Ξi, (2.1)
where Xi−1 is a random variable (RV) whose distribution represents our uncertainty in the state of the system at
time i− 1,M(i−1)→i is the (imperfect) dynamical model, Ξi is a RV whose distribution represents our uncertainty in
the additive modeling error, and Xi is the RV whose distribution represents our uncertainty in the (forecasted) state
at time i.
One collects noisy observations of the truth:
yoi = Hi(xti) + ηi, (2.2)
where xt represents the true state of nature represented in model space, Hi is the (potentially non-linear) observation
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2operator, ηi is a RV whose distribution represents our uncertainty in the observations, and y
o
i are the observation
values, assumed to be realizations of an observation RV Yi.
The goal of data assimilation is to find the a posteriori estimate of the state given the observations, which is
typically achieved through Bayes’ theorem. At time i we have:
pi(Xi|Yi) ∝ pi(Yi|Xi)pi(Xi). (2.3)
In typical Kalman filtering the assumption of Gaussianity is made, whereby the states at all times, as well as the
additive model and observation errors, are assumed to be Gaussian and independently distributed. Specifically one
assumes Ξi ∼ N (0,Qi) and ηi ∼ N (0,Ri).
In what follows we use the following notation. The a priori estimates at all times are represented with the superscript
f, for forecast (as from the imperfect model), and the a posteriori estimates are represented with the superscript
a, for analysis (through a DA algorithm).
2.1. Ensemble Transform Kalman Filter
Forecasting with an ensemble of coarse models has proven to be a more robust methodology than forecasting with
a single fine model [16]. Ensemble Kalman filtering aims to utilize the ensemble of forecasted states to construct
empirical moments and use them to implement the Kalman filter formula. The Ensemble Transform Kalman Filter
(ETKF) computes an optimal transform of the prior ensemble member states to the posterior member states; for
Gaussian distributions the optimal transform is described by a symmetric transform matrix.
We now describe the standard ETKF. Let Xai−1 = [x
(1),a
i−1 , . . .x
(N),a
i−1 ] represent the N–members analysis ensemble
at time i− 1. The forecast step is:
x
(k),f
i =M(i−1)→i(x(k),ai−1 ) + ξ(k)i , k = 1, . . . , N, (2.4)
where ξ
(k)
i is a random draw from N (0,Qi).
The ETKF analysis step reads:
Aai = A
f
i Ti, (2.5a)
x¯a = x¯f + Aai Z
a,T R−1 di, (2.5b)
where,
Ti =
(
I− Zf,Ti S−1i Zfi
) 1
2
, (2.6a)
Si = Z
f
i Z
f,T
i + Ri, (2.6b)
Afi =
1√
N − 1
(
Xfi − xfi 1T
)
, (2.6c)
Zfi =
1√
N − 1
(
H(Xf)−H(Xf) 1T
)
, (2.6d)
di = y
o
i −H(Xfi), (2.6e)
xfi =
1
N
N∑
k=1
X
f,(k)
i , (2.6f)
H(Xfi) =
1
N
N∑
k=1
H(Xf,(k)i ), (2.6g)
Here the unique symmetric square root of the matrix is used, as there is evidence of that option being the most
numerically stable [29]. Also, it is common practice to approximate Za by
Za ≈ Zf Ti, (2.7)
3although in reality Za is implicitly defined from the analysis ensemble Xa as follows:
Xai = x¯
a
i 1
T +
√
N − 1Aai ,
Za =
1√
N − 1
(
H(Xa)−H(Xa) 1T
)
.
(2.8)
Note that equation (2.8) is automatically satisfied by (2.7) when H is a linear operator. Additionally, this implicitly
defines a fixed point iteration which should converge when the linear operator is sufficiently smooth. In this paper we
make the assumption that equation (2.7) is exact.
The empirical forecast covariance estimate
Σ˜XfiXfi = A
f
i A
f,T
i (2.9)
is not perfect. In order to improve the performance of EnKF, inflation is applied to the ensemble anomalies,
Afi ← αAfi, (2.10)
before any other computation is performed (meaning that it is also applied to the observation anomalies, Zfi as well).
The inflation parameter α > 1 is typically chosen in a heuristic manner.
2.2. Covariance Shrinkage
Assume that there exists some target covariance matrix P that represents a priori knowledge about the error spatial
correlations. We then assume that there is some scalar, µi, such that µi P represents the scaling factor that represents
the confidence of our knowledge of the state. A covariance shrinkage approximation is a linear combination of the
empirical covariance (2.9) and the target covariance P,
Bfi = γi µi P + (1− γi) Σ˜XfiXfi , (2.11)
which is optimal for some value of γi. Note that
P− 12 Bfi P−
1
2 = γi µi In + (1− γi)P− 12 Σ˜XfiXfiP
− 12 (2.12)
meaning that it is possible to apply common choices for γi from the literature, computed for target matrices equal to
multiples of identity, as long as one can perform inexpensively matrix-vector products with P− 12 . One popular choice
for γi is the Rao-Blackwell Ledoit-Wolf (RBLW) estimator [6] (equation (9) in [21]),
γi,RBLW =
N−2
n tr
(C2i )+ tr2 (Ci)
(N + 2)
[
tr (C2i )− tr
2(Ci)
n
] ∧ 1 (2.13)
where Ci = P− 12 Σ˜XfiXfiP−
1
2 .
If P is a climatological covariance matrix of the state errors of a dynamical system, e.g., P is the static covariance
matrix of an ergodic dynamical system, and Σ˜XfiXfi is the empirical covariance matrix from equation (2.9), then, in
the same spirit as the RBLW estimator, an approximation of µi is,
µi =
tr(Σ˜XfiXfi)
tr(P) , (2.14)
Which scales the static covariance to be more representative of the scale of our current uncertainty.
If P’s eigendecomposition is known, P = ULU∗, in any inner product space, then P− 12 = UL− 12U∗. Notice also
that if P− 12Afi represents the scaled anomalies of Ci, then its trace can be computed as,
tr (Ci) =
N−1∑
i=1
σ2i ,
4with σi being the ith singular value of P− 12Af, and similarly for the trace of the covariance squared,
tr
(C2i ) = N−1∑
i=1
σ4i .
3. ETKF IMPLEMENTATION WITH STOCHASTIC SHRINKAGE COVARIANCE ESTIMATES
Assume that our dynamical system is locally (in time) stationary. This means that, roughly climatologies about the
local time roughly describe a measure of averaged-in-space uncertainty. Ensemble methods propagate our uncertainty
about the dynamics of the system. Any valid application of Bayes’ rule requires that all available information
is used [13]. Therefore, it is our prerogative to attempt and use the locally known climatological information in
conjunction with our ensemble information. If we assume our dynamical system is ergodic, then this means that
the mean covariance in space is equal to the mean covariance in time, meaning that climatological information
becomes global in time. The method of snapshots [33] requires ergodicity, thus we make this assumption for the rest
of this paper, however, this assumption need not be made, and the methods remain just as valid for local-in-time
climatological information.
Nino-Ruiz and Sandu [20, 22] proposed to replace the empirical covariance in EnKF with a shrinkage covariance
estimator (2.11). They showed that this considerably improves the analysis at a modest additional computational
cost. Additional, synthetic ensemble members drawn from a normal distribution with covariance Bf are used to
decrease the sampling errors.
In this work we develop an implementation of ETKF with a stochastic shrinkage covariance estimator (2.11).
Rather than computing the covariance estimate (2.11), we build a synthetic ensemble by sampling directly from the
normal distribution with covariance a multiple of P. The anomalies of this synthetic ensemble are independent of the
anomalies of the forecast EnKF ensemble.
To be specific, let X fi ∈ Rn×M be the synthetic ensemble of M members drawn from the normal distribution
N (x¯fi, µi P), with n being the dimension of the state space of our dynamical system and climatological information.
We denote the variables related to the synthetic ensemble by calligraphic letters. The corresponding anomalies in the
state and observation spaces:
Afi =
1√
M − 1
(X fi − X¯ fi 1T) ∈ Rn×M ,
Z fi =
1√
M − 1
(
H(X fi )−H(X fi ) 1T
)
∈ Rm×M ,
(3.1)
where m is the dimension of our observation space.
The shrinkage estimator (2.11) of the forecast error covariance for Bfi is represented in terms of synthetic and
forercast anomalies as:
B˜
f
i = γiAfiAf,Ti + (1− γi) Afi Af,Ti , (3.2)
The Kalman filter formulation to the optimal analysis covariance [15], yields the following analysis covariance matrix:
B˜
a
i = B˜
f
i − B˜
f
i H
T
i S
−1
i Hi B˜
f
i, (3.3)
where Si can be defined in two different ways, as discussed later.
Using the forecast error covariance estimate (3.2) in (3.3) leads to the following analysis covariance:
B˜
a
i = γiAfiAf,Ti + (1− γi) Afi Af,Ti −
(
γiAfiZ f,Ti + (1− γi) Afi Zf,Ti
)
S−1i
(
γiZ fi Af,Ti + (1− γi) Zfi Af,Ti
)
, (target)
which we refer to as the “target” analysis covariance formula.
Our goal is to construct an N -member analysis ensemble such that the anomalies Aai (2.5a) represent the (target)
analysis covariance as well as possible:
Find Aai ∈ Rn×N such that : Aai Aa,Ti ≈ B˜
a
i . (goal)
5We discuss below two ways of finding the analysis ensembles. In the first method, we enrich our ensemble in such
a way as to closely approximate the shrinkage covariance (2.11). In the second approach we evolve the physical
ensemble and the surrogate ensemble as separate entities that are only related by the common information in their
transformations.
3.1. Type I approach
In the first approach we enrich the ensembles of forecast anomalies with synthetic anomalies (3.1):
Afi =
[√
1− γi Afi
√
γiAfi
] ∈ Rn×(N+M),
Zfi =
[√
1− γi Zfi
√
γiZ fi
] ∈ Rm×(N+M). (3.4)
Next, we define a transform matrix (2.5a) that now applies to the enriched ensemble (3.4) to form an analysis ensemble
that represents the target analysis covariance (goal). Specifically, we search for a transform matrix Ti such that:
B˜
a
i = A
f
i Ti T
T
i A
f,T
i . (3.5)
Using the extended ensembles (3.5) the (target) becomes
B˜
a
i = A
f
i
(
I− Zf,Ti S−1i Zfi
)
Af,Ti , (3.6)
where, from (2.6b),
Si = Z
f
i Z
f,T
i + Ri. (3.7)
The transform matrix (2.6a) is a square root of equation (3.5),
Ti =
(
I(N+M)×(N+M) − Zf,Ti S−1i Zfi
) 1
2
. (3.8)
In the Type I method we compute the analysis mean using the shrinkage covariance estimate. From (2.5b):
x¯ai = x¯
f
i + A
f
i Ti T
T
i Z
f,T
i R
−1
i di, (3.9)
in which, it is important to point out, that the full analysis covariance estimate (equation (3.6)) is used. In addition,
we achieve the (goal) by keeping the first N members of the transformed extended ensemble, or equivalently, the first
N columns of the symmetric square root (3.8). From (2.5a), we have:
Aai =
1√
1− γi
[
Afi Ti
]
:,1:N
=
1√
1− γi A
f
i T˘i, T˘i = [Ti]:,1:N . (3.10)
An alternative approach to achieve the (goal) is to look for a low-rank, approximate square root instead of the
symmetric square root (3.8). Specifically, we seek a transformation matrix T̂i such that:
T̂i ∈ R(N+M)×N , T̂i T̂Ti ≈ I(N+M)×(N+M) − Zf,Ti S−1i Zfi. (3.11)
The calculation of the symmetric square root (3.8) requires an SVD of the right hand side matrix. With the same
computational effort one can compute the low rank transformation:
U Σ UT =
(
I− Zf,Ti S−1i Zfi
)
, U,Σ ∈ R(N+M)×(N+M);
T˘i = U Σ
1/2 [U1:N,:]
T ∈ R(N+M)×N (symmetric square root (3.8));
T̂i = U:,1:N Σ
1/2
1:N,1:N ∈ R(N+M)×N (low rank square root (3.11)).
(3.12)
The mean calculation (3.9) is the same. The ensemble transform produces N transformed ensemble members that
6contain “mixed” information from both the physical and the synthetic ensembles:
Aai =
1√
1− γi A
f
i T̂i.
3.2. Type II approach
Ideally there should be no correlation between the forecast ensemble that we propagate with the physics-based model
and the synthetic forecast ensemble that we generate. If we impose a block-diagonal structure of the transformation
matrix
Ti =
[
Ti 0
0 Ti
]
, (3.13)
then, instead of equation (3.5), we search for separate transforms Ti and Ti for each ensemble such that:
B˜
a
i = γiAfi Ti T Ti Af,Ti + (1− γi) Afi Ti TTi Af,Ti . (3.14)
Note that there is no unique solution to this equation.
Under the assumption that the synthetic ensemble is independent of the physical ensemble, but is transformed
through a standard ETKF formulation, it is the case that,
Ti =
(
I− γiZ f,Ti S−1i Z fi
) 1
2
, (3.15)
where the formulation (2.6b) of Si uses all available information:
Si = γiZ fi Z f,T + (1− γi) Zfi Zf,T + R. (3.16)
This (almost uniquely) defines the transformation for the physical ensemble as,
Ti =
 I− (1− γi)Z
f,T
i S
−1
i Z
f
i − γi Af,†i AfiZ f,Ti S−1i Zfi − γi Zf,Ti S−1i Z fi Af,Ti Af,T,†i
− γ
2
i
1− γiA
f,†
i AfiZ f,Ti S−1i Z fi Af,Ti Af,T,†i

1
2
(3.17)
with † representing a pseudo-inverse (in this case we use the Moore-Penrose pseudo-inverse, keeping exactly N − 1
singular values of Afi). In this case (3.17) comes from directly looking at all the terms of (target) expanded with (3.16),
and by removing the terms found in (3.15).
This completes the Type II approach:
Aai = A
f
i Ti,
Aai = Afi Ti,
x¯ai = x¯
f
i +
(
γiAai Za,Ti + (1− γi) Aai Za,Ti
)
R−1i di,
(3.18)
with the physical ensemble used to continue the computation defined as,
Xai = x¯
a
i +
√
N − 1Aai . (3.19)
4. NUMERICAL EXPERIMENTS
All test problem implementations are available in the ‘ODE Test Problems’ suite [7, 27].
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FIG. 1: For the L96 problem N = 20, α = 1.1 and various different synthetic ensemble sizes, M , we compute the KL
divergence of the rank histogram and the RMSE of the methods (‘+’ for type I and ‘◦’ for type II) with respect to
the EnKF with the same parameters (dashed horizontal line, and ‘4’), and with respect to each other.
4.1. The Lorenz’96 model (L96)
We first look at the 40-Variable Lorenz ’96 problem [18],
[y]
′
i = − [y]i−1
(
[y]i−2 − [y]i+1
)− [y]i + F, i = 1, . . . , 40, (4.1)
and F = 8.
Assuming (4.1) is ergodic (thus having a constant spatio-temporal measure of uncertainty on the manifold of the
attractor), we compute the target covariance matrix P as the empirical covariance from 10, 000 independent ensemble
members run over 225 days in the system (where 0.05 time units corresponds to 6 hours), with an interval of 6 hours
between snapshots, This system is known to have 13 positive Lyapunov exponents, with a Kaplan-Yorke dimension
of about 27.1 [25].
The time between consecutive assimilation steps is ∆t = 0.05 units, corresponding to six hours in the system. All
variables are observed directly with an observation error covariance matrix of Ri = I40. The time integration of the
model is performed with RK4 the fourth order Runge-Kutta scheme RK4 [10] with a step size h = ∆t. The problem
is run over 1100 assimilation steps. The first 100 are discarded to account for model spinup. The synthetic ensemble
size is fixed to M = 25.
4.2. L96 assimilation results
First we assess the quality of the analysis ensembles using a rank histogram [11]. For a quantitative metric we
compute the KL divergence from Q to P ,
DKL (P ||Q) = −
∑
i
Pi log
(
Pi
Qi
)
, (4.2)
where P is the uniform distribution and Q is our ensemble rank histogram.
Additionally, for testing the accuracy of all our methods we compute the spatio-temporal RMSE,√√√√ K∑
i=1
n∑
j=1
[xi]
2
j , (4.3)
with K representing the amount of snapshots at which the analysis is computed, and [xi]j is the jth component of
the state variable at time i.
Figure 1 shows the KL divergence results for variable [y]17. As can be seen, the addition of the synthetic ensemble
introduces error into the calculations, which seems to converge to the the EnKF error in the limit of M . However,
it dramatically increases the uniformity of the ensemble, as for even small values of M the KL divergence of the
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FIG. 2: RMSE graph for the L96 model for the Type I, Type II, and vanilla ETKF methods. The x-axis represents
the physical ensemble size N and the y-axis represents the inflation factor α. The surrogate ensemble size is set to a
fixed M = 25.
ensemble rank histogram to the uniform distribution is virtually zero.
We compare our two methods against the canonical ETKF for various values of inflation factors and physical
ensemble sizes. Ten separate experiments are performed for each run, and the one with the lowest RMSE is plotted.
As can be seen from Figure 2, ETKF is only stable when we fully cover the exponentially growing error action
described by the Lyapunov modes with positive (and zero) exponents, meaning that 15 ensemble memebers is enough
to cover the 14 non-decreasing modes. On the contrary, in our stochastic surrogate ETKF formulation, both Type
I and Type II perform similarly well, especially in the low undersampled (< 15) ensemble size cases. In the high
ensemble size cases, the stochasticity of the methods prevents them from being as good as pure ETKF (as shown in
figure 1). The Type I method shows slightly higher stability, with the same accuracy, as it is likely that the ensemble
anomally inversions introduce numerical error, though the difference is verging on negligible.
Our results show that our methodology heavily reduces the need for localization, as as little as 5 ensemble members
are needed. The Type I scheme, when we have an Ergodic system, and an extremely well-computed estimate for the
ergodic covariance matrix, is clearly better than the Type II method.
Comparing Type I and Type II with each other, we can see that—at least in this case—the Type I method performs
slightly better, though the difference is negligible. This might be due to the case that the observations are sufficiently
close to each other, and related in a non-linear manner.
4.3. The Quasi-Geostrophic model (QG)
We follow the QG formulations given in [19, 30]. We discretize the equation
ωt + J(ψ, ω)−Ro−1ψx = Re−1∆ω +Ro−1F
J(ψ, ω) ≡ ψyωx − ψxωy,
(4.4)
where ω stands for the vorticity, ψ stands for the stream function, Re is the Reynolds number, Ro is the Rossby
number, J is the Jacobian term, and F is a constant (in time) forcing term.
The relationship between stream and vorticity, ω = −∆ψ is explicitly enforced in the evaluation of the ODE. The
forcing term is a symmetric double gyre,
F = sin (pi(y − 1)) . (4.5)
Homogeneous Dirichlet and Neumann boundary conditions is enforced on the spatial domain [0, 1] × [0, 2]. The
spatial discretization is a second order central finite difference for the first derivatives, and the Laplacian, with the
Arakawa approximation [3] (a pseudo finite element scheme [14]) used for computing the Jacobian term. All spatial
discretizations exclude the trivial boundary points from explicit computation.
The matrix P is approximated through the method of snapshots [31–33] in L2 space over R2 (meaning that the
inner products are calculated with spatial information). We utilize 700 snapshots about 283 hours apart each, and a
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FIG. 3: RMSE graph from the QG equations. For QG, M = 90, and the Type I and Type II schemes. It is again
evident that as little as 10 ensemble members are needed, drastically reducing the need for localization. In fact, the
canonical ETKF algorithm did not converge at all for all the Ensemble size/inflation pairs tried in the experiments.
rank 100 approximation to the full matrix is built. The true model is run outside of time of the snapshots so as to not
pollute the results. Nature utilizes a 255× 511 spatial discretization, and the model a 63× 127 spatial discretization.
Observations are first relaxed into the model space via multigridding [35], then 150 distinct points from the non-linear
observation operator,
H(ψ) =
√
ψ2x + ψ
2
y, (4.6)
representing zonal wind magnitude, are taken. The observation error is unbiased, with covariance I150. The number of
synthetic ensemble members is fixed at a constant M = 90 in order to be less than the order of the ergodic covariance
matrix approximation. Observations are taken ∆t = 0.010886 time units (representing one day in model space) apart.
We run a total of 350 assimilation steps, taking the first 50 as spinup. Results are averaged over 3 model runs, with
diverging runs treated as de-facto infinite error.
4.4. QG assimilation results
For the inflation factor values and the ensemble sizes chosen, ETKF only converged for an ensemble size of 25.
Figure 3 shows clearly that, the type I scheme wins out in terms of RMSE compared to the type II method, which
is probably due to the fact that the approximate anomaly inverse is introducing significant numerical error. Another
source of error is due to both the nonlinear observations and the coarse approximation to the covariance estimate.
In terms of stability, again, the type I method has a slight edge over the Type II method. As can be seen, for a
severely undersampled ensemble, low inflation causes the Type II method to diverge from the truth. All this is likely
again due to the approximate anomaly inversion.
In terms of cost, it is of course true that the matrix operations in the Type II method are simpler and require
significantly less computation, though at the cost of accuracy and stability.
As the Lorenz ’96 model is a tiny synthetic model that only propagates discretization error, the quasi-geostrophic
equations show that our methodoligy can be readily translated to real-world PDE-based models, especially those for
which the observations are non-linear transformations of the state representation.
5. DISCUSSION
In [20] it was shown that shrinkage covariance matrix estimators can greatly improve the performance of the EnKF.
This work develops ensemble transform filters that utilize a stochastic implementation of shrinkage covariance matrix
estimates. We derive two types of ensemble transforms. Both filters perform similarly well in the under-sampled
regime, where the ETKF does not converge, though perform worse that ETKF in the over-sampled regime, and
perform asymptotically as well in the limit of synthetic ensemble size, as can be seen from the Lorenz ’96 results. We
10
hypothesize that this is due to the fact that the synthetic ensemble introduces additional variance into the analysis,
similarly to a perturbed observations scheme.
Numerical experiments show that the Type I scheme performs better than the Type I scheme in terms of accuracy
and stability, though the Type II method performs better in terms of operations required, though relies on inexact
calculations of a pseudo-inverse, therefore is not as attractive.
Both our methods allow our ensemble to have near perfect rank histograms, from the fact of the added Gaussian
noise, while sacrificing little accuracy. For large-scale problems this would increase the ensemble interpretability, as
the ensemble members would be more representative around the truth.
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