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In this paper, we discuss the complete positivity of n × n, n  5,
house matrices, i.e., doubly nonnegative matrices whose graph is a
cycle (1, 2, . . . , n) with a chord between vertices 1 and 3. We de-
scribe the set of all possible supports of the columnsof anonnegative
matrix B, such that A = BBT ; show that the cp-rank of a completely
positive housematrix is at least n−1; give a complete characteriza-
tion of the singular completely positive house matrices; show that
their cp-rank is n − 1 or n and characterize each case.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
An n × n real symmetric matrix A is called completely positive if it can be decomposed as A = BBT ,
where B is a (not necessarily square) elementwise nonnegative real matrix. The minimal number of
columns in such B is called the cp-rank of A.
Equivalently, A is completely positive if it can be written as
A = ∑ bibTi , bi  0
and its cp-rank is the minimal number of summands in such a representation. Observe that cp-rank
A  rank A.
Clearly, if A is completely positive, then it is doubly nonnegative, i.e., positive semidefinite and
(elementwise) nonnegative.
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A survey of the theory and the applications of completely positivematrices is given in [1]. Generally,
there are two basic problems, both still open:
a. Determining which doubly nonnegative matrices are also completely positive.
b. Computing, or estimating, the cp-rank of a completely positive matrix.
For matrices of order n  4 a doubly nonnegative matrix is completely positive but this is not true
for n  5, e.g., [7].
Denote by G(A) the graph of an n× n symmetric matrix A = (aij). G(A), has n vertices, and an edge
from i to j if and only if aij = 0. If G = G(A), then we say that A is a realization of G.
A graph G is completely positive, if every doubly nonnegative matrix realization of G is completely
positive. By [6] a graph G is completely positive if and only if it does not contain an odd cycle of length
greater than 4 (a long odd cycle).
Let A = (aij) ∈ Rn×n. The comparison matrix of A,M(A), is defined by:
M(A) = (mij)
mii = |aii|, mij = −|aij| i = j, 1  i, j  n.
Let A be symmetric and elementwise nonnegative. It is known, [2], that if M(A) is positive semi-
definite then A is completely positive and if G(A) is triangle-free then the sufficient condition is also
necessary.
Given ann×n (n  5)matrixA,wediscuss thequestionwhen is it completely positive. Obviously, it
has to be doubly nonnegative. If G(A) does not contain a long odd cycle, then it is completely positive.
If G(A) is triangle-free then one can check if M(A) is positive semidefinite. So, we assume that A is
doubly nonnegative and its graph contains a triangle and a long odd cycle.




a11 a12 a13 0 · · · 0 a1n
a12 a22 a23 0 · · · 0 0
a13 a23 a33 a34 0 · · · 0
0 0 · · · 0 · · ·
· · 0 · · · 0 · ·
· · · 0 · · · 0 ·
· · · · 0 · · · 0
0 0 · · · 0 · an−1,n−1 an−1,n




in which aii(i = 1, . . . , n), ai,i+1 (i = 1, . . . , n − 1), a13, a1n are positive.
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The following notation is used in the paper:
det A = |A| – the determinant of a matrix A.
A matrix A is nonnegative, A  0, if all its elements are nonnegative.
A matrix A is positive, A > 0, if all its elements are positive.
The support of a nonnegative vector x is the set of indices i such that xi > 0.
A[α;β] – the submatrix of Awhose rows are indexed byα andwhose columns are indexed byβ .
A[α] – the principal submatrix of Awhose rows and columns are indexed by α.
A(α;β) – the submatrix obtained from A by deleting the rows indexed by α and deleting the
columns indexed by β .
A(α) – the principal submatrix obtained from A by deleting the rows and the columns indexed
by α.
We will need the following:
Proposition 1. Let A be a house matrix. Then,
a. The principal minors of A({1}) of order < n − 1 are positive.
b. |A[{1, 2}]| > 0.
Proof
a. Follows from the classical result of Fiedler [3], since A({1}) is an irreducible tridiagonal positive
semidefinte matrix.
b. |A[{1, 2}]| = 0 ⇒ |A[{1, 2, n}]| = −a21na22 < 0.
The structure of the paper is as follows:
In Section 2, we describe the set of all possible supports of the columns of a nonnegative matrix B,
such that A = BBT , show that the cp-rank of a completely positive house matrix is at least n − 1 and
characterize the case when it is n − 1.
In Section3,wegive a complete characterization of the singular completely positive housematrices,
show that their cp-rank is n − 1 or n and characterize each case.
2. House matrices




a11 a12 a13 0 · · · 0 a1n
a12 a22 a23 0 · · · 0 0
a13 a23 a33 a34 0 · · · 0
0 0 · · · 0 · · ·
· · 0 · · · 0 · ·
· · · 0 · · · 0 ·
· · · · 0 · · · 0
0 0 · · · 0 · an−1,n−1 an−1,n
a1n 0 0 · · · 0 an−1,n ann
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= BBT , B  0.
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Then
a. The set S of the possible supports of the columns of B is
S = [{1}; {2}, . . . , {n}; {1, 2}; {1, 3}; {1, n}; {2, 3}; {3, 4}; {4, 5}, . . . , {n−1, n}; {1, 2, 3}]
b. There are two possibilities:
1. B must have columns supported by
S1 = [{1, 2, 3}; {3, 4}; {4, 5}, . . . , {n − 1, n}; {1, n}] (and possibly others).
2. B must have columns supported by
S2 = [{1, 3}; {1, 2}; {2, 3}{3, 4}; {4, 5}; . . . ; {n− 1, n}; {1, n}] (and possibly others).
c. If A is singular, then B is in form b.1.
Proof
a. A principal submatrix A[α] of A is positive if and only if α ∈ S. The positive submatrices of A
are:
A[{1, 2, 3}], A[{1, n}], A[{3, 4}, A[{4, 5}], . . . , A[{n − 1, n}]]
and their principal submatrices. So, the set S consists of all subsets of [{1, 2, 3}; {1, n}; {3, 4};
{4, 5}; . . . ; {n − 1, n}].
b. The positive entries of A imply that B should have at least one column with support of each of
the following sets of elements of S:
(1) [{1, 2, 3} or {1, 2}], since a12 > 0.
(2) [{1, 2, 3} or {1, 3}], since a13 > 0.
(3) [{1, n}], since a1n > 0.
(4) [{1, 2, 3} or {2, 3}], since a23 > 0.
(5) [{3, 4}], since a34 > 0
(6) [{i, i + 1}], since ai,i+1 > 0; i = 4, . . . , n − 1.
This shows that B is of form b.1 or b.2.




e11 0 · · · · 0 e1,n−1
e21 0 · · · · · 0
e31 e32 0 · · · · ·
0 e42 · 0 · · · ·
· 0 · · 0 · · ·
· · 0 · · 0 · ·
· · · 0 · · 0 ·
· · · · 0 · en−1,n−2 0
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f11 f12 0 · · · · · · f1,n+1
0 f22 f23 0 · · · · · 0
f31 0 f33 f34 0 · · · · ·
0 0 0 f44 · 0 · · · ·
· · · 0 · · 0 · · ·
· · · · 0 · · 0 · ·
· · · · · 0 · · 0 ·
· · · · · · 0 · · 0




f11, f12, f1,n+1; f22, f23; f31, f33, f34; f44, f45; fii, fi,i+1 (i = 4, . . ., n) > 0.
The columns of E are supported by S1 and the columns of F are supported by S2.
Observe that E({1};φ) and F({1}; {1, 2}) are (n − 1)x(n − 1) bidiagonal lower submatrices.
The determinant of F(φ; {n + 1}) is f44 · f55 · · · fnn · (f11f22f33 + f31f12f23) > 0 so rank F = n and
the matrix F FT is nonsingular. On the other hand, EET is singular and rank E = n − 1. Thus if A is a





a11 a12 a13 0 · · · 0 a1n
a12 a22 a23 0 · · · 0 0
a13 a23 a33 a34 0 · · · 0
0 0 · · · 0 · · ·
· · 0 · · · 0 · ·
· · · 0 · · · 0 ·
· · · · 0 · · · 0
0 0 · · · 0 · an−1,n−1 an−1,n
a1n 0 0 · · · 0 an−1,n ann
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
be a house matrix.
Then
a. If A is completely positive then cp-rank A  n − 1.






a. Follows from parts b and c of Theorem 1.
b. Only if: Suppose A is completely positive and has cp-rank n − 1, then A is singular, and by
Theorem 1, b and c,
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A = EET where E is defined in the proof of Theorem 1c.
Observe that













21e31 − e221e11e31 = 0.





We will show that A is completely positive and has cp-rank n − 1.











(The denominators are nonzero by Proposition 1).




a11 αa22 αa23 0 · · · 0 a1n
αa22 a22 a23 0 · · · 0 0
αa23 a23 a33 a34 0 · · · 0
0 0 · · · 0 · · ·
· · 0 · · · 0 · ·
· · · 0 · · · 0 ·
· · · · 0 · · · 0
0 0 · · · 0 · an−1,n−1 an−1,n
















= |A({1})||A({1, n})| .




a22(a11 − α2a22) = |A({1})| ⇒ a
2
1n|A({1, n})| = (a11 − α2a22)|A({1})|.




a11 αa22 αa23 0 · · · 0 a1n
αa22 a22 a23 0 · · · 0 0
αa23 a23 a33 a34 0 · · · 0
0 0 · · · 0 · · ·
· · 0 · · · 0 · ·
· · · 0 · · · 0 ·
· · · · 0 · · · 0
0 0 · · · 0 · an−1,n−1 an−1,n




Expanding the determinant by the last row we get:
ann(a11−α2a22)|A({1, n})|−a2n−1,n(a11−α2a22)|A({1, n−1, n})|+(−1)2n+1a21n|A({1, n})|=0
so,
a21n|A({1, n})| = ann(a11 − α2a22)|A({1, n})| − a2n−1,n(a11 − α2a22)|A({1, n − 1, n})|
and,



















a2k,k−1|A[{2, . . . , (k − 2)}]|
|A[{2, . . . , (k − 1)}]| , k = 4, . . . , n;
e2k,k−1 =
|A[{2, . . . , k}]|
|A[{2, . . . , (k − 1)}]| , k = 3, . . . , n.
Then A = EET since it can be shown that the entries of A satisfy the following:
(1) a11 = e211 + e21,n−1.
(2) a12 = e11e21.
(3) a13 = e11e31.
(4) a1n = e1,n−1en,n−1.
(5) a22 = e221.
(6) a23 = e21e31.
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(7) akk = e2k,k−2 + e2k,k−1 k = 3, . . . , n.
(8) ak,k+1 = ek,k−1ek+1,k−1 k = 3, . . . , n − 1.
































|A[{1, 2}]| (by Lemma1) = a
2
1n.
(7) e2k,k−2 + e2k,k−1
= a
2
k,k−1|A[{2, . . . , (k − 2)}]|
|A[{2, . . . , (k − 1)}]| +
|A[{2, . . . , k}]|
|A[{2, . . . , (k − 1)}]|
= a
2
k,k− 1|A[{2, . . . , (k− 2)}]| + akk|A[{2, . . . , (k− 1)}]| − a2k,k−1|A[{2, . . . , (k−2)}]|
|A[{2, . . . , (k−1)}]|
= akk, k = 3, . . . , n.
So A is completely positive and has cp-rank n − 1.
3. Singular doubly nonnegative house matrices
Wementioned in Section 1 that if A is symmetric, elementwise nonnegative, and ifM(A) is positive
semidefinite, then A is completely positive. Thus, it is interesting to observe that for singular house
matrices, the comparison matrix is not positive semidefinite.
Proposition 2. If A is a singular house matrix then M(A) is not positive semidefinite.




a11 −a12 −a13 0 · · · 0 −a1n
−a12 a22 −a23 0 · · · 0 0
−a13 −a23 a33 −a34 0 · · · 0
0 0 · · · 0 · · ·
· · 0 · · · 0 · ·
· · · 0 · · · 0 ·
· · · · 0 · · · 0
0 0 · · · 0 · an−1,n−1 −an−1,n
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we get:
det A − detM(A) =
⎧⎪⎨
⎪⎩
4(a12a23a31|A(1, 2, 3)| + a22a13a34a45 · · · an−1,nan1) if n is even
4(a12a23a31|A(1, 2, 3)| + a12a23 · · · an−1,nan1) if n is odd
So, det A − detM(A) > 0
Since det A = 0, detM(A) < 0 and so, the comparison matrixM(A) is not positive semidefinite.
However, the complete positivity of singular house matrices can be completely characterized.
If we refer to the vertices {1, 2, 3} as the “roof of the house", then the characterization will be given by
two conditions, stated in terms of the “roof" of the house matrix and its tridiagonal
part.
Theorem 3






 0 and |A({1})| > 0.
b. In this case n − 1  cp-rank A  n.






Proof. Part c is exactly Theorem 2b, and is included here for completeness.




∣∣∣∣∣∣ and |A({1})| are positive then there is a
square nonnegative matrix B such that A = BBT , so cp-rank A  n. By Theorem 2a, cp-rank A  n− 1
for every completely positive house matrix. This proves b, so now we prove a.
Only if:
Follows from the following two lemmas:
Lemma 2. If A is a singular completely positive house matrix then detA({1}) > 0.
Proof. By Theorem 1, A−EET is completely positive. Thematrix EET satisfies the conditions of Lemma
1, so det EET ({1}) > 0, and thus
det A({1})  det EET ({1}) > 0. 
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Proof. Let A = BBT , B  0 be singular. By Proposition 1, B is an n × (n − 1 + k)matrix, k  0, of the
form (up to the order of the columns) E or (G|E)where G is a matrix whose columns are supported by
elements of S.





= 0, by Theorem 2.




c1 d1 0 · · · · 0 e1,n−1
c2 d2 0 · · · · · 0
c3 d3 e32 0 · · · · ·
0 0 e42 · 0 · · · ·
· · 0 · · 0 · · ·
· · · 0 · · 0 · ·
· · · · 0 · · 0 ·
· · · · · 0 · · 0
0 · · · · · 0 en,n−2 en,n−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠































This includes the case where di = e1i; i = 1, 2, 3.




∣∣∣∣∣∣ = |A[{2, 3}; {1, 2}]|
= ∑
α
|B[{2, 3}α]||B[{1, 2}α]|, α = {j1, j2}, 1  j1 < j2  k + n − 1
= ∑
β
|B[{2, 3};β]||B[{1, 2};β]| where β = {j1, j2}, 1  j1 < j2  k + 1
since all the other summands vanish. The required result now follows from (∗) and (∗∗). 
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If
Lemma 4. Let A be a singular house matrix, where |A({1})| > 0, and (−1)n|A[{2, 3}; {1, 2}]| > 0.






∣∣∣∣∣∣ |A(1, 2, 3)| − (−1)





∣∣∣∣∣∣ |A({1, 2, 3, . . . , k})|a34a45 · · · ak−1,k
−(−1)n+1|A[{2, 3, . . . , k − 1}]|ak,k+1ak+1,k+2 · · · an−1,na1n





∣∣∣∣∣∣ a34a45 · · · an−1,n − (−1)
(n+1)|A[{2, 3, . . . , (n − 1)}]|a1n.
Thedeterminants |A({1, 2, . . . , k})|k = 3, . . . , n−1and |A[{2, 3, . . . , k−1}]|k = 4, . . . , n−1are
principal minors of A({1}), so by Proposition 1a, they are positive implying that (−1)n|A({1}; {k})| >
0, 3  k  n.





∣∣∣∣∣∣ = 0, then A is completely positive by Theorem 2.




∣∣∣∣∣∣ > 0. We will construct a nonnegative matrix
B such that A = BBT . The constructions for n even and n odd are slightly different.
Suppose n is even.












∣∣∣∣∣∣ |A({1, 2})| + a1na
2








∣∣∣∣∣∣ |A({1, 2})| + a1na
2
















∣∣∣∣∣∣ |A({1, 2})| + a1na
2








∣∣∣∣∣∣ |A({1, 2})| + a1na
2






∣∣∣∣∣∣ |A({1, 2})| + a1na
2
23a34a45 · · · an−1,n
|A({1}; {3})| ,
e2k,k−1 =
ak,k+1|A({1}; {k + 1})|
|A({1}; {k})| (k = 3, . . . , (n − 1)),
e2k,k−2 =
ak−1,k|A({1}; {(k − 1)})|




To show that they are well defined we observe that all the numerators and denominators are
positive. Indeed, |A({1}; {k})|, (k = 3, . . . , n), are positive by Lemma4, |A[{2, 3}; {1, 2}]| and |A({1})|
are assumed to be positive and A({1, 2}) is positive by Proposition 1b.
It remains to show that |A({1}; {2})| > 0.
Computing the determinant of the matrix obtained from A by replacing the first row by the second
(without changing the second row) we obtain
0 = a12|A({1})| − a22|A({1}; {2})| + a23|A({1}; {3})|,
so










c1 e11 0 · · · · 0 e1,n−1
c2 e21 0 · · · · · 0
0 e31 e32 0 · · · · ·
0 0 e42 · 0 · · · ·
· · 0 · · 0 · · ·
· · · 0 · · 0 · ·
· · · · 0 · · 0 ·
· · · · · 0 · · 0
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By showing that
(1) a11 = c21 + e211 + e21(n−1).
(2) a12 = c1c2 + e11e21.
(3) a13 = e11e31.
(4) a1n = e1,n−1en,n−1.
(5) a22 = c22 + e221.
(6) a23 = e21e31.
(7) a33 = e231 + e232.
(8) akk = e2k,k−2 + e2k,k−1 k = 4, . . . , n.
(9) ak,k+1 = ek,k−1ek+1,k−1 k = 3, . . . , n − 1.
We get A = BBT .
The proofs of (1)–(9) need algebraic manipulations and here we demonstrate them for Eq. (8).
Expanding det A by the first row, and placing instead the kth row for k = 4, . . . , n − 1 we get:
ak−1,k|A({1}; {k − 1})| − akk|A({1}; {k})| + ak,k+1|A({1}; {k + 1})| = 0
or
akk|A({1}; {k})| = ak−1,k|A({1}; {k − 1})| + ak,k+1|A({1}); {k + 1}|
so
e2k,k−2 + e2k,k−1 =
ak−1,k|A({1}; {k − 1})| + ak,k+1|A({1}; {k + 1})|
|A({1}; {k})|
= akk|A({1}; {k})||A({1}; {k})| = akk, k = 4, . . . , n − 1.
For k = nwe expand det A by the first row, and place instead the nth row obtaining:
a1n|A({1})| + (−1)nan−1,n|A({1}; {n − 1})| + (−1)n+1ann|A({1}; {n})| = 0
or
a1n|A({1})| + an−1,n|A({1}; {n − 1})| = ann|A({1}; {n})|
so
e2n,n−2 + e2n,n−1 =
an−1,n|A({1}; {n − 1})| + a1n|A({1})|
|A({1}; {n})| =
ann|A({1}; {n})|
|A({1}; {n})| = ann.
The case when n is odd is slightly simpler.
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e2k,k−2 =
ak−1,k(−|A({1}; {k − 1})|)
(−|A({1}; {k})|) , (k = 4, . . . , n),
e2k,k−1 =
ak,k+1(−|A({1}; {k + 1})|)






To show that they are well defined we observe that all the numerators and denominators are
positive.
Indeed, |A({1}; {k})|; k = 3, . . . , n are negative by Lemma 4, (−|A[{2, 3}; {1, 2}]|) and |A({1})|
are assumed to be positive.
Using the singularity of A one can show that
(1) a11 = d21 + e211 + e21,n−1.
(2) a12 = e11e21.
(3) a13 = d1d3 + e11e31.
(4) a1n = e1,n−1en,n−1.
(5) a22 = e221.
(6) a23 = e21e31.
(7) a33 = d23 + e231 + e232.
(8) akk = e2k,k−2 + e2k,k−1, k = 4, . . . , n.





d1 e11 0 · · · · 0 e1,n−1
0 e21 0 · · · · · 0
d3 e31 e32 0 · · · · ·
0 0 e42 · 0 · · · ·
· · 0 · · 0 · · ·
· · · 0 · · 0 · ·
· · · · 0 · · 0 ·
· · · · · 0 · · 0
0 · · · · · 0 en,n−2 en,n−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
satisfies A = BBT and this completes the proof of Theorem 3.
The paper would not be too interesting if every house matrix was completely positive, so we con-




4 2 1 0 3
2 4 4 0 0
1 4 22 2 0
0 0 2 4 2
3 0 0 2 4
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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so by Theorem 3, A is not completely positive.
Our last remark is that by [5] the coneofn×n completely positivematrices is closed soby continuity
consideration there are nonsingular doubly nonnegative housematrix that are not completely positive.
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