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Abstract
Computationally efficient, structure-preserving reduced-order methods are de-
veloped for the Korteweg de Vries (KdV) equations in Hamiltonian form. The
KdV equation is discretized in space by finite differences. The resulting skew-
gradient system of ordinary differential equations (ODEs) is integrated with
the linearly implicit Kahan’s method, which preserves the Hamiltonian ap-
proximately. We have shown, using proper orthogonal decomposition (POD),
the Hamiltonian structure of the full-order model (FOM) is preserved by the
reduced-order model (ROM). The quadratic nonlinear terms of the KdV equa-
tion are evaluated efficiently by the use of tensorial methods, clearly separating
the offline-online cost of the FOMs and ROMs. The accuracy of the reduced
solutions, preservation of the Hamiltonian, momentum and mass, and computa-
tional speed-up gained by ROMs are demonstrated for the one-dimensional KdV
equation, coupled KdV equations and two-dimensional Zakharov-Kuznetzov
equation with soliton solutions.
Keywords: Hamiltonian systems, solitary waves, Kahan’s method, energy
preservation, model order reduction, tensor algebra.
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1. Introduction
Numerical integration of large scale dynamical systems is computationally
costly and requires a large amount of computer memory for applications in
real-time and many query solutions. The reduced-order methods (ROMs) have
emerged as a powerful approach to reduce the computational effort by con-
structing a low-dimensional linear subspace, that approximately represents the
solution to the high-dimensional system [6]. Projection-based model reduction
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is one of the well-known and widely-used ROM techniques, generally imple-
mented using offline-online decomposition. Proper orthogonal decomposition
(POD) with Galerkin projection is one of the most standard methods to con-
struct a reduced basis [6]. During the offline stage, a set of reduced basis is
extracted from a collection of high-fidelity solutions. In the online stage, the
reduced solutions are computed in the reduced space, spanned by a set of basis
functions, that represents the main dynamics of the full-order model (FOM).
Many dynamical systems have some mathematical structures, such as sym-
metry, symplecticity and energy preservation. Numerical integrators that in-
herit such properties referred to as geometric numerical integrators or structure-
preserving integrators [23]. They produce stable and qualitatively better nu-
merical solutions than standard general-purpose integrators. Various symplec-
tic and multisymplectic algorithms have been extended to Hamiltonian partial
differential equations (PDEs) to preserve conservation laws. When a Hamilto-
nian PDE is considered, the Galerkin projection-based POD-ROM is not able
to preserve the desired physical quantities of the original system because the
Hamiltonian structure of the original system may not be retained in the re-
duced dynamical system. The reduced-order solutions may exhibit spurious and
unphysical artifacts, leading to instabilities and qualitatively wrong solution
behavior. Therefore, ROMs are preferred, that preserve the geometric struc-
ture and conserved quantities of FOMs. In the recent years, several structure-
preserving reduced-order methods have been developed for Lagrangian systems
[12], for port-Hamiltonian systems [16], for dissipative Hamiltonian systems [2],
for canonical [1, 11, 38, 30], and for non-canonical Hamiltonian PDEs [22, 34, 25].
In this paper, we develop an efficient structure-preserving ROMs for the
Korteweg de Vries (KdV) equation. The KdV equation is an integrable Hamil-
tonian PDE with a constant Poisson structure. The conserved quantities of the
KdV equation are, the cubic Hamiltonian (energy), quadratic momentum and
linear mass. The KdV equation is a nonlinear dispersive equation with smooth
solutions. There are relatively few papers concerning reduced-order modeling
of the KdV equation. In [21] ROMs are constructed based on Lax-pairs and in
[25] a greedy POD algorithm is developed with discrete empirical interpolation
method (DEIM) based on the Poisson structure. In [34] structure-preserving
POD and DEIM are constructed preserving first integrals of the KdV equa-
tion, and in [19] for one-dimensional conservative PDEs in Wasserstein space
ROMs are constructed including the KdV equation. For nonlinear PDEs with-
out polynomial structure, using hyper-reduction methods like the DEIM [17],
the computation efficiency is discovered. When nonlinear PDEs like the KdV
equation have polynomial structure, projecting the FOM onto the reduced space
yields low-dimensional matrix operators that preserve the polynomial structure
of the FOMs. Using the offline-online decomposition, computationally efficient
ROMs can be constructed. Online computation of the ROMs are further ac-
celerated by the use of some tools from tensor theory and by matricizations of
tensors [4, 5, 7, 31].
We discretize the KdV equation in space by finite differences while preserving
the skew-symmetry of the Poisson structure. The resulting skew-gradient system
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of ordinary differential equations (ODEs) preserve the energy, momentum, and
mass at the discrete level. Most of the energy-preserving methods proposed so
far are fully implicit methods, like the average vector field (AVF) method [13].
A system of nonlinear equations has to be solved at each time step by iterative
methods like Newton’s method or fixed-point iteration. The computational cost
of the iterative solvers increases with the number of iterations and system size.
For time discretization, we use second-order linearly implicit Kahan’s method
[27, 15], which designed for ODEs with quadratic nonlinear terms, like the
KdV equation. In contrast to the fully implicit energy preserving schemes,
Kahan’s method requires only one step Newton iteration at each time step.
Kahan’s method preserves the cubic integrals such as the Hamiltonians at the
discrete-time level [14]. Applying POD in the tensorial framework (TPOD)
by exploiting matricizations of tensors, the TPOD-ROM for the KdV equation
with quadratic nonlinearity recovers an efficient offline-online decomposition.
Here we make use of the sparse matrix technique MULTIPROD [32] to speed
up the tensor calculations. We show the computational efficiency of the TPOD
for three different KdV equations with soliton solutions; the one-dimensional
KdV equation, the coupled symmetric KdV equation, the two-dimensional KdV
equation, i.e. the Zakharov-Kuznetzov equation.
The paper organized as follows. In Section 2 we introduce the FOM for
three types of the KdV equations. In Section 3 the structure-preserving POD
and TPOD are developed. We present in Section 4 numerical experiments
demonstrating the preservation of the invariants accurately by ROMs with a
low computational cost. The paper ends with concluding remarks in Section 5.
2. Full-order model
KdV equation is a dispersive, nonlinear hyperbolic equation with smooth
solutions. It describes the propagation of long, one-dimensional waves, includ-
ing shallow-water waves, long internal waves in the ocean, ion-acoustic waves
in a plasma, acoustic waves on a crystal lattice, and more. Dispersion and
nonlinearity can interact to produce permanent and localized waveforms. The
KdV equation is a Hamiltonian PDE with a constant Poisson structure. It pos-
sesses bi-Hamiltonian structure [36, 29], i.e. there exists an infinite number of
invariants and therefore it is completely integrable. It was solved using vari-
ous geometric integrators; symplectic and multisymplectic methods [3, 18, 10],
energy preserving integrators [20, 28, 29]. In this section, we construct FOMs
by discretizing the one-dimensional single and coupled KdV equations, and the
two-dimensional KdV equation, i.e. Zakharov-Kuznetzov equation, in space and
time.
2.1. Single KdV equation
The one-dimensional KdV equation is given as
∂tu = −αu∂xu− µ∂xxxu, (1)
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in a space-time domain [a, b] × [0, T ] (a < b, T > 0), with an initial condition
and the periodic boundary condition
u0(x, 0) = u
0(x), u(a, t) = u(b, t),
with the real parameters α and µ. The KdV equation (1) can be written as a
Hamiltonian PDE of the following form
∂tz = S δH
δz
,
where δ and ∂ denote the variational derivative and partial derivative, respec-
tively. The constant skew-adjoint operator (Poisson tensor) S and the Hamil-
tonian functional H are given by
S = ∂x, H(u) =
∫
R
(
−α
6
u3 +
µ
2
(∂xu)
2
)
dx.
The KdV equation (1) is completely integrable, i.e. it has infinitely many in-
variants. Among them, the momentum I1 =
∫
u2dx, and the mass I2 =
∫
udx
are the most important ones.
Semidiscrete form of the KdV equation is obtained on the partition of the
spatial interval [a, b] into Nx uniform elements
a = x1 < x2 < · · · < xNx < xNx+1 = b, ∆x = (b− a)/(Nx).
Then we set semidiscrete solution vector as u := u(t) = (u1(t), . . . , uNx(t))
T ,
where ui(t) = u(xi, t), i = 1, . . . , Nx. The discrete Hamiltonian H(u) is given
by
H(u) =
Nx∑
i=1
(
−α
6
u3i +
µ
2
(
ui+1 − ui
∆x
)2)
∆x. (2)
Similarly, the discrete momentum and mass are given as
I1(u) =
Nx∑
i=1
u2i∆x, I2(u) =
Nx∑
i=1
ui∆x.
The semidiscretized KdV equation (1) is a Hamiltonian system of ODEs,
equivalently a skew-gradient system
ut = S∇H(u), (3)
with the discrete gradient ∇H(u) and the constant skew-symmetric matrix S
∇H(u) = −α
2
u2 − µD2u, S = D1.
The matrices D1 ∈ RNx×Nx and D2 ∈ RNx×Nx correspond to the central finite
difference discretization of the first and second order derivative operators ∂x
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and ∂xx, respectively, which are given under periodic boundary conditions by
D1 =
1
2∆x

0 1 −1
−1 0 1
. . .
. . .
. . .
−1 0 1
1 −1 0
 , D2 =
1
∆x2

−2 1 1
1 −2 1
. . .
. . .
. . .
1 −2 1
1 1 −2
 ,
(4)
where D1 is skew-symmetric as an approximation of the skew-adjoint Poisson
tensor S. Then, the semidiscretized KdV equation (1) can be written as
ut = −µD3u︸ ︷︷ ︸
linear
− α
2
D1u
2︸ ︷︷ ︸
quadratic
, (5)
where the skew-symmetric matrix D3 := D1D2 approximates the third order
derivative ∂xxx.
For time discretization, we divide the time interval [0, T ] into Nt uniform
elements 0 = t0 < t1 < · · · < tNt = T , ∆t = T/Nt, and we denote by uk =
u(tk) the full discrete approximation vector at time tk, k = 0, . . . , Nt. The
semidiscrete KdV equation (5) is a linear-quadratic system of ODEs of the
following form
ut = f(u) := Q(u) +Bu, (6)
with the quadratic vector field Q(u) = (−α/2)D1u2 and the skew-symmetric
matrix B = −µD3. As time integrator, we use Kahan’s method [13, 27] whose
application to the linear -quadratic system (6) yields
uk+1 − uk
∆t
= Q˜(uk,uk+1) +
1
2
B(uk + uk+1),
where the symmetric bilinear form Q˜(·, ·) is obtained by the polarization of the
quadratic vector field Q(·) as follows [14]
Q˜(uk,uk+1) =
1
2
(
Q(uk + uk+1)−Q(uk)−Q(uk+1)) .
Kahan’s method is second order, time-reversal, and linearly implicit, i.e.,
uk+1 can be computed by solving a single linear system of equations(
I − ∆t
2
f ′(uk)
)
u˜ = ∆tf(uk), uk+1 = uk + u˜,
where I is the identity matrix and f ′ denotes the Jacobian matrix of f . Kahan’s
method can be written as a Runge-Kutta method of the form [15]
uk+1 − uk
∆t
= −1
2
f(uk) + 2f
(
uk+1 + uk
2
)
− 1
2
f(uk+1). (7)
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Other energy preserving integrators like the implicit mid-point rule [34] and
the AVF method [25], both are applied to the KdV equation in the context of
reduced-order modelling, are fully implicit. The resulting nonlinear algebraic
equations have to be solved by iteratively. We remark that implicit-mid point
rule also preserves only the quadratic Hamiltonians, whereas the AVF method
preserves cubic Hamiltonians.
2.2. Coupled KdV equation
As the second model, we consider the one-dimensional symmetric coupled
KdV-KdV system [9, 28]
∂tu =
3
2
u∂xu− 1
2
v∂xv − ∂xv − 1
6
∂xxxv,
∂tv = −∂xu− 1
2
∂x(uv)− 1
6
∂xxxu,
(8)
which represents approximation to two-dimensional Euler equations for surface
water waves propagation along a horizontal channel, where u is the horizontal
velocity and v is the deviation of the free surface from its rest position x. The
initial and periodic boundary conditions are
u0(x, t) = u
0(x), v0(x, t) = v
0(x), u(a, t) = u(b, t), v(a, t) = v(b, t).
The corresponding Hamiltonian and skew-adjoint Poisson tensor for the KdV-
KdV system (8) are given by
H(u, v) =
∫
R
(
−uv − 1
4
uv2 − 1
4
u3 − 1
6
u∂xxv
)
dx , S =
(
∂x 0
0 ∂x
)
.
Additional invariants for the coupled KdV-KdV system (8) are the momentum
I1 =
∫
(u2 + v2)dx, and the masses I2 =
∫
udx and I3 =
∫
vdx.
The discrete Hamiltonian H(u,v) is given by
H(u,v) =
Nx∑
i=1
(
−uivi − 1
4
uiv
2
i −
1
4
u3i −
1
6
ui
(
vi+1 − 2vi + vi−1
∆x2
))
∆x. (9)
The semidiscrete form of the coupled KdV-KdV system (8) can be written as a
skew-gradient system with linear and quadratic terms
ut = −
(
D1 +
1
6
D3
)
v︸ ︷︷ ︸
linear
− 3
4
D1(u)
2 − 1
4
D1(v)
2︸ ︷︷ ︸
quadratic
,
vt = −
(
D1 +
1
6
D3
)
u︸ ︷︷ ︸
linear
− 1
2
D1(uv)︸ ︷︷ ︸
quadratic
.
(10)
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2.3. Zakharov-Kuznetzov equation
The third model is the two-dimensional (2D) KdV equation known as the
Zakharov-Kuznetzov equation [26, 35, 40]
∂tu = −αu∂xu− µ(∂xxxu− ∂xyyu), (11)
in the space-time domain ([a, b]× [c, d])× [0, T ] (a < b, c < d, T > 0) with the
initial condition and periodic boundary conditions
u(x, y, 0) = u0(x, y), u(a, y, t) = u(b, y, t), u(x, c, t) = u(x, d, t).
The skew-adjoint Poisson tensor and Hamiltonian are given as
S = ∂x, H(u) =
∫∫ (
−α
6
u3 +
µ
2
(
(∂xu)
2 + (∂yu)
2)
))
dxdy. (12)
Additional invariants are the momentum I1 =
∫∫
1
2u
2dxdy and the mass I2 =∫∫
udxdy. It describes the motion of nonlinear ion-acoustic waves in magnetized
plasma.
For space discretization, the spatial domain Ω = [a, b]× [c, d] is divided into
Nx and Ny elements in x and y directions, respectively, to form a rectangular
mesh
a = x1 < x2 < · · · < xNx < xNx+1 = b, ∆x = (b − a)/(Nx),
c = y1 < y2 < · · · < yNy < yNy+1 = d, ∆y = (d− c)/(Ny).
Then, the semidiscrete solution vector is defined as
u := u(t) = (u1,1(t), . . . , u1,Ny(t), u2,1(t), . . . , uNx,Ny (t))
T ,
where ui,j(t) = u(xi, yj , t), i = 1, . . . , Nx, j = 1, . . . , Ny. The discrete form of
the Hamiltonian in (12) is given by
H(u) =
Nx∑
i=1
Ny∑
j=1
(
−1
6
(ui,j)
3 +
µ
2
(
ui+1,j − ui,j
∆x
)2
+
µ
2
(
ui,j+1 − ui,j
∆y
)2)
∆x∆y.
(13)
The semidiscrete form of the Zakharov-Kuznetzov equation (11) is a skew-
gradient system of the form
ut = S∇H(u) = Dx
(
−α
2
(u)2 − µ(Dxx +Dyy)u
)
= −µ(Dxxx +Dxyy)u︸ ︷︷ ︸
linear
− α
2
Dx(u)
2︸ ︷︷ ︸
quadratic
, (14)
where we set Dxxx := DxDxx, Dxyy := DxDyy, and the 2D central finite differ-
ence matrices Dx, Dxx, Dyy ∈ RNxNy×NxNy are defined by
Dx = D1 ⊗ Iy , Dxx = D2 ⊗ Iy , Dyy = Ix ⊗D2,
where Ix and Iy are Nx and Ny dimensional identity matrices, and the matrices
D1 and D2 are the ones defined in (4), with appropriate dimension.
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3. Reduced-order model
Semi-discretization of KdV equations in Section 2 leads to the following
system of linear-quadratic ODEs
dq
dt
= Aq+W (q⊗ q), (15)
where q ∈ RN is the state vector, A ∈ RN×N is a linear operator,W ∈ RN×(N)2
is a quadratic operator, and N is the degree of freedom of the system , where
N = Nx for the single KDV system (5), N = 2Nx for coupled KdV system (10),
and N = Nx × Ny for the Zakharov-Kuznetzov system (14). The Kronecker
product ⊗ accounts for the commutativity of multiplication, i.e., the duplicated
terms in the Kronecker product are removed. For example, with q = [q1 q2],
standard Kronecker product yields (q ⊗ q) = [q21 q1q2 q2q1 q22 ], and without
the redundant terms (q ⊗ q) = [q21 q1q2 q22 ].
The POD basis vectors are computed using the method of snapshots. Con-
sider the discrete state vector q as the solution to one of the KdV equations (5),
(10) or (14). The snapshot matrix is defined as
Q := [q1, · · · , qNt ] ∈ RN×Nt ,
where each column qk ∈ RN is the full discrete solution vector at discrete time
instances tk, k = 1, . . . , Nt. Assuming N ≫ Nt, we then expand the singular
value decomposition (SVD) of the snapshot matrix
Q = V ΣUT ,
where the columns of V ∈ RN×Nt and U ∈ RNt×Nt are the left and right
singular vectors of Q, respectively, and Σ ∈ RNt×Nt is the diagonal matrix
whose diagonal elements are the singular values σ1 ≥ σ2 ≥ · · · ≥ σNt ≥ 0.
The n-POD basis matrix Vn ∈ RN×n minimize the least squares error of the
snapshot reconstruction
min
Vn∈RN×n
||Q− VnV Tn Q||2F = min
Vn∈RN×n
Nt∑
k=1
||qk − VnV Tn qk||22 =
Nt∑
k=n+1
σ2k,
where ‖ · ‖2 denotes the Euclidean 2-norm and ‖ · ‖F denotes the Frobenius
norm. The optimal solution of basis matrix Vn to this problem is given by the
n left singular vectors of Q corresponding to the n largest singular values.
The POD state approximation is q ≈ q̂ = Vnqr, where qr ∈ Rn is the
reduced state vector. The POD reduced model is then defined by Galerkin
projection
d
dt
qr = V
T
n S∇qH(Vnqr). (16)
Although the matrix S is a constant skew-symmetric matrix, the reduced-order
system (16) based on Galerkin projection is not necessarily a skew-gradient
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system in general. The Hamiltonian structure can be preserved by inserting
VnV
T
n ∈ RN×N between S and ∇qH(Vnqr) in (16), which yields a small skew-
gradient system [22, 30, 34]
d
dt
qr = V
T
n SVnV
T
n ∇qH(Vnqr) = Ŝ∇qrĤ(qr) (17)
where Ŝ := V Tn SVn and Ĥ(qr) := H(Vnqr).
The POD basis for the coupled KdV system (10) can be obtained by stacking
all u and v in one vector q and to determine the common subspace V by taking
the SVD of that data. But this may produce unstable ROMs such that the
resulting ROMs do not preserve the coupling structure of the PDE [4, 39]. In
order to maintain the coupling structure in ROMs of the coupled KdV equation,
we compute the snapshot matrices and the POD basis vectors separately for the
state components u and v.
The ROM (17) is a linear-quadratic ODE as the FOM (15)
d
dt
qr = Âqr + Ŵ (qr ⊗ qr), (18)
where Ŝ = V Tn D1Vn, Â = −µŜV Tn D2Vn and Ŵ = −α2 ŜV Tn W (Vn ⊗ Vn) for the
single KdV equation (1). The ROMs related to the coupled KdV equation (8)
and the Zakharov-Kuznetzov equation (11) are defined similarly.
The reduced quadratic term in the KdV equation (18) is computed using
the properties of Kronecker product, which depends on the computation of the
reduced tensor Ŵ . Although Ŵ is computed offline, the explicit computation of
Vn⊗Vn may be inefficient because of the order O((nN)2) of the computational
complexity for quadratic nonlinearities. In order to avoid from this computa-
tional burden, Vn ⊗ Vn is computed in an efficient way using W by µ-mode
matricizations of tensors [4]. Using the properties of tensor multiplication, the
computational complexity is reduced to O(nN2).
Recently tensorial algorithms are developed for the computation of Ŵ by
exploiting the particular structure of Kronecker product [5, 7]. In contrast to
the µ-mode (matrix) product for the computation of Ŵ , in [5, 7] Ŵ is com-
puted without explicitly formingW for different polynomial nonlinearities. The
reduced matrix Ŵ can be given in MATLAB notation as follows
Ŵ = −α
2
ŜV Tn W (Vn ⊗ Vn) = −
α
2
ŜV Tn
 Vn(1, :)⊗ Vn(1, :)...
Vn(N, :)⊗ Vn(N, :)
 , (19)
where the complexity of this operation is O(n3N). Equation (19) utilizes the
structure of W (Vn⊗Vn), without constructing W explicitly . In [5, 7] the CUR
matrix approximation [33] of W (Vn ⊗ Vn) is used to increase computational
efficiency. Instead, here we make use of the ”MULTIPROD” [32] to increase
computational efficiency. The MULTIPROD 1 handles multiple multiplications
1https://www.mathworks.com/matlabcentral/fileexchange/8773-multiple-matrix-multiplications-with-array-expansion-enabled
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of the multi-dimensional arrays via virtual array expansion. It is a fast and
memory efficient generalization for arrays of the MATLAB matrix multiplication
operator. For any given two vectors a and b, the Kronecker product satisfies
(vec(ba⊤))⊤ = (a⊗ b)⊤ = a⊤ ⊗ b⊤, (20)
where vec (·) denotes the vectorization of a matrix. Using the equation (20),
the matrix C =W (Vn ⊗ Vn) can be constructed as
C(i, :) = (vec(Vn(i, :)
⊤Vn(i, :))
⊤, i ∈ {1, 2, . . . , N}.
Reshaping the matrix Vn ∈ RN×n as V˜n ∈ RN×1×n and computing MULTI-
PROD of Vn and V˜n in 2 and 3 dimensions, we obtain
C = MULTIPROD(Vn, V˜n) ∈ RN×n×n.
Thus, Equation (19) becomes Ŵ = −α2 ŜV Tn C(1).
4. Numerical results
In this section, we demonstrate the performance of the structure-preserving
ROM for the single KdV equation (1), the coupled symmetric KdV-KdV sys-
tem (8), and for Zakharov-Kuznetzov equation (11). For all the problems, we
prescribe periodic boundary conditions on the given spatial domain. In nu-
merical test examples, we show only the preservation of the cubic integrals like
the Hamiltonian (energy). Momentum as a quadratic invariant is preserved by
all Runge Kutta methods of type (7) including Kahan’s method and implicit-
midpoint rule. Linear invariants like the mass are automatically preserved by
the Runge-Kutta method.
All the simulations are performed on a machine with Intel: CoreTM i7 2.5
GHz 64 bit CPU, 8 GB RAM, Windows 10, using 64 bit MatLab R2014. For
the time-dependent problems with many time steps, such as the KdV equations
(1),(8),(11), the snapshot matrix is large, leading to an expensive SVD. We use
the randomized SVD (rSVD) algorithm [24] which only needs to perform SVD
of small matrices, to efficiently generate a reduced basis with large snapshot
matrices.
The accuracy of the ROMs is measured using the time averaged relative
L2-errors
‖q − q̂‖rel = 1
Nt
Nt∑
k=1
‖qk − q̂k‖L2
‖qk‖L2
, ‖qk‖2L2 =
N∑
i=1
(qki )
2∆x∆y. (21)
Preservation of the conserved quantities are measured using the time-averaged
absolute errors ‖ · ‖H and ‖ · ‖I1 defined by
‖q‖E = 1
Nt
Nt∑
k=1
|E(qk)− E(q0)|, E ≡ H, I1.
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4.1. Single KdV equation
We consider the one-dimensional single KdV equation (1) with α = 6, µ = 1
in the space-time domain [−10, 10] × [0, 50]. The initial condition is set to
u(x, 0) = β sech2(
√
βx/2), with β = 3/2 leading to one soliton solutions. We
set mesh size in space as ∆x = 0.002 and time step size is ∆t = 0.05. The size
of the snapshot matrix is Q ∈ R10000×1000.
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Figure 1: Singular value decay of the snapshot matrix
The singular values decay slowly in Figure 1, which is the characteristic of
problems with wave and transport phenomena like the KdV equations [37]. The
number of POD modes is taken as n = 50 where the singular values reach a
plateau around n = 50 in Figure 1. We plot in Figure 2 reduced approximations
for a set of an increasing number of POD modes n. We observe that as n gets
larger, the ROM solutions are closer to the FOM solutions, and it is identical for
n = 50. Figure 3 shows that the discrete cubic Hamiltonian (2) is preserved by
the ROMs with high accuracy. The structure-preserving feature of the ROMs
is well demonstrated by the errors in solution and in conserved quantities, Fig-
ure (4). The relative FOM-ROM errors of the solutions and the errors in the
Hamiltonian H and the momentum I1 are decreasing for an increasing number
of POD modes with small oscillations around n = 60− 80.
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Figure 2: ROM profiles at T = 50 with different number of POD modes
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Figure 3: Hamiltonian errors ‖ · ‖H
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Figure 4: FOM-ROM errors ‖ · ‖rel of solutions, and the errors ‖ · ‖E of invariants, E ≡ H, I1
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4.2. Coupled KdV equation
Symmetric KdV-KdV equation under periodic boundary conditions pos-
sesses solitary pulse solutions decaying symmetrically to oscillations of small,
constant amplitude [9, 8]. The solutions are in the form of traveling waves with
main pulses like the classical solitary waves and dispersive oscillations following
the main pulses. For the coupled KdV-KdV equation (8), we take the initial
conditions as [8, 28]
u(x, 0) = 0 , v(x, 0) = 0.3e−(x+100)
2/25.
We set the space-time domain as [−150, 150]× [0, 50], and the mesh sizes are
∆x = 0.1 and ∆t = 0.05. The size of the snapshot matrix is Q ∈ R3000×1000.
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Figure 5: Singular value decay of snapshot the matrix
In Figure 5 the singular values decay monotonically unlike the ones for the
single KdV equation in Figure 1. Therefore, the number of POD modes in this
time is determined by the energy criteria∑n
k=1 σ
2
k∑Nt
k=1 σ
2
k
< κ, (22)
with the tolerance κ = 10−5. The number of POD modes determined by the
criteria (22) are n = 30 and n = 28 for u and v, respectively. The ROM
and FOM solutions in Figure 6 are indistinguishable, and again the discrete
Hamiltonian (9) is preserved accurately by the ROMs in Figure 7.
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Figure 6: FOM and ROM solutions at T = 50
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Figure 7: Hamiltonian errors ‖ · ‖H
4.3. Zakharov-Kuznetzov equation
We simulate cylindrically symmetric waves of the Zakharov-Kuznetzov equa-
tion (11), that are called as bell-shaped pulses [26, 18, 35] with α = 6, µ = 1.
The initial condition for two pulses is given by
u(x, y, 0) =
2∑
j=1
cj
3
10∑
m=1
a2m
(
cos
(
2marccot
(√
cj
2
rj
))
− 1
)
,
where c1 and c2 are the velocities of the solitary wave solutions, and ri is defined
by r2i = (x − xi)2 + (y − yi)2, i = 1, 2. The points (xi, yi) are the location of
the peak of u. The coefficients are given in [35].
Numerical solutions are computed in the rectangular space domain [0, 32]×
[0, 32] and in the time interval [0, 5] using a fine discretization both in space and
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time, ∆x = 0.2, ∆t = 0.01, to simulate the waves accurately as in [18, 35]. The
snapshot matrix is of size 26400× 500.
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Figure 8: Singular value decay of the snapshot matrix
The decay of the singular values in Figure 8 shows similar behavior to the
ones for the single KdV equation in Figure 1. The number of POD modes n = 50
is determined in the same way as the single KdV equation case. In Figure 9, the
initial profile, the FOM and ROM profiles at the final time T = 5 are presented.
Two dissimilar pulse wave solutions to the Zakharov-Kuznetzov equation at
the initial time, evolving in time where the wave structure changes after the
collision, where the stronger pulse becomes further stronger and the weaker one
gets further weaker after the collision as in Figure 9 by both FOM and ROM.
The discrete Hamiltonian (13) is well preserved by the ROM in Figure 10, even
though both Hamiltonian errors are not so small as for the one-dimensional
single and coupled KdV equations. However, from the geometric integration
point of view, the Hamiltonian should not drift with time, which is the case for
both the full and reduced discrete Hamiltonian in Figure 10.
4.4. Computational efficiency
In Table 1, we present the efficiency results by comparing POD-ROM and
TPOD-ROM. The computational cost in the offline phase consists of the wall-
clock time required to solve the FOM solutions, i.e. creation of snapshots, the
singular values and singular vectors (POD basis). We see that the TPOD-ROM
approach utilizing MULTIPROD, is faster than the usual POD-ROM in Table 1
looking at the speed-up factors given in parenthesis, which is the ratio of the
offline to online computation time. The efficiency of the TPOD-ROM over the
POD-ROM is much pronounced for the Zakharov-Kuznetzov equation, because
of the large snapshot matrix.
5. Conclusions
We have developed efficient and structure-preserving ROMs for KdV equa-
tions. We have shown in numerical experiments that preservation of the non-
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Figure 10: Hamiltonian errors ‖ · ‖H
Table 1: Wall clock times (in seconds) and speed-up factors (in parenthesis)
Single KdV Coupled KdV Zakharov-Kuznetzov
Offline 38.96 30.62 136.39
Online-POD (Speed-up) 13.44 (2.7) 4.78 (6.4) 13.60 (9.6)
Online-TPOD (Speed-up) 0.99 (9.9) 2.72 (10.8) 1.89 (46.6)
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canonical Hamiltonian structure, produces ROMs with the same level of ac-
curacy of the FOMs. The soliton solutions of ROMs are very close to those
for FOM by a relatively large number of POD modes. The reduced conserved
quantities are well preserved as in the full ones. Using TPOD and exploiting
the quadratic structure of the KdV equations, the online computation time of
ROMs can be much reduced compared with the POD. The results of the pa-
per can be easily extended to the modified KdV equation and the Boussinesq
equation with the same type of non-canonical Hamiltonian structure.
It is difficult to capture the wave dynamics of PDE like the KdV equation
with a few POD modes. Therefore, in all numerical test problems, the num-
ber of the POD modes is relatively large, to reproduce the FOM solutions and
conserved quantities accurately. Recently, new projection-based model reduc-
tion techniques are developed to meet the challenges in the presence of shocks,
advection, and transport: shifted POD, Lagrangian POD, Lagrangian dynamic
mode decomposition. In a future study, we plan to investigate the applicability
of these ROM techniques for the KdV equations.
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