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Abstract
We study the transport properties of quantum 1D systems under strong monitoring. The quan-
tum Zeno effect inhibits transport and induces localization. Beyond the Zeno freezing and on long
time scales, a new dynamics emerges in the form of a Markov process. Studying fermionic and
bosonic chains under strong monitoring, we are able to identify the quantum origin of the classical
exclusion process, inclusion process and a sub-class of the misanthrope process. Moreover, we show
that passive monitoring cannot break time-reversal symmetry and that the transport generally loses
its ballistic nature existing for weak measurements.
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I. INTRODUCTION
Recently, the study of many-body quantum systems has taken a prominent role due to
new horizons of experimental plausibility, especially using ultra cold gases, see [1, 2] and
reference therein. The scope of “many-body quantum systems” is wide and includes isolated
systems [3], quantum quenches [4, 5], a coupling to a reservoir [6] and many more [7] (and
references therein). In this study, we wish to explore some aspects of many-body quantum
systems and of transport dynamics under continuous and strong measurements.
When dealing with quantum transport, a fundamental question that arises is how the
system dynamics is altered by the measurement process and what are the consequences on
the transport properties. This is for instance of particular relevance for ultracold atomic and
molecular gases in optical lattices. Intuitively, we expect the emerging transport dynamics
to not only be induced by the measurement but to also depend on the monitoring process.
This effect has been seen experimentally in [8] and discussed theoretically in [9, 10].
Famously, a system under continuous and strong measurement is repeatedly projected
onto a single eigenstate. Effectively, the system persists at that state for a long time. This
is known as the quantum Zeno effects [11]. However, at long enough time scales, the system
can jump between the eigenstates of the measurement, introducing a rich dynamics at a
slow time scale. Here, we report on the dynamics of some simple quantum chains (fermionic
and bosonic), under continuous measurement.
A direct consequence of the Zeno effect is to inhibit transport. Even if the many-body
system is driven out-of-equilibrium, the asymptotic system steady state supports neither
currents nor long range correlations and hence reflects some kind of induced localization [12–
15]. Indeed, besides projecting the system state onto eigenstates, quantum monitoring back-
action induces random stochasticity into the system dynamics which destroys coherences and
produces localization. This is analogous to the observed many-body localization induced by
stochastic randomness in models of critical systems [16].
It was previously noticed that for strong and continuous measurement, the slow dynamics
between the measurement eigenstates forms a Markov process [17–20]. It is interesting to
check whether the quantum origins of some canonical Markov processes can be found. Here,
we will do just that. We will show which quantum setup leads to the symmetric exclusion
process (SSEP), the inclusion process and a sub-class of the misanthrope processes. The fact
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that some of these processes are exactly solvable allow us to decipher statistical properties
of quantum transport under strong monitoring.
Because the monitoring apparatus act as macro- or meso-scopic devices interacting with
the many-body system and hence induce dissipation, these slow dynamics are locally diffusive
– or at least sub-ballistic – even if the transport in the un-monitored system is ballistic.
These dynamics are classical because strongly monitoring a system projects the latter on
the measurement eigenstates, called pointer states. The emergent classical dynamics is
therefore dependent on the monitoring process. Nevertheless, echoes of the quantum origin
of these classical dynamics remain.
The method to find the emerging Markovian dynamics is general and can be used in
related experiments for consistency checks in the study of quantum transport processes with
measurements, or for quantum systems continuously interacting with a reservoir.
The outline of the paper is the following. In Sec. II we recap the repeated interaction
technique that produces quantum trajectories and discuss the limit of strong measurement.
In Sec. III we present the emerging dynamics of the XY spin chain under strong measurement
of the local σz. Moreover, we discuss the emerging dynamics of the bosonic tight-binding
Hamiltonian under strong measurement of the local occupancy as well as generalizing to
variants of the local occupancy. Finally, a detailed discussion is performed in Sec. IV,
suggesting possible implications to the obtained results.
II. THE REPEATED MEASUREMENT PROCEDURE AND QUANTUM MONI-
TORING
In this section, we recall how the repeated measurement procedure produces a stochastic
Lindblad equation, whose trajectories describe the evolution of a monitored quantum system
[21, 22]. These are the so-called quantum trajectories [23–25]. It will serves us as the starting
ground for the processes we wish to consider. Then, we discuss the effective dynamics
emerging at the strong measurement limit.
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A. Quantum trajectories
Let us consider a quantum system with density matrix ρ and a series of probes, all
prepared in the state |ϕ〉 〈ϕ|. A single probe is sent to interact with the system for a short
time, after which it is measured with respect to some observable. This procedure is repeated
indefinitely. Suppose that s and |s〉 〈s| form the complete set of eigenvalues and projectors
of the probe measurement. The evolution of the system after interacting and measuring
the probe at state s is given by ρ → FsρF †s
pi(s)
, where the Kraus operators are Fs = 〈s|U |ϕ〉
and pi(s) = Tr
(
FsρF
†
s
)
are the associated probabilities to measure the probe in state |s〉.
Here U is the unitary evolution operator for the system + probe dynamics prior to the
measurement. Notice that Fs acts on the space of the system only, tracing out the probe’s
degrees of freedom. The unitarity of U implies that the Kraus operators satisfy
∑
s F
†
sFs = 1
and this ensures that the conservation of probability
∑
s pi(s) = 1 is maintained.
Now, let us assume a continuous evolution of the system’s density matrix ρ. Namely, we
consider each “turn” of interaction + measurement with a probe to happen at a short time
dt and to slowly change the density matrix at the dt scale.
A simple method to achieve that is to require the Kraus operators to be composed of
normalized unity operators with perturbative expansions scaling with
√
dt, see e.g. [21, 22,
26, 27]. The continuous evolution of the density matrix is captured by stochastic Lindblad
equations, called quantum trajectory equations [23–25],
dρt = − i~ [H, ρt] dt+ ηνfLN(ρt)dt+
√
ηνf MN(ρt) dBt., (1)
with LN(ρ) = NρN † − 12{N †N, ρ} and MN(ρ) = Nρ + ρN † − ρTr
(
Nρ+ ρN †
)
. Here H is
the Hamiltonian of the system and N is an operator associated with the interaction and
measurement of the probes [28]. The [·, ·] and {·, ·} are the standard commutation and
anti-commutation operators and dBt is the standard Itô increment satisfying dB2t = dt. The
cumulated classical random signal St produced by the monitoring process changes in time
according to dSt = ηνf Tr
(
ρt(N +N
†)
)
dt + dBt. Its time drift is governed by the time
dependent expectation of the system observable N + N † and hence provides a continuous
monitoring of that observable. Furthermore, ηνf determines the rate at which information
is extracted and η is a dimensionless parameter we will vary in what follows.
Discarding the outcomes of the measurements leads to a mean dynamics, i.e. averaging
with respect to the possible quantum trajectories of ρ. This yields the (mean) Lindblad
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evolution equation
d
dt
ρ¯t = − i~ [H, ρ¯t] + ηνfLN(ρ¯t). (2)
The presence of the second Lindblad term reflects the dissipation induced by the measure-
ment back-action.
The Lindblad equation is the most general Markovian evolution equation which is trace
preserving and completely positive. It can also be derived from different settings [29–31].
However, we consider here the repeated interaction procedure to allow putting the results
of the paper in a concrete experimental context.
In what follows, we consider a 1D lattice, with a series of localized measurement operators
Ni = N
†
i , with i indexing the lattice site, that have a non-degenerate spectrum [32]. Thus
we may rewrite the mean Lindblad equation in the form
d
dt
ρ¯t = L(ρ¯t) + η Lb(ρ¯t) (3)
with L(ρ) = − i~ [H, ρ] and Lb(ρ) = νf
∑
j LNj(ρ). The system Hamiltonian H =
∑
i hi is
the sum of local interactions.
B. Strong measurements
Let us consider the limit η →∞, where the dissipative part of the Lindblad equation (3)
dominates the Hamiltonian evolution. Here, any density matrix not belonging to the kernel
of Lb is exponentially suppressed in time. Hence, the system is projected to a state in the
kernel kerLb and remains there for a long time. This is a manifestation of the quantum
Zeno effect. At the time scale s = t/η for t, η → ∞ a non-trivial dynamics emerges, where
the density matrix exhibits an interplay between the pointer states, i.e. the eigenstates of
the measurement operators which form a basis of kerLb.
The simplest approach to capture the emerging dynamics of strong dissipation consists
of looking at the mean evolution (3). Second order perturbation theory then yields that the
mean effective evolution equation is d
ds
ρ¯s = L(ρ¯s) where
L(ρ) = −Π0L(L⊥b )−1LΠ0 (ρ). (4)
Here, Π0 is the projector onto kerLb and (L⊥b )−1 denotes the inverse of the restriction of
Lb onto the complement of kerLb. Since the slow dynamics is composed of the interplay
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between the pointer states, the mean density matrix can be written as
ρ¯s =
∑

Q¯s()P(), (5)
where P are the projectors onto the pointer states denoted by |〉 and Q¯s() are their
respective time-dependent weights, with
∑
 Q¯s() = 1. Therefore, the evolution of the
mean density matrix ρ¯s is contained in the time evolution of the Q¯s().
A more informative approach to the effective slow dynamics consists of looking at the
quantum trajectories for the system density matrix ρ, whose evolutions are governed by the
stochastic evolution equation (1), in the limit η →∞ at fixed s = t/η. One then learn [19, 20]
that, at any given fixed time s, the system is in one of the pointer states, with probability
one. So that, at any fixed time s, the system is in a pure, but random, time dependent
pointer state ρs = P(s). The probability for the system to be in a given pointer state P()
is Q¯s(). As shown in [19, 20], the slow dynamics is then reduced to Markovian quantum
jumps from one pointer state to another with probability rate depending on the system
Hamiltonian and measurement operators [33]. The Markovian evolution of the probabilities
Q¯s() is then equivalent to (4).
For our purpose, it is sufficient to say that Q¯s() follows a Markovian evolution. In what
follows we will identify the emerging Markovian dynamics for a few choice of many-body
Hamiltonian dynamics.
III. RESULTS
In this section we derive our main results. Namely, we find the Markovian dynamics
describing the large η limit of a few choice Hamiltonians and measurements.
A. Spin chain with strong local σz measurements
Let us consider a periodic system of L sites occupied by spin 1
2
fermions. The system
evolves according to the XY Hamiltonian H = ε
∑
j(σ
x
j σ
x
j+1 +σ
y
jσ
y
j+1) and the measurement
operators are Nj = σzj . The mean dynamics (3) is then that of the XY model with dephasing
noise, see e.g. [34–36], but the stochastic quantum trajectories are typically different from
this mean evolution.
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At the large η limit, using (4) we find
d
ds
ρ¯s = −1
2
D
∑
j
[
σ+j σ
−
j+1,
[
σ−j σ
+
j+1, ρ¯s
]]
+ h.c., (6)
where σ± = σx ± iσy and D = ε2~2νf .
The pointer states here are P() = ⊗j Pεjj , where εj = ± and Pεjj are the projectors onto
the local |±〉 states, so that strongly measuring the local σz gives access to the instantaneous
spin profile. Using the local two-site pointer states, one obtains
1
D
L(P+j ⊗ P−j+1) = P−j ⊗ P+j+1 − P+j ⊗ P−j+1
1
D
L(P−j ⊗ P+j+1) = P+j ⊗ P−j+1 − P−j ⊗ P+j+1 (7)
L(P+j ⊗ P+j+1) = 0
L(P−j ⊗ P−j+1) = 0.
If we interpret the local P±j states as site j being occupied or not, the process describes
the SSEP. Namely, a particle at site j can hop to site j ± 1 with rate D, only if site j ± 1
is empty (see Fig. 1). For the SSEP, the resulting dynamics are diffusive. This is starkly
different than the limit of η → 0, where the dynamics are expected to be ballistic [37].
So far we have considered a periodic chain, avoiding discussion of the boundaries. Of
particular interests are the possible couplings to reservoirs, pushing the system out-of-
equilibrium. In [38], we explain how to put the boundary and bulk dynamics on equal
footing. We can then add the boundary dissipative terms L±1,N =
√
α±1,N
2
σ±1,N to reconstruct
the driven SSEP dynamics explored in [39, 40] at the large dissipation limit with N sites
and α±1,N are the incoming/outgoing rates at sites 1, N .
Once the connection to the classical SSEP has been made, we can use it to learn bits of
information about the original quantum system and compare its behavior with or without
monitoring. Let us choose a concrete set up, widely used [41, 42], to put the system away
from equilibrium. We consider the quantum system on an infinite line, preparing it with a
domain wall initial state. Namely, we set the initial time density matrix to be ρinitial = ρl⊗ρr,
with ρl,r ∝ ⊗i≶0 e−µl,rσzi where µl,r are different left/right chemical potentials. Then, we let
the system evolve. The asymmetry between the left/right chemical potentials produces a
spin flow through the origin that we may try to characterize. In absence of monitoring
this flow is ballistic. In presence of monitoring this flow is diffusive. Because this set-up
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Figure 1. The rates of the emerging dynamics. (a) The SSEP dynamics, where particles can jump
to empty neighboring sites with rate D. (b) The misanthrope model dynamics, where a particle
jumps from site j to site j ± 1 with rate Rnj ,nj±1 depending on the local occupancy nj , nj±1 of site
j and the target site j ± 1.
leads to the SSEP model studied in [43], we learn from this reference that the spin current
and all spin quantum correlations dies on a diffusive time scale 1/
√
t. Therefore, in the
strong monitoring limit, the asymptotic steady state supports no current and is localized
with vanishing correlation length. This is in contrast with the infinite correlation length in
absence of monitoring.
B. Boson chain with strong local occupancy measurements
Consider again a periodic chain of L sites, now occupied by bosons following the tight-
binding Hamiltonian H = ε
∑
j(a
†
jaj+1 + aja
†
j+1), where aj, a
†
j are bosonic creation and
annihilation operators with the canonical commutation relations
[
aj, a
†
k
]
= δj;k. We consider
the local measurement operators to be Nj = nˆj = a†jaj, the local occupancy operators.
Similarly to IIIA, we find that the emerging dynamics according to (4) is
d
ds
ρ¯s = −1
2
D
∑
j
[
aja
†
j+1,
[
a†jaj+1, ρ¯s
]]
+ h.c. (8)
The pointer states are ⊗jPnjj , where Pnjj = |nj〉 〈nj| is the Fock space of the j-th site. We
interpret the pointer states as configurations, specifying the (unbounded) number of particles
at each site. Therefore, by obtaining
L(Pnjj ⊗ Pnj+1j+1 ) = Rnj+1,nj+1−1Pnj+1j ⊗ Pnj+1−1j+1 −Rnj ,nj+1Pnjj ⊗ Pnj+1j+1 (9)
+Rnj+1+1,nj−1P
nj−1
j ⊗ Pnj+1+1j+1 −Rnj+1,njPnjj ⊗ Pnj+1j+1
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with Rx,y = x(y+1), we can fully define the Markov process (see Fig. 1). A particle at site j
can jump to a nearby site (say j+1) with rate Rnj ,nj+1 , depending on the local occupancy of
the sites j and j + 1. We thus have found that, at the large η limit, the emerging dynamics
of the bosonic chain is the inclusion process (with m = 2, see [44]). The shift of y by 1 in
Rx,y is a consequence of the canonical commutation relations, and hence it is an echo of the
well known fact, at the core of stimulated emission, that bosons have a tendency to group.
We note however that our process satisfies detailed balance. At this point, it is worthwhile
to notice that in the initial setup, left-right symmetry is conserved. Naively, we should not
expect any breaking of detailed balance.
In what comes next, we study the Markov limit for measurement schemes of space-
dependent functions of the occupancy.
C. Inhomogeneous measurements
Let us now consider again the bosonic chain with the tight-binding Hamiltonian. How-
ever, now we wish to consider space dependent measurements with Nj = fj(nˆj), where fj
are analytic functions of their arguments. Here we stress again the requirement for non-
degeneracy of the Nj operators. So, we assume that the pointer states remain as in III B.
The dynamics of the pointer states is then given to be
L(Pnjj ⊗ Pnj+1j+1 ) = Rj,j+1nj+1,nj+1−1P
nj+1
j ⊗ Pnj+1−1j+1 −Rj,j+1nj ,nj+1P
nj
j ⊗ Pnj+1j+1 (10)
+Rj+1,jnj+1+1,nj−1P
nj−1
j ⊗ Pnj+1+1j+1 −Rj+1,jnj+1,njP
nj
j ⊗ Pnj+1j+1 ,
where now
Rj,j+1x,y =
x(y + 1)
(fj(x)− fj(x− 1))2 + (fj+1(y)− fj+1(y + 1))2
(11)
denotes the rate of a particle jumping from site j → j+1 (see Fig. 1). This process is known
as (a subclass) of the misanthrope model [45], the jump rate between neighboring sites j, k
depends only on the occupancy at the sites j, k. Unsurprisingly, detailed balance persists
even when we carry out a space-dependent measurement scheme. While we did eliminate
translational invariance symmetry, we did not explicitly break the right-left symmetry. Thus,
no current is generated and detailed balance can be recovered.
This last fact is general: The Markov chain obtained by strongly monitoring a quan-
tum system is always double stochastic [46] as long as the system dynamics in absence of
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monitoring is unitary, i.e. the system Lindbladian L does not contain dissipative terms. In-
deed if L(ρ) = − i~ [H, ρ], then the effective Lindbladian (4) annihilated the identity matrix,
L(1) = 0. Thus, no current may be generated by monitoring, without feedback, a Hamilto-
nian system even by playing with the measurement operators (e.g. even if those operators
break the left-right symmetry).
IV. DISCUSSION
The behavior of lattice systems subject to strong monitoring was studied here for a few
models. The transport behavior was found to be diffusive, contrary to the ballistic trans-
port found when no monitoring is allowed for the same models. In the strong measurement
limit, the effective dynamics is that of a classical Markovian chain for which detailed balance
holds, so that, as expected, no current can be generated by passively monitoring. However,
since monitoring gives access to extra information via the output signals, one may choose
to feedback on the system [47], or to modulate the measurement process as in [48, 49], to
e.g. break detailed balance or to make a system state follow a prescribed trajectory [50].
Moreover, we have shown that at the strong measurement limit the models in question where
found to follow the SSEP for fermionic chains and the inclusion process (misanthrope pro-
cess) for bosonic chains. It would be interesting to see whether models with more conserved
quantities will follow the nonlinear fluctuating hydrodynamics theory [51, 52]. It may allow
to explain which type of transport behavior we will encounter.
The emerging dynamics at the large dissipation limit can be interpreted by a completely
classical models, e.g. the SSEP and the inclusion process. We therefore find it interesting
that a echo of the quantum statistics remains, i.e. fermions have an exclusion in the emerging
dynamics, while bosons do not and may show a tendency to bunch.
While the bosonic models may show a preference to bunch, they do not condensate
[44, 45]. This is unsurprising, as we have an 1D model for bosons. Common wisdom suggests
to explore a 3D model to be able to observe a condensation. It would be interesting to check
whether for a generalization of our bosonic models, a condensation transition occurs, in the
large dissipation limit and in general.
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