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1Chapter 1
Introduction
The Standard Model has enjoyed its great success through the years. But the
ultimate understanding of electroweak symmetry breaking is still missing. The
theory suggests that at least one scalar particle, the Higgs boson with a mass
of less than roughly 1 TeV, can explain the observed mass spectrum of bosons
and fermions. Supersymmetry explores a way to solve the ﬁne tuning problem
(i.e. the stability of the Fermi mass scale) of the Standard Model. The primary
motivation of the new high energy proton-proton collider - LHC1, with its two
general purpose experiments ATLAS2 and CMS3, is to discover the Higgs boson(s)
and the supersymmetric particles. The detectors are also optimized to detect a
range of diverse signatures in order to provide guidance for future physics.
The silicon pixel system makes up the innermost part of the CMS experiment.
Its main tasks are vertex detection and ﬂavor tagging. The high rate environ-
ment at the LHC imposes stringent requirements on pixel detectors; therefore,
the properties of the detectors should be extensively investigated. This thesis
concentrates on studying the suitability of diﬀerent test stands used to charac-
terize pixel detectors, especially a ﬂexible laser test stand with the provision of
completely controllable source and repeatable measurements.
A brief description of the LHC physics and an overview of the CMS experiment
are given in Chapter two. The following chapter is primarily concerned with the
layout of the CMS pixel system and the design of the pixel detectors. Chapter four
describes the pixel readout chip - the AC30 chip fabricated in the RICMOS IV-
Technology, together with its readout architecture, the operation procedures and
the method of data processing. Infrared absorption in semiconductor detectors
is treated in Chapter ﬁve. Various absorption mechanisms are outlined and the
results of the absorption measurements in Si and GaAs wafers, as well as the
measurements of a GaAs Schottky diode with a 1084 nm pulsed laser diode and a
GaAs strip detector with a 1064 nm pulsed Nd:YAG laser, are presented. Chapter
six deﬁnes and discusses the performance parameters used to characterize a pixel
1Large Hadron Collider
2A Toroidal LHC ApparatuS
3Compact Muon Solenoid
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detector. In this chapter two test stands are studied in detail: one employs test
pulses, while the other is a laser test stand equipped with a 670 nm laser diode and
a 1064 nm Nd:YAG laser. The results of the measurements of the performance
parameters of the CMS Si pixel detector prototype are presented and discussed.
The suitability of the test stands is then evaluated at the end of the thesis.
3Chapter 2
The CMS Experiment at the
LHC
This chapter is laid out in two parts. The ﬁrst part investigates the physics
aspects of the LHC. The Standard Model is brieﬂy reviewed and the Higgs mech-
anism is introduced as the most promising explanation of spontaneous symmetry
breaking in the Standard Model. After a brief discussion of the main produc-
tion processes and discovery signatures of Higgs boson(s) at the LHC, the global
running scenario and the experimental conditions for the CMS detector are pre-
sented in the second part, together with the layout and design goals of its detector
subsystems.
2.1 The LHC Physics
The LHC will address one of the key issues of particles physics, namely the origin
of spontaneous symmetry breaking in the Standard Model. Let us ﬁrst review
the theory.
The Standard Model describes the interactions of elementary leptons and quarks
(spin-1/2 particles), mediated by spin-1 bosons. These elementary fermions are
classiﬁed in three generations with left handed in doublets and right handed in
singlets. An overview of the three generations of fermions is given in Table 2.1;
an overview of the four fundamental interactions is given in Table 2.2.
The Standard Model is embodied in a gauge ﬁeld theory based on vector ﬁelds
associated with the group SU(3)⊗SU(2)⊗U(1). The SU(3) gauge interactions are
the strong forces associated with QCD1, while the SU(2)⊗U(1) interactions de-
scribe the electroweak isospin and hypercharge structure of the Glashow-Weinberg-
Salam model[1][2]. Since the SU(2)⊗U(1) gauge invariance of the theory leads to
massless gauge bosons, it contradicts the real experimental observations.
1Quantum Chromo Dynamics
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Table 2.1: Elementary fermions with their electro-weak quantum numbers (elec-
tric charge Q, third component of weak isospin T3 and weak hypercharge YW ;
these are coupled via the isospin formalism: Q = T3 +
1
2
YW ). The quarks come
in three colors, which have not been indicated here.
The Higgs[3] mechanism circumvents this problem by introducing (at least) four
additional degrees of freedom into the theory in the form of a doublet of complex
ﬁelds. Three of these are used up to provide mass to the gauge bosons of the
weak interaction (Zo, W±), while the photon remains massless. The remaining
degree of freedom manifests itself as a real scalar particle, referred in this mini-
mal version of the Standard Model as the Standard Model Higgs H0. This model
has however the so called hierarchy problem, which is theoretically solved by a
supersymmetric theory. Supersymmetric theories suggest supersymmetric part-
ners to every known boson and fermion. Such minimal supersymmetric version
of the Standard Model introduces two SU(2) doubles of complex Higgs ﬁelds. As
a consequence there should be ﬁve spin-zero Higgs particles, with three of them
neutral and the other two a charged pair.
strong in-
teraction
electromagnetic
interaction
weak interaction gravitation
range 10−15 m ∞  10−16 m ∞
relative strength 1 10−2 10−14 10−41
gauge boson gluons g photon γ Z0, W± Graviton G
gauge boson spin 1 1 1 2
gauge boson mass 0 0
mW  81GeV
mZ  91GeV 0
Table 2.2: Four fundamental interactions together with their gauge bosons. The
Standard Model doesn’t deal with gravity.
The Higgs boson couples to fermions and gauge bosons with a strength propor-
tional to their mass. But the mass of the Higgs boson itself remains undetermined
by the theory. By combining the results on radiative corrections to the Standard
Model of all four LEP experiments, an upper bound of 262 GeV/c2[4][5] for the
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mass of the Standard Model Higgs boson H0 was estimated at a conﬁdence level
of 95% . Both the ALEPH and L3 experiments at the LEP2 have recently re-
ported the observation of Higgs candidates. Based on these events the mass of
the Higgs is evaluated to be 115 GeV/c2[6]. Due to the tight schedule of the
LHC project LEP has closed down before the observation could be conﬁrmed or
disproved.
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Figure 2.1: Standard Model Higgs production diagrams and corresponding cross
sections at the LHC[5]. The theoretical uncertainties of cross section are about
a factor 2 due to uncertainties in parton distribution functions and QCD correc-
tions.
The prime motivation for the experiments at the LHC[7] is the search for the Higgs
boson(s) and the supersymmetric particles. It is also tempting to search for a
sign of new physics beyond the Standard Model. Studies show that constituent
energies (i.e. the energies of the quarks, gluons which are constituents of proton)
of about 1 TeV and a high luminosity are required in order to discover the new
phenomena. The LHC is designed to meet these demands: it collides protons at
a center-of-mass energy of
√
s=14 TeV every 25 ns at a luminosity from 1032 to
1034 cm−2s−1 [8]. At this high energy the Standard Model Higgs H0 is mainly
produced via gluon-gluon fusion. In addition to the dominant cross section due to
the gluon-gluon fusion, W, Z bremsstrahlung process turns out to be important
at low Higgs mass. Figure 2.1 gives the production diagrams of these processes
and the corresponding cross sections as functions of the Higgs mass.
The search for mass peaks in the invariant mass distribution of decay products
is widely employed to discover new particles. Other methods exploit quantities
2Large Electron Positron collider
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like the pt spectra of leptons, photons, jets and their angular correlations, or the
missing energy and momentum signature. Studies on various decay modes of
the Higgs boson have been made to evaluate the experimental sensitivity for the
Higgs searches[9]. Figure 2.2 shows the diagrams of the most promising discovery
modes and the corresponding detectable cross sections as a function of the Higgs
mass between 80 GeV and 400 GeV.
σ
 Higgs (NLO and CTEQ4M)
H0  W + W −  l+ν l
−
ν (l=e, µ,τ )
H0  Z 0 Z 0  l+ l − l+ l − (l=e, µ)
H0 γ γ
σ
* 
BR
 [ 
fb
 ]
Higgs Mass [ GeV ]
1
10
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W +
W −
f
f
oH
oH
Zo
Zo
oH
γ
γ
Figure 2.2: Expected detectable cross section σ ·BR of the most promising discov-
ery modes of the Standard Model Higgs at the LHC (σ is the total cross section,
BR denotes branching ratio of the decay channel)[9].
For mH0 in the range of 80-150 GeV, H
0→ γγ allows a precise and direct mass
reconstruction; γ-detection with high energy resolution and a large acceptance
at highest luminosity is required due to the rather small detectable cross sec-
tion of this decay mode. For the mass range from 140 GeV up to 500 GeV,
H0 → ZZ∗, ZZ → 2l+2l− provides a distinctive signature. A very good muon
momentum resolution, an excellent electron energy resolution and a large accep-
tance should be available. For Higgs mass between 140 GeV and 200 GeV, the 4l±
signature has however a very low branching ratio. Recent researches have shown
that H0 →W+W− → l+νl−ν should do a good job to cover this mass range. The
Higgs search becomes complicated for MH0 ¿ 500 GeV since the natural width of
Higgs boson grows and at the same time the production cross section decreases.
Detection of additional signatures with neutrinos and jets from hadronic decays
of W ’s and Z’s become essential for the Higgs search in this range.
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2.2 The CMS Detector
2.2.1 Global Running Scenario at the LHC
The LHC will be constructed in the 27-kilometer LEP tunnel together with the
existing particle sources and pre-accelerators. Figure 2.3 shows the schematic
layout of the LHC.
Figure 2.3: Schematic layout of the LHC.
As mentioned above, high energy proton-proton collisions will be realized at the
LHC with high luminosity. In addition, heavy ions (e.g. Pb-Pb) will collide head-
on at high energy densities well above the threshold for the formation of quark-
gluon plasma. Four experiments are foreseen at the LHC: CMS, ATLAS, LHC-b3
and ALICE4.
CMS and ATLAS are two general purpose detectors aiming at excellent muon
measurements and good electron/photon detection. More details of the CMS
experiment will be given in the next section. The LHC-b detector is specially
constructed for precision measurements of CP violation and rare decays in the
B-meson system, since the LHC provides a large number of B mesons due to the
3Large Hadron Collider Beauty experiment
4A Large Ion Collider Experiment
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high bb cross section and the high luminosity. ALICE will exploit the heavy ion
collisions to study important issues in QCD like conﬁnement and chiral-symmetry
restoration.
It is planned to run LHC in two successive phases: the low and the high lumi-
nosity phase. The proposed luminosity proﬁle is shown in Figure 2.4. The most
important LHC parameters for the high luminosity phase are listed in Table 2.3.
The maximum luminosity at the LHC will progressively increase from 1032 to 1034
cm−2s−1 over the ﬁrst one or two years. During this period single p-p interaction
within the same bunch crossing is dominant; consequently the pile-up problem is
not so severe as in the high luminosity phase. It is therefore advantageous in this
phase to study high cross section phenomena, to study the detector performance
and to prepare for higher luminosity running. In addition to the Higgs boson
search, main topics of physics that can be studied with lower luminosity are heavy
ﬂavor (b and t quark) production and the physics associated with heavy ﬂavors,
anomalous gauge coupling via W±Zo and W±γ production, jet production etc.
Year of operation
50000
100000
150000
200000
250000
2,005 2,006 2,007 2,008 2,009 2,010
Ldt
]−[pb 1
0
Figure 2.4: Luminosity proﬁle of the LHC[10].
2.2.2 General Layout
As discussed above, excellent measurement of muons, electrons and photons with
a large acceptance is crucial for the Higgs search. The CMS[11] detector is de-
signed to meet these demands. Besides the search for Higgs boson(s) it is also
optimized to search for supersymmetric particles as well as for hints of new physics
beyond the Standard Model. Studies of t, b and τ physics are also covered in the
experiment.
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Energy at collision 14 TeV
Circumference 26.7 km
Crossing points 4
Dipole ﬁeld at 7 TeV 8.33 T
Luminosity 1034 cm−2s−1
Luminosity lifetime 10 h
Bunch separation 24.95 ns
Bunch spacing 7.48 m
Total crossing angle 300 µrad
Number of particles per bunch 1.1·1011
Energy loss per turn 6.7 keV
Total radiated power per beam 3.8 kW
Stored energy per beam 350 MJ
Table 2.3: LHC parameters[8].
Si-Tracker
Muon System
Magnet
HCAL
ECAL
Figure 2.5: 3D Overview of the CMS detector.
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The CMS detector is based on a conventional solenoidal conﬁguration. The overall
layout of the detector is illustrated in Figure 2.5. The whole system will be 21
m long and 15 m in diameter with a total weight of 12.500 t. It involves four
detector subsystems, which will be described in the following:
• muon system
• HCAL5
• ECAL6
• central tracking system
A large superconducting solenoid sits at the core of the CMS detector generating
a uniform magnetic ﬁeld of 4 T. Tracker, ECAL and HCAL are located inside
the solenoid, while the muon system is outside the solenoid. The strong magnetic
ﬁeld leads to good momentum resolution up to pseudorapidity values |η |7 ¡ 2.4
and allows for a compact design of the muon system.
2.2.3 Muon System
The muon system[12] is the largest and the outermost subsystem of the CMS
detector. The main tasks of the muon system are muon identiﬁcation, (signed)
momentum measurement and triggering. Muons provide distinctive signatures
for most of the LHC physics. They are important ﬁnal products of the Higgs
boson decay chain. They also have the advantage of being identiﬁed inside jets
without any isolation cuts; therefore muon signatures with high pt are widely used
for b-tagging. The whole muon system is embedded in the iron return yoke for
the magnetic ﬂux, covering the | η | range from 0 to 2.5. Diﬀerent technologies
are employed to reach the design objectives: drift tubes in the barrel region,
cathode strip chambers in the endcap region and resistive plate chambers in both
the barrel and the endcap.
2.2.4 HCAL
The HCAL[13] aims for precise jet-jet mass resolution and precise missing trans-
verse energy resolution. The expected hadronic energy resolution is σE/E =
70%
√
E/GeV ⊕ 5%. Since it is essential to have a very hermetic coverage to
exploit missing transverse energy signatures, the HCAL system is designed to
cover the | η | range up to 5. The pseudorapidity range (| η | ¡ 3.0) is covered
by the barrel and endcap hadron calorimeter. They are equipped with plastic-
scintillators, which are inserted between copper absorber plates. In the forward
direction (3.0 ¡ | η | ¡ 5.0) an iron/quartz ﬁber system is proposed because of the
5Hadron CALorimeter
6Electromagnetic CALorimeter
7η = − ln tan(Θ/2) with Θ the scattering angle of the particle
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very high radiation environment (estimated gamma radiation doses will reach 500
Mrad at | η | ≈ 5.0 for an integrated luminosity of 5×105 pb−1, neutron ﬂux ≈108
cm−2s−1 at | η | ≈ 5.0).
2.2.5 ECAL
The ECAL[14] is optimized to measure the two-photon decay mode H0→ γγ,
which is assumed to be the most promising signature of a light Higgs boson. It is
also designed to measure electrons and positrons, which are the decay products of
W ′s and Z’s originating from Higgs decays. Due to the narrow natural width (a
few MeV for mH = 100 GeV) of the Higgs Boson at low masses, the Higgs mass
resolution is entirely dominated by the experimental resolution. High resolution
and high granularity lead tungstate (PbWO4) crystals are therefore chosen as the
baseline design. They have fast scintillation speed (¡25 ns), short radiation length
(9 mm) and small Moliere radius (2 cm). The geometrical crystal coverage extends
to | η |=3. Whereas avalanche photodiodes are used to collect the scintillation
light in the barrel region, vacuum photo-triodes are proposed for the endcaps to
survive a much higher integrated radiation dose (∼50 kGy) and neutron ﬂuence
(∼7×1014 cm−2). A preshower detector composed of two lead/silicon detector
layers is foreseen in front of the endcap calorimeter in order to improve the πo/γ
separation.
2.2.6 Central Tracking System
As the innermost part of the CMS detector the central tracking system[15][16]
is designed to provide robust tracking and detailed vertex reconstruction. It is
composed of two main sub-detector elements: the silicon pixel and the silicon
strip detectors. General design goals are:
• reconstruction of isolated high pt tracks with an eﬃciency better than 95%
• reconstruction of high pt tracks within jets with an eﬃciency better than
90%
• a momentum resolution of ∆p/p ∼ 0.1pt (pt in TeV) for charged particles
in the rapidity range |η | ¡ 2.5
The pixel and strip detectors are exposed to a high rate and consequently to a
high radiation environment. Figure 2.6 shows the radiation levels (absorbed dose,
fast neutron and charged hadron ﬂuence) at selected radii in the tracker region.
As a result, demanding requirements are imposed on the tracker system:
• resistance to high radiation, suﬃciently signal/noise ratio during the full
operational lifetime
• adequate bunch crossing identiﬁcation
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• pipelines on the front-end electronics which are consistent with the CMS
trigger requirements (Level-1 Trigger latency ∼ 3.2 µs)
• minimized material budget to enhance the energy resolution of the ECAL
and reduce the occurrence of photon conversion and bremsstrahlung of elec-
trons
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Figure 2.6: Radiation loads at selected radii in the CMS tracker, simulated at a
integrated luminosity of 5×105 pb−1. Neutron ﬂuence only includes the part of
the spectrum above 100 keV[15].
Large eﬀorts have been invested to evaluate the overall performance of the CMS
tracking detector[17]. The pixel detectors will be described in Chapter 3. Here
the Si-Strip detectors will be introduced. A schematic layout of the Si-Strip
system is given in Figure 2.7.
The strip detector system is constructed in four parts: TIB8, TOB9, TID10 and
TEC11. Each part is equipped with single modules and double modules. Double
modules are made by two single sided detector placed back to back and rotated
by a stereo angle of 100 mrad. The important parameters of the strip detector
layout are given in Table 2.4.
8Tracker Inner Barrel
9Tracker Outer Barrel
10Tracker Inner Disks
11Tracker EndCap
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Figure 2.7: Layout of Si-Strip system (1/4 of the z-view)[18]. The system is
divided into four parts: inner barrel, out barrel, inner disks and endcap.
TIB, TID and the four innermost rings of TEC are equipped with detectors of
320 µm thickness, while TOB and the three outermost rings of the TEC have
detectors of 500 µm thickness. Thin detectors have one sensor made out of one 6”
wafer. Thick detectors are composed of two back-to-back bonded sensors; each
sensor is made out of one 6” wafer.
layout structure Total # of
modules
Total # of
APVs
active area
(mm2)
TIB 4 layers 2808 14400 62x120
TOB 6 layers 5928 29232 94x186
TID & TEC TID: 3 small disks 7216 34624
TEC: 9 big disks
Table 2.4: Parameters of the Si-Strip detector subsystem.
The Si-Strip detectors are achievable in well established technology of strip sen-
sors. Each sensor is AC-coupled, poly-biased, single-sided p+ on n-bulk. Studies
have shown that the Si-Strip sensors must stand high voltage operation in order
to survive the high radiation environment at the LHC. For this purpose the de-
tectors are further optimized by special processing (front face passivation, front
and back-side wafer polishing, etc), by varying guard ring geometry, lattice ori-
entation, pitch/width ratio, bulk resistivity, etc. An eﬀective cooling system is
also essential for the tracker system due to the expected 40 kW heat generated
by the electronics and the detectors. To avoid thermal run-away the silicon de-
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tectors must be operated below -10o. The cooling is also useful to reduce the bulk
radiation damage.
The front-end chip, the so-called APV12 series implemented in radiation hard
technology is chosen as the baseline design of the readout electronics. It is based
on a fast ampliﬁer followed by an analog pipeline and a deconvolution circuit.
Following a Level-1 Trigger analog data from the front-end chips are ﬁrst time-
multiplexed and then converted to analog optical signals. They are transfered
to the FED boards via bundles of optical ﬁbers. From there cluster data are
determined with specialized hardware and software and then transfered to Dual-
Ported Memories, where they participate the CMS general data ﬂow.
12Analogue Pipeline (Voltage mode)
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Chapter 3
The CMS Pixel Detector
This chapter is concerned with the design of the CMS pixel detector. The design
aims, layout and data rate of the pixel system will be presented in this chapter.
These will be followed by a review of the principles of a semiconductor detector.
After that the baseline design of the CMS pixel detector will be introduced and
discussed. The ﬁnal part of the chapter gives a brief introduction of the processing
of pixel detectors.
3.1 Layout and Data Rate
The pixel detector is an essential element of the central tracking system. It
provides high resolution 3-D space points, which are required for:
• b-tagging as well as tagging of c quarks and τ -leptons, in order to distinguish
them against a large background of light quark- and gluon jets
• pattern recognition, i.e to conﬁrm or reject track segments proposed by the
outer tracking system
• vertex reconstruction
The layout of the CMS pixel system is schematically shown in Figure 3.1. The
pixel system extends from 37 ≤ r ≤ 210 mm and for -500 ≤ z ≤ 500 mm
(including cables and support). The system will have two barrel layers and two
end disks on each side of the barrel. The two end disks are designed to complement
the barrel layers so that two pixel hits can be ensured over the entire η-coverage
(η=±2.4).
As mentioned before, the LHC will start running at low luminosity and proceed
gradually to the high luminosity phase. The dimensions and parameters of the
pixel detector for the two phases are given in Table 3.1.
The barrel layers and the disks are composed of modular detector units, each
consists of a thin sensor plate segmented into 2756 pixels, which is connected via
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Figure 3.1: Perspective view of the pixel detector subsystem[15].
Conﬁguration Radius z Chips Pixels Area
(mm) (mm) (m2)
Barrel layer 1 low lumi 41-45 ±256 2304 6.35 x 106 0.15
layer 2 low & high lumi 70-75 ±256 3840 1.06 x 107 0.25
layer 3 high lumi 107-112 ±256 5888 1.62 x 107 0.38
Endcap disk 1,2 low & high lumi 30-150 ±325 4320 6 x 106 0.14
disk 3,4 low & high lumi 30-150 ±465 4320 6 x 10 6 0.14
Total low lumi 10464 2.895 x 107 0.68
high lumi 14098 3.88 x 10 7 0.91
Table 3.1: Dimensions and parameters of the CMS pixel detector. The harsh
environment of irradiation close to the interaction region will cause great damage
to the detectors and hence limit their lifetime. When reasonable performance of
layer 1 is no longer provided, this innermost layer will be removed and a new layer
(layer 3) will be installed at the high luminosity phase. It is also anticipated to
replace the innermost modules of the end disks once during the experiment[15].
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bump bonding to a highly integrated array of readout chips (one chip/pixel). The
sensors will be described in the following section.
High luminosity pp collisions lead to a superposition of typically 20 minimum
bias events per bunch crossing, each providing hundreds of tracks in the tracker
region. Out of these less than 50 tracks are interesting with pT ¿ 1 GeV. The
average data rates for the barrel is listed in Table 3.2. Assuming 3 Bytes of data
per pixel, the data ﬂow is estimated at 4 GBytes/s with a Level-1 Trigger of 100
kHz.
Radius 40 70 110 mm
Luminosity 0.1 1.0 1.0 1034 cm−2s−1
Pixel hit rate 7.6 13.0 6.9 kHz
Double column hit rate (2 x 53 pixels) 0.47 0.77 0.44 MHz
Average number of hit pixels in a hit column 1.9 1.9 1.7
Readout chip hit rate (26 double columns) 3.3 3.5 3.6 MHz
Barrel module hit rate (16 chips) 36 40 38 MHz
Pixel occupancy 1.9 3.3 1.7 10−4
Table 3.2: Average data rates for the barrel pixel (pixel size 150×150 µm2)[15].
3.2 Baseline Design
3.2.1 Principles of Semiconductor Detectors
Before the discussion about the baseline design of the CMS pixel detector, the
principles of semiconductor detectors will ﬁrst be reviewed.
Figure 3.2 gives a schematic view of a semiconductor sensor. When a high energy
charged particle passes through the sensor, electron-hole pairs are generated due
to ionizing energy loss. These pairs are separated when an electric ﬁeld is applied
to the sensor, and the electrons and holes drift to the corresponding electrodes.
The amount of inﬂuenced charge on the electrodes can be evaluated by Ramo’s
theorem and the charge pulse is sent to a charge sensitive preampliﬁer. Depend-
ing on the leakage current of the semiconductor detector, a DC or AC coupling
between preampliﬁer and detector is used. The further readout chain usually
consists of a shaper, a multiplexer and an ADC1.
3.2.2 CMS Pixel Sensors
The most important consideration in the design of the pixel detector is to ensure
radiation hardness of all the components and adequate bunch crossing identiﬁca-
tion at the high rate environment of the LHC. The handling of the huge number
1Analog to Digital Converter
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E
Figure 3.2: Schematic view of a semiconductor sensor with DC coupling of the
preampliﬁer to the electrode. HV is the applied detector voltage. RL the bias
resistance, E the electric ﬁeld. Aout is the output of the preampliﬁer. Cf is the
feed back capacitance, which can be used to change the shaping time and the
amplifying factor of the preampliﬁer.
of pixels also imposes a great challenge for the design. To implement the sensors
the following points must be taken into account:
• detector material
• detector shape and size
• bonding technique
Detailed irradiation studies show that Si is a viable detector material, provided
that the detector is suﬃciently cooled down and other protective measures are
taken, like front face passivation, guard ring, etc. Therefore Si has been chosen
as the baseline sensor material. n-side readout is required because the detector
is anticipated to undergo type inversion in a short time after being taking into
operation. Another reason to choose the n-side readout is the diﬀerent Lorenz
angle of electrons and holes. In the barrel region the detectors are deliberately
not tilted so that the eﬀect of charge sharing induced by the Lorenz shift in
the magnetic ﬁeld is used to enhance the spatial resolution. The drift angle for
electrons is estimated to be 32o in a B-ﬁeld of 4 T, which is three times larger than
that of holes. n-pixels which collect the electrons are thus favored. A schematic
view of the pixel sensor operating after type inversion is shown in Figure 3.3.
A square pixel shape is proposed in order to optimize the resolutions in both co-
ordinates simultaneously and to give the smallest pixel capacitance to minimize
detector noise. The pixel size is principally determined by the required occu-
pancy. The originally proposed size of (125 µm)2 is now enlarged to (150 µm)2
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Figure 3.3: Schematic view of the CMS pixel detector in the barrel region after
type inversion. Charge sharing induced by Lorenz drift in the magnetic ﬁeld is
used to enhance the spatial resolution[15].
to accommodate more electronics. The corresponding occupancy (see Table 3.2)
is proved to be acceptable.
Since two-dimensional interconnections are required to bond readout chip and
pixel sensor together, standard methods like wire bonding cannot be used here,
bump bonding is instead adopted for the processing of pixel detectors. Figure 3.4
gives a schematic view of such a pixel detector. The technique will be explained
after a brief discussion of the pixel readout chip.
3.2.3 Pixel Readout Chip
The primary tasks of the pixel readout chip are hit detection, signal processing
(amplifying, shaping, transferring), data buﬀering and time-stamping. All the
components of the chip must be radiation hard. An analog readout is required
to improve the spatial resolution of the pixel detectors.
The total dissipated power for the analog block should be limited to less than
50 µW/pixel due to the compact dimension of the system. The choice of silicon
implies typical leakage currents of 10 nA per pixel, however, the leakage currents
are expected to rise after irradiation. Considering the DC connected readout
scheme, the preampliﬁer circuit is required to absorb the sensor leakage current
up to 100 nA per pixel.
A low noise performance with high signal-to-noise ratio is vital for a robust hit
discrimination. The noise of about 500 e− should not be exceeded during the
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Figure 3.4: Schematic view of a pixel detector.
whole operation at the LHC. A comparator for each pixel cell is needed to detect
single pixel hits. Since charge sharing is used to enhance the spatial resolution
of the detector, the detection of small signals with less than 20% of the total
deposited charge (∼ 2.0×104 e− in 250 µm thick Si for a MIP2) is required. The
comparator threshold should therefore be less than 4000 e−. Since pixel-to-pixel
variations are expected to be more severe with increasing irradiation levels, an
individual adjustment of the threshold is demanded for the chip.
Time-stamping is essential for CMS trigger identiﬁcation. The following require-
ments are imposed on the front-end electronics regarding the trigger identiﬁcation:
• peaking time should be less than the bunch crossing time of 25 ns.
• time walk, deﬁned as the time diﬀerence of the comparator response for large
and small input charge signals, should be minimized (see Section 6.2.5).
An implementation of the pixel readout chip in RICMOS IV-technology will be
discussed in Chapter 4.
3.3 Processing of Si Pixel Detectors
3.3.1 Si Pixel Sensor
The backside of the sensor is p+ implanted with appropriate metalization, fol-
lowed by a thick passivation. On the readout side, n+-implants in pixel shape
are fabricated. They are covered by metalization and a passivation layer, but left
2Minimum Ionizing Particle
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with a bump pad window of about 13 µm in diameter. In order to reduce the
capacitance to the nearest-neighbor which dominates the total pixel capacitance,
two concentric p-stop rings are implemented around the n-implant of each pixel.
A guard ring is foreseen all around the pixel array to ensure the operation at a
detector voltage as high as 300 V.
The pixel detectors investigated in this work are based on n-type Si bulk of high
resistivity. The thickness of the wafer is 250 µm, and the pixel are arranged in an
array of 32×22 with a size of (125 µm)2. This design was based on the technical
proposal of CMS[11], therefore it does not correspond to the ﬁnal design (an array
of 52×53 pixels with a size of (150 µm)2.
3.3.2 Bump Bonding
A demanding procedure in processing the CMS pixel detectors is the bump bond-
ing of the sensors and the readout chips. The I. Physics Institute of the RWTH in
Germany and the PSI in Switzerland have collaborated in developing the bump
bonding technique successfully.
Figure 3.5 illustrates a typical bump bonding process. During the process small
indium balls or hemispheres are ﬁrst deposited on the bump pads of each pixel
cell of the sensor and of the chip by means of evaporation and melting. The bond
pads of the sensor and the readout chip are then aligned precisely before they are
assembled together (the pixel sensor and the readout chip must have the same
dimensions ). Figure 3.6 shows a photo of an array of pixel cells after deposition
and melting of the Indium. More details about bump bonding can be found in
[19][20][21].
Readout Chip
Pixel Detector
Passivation
Contact
Bump
Contact
Readout Chip
Pixel Detector
Passivation
Contact
Bump
Contact
Indium Indium
Figure 3.5: Schematic view of the bump bonding process.
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Figure 3.6: SEM photograph of an array of pixel cells after deposition and melting
of the Indium.
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Chapter 4
AC30 Chip
This chapter describes the readout chip for the CMS pixel detector prototype
- the AC30 chip. The RICMOS IV-Technology from Honeywell, which is used
to fabricate the chip, will be brieﬂy introduced in the ﬁrst part of the chap-
ter. The following sections are concerned with the readout architecture of the
chip, together with its operation conditions, i.e. the operation voltages, the pixel
programming and the readout sequence. Data handling and processing will be
discussed at the end of the chapter.
4.1 AC30 Chip in RICMOS IV-SOI Technology
The AC30 chip was developed by the I. physics institute of the RWTH Aachen[22][23].
It is designed to read out an array of 22x32 pixels. The whole chip has an area
about 3×5 mm2, each pixel cell has a square shape with the size of 125×125 µm2.
This design was based on the technical proposal of CMS[11], therefore it does not
correspond to the ﬁnal design (an array of 52×53 pixels with a size of 150×150
µm2). Figure 4.1 shows a photograph of such a chip.
The AC30 chip is implemented in the RICMOS IV-SOI1 technology, which was
developed by Honeywell for radiation hard applications. This technology allows
for the utilization of high density circuits. It also provides standard 3-layer metal
or optional 4-layer metal for interconnections. In order to evaluate the appli-
cability for the pixel detector readout NMOS and PMOS transistors were ﬁrst
fabricated with the technology and their DC, AC as well as noise parameters were
measured. The investigations show full functionality of the transistors without
any anomalous behaviors after gamma irradiation with Co60 up to a total dose
of 55 Mrad. The technology was then employed to fabricate pixel readout chips.
The readout architecture of the chips will be described in the next section.
1Silicon On Insulator
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Figure 4.1: Photograph of an AC30 chip. The chip is wire bonded to a ﬁne pitch
connector.
4.2 Readout Architecture
As mentioned before, the AC30 chip consists of an array of 22x32 pixels. Each
PUC2 of the chip is DC-coupled to a detector pixel cell at the bump bonding
pad. Every two PUC columns form a double column, which is the basic readout
unit. In addition to the pixel cells, supplementary space at the lower part of
the chip is reserved for the double column periphery and for the readout bus
(see Figure 4.2). PUCs are designed for signal ampliﬁcation, hit detection and
temporary single hit storage, while the column periphery performs the tasks of
time-stamping, multiple hit and readout buﬀering.
Figure 4.3 shows the signal processing chain of a PUC[24]. Each PUC is composed
of an analogue and a digital block. The analogue block consists of a preampliﬁer,
a shaper and a comparator. The main components of the digital block include a
ﬂip-ﬂop (FF) and shift registers.
When charges are injected into the pixel detector, signal of the inﬂuence charges
will be ﬁrst ampliﬁed and shaped. The gain of the preampliﬁer as well as the
time constant of the shaper can be controlled by the feedback resistors. For test
purposes a calibration capacitance (CC) of 1.7 fF is implemented in each pixel
cell.
The output of the shaper is transfered to the comparator and to the sampling
capacitance (SC) separately. When the signal exceeds the comparator threshold,
2Pixel Unit Cell
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a hit pulse is generated. The global threshold of an AC30 chip is controlled by
the operation voltage Vcomp.
An individual adjustment for each PUC is also implemented through a 3-bit static
memory cell (SRAM) and a DAC3 unit. The SRAM setup, i.e, the trim bits, are
ﬁrst programmed and then uploaded to each pixel before any data taking. All
together nine conﬁgurations of trim bits are available for each PUC. Trim bits
DTR=0 is reserved to switch oﬀ the comparator; therefore it can be eﬀectively
used to disable any nonfunctional pixels.
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Figure 4.2: Schematic layout of the AC30 chip and its PUC. The chip is used to
read out an array of 22x32 pixels.
In the regular readout mode the hit pulse from the comparator sets the hit ﬂag
of the ﬂip-ﬂop and the column OR signal is consequently pulled down from its
original high state to ground. The column logic of the chip latches the OR signal
and sends an internal HOLD signal to all pixel cells in the hit double column.
This HOLD signal disconnects the sampling capacitance from the output of the
shaper, disables the comparator, and therefore freezes the states of all the pixel
cells in the double column.
3Digital-Analog-Converter
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A read bit is then initiated from the periphery to run up and down the hit
double column via a shift register. This read bit bypasses the empty pixels, while
enabling the transfer of the digital and analogue signals to the data bus where
the pixel is hit.
In addition to the above described regular mode an alternative readout mode,
the so called full-readout mode is also implemented for test purposes. Within
this mode it is possible to read out all the double columns independently of the
trigger signal.
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Figure 4.3: Readout chain of a PUC[24].
After reading out the chip, the ﬂip-ﬂop is reset and the sampling capacitance of
each PUC is reconnected to the output of the shaper. The comparator is also set
free for further detection. The transfered data, which include coded addresses of
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the hit double columns and the pixel signals, are stored in a data buﬀer until the
arrival of the trigger decision.
At the same time when the hit ﬂip-ﬂop is set, the current status of a local time
stamp counter is copied into the time stamp buﬀer of the chip. At each bunch
crossing all stored time stamps are compared with the local bunch crossing num-
ber used to count the last 128 bunch crossings (i.e, 3.2 µs corresponding the
latency of the Level-1 Trigger). If any coincidence is detected and if the ﬁrst level
trigger is available for this bunch crossing, the associated signals and addresses are
transmitted directly from the double column peripheries to the front-end drivers
in the counting room via the analogue optical links. In case the ﬁrst level trigger
is absent, the time stamp register and its associated data buﬀer are set free for
further data taking.
4.3 Operation Voltages
The AC30 chip is supplied with various operation voltages. The main part of
them and their functions are listed below:
• Vssana, Vdig: supply voltage of the analogue and the digital part of the chip
respectively
• Vssf : control voltage of the source follower
• Vrgpr, Vrgsh: controlling the pulse form of the preampliﬁer and the shaper
respectively
• Vcomp: controlling the global comparator threshold
• Vtrim: controlling the range of the individual adjustment of the comparator
threshold for each pixel cell
• Vbro: controlling the baseline level of the analogue output Aout
• Vhld: controlling the delay time of the internal HOLD signal
operation voltage value (mV) operation voltage value (mV)
Vssana -1966 Vssf -3434
Vdig -5000 Vtrim -984
Vrgpr -2289 Vbro -3795
Vrgsh -3611 Vhld 0
Table 4.1: Standard values of the main operation voltages of the AC30 chip.
The standard values of these operation voltages are determined after careful stud-
ies of the performance of the detector[25]. They are listed in Table 4.1. All the
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operation voltages have a negative value. The adjustment of Vcomp will be de-
scribed in Chapter 6. In a regular readout mode Vhld is set to zero; for the
measurements of pulse form, however, Vhld should be set to -5 V in order to
access the external HOLD signal, while switching oﬀ the internal HOLD signal.
4.4 Chip Programming
Before taken into operation, the chip must be conﬁgured in order to:
• adjust the comparator threshold globally and individually
• switch oﬀ nonfunctional pixels
• set to readout mode and select pixel cells to access test pulses if a calibration
process is followed
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Figure 4.4: Schematic view of the programming sequence of the AC30 chip. A
108-bit shift register is implemented to conﬁgure an array of 22x32 pixel cells.
A 108-bit shift register is employed for the pixel programming. Four slow digital
control signals are necessary for the procedure:
• PPHI1: the ﬁrst stroke of the shift register
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• PPHI2: the second stroke of the shift register
• PBI: programming data in a 108-bit sequence
• PROGSEL: stroke to initiate the uploading of the trim bits
Figure 4.4 shows the pixel programming sequence of the AC30 chip. The ﬁrst
44 bits of PBI are used for the 11 double columns with four bits for each unit:
Cal=1(0) to disable(enable) test pulses, TRB1, TRB2 and TRB3 are the trim
bits, which are used to set the individual threshold of each PUC.
The following 64 bits are called ROWSEL: There are two PBI bits for each of
the 32 rows; one referring to the right side of the double column and the other
referring to the left side of it.
PROGSEL comes at the end of the sequence. When PROGSEL is active, i.e in
a low state, the trim bits will be assigned to the pixel cells, otherwise the input of
the trim bits will have no eﬀect, only the bits of Cal will be eﬀectively uploaded.
4.5 Readout Sequence
To read out the AC30 chip another shift register is implemented. Three fast
digital control signals are necessary at this point:
• PHI1, the ﬁrst stroke of the shift register
• PHI2, the second stroke of the shift register
• RBI, stroke to initiate readout
Provided that the three signals are given in the right order, the readout procedure
runs automatically and independently of the pixel programming. Figure 4.5 shows
the schema of the readout procedure in the regular readout mode.
Each pixel cell has a 1-bit buﬀer processing the read bit(RBI/RBO). When
RBI=1, the digital and analogue outputs of each PUC will be transmitted to the
data bus. Each double column holds additionally four one-bit buﬀers controlled
by the read bit. The ﬁrst three bits enable the transfer of the time stamp coded
in an analogue form and the last bit enables the transfer of the column number,
which is also coded in an analogue form (diﬀerent voltage level corresponds to
diﬀerent double column number).
Each double column is daisy chained to the adjacent double column. When the
read bit RBI is sent from the periphery, it goes up and down the double columns
which are hit, skipping those that are not hit. In the full-readout mode, however,
all double columns are forced to be free for the read bit, so that the whole chip
can be readout by applying enough tokens of PHI1 and PHI2.
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Figure 4.5: Schematic view of the readout sequence of the AC30 chip.
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4.6 Data Handling and Processing
The analogue signal Aout as the output of the shaper for each PUC should be
evaluated by subtracting its pedestal from raw data. The pedestals can be ac-
quired by an independent run for about 500 events without any charge injection.
In order to calculate the pedestals and noise levels correctly, the eﬀect of baseline
shift from event to event should also be taken into account. In the following
discussion I will show that there are two contributions to this eﬀect:
• one that aﬀects each double column in the same way, which is caused by a
variation of the operation voltages within a small range. This kind of shift
is denoted as common mode (CM).
• one that aﬀects only the double columns which are hit. This kind of shift
is denoted as BS.
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Figure 4.6: Measurements of baseline shift of the hit double column 5 and 6.
Pedestal and CM are taken into account in the data analysis. Pixel(5,10) and
pixel(6,10) are the pixels which are not hit.
BS has been found to be mainly dependent on the signal height of the hit pixel(s).
Figure 4.6 demonstrates this eﬀect. In the two measurements the test pulses are
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sent to pixel(5,20) and pixel(6,20) respectively. The other pixels are not allowed
to access the input charges.
The baselines of double columns 5 and 6 are evaluated as the corrected data of
pixel(5,10) and pixel(6,10) respectively, which are not hit. It can be seen that the
level of the baseline changes as the amplitude of the test pulse varies. It is stable
with the small input charges, but begins to rise with the increasing test pulse
height. When the input charges exceed 20000 e−, the shift of the baseline reaches
its maximum. After the stage of saturation, it ﬁnally declines a little when the
test pulse height is above 25000 e−. The shift of the two double columns follows
the same pattern; the result is consistent with the consideration of CM .
Other measurements show that the number of hit pixels can also have an inﬂuence
on the baseline shift. This eﬀect is considerable for the DMILL chips[25], but for
the AC30 chips it plays only a minor role.
To sum up, raw signals have to be processed in the following way:
1. For a pedestal run with n events (typically 500) without any charge input:
(a) The common mode CM of each double column i, can be expressed as:
CMei =
1
m
∑64
j=1 Aeij · cij (4.1)
with:
cij =
{
0 noisy pixel
1 else
, m =
64∑
j=1
cij (4.2)
Aeij is the raw data of analog signal Aout of each pixel for each event.
e denotes the event number, i is the number of the double column
(i=1..11) and j is the pixel number in that double column (j=1..64,
the total number of a double column is 64). Noisy pixels are those
pixels which have the trim bits DTR=0. Since the common mode is
identical for all the pixels, CMe is calculated only with one double
column, e.g. double column 2.
(b) The pedestal Pij for each functional pixel is determined as:
Pij =
1
n
n∑
e=1
( Aeij − CMe ) (4.3)
(c) Finally the noise Nij is calculated by:
Nij =
√√√√ 1
n
n∑
e=1
(Aeij − Pij − CMe)2 (4.4)
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(d) In order to decide which pixel is hit when charge is injected, the
pedestal dij of digital output Dout for each pixel (i.e, the output of
the comparator) has to be calculated at this step with the following
equation:
dij =
1
n
n∑
e=1
Deij
where Deij is the raw data of Dout read out by an FADC for event e.
2. For a data run of N events with test pulse or laser pulse injection:
(a) The mean signal level Dij of Dout for each pixel is:
Dij =
1
N
N∑
e=1
Deij
so that the pixel is determined to be hit if | Dij − dij | ¿ 200 FADC
bins.
(b) The common mode CMe will be again evaluated after the above dis-
cussed procedure. The selected double column for the calculation of
CM has to exclude any hit pixels.
(c) The baseline shift BSei for a hit double column i is determined as:
BSei =
1
l
∑64
j=1(Aeij − Pij − CMe) · cij (4.5)
with:
cij =
{
0 noisy/hit pixel
1 else
, l =
64∑
j=1
cij (4.6)
(d) It is only interesting to calculate the analogue signals for those hit
columns of event e. They are calculated by subtracting the pedestal
and the baseline shift from the raw data:
Seij = Aeij − Pij − CMe − BSei (4.7)
(e) The signal is ﬁnally analyzed as the average value over all events:
Sij =
1
N
N∑
e=1
Seij (4.8)
(f) The signal-to-noise ratio is therefore:
SNij =
Sij
Nij
(4.9)
34 CHAPTER 4. AC30 CHIP
4.7 Summary
The AC30 chip has been developed to read out the CMS pixel detector prototype
in analogue mode. The main implemented functions of the chip are hit detection
and signal processing (amplifying, shaping and transferring).
The AC30 chip has to be applied with various supply and control voltages. Their
values have been determined after careful studied on the performance of the
chip. The comparator thresholds of the chip should be conﬁgured globally and
individually; any nonfunctional pixel cells have to be switched oﬀ and the chip
should be set to readout mode before any data taking. In case of a calibration
process, pixel cell(s) should be ﬁrst selected to access test pulses.
For the data analysis of the AC30 chip both pedestal and baseline shift of each
pixel have to been taken into account. I have demonstrated that two eﬀects
contribute to the baseline shift: one is the so called common mode (CM), which
is caused by a variation of the operation voltages within a small range and aﬀects
each double column in the same way; the other one, denoted as BS, aﬀects only
those double columns which include any hit pixels. BS is mainly inﬂuenced by
the amplitude of the input charges. As the consequence the signals have to be
calculated by subtracting the pedestal, the CM and the BS from the raw data.
35
Chapter 5
Infrared Absorption in Si and
GaAs
Normally we use test pulses, radioactive sources and radiation sources from par-
ticle accelerators to study a tracker detector. Until recently various test stands
for the evaluation of Si-strip detectors were reported to be equipped with pulsed
lasers[26]. The main beneﬁt of using a laser system is to have a completely
controllable source and high statistics for the laboratory use.
In order to study the suitability of such a laser system to characterize the pixel
detectors, the light absorption in Si will be treated in this chapter. Since GaAs
was a candidate for the CMS pixel detector material, the properties of GaAs
will also be discussed and a comparison between the two materials will be made.
Main parameters of Si and GaAs will be reviewed in the ﬁrst part of the chapter.
Dominant processes of infrared absorption will be then discussed in the following
sections, together with the results from the measurements of transmission and
absorption in both materials. Finally the measurements on a GaAs diode and
strip detector with laser pulses will be presented .
5.1 Properties of Si and GaAs
Before we consider the photon absorption mechanisms of Si and GaAs, the main
properties of the two materials will be brieﬂy reviewed (see Table 5.1).
Photon absorption in Si and GaAs is mainly dependent on the band structure of
the material. Figure 5.1 shows the energy band diagram of defect free un-doped
Si and GaAs. Unlike Si, GaAs is a direct semiconductor, by which the maximum
of the valence band and the absolute minimum of the conduction band are found
at the same value of the wave vector (Γ point). The band gap energy Eg, i.e.,
the energy diﬀerence between the lowest conducting band and the highest valence
band, is 1.12 eV for Si and 1.42 eV for GaAs respectively.
In pure and defect free semiconductor no states can exist in the forbidden energy
region. Commercially available Si and GaAs wafers however contain a certain
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Si GaAs
Crystal structure Diamond Zinc blende
Band structure indirect direct
Atomic number 14 31/33
Density 2.33 5.32 g
cm3
Dielectric constant 1 11.9 13.1
Band gap energy Eg 1.12 1.42 eV
Intrinsic carrier density 1.45 ×1010 1.79 ×1010 cm−3
Speciﬁc most probable ionization 0.28 0.57 keV/µm
energy loss for MIPs
Table 5.1: Physical properties of Si and GaAs at 300 K[27].
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Figure 5.1: Energy band diagram of Si and GaAs.
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amount of impurities and defects, which create shallow and deep levels in the
forbidden gap. As we shall see later, these energy levels could have considerable
inﬂuence on photon absorption.
5.2 Introduction of Absorption Coeﬃcient
Absorption is characterized with the absorption coeﬃcient α, which is deﬁned as
the relative rate decrease of the light intensity L along its propagation path:
α =
1
L
dL
dx
(5.1)
Figure 5.2: Absorption coeﬃcient α and light penetration depth (d = 1/α) of Si
and GaAs as a function of wavelength and photon energy[28].
Figure 5.2 shows the absorption coeﬃcient α of Si and GaAs as a function of wave-
length and photon energy. It can be seen that up to a wavelength of 1100(900)
nm the absorption coeﬃcient in Si(GaAs) decreases with the increasing wave-
length. α of GaAs drops sharply near the band gap, i.e. at a wavelength λg of
875 nm. The drop of α in Si is relatively smooth; the band gap energy Eg of Si
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corresponds to a wavelength λg of 1100 nm. Since both wavelengths are in the
infrared region, I will focus on the infrared absorption in the following discussion.
5.3 Absorption Process in Si
Two processes are the dominant contributions to the absorption up to a wave-
length of 5.0 µm in silicon: indirect interband transition αBG and free-carrier
absorption αFC , so that α can be expressed as:
α = αBG + αFC (5.2)
5.3.1 Indirect Interband Transitions
k
E
hνe
hνa
Valence Band
Conduction Band
Figure 5.3: Schematic view of the indirect transitions in Si (E and k denote the
energy and the wave vector). The solid lines show the involved process with
phonon absorption (hνa denotes the photon energy in the process); whereas the
dashed lines show that of phonon emission (hνe is the corresponding photon
energy). One has: hνa = Ef − Ei − Ep for the phonon absorption process and
hνe = Ef − Ei + Ep for the phonon emission process. Ep is the characteristic
energy of the phonon, Ei(Ef) denotes the electron energy of the initial(ﬁnal)
state.
The indirect transitions between the indirect valleys are illustrated in Figure 5.3.
This kind of transitions is concerned with a two-step process. Either phonon emis-
sion or absorption is involved to conserve both energy and momentum. Since the
involved phonon energy is very small compared to Eg, the transition is dominant
in the near infrared region.
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αBG of this band-to-band absorption can be determined after Macfarlane’s model,
which was deﬁned by Jellison et al.[29]:
αBG(hν, T ) =
∑
i
2∑
l=1
(−1)l αi(hν −Eg(T ) + (−1)
lkθi)
exp[(−1)l θi
T
]− 1 (5.3)
where k is the Boltzmann constant, T is the absolute temperature and hν the
photon energy. l = 1 and l = 2 represent phonon emission and absorption
respectively.
i in Eq. 5.3 denotes the diﬀerent types of the phonons involved in the transition
and kθi is the corresponding phonon energy. Two dominant phonons are taken
into account in Si (i = 1, 2). One is the transverse acoustic phonon with θ1
=212 K and the other is the transverse optical phonon with θ2=670 K[30]. The
denominator of the Eq. 5.3 arises from the Bose-Einstein phonon population.
αi(x) with x = hν − Eg(T ) + (−1)lkθi gives the absorption from the transverse
acoustic and optical phonons:
α1(x) = 0.504
√
x+ 392(x− 0.0055)2 x ≥ 0.0055 eV (5.4)
= 0.504
√
x 0 ≤ x ≤ 0.0055 eV (5.5)
= 0 x < 0 (5.6)
α2(x) = 18.08
√
x+ 5760(x− 0.0055)2 x ≥ 0.0055 eV (5.7)
= 18.08
√
x 0 ≤ x ≤ 0.0055 eV (5.8)
= 0 x < 0 (5.9)
where α is in units of cm−1and x in eV.
To calculate αBG with Eq. 5.3 one uses the temperature dependence of the band
gap energy Eg with[31]:
Eg(T ) = 1.155− 4.73 × 10
−4T 2
635 + T
eV (5.10)
In this way αBG can be determined as a function of wavelength and temperature.
Since the band gap of Si narrows with the increasing temperature, the absorption
edge is expected to shift to longer wavelength when the temperature increases.
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5.3.2 Free-carrier Absorption
As presented above, αBG is dominant for the short wavelengths. It drops signiﬁ-
cantly with increasing wavelength. In the infrared region one has also to consider
the free-carrier absorption, by which a carrier is free to move inside a band by
interacting with its ambient (see Figure 5.4).
k
E
Figure 5.4: Transition of a free electron in the conduction band (E and k denote
the energy and the wave vector).
The free-carrier absorption grows as λp, where p can range from 1.5 to 3.5 for
diﬀerent semiconductors. It is also been found to increase with the temperature.
The free-carrier absorption coeﬃcient αFC of Si can be expressed as[32]:
αFC = n · σn + p · σp (5.11)
where n and p denote the carrier concentration; σn and σp are the absorption
cross section, which are found to have a classical λ2 wavelength dependence for
the wavelength between 1.0 µm and 1.6 µm[32]:
σn = 1.01 × 10−12 · T · λ2
σp = 0.51 × 10−12 · T · λ2 (5.12)
With a doping of 1018 cm−3, αFC is estimated to be 4 cm−1 for a wavelength
of 1064 nm, which is comparable to that from interband transition. For weakly
doped Si however, the free-carrier absorption plays only a minor role at room
temperature in the near infrared region (λ ¡ 1100 nm).
5.3.3 Measurement of Infrared Absorption in Si
The transmittance of a 300 µm thick Si wafer was measured to determine the
absorption coeﬃcient. A Perkin-Elmer Lambda 2 spectrometer[33] made the
measurement possible for a wavelength range from 200-1100 nm. The result of
the transmittance measurement is shown in Figure 5.5 (a). As expected, the
transmittance rises with increasing wavelength.
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Taking into account the multiple internal reﬂections in the thin wafer, the absolute
transmittance t is given as[34]:
t =
(1− R)2exp(−αd)
1−R2exp(−2αd) (5.13)
d is the thickness of the probe. R is the surface reﬂectance, determined as R =
[(n−1)2+k2]/[(n+1)2+k2], where n(k) is the real (imaginary) part of the complex
refractive index. Since k is very small compared to n in the investigating range
of the wavelengths, it can be neglected in the calculation.
Using Eq. 5.13 the absorption coeﬃcient of Si can be determined (using n = 3.55
as constant). The result is shown in Figure 5.5 (b).
As discussed above, the infrared absorption in Si is mainly concerned with the in-
direct interband transitions and the free-carrier transitions. Therefore the absorp-
tion coeﬃcient is ﬁtted as α = αBG+C (in cm
−1). This leads toEg =(1.120±0.001)
eV by applying Eq. 5.3 and C = (7.470±0.563) cm−1 . The ﬁtted Eg is in good
agreement with the calculation from Eq. 5.10 (1.112 eV at T=290 K).
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Figure 5.5: Transmittance and absorption coeﬃcient measured with a 300 µm
thick Si wafer (measurements were made at room temperature).
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5.4 Absorption Process in GaAs
Three processes are relevant for the absorption in GaAs in the infrared region:
• direct interband transitions
• EL2 absorption
• free-carrier absorption
5.4.1 Direct Interband Transitions
Allowed direct interband transition is concerned with the absorption transition
between two direct valleys where all the momentum-conserving transitions are
allowed (see Figure 5.6). The absorption coeﬃcient α is given as[35]:
α = A∗(hν − Eg)1/2 (5.14)
where hν is the photon energy, Eg is the band gap energy. A
∗ is a coeﬃcient
depending on the refractive index and the eﬀective mass of electrons and holes of
the semiconductor.
E f
E i
E f E i= −E g hν
k
E
Conduction Band
Valence Band
Figure 5.6: Allowed direct transitions in GaAs. Eg is the band gap energy
(Eg=1.42 eV at 300 K for GaAs, which corresponds to λg=875 nm). Ei is the
electron energy of the initial state, while Ef the energy of the ﬁnal state. hν is
the photon energy.
With Eg of 1.42 eV at 300 K in GaAs, the direct band-to-band transition is
dominant if the photon wavelength λ < 875 nm at room temperature.
It is expected from Eq. 5.14 that there is no absorption below the band gap.
But in practice the optical absorption is found to increase exponentially with the
photon energy hν in the absorption edge region just below the band gap. This
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exponential absorption edge of GaAs is concerned with the transitions between
the band tails, which can be controlled by doping. One has [36]:
α = αgexp(
hν −Eg
Eo
) (5.15)
where Eo is the characteristic width of the absorption edge. Eg is the extrapolated
band gap energy and αg is the absorption coeﬃcient at this band gap energy. All
the parameters Eg, Eo and αg are dependent on the temperature.
5.4.2 EL2 Absorption
The GaAs wafers used for the investigations in this work were produced with the
LEC1-grown technology[37]. Due to the resulting low eﬀective carrier concentra-
tion the GaAs becomes the so called semiinsulating (SI)-GaAs . As a consequence
a typical detector with a thickness of 250 µm can be fully depleted at reasonable
operation voltages (≤ 200 V).
SI-GaAs contains a high concentration of the lattice defect EL2. The photoion-
ization of EL2[38] (energy level of EL2 is shown Figure 5.7) turns out to be a dom-
inant contribution to the optical absorption in the spectral range 950 nm ≤ λ ≤
1400 nm. Generally this kind of the transitions between the impurity(defect) and
the band levels can be divided into four categories, as shown in Figure 5.8.
The absorption coeﬃcient due to EL2 absorption is given as [40] :
αEL2 = NEL2[fσn + (1− f)σp] (5.16)
where NEL2 is the total EL2 concentration. σn and σp are the optical cross
sections of the electron ionization and hole ionization respectively. f(0 ≤ f ≤ 1)
is the occupation function of EL2, which is determined as:
f = [1 + exp(−EF −E·EL2/kT )]−1 (5.17)
where EF is the Fermion energy. E
·
EL2 is the eﬀective EL2 energy (which includes
the contribution from a degeneracy factor); it is given as E ·EL2 = 0.759− 0.237×
10−3T [40].
Using the typical parameters of the probe made of LEC GaAs listed in the Table
5.9, one has αEL2 =1.02 cm
−1 at a wavelength λ=1100 nm at room temperature.
Due to the high f the dominant contribution to the EL2 absorption is from the
photoionization of electrons.
1Liquid Encapsulated Czrochalski
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Figure 5.7: Energy levels of various impurities and defects in the energy band
diagram of GaAs[27][39]. The levels below the gap center are referred to the
top of the valence band; they are acceptor levels unless those indicated by D for
donor levels. The levels above the gap center are referred to the bottom of the
conduction band; they are donor levels unless those indicated by A for acceptors.
The most important lattice defect in SI-GaAs is EL2. The energy level of the
neutral EL2 is 0.67 eV above the top of the valence band at 300 K, while the
energy level of EL2+ (ionized EL2) is roughly 0.52 eV above it.
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Figure 5.8: Absorption transition between impurities(defects) and bands: (a)
donor to conducting band; (b) valence band to acceptor; (c) valence band to
donor; (d) acceptor to conduction band. The energy of the photon in the absorp-
tion process must be at leat equal to the ionization energy of the impurity(defect).
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LEC GaAs
NEL2 10
16 cm−3
NA 5 ·1014 cm−3
ND 4 ·1014 cm−3
EF (above the valence band) 0.807 [41] eV
σn (λ=1100 nm, T=300 K) 9.07× 10−17 [42][43] cm2
σp (λ=1100 nm, T=300 K) 3.20× 10−17 [42][43] cm2
Figure 5.9: Typical parameters of LEC GaAs.
5.4.3 Free-carrier Absorption
The free-carrier absorption of GaAs is measured to be:
αFC = 5.0 · 10−20 N (5.18)
at a photon wavelength of 1064 nm at 300 K. N is the free-carrier concentration.
Since the GaAs probe being studied here (parameters given in Table 5.9) has a
very low concentration (n = 2.01 × 107 cm−3, p = 1.96 × 105 cm−3 [41]), αFC
can be ignored in our case.
5.4.4 Measurement of Infrared Absorption in GaAs
The same experimental setup presented in Section 5.3.3 was also used to measure
the transmittance of a 250 µm thick GaAs wafer. Figure 5.10 (a) shows the
result of such a measurement. As expected, the transmittance drops steeply with
decreasing wavelength.
By applying the Eq. 5.13 the absorption coeﬃcient α can be determined. The
result is shown in Figure 5.10 (b). It can be seen that the absorption coeﬃcient
decreases signiﬁcantly at small wavelength.
As discussed above, the absorption just below the band gap is dominated by
the transitions between the band tails. The measurement data are therefore
ﬁtted according to Eq. 5.15. The ﬁt curve leads to: αg=(7432 ± 935) cm−1,
Eo =(5.02±0.17) meV, Eg=(1.422±0.0003) eV at room temperature. The ﬁtted
parameters of Eo and αg are in agreement with the literature values (Eo= 5.9(7.5)
meV in [44] ([36]) and αg=8000 cm
−1 in [45]). The ﬁtted value of Eg from the
measurement is also in agreement with the theoretical value Eg = 1.427 eV at a
temperature T=290 K [31].
Figure 5.11 shows the measured absorption in a Si and GaAs wafer by means
of the spectrometer (both wafers are 250 µm thick). It can be seen that the
drop of absorption just below the band gap is much steeper in GaAs than that
in Si and the absorption of GaAs in the infrared region is much less than that of
Si. However, by applying high laser intensity and a reﬂective backside it is still
possible to detect charge injection with GaAs detectors, as it will be shown in
the next section.
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Figure 5.10: Transmittance and absorption coeﬃcient measured with a 250 µm
thick GaAs wafer (measurements were made at room temperature).
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Figure 5.11: Absorption of Si (250 µm thick) [46] and GaAs (250 µm thick) .
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5.5 Measurement of GaAs Schottky Diode with
a Pulsed Laser
Pulse height spectra of a GaAs Schottky diode were measured with a 1084 nm
laser diode[47] (the same laser diode used for the AMS Alignment System[48]).
The diode was built by the I. Physics Institute of RWTH Aachen. Figure 5.12
shows a schematic view of such a GaAs diode with a thickness of 250 µm. Figure
5.13 shows the I-V characteristic of the Schottky diode.
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Figure 5.12: Structure of a GaAs Schottky diode (made of a SI-GaAs bulk with
Schottky contacts on both the frontside and the backside). The laser illuminates
the frontside of the diode.
5.5.1 Distribution of Electric Field and Charge Collection
Eﬃciency in Schottky Diode
The GaAs diode can be divided into an active zone where the electric ﬁeld E >
2 kV/cm and a dead zone with E < 2 kV/cm (see Figure 5.12). In the active
zone the drift velocity of the electrons is constant with ve ∼ 107 cm/s, whereas
in the dead zone the generated free-carriers have a very low free drift length so
that their contribution to signal is much less than that from the active zone.
The distribution of the electric ﬁeld in the Schottky diode is shown in Figure 5.14
(a). Figure 5.14 (b) shows the thickness of the active zone as a function of reverse
bias voltage. Generally the thickness XA of the active area is determined by EL2
concentration, the energy level of EL2, the density of shallow donors(acceptors),
leakage current density, thickness of the detector and the applied reserver bias
voltage.
After the Ramo’s theorem[50] the local charge collection eﬃciency εA(xo) for a
MIP signal in the active area is given as:
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Figure 5.13: I-V characteristic of the GaAs Schottky diode.
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Figure 5.14: Electric ﬁeld and thickness of the active zone in a 250 µm thick
GaAs detector[49].
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where λAe (λ
D
e ) and λ
A
h (λ
D
h ) are the mean free drift lengths of electrons and holes in
the active(dead) zone. The ﬁrst term describes the contribution from the drifting
holes and the second term describes the contribution from the electrons drifting
toward the dead zone. The third term represents those electrons which reach the
dead zone and drift toward the forward biased Schottky contact. Similarly the
local charge collection in the dead zone εD(xo) is expressed as:
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For the MIP signal, the charge collection eﬃciency εMIP is determined as:
εMIP =
1
d
[
∫ XA
0
εA(xo)dxo +
∫ d
XA
εD(xo)dxo ]  1
d
∫ xA
0
eA(xo)dxo (5.21)
By using a laser beam with a wavelength of 1084 nm, the absorption coeﬃcient α
is of the order of 1 cm−1 so that electrons and holes are generated homogeneously
along the propagation track. However, the contributions from the electrons and
holes are diﬀerent due to the diﬀerent occupation function. The ratio between
the two contributions is denoted as η, the charge collection eﬃciency εlaser is
therefore deﬁned as:
εlaser = εe + η · εh (5.22)
where εe(εh) describes the contribution from the electrons(holes), which can be
determined according to Eq. 5.19 and Eq. 5.20.
5.5.2 Experimental Setup
The setup of the laser system is shown in Figure 5.15. It is incorporated in the
test setup with radioactive sources[41]. Only a minor modiﬁcation was made in
terms of a diﬀerent trigger systems. The 1084 nm laser diode is self-triggered and
the minimum pulse length of the laser is 100 ns. The output of the laser diode
is coupled to a single mode (SM) ﬁber. The beam from the ﬁber is then directed
to the frontside of the GaAs diode.
The charge pulses from the GaAs diode are ampliﬁed and converted to voltage
pulse by a charge sensitive preampliﬁer (PA). The output of the preampliﬁer is
connected to a pulse shaper (SHA) and is then ampliﬁed by a main ampliﬁer
(MA1) with a peaking time of 2.2 µs.
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After that the signal is transfered to a delay unit and then to an analogue-to-
digital converter (ADC). From that the signal is readout by a PC through a
CAMAC interface. The signal is additionally connected to a discriminator (DIS)
followed by a gate generator (GG). The output of the gate generator is used as
the gate for the ADC. The pedestal position is obtained by independent radom
triggers produced by a pulse generator (PG).
PA SHA MA DEL
ADC
in
gateGGDIS
PG
PC
GaAs Schottky Diode
C
Laser Diode
1084nm
SM Fiber
CAMAC
Figure 5.15: Schematic view of the test setup with a 1084 nm laser diode.
5.5.3 Results
Figure 5.16 shows a typical pulse height spectrum of the laser pulses measured
at a reverse bias voltage of 200 V. In comparison to the asymmetric form of a
MIP signal (resulting from the Landau distributed energy deposition), the laser
pulse spectrum has a distinctive Gaussian distribution. Measurements with the
test pulses demonstrate a good linearity up to an input charge of 1.62×105 e−
and the calibration factor is determined to be 180 e−/bin. Therefore the mean
signal of the spectrum is evaluated as 3.8×104 e− (∼1.1 MIPs in a 250 µm thick
GaAs detector).
Laser signals were measured in dependence of laser current and bias voltage re-
spectively. The results are shown in Figure 5.17. A good linearity between the
signal height and the laser current is measured provided that the laser diode is
operated above its threshold current of about 85 mA (see Figure 5.17 (a)).
In Figure 5.17 (b) the theoretical values of charge collection eﬃcient ε are calcu-
lated and they are normalized with ε = 1 at a reverse bias voltage of 200 V; η in
Eq. 5.22 is set to 0.1. The measured signal height is also normalized by setting
the signal to 1 at the bias voltage of 200 V. It shows a good agreement between
the measurement and the calculation.
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5.6 Measurement of GaAs Strip Detector with
a Pulsed Laser
I also measured a GaAs strip detector with a 1064 nm Nd:YAG laser. Detailed
investigations on Si strip detectors with the pulsed laser can be found in [51][52].
The GaAs detector was fabricated by the I. Physics Institute of the RWTH
Aachen[53][54]. A schematic overview of the detector is presented in Figure 5.18.
There are all together 128 strips on the detector; each strip is 30 mm long and 25
µm wide; the pixel pitch is set to 50 µm. The experimental setup is illustrated in
Figure 5.19. A detailed description of the laser system can be found in Chapter
6.
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Figure 5.18: Schematic overview of a GaAs strip detector prototype[53]. There
are all together 128 strips on the detector; the strip pitch is 50 µm.
The start signal for the laser driver is generated by a sequencer[55]. The sequencer
also sends out digital control signals to the detector via a fast trigger board and
mother board[56]. The readout chip of the GaAs strip detector is the so called
Premux128 chip[57]. The analog output of the readout chip is digitized by a 8-
Bit FADC[58]. Both sequencer and FADC are programmed by a PC via a VME
interface.
The laser collimator is situated on a x-y stage, so that the position of the laser
spot can be moved in two dimensions. Figure 5.20 shows the measured beam
proﬁle. It has a Gaussian distribution with a standard variance of about 0.25
mm (5 strips). The integrated signals spread over the strips are estimated to be
5.0× 105 e−, which is about 14.7 MIP signals.
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Figure 5.20: Beam proﬁle of the output of the 1064 nm Nd:YAG laser, measured
with the GaAs strip detector with a pitch of 50 µm.
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5.7 Summary
The transmittance of Si and GaAs wafers were measured to determine the absorp-
tion coeﬃcient α of both materials in the infrared region. The measured α of Si
can be described as the sum of αBG and a constant. The dominant contribution
αBG comes from the indirect interband transitions, in which transverse acoustic
and optical phonons are either absorbed or emitted. The extrapolated value of
the band gap energy Eg is in good agreement with the theoretical value. At a
wavelength λ of 1064 nm the transmittance is measured to be 30% (the wafer is
300 µm thick) and α is 15 cm−1.
α was also determined for GaAs in a narrow wavelength range just below the band
gap. It can be seen that α of GaAs drops steeply with increasing λ. The dominant
contribution to the absorption is concerned with the transitions between the band
tails. The ﬁtted values of Eg, Eo (the characteristic width of the absorption edge)
and αg (the absorption coeﬃcient at Eg) are in agreement with the literature.
The transmittance is measured to about 50% when λ is above 905 nm (the wafer
has a thickness of 250 µm). At a wavelength of 893 nm α is measured to be 15
cm−1.
In comparison to Si, the change of α of GaAs is much more signiﬁcant near
the band gap and the absorption is much lower in the near infrared region. At
λ=1064 nm the absorption of 250 µm thick Si is measured to be 35%, whereas
the absorption in GaAs of the same thickness is only about 2%.
With the help of high laser intensity and a reﬂective backside, signals from a 1084
nm laser diode and 1064 nm Nd:YAG laser were detected with a GaAs diode and
strip detector respectively. At both wavelengths the absorption is mainly caused
by the EL2 ionization; α is estimated to be of the order of 1 cm−1 and the photon
energy is deposited homogeneously along the propagation path. The pulse height
spectrum of the laser diode was measured with the diode; it shows a distinctive
Gaussian distribution. The beam proﬁle of the Nd:YAG laser was measured with
the strip detector; it has a Gaussian distribution with a standard variance of 0.25
mm (5 strips). The integrated charge signal is equal to 14.7 MIPs.
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Chapter 6
Characterization of a Si Pixel
Detector
This chapter is concerned with the test stands to characterize the CMS Si pixel
detector prototype. Two signal sources are used: a test pulser and a laser pulser.
The experimental arrangements (Section 6.1) will be ﬁrst introduced, after that
performance parameters will be described, such as: I-V characteristics (Section
6.2.1), full depletion voltage (Section 6.2.2), use of the trim bits (Section 6.2.3),
threshold distribution (Section 6.2.3), noise (Section 6.2.4), pulse form (Section
6.2.5), peaking time (Section 6.2.5), time walk (Section 6.2.5), linearity (Section
6.2.6), gain (Section 6.2.6) and spatial resolution (Section 6.2.7). Finally results
of the measurements with the test pulses and the laser pulses will be presented
and discussed.
6.1 Test Setup
6.1.1 Introduction
The measurements with the test and laser pulses are incorporated in the same
setup sketched in Figure 6.1. It is based on two subsystems: the readout system
of the pixel detector and the test pulse (laser pulse) system. The test setup was
designed for both Si and GaAs pixel detectors. However, since no GaAs pixel
detectors with transparent backside were available, the measurements have only
been done with a CMS Si pixel detector prototype. The prototype is made of a
Si bulk with a thickness of 250 µm; the pixels of the detector are arranged in a
22x32 array with a pitch of 125 µm.
As shown in Chapter 3, the pixel sensor is bonded to an AC30 chip via bump
bonding. The pixel detector is then connected to an interface card via a ﬁne pitch
connector. Both the detector and the card are electromagnetically shielded in a
box made of aluminum, which is cooled with compressed air at a temperature of
about 16oC.
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6.1.2 Readout System
The electronics chain for controlling and reading out the pixel detector consists
of the following:
• Sequencer[55], which generates the fast digital control signals for the AC30
chip such as PHI1, PHI2 etc.
• IO-Register[59] generating the slow digital signals such as PPHI1, PPHI2
• FADC (40 MHz 12-Bit, [60]) digitizing the output signal Aout and Dout of
the chip
• Signal preparation board: signals from the sequencer and the IO-Register
are transfered to the signal preparation board and converted to appropriate
signal levels.
• Interface card: signals and voltages from the signal preparation board are
transfered to the chip via the interface card, as well as the external test
pulses from a pulse generator. Analog drivers of Aout and Dout are also
implemented on the card. It is also possible to change manually the supply
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Figure 6.1: Experimental setup to characterize the CMS pixel detectors with test
pulses and laser pulses.
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and control voltages of the chip by changing the corresponding resistors
installed on the card.
• DC power supplies: providing the detector voltage, together with the supply
and control voltages of the AC30 chip, including Vssf (controlling the source
follower), Vssana (supply voltage of the analog part of the chip) and Vcomp
(controlling the global comparator threshold). The ﬁrst two voltages cause
the dominant contribution to the currents on the chip.
• VME Interface: the entire data taking is controlled by a master program
running on a standard Pentium-PC which accesses the sequencer, the IO-
Register and the FADC via the VME bus.
6.1.3 Test Pulse System
A start signal generated by the sequencer is ﬁrst sent to a delay unit and from
there to a pulse generator[61]. Pulses with varying amplitudes and pulse lengths
are initiated. The delay unit is essential for the pulse form measurement. Details
about the measurement will be given in Section 6.2.5.
6.1.4 Laser Pulse System
The laser system is principally composed of a laser driver, laser and the optics.
Two kinds of light sources are used for the measurements:
• 670 nm laser diode
• 1064 nm Nd:YAG laser
Laser Diode Nd:YAG laser
λ = 670 nm λ = 1064 nm
absorption coeﬃcient α ∼103 15 cm−1
penetration depth d ∼ 10 667 µm
absorption (300 µm thick) 0.70 0.30
Table 6.1: Absorption parameters at wavelength of 670 nm and 1064 nm (d=1/α,
the value of α is extracted from the measurements presented in Chapter 5).
Table 6.1 compares the parameters between the wavelength of 670 nm and 1064
nm. Due to the high absorption coeﬃcient α at 670 nm the free carriers are
generated only on the surface of the bulk. The beneﬁt of using a laser diode is
the simplicity and low cost of the test station. It is also possible to use normal
optics apparatus for the focusing. Therefore it is more suitable to investigate
parameters such as full depletion voltage, pulse shape and gain factors.
A Nd:YAG laser is a good source to simulate charged particle tracks; it is therefore
a more reliable instrumentation to study spatial resolution. The laser provides
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much higher power than that of the laser diode, but the test setup is relatively
complex. Special instruments have to made for the focusing. The interference
eﬀect caused by the multiple internal reﬂections also makes it diﬃcult to calibrate
the readout electronics for each pixel.
The technical speciﬁcations of the two light sources will be described in the fol-
lowing sections.
6.1.4.1 1084 nm Nd:YAG Laser
The Nd:YAG laser system is sketched in Figure 6.2. This conﬁguration will be
later referred as Laser III.
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Figure 6.2: Schematic view of the Nd:YAG laser system.
The start signal for the laser driver is generated by a sequencer. The laser beam
is ﬁrst extracted by a polarizer so that the laser intensity can be modulated by
rotating the polarizer. The beam is then sent to a beam splitter. One output
of the splitter is led to a Si photo cell and the response signal is transfered to a
digital oscilloscope so that the timing and intensity of the laser can be monitored.
The laser beam passing through the splitter is transmitted to single mode (SM)
ﬁber via a SM ﬁber coupler. The focused beam is ﬁnally sent to the backside of
the pixel detector.
6.1.4.2 670 nm Laser Diode
The test stand with the 670 nm laser diode has two diﬀerent conﬁgurations. One
is similar to the arrangement with the Nd:YAG laser, where SM ﬁber coupler,
ﬁber and focusing optics are employed. This conﬁguration will be referred as
Laser II.
The other conﬁguration - Laser I is rather simple: the output of the laser diode
is directly sent to the pixel detector. In order to maintain a Gaussian proﬁle of
the laser spot, the distance between the detector and the laser diode is kept of
the order of several mm.
To sum up, Table 6.2 gives the technical data of the diﬀerent conﬁgurations.
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laser system Laser I Laser II Laser III
light source Laser Diode Fiber Pigtailed Nd:YAG
[62] Laser Diode [63] [64]
wavelength (nm) 670 670 1064
pulse length (ns) 10 10 ¡ 20
typical beam spot ∼600 ∼100 ∼200
(FWHM in µm)
experimental without SM SM ﬁber, polarizer, beam splitter,
arrangement coupling focusing optics SM ﬁber, focusing optics
Table 6.2: Speciﬁcations of three diﬀerent conﬁgurations of the laser system.
6.1.5 X-Y-Z Stage
The laser output is mounted on a x-y-z stage to access diﬀerent regions of the
pixel detector. The coordinates of the stage are controlled by the PC. Figure 6.3
shows a photograph and the coordinate system of such a stage.
By moving the stage along the z-axis the distance between the laser source and
the detector can be changed. The x-axis is parallel to the pixel columns of the
detector, while the y-axis corresponds to the row direction. In this way the
distribution of the laser spot over the pixels can be modulated by varying the
distance between the focusing optics and the detector, while the charge sharing
among the pixels can be changed by moving the stage in the x- and y-directions.
SM Fiber
X−Y−Z Stage
...
...
(5,18)
(6,20)
(6,18)
(5,20)
.
.
.
.
.
.
(5,45)
(5,43)
Row
Column
x
y
Focus Optics
Pixel Detector
Figure 6.3: A photograph and the coordinate system of the x-y-z stage. (i,j)
denotes the pixel with the double column number i (i = 1..11) and the pixel
number j (j = 1..64).
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Due to the geometrical layout of the pixel detector, the detector has to be illumi-
nated from the backside. It is possible for the laser to enter the silicon bulk and
deposit free-carriers in it, since the backside is not entirely metalized (only one
small spot on the backside is aluminumized and it is wire bonded to Vbias on the
ﬁne pitch connector). The surface of the frontside of the AC30 chip is protected
with an Aluminum layer. therefore when the laser transmits through the sensor
(in the case of Laser III), the light will be reﬂected on the surface of the readout
chip (see Figure 6.4 ).
biasV
Light Source
Al Si Pixel Sensor
AC30 Chip
Figure 6.4: Schematic view of the laser source illuminating the backside of the
detector.
6.1.6 Properties of Laser Output
Before characterizing the pixel detector with the laser pulses, beam proﬁles of the
diﬀerent sources have been investigated with the pixel detector.
6.1.6.1 Beam Proﬁle of Laser I
Figure 6.5 shows such a 3-D and 2-D beam proﬁle of Laser I (see Table 6.2). The
laser spot has a Gaussian proﬁle with a standard deviation of ∼ 248 µm.
6.1.6.2 Beam Proﬁle of Laser II
Figure 6.6 shows a 3-D beam proﬁle of Laser II. The measurements were taken at
two diﬀerent positions of the x-y stage. The beam width is found to be smaller
than two pixel pitches (250 µm).
6.1.6.3 Beam Proﬁle of Laser III
Figure 6.7 shows the 3-D beam proﬁle of Laser III. The beam spot is found to be
distributed over six pixels.
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Figure 6.5: 3-D and 2-D Proﬁle of the laser spot from Laser I, measured with a
22x32 Si pixel array with a pitch of 125 µm.
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Figure 6.6: 3-D proﬁle of the laser spot from Laser II, measured with a 22x32 Si
pixel array with a pitch of 125 µm. The measurements were done at two diﬀerent
positions of the laser beam. At one setup the laser signal is spread over two
pixels, while at the other setup the laser spot is focused on only one pixel.
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Figure 6.7: 3-D Proﬁle of the laser spot from Laser III, measured with a 22x32
Si pixel array with a pitch of 125 µm.
6.1.6.4 Stability of Laser Output
Since no cooling system is designed for the laser diode, the stability of laser
intensity have to be studied. This was done by measuring the laser signal at
diﬀerent time points. Figure 6.8 shows the result of such a measurement on
Laser II over 4 1/2 hours. The ﬁrst data were taken at 6 p.m. and the time
diﬀerence between successive measurements was half an hour. All the following
measurements on the pixel detector have taken less than that time period.
The measurement shows a variation of 14 FADC bins, which is about 4% of the
average value of the signal. It can be concluded that the performance of the
laser is quite stable during this time period. The stability of Laser III was also
studied[65]; the ﬂuctuation of the intensity was measured to be less than 10%.
6.2 Performance Parameters
In order to characterize a pixel detector, a set of performance parameters has to
to be considered:
1. I-V Characteristic
2. full depletion voltage
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Figure 6.8: Measurement of the laser signal over 4 1/2 hours, measured with
Laser II.
3. trim bits and threshold distribution
4. noise
5. pulse form, peaking time and time walk
6. linearity and gain
7. spatial resolution
They will be described in the following sections, together with the methods to
measure them. The results of the measurements are presented in Section 6.3.
6.2.1 I-V Characteristic
The I-V characteristic, giving the dependence of the leakage current on the bias
voltage, is an easy and quick way to check the functionality of a detector. It is
always the ﬁrst step in the whole characterization procedure.
To measure the I-V characteristics of a pixel detector, the backside of the detector
has to be reversely biased. The frontside (i.e the structured side) of the detector
has to be biased to ground potential via the bond pad and a p-type feedback
transistor (which is also implemented on the AC30 chip). This is accomplished
by applying the suitable voltages on the Vssana and Vrgpr lines.
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6.2.2 Full Depletion Voltage
Charge created in the neutral, non-depleted zone recombines with free-carriers
and is lost. Therefore increasing the width of the space charge region increases
the collected signal. The depletion zone width dDep can be expressed in terms of
resistivity as[66]:
dDep(Vbias) =
√
2 · ε · µ · ρ · Vbias (6.1)
where ε is the dielectric constant and ρ is the speciﬁc resistivity of the detector
material. µ is the majority carrier mobility. Vbias is the detector bias voltage.
To fully deplete a 250 µm thick n-type Si detector with a resistivity ρ of 7.4
kΩ·cm, one needs to apply a bias voltage Vdep =30 V.
Two methods can be employed to determine the full depletion voltage:
• by measuring Vcomp as a function Vbias without charge injection
• by measuring the demanded laser intensity to reach a certain detection
eﬃciency of the comparator as a function of Vbias
The ﬁrst method will be discussed in the following section.
6.2.2.1 Control Voltage Vcomp in Dependence of Detector Bias Volt-
age
As mentioned in Chapter 3, Vcomp is the control voltage of the global comparator
threshold. Figure 6.9 (a) shows the threshold of pixel(5,20) measured for diﬀerent
values of Vcomp. It can be seen that the pixel threshold increases linearly with the
absolute value of Vcomp.
At a deﬁned detector voltage the absolute level of Vcomp should be set as low as
possible (Vcomp has always a negative value) in order to obtain the lowest possible
threshold; however, too low value of Vcomp would cause fake hits from noisy pixels
(such pixels have “hits” even when no charge is injected). The highest acceptable
number of such noisy pixels is then used to deﬁne the suitable value of Vcomp.
Figure 6.9 (b) shows the total number of noisy pixels in a double column as a
function of Vcomp. When the highest acceptable number of noisy pixels is set to
be two(zero), Vcomp is set to 2160 mV(2170 mV).
When Vbias exceeds the full depletion voltage Vdep, Vcomp is expected to be stable
in spite of the increasing detector voltage. When the detector voltage is much less
than the full depletion voltage, the noise is much lower due to the smaller leakage
current; therefore the absolute level of Vcomp and consequently the comparator
threshold are expected to drop with decreasing Vbias.
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Figure 6.9: Vcomp as the control voltage of the global comparator threshold.
6.2.3 Trim Bits and Threshold Distribution
For the proper operation of the AC30 chip, one has to go through the following
procedure:
1. Fix the value of Vcomp by choosing the acceptable level of noisy pixels; switch
oﬀ the noisy pixels by setting for them trim bits DTR=0.
2. Search for individual threshold with DTR=4 (middle of the available range)
for all functional pixels by scanning the test pulses of diﬀerent amplitudes.
The comparator threshold of each pixel is supposed to have a distribution
due to the electronic noise. In order to minimize this eﬀect the threshold
is deﬁned as the input charge for which the comparator has a detection
eﬃciency of 50%. Switch oﬀ the insensitive pixels whose comparators have
no response to the test pulses of suﬃciently high amplitude (¿ 30000 e−)
by setting for them DTR=8.
3. Search for the individual thresholds with an optimized set of trim bits. To
do this the test pulse height is ﬁrst set to be equal to the average value
of the comparator thresholds, then scan the trim bits (DTR from 1 to 7)
for each functional pixel, stopping the scan when the detection eﬃciency
exceeds 50%. Upload the new set of the trim bits and map the threshold
of each pixel by scanning the test pulses of diﬀerent amplitudes again and
check out whether the remaining pixels are functional.
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6.2.4 Noise
The signal-to-noise ratio is a critical parameter for the CMS pixel detectors during
the whole period of operation. Two factors aﬀect the S/N ratio: the electronics
and the detector itself.
The electronics noise ENC1 is calculated as an equivalent noise charge (ENC)
from the formula :
ENC21 = A +B · C2 (6.2)
where A and B are constants depending on the preampliﬁer(shaper) and C is the
detector capacitance. In the case of the pixel detectors the main contribution to
the electronics noise comes from the preampliﬁer(shaper); the capacitance of the
pixel to the back plane, as well as the inter-pixel capacitance are kept very small.
The detector leakage current is another source of noise. The associated equivalent
noise ENC2 can be calculated with a simple model of a CR-RC ﬁlter. It is given
as [67]:
ENC22 = (
e
q
)2 · qITp
4
(6.3)
where e is the base of natural logarithms, q is the electron charge, I is the diode
leakage current and Tp is the peaking time. A leakage current of 100 nA per pixel
would induce a noise of about 200 e− with a peaking time of 25 ns.
The noise ENC (ENC2 = ENC21+ENC
2
2 ) can be measured by a threshold scan
(see Figure 6.10, the so called S-curve), in which the test pulse with increasing
amplitude is injected into the pixel detector. The detection eﬃciency, deﬁned
as the fraction of the hits detected by the comparator, is modulated by the
noise. A Gaussian noise distribution with mean value Qo and standard variance
σ (σ ≡ ENC) can be expressed as:
f(Qs) =
1√
2πσ2
exp[−1
2
(
Qs −Qo
σ
)2] (6.4)
So that the detection eﬃciency P (Q0) for an input charge Q = Q0 is:
P (Q0) =
∫ Qo
−∞
f(Qs) dQs = 0.5
Detection eﬃciency P (Q1) for an input charge Q1 = Q0+σ is:
P (Q1) =
∫ Qo+σ
−∞
f(Qs) dQs = 0.84
By measuring the S-curve, ENC is evaluated as the increase of input charges
which are needed to raise the detection eﬃciency from 50% to 84%.
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Figure 6.10: Determination of the noise ENC ≡ σ. It is given by the increase
of input charges which are needed to raise the detection eﬃciency from 50% to
84%.
6.2.5 Pulse Form, Peaking Time and Time Walk
The pulse form of the signal is a very important characteristic of a pixel detector;
it determines the performance parameters such as peaking time, time walk and
gain factor of the readout electronics.
The pulse form at Aout is measured by varying the sampling time (i.e. the arrival
time of the HOLD signal), as illustrated in Figure 6.11. With the arrival of
the HOLD signal, the switch is opened so that the output of the shaper is then
stored on the capacitance (see Figure 4.3).
The peaking time is determined as the time elapsed between the trigger and
the signal maximum. The time walk is the time diﬀerence in the comparator
response for large input charges and small input charges. The consequence of the
time walk is the diﬀerent sampling time between the large and small signals when
the internal HOLD signal is used. One can evaluate the time walk by comparing
the pulse form between large (typically 20000 e− ∼ MIP signal in a 250 µm thick
Si sensor) and small signal (typically 2000 e−), as shown in Figure 6.12.
6.2.6 Linearity and Gain
The gain is deﬁned as the ratio of the output signal height to the input charge.
In order to simplify the data analysis the detector readout electronics is normally
designed to have a linear dependence between the two variables. For the CMS
pixel detectors however, the situation turns out to be a little bit diﬀerent. Due
to the charge sharing between the pixels in a large magnetic ﬁeld (4 T) at LHC,
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Figure 6.11: Measurement of the pulse form by varying the sampling time (i.e.
the arrival time of the HOLD signal of the pixel readout electronics).
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Figure 6.12: Measurement of the time walk by comparing the diﬀerence of the
time needed to reach the threshold between large and small input charge.
6.2. PERFORMANCE PARAMETERS 69
small signal pulses are more frequent to appear than large ones. Therefore, the
pixel electronics aims for a large gain for relatively small charge at the expense
of non-linearity for the relatively large charge.
The gain characteristic of each pixel should be determined by a calibration run
and the measurement can also show the homogeneity over the whole chip. The
results for the ﬁnal analogue output Aout will be given as follows. Measurements
at the preampliﬁer and shaper outputs are presented in [68].
6.2.7 Spatial Resolution
The localization accuracy of a pixel detector depends on physical processes such
as statistical ﬂuctuations of the energy loss, diﬀusion of carriers during the drift,
as well as external parameters like the pixel size and electronics noise[69].
When a particle traverses the sensor, the signal is usually spread over several
pixels of the detector. The group of these pixels is called a cluster. To study the
spatial resolution, one has to ﬁrst consider the algorithms of cluster ﬁnding and
position determination. These will be discussed in the following section. After
the discussion, instrumentation to determine the resolution will be presented.
6.2.7.1 Algorithms of Cluster Finding and Position Determination
Diﬀerent algorithms can be used to identify a cluster:
• Digital cluster ﬁnding algorithm (DIG-CFA)
One searches for the pixel with the highest signal-to-noise ratio above a
pre-deﬁned value (the ﬁrst selection criterion) in all available channels. The
algorithm stops here and neglects all possible signals in neighboring pixels.
The selected pixel is called the seed of the cluster. In this algorithm, the
seed is of course the whole cluster.
In the digital algorithm, the track position (x, y) is given by the center
of the seed pixel. The maximum possible error is then half the pitch of
the detector ∆xmax = ∆ymax = p/2; the spatial resolution ∆x = ∆y is
calculated to be:
∆x2 =
1
p
∫ p
2
− p
2
x2dx =
p2
12
⇒ ∆x = p√
12
With p = 125 µm, the spatial resolution with a cluster size of one is 36 µm.
This gives the spatial resolution for the worst case.
• Free size cluster ﬁnding algorithm (FS-CFA)
There is no limit on the cluster size in this algorithm. The cluster is deﬁned
through the following procedure:
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1. Similarly to the ﬁrst step in the DIG-CFA, ﬁnd the seed of the cluster
according to the ﬁrst selection criterion.
2. Check all eight neighboring pixels of the seed by comparing their
signal-to-noise ratio to a given value (the second selection criterion).
If none such pixels are found, the algorithm stops here and the clus-
ter has a size of one pixel. Otherwise pixels whose ratio exceeds the
cut are added to the cluster. The selected pixels are all considered as
the seed of a cluster and the search is recursively repeated around the
eight neighboring pixels until no pixels are found to meet the second
selection criterion. Since the neighboring pixels usually contain a small
fraction of the total signal, the second criterion is set lower than the
ﬁrst one.
3. The overall signal-to-noise ratio of the cluster has to exceed a given
value (the third selection criterion). If this criterion is not fulﬁlled, the
whole cluster is rejected.
• Dual cluster algorithm (Dual-CFA)
This is the special case of the free size cluster ﬁnding algorithm. In this
algorithm the cluster size is set to be two. After the ﬁrst seed of the cluster
has been found, the eight neighboring pixels are all checked to see whether
their signal-to-noise ratio exceeds a given value (the second selection cri-
terion). The pixel with the highest signal-to-noise ratio among the eight
neighbors is added to the cluster.
In dual and free size cluster ﬁnding algorithms the center of gravity (COG)
method provides the simplest way to determine the track position. The
COG method is based on the assumption that pulse height is linearly cor-
related to the distance of the passing particle from the pixel center, so that
each point is assigned a weight proportional to the deposited charge, the
coordinates (x, y) of the cluster are then given as:
xCOG =
∑
cluster Sixi∑
cluster Si
(6.5)
yCOG =
∑
cluster Siyi∑
cluster Si
(6.6)
where Si are the individual pixel signals in the cluster and (xi, yi) are the
positions of the pixels in the deﬁned coordinate system.
The values chosen for the cluster selection cuts depend on experimental conditions
such as input charge, incident angle of traversing particle, magnetic ﬁeld and
detector performance. Generally they have to be set as low as possible in order
to obtain a high detection eﬃciency, but on the other hand too low values of
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cuts could lead to a high ratio of fake clusters. Since the pixel detectors have
a relatively low noise and the laser pulses usually have a high intensity, the
occurrence of fake clusters in the laser beams is negligible.
The choice of cluster ﬁnding algorithms is also related to the experimental con-
ditions. The digital algorithm is simple and fast, so it is usually used when very
fast track ﬁnding is required. The more complicated free cluster ﬁnding algorithm
produces accurate information, but it consumes more time and suitable values for
the selection criteria have to be applied. It should certainly be used when high
cluster sizes are expected. The dual cluster algorithm is a compromise between
the two.
Provided that the laser spot size is of the order of 100-500 µm, the possibility that
the signal is spread over more than two pixels is high. The free cluster ﬁnding
algorithm will therefore be employed for the analysis of the laser data.
6.2.7.2 Measurement of Spatial Resolution
To determine the spatial resolution with the laser pulses, the distribution of the
residuals has to be measured. The residual is deﬁned as the diﬀerence between
the measured position (xdet, ydet) given by the detector signals and the deﬁned
position (xstage, ystage) given by the coordinates of the x-y-z stage, which can be
read out from the PC. One has: ∆x = xdet − xstage and ∆y = ydet − ystage .
With the x-y-z stage one can move the laser spot to measure residuals at various
positions on the detector. One can also do the measurements at one ﬁxed posi-
tion, thus having a deﬁned cluster size distribution. There are several diﬀerences
between the test beam and laser measurements:
• Due to the eﬀect of δ-electrons, the distribution of the cluster charge in a
beam test is not Gaussian and the most probable cluster charge is evaluated,
while in a laser test the Gaussian distribution is expected.
• In a beam test, one has to take account of multiple scattering to determine
the resolution. This is not needed for the laser pulses.
• It is possible to ﬁx the position of initial charge injection with the laser
system, so that the cluster size distribution is ﬁxed.
When the position of the laser is not moved, events can be sorted according to the
cluster size. Assuming that for a cluster size c the ﬁtted Gaussian distribution of
the cluster charge has a mean value Sc and a standard deviation σs c, the mean
cluster charge over clusters of all sizes is evaluated as:
S =
∑
c
Sc
(σs c)2∑
c
1
(σs c)2
(6.7)
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Similarly, the cluster noise is determined as:
(N)2 = max(
∑
c (
Sc−S
σs c
)2∑
c (m− 1) 1(σs c)2
,
1∑
c
1
(σS c)2
) (6.8)
where m is the total number of diﬀerent cluster sizes. The x-residual is given as:
xres =
∑
c
xc
(σx c)2∑
c
1
(σx c)2
(6.9)
where xc and σx c are the mean value and standard deviation of the x-residual
distribution for events with a cluster size c. For events with cluster size one, the
digital resolution of 36 µm is used for the calculation. The x-resolution is then
evaluated as:
(σx)
2 = max(
∑
c (
xc−xres
σx c
)2∑
c (m− 1) 1(σx c)2
,
1∑
c
1
(σx c)2
) (6.10)
Considering both x and y coordinates, the resolution is deﬁned as:
σ2 = σ2x + σ
2
y
6.3 Results of Measurements
After the discussion of the performance parameters of the pixel detector, the
measurement results will be presented in the following sections:
6.3.1 I-V Characteristic
Figure 6.13 gives the I-V characteristic of the Si pixel detector. As expected, the
leakage current increases as the detector voltage rises. At a voltage of 65 V, the
current is below 100 nA. The measurement shows a reasonable I-V characteristic
of the detector.
6.3.2 Full Depletion Voltage
6.3.2.1 Control Voltage Vcomp in Dependence of Detector Bias Volt-
age
Figure 6.14 (a) shows the level of Vcomp as a function of the detector bias voltage
Vbias. The measurement shows that the detector is fully depleted when Vbias is
above 34 V.
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Figure 6.13: I-V Characteristics of a Si pixel sensor bonded to an AC30 chip.
6.3.2.2 Measurement with Laser I
Like the test pulse, the laser pulse needs to have suﬃciently high intensity to reach
100% detection eﬃciency of the pixel, otherwise the detection eﬃciency decreases
with decreasing intensity. Figure 6.14 (b) shows the demanded laser voltage (as a
measure of laser intensity) in dependence of detector voltage to obtain a detection
eﬃciency of 50%. The required laser intensity drops signiﬁcantly as the depletion
of the detector increases over its whole thickness and it remains constant after the
full depletion. The full depletion voltage is about 30 V; the value is comparable
to that from the previous measurement of Vcomp.
6.3.3 Trim Bits and Threshold Distribution
Figure 6.15 shows the distribution of trims bits measured with the test pulses. The
distribution peaks around trim bits DTR=4 and DTR=5. There is a considerable
number of insensitive pixels (DTR=8), most of them are located in the outermost
rows and/or columns of the chip. The main contribution to the insensitive pixels is
the defective bump bonding between the sensor and the readout chip. Mechanical
deformation while handling could be the reason of the damage.
Figure 6.16 shows the threshold distribution for two diﬀerent sets of trim bits.
It is seen that the distribution becomes narrower and is much better represented
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Figure 6.14: Measurement of full depletion voltage.
by a Gaussian function with the DTR conﬁguration shown in Figure 6.15. The
average threshold of all functional pixels is (3710±157) e− with the optimized
DTR conﬁguration, which is much lower than that with DTR=4 for all pixels.
6.3.4 Noise
Figure 6.17 shows the S-curve for pixel(6,20) and pixel(7,20) measured with the
test pulses. The noise of pixel(5,20) is determined to be (135±34) e−. Pixel(7,20)
has a lower noise of (105±38) e−.
6.3.5 Pulse Form, Peaking Time and Time Walk
6.3.5.1 Measurement with Test Pulses
Figure 6.18 shows the pulse forms with the test pulses of diﬀerent amplitudes.
The peaking time is in the range of 30-41 ns. The measurements demonstrate
that the peaking time is diﬀerent for large and small input charges. The diﬀerence
is about (5.0±1.4) ns for an input charge variation between 5000 e− and 20000
e−.
It can be seen from Figure 6.18 that the diﬀerence of the response time between
the input charge of 5000 e−and 20000 e− is about 5.0 ns (the comparator threshold
is set to 2000 e− , i.e. ∼ 20 FADC bins).
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Figure 6.15: Set of trim bits (DTR). Most of the insensitive pixels are scattered
around the borders of the detector.
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Figure 6.16: Threshold distribution for two diﬀerent sets of trim bits. One set
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uration shown in Figure 6.15.
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Figure 6.17: Detection eﬃciency as a function of test pulse height, measured at
two diﬀerent pixels (solid curves are the ﬁts to the data).
6.3. RESULTS OF MEASUREMENTS 77
Delay (ns)
Si
gn
al
 (F
AD
C 
bin
)
-100
0
100
200
300
400
0 20 40 60 80 100 120 140 160 180 200
0
5
10
15
20
25
30
35
40
30 32 34 36 38 40 42 44
∆ t=5.0 ns
Zoomed out
31500 e− 26250 e− 21000 e− 15750 e−
10500 e− 7875 e− ♦ 5250 e−
Figure 6.18: Pulse form of Aout measured with the test pulses of diﬀerent ampli-
tudes (solid curves are the ﬁts to the data, Vbias=40 V).
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6.3.5.2 Measurement with Laser Pulses
Figure 6.19 shows the result of the pulse form measurements with Laser II. The
laser spot is focused on pixel(5,20). The peaking time is evaluated to be 44 ns.
The reason why the value is diﬀerent from that from the previous measurements
with the test pulses is the pulse length of the laser (also see the zoomed picture
in Figure 6.19). From the measurement of the oscilloscope, the pulse length of
the laser is ∼ 10 ns. Therefore it takes more time to integrate the signal. The
diﬀerence of the response time between the large (20000 e−) and the small input
charge (7000 e−) is measured to be 7.4 ns.
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Figure 6.19: Pulse form of Aout measured with Laser II. The laser spot is focused
on pixel(5,20) (solid curves are the ﬁts to the data, Vbias=40 V).
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6.3.6 Linearity and Gain
6.3.6.1 Measurement with Test Pulses
Figure 6.20 (a) shows the gain factor measured for three diﬀerent pixels. As
expected the gain is linear only for small input charges. In the range from 5000 e−
to 10000 e− the gain of the three pixels is identical; it is evaluated as 33 e−/FADC
bin. When the input charge increases above 0.5 MIP, the gain factors become
nonlinear and they are diﬀerent for diﬀerent pixels. It is therefore important to
calibrate each pixel before data taking.
6.3.6.2 Measurements with Laser Pulses
Characteristics like gain and linearity were also studied with the laser pulses. To
do the measurement the laser spot must be focused on only one pixel. This is
possible to do with Laser II. The results are shown in Figure 6.20 (b).
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Figure 6.20: Linearity and gain factor measured for pixel(5,20), pixel(6,20) and
pixel(7,20). The laser power is measured by a power meter; the values are nor-
malized by setting the maximum laser power to 1, as well as the signal height
measured with the laser pulses.
It can be seen that the results are similar with those from the test pulse mea-
surements: pixel(6,20) has the maximum gain factor, pixel(7,20) the next, and
pixel(5,20) has the lowest gain factor. The measurements also show that the am-
pliﬁer saturates for large signals. However, it is impossible to compare the results
quantitatively without an accurate calibration of the laser intensity.
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6.3.7 Cluster Size, Cluster Charge and Spatial Resolution
I measured the cluster size, cluster charge and spatial resolution with four diﬀer-
ent conﬁgurations. Their speciﬁcations are listed in Table 6.3. The results are
presented and discussed in the following sections.
conﬁguration Laser II Laser III
670 nm laser diode 1064 nm Nd:YAG
unmoved x-y-z stage A B
moving x-y-z stage C D
Table 6.3: Four conﬁgurations to measure the cluster size, cluster charge and
spatial resolution.
6.3.7.1 Conﬁguration A: Laser II, x-y-z stage unmoved
Figure 6.21 shows the results of the cluster charge and x-resolution when the
x-y-z stage is not moved. 10000 laser pulses were sent during the measurement.
The mean cluster size is 3.93. The x-resolution σx given by the distribution of
the residuals is determined to be 1.96 µm.
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Figure 6.21: Cluster size, cluster charge and resolution measured in Conﬁguration
A.
Figure 6.22 shows the results from the same kind of measurement but at a diﬀerent
position of the laser spot. At this position the spot is spread over several pixels,
while only a small amount of the signal is covered by one of these pixels. The
detection eﬃciency of this pixel is below 100% due to the relative high noise and
comparator threshold. As a result the signal is detected by 3 pixels for more than
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half the events, while for the other events the signal is found to be distributed
over 4 pixels. Only a few events have a cluster size of 2.
Both the distribution of the cluster charge and that of the residuals can be de-
scribed as a combination of two Gaussian functions corresponding to the diﬀerent
cluster size. The mean cluster size is calculated to be 3.47. The cluster charge is
determined as 169.8 bins (see Section 6.2.7.2). The resolution is 7.52 µm in the
x-direction and 7.03 µm in the y-direction; both are comparable to each other.
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Figure 6.22: Cluster charge and resolution measured in Conﬁguration A.
Figure 6.23 shows the dependence of the resolution on the cluster signal-to-noise
ratio with a deﬁned cluster size. It can be seen that the resolution improves as
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the cluster S/N ratio increases from 10 to 20. At high S/N ratio the resolution is
little diﬀerent between the cluster size of 3 and 4.
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Figure 6.23: Resolution σ (deﬁned as σ =
√
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2
y) in dependence of signal-to-
noise ratio, measured in Conﬁguration A.
6.3.7.2 Conﬁguration B: Laser III, x-y-z stage unmoved
Similar to Conﬁguration A, 10000 pulses from the Nd:YAG laser were sent to
the sensor while the laser spot was ﬁxed at one position. Figure 6.24 shows the
results of such a measurement. The mean cluster size is 3.00. The resolution is
determined as 0.99 µm, which is better than that of Conﬁguration A. The main
reason is the much higher S/N ratio.
Figure 6.26 shows the result of the same kind of measurement but with the laser
spot at a diﬀerent position. As discussed above, some events are found to have a
cluster size 3, while a small amount of events have a cluster of 4. The mean cluster
size is evaluated to be 3.31, the cluster charge is 492.3 bins. The resolution is 3.24
µm in the x-direction and 3.99 µm in the y-direction. Similarly to Conﬁguration
A the resolution in x- and y-direction are comparable to each other. The better
value of the spatial resolution than that of Conﬁguration A can also be explained
with the much higher cluster S/N ratio.
Figure 6.25 shows the spatial resolution σ in dependence of cluster size. A sig-
niﬁcant improvement of the resolution is archived when the cluster size increases
from 2 to 3.
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Figure 6.24: Cluster signal and spatial resolution measured in Conﬁguration B.
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Figure 6.26: Cluster size, cluster signal and resolution measured with Laser III
in Conﬁguration B.
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6.3.7.3 Conﬁguration C: Laser II, x-y-z stage moved
Figure 6.27 (a) shows the signal distribution for pixel(6, 45) as the laser spot
from Laser II is moved in the x-direction (along the pixel columns) in steps of 0.5
µm. As expected, the signal rises as the center of the spot approaches the pixel
and then declines as the spot moves away. The spot size (FWHM) is measured
to be about 100 µm.
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Figure 6.27: Signal of a pixel with the laser scanning the columns (Conﬁguration
C).
Figure 6.28 shows the cluster charge in dependence of laser position, together
with the geometry at three selected positions. The cluster charge shows a certain
pattern at diﬀerent laser positions. The distance between the two neighboring
minima (position 1 and 3) is about 125 µm, which is exactly the pixel pitch. At
position 1 and position 3 the signals are mainly shared by two pixels; at position
2 however, the signal is dominantly received by only one pixel.
It can be seen from the pulse form of Aout that signals can be lost when the
sampling time is not exactly the same as the peaking time (see Section 6.2.5 and
Section 6.3.5). Due to the time walk the sampling time is diﬀerent for small and
large input charges when the internal HOLD signal is used. When the sampling
time is adjusted for large signals, a certain amount of small signals are therefore
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lost. That is why the detected cluster charge is dependent on the position of the
laser spot and it reaches its maximum when the laser is focused on only one pixel.
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Figure 6.28: Cluster charge in dependence of laser position (Conﬁguration C).
Right-side picture shows the geometry of the laser spot at three diﬀerent positions
(squares represent the pixels; circles represent the center of the laser spot).
Figure 6.29 shows the measured residual in x-direction. The x-resolution is de-
termined to be 3.55 µm.
6.3.7.4 Conﬁguration D: Laser III, x-y-z stage moved
Figure 6.30 shows the signal distribution for pixel(5, 10) as the laser spot from
Laser III is moved in the x-direction (along the pixel columns) in steps of 1.0 µm.
The spot size (FWHM) is measured to be about 200 µm.
Figure 6.31 shows the residual of the reconstructed x-position. The cluster charge
has a mean value of 604.1 FADC bins. The mean cluster size is 3.80 and the x-
resolution is evaluated as 2.75 µm. The better value than that with Laser II (see
Figure 6.29) is mainly due to the much higher S/N ratio.
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Figure 6.29: Spatial resolution measured in Conﬁguration C.
6.4 Summary
The CMS pixel detector prototype was characterized with the test and laser
pulses. The results described in this thesis can be summarized as follows:
• Detector leakage current: ¡ 100 nA up to a detector voltage of 65 V.
• Full depletion voltage: 34 V(30 V) according to the test(laser) pulse mea-
surement.
• The average of the trim bits distribution (used for the individual adjustment
of comparator threshold) is 4.91. Insensitive pixels are mostly located in
the outermost rows and/or columns of the chip.
• Threshold: average value 3710 e− with a standard deviation of 157 e−.
• Noise: average value is (120±36) e−.
• Peaking time: in the range of 30-41 ns according to the measurement with
the test pulses with a diﬀerence of about (5.0±1.4) ns between input charge
5000 e− and 20000 e−.
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Figure 6.30: Signal of one pixel with the laser scanning the columns (Conﬁgura-
tion D).
A peaking time of 44 ns was measured with the laser pulses. The discrep-
ancy of the two measurements is caused by the length of the laser pulses,
which is about 10 ns.
• Time walk: 5.0(7.4) ns measured with the test(laser) pulses.
• Good linearity and homogeneity of the analogue output signal was measured
with the test pulses up to an input charge of 10000 e−. The measurements
with the laser pulses show the same pattern of behavior for the pixels.
However, it is impossible to compare the results quantitatively without an
accurate calibration of the laser intensity.
• Gain: 33 e−/FADC bin up to an input charge of 10000 e− according to the
measurements with the test pulses.
• The spatial resolution was determined with the laser pulses by studying the
distribution of the residuals. The results with the ﬁxed laser positions are
comparable between the measurements with a 670 nm laser diode and 1064
nm Nd:YAG.
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Figure 6.31: Spatial resolution measured in Conﬁguration D.
It has been proved that high signal-to-noise ratio enhances the resolution.
The resolution is also improved when the cluster size changes from 2 to 3;
however the improvement is less signiﬁcant when the cluster size is above 3.
The resolution in x- and y-direction have been measured to be comparable
to each other. With a cluster size of 3 a resolution of about 2.1 µm can be
achieved.
A worse value of the resolution was measured with the moving x-y-z stage.
This is caused by the much higher systematic errors than that with the
unmoved x-y-z stages. Main contributions to the errors are the time walk
and uncertainties on the alignment between the coordinate systems of the
stage and the detector.
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Chapter 7
Conclusion
This work concentrates on the characterization of the CMS Si pixel detector
prototype. The prototype has in total 704 pixels, which are arranged in a 22x32
array. Each sensor pixel with a size of 125×125 µm2 is connected via a solder
bump to a pixel unit cell on the AC30 chip. An analog readout scheme in radiation
hard technology is implemented on the chip .
The CMS pixel detector uses silicon as the baseline material, whereas GaAs
was the candidate material. Before studying the detectors with the laser pulses,
photon absorption was measured in both materials in the near infrared region up
to a wavelength of 1100 nm. At λ=1064 nm the absorption in Si with a thickness
of 250 µm is measured to be 35%, whereas the absorption is of the order of 2%
in GaAs. With the help of high laser intensity and a reﬂective backside however,
signals from a 1084 nm laser diode and 1064 nm Nd:YAG were detected with a
GaAs Schottky diode and strip detector respectively.
Two sources of charge injection were used to characterize the CMS Si pixel detec-
tor prototype: the test pulses and the laser pulses. The measurements with both
sources were incorporated in the same experimental setup. The distribution of
trim bits and threshold were only determined by means of the test pulses; spatial
resolution can only be studied with the laser pulses, while full depletion voltage,
pulse shape and gain factor were studied with both sources.
Two kinds of light sources were employed: a 670 nm laser diode and a 1064
nm Nd:YAG laser. At the wavelength of 670 nm the penetration depth of light
is of the order of 10 µm so that the energy is deposited only on the surface of
the bulk. A 1064 nm laser, on the contrary, can be used to simulate charged
particle track because the free carriers are generated homogeneously along the
propagation path. The test station with the laser diode is simple, low-cost and
easy for focusing; therefore it is more suitable to investigate the parameters such
as full depletion voltage, pulse shape and gain factor; Nd:YAG laser, on the other
hand is a more reliable instrumentation to study the spatial resolution.
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The results of the full depletion voltage, the peaking time and the time walk
with two diﬀerent charge sources are comparable. The full depletion voltage was
given as 30 V(34 V) according to the measurement with the test(laser) pulses.
The peaking time was measured to be in the range of 30-41 ns with the diﬀerent
amplitudes of the test pulses. It was determined to be 44 ns with the laser
pulses; this can be explained by the pulse length of the laser, which is of the
order of 10 ns. The time walk is evaluated as 5.0(7.4) ns with two sources. The
performance regard to the gain factors and linearity was found to follow the same
pattern according to the measurements with the test pulses and the laser pulses.
However, a quantitative comparison is missing without an accurate calibration of
the laser intensity.
The spatial resolution was determined by the distribution of the residuals. The
free cluster search algorithm and the center of gravity method were employed to
evaluate the coordinates.
The spatial resolution was measured with four diﬀerent conﬁgurations: two dif-
ferent wavelengths (670 nm and 1064 nm) and moving(unmoved) stage. It can
been seen that the resolution is dependent on the signal-to-noise ratio and the
cluster size. The resolution is improved when the signal-to-noise ratio increases
from 10 to 20. It is also improved when the cluster size increases from 2 to 3.; the
enhancement is not signiﬁcant when the signal is spread over more than 3 pixels.
With a cluster size of 3 a resolution of 2.1 µm was achieved.
The work demonstrated the applicability of a laser system to characterize the
CMS pixel detectors. The beneﬁt of using a laser system is the provision of a
ﬂexible test stand, easy trigger system, high statistic and completely controllable
source for the laboratory use. However, in order to measure the parameters
such as gain factors, the calibration of the laser power with high resolution is
demanded. It is also desirable to limit the pulse length of the laser to the order
of 1 ns in order to improve the resolution in peaking time and spatial resolution
of the detector.
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