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The thermal evolution of the axial anomaly is investigated in the system of the linear sigma model
for 2 + 1 flavors. We explore the functional form of the effective potential and the coefficient of the
‘t Hooft determinant term. It is found that the latter develops a nontrivial structure as a function
of the chiral condensate and grows everywhere with respect to the temperature. This shows that
mesonic fluctuations strengthen the axial anomaly at finite temperature and it does not vanish at
the critical point. The phenomenon has been found to have significance in the thermal properties
of the mesonic spectra, especially concerning the η − η′ system.
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I. INTRODUCTION
The fate of the chiral anomaly of quantum chromo-
dynamics (QCD) at finite temperature remains to be
understood theoretically. It is well established that at
high enough temperature, due to the exponential damp-
ing of the instanton density, the anomalous breaking of
the UA(1) subgroup of chiral symmetry has to recover [1–
3], but it is virtually unknown what happens around and
below the (pseudo)critical temperature (Tc). There have
been experimental indications that the anomaly might
get restored already around the critical temperature of
chiral symmetry restoration [4], which was also backed
by independent theoretical calculations [5, 6], but the is-
sue is not settled as recent lattice approaches (based on
the eigenvalue spectrum of the Dirac operator) show a
different scenario [7, 8] and argue that the anomaly is
still visible up to 1.5Tc.
Earlier, theoretical studies concerning the axial
anomaly were performed using effective theories of QCD,
in particular the Nambu–Jona-Lasinio model [9, 10],
where thermal properties of the quark condensate were
included at the mean field level. Effective restoration
of the chiral anomaly has also been discussed in nuclear
medium in Ref. [11], and is under recent experimental
interest at hadron-nuclear facilities [12, 13]. In this pa-
per, we focus our attention on the thermal properties
of mesons and their effect on the anomaly with mesonic
fluctuations taken into account.
Recently, there has been development in the linear
sigma model approach, concerning the thermal behav-
ior of the UA(1) factor. In Ref. [14], using the so-called
chiral invariant expansion technique, it was shown that
mesonic fluctuations can have an important contribution
in the finite-temperature behavior of the anomaly. They
not only produce an anomaly coefficient that is conden-
sate dependent, but depending on region of the param-
eter space, they can either strengthen or weaken the ‘t
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Hooft determinant term, which describes the anomaly in
the effective theory approach. Results pointed in a di-
rection where the corresponding determinant coefficient
was increasing with the temperature, but no final conclu-
sions could be drawn without proper parametrization of
the model, including explicit symmetry-breaking terms
representing finite quark masses.
The finite-temperature behavior of the anomaly has
consequences on the order of the chiral transition and
thus e.g. on the Columbia plot [15]. In the two-flavor
chiral limit (i.e., when quark masses satisfy ms → ∞,
mu,d → 0) the presence or absence of the anomaly deter-
mines whether anO(4) or U(2)×U(2) symmetric effective
theory describes the phase transition. Traditionally it is
argued that the latter produces a first-order transition
[16], while the former is well known to describe a second-
order one. Therefore, the anomaly has an important role
in drawing the top-left region of the Columbia plot. We
note for completeness that recently there were indications
that even in the latter [U(2) × U(2) model] renormal-
ization group flows can produce an infrared-stable fixed
point after all, and thus the transition could be second
order anyway [17–20], though it might belong to a differ-
ent universality class than had been thought. This issue
still represents an active area of study.
We also mention that there have been finite-
temperature investigations in the so-called extended lin-
ear sigma model, where scalar mesons are accompanied
by vector meson degrees of freedom, the latter being also
of importance from a low-energy dynamics point of view.
A mean field treatment for Nf = 3 was presented in Ref.
[21], and a renormalization group study for Nf = 2 in
Ref. [22].
In this paper we carry out a physical parametrization
of the 2 + 1-flavor linear sigma model, and calculate nu-
merically the functional form of the effective potential
(with the inclusion of explicit breaking terms and the
‘t Hooft determinant (with a field-dependent coupling).
The method we are using is the leading order of the
derivative expansion (i.e., local potential approximation)
of the functional renormalization group (FRG) approach,
combined with the chiral invariant expansion technique
[23], which turned out to reduce numerical costs, allowing
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2the investigatation of a nonperturbative effective poten-
tial (i.e., without employing Taylor expansion in terms
of couplings) and the corresponding anomaly function.
The FRG technique has a huge body of literature [24–
26], and approximate solutions have been very success-
ful in solving low-energy effective theories of QCD in a
nonperturbative fashion [27–32]. We note, however, that
concerning the linear sigma model with 2 + 1 flavors and
the axial anomaly, there are relatively few works that
employ FRG. For earlier studies the reader is referred to
Refs. [5, 14, 33–35]. This paper wishes to serve as an
improvement and extension along these directions.
The bare coupling of the ‘t Hooft determinant (being
a parameter of the linear sigma model) is in principle
determined by QCD dynamics, and thus can be temper-
ature dependent. In this paper, however, we treat this
coefficient in a similar fashion as the mass parameter and
couplings, and assume that it is given a fixed value and
determined by parametrization. We note, however, that,
its temperature dependence caused by QCD instantons
might be relevant for the fluctuation-corrected anomaly
function appearing in the quantum effective action. In
other words, the current study investigates how mesonic
quantum and thermal fluctuations affect the anomaly,
and does not raise questions on the underlying UA(1)
breaking dynamics. Investigations in this direction are
beyond the scope of this paper, and remain to be studied
in the future.
The paper is organized as follows. In Sec. II we intro-
duce the FRG method, the model, and the correspond-
ing renormalization group flows. Section III is dedicated
to explaining the numerics used and some details of the
parametrization. The reader can find all numerical re-
sults with figures in Sec. IV, while Sec. V is dedicated
to conclusions.
II. RENORMALIZATION GROUP FLOWS
A powerful way to incorporate quantum and thermal
fluctuations in quantum field theories is the application
of the FRG method. It generalizes the concept of the
conventional Wilsonian RG in the sense that instead of
deriving flow equations for individual coupling constants,
one has an exact evolution equation for the effective ac-
tion itself. Through a momentum-dependent mass term
– which is defined with the help of an IR regulator func-
tion Rk where k plays the role of the flow parameter – one
suppresses modes with momenta q . k, and gradually in-
tegrates them out by taking the k → 0 limit. This idea
leads to a one-parameter family of quantum effective ac-
tions (Γk) obeying the so-called Wetterich equation [24]:
∂kΓk =
1
2
STr
[
(Γ
(2)
k +Rk)
−1∂kRk
]
, (1)
where Γ
(2)
k is the second functional derivative of Γk and
the STr operation has to be taken in both the functional
and matrix sense. If k is large (practically equal to a
UV cutoff Λ), no fluctuations are included in Γk and it
takes the form of the classical action S. On the other
hand, at k = 0 the IR regulator vanishes and one obtains
the usual one-particle-irreducible (1PI) effective action,
Γk=0 = Γ 1PI . In practice, one considers a theory at the
highest scale Λ and sets up the RG flow initial condition
as the classical expression for the action, and integrates
it down to k = 0. It has to be noted that the evolution
equation (1) is an exact relation and has to be approxi-
mated for practical purposes.
The effective model of the strong interaction we employ
here is the three-flavor linear sigma model. In accordance
with Lorentz symmetry and renormalizability, we assume
that at the UV scale the action is of the following form:
S =
∫
x
(
Tr (∂µM
†∂µM)− µ2 Tr (M†M)
− g1
9
[
Tr (M†M)
]2 − g2
3
Tr (M†MM†M)
− Tr (H(M† +M))− a(detM† + detM)), (2)
where M = T b(σb+ ipib) is a 3×3 matrix [element of the
U(3) Lie algebra generated by T b, Tr (T bT c) = δbc/2],
playing the role of the order parameter of chiral symme-
try breaking. Its fluctuations correspond to scalar and
pseudoscalar mesons a0, κ, f0, σ and pi,K, η, η
′, respec-
tively. In (2), terms in the first two lines are invariant
under M → LMR† chiral symmetry (where L and R
are unitary matrices with parameters θbL/R), the fourth
term breaks it explicitly, while the last one corresponds
to the UA(1) anomaly (i.e., ‘t Hooft determinant). Note
that the chiral transformations can also be expressed in
terms of vector- and axialvector transformations, with
the transformation parameters θbV/A = (θ
b
L±θbR)/2. Since
we are describing spontaneous breaking of chiral symme-
try, the mass parameter is negative, µ2 < 0, and the sta-
bility conditions imply g1+g2 > 0, g2 > 0 [36]. We choose
the explicit breaking matrix H to be H = h0T
0 + h8T
8
(no isospin breaking), which leads to
Tr
(
H(M† +M)
)
= h0s
0 + h8s
8. (3)
As announced already, Γk has to be approximated to
solve Eq. (1). We choose to employ the derivative expan-
sion at leading order (this is also called the local potential
approximation),
Γk =
∫
x
(
Tr (∂µM
†∂µM)− Vk(M)
)
, (4a)
Vk = Uk(I1) + Ck(I1)I2 + (h0s
0 + h8s
8)
+Ak(I1)Idet, (4b)
where we have neglected the wave-function renormaliza-
tion and introduced the following chiral invariants:
I1 = Tr (M
†M),
I2 = Tr (M
†M − Tr (M†M)/3)2, (5)
and the ‘t Hooft determinant
Idet = detM
† + detM. (6)
3The latter only breaks the UA(1) subgroup, and note
that in the ansatz (4a)–(4b) we have left out higher or-
der UA(1) breaking Lorentz scalar operators, such as
(detM†+ detM)i, i ≥ 2, and (detM†−detM)2j , j ≥ 1,
even though they are in principle generated by Eq. (1).
Matching Eqs. (4a)–(4b) with Eq. (2) shows
UΛ = µ
2I1 +
g1 + g2
9
I21 , CΛ =
g2
3
, AΛ = a. (7)
In obtaining the specific form of Eq. (4b), we have
also made use of the chiral invariant expansion technique
which exploits the fact that – besides the explicit sym-
metry breaking terms – the effective action has to be
invariant under chiral symmetry. The reader is referred
for details to Ref. [23]. Note that the explicit breaking of
chiral symmetry via Tr
(
H(M† +M)
)
does not change
with respect to the RG flow. This is due to the fact that
on the right-hand side of Eq. (1) the Γk function enters
only via its second functional derivative and thus terms
linear in the fields do contribute to the flow equation. As
a consequence, there is no way to generate any kind of ex-
plicit symmetry breaking terms on the right-hand side of
Eq. (1) at a given scale k, and therefore they are uniquely
determined by the UV action through parametrization.
If one plugs Eq. (4a) into Eq. (1), using Litim’s opti-
mal regulator [37], Rk(q0,q) = (k
2 − q2)Θ(k2 − q2), and
evaluating the loop integral at finite temperature one gets
the following evolution equation for the k-dependent ef-
fective potential:
∂kVk =
k4T
6pi2
∞∑
j=−∞
∑
α=s,pi
8∑
i=0
1
ω2j + k
2 +m2α,i(k)
, (8)
where ωj = 2pijT are bosonic Matsubara frequencies,
and m2s/pi,i(k) denote the eigenvalues of the scalar and
pseudoscalar mass matrices (defined as ∂2Vk/∂si∂sj and
∂2Vk/∂pii∂pij), respectively, evaluated at scale k. Note
that the applied regulator is three dimensional in the
sense that it has no cutoff in the timelike direction (q0),
leading the Matsubara sums to run all over the possible
values of ωj .
The way to translate Eq. (8) into the flows of Uk, Ck,
and Ak is the following. First we set the anomaly to
zero and consider a background field that consists of two
independent condensates. Using the notation s¯i = vi for
constant mean fields, we write M¯ = v0T
0 + v8T
8. In
this two-component background, the invariants take the
following form:
I1 =
v20 + v
2
8
2
, I2 =
v28
24
(v8 − 2
√
2v0)
2,
Idet =
1
3
√
6
(v30 −
3
2
v0v
2
8 −
1√
2
v38), (9)
and their field derivatives that are necessary for calcu-
lating the masses can be found in the Appendix. After
calculating the right-hand side of Eq. (8) in this back-
ground field, it is easy to combine terms into the invariant
tensors above (expanding the expression around v8 ≈ 0
helps) and thus first one identifies the flow of Uk(I1), and
then the coefficient of I2, which is nothing but the flow of
Ck(I1). As a second step, one includes the anomaly and
Taylor expand the right-hand side of Eq. (8) around the
zero anomaly configuration up to next-to-leading order.
This leads to the appearance of the ‘t Hooft determinant
Idet and its coefficient provides the flow of Ak(I1). The
obtained equations are [14]
∂kUk(I1) =
k4T
6pi2
∞∑
j=−∞
[
9
ω2j + E
2
pi
+
8
ω2j + E
2
a0
+
1
ω2j + E
2
σ
]
, (10a)
∂kCk(I1) =
k4T
6pi2
∞∑
j=−∞
[
4(3Ck + 2I1C
′
k)
2/3
(ω2j + E
2
a0)
2(ω2j + E
2
σ)
+
128C5kI
3
1/3
(ω2j + E
2
pi)
3(ω2j + E
2
a0)
3
+
24Ck (Ck − I1C ′k)
(ω2j + E
2
a0)
3
+
4
(
3CkC
′
kI1 + 4I
2
1C
′
k + Ck(3Ck − 2C ′′k I21 )
)
/3
(ω2j + E
2
a0)(ω
2
j + E
2
σ)
2
+
64C3kI
2
1 (Ck − I1C ′k)/3
(ω2j + E
2
pi)
2(ω2j + E
2
a0)
3
− 48C
2
kI
2
1C
′
k
(ω2j + E
2
pi)(ω
2
j + E
2
a0)
3
+
6Ck − 17I1C ′k
(ω2j + E
2
a0)
2
1
I1
− 6Ck + 9I1C
′
k + 2I
2
1C
′′
k
(ω2j + E
2
σ)
2
1
I1
+
4Ck(6Ck + 9I1C
′
k + 2I
2
1C
′′
k )/3
(ω2j + E
2
a0)(ω
2
j + E
2
σ)
2
]
, (10b)
∂kAk(I1) =
k4T
6pi2
∞∑
j=−∞
[
− 9A
′
k
(ω2j + E
2
pi)
2
− 9Ak
I1(ω2j + E
2
pi)
2
− 8A
′
k
(ω2j + E
2
a0)
2
+
12Ak
I1(ω2j + E
2
a0)
2
− 3Ak
(ω2j + E
2
σ)
2I1
+
7A′k
(ω2j + E
2
σ)
2
+
2I1A
′′
k
(ω2j + E
2
σ)
2
]
. (10c)
4particle mass [MeV]
pi 139.57
K 493.68± 0.02
η 547.86± 0.02
η′ 957.78± 0.06
a0 980± 20
κ 682± 29
f0 990± 20
σ 400-550
TABLE I. Zero-temperature mass spectrum based on the
Particle Data Group [38]. pi, K, η, and η′ are used for
parametrization for the nonzero anomaly case. For zero
anomaly, the η − η′ system is replaced by σ.
Here we have introduced the following shorthand nota-
tions: E2pi = k
2 +U ′k(I1), E
2
a0 = k
2 +U ′k(I1) +
4
3I1Ck(I1),
E2σ = k
2+U ′k(I1)+2I1U
′′
k (I1), which are energies of the pi,
a0 and σ mesons, respectively, in a background satisfying
I1 6= 0, I2 = 0 (e.g. v0 6= 0, v8 = 0). We also note that
all Matsubara sums can be performed analytically, thus
the integro-differential nature of the Wetterich equation
reduces to coupled (functional) differential equations of
the Uk, Ck, Ak coefficient functions.
III. NUMERICS AND PARAMETRIZATION
The coupled equations (10a), (10b), and (10c) are
solved by the grid method. Calculations are carried
out in GeV units, which is also the UV cutoff Λ, from
which the equation system is integrated. We set up one-
dimensional grids in the interval [0:2] with a step size of
10−2 (i.e., 10 MeV) and solve the field equations at each
point. Field derivatives are calculated with the seven-
point formula, except close to the boundaries, where the
five- and three-point formulas are used. Using suitable
initial values for µ2, g1, g2, a, h0, h8 (note again that the
latter two do not change with k) we integrate the func-
tions from k = Λ down to k = 0, using the Runge-Kutta
algorithm.
We note that the anomaly coefficient a defined in Eq.
(2) has to be negative for physical parametrizations. This
stems from the fact that in the case when no explicit
symmetry breaking terms are present, it is easy to show
that the pseudoscalar spectrum takes the following form
at the minimum point of the effective potential:
m2pi,0 =
3a(3a−√−24µ2(g1 + g2) + 9a2)
4(g1 + g2)
,
m2pi,i = 0 (i = 1, ...8), (11)
where m2pi,0 corresponds to the η
′ meson and it is positive
if and only if a < 0. This is expected to remain true
when the explicit breaking terms are introduced, and also
after fluctuations are included. It will be confirmed by
numerics in the next section.
parameter anomaly no anomaly
µ2 −0.95 GeV 2 −0.95 GeV 2
g1 80 90
g2 140 200
a −3.0 GeV −
TABLE II. Set of parameters at the UV scale used for finite-
temperature calculations.
First the values of h0 and h8 are fixed. We use the par-
tially conserved axial-vector current (PCAC) relations,
i.e., [39]
∂µJ
µ5
b = m
2
pi,bfbpib (b = 0, ...8), (12)
where Jµ5b is the flavor nonet axial-vector current, and
fb denotes corresponding decay constants. In the case
when explicit symmetry breaking terms are present, the
divergence of the current is explicitly given by
∂µJ
µ5
b = −
∂
∂θbA
Tr
(
H(M +M†)
)
. (13)
Calculating the right-hand side of Eq. (13) and then
combining Eq. (12) with Eq. (13), we get the following,
separately for b = 1, 2, 3 and b = 4, 5, 6, 7:
m2pifpi =
√
2
3
h0 +
1√
3
h8, (14a)
m2KfK =
√
2
3
h0 − 1
2
1√
3
h8, (14b)
where nowmpi andmK denote the physical pion and kaon
masses, respectively, and fpi, fK are decay constants, for
which we employ fpi ≈ 93 MeV and fK ≈ 113 MeV. This
determines the explicit breaking parameters:
h0 = (286 MeV )
3, h8 = −(311 MeV )3. (15)
For the remaining four undetermined parameters (i.e.,
µ2, g1, g2, a) we use the pi,K, η, η
′ mass values listed in
Table I. Solving Eqs. (10a), (10b) and (10c) in a way that
reproduces these masses at zero temperature selects an
appropriate choice of parameters at the UV scale. Note
that if we set a = 0 in advance, obviously the physical
value of the η′ mass cannot be maintained, and also η gets
degenerated with the pions. In this case, besides the pion
and kaon masses, we used the σ mass for parametrization.
After all parameters are fixed, one is free to solve the
equations at any given temperature, at which the ground
state and the mass spectrum will be predictions. A list
of the obtained values can be found in Table II.
For the scalar sector, it is convenient to work in the
ideal mixing basis [s: strange; ns: nonstrange, see Eqs.
(16) and (17)] rather than the flavor one. They are re-
lated by the transformation(
σ ns
σ s
)
=
1√
3
(√
2 1
1 −√2
)(
σ0
σ8
)
, (16)
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FIG. 1. Mass spectrum for the zero anomaly case.
Parametrization was carried out by fixing the pi, K, and σ
masses. Pions are degenerated with the η.
 3
 4
 5
 6
 7
 8
 9
 0  100  200  300
| A
k →
0 |
  [
G
e V
]
√}I1 [MeV]
T = 1.2 Tc
T = 0.6 Tc
T = 0
FIG. 3. Absolute value of the anomaly function Ak→0 as a
function of
√
I1 [note that I1 ≡ (v20 + v28)/2]. The function
increases everywhere with respect to the temperature, and
deviates significantly from its value in the UV (dashed line).
and similarly for the explicit symmetry breaking param-
eters: (
h ns
h s
)
=
1√
3
(√
2 1
1 −√2
)(
h0
h8
)
. (17)
This leads to
h ns = (121 MeV )
3, h s = (336 MeV )
3, (18)
in agreement with Ref. [5]. Once the functions Uk→0(I1),
Ck→0(I1), and Ak→0(I1) are determined, the full effective
potential Vk→0(I1) is also in our possession. Its mini-
mum determines the ground state of the system, which
is obtained by simply taking the field derivatives (numer-
ically) with respect to v0 and v8 and finding their zeros;
see also the Appendix.
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FIG. 2. Mass spectrum including the UA(1) anomaly.
Parametrization was carried out by fixing the pi, K, η, and η′
masses.
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FIG. 4. Phase transition: Thermal evolution of the strange
and nonstrange condensates. The dashed (solid) lines corre-
spond to the zero (finite) anomaly case.
IV. RESULTS
In this section we discuss the results that can be ex-
tracted from solving the coupled equation system for Uk,
Ck, and Ak. First of all, Fig. 1 and Fig. 2 show the mass
spectrum as a function of the temperature (in units of
the corresponding critical temperature) for the zero and
nonzero anomaly case, respectively. At T = 0 and with-
out anomaly (Fig. 1), even if one tries to fix the param-
eters using the masses of the lightest mesons (pi, K, and
σ) as inputs, one cannot reproduce the physical spectrum
very accurately. In particular, pions and the η meson are
degenerate due to the ideal mixing associated with the
SU(3) flavor breaking, mu = md < ms. Turning on the
anomaly (Fig. 2), however, the spectrum improves sig-
nificantly, and due to large UA(1) breaking the physical
η and η′ get closer to the pi0 ≡ η0 and pi8 ≡ η8 pseu-
doscalars, respectively. Generally, the model achieves
fair agreement with experimental data within an uncer-
6FIG. 5. Absolute value of the anomaly at zero condensate
and at the real ground state as a function of the temperature.
tainty of the order of 10%, except for the κ meson. Our
prediction for its mass lies slightly above 1 GeV , which
shows that a better identification would probably be the
K∗0 (1430) meson. This points in the direction that the
conventional identification of light scalar mesons with ex-
citations in the linear sigma model might not be accurate,
and some of these particles are predominantly four-quark
states [21]. Nevertheless, e.g. the least known σ mass is
found to be around 450 MeV , consistent with the Particle
Data Group [38]. We also note that the patterns of the
spectra at high temperature corresponds to symmetry
breakings where the nonstrange condensate has already
evaporated, but the strange one still carries significant
contribution.
Turning to finite temperature, an important observa-
tion is that (unlike predictions of earlier works) we ob-
serve no drop in the η′ mass around Tc. This points in
the direction that the UA(1) factor might not even be
partially restored toward the critical temperature. One
still observes a reduction in the η and η′ mass differ-
ence, and thus the safest way to draw conclusions on the
issue is to explicitly check the temperature dependence
of the fluctuation-corrected anomaly function. Figure 3
shows the anomaly function |Ak→0(I1)| as the tempera-
ture increases. As suggested by the mass spectrum, the
anomaly strengthens everywhere with the temperature,
and furthermore it produces a nontrivial structure as a
function of the condensates. This clearly reveals the fate
of the UA(1) factor, and predicts that mesonic quantum
and thermal fluctuations are indeed of importance, con-
cerning on the one hand the condensate dependence of
the ‘t Hooft coupling, and on the other hand its thermal
evolution.
The phase transition itself can be seen in Fig. 4. We
plot both the strange and nonstrange condensates nor-
malized to their T = 0 value. The pseudocritical temper-
ature of the transition is defined as the inflection point
of the non-strange condensate. If the anomaly is turned
off, we get Tc ≈ 175 MeV, which is in decent agreement
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FIG. 6. η and η′ masses as a function of the temperature.
Solid (dashed) lines correspond to the temperature- and field-
dependent (independent) anomaly.
with lattice data; however, when the anomaly is turned
on, it goes up to Tc ≈ 350 MeV. This clearly signals that
the current setup is not capable of being extended toward
the critical temperature. It might be related to the fact
that even though the transition temperature should be
independent of the number of colors, in the linear sigma
model one has Tc ∝
√
Nc [40], which is not cured by the
FRG method. Another possibility is that the high value
for Tc is caused by the absence of quark degrees of free-
dom and/or gauge effects, and by introducing the former
through Dirac fermions and the latter via the Polyakov
loop, Tc is pursued to a lower value. In spite of all these,
we see no obstacle in drawing qualitative conclusions on
mesonic fluctuation effects on the UA(1) anomaly, but it
is, however, important to note that there are indications
that mesonic fluctuations can be considerably smaller
than quark and gauge contributions [30].
It is also worth noting that the actual strength of the
anomaly in the ground state of the system has both ex-
plicit and implicit temperature dependence. The explicit
dependence comes from the change of the shape of the
Ak→0(I1) function, and the implicit one arises from the
fact that as the temperature rises, the I1 value corre-
sponding to the ground state changes. One may define
two anomaly strengths as
A(T ) = Ak→0(I1(T );T ),
A0(T ) = Ak→0(0;T ), (19)
which are shown in Fig. 5. With this one can keep track
of how explicit and full temperature dependences con-
tribute to the UA(1) factor.
Finally, let us come back to the η − η′ system. We
noted already that we observe no drop in the η′ mass
around the critical temperature. In Fig. 6 it is shown
that this is indeed due to the field and temperature de-
pendence of the anomaly function. We plot both the
η and η′ masses with the inclusion of the temperature-
dependent Ak→0(I1) function, together with a hybrid
7method, where the anomaly is set to a temperature- and
field-independent constant arising from parametrization
(i.e., the value of the anomaly coefficient in the ground
state at T = 0). One observes that without thermal ef-
fects of the anomaly, we indeed get a drop in the the
η′ mass, as predicted by other methods [5]. We argue,
however, that this drop is smoothened by mesonic fluc-
tuations, and we also note that no such effect is observed
in the η mass. Its thermal behavior is not sensitive to the
anomaly treatment, at least qualitatively. One might be
interested in why the T = 0 masses differ in the two
cases, and the reason is that the field derivatives of the
anomaly also carry non-negligible contributions, which
are of course not present in the constant anomaly (hy-
brid) scenario.
V. CONCLUSIONS
In this paper we have investigated the quantum and
thermal behavior of mesonic fluctuations in the 2 + 1-
flavor linear sigma model, including their effect on the
chiral anomaly. A physical parametrization of the lead-
ing order of the derivative expansion in the functional
renormalization group formalism has been performed in
order to obtain the effective potential of the model lead-
ing to the vacuum structure, particle masses, anomaly
function and their thermal properties.
We have found that the coefficient of the ‘t Hooft de-
terminant becomes field dependent, and increases with
the temperature, or in other words, mesonic fluctuations
strengthen the anomaly toward Tc. It also turned out
that these effects lead to the smoothening of the tem-
perature dependence of the η′ mass, and no drop can
be observed anymore around the critical temperature.
These are in agreement with recent lattice simulations
[7, 8], which argue that the anomaly does not restore
until around 1.5Tc. It remains an important question
whether the temperature dependence of the ‘t Hooft pa-
rameter that arises from instanton effects can compete
with mesonic fluctuations.
If the anomaly is turned off, we observe good agree-
ment with lattice data concerning the critical tempera-
ture, while the mass spectrum is of course nonphysical. If
the anomaly is turned on, the critical temperature gets
unreasonably high, but the mass spectrum is in good
agreement with experimental data. This points out that
explicit quark degrees of freedom and/or the Polyakov
loop have to be introduced to get a lower value for Tc with
the spectrum remaining physical. These – together with
investigating the effect of the instanton-induced tempera-
ture dependence of the ‘t Hooft parameter, and extending
the results to finite density – represent future studies to
be reported in the near future.
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Appendix A. FIELD DERIVATIVES OF THE EFFECTIVE POTENTIAL
The ground state of the system belongs to the minimum of the effective potential (4b) at k → 0. One obtains the
corresponding v0 and v8 condensates by requiring the respective first derivatives to be zero (the others are identically
zero in a background of v0, v8):
∂Vk
∂s0
∣∣∣∣
v0,v8
=
(
U ′k(I1) + C
′
k(I1) +A
′
k(I1)
)∂I1
∂s0
∣∣∣∣
v0,v8
+ Ck(I1)
∂I2
∂s0
∣∣∣∣
v0,v8
+Ak(I1)
∂Idet
∂s0
∣∣∣∣
v0,v8
+ h0 ≡ 0, (A1a)
∂Vk
∂s8
∣∣∣∣
v0,v8
=
(
U ′k(I1) + C
′
k(I1) +A
′
k(I1)
)∂I1
∂s8
∣∣∣∣
v0,v8
+ Ck(I1)
∂I2
∂s8
∣∣∣∣
v0,v8
+Ak(I1)
∂Idet
∂s8
∣∣∣∣
v0,v8
+ h8 ≡ 0. (A1b)
The required field derivatives of invariants are as follows:
∂I1
∂s0
∣∣∣∣
v0,v8
= v0,
∂I1
∂s8
∣∣∣∣
v0,v8
= v8,
∂I2
∂s0
∣∣∣∣
v0,v8
= v28
(2v0
3
− 1
3
√
2
v8
)
,
∂I2
∂s8
∣∣∣∣
v0,v8
= v8
(2v20
3
− v0v8√
2
+
v28
6
)
,
∂Idet
∂s0
∣∣∣∣
v0,v8
=
2v20 − v28
2
√
6
,
∂Idet
∂s8
∣∣∣∣
v0,v8
= −v8(
√
2v0 + v8)
2
√
3
. (A2)
8Similarly, the masses of the scalar and pseudoscalar particles needed to evaluate (8) are the following:
m2s,ij ≡
∂2Vk
∂si∂sj
= δij
(
U ′k(I1) + I2C
′
k(I1) +A
′
k(I1)Idet
)
+
∂2I2
∂si∂sj
Ck(I1) +
∂2Idet
∂si∂sj
Ak(I1)
+
∂I1
∂si
∂I1
∂sj
(
U ′′k (I1) + I2C
′′
k (I1) +A
′′
k(I1)Idet
)
+
(∂I1
∂si
∂I2
∂sj
+
∂I1
∂sj
∂I2
∂si
)
C ′k(I1)
+
(∂I1
∂si
∂Idet
∂sj
+
∂I1
∂sj
∂Idet
∂si
)
A′k(I1), (A3a)
m2pi,ij ≡
∂2Vk
∂pii∂pij
= δij
(
U ′k(I1) + I2C
′
k(I1) +A
′
k(I1)Idet
)
+
∂2I2
∂pii∂pij
Ck(I1) +
∂2Idet
∂pii∂pij
Ak(I1), (A3b)
where we have already used that all first field derivatives with respect to pii are zero in a background field defined by
v0, v8. The remaining nonzero derivatives are
∂2I2
∂sisj
∣∣∣∣
v0,v8
=

2
3v
2
8 , if i = j = 0
− v28√
2
+ 43v0v8, if i = 0, j = 8 or i = 8, j = 0
2
3v
2
0 +
v28
2 −
√
2v0v8, if i = j = 8
2
3v
2
0 +
v28
6 +
√
2v0v8, if i = j = 1, 2, 3
2
3v
2
0 +
v28
6 − 1√2v0v8, if i = j = 4, 5, 6, 7
0, else
(A4a)
∂2I2
∂piipij
∣∣∣∣
v0,v8
=

0, if i = j = 0
− v28
3
√
2
+ 23v0v8, if i = 0, j = 8 or i = 8, j = 0
v28
6 −
√
2
3 v0v8, if i = j = 8
−v286 +
√
2
3 v0v8, if i = j = 1, 2, 3
5
6v
2
8 − 13√2v0v8, if i = j = 4, 5, 6, 7
0, else
(A4b)
and furthermore,
∂2Idet
∂sisj
∣∣∣∣
v0,v8
=

√
2
3v0, if i = j = 0
− v8√
6
, if i = 0, j = 8 or i = 8, j = 0
− v0√
6
− v8√
3
, if i = j = 8
− v0√
6
+ v8√
3
, if i = j = 1, 2, 3
− v0√
6
− v8
2
√
3
, if i = j = 4, 5, 6, 7
0, else
(A5a)
∂2Idet
∂piipij
∣∣∣∣
v0,v8
=

−
√
2
3v0, if i = j = 0
v8√
6
, if i = 0, j = 8 or i = 8, j = 0
v0√
6
+ v8√
3
, if i = j = 8
v0√
6
− v8√
3
, if i = j = 1, 2, 3
v0√
6
+ v8
2
√
3
, if i = j = 4, 5, 6, 7
0. else
(A5b)
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