In 2, we give a general result, Theorem 2.1, which enables us to deduce results about multivariate approximation theory in rectangular parallelepipeds from corresponding, single-variable results. In 3, we discuss the convergence properties of multivariate Bernstein polynomials. In 4, analogues of Jackson's theorems, cf. [21] and [24] , are proved for multivariate trigonometric and polynomial approximation, the latter being for arbitrary compact subsets of RN.
Multivariate polynomial spline approximation is discussed in 5. Analogues of the fundamental results of deBoor [14] are formulated and proved for smooth, bounded domains in RN. In 6, error bounds are given for multivariate piecewise Lagrange interpolation. In 7, a multivariate cubic spline interpolation scheme is introduced and analyzed. Finally, in 8, applications of the results of 5, are made to "h-asymptotically optimal approximation schemes" in Sobolev spaces and, in particular, to the Ritz method, in conjunction with multivariate polynomial spline functions, for approximating the solution of the Neumann problem for the Poisson Rn. We end this section by recalling some multivariate notation which will be used throughout this paper. Proof. Let x and y be any two points in H. Then 
I(L,g)(x)
<-I(Lg)(xl,'", x, xN) (Lg)(yl, x, YN)I + I(Lig)(Y,'", xi,'", ys) (Lig)(Yl,'", Yi,"" _-< I(Lg)(x,-.., x, ..., x) (Lg)(y,..., x, ..., / I(Lg)(Yl, "'", x, ..-, ys) (Lg)(y, ..., y, ..., _-< 2,1lg(xx, "", x, x) g(Yl,
x, Y)II, + I(Lig)(y,'", xi,'", y) (Lig)(Y,'", y,"', YN)I.
Hence, given e > 0 there exists a & > 0 such that Ilx yll -<_ g implies I(Lg)(x) (Lg)(y)l <-_ e. This completes the proof. [12] , [21] and [24] .
In [28] . Let and r is the distance between the points x and y. We remark that if S Ru, then f e C"(R) if and only iff e Cm(Ru). In the case of m 0, the following stronger result has been proved by Hestenes [18] . (i) There exists a positive constant K such that E(f P) inf {llf P, IIsIP. P, } <-Kcos f; } n >= 1, for all f C(S).
(ii) Iff C'(S), m >= 1, then there exists a positive constant K(f), depending on f, such that E(f Pn) <= K(f)/nt, n >_ 1.
Proof. We prove (ii); the proof of (i) is (i) If 1 < p < oo and m is a nonnegative integer, then there is a bounded linear extension mapping e'Wm'P(gl)-W'P(S) such that eu(x)= u(x), xgl, for all U wm'P(").
(ii) If 0 <= <= 1 and rn is a nonnegative integer, then there is a bounded linear extension mapping e'cm'r(f) C''($) such that eu(x)= u(x), x6fL for all u e c,(fl). positive constant K such that K E(f; P) inf {llf-p, llclp= P} =< n-rlfl,,,c, n 1, for all f C'(), any nonnegative integer and 0 < <= 1. For many applications of approximation theory results, the natural hypothesis on the smoothness of f is that f belongs to some Sobolev space, wm'P(f). TO prove an analogue of Theorem 4.10 with this type of hypothesis we need a special form of Sobolev's theorem which we now state for completeness, cf. [8] and [23] . (ii) f QN f lIH <= 2f/1 k =1 co,(5,; f)(2llk) [18] gives us the following theorem. In a similar fashion we obtain the following two results by combining the Calderon extension theorem, cf. [8] and [23] Following [3] we obtain the next theorem by using the Peano kernel theorem.
TI-mOREM 6.1. Let A* be a subpartition of A of the form (6.1). Then Proof. This follows directly from Theorem 6.1 and Lemma 6.1.
We now proceed to multivariate piecewise Lagrange interpolation. As before, 7. Multivariate cubic spline interpolation. In this section we recall a cubic spline interpolation scheme introduced by deBoor [13] . An analogous scheme is introduced for multivariate cubic spline interpolation in rectangular parallelepipeds, and asymptotic bounds are obtained for the interpolation error. positive constant K such that (7.2) [
for all A C, for all f e K''(I).
We now proceed to a multivariate analogue of the above interpolation scheme. As before, we consider rectangular parallelepipeds of the form (ii) There exists a positive constant K such that (7.4) IlD(f-Tf)IIH <: K(fi)'-I1, 0 levi < 2, for all f e S'(H) and all p e C. 8 . h-Asymptotically optimal approximation schemes. In this section, we discuss the application of the approximation theory results of 5 to the study of the truncation or discretization error for abstract h-asymptotically optimal approximation schemes, cf. Definition 8.1. In special cases, this study yields rigorous error bounds for the Rayleigh-Ritz-Galerkin method for a class of complexmonotone operator equations, cf. [1] , [2] , [7] and [11] , including a wide class of boundary value problems for nonlinear elliptic partial differential equations, el. [11] , and for a wide class of eigenvalue problems for linear elliptic partial differential equations, cf. [16] . Related error bounds for the Rayleigh-RitzGalerkin method are given in [1] , [2] , [3] , [7] , [9] , [10] , [11] , [15] , [16] , [17] , [22] , [25] and [26] . DEFINITION [17] .
The problem under consideration is to find a solution u( [1] , [2] , [3] , [7] , [9] , [10] , [11] , [15] , [16] , [17] , [22] , [25] and [26] .
