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Abstract
The purpose of this research is twofold. The rst purpose is the development of
machine learning methods based on linear programming. These advances come
in the form of both novel learning algorithms and generalization-improvement
approaches that are applicable to a wide range of learning algorithms. The
second aim is the application of these algorithms, along with ideas from the
elds of statistics and image processing, to problems arising in the diagnosis
and treatment of breast cancer. The rst chapter provides background into the
relevant areas of research, most importantly machine learning and breast cancer
diagnosis and prognosis, and describes previous work that has united the two
elds.
The rst major contribution of this research is an automated cytological
analysis system that we call Xcyt. This system includes a partially automatic
image segmentation facility for isolating cell nuclei from a digital image. Xcyt
allows computation of various size, shape and texture features of these nuclei.
A linear separator distinguishes benign cases from malignant cases based on
569 training examples. Xcyt also provides an estimate of the probability of
malignancy for each case. TheXcyt system is currently in use at the University
of Wisconsin Hospitals.
We also address the problem of cancer prognosis, that is, determining when
a cancer is likely to recur. A new learning method, the recurrence surface ap-
proximation (RSA), is introduced for predicting the time of recurrence. This
iv
procedure uses linear programming to predict recurrence from right-censored in-
put data. Various extensions and variations of RSA are also explored, including
a separation-based procedure that we call implicit RSA (IRSA).
The topic of improving the generalization of a learning system is rst ad-
dressed in the context of RSA, where we introduce a procedure for choosing the
most relevant input features for use the the predictive model. The nal two
chapters also describe generalization-enhancement methods. The rst is mock
generalization, which incorporates a tuning set into the optimization process.
The second is banded approximation, which explicitly denes a tolerance band
around the predictive surface in order to avoid overtting the training data.
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Chapter 1
Review of relevant technologies
The research presented in this dissertation draws from a number of dierent
elds of study, the relevant areas of which will be briey reviewed in this chap-
ter. We are primarily concerned with inductive machine learning, that is, the
automatic construction of general concepts from specic examples. The tools
with which we build learning algorithms come from the eld of mathematical
optimization, specically linear programming. We begin with an overview of
the application area which unies this research: the diagnosis and prognosis of
breast cancer.
1.1 Breast cancer
Despite a great deal of public education and scientic research, breast cancer
continues to be the most common and the second most deadly form of cancer
among women [59]. An increased incidence of the disease has oset improving
survival rates, resulting in a nearly constant mortality from breast cancer over
the past twenty years [61]. Two major areas of breast cancer research will be ad-
dressed in this work: early detection through timely diagnosis, and appropriate
planning of treatment through accurate prognosis.
1
21.1.1 Diagnosis
The diagnosis of breast tumors has traditionally been performed by a full biopsy,
an invasive surgical procedure. Fine needle aspirations (FNA's) { needle biop-
sies, easily performed on an outpatient basis, which maintain cell integrity at the
cost of architectural information { provide a way to examine a small amount
of tissue from the tumor. By carefully examining both the characteristics of
individual cells (or cell nuclei) and important contextual features, such as the
size of cell clumps, physicians at some specialized institutions have been able to
diagnose breast cancer successfully using FNAs.
However, diagnosis with this procedure has met with mixed success; see for
instance the summary of Frable [29]. Many dierent features are thought to
be correlated with malignancy, and may interact with one another. Thus the
process remains highly subjective, depending upon the skill and experience of
the physician. The review of Giard and Hermans [33] particularly emphasized
the need for performance standards in FNA diagnosis. Further, few institutions
have individuals with the necessary cytological training to perform this type of
diagnosis.
1.1.2 Prognosis
A more dicult problem is that of breast cancer prognosis, the prediction of
when (or if) the cancer will recur following surgery. Since the 1950's, the stan-
dard method for prognosis has been the TNM (tumor size, lymph node, metas-
tasis) staging system [6, 36]. Patients with distant spread of the disease (metas-
tasis) at time of surgery have the worst prognosis. Among other patients, both
increased tumor size and an increased number of cancerous lymph nodes (near
the tumor) have been shown to be negative prognostic factors [19]. Nuclear
features observed at the time of diagnosis have also been shown to be correlated
with prognosis [12, 68].
Prognosis in the TNM model is expressed as survival curves, that is, plots
3of time vs. probability of survival. Values of tumor size and lymph node status
are discretized into a small number of intervals, and bins are created by plotting
them against each other. Survival curves are computed based on a large sample
of patients which fall into each bin. Treatment plans for new patients can then
be determined based on their expected probability of survival at two years, ve
years, etc. Although it is a standard in clinical practice, the TNM model has a
number of shortcomings:
 Survival probabilities are a coarse description of prognosis and do not
allow individualized predictions.
 The coarse discretization of prognostic factors groups dissimilar patients
together.
 The model is xed and inexible, not allowing the addition of other prog-
nostic features.
 Most importantly, the removal of lymph nodes for prognostic analysis
carries the risk of long-term swelling and loss of use in the arm. An
accurate prognostic method which does not need lymph node status as an
input feature would remove the need for this procedure.
1.2 Machine learning
1.2.1 Overview
The solutions to the problems of diagnosis and prognosis investigated in this
thesis lie within the eld of inductive learning (also known as supervised or
similarity-based learning). Intuitively, the task is to learn (\induce") general
concepts from specic examples. More formally, the learning system constructs
a function f that attempts to map given points x
1
; x
2
; :::; x
m
in some space X
into given points y
1
; y
2
; :::; y
m
in some other space Y. Each x
i
consists of n input
4features which describe the particular example, that is, x
i
is a point in the n-
dimensional real space <
n
. The corresponding y
i
is the dependent variable to
be learned. In the special case of classication, y
i
denotes a class membership
for each example, e.g., the class of benign cases vs. the class of malignant cases,
and hence y
i
2 f0; 1g.
There exist many dierent approaches for learning the function f , and many
dierent ways to represent it. In recent years, one of the most popular of these
approaches has been articial neural networks (ANN's), or connectionist meth-
ods. In particular, feed-forward ANN's trained with algorithms such as back-
propagation [78] have been shown to be an extremely exible and powerful ap-
proach to function approximation [39, 50, 79]. Historically, the eld of statistical
pattern recognition, as summarized in Duda and Hart [25], contributes much to
our understanding of such problems. Methods such as linear discriminant anal-
ysis, logistic regression, and nearest-neighbor classication, as described in [25],
are widely used. Another popular concept representation which is more relevant
to our work is that of decision trees. This paradigm has been used extensively
in work from both machine learning [70, 73, 87] and statistics [14]. Each of
these methods carries with it a particular inductive bias; that is, a tendency to
form one type of concept over another.
Another important issue in inductive learning is evaluating the resulting
classier in terms of how well it generalizes, that is, how well it performs on
new data which was not used during training. The observed accuracy on the
training set is nearly always a poor estimate of how well the system will gener-
alize to unseen data, since most learning algorithms can reproduce the training
data exactly (as an extreme example, consider memorizing the training data
by simply building a lookup table). One eective estimation method is leave-
one-out testing [46], wherein the generalizer is trained with all but one of the
samples and tested on the \left-out" sample. This procedure is repeatedm times
until each training point has been used for testing. The result is a very accu-
rate and nearly unbiased, but computationally expensive, accuracy estimate. A
5more tractable re-sampling method is cross-validation [84], which successively
removes, say, 10% of the data for testing, again using each point in exactly one
test set. Other statistical techniques, such as jackkning and bootstrap [27],
are also available.
Generalization performance on real-world data sets is often improved if some
sort of smoothing procedure is applied to the learned concept, preventing the
method from memorizing the training data at the expense of accuracy on un-
seen examples. For instance, a tuning or validation set (a portion of the train-
ing examples set aside to simulate unseen data) can be used to stop training a
backpropagation network before it reaches optimality on the training set. Con-
nectionist methods such as optimal brain damage [48] and cascade correlation
[28] prevent overtting by searching for an appropriate neural network archi-
tecture. Similarly, decision trees learned by the algorithms CART [14] or C4.5
[70, 73] are pruned to remove potentially extraneous decision branches. While
biasing a learning system toward simpler concepts makes the accuracy more
reliably measurable [13] and often improves generalization on real-world data,
it should not be interpreted as a universally desirable bias [80, 98]. The key
to good generalization is to nd a generalizer with the right complexity, where
complexity may be measured by the number of parameters in the predictive
model (e.g., the number of separating planes in a decision tree), the number of
training iterations, the number of features used in training, etc.
For much of the work presented here, choosing an appropriate subset of the
available input features will be particularly important for good generalization.
In higher dimensional problems a much larger number of points is needed in
order to cover the space adequately. Even for reasonably sized data sets, this
can result in sparse, hard-to-t data, or in the case of a classication task,
deceptively easy-to-separate data. However, nding the optimal feature set is a
combinatorial search problem. If framed as an integer programming problem,
the search can be approximated with methods such as branch and bound [65].
Most methods, including those used in statistical regression, focus on a greedy,
6directed search through the space of possible feature sets [24, 44, 60], where
only a small manageable set of variable subsets are examined.
1.2.2 Medical applications
Machine learning approaches { particularly ANN's { have been used for a num-
ber of disparate clinical diagnosis tasks; diagnosing, for example, skin lesions
[101], appendicitis [26], and myocardial infarction [5]. In breast cancer, dier-
ent researchers have applied neural networks to diagnosing from mammograms
[100], ultrasound images [34], and pathological markers [2]. Still, few of these
systems have received general clinical usage.
Machine learning methods have also been applied to prognosis. Burke [16]
uses a traditional backpropagation network to predict 10-year survival in breast
cancer patients. A self-organizing neural architecture was used by Schenone et
al. [81] to predict recurrence time. Ravdin and Clark [74] include time as one
of the input features of an ANN to predict a survival curve for each patient
(see Chapter 4). This method has also been used to verify the value of new
prognostic features [75].
1.2.3 Linear programming approaches
Mathematical optimization approaches, in particular linear programming [22],
have long been used in problems of pattern separation. Highleyman [37] rst
found that showing linear separability is equivalent to to nding a nonnegative
solution to a set of linear equalities. Both Charnes [20] and Mangasarian [52]
developed linear programs which construct planes to separate linearly separable
point sets. Mangasarian [52] also showed how to separate sets by a nonlinear
surface using linear programming whenever the surface parameters appeared
linearly, e.g. a quadratic or polynomial surface. However, these formulations
were prone to fail on sets that were not separable by a surface linear in its pa-
rameters, and were therefore of limited usefulness for learning general patterns.
7Mangasarian's multisurface method (see next section) avoided this diculty by
constructing a piecewise-linear separation surface. More recently, Roy et al.
[77] and Mukhopadhyay et al. [63] used linear programming to generate convex
\covers" which are combined to classify general patterns.
1.3 Review of previous work at Wisconsin
The application of machine learning techniques to problems in breast cancer
diagnosis at the University of Wisconsin began in 1989 with the collaborative
work of W. H. Wolberg (Surgery and Human Oncology) and O. L. Mangasar-
ian (Computer Sciences). The Multisurface Method (MSM) [53, 54] of pattern
separation was rst applied to a collection of cases represented by nine subjec-
tively evaluated cytological features [57, 58, 92]. The MSM procedure uses a
linear programming model to place successive pairs of separating planes in the
feature space of the input examples, building a piecewise-linear separating sur-
face. The procedure can also be considered a neural network training algorithm
[9]. While successful [93], the diagnostic results still depended on the ability to
subjectively assign values to input features, and were therefore dicult to repli-
cate. Further, the classier employed was relatively complex, employing four
pairs of planes in 9-space. Subsequent work by Mangasarian with K. P. Ben-
nett [7, 10], including the development of the MSM-Tree (MSM-T) algorithm
(described in Chapter 2), resulted in improved diagnostic results. The problem
of cancer prognosis was also cast as a classication problem [91, 96], separating
those patients who experienced recurrence in less than two years from those
known to have been disease free for at least two years.
Chapter 2
Breast cancer diagnosis: Xcyt
2.1 Introduction
The rst problem we address is that of diagnosing breast masses as benign or
malignant. The diagnosis process begins by taking a ne needle aspirate (FNA)
from the patient's breast. This tissue sample is then stained and mounted on
a slide. Digital images from the FNA are transferred to a workstation by a
video camera mounted on a microscope. These images are the input to the
computerized diagnostic system.
The platform for the image processing and diagnosis portion of this work is
an X Window System based user interface called Xcyt. In addition to being an
eective research tool, the UNIX version of Xcyt is also being used in clinical
decision making, and is in current use for breast cancer diagnosis on real patients
at the University of Wisconsin Hospitals.
2.2 Image analysis (snakes)
Many studies, some of which were summarized by Frable [29], have shown that
various features of cell nuclei can be used to distinguish benign from malignant
breast tumors. The rst step in automatic diagnosis is to isolate and precisely
8
9specify the nuclei in a captured digital image. However, properly segmenting an
image into its constituent parts is an important and largely unsolved problem in
itself. This is made worse by the fact that the cells are very heterogeneous, with
widely varying sizes, shapes, and image intensity properties. We tried several
dierent approaches, including thresholding, region growing [3] and contour
following [18]. Various commercial and public domain image analysis systems
utilize these methods.
1
Our chosen solution [85, 86, 95] is a semi-automatic segmentation procedure
[43] known as \snakes." Beginning with a user-dened approximate boundary
as an initialization (see Figure 2.1) the snake locates the actual boundary of the
cell nucleus. A snake is a deformable spline which seeks to minimize an energy
function dened over the arclength of a closed curve. The energy function is
dened in such a way that the minimumvalue occurs when the curve accurately
corresponds to the boundary of a cell nucleus.
To achieve this, the energy function to be minimized is dened as the fol-
lowing function of arclength s:
E =
Z
s
(E
cont
(s) + E
curv
(s) + E
image
(s))ds
Here E represents the total energy integrated along the arclength s of the snake.
The energy computation is a weighted sum of energy terms E
cont
, E
curv
and
E
image
with respective weights ,  and . To simplify the necessary processing,
the energy function is computed at a number of discrete points along the curve,
and the sum of these values is minimized. The component energy termsmeasure
the following quantities:
 Continuity: E
cont
This term is constructed to penalize discontinuities in the curve. In the
discrete case, this term measures how evenly spaced the snake points are.
1
Some examples are: CAS 200, Cell Analysis Systems, Inc., Elmhurst, IL 60126;
Forcyte, Dianon Systems, Inc., Stratford, CT 06497;
IMPATH, Baltimore VA Medical Center, Baltimore, MD 32301.
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Figure 2.1: Digital image of breast lump cells, showing
the initial approximate boundaries of the cell nuclei,
outlined using a computer mouse.
Note that this is a geometric property of the snake itself, and does not
depend on the nucleus boundary that is being determined. The distance
from a snake point to one of its neighbors is found and compared to
the average distance between adjacent points. The magnitude of this
dierence is then E
cont
.
 Curvature: E
curv
This geometric termmeasures discontinuities in the curvature of the snake.
Cell nuclei are more or less ellipsoidal; hence, points with abnormally
high or low curvature, compared to a circle, are penalized. The following
method was adopted by taking advantage of this knowledge about the
nuclear shape. First, the 'center' of the snake (center of mass of the snake
points) is located. The distance from a snake point to the center (i.e.,
11
length of radial line) is then compared to the average of such distances
in a neighborhood of the point. The magnitude of the dierence is this
energy term E
curv
.
 Image: E
image
This is the term that ties the snake's performance to the underlying im-
age. In our case E
image
measures the gray-level discontinuity along the
snake. To quantify this discontinuity we convolve the area of the image
corresponding to the snake point with a Sobel [3] edge detector and ob-
serve the resulting edge magnitude. This term is customized by taking
advantage of the fact that cell nuclei are generally darker than the sur-
rounding material. Hence, the edge detection template is rotated so that
the expected edge is perpendicular to the radial line of the nucleus at that
point. For instance, for a snake point directly above the center of the
nucleus, the following edge template would be applied:
1 2 1
0 0 0
-1 -2 -1
In this way, gray scale discontinuities which are perpendicular to the ra-
dial line produce the highest edge score. E
image
is dened so a sharp
discontinuity minimizes the energy value.
The weights ,  and  are empirically derived constants. For best per-
formance on these images,  is set somewhat higher than the others to ensure
that the snake converges to any visible boundary; typically,  = 1.5,  =  =
1.0. The curvature term determines the snake's shape in cases of low contrast
or partial occlusion. The continuity term does not determine shape, but does
prevent snake points from bunching together near areas of sharpest gray scale
contrast.
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In order to control computation time, the optimal local value of the energy
function is approximated using a greedy algorithm due to Williams and Shah
[90]. If the function value at a particular snake point can be lowered by moving
the point to an adjacent pixel, then it is moved, thus possibly aecting the
energy computation at other points. The process is repeated for each point
until all points settle into a local minimum of the energy function. The results
of a typical image are shown in Figure 2.2. After a little practice, anyone
comfortable with using a mouse can process an image (20 to 30 cells) in less
than 5 minutes.
Figure 2.2: Snakes after convergence to cell nucleus
boundaries.
In contrast to other segmentation methods, snakes can approximate bound-
aries even in areas of little or no gray-scale contrast. Further, both region
growing and thresholding methods also tend to leave gaps in the object which
must then be corrected by the user. The snake approach provides a fast, robust
segmentation procedure which gives the precision necessary for evaluating the
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relevant nuclear features. By customizing the energy function, the snakes have
been adapted to this particular application in two ways: the directional edge
detector and the elliptical curvature assumption.
2.3 Extraction of digital nuclear features
In order to evaluate the size, shape and texture of the cell nuclei, we arrived at
a set of ten features [86, 94] which are computed for each cell. Some of these
replicate or approximate features previously evaluated subjectively by Wolberg
[92], while others are unique to this work. All of the size and shape features
were veried using idealized phantom cells [97]. The computed features are as
follows.
1. Radius
Radius is computed by averaging the length of radial line segments, that
is, lines from the center of mass of the snake to each of the snake points.
See Figure 2.3.
Figure 2.3: Line segments used to compute radius.
2. Perimeter
Perimeter is measured as the sum of the distances between consecutive
snake points.
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3. Area
Nuclear area is measured by counting the number of pixels on the interior
of the snake and adding one-half of the pixels in the perimeter, to correct
for the error caused by digitization.
4. Compactness
Perimeter and area are combined [3] to give a measure of the compactness
of the cell nuclei using the formula perimeter
2
=area. This dimensionless
number is minimized for a circle and increases with the irregularity of
the boundary. However, this measure of shape also increases for nuclei
which are elongated, which is not necessarily an indication of malignancy.
The feature is also biased upward for small cells because of the decreased
accuracy imposed by digitization of the sample.
5. Smoothness
The smoothness of a nuclear contour is quantied by measuring the dif-
ference between the length of a radial line and the mean length of the
two radial lines surrounding it. If this number is small relative to the
distance between consecutive snake points, c, then the contour is smooth
in that region. To avoid the numerical instability associated with small
divisors, the numerators and denominators were summed rst, leading to
the following equation:
smoothness =
P
points
jr
i
 
r
i 1
+r
i+1
2
j
nc
(2.1)
=
P
points
jr
i
 
r
i 1
+r
i+1
2
j
perimeter
(2.2)
where the radii r
i
and inter-snake point distances c
i
are as shown in Fig-
ure 2.4, and c is the mean of the c
i
.
6. Concavity
Concavity is captured by measuring the size of any indentations in the cell
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Figure 2.4: Line segments used to compute smoothness.
The dierence in length of the radial segments r
i
and
r
i+1
are compared in magnitude to the distances between
snake points c
i
and c
i+1
.
nucleus. See Figure 2.5. Chords are drawn between non-adjacent snake
points, and the extent to which the actual boundary of the nucleus lies on
the inside of each chord is measured. The average of such distances over
the nuclear boundary is the nal value. Note that a circular or elliptical
nucleus would show no concavity.
Figure 2.5: Line segments used to compute concavity
and concave points. The bold line segment indicates a
concavity.
7. Concave Points
This feature is similar to concavity but counts only the number of snake
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points which lie on concave regions of the contour, rather than the mag-
nitude of such concavities.
8. Symmetry
Symmetry is measured by nding the relative dierence in length between
pairs of line segments perpendicular to the major axis of the cell nucleus
contour. See Figure 2.6. The major axis is determined by nding the
longest chord which passes from a snake point through the center of the
nucleus. The segment pairs are then drawn at regular intervals. To avoid
numerically unstable results based on extremely small segments, the sums
are again divided, rather than summing the quotients:
symmetry =
P
i
jleft
i
  right
i
j
P
i
left
i
+ right
i
(2.3)
Care is taken to avoid special cases, such as when a concavity causes both
contour points along the symmetry line to be on the same side of the
major axis.
left
right
1
1
Figure 2.6: Line segments used to compute symmetry.
The lengths of perpendicular segments on the right of
the major axis are compared to those on the left.
9. Fractal Dimension
The fractal dimension of a cell is approximated using the \coastline ap-
proximation" described by Mandelbrot [51]. The perimeter of the nucleus
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is measured using increasingly larger 'rulers.' As the ruler size increases,
decreasing the precision of the measurement, the observed perimeter de-
creases. See Figure 2.7. Plotting these values on a log scale and measuring
the downward slope gives the negative of an approximation to the fractal
dimension.
Figure 2.7: Sequence of perimeter measurements for
computing fractal dimension. The apparent perimeter
of the contour decreases as it is measured more coarsely.
The rate of this decrease is used to approximate fractal
dimension.
10. Texture
The texture of the cell nucleus is measured by nding the variance of the
gray scale intensities in the component pixels.
The mean value, extreme (largest) value and standard error
2
of each feature
are computed for each image. To reduce possible noise, the three largest values
are averaged in computing the extreme values. The extreme value features are
the most intuitively useful for the problem at hand, since only a few malignant
cells may occur in a given sample. These 30 features were computed for each
of 569 images, yielding a database of 569 30-dimensional points representing
357 benign and 212 malignant cases. The means and standard deviations of
2
For a sample of n points with variance 
2
, the standard error is dened as

p
n
.
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each of these 30 features, separated by benign and malignant cases, appears in
Appendix A.
2.4 Application to breast cancer diagnosis
2.4.1 Classication method: Multisurface Method-Tree
(MSM-T)
The classication procedure used to separate benign frommalignant samples is a
variant on the Multisurface Method (MSM) [53, 54] known as MSM-Tree (MSM-
T) [7, 10]. This method uses a linear programming [22] model to iteratively
place a series of separating planes in the feature space of the examples. If the
two sets of points are linearly separable, the rst plane will be placed between
them. If the sets are not linearly separable, MSM-T will construct a plane which
minimizes the average distance of misclassied points to the plane, thus nearly
minimizing the number of misclassied points. The procedure is recursively
repeated on the two newly created regions. Figure 2.8 shows an example of the
types of planes MSM-T might construct. The resulting planes can then be used
in the manner of a decision tree to classify new points.
MSM-T has been shown to learn concepts as well or better than more tra-
ditional learning methods such as C4.5 [71, 72] and CART [14]. It also has an
advantage over articial neural network (ANN) methods such as backpropaga-
tion [78] in that the training proceeds much faster [8]. The linear programming
in the current version of MSM-T is implemented using the MINOS numerical
optimization package [64].
2.4.2 Exhaustive feature selection
The 30-dimensional diagnosis data of benign and malignant points are linearly
separable. Thus nding one MSM-T plane in this 30-dimensional feature space
19
P1
P2
P3
Figure 2.8: MSM-T separating planes.
is already an example of overtting and leads to poor generalization. In order
to nd a single classier with good generalization performance, the space of
possible feature subsets was searched. Using a small number of features (1, 2,
or 3) and a small number of separating planes (1 or 2), the training set separa-
tion accuracy closely approximates the estimated predictive accuracy. Taking
advantage of the speed of MSM-T, the training performance of all of the above
combinations (1, 2, or 3 of the 30 features and 1 or 2 planes) was observed,
and generalization on the most promising feature sets was estimated using 10-
fold cross-validation. The best results were obtained with one plane and three
features: extreme area, extreme smoothness and mean texture. Applied to all
the data, the training separation was 97.5%; the estimated accuracy was also
97.5%. In actual clinical practice, this classier achieved 100% chronological
correctness on 92 new cases over the nine months ending April 30, 1994.
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2.5 Probability density approximation
Most machine learning applications evaluate performance with nothing more
than accuracy results like those above. However, to be useful in a clinical
setting, the physician needs some idea of \how benign" or \how malignant" a
new case is. By using some ideas from non-parametric statistics, we constructed
a method of computing the approximate probability of malignancy. All of the
training points were projected onto the normal to the separating plane by simply
computing xw, the scalar product of the normal w to the separating plane with
the feature value vector x. A graphical depiction of this process is shown in
Figure 2.9.
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Figure 2.9: Construction of estimated probability den-
sity functions. All the training points are projected
onto the normal to the separating plane. Separate his-
tograms are then formed for the benign and malignant
points along the normal.
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Two probability density functions (relative to the classier) were then ap-
proximated using a Parzen window [67, 69] or kernel technique. In general,
kernel techniques assign each sample a probability mass centered on the point
and falling away gradually in both directions. All of these probability masses
are summed and normalized to produce a density function (i.e., the area under
the curve is forced to equal one). For this application, the kernel was simply
a triangle, with the width chosen empirically to smooth the resulting densities
somewhat without ltering out potentially relevant aspects. The resulting den-
sities for the training samples of 357 benign and 212 malignant points are shown
in Figure 2.10. The probability of malignancy for a new case can be computed
with a simple Bayesian computation, taking the height of the malignant density
divided by the sum of the two densities at that point. Note that this assumes
equal prior probabilities of the two classes, which was preferred even though
roughly 60% of the cases in the training set were benign.
Because of the smoothing property of the kernel technique, the separating
plane does not cut the two densities exactly at their intersecting point. In
practice, one ambiguous point was classied as benign, but given a probability
of malignancy of 0.57. This case was ultimately diagnosed as being atypical,
but not yet malignant.
2.6 Clinical application
As mentioned earlier, the Xcyt system has been used by Dr. W. H. Wolberg in
his clinical practice for the past nine months, and through collaborative studies
will soon be used at other institutions. Once the FNA slide from a new patient
has been analyzed, the patient is shown a density diagram similar to Figure 2.10
along with the value of xw for the sample. In this way, the patient can easily
appraise the diagnosis in relation to hundreds of other cases, in much the same
way that an experienced physician takes advantage of years of experience. Thus
the patient has a better basis on which to base a treatment decision. Tumors
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Figure 2.10: Approximated densities of benign and ma-
lignant points.
from patients who opt for surgical biopsy have their diagnosis histologically
conrmed. Patients who choose not to have the biopsy done are followed for a
year at one-month intervals to check for changes in the tumor.
2.7 Discussion and extensions
While the methodology of applying machine learning techniques to features
extracted from medical images is certainly not new [4, 89], this work is unique
in several respects. First is the precise quantication of nuclear shape, using
several dierent features. This should make the Xcyt system more generally
applicable to new situations where dierent representations of shape are relevant
to outcome. Secondly, the linear programming-based learning procedure allowed
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us to nd an extremely simple, and therefore reliable, decision surface. By
estimating the densities of benign and malignant points relative to this classier,
we have a concise graphical representation of the condence associated with each
diagnosis. Most importantly, the result has been deemed reliable enough to be
incorporated into actual clinical practice. Based on numerous correspondence
from other clinicians, we expect this use to become more widespread in the near
future.
We are currently preparing to distribute the Xcyt system for use in multi-
institutional clinical trials. As more people use the system, many potential
improvements and extensions will undoubtedly come to light. Among the most
important extensions are the following:
 Automatic selection of cells:
One of the key unanswered questions about Xcyt is whether or not the
selection of cells to be digitized constitutes a signicant bias. All of the
images were created by a physician who is experienced in the diagnosis of
breast FNA. His results have been repeated on a small number of samples
by untrained operators, simply by selecting for digitization the area con-
taining the largest observed cell nuclei. Still, the eect of cell selection on
eventual diagnosis remains unclear. A more objective approach would be
to automate the process, possibly with a motor-driven slide reader which
digitizes many dierent areas of the slide. Each of these images would then
be diagnosed in the usual manner, with the nal diagnosis corresponding
to the worst of these results.
 Improved image segmentation:
The snake procedure has proven to be an eective solution to the prob-
lem of identifying cell boundaries. However, it is currently limited by the
local nature of the convergence algorithm, requiring a close initial approx-
imation. One solution to this limitation would be to smooth the image
to successive levels of reduced detail, as in the Gaussian pyramid scheme
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[17]. The initialized snake could be translated to the lowest, most highly
ltered level and run to convergence on the ltered cell nucleus. The re-
sulting snake would then be translated back and used as the initialization
at the next more detailed level. In this manner, the snakes might be better
able to avoid converging to local features which are not really part of the
object boundary.
 Database interfaces:
Another improvement would be to provide interfaces to popular database
programs. One of the key components of a successful application of ma-
chine learning techniques is the availability of a quality database of ex-
amples. Providing a built-in interface from the image processing system
to commonly used commercial database packages would help ensure the
quality of the resulting database, without which even the best machine
learning approach will be unsuccessful.
 System calibration:
Lacking a purely automatic method for outlining the cell nuclei, the Xcyt
system is subject to inter-observer variation. This variation lies along two
dimensions: the nature of the cells selected by a particular operator, and
how demanding the operator is regarding the converged snakes. We have
examined the extent of this variation [96] and found that computation of
shape features can vary by up to 10% among dierent users. One way to
avoid this type of variation is to calibrate the system for each new user.
We will take into account the bias of the operator by training a learning
system to recognize and consequently to counter the bias of the operator (if
it is incorrect, e.g. a selection by an inexperienced novice), or to enforce it
(if correct, e.g. a selection by an experienced practitioner). This training
will be done on samples for which the feature values are known, using
those values which were used in constructing the classier. Thus before
the computer system is used by an individual to digitize and diagnose a
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sample, the system will calibrate itself by training, say, a neural network
that will recognize the bias of the operator and hence take it into account
in future diagnosis. Of course as the individual gains experience, his bias
may change and therefore the system can be re-calibrated periodically to
take that into account.
 Other diseases:
There is some evidence that the classication system built into Xcyt
may be applicable to other forms of cancer, even without modication.
Twenty slides of FNA's taken from thyroid tumors at UCLA hospitals were
successfully diagnosed, indicating that there may be signicant structural
similarities between the two types of tumors. Other types of cancer cells
will be explored in the same way, including present work on brain tumors.
In any case, the methodology used to create the Xcyt classier is sound,
and can be repeated on for new diseases using large numbers of samples.
From a machine learning perspective, one interesting research direction is
extending the idea of a posteriori density estimations to a general decision sur-
face. The key here is to dene a suitable distance metric, analogous to \distance
from the separating plane," which applies to piecewise-linear or non-linear deci-
sion surfaces. Initially, we will use \distance from the classier" as our metric,
measuring how close a point was to falling in a region which would have clas-
sied it dierently. This allows us to collapse the high-dimensional space into
one dimension, and use simple counting or kernel techniques to estimate the
distributions for each class. In addition, it is possible that better results would
be obtained from constructing the distributions in a local fashion, by observing
only the points in a neighborhood of the newly observed point. This neighbor-
hood could be customized to reect the nature of the classier; for instance, in
the case of separating planes, a cylinder might be a more useful neighborhood
than a ball. Hence, we are looking to incorporate ideas from non-parametric
27
statistics, together with locality concepts similar to k-nearest-neighbor classi-
cation, to arrive at a general method for estimating the probabilities associated
with classications.
Chapter 3
Breast cancer prognosis: the
recurrence surface
approximation
We next address the more dicult question of the long-term prognosis of pa-
tients with cancer. Several researchers, beginning with Black et al. [12], have
shown evidence that cellular features observed at the time of diagnosis can be
used to predict whether or not the disease will recur following surgery. However,
with the widespread use of the TNM (tumor size, lymph node, metastasis) stag-
ing system [6, 36], nuclear grade is now rarely used as a prognostic indicator.
For instance, the breast database from the Surveillance, Epidemiology, and End
Results (SEER) Program of the National Cancer Institute [19], which contains
follow-up data for over 24,000 breast cancer patients, includes a three-valued
input representing nuclear grade for only about 17% of the cases.
This chapter introduces a new, linear programming-based prognosis predic-
tion method. This method is widely applicable to problems involving recurrence
or survival data. By applying it to the set of features described in Chapter 2, we
show that use of digital morphometry increases the utility of nuclear features
for prognosis, with the end result of lessening the reliance upon lymph node
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status.
3.1 Censored data problem denition
In applying machine learning approaches to prognosis, we rst note that this
problem does not t into either of the classic paradigms of classication or
function approximation. While a patient can be classied 'recur' if the disease
is observed, there is no real cuto point at which the patient can be considered
a non-recurrent case. The data are therefore censored [49], in that we know
a time to recur (TTR) for only a subset of patients; for the others, we know
only the time of their last check-up, or disease free survival time (DFS). In
particular, recurrence or survival data is right censored, i.e., the right endpoint
(recurrence time) is sometimes unknown. Previous work at Wisconsin [91, 96]
and elsewhere [16] has framed prognosis as a classication problem by choosing
a particular endpoint, such as two years or ve years. The more sophisticated
work of Ravdin et al. is discussed in Chapter 4.
Problems involving censored data are common to several elds; see for in-
stance [41, 49]. In engineering, one might be interested in the survival character-
istics of electronic components, while sociologists might consider what factors
lead to long-lasting marriages. However, the application of machine learning
methods to these problems has been rare. We hope that inductive learning will
provide an eective means of prediction using censored data.
3.2 Statistical approaches
There is a signicant body of work concerning censored data and survival esti-
mation within the statistics community. While we do not directly compare our
approaches with these either quantitatively or qualitatively, brief descriptions
of some of the more relevant methods are presented for completeness.
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The survival curve is a standard representation of survival data in the med-
ical literature. A survival curve plots the probability of survival against time,
as time increases from zero. Since these probabilities are not directly available
due to the right-censoring of the samples, a standard approximation known as
the Kaplan-Meier or product limit plot can be used [42]. Product limit curves
can be seen as a special case of the traditional life-table estimate [11], in which a
large number of samples are grouped into bins based on survival time. The sur-
vival probabilities s(t
i
) in the Kaplan-Meier curve are computed as follows: For
the time of rst recurrence, s(t
1
) is simply the percentage of non-recurs among
all cases with follow-up of at least t
1
. At each successive time t
j
, the previ-
ous survival estimate is multiplied by the instantaneous survival rate. Dening
n
j
to be the number of cases still at risk at time t
j
and r
j
to be the number
of recurrences at time t
j
, the Kaplan-Meier approximation is thus recursively
dened as s(t
1
) =
n
1
 r
1
n
1
; s(t
j
) = s(t
j 1
)
n
j
 r
j
n
j
: For an example, see Figure 3.8,
where this representation will be used to examine predictive results.
Survival curves can also be constructed in a parametric fashion by tting a
known distribution to the observed cases. For instance, the survival probability
can be estimated with an exponential distribution: s(t) = e
 t
. The parameter
 can then be estimated in a standard maximum likelihood fashion [31]. More
relevant are parametric regression methods, in which the distributional param-
eters are themselves functions of the available input features. See for example
Lee [49] and the references therein.
Non-parametric statistical techniques include the Cox proportional hazards
model [21] which estimates the hazard function, h(t), of time, that is, the instan-
taneous risk at time t. This regression method assumes that hazard functions
for dierent patients are all proportional, and therefore that the survival func-
tions are powers of one another. A prediction for time to recur (TTR) can
then be obtained by nding the median of the expected survival function. By
contrast, Buckley and James [15] devised a statistical method which directly
estimates TTR. This non-parametric, iterative regression method is the most
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directly comparable to the approaches we propose.
3.3 Linear programming approach
We approach the prediction of time to recur as a function estimation problem, a
mapping of an n-dimensional real input to a one-dimensional real output. The
most obvious approach to predicting TTR is to use only the uncensored cases
{ those for which a TTR is known { and use the input features to t them
with least squares (or least one-norm) procedure. However, by exploiting the
straightforward manner in which inequalities are handled in linear program-
ming, we are able to include all available cases to build a more accurate, robust
predictive model.
Our solution to this estimation problem is termed the recurrence surface
approximation (RSA) technique. RSA uses linear programming to determine a
linear combination of the input features which accurately predicts TTR. The
intuitive motivation for the RSA approach is that:
 Recurrences actually took place at some point in time previous to their
detection. However, the dierence between the time a recurrence is de-
tectable (actual TTR) and the time it is actually detected (observed TTR)
is assumed to be small.
 Observed disease free survival time (DFS) is a lower bound on the recur-
rence time of that patient.
These assumptions can be formulated into the following linear program for
a given training set:
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w;;v;y;z
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subject to
 v  Mw + e  t  y
 Nw   e+ r  z
v; y; z  0
(3.1)
The purpose of this linear program is to learn the weight vector w and the
constant term . These parameters determine a recurrence surface s = xw+ ,
where x is the n-dimensional vector of measured features and s is the surface
(in this case, a plane in the feature space) which ts the observed recurrence
times. Here M is an m n matrix of the m recurrent points, with recurrence
times given by them-dimensional vector t. Similarly, the k non-recurrent points
are collected in the k  n matrix N , and their last known disease free survival
times in the k-dimensional vector r. The vectors y and z represent the errors
for recurrent and non-recurrent points, respectively; overestimating the TTR of
recurrences is considered an error, while predicting a TTR which is shorter than
an observed DFS is also an error. The objective averages the errors over their
respective classes. (Note: e is a vector of 1's of appropriate dimension.) As
with MSM-T, the linear program is implemented using the MINOS numerical
optimization software [64].
Because recurrences take place at some unknown time prior to their detec-
tion, we do not consider underestimated recurrent points to be as serious of
an error as overestimated ones. To reect this, the v term in the objective is
weighed by an appropriately small positive parameter , forcing underestimated
recurrent points closer to the surface. Based on a perturbation theorem [55],
for a suciently small positive , that is 0 <  

 for some

, the objective
minimizes the weighted term conditionally, i.e., of those possible variable values
which minimize the rst two terms of the objective, those values which minimize
the third term are chosen. In this work, the \suciently small" value of  was
chosen empirically, by lowering it until further reductions had no eect on the
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training objective.
One possible variation of the RSA linear formulation is to vary the relative
importance of the recurrent and non-recurrent points. The above approach
considers the two sets of points to be equally important by averaging them
separately. One straightforward modication which has been tested is to weigh
each example equally, resulting in the following pooled error objective:
1
m+ k
e
T
y +
1
m+ k
e
T
z +

m+ k
e
T
v(3.2)
In fact, varying the relative weight applied to the recurrent and non-recurrent
points is an easy way to change the predictive characteristics of the resulting
generalizer, depending on the application. For instance, if most cases are un-
censored, the censored cases may add only slightly more information and could
be appropriately weighted with a small multiplier.
3.4 Feature selection
As mentioned in Chapter 1, overtting avoidance can sometimes be achieved by
training on only a subset of the given features. The diagnosis results in Chap-
ter 2 performed feature selection externally to the learning procedure, using a
combinatorial search to nd a single best classier. This sections describes a
more elegant and automatic solution, which incorporates feature selection into
the learning algorithm as a means of parameter elimination. Thus we view fea-
ture selection as a means of nding the optimal number of parameters, in the
spirit of neural network algorithms such as pruning [82], weight decay [38] and
optimal brain damage [48].
Essential to the feature-selection algorithm is the fact that the features have
all been normalized to lie in approximately the same range. All ordered features
{ whether real valued (as with the breast cancer data) or integer valued (as the
SEER data) { are \z-transformed" to have mean zero and standard deviation
one. This allows the assumption that the relative importance of an individual
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feature in the predictive model is approximated by the magnitude of the fea-
ture's corresponding linear coecient. Note that this scaling has two useful side
eects:
 Outlier feature values (that is, individual values that are extremely large
or small relative to the mean value of the feature) are easily identied,
since the value reects the number of standard deviations the original
value is from the mean. Outliers may have some semantics; for instance,
extremely large values of the \standard error" features computed byXcyt
might indicate that a very small number of cells was processed.
 Missing feature values can be safely set to zero. Setting missing values
to the mean is a common practice which is particularly appropriate here.
Since we are building linear models, a missing value has no eect on the
prediction for that case.
The feature-selection procedure is a variation of the heuristic sequential
backward elimination method [45], a top-down, greedy search through the space
of feature sets. The procedure begins by setting aside a tuning or validation
set, that is a surrogate testing set, in our case a randomly selected 10% of
the training cases. The regular RSA procedure is then applied to the training
set, nding the global optimum of the training objective using all the available
features. We then examine the resulting weight vector w, and force the follow-
ing weights to zero: all those which are non-basic (zero) variables in the LP
solution, and the smallest in magnitude among the (usually non-zero) weights
represented by basic variables. By bounding the weight value above and below
by zero, the corresponding variable is removed from the predictive model. The
RSA LP is then re-formulated and a new solution found in this reduced dimen-
sion. This elimination of variables is repeated until only one variable remains.
For the nal predictive model, we choose the feature set which demonstrated
the best performance on the tuning. Since setting aside a tuning set can cause
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signicant degradation when using only a small number of samples, we add the
tuning set back into the training set, and perform one nal optimization step.
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Figure 3.1: The tuning-set error during training with
feature-set selection. Each spike corresponds to a
dropped feature, while the subsequent drop in error
corresponds to re-optimization in the reduced feature
space.
Figure 3.1 shows the observed error on the tuning set for a typical run. Each
reduction of the problem dimension results in a jump in the error, which is then
reduced through the optimization process. However, by carefully utilizing the
\hot start" capability of the MINOS linear programming package, these error
spikes can be eliminated. Eliminating a variable can be accomplished by setting
its upper and lower bounds both to zero. Since only the bounds have changed,
the new linear program can be solved starting at the solution to the previous
LP. Since the solution in the new space typically lies very close to the previous
36
solution, these re-optimizations are very fast. As shown in Figure 3.2, the
number of training iterations is substantially reduced using hot starts.
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Figure 3.2: The tuning-set error during training with
feature-set selection when using hot starts. The er-
ror spikes associated with dropping a feature have been
eliminated and the number of training steps has been
reduced signicantly.
We also built this method of choosing an eective feature space into the
MSM-T classication procedure. Table 3.1 shows the classication improvement
on a closely related task: the two-year prognosis problem, where the positive
class includes those cases which recurred within two years and the negative
class those which were observed disease-free for at least two years. Note that
new tuning sets are allocated for each subproblem in the MSM-T decision tree
building procedure.
The feature-selection procedure forces MSM-T to build larger trees, since
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Correctness  sd Features Planes
MSM-T 67.99  3.42 32 2.77
MSM-T with Feature Selection 71.15  2.81 6.44 9.74
Table 3.1: MSM-T results with and without feature
selection. Testing results are the average of 50 cross-
validation tests, and are reported as correctness plus or
minus one standard deviation.
the initial splits do not separate the points as completely as was possible in
the higher dimension. However, a more precise measure of the complexity of a
decision tree is the total number of parameters, in this case, the number of planes
times the average number of features used for the planes. Using this metric, the
feature selection causes a 29% reduction in the complexity of the resulting trees
when applied to this problem. This results in a 4.6% increase in accuracy and
a 32% drop in the observed variance of the test-set correctness measurements.
Regarding each cross-validation as a separate trial, the dierence of the mean
accuracy rates is statistically signicant at the 99% condence level, while the
dierence in variances is signicant at the 90% level.
3.5 Application to prognosis problem
3.5.1 Wisconsin breast cancer prognostic data
We tested the RSA procedure on a data set consisting of 187 malignant breast
cancer patients, 44 of which had been observed to recur. These cases represent
all those patients for which any follow-up data was available, with the following
exceptions:
 Patients with distant metastasis at time of surgery, for whom prognosis is
poor.
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 Patients with in situ cancer, for whom prognosis is very good. In situ
cancers have not yet invaded the surrounding tissue, and rarely spread.
The input consisted of the 30 real-valued features computed with Xcyt along
with tumor size and number of positive lymph nodes.
The exact results of a leave-one-out test run using RSA on the Wisconsin
data are shown in Figure 3.3. This gure plots the observed TTR or DFS vs.
the predicted TTR depending on the type of the example, recur (+) or non-
recur (), along with the line y = x for reference. Ideally, all the recurrent
points should lie above but close to the y = x line, and all non-recurrent points
would lie below. Figure 3.4 shows the results of using the pooled error RSA
shown in Equation 3.2.
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Figure 3.3: Observed TTR or DFS vs. predicted recur
time: Original RSA, Equation 3.1.
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Figure 3.4: Observed TTR or DFS vs. predicted recur
time: Pooled error RSA, Equation 3.2.
The tradeo between these two methods is shown in these two plots. Since
the original RSA objective function weighs the recurrent points relatively more,
they are t more closely, at the cost of underestimating the unknown TTR
of many of the non-recurrent cases. Conversely, equal weighting of the points
ts the non-recurs well (thus lowering the average error of the test points)
but generates consistently optimistic predictions for the recurrent points. In
this case the less \accurate" predictive method, the original RSA, is probably
preferable in a clinical setting.
Further, consider the biases caused by the two classes, recurs and non-recurs,
on this predictive method. The unavoidable fact that not all cases were followed
to recurrence means that those which have been observed to recur exhibit a bias
toward early recurrence. Conversely, forcing the predicted recurrence times to be
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Mean Error Non-recur Error Recur Error
Original RSA 21.8 20.1 27.5
Pooled RSA 18.6 10.3 45.7
Original: Selection 18.3 19.9 13.0
Pooled: Selection 13.9 6.1 39.3
Original: Select 4 17.7 19.0 13.6
Pooled: Select 4 14.3 6.2 40.9
Table 3.2: Average error (in months) of RSA formula-
tions: Wisconsin prognostic data.
above the DFS time of the non-recurrence cases biases the predictions upward.
In the absence of other information, it is reasonable to weight the two sets of
cases equally, thus hopefully canceling these competing biases.
Table 3.2 summarizes computational results of the RSA procedure on this
data, using both RSA formulations. The cumulative error is divided into errors
in predicting recurrent and non-recurrent cases to show the dierence caused
by weighting of the cases in the objective function. In addition to the dierent
objectives, 3 dierent styles of feature selection were tested: no selection, tuning-
set selection as described above, and a variation which eliminates features down
to a certain predetermined number. In this case, a cross-validation determined
that the average number of features required was four. All results reect leave-
one-out testing. Note that in the reporting of these test results, underestimated
recurrences are not counted as errors, although they are treated as discounted
errors in the training objective.
In all cases, eliminating redundant or irrelevant features improved the results
signicantly. Using cross-validation to determine the number of features in each
model may also improve performance, by reducing the variation allowed by
tuning with a small subset.
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The feature-selection procedure also provides insight into which of the input
features is most important for prognosis prediction. Consider the \select four"
test run with the original RSA formulation, in which leave-one-out testing re-
sults in 187 separate predictive models. The mean radius feature was used in
155 (83%) of those models, followed by worst radius (145), worst area (132) and
mean perimeter (129). In fact, the nine size-related variables (of the original set
of 32 variables) accounted for 91% of the total feature usage. Clearly, nuclear
size is signicantly more important for prognostic estimation than any of our
representations of shape. It is also interesting to note that the traditional tumor
size and lymph node status features were used in none of the 187 tests.
3.5.2 SEER data
Table 3.3 reports similar results for dierent subsets of the SEER database.
These cases contain values ve integer-valued input features. Each feature value
represents a certain property of the observed specimen. Although the values are
coded, they typically follow the \bigger means worse" ordering which was coded
into the Wisconsin features.
1. Histological Grade: integer in f1, 2, 3g
2. Tumor Size: integer in f1, 2, ..., 11g
3. Tumor Extension: integer in f1, 2, ..., 5g
4. Number of Axillary Lymph Nodes Positive: integer in f1, 2, ..., 10g
5. Number of Axillary Nodes Examined: integer in f1, 2, ...g
As this database of 44,135 cases is too large for the memory of our worksta-
tions, a subset of 1,000 cases was selected by choosing every 44th record. After
again eliminating cases with distant metastasis and in situ cancer, 890 remained
for testing. Because of the small number of features, the feature selection had
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Mean Error Non-recur Error Recur Error
RSA: Random Cases 17.2 17.0 18.0
RSA: Histo. Grade Cases 17.6 18.1 16.4
Table 3.3: Average error (in months) of RSA: SEER
data.
little eect on the results, so tests without it will not be reported. A second test
was performed with just the 7,438 cases which included a value for histological
grade. Note that the SEER data is recorded slightly dierently, since survival
time is recorded rather than recurrence time.
The errors on this larger data set conrm the eectiveness of the RSA
method. We have also shown that a precise, detailed description of nuclear
grade is enough information to predict prognosis as well as the more traditional
features recorded in the SEER study. However, histological grade seems to have
little eect on the predictive power of the SEER model. This we attribute to
the small amount of information available in an objectively graded, three-valued
feature.
3.5.3 Gutenberg data
We also evaluated the RSA procedure on a third data set from the group at
Gutenberg, Germany [62]. These cases contain 13 integer and coded features:
age at diagnosis, menopausal status, histologic grading, number of lymph nodes
removed, number of lymph nodes involved, tumor size, estrogen receptor sta-
tus, progesterone receptor status, immunohistologic overexpression of erbB-2,
urokinase-like plasminogen activator, proliferation rate via ki67 antigen, plas-
minogen activatou inhibitor (PAI-1), and Cathepsin D. Computational results
with these cases are summarized in Table 3.4.
First, these positive results further validate the use of the RSA method for
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Mean Error Non-recur Error Recur Error
Original RSA 6.36 5.56 9.08
Pooled RSA 5.70 2.79 15.61
Original: Selection 8.01 7.88 8.46
Pooled: Selection 5.68 2.43 16.73
Original: Select 5 7.43 7.28 7.91
Pooled: Select 5 5.91 2.56 17.28
Table 3.4: Average error (in months) of RSA formula-
tions: Gutenberg data.
prognosis prediction. However, adding the feature selection procedure did not
help in this case, as the risk of eliminating useful features outweighed the benet
of overtraining avoidance.
The average errors are signicantly lower here than with the other data sets.
However, we attribute this less to the utility of the Gutenberg features than to
the relative homogeneity of the cases. No non-recurrent cases with follow-up
time less than 24 months were included. Further, 66% of the recurrence times
and 94% of the follow-up times are between two and six years. Hence, this
prediction task was signicantly easier than the other two explored.
The feature usage on the \select ve" case also supports the above con-
clusion. The most prevalent feature in the 141 testing cases was histological
grade, which was selected 97% of the time. Other relevant features were in-
volved lymph nodes (chosen in 87% of the tests) and estrogen receptor status
(72%). Since the other two data sets also involved some indication of nuclear
grading and lymph node status, we conclude that the new features such as the
hormone-related measurements were not the source of the improved results.
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3.6 Comparative results
In order to evaluate the eectiveness of the recurrence surface approximation
method, it was compared to other learning methods on the Wisconsin data set.
Figure 3.5 shows the mean generalization errors of the original RSA compared
against the following prediction methods:
 Pooled error RSA: All of the feature examples were weighted equally
in the objective. See Equation 3.2.
 Modied backpropagation: We also evaluated an articial neural net-
work (ANN) using a modied version of back-propagation [78]. The out-
put unit for our ANN used the identity function as its response rather than
the familiar sigmoid, allowing any real-valued output. The error function
was also changed to the one-sided errors as used in the RSA; learning
took place only on underestimated non-recurrent cases and overestimated
recurrent cases. A tuning set was used for early stopping to avoid possi-
ble overtraining. Several dierent network architectures were tested, and
the reported results represent the best results, from a network with two
hidden layers of ten nodes each. We do not consider the ANN results a
\strawman" used solely for comparison purposes but rather an extension
of the RSA concept to a dierent prediction method.
 Least 1-norm error on recurs: An obvious method for predicting re-
currence is a regression procedure which minimizes the average error on
just the recurrent cases. For compatibility, this test was run using the
greedy feature-selection method.
 k-nearest neighbors: The nearest neighbor procedure [1, 35] is another
eective and intuitive method for generalization. In this application, the
recurrence time for the k recurrent cases closest to the given test point
in Euclidean space were averaged to give a prediction. We tested values
45
of k between one and ten, with both scaled and unscaled features. In
order to simulate feature selection, the k-nearest neighbor algorithm was
also tested using only the six features found most relevant by RSA (see
previous section). The best results, which are reported in Figure 3.5, were
obtained using all of the unscaled features, and k equal to seven.
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Figure 3.5: Average errors for dierent prognostic pre-
dictors.
Comparative results on all points, recurrent cases only and non-recurrent
cases only are reported for the various prediction methods. We note again that
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the original RSA formulation performs comparably on both recurrent and non-
recurrent cases, while the pooled error and backpropagation methods favor the
majority non-recurrent class, thereby lowering their mean error. The highly
nonlinear articial neural network predictions were comparable in quality to
those made the the RSA method, indicating that nonlinearity adds little to
predictive ability on this particular problem. Still, nonlinear extensions to RSA
are explored in the next chapter. The results for least-1-norm estimation are
improved by the relatively short time of the study. Most of the observed recur-
rences were at relatively short times, therefore a regression method which uses
only the recurrent cases skews the predictions downward. The nearest-neighbor
predictor also benetted from this bias.
3.7 Medical interpretation
Individual predictions of recurrence (or survival) time can be a signicant con-
tribution to the planning of treatment for cancer patients. However, because
of the limited amount of predictive power in the available prognostic features,
the predictions shown in Figures 3.3 and 3.4 exhibit a signicant amount of
variance; the recurrence prediction problem has certainly not yet been solved.
Therefore, it is important to present the group characteristics of patients with
a particular predicted recurrence time. Two approaches to this representation
problem are discussed.
3.7.1 Fixed-time prediction densities
The rst method addresses recurrence probabilities at a particular point in time.
For instance, what were the RSA predictions for patients who recurred in less
than two years, compared to those who were disease-free for more than two
years? To answer this question, we rst divide the training examples into the
two classes recur and non-recur using a particular endpoint (e.g., two or ve
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years), as is done when treating prognosis as a separation problem. Histograms
are then built to count the number of cases in each class which were predicted
to recur at all possible times. For clearer presentation, we again use a Parzen
window kernel technique [67] as in the diagnosis probability density estimations
in Chapter 2. Results for endpoints of two years and ve years are shown in
Figures 3.6 and 3.7.
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
-40 -20 0 20 40 60 80 100 120 140 160
Sm
oo
th
ed
 N
um
be
r o
f C
as
es
Predicted TTR (months)
Non-recur
Recur
Figure 3.6: Number of non-recur and recur cases at two
years versus the RSA feature-based prediction of time
to recur xw + .
Among those patients who will recur in less than two years, most of the
RSA predictions were suitably pessimistic, clustering around the two year mark.
However, among all patients, the majority will not recur by two years, no matter
what the RSA prediction.
1
For the ve year recurrence case, note that for nearly
1
Negative prediction for time to recur are not disallowed by the RSA model. This seeming
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Figure 3.7: Number of non-recur and recur cases at ve
years versus the RSA feature-based prediction of time
to recur xw + .
all predictions of less than three years, recurrences are the predominant class.
Hence, an RSA prediction of three years or less translates to a poor prognosis at
ve years. There is also a smaller peak of recurrent cases clustered around the
ve year prediction, indicating that several of the RSA predictions were very
nearly accurate.
irregularity could have been prevented with an extra non-negativity constraint in the RSA
linear program. However, it was deemed more important to emphasize the relatively poor
prognosis of these patients.
49
3.7.2 Survival curves
The recurrence predictions made by RSA can also be interpreted using sur-
vival curves. Again using the leave-one-out testing data from Figure 3.3, the
cases were divided into three groups based upon their predicted time of recur-
rence: predictions of less than two years (54 cases), predictions from two to ve
years (98 cases), and predictions greater than ve years (35 cases). The actual
recurrence probabilities of these three groups were then constructed with the
Kaplan-Meier approximation, as shown in Figure 3.8.
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Figure 3.8: Survival probabilities based on RSA pre-
dicted TTR.
This plot clearly shows that the RSA predictions for these cases was con-
sistent with the actual prognosis. Those examples for which the prediction was
less than two years have the worst prognosis for the duration of the study, and
a recurrence rate of nearly 30% at two years. Those with predicted TTR's of
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greater than ve years have an extremely good prognosis, with only 10% recur-
rence up to ve years, but with more recurrences being observed (as expected)
after that time.
There are a number of points to be made about these dierent represen-
tations of the RSA method. First we note that the two styles of plots show
similar yet complementary information. The xed-time density curves show all
of the predictions for a given \snapshot" in time, while the survival curves follow
time throughout the study and group similar predictions together. The survival
curves could in fact be generated from a series of density plots by integrating
both the recur and the non-recur curves over the appropriate interval and taking
the ratio of the non-recur result to the sum of the two.
Figure 3.8 also suggests the ability to generate customized survival curves for
each new patient. Once the input features have been collected and a prediction
has been made, a survival curve can be plotted using those training cases for
which a \similar" recurrence prediction was made. This addresses the issue
of specic, customized recurrence probability estimates for each patient, by
making comparisons relative to the predictive model. This could be easily done
by including only those cases in a certain interval around the current prediction
{ e.g., for a prediction of two years, a survival curve could be constructed using
those points predicted to recur between one and three years. This subset would
consist of all cases between 12 and 36 months in Figure 3.3. Another approach
would be to construct survival curves based on some number of nearest neighbors
of the current prediction.
This capability could have a signicant impact on treatment planning. One
widespread use of survival curves is that of comparing dierent types of treat-
ment: randomized tests are performed on the dierent treatment modalities and
the various survival expectations examined. Consider an RSA predictive model
which includes the presence or absence of a particular type of treatment as an
input feature. A patient could then be shown two individualized survival curves
based on his or her expected recurrence with or without the treatment. By
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combining all the available features in the predictive model, the RSA approach
is able to specically address interactions which may not become obvious in
randomized testing. As a hypothetical example, a large tumor might be shown
to neutralize the eectiveness of extensive chemotherapy, giving both the doctor
and the patient more information to use in quality-of-life vs. expected-survival
decisions.
3.8 Extensions
A thorough comparison of the RSA method with the standard statistical prac-
tice, the Cox proportional hazards model, will be performed. As mentioned,
recurrence time predictions are obtained from the Cox survival curves by choos-
ing the median time, that is, the time at which the survival probability equals
0.5. This comparison will utilize simulated data in order to resolve questions
about error computation (all recurrence times will be known accurately) and to
remove any biases which may be present in observed data.
The predictive power of the recurrence surface approximation method is
limited somewhat by the fact that the resulting predictive surface is linear.
Several methods for adding nonlinearities are discussed in the next chapter.
Another possibility is the addition of nonlinear features to the predictive model,
in the form of reciprocals (
1
x
), cross-terms (x
1
x
2
), etc.
Chapter 4
RSA variations
The recurrence surface approximation (RSA) method described in the previous
chapter is a robust, eective way to predict recurrence or survival times us-
ing right-censored data. However, linear predictive models { that is, models in
which the output is a linear combination of the inputs { are inherently limited
in their predictive power. In many cases, the underlying function being approx-
imated by the learning technique has nonlinear components. Several methods
of \de-linearizing" the RSA procedure have been implemented and tested and
are described in this chapter. These methods include the following:
 Feature-space partitioning methods: These methods divide the
feature space based on the the predictive performance of the RSA on the
various training points. New cases can then be handled dierently based
on whether we expect the RSA to predict their time to recur (TTR) well.
We examine two dierent methods of using this information:
1. Multiple RSA: In the rst method, a new RSA is trained using
only the points expected to be in error using the rst RSA.
2. Augmented RSA: The second method adds an auxiliary feature to
each example, and sets the value of this feature based on the RSA's
expected performance. A new RSA is then trained in this augmented
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space.
 Stacked RSA: This method is an adaptation of Wolpert's Stacked Gen-
eralization algorithm [99] and uses cross-validation to estimate the errors
of the RSA procedure and attempts to correct them with a second-level
predictor. The rst level may consist of a single RSA or several separately
trained RSA's.
 Implicit RSA: This approach adds time as an input feature and builds
a separation surface in this augmented feature space. This surface can
then be used to predict TTR for new cases.
4.1 Partitioning the Input Space: Multiple RSA
and Augmented RSA
The rst set of methods uses the idea of partitioning the set of training ex-
amples by constructing separating surfaces in the feature space. In this man-
ner, examples with dierent, identiable properties can be handled separately.
Specically, those points which are expected to be predicted poorly by the RSA
method are treated dierently. We consider several variations of this idea in
this section.
4.1.1 Multiple RSA (MRSA)
This method divides the feature space based on the results of a preliminary RSA
t. We then evaluate the training examples in the context of the approximating
surface, and construct a decision tree to separate points that are well t by the
RSA from those that are not. The feature space is then partitioned via MSM-
T into two categories and a new, separate RSA is constructed for the class of
examples that were poorly t by the original RSA. This training procedure is
depicted in Figure 4.1. This eectively adds a nonlinearity, in the form of a
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linear threshold or step function, into the predictive model. This approach can
also be seen as a way of learning the errors made by the original RSA, as a new
predictive surface is constructed specically for hard-to-t cases.
RSA 1
Poorly Fit
by RSA 1
RSA 2X
TTR
TTRMSM-T 
Figure 4.1: MRSA training. Both multiple RSA varia-
tions begin training by constructing an RSA. A decision
tree is then constructed to recognize points which are
this RSA predicts poorly. A new RSA is built using
only these points.
Results will be reported on two variations of this approach.
1. First, a classier is trained to learn the set of points that were t poorly by
the RSA, that is, underestimated non-recurrent cases and overestimated
recurrent cases. A separate RSA is then trained for points classied in
this region. When generalizing, we use the prediction of one of the two
RSAs, depending on the classication of the new case. Figure 4.2 is a
graphical depiction of the prediction process.
2. This second variation is the same as the rst, except that the second RSA
is treated as an error correction. New cases classied in the \poorly t"
region have the original prediction averaged with the second one. See
Figure 4.3.
Computational results for these two approaches are shown in Table 4.1. All
of these errors are the average of ve tenfold cross-validation tests. Results of
the original RSA using this testing methodology are somewhat dierent than
those reported in the previous chapter, and are shown here for reference. While
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X
TTR
TTR
Poorly Fit by RSA 1
Well Fit by RSA 1
MSM-T 
RSA 2
RSA 1
Figure 4.2: The rst variant of the Multiple RSA
method uses a decision tree to separate out cases which
are unlikely to be predicted well by the original RSA
surface.
some of the individual cross-validation runs show signicant improvement, the
generalization performance in general did not improve over RSA. There are two
factors contributing to this performance:
1. Very small learning sets were being used for the auxiliary generalizers, giv-
ing the RSA too few cases to make good predictions. Better performance
can be expected using larger training sets.
2. These methods depend on the implicit assumption that \predictable" and
\unpredictable" points can be dierentiated in the feature space. The
generalization correctness of the classiers used in the architectures of
Figures 4.2 and 4.3 was only around 55%, about the same as the size of the
majority class. Hence, points were often \corrected" when no correction
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RSA 1
RSA 2
X
Well Fit by RSA 1
TTR
MSM-T 
RSA 1
Poorly Fit by RSA 1
+ TTR
Figure 4.3: The second variant again attempts to sep-
arate out the cases for which the RSA predictor will
perform poorly. However, the second RSA is this time
used as an error corrector, with the nal prediction be-
ing a linear combination of the two RSA predictions.
was necessary.
A third method of partitioning the feature space was also tested. In order
to improve classication, the two error cases (overestimated recurrent cases
and underestimated non-recurrent cases) were learned separately, using two
dierent decision trees. New predictive surfaces were then trained on each
of the two error classes. While the classication was improved, the overall
predictive performance of the method was signicantly worse than RSA alone.
This emphasizes the importance of having both recurrent and non-recurrent
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Mean Error Non-recur Error Recur Error
MRSA 1, Eq. 3.1 23.1 21.6 27.8
MRSA 1, Eq. 3.2 27.6 22.2 54.9
MRSA 2, Eq. 3.1 20.3 19.9 21.4
MRSA 2, Eq. 3.2 21.4 14.5 43.8
RSA, Eq. 3.1 24.9 22.6 32.4
RSA, Eq. 3.2 20.6 11.7 49.6
RSA + Feat. Select., Eq. 3.1 19.3 19.7 18.3
RSA + Feat. Select., Eq. 3.2 15.4 7.2 42.0
Table 4.1: Average errors for multiple RSA formula-
tions, using both original error function (Equation 3.1)
and pooled error (Equation 3.2) with feature selection.
Reported results are the average of ve 10-fold cross-
validation tests. Results from the original RSA are
somewhat dierent using this testing methodology and
are therefore included for reference.
cases in the RSA training set. The errors of the RSA objective are dened to
force a trade-o between the quality of predictions for the two classes. This
trade-o is lost when training with only one type of example. If an RSA is
trained with only recurrent points, the surface is severely biased downward
in the time dimension, resulting in overly pessimistic predictions. Conversely,
training with only non-recurrent cases forces the surface up, hence biasing the
predictions to be overly optimistic.
4.1.2 Augmented RSA (ARSA)
Another approach is to add auxiliary binary features to each of the of the
examples. A value of 1 for an auxiliary feature will designate a dicult case for
an RSA and 0 a simple case. Three tasks are performed to train this type of
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predictor, as shown in Figure 4.4:
1. An initial RSA is trained to predict TTR for all the examples.
2. Based on the performance of the RSA, the feature space is separated by
one or more MSM-T decision trees.
3. A new RSA is trained to predict the TTR with the added auxiliary fea-
ture(s).
Once the above procedures are carried out, a new case is processed rst by the
MSM-T to determine the value of the auxiliary feature, then the example is
processed by RSA 1 to give a predicted TTR.
Underestimated
Non-recur
Overestimated
Recur
X RSA 0
X’
TTR
TTR
RSA 1 TTR
MSM-T 1
MSM-T 2
Figure 4.4: Augmented RSA training. Cases are again
categorized into classes based on whether or not we ex-
pect RSA 0 to predict their TTR well. The two types
of possible errors, overestimated recurrent cases and
underestimated non-recurrent cases, are learned sepa-
rately. This information is then coded as two binary
input features which are added to the original features,
producing augmented feature vector X'. A nal RSA 1
is then constructed in this augmented space.
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The main purpose of this procedure is to avoid the possibility of poor general-
ization due to very small training sets, at the cost of slightly reduced generality.
Adding an extra binary feature eectively lets the RSA learn two parallel planes
in the original feature space, with orientation determined by the coecients of
the original features and an oset determined by the coecient of the auxiliary
binary feature.
We also note that learning the two error classes (overestimated recurs and
underestimated non-recurs) separately is more useful here than learning them
together. The relatively poor generalization achieved when learning the error
cases together renders the extra feature irrelevant. Conversely, by separating
the overestimated recurrent cases from all others, and the underestimated non-
recurrent cases from all others, we obtain better generalization and hence more
relevant auxiliary features. The prediction method is depicted in Figure 4.5.
MSM-T 1
MSM-T 2
X TTR
X’
RSA 1
Figure 4.5: Augmented RSA testing. The new case is
tested with both of the classiers to determine values
for the auxiliary features. The nal TTR prediction is
then performed on the augmented feature vector X'.
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This method adds a slight complication: Should the newly created features
be subject to the feature-elimination procedure? One could leave them at the
mercy of the tuning set, or at the other extreme, insist that they be used in the
nal generalizer. The results reported in Table 4.2 take a compromise position;
if k features are used in the original RSA, the feature space of the augmented
RSA is pared down to k + d features, where d is the pre-specied number of
new features added. In practice, this method always included at least one, and
usually both, of the auxiliary features.
The reported results use two binary features, one for each type of possible
error. This improves the classication performance to between 3 and 7 percent-
age points above the majority class. Despite the improved generalization, the
average error is again no better than the original RSA formulation, with most
of the degradation occuring because of extremely poor predictions on just a few
points.
Mean Error Non-recur Error Recur Error
ARSA, Eq. 3.1 26.6 21.0 44.6
ARSA, Eq. 3.2 19.8 12.6 43.6
RSA, Eq. 3.1 24.9 22.6 32.4
RSA, Eq. 3.2 20.6 11.7 49.6
RSA + Feat. Select., Eq. 3.1 19.3 19.7 18.3
RSA + Feat. Select., Eq. 3.2 15.4 7.2 42.0
Table 4.2: Average errors for the augmented RSA
formulation, using both original error function (Equa-
tion 3.1) and pooled error (Equation 3.2) with feature
selection. Reported results are the average of ve 10-
fold cross-validation tests. Results from the original
RSA are included for reference.
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4.2 Stacked RSA (SRSA)
This experiment evaluates several variations of Wolpert's Stacked Generaliza-
tion method [99]. The idea is to use a second-level generalizer (level 1, in
Wolpert's terminology) to learn the errors being made by one or more initial
generalizers (at level 0). To accomplish this, each training phase consists of
cross-validating the original level 0 training set and recording the predictions
on the left-out points. These predictions are then used to construct a training
set for the level 1 generalizer.
In the rst version of stacked generalization, there is only one level 0 gener-
alizer, in this case an RSA. The errors made at level 0 are then used as a level
1 training set. When predicting new points, some percentage of the error pre-
dicted at level 1 is added to the level 0 prediction of TTR. In this domain, the
error signal (level 1 training signal) was computed as predicted TTR - (DFS
or TTR). If the level 1 generalizer is able to correct this error, it improves
the predictions of the recurrent cases while having no detrimental eect on the
non-recurrent cases. The generalization errors were estimated at level 1 with a
least-1-norm linear t. Prediction is done on new points by adding half of the
predicted error to the predicted TTR. Figure 4.6 depicts the prediction process.
Feature selection was performed in the following manner. During the indi-
vidual runs of the training cross-validation, the number of features (f) chosen
by the tuning set method was recorded. At the end of the cross-validation, the
whole training set is used to create the nal level 0 generalizer. This RSA was
pared down to exactly f features, where f is the average of the individual f 's
observed during the cross-validation.
Computational results for this approach are shown in Table 4.3. When
feature selection is done on the individual RSA runs, we see no improvement
in the generalization performance. However, with no feature selection (i.e., all
32 features used for each RSA) the stacked approach shows fairly substantial
error reduction. This approach to learning the generalization errors apparently
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RSAX
Level 0
1-norm fit
Level 1
Error
+ TTR
TTR
Figure 4.6: Version 1 of stacked RSA (SRSA). Level 0
consists of an RSA predictor constructed in the usual
manner. The input cases are cross-validated and the
prediction errors recorded for use as the level 1 train-
ing outputs. The input for level 1 consists of the same
features used at level 0, and the training method is a
simple least 1-norm error t. New cases are predicted
by adding one-half of the predicted error to the pre-
dicted TTR.
eliminates about the same amount of error as the feature-elimination process.
The second version of stacked generalization uses a number of predictive
models at level 0. These can be constructed in several ways, for instance, they
could reect dierent training methods (neural networks, regression trees, etc.),
or they could use the same training method on dierent subsets of the training
examples. During the initial cross-validation, each level 0 generalizer records
the predictions of the testing cases. These predictions are collected and used
as the input features to the level 1 generalizer, which uses them to predict
TTR. Hence, each level 1 training example has one input feature for each level
0 predictor.
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Mean Error Non-recur Error Recur Error
SRSA, Eq. 3.1 20.3 18.6 26.0
SRSA, Eq. 3.2 18.2 13.0 34.8
SRSA + Feat. Select., Eq. 3.1 20.3 19.7 22.2
SRSA + Feat. Select., Eq. 3.2 17.5 12.7 33.2
RSA, Eq. 3.1 24.9 22.6 32.4
RSA, Eq. 3.2 20.6 11.7 49.6
RSA + Feat. Select., Eq. 3.1 19.3 19.7 18.3
RSA + Feat. Select., Eq. 3.2 15.4 7.2 42.0
Table 4.3: Average errors for the single-generalizer ver-
sion of stacked RSA (SRSA). Reported results are the
average of ve 10-fold cross-validation tests. Results
from the original RSA are included for reference.
The implementation of stacked generalization reported here creates the train-
ing sets for the level 0 RSA predictors by dividing up the available input features.
Each RSA is presented with a random, xed-size set of features from all of the
training examples, with each feature being allocated to exactly one generalizer.
This method was preferred over dividing the training examples because of the
relatively small size of the training set. The level 0 predictions are used to pre-
dict TTR at level 1 in the usual RSA fashion. Experiments were also run using
a slight variation of RSA in the level 1 generalizer, restricting the predictive
model to be a convex combination of the inputs, i.e., the sum of the feature
weights w
i
was forced to equal one. See Figure 4.7. Put another way, the level 0
RSA 1, RSA 2, etc. produce their own, local predictions; these local predictions
are then combined by the level 1 RSA k + 1 to do a global prediction. Because
of the small size of the feature sets, the feature-selection mechanism was not
used for these experiments.
Computational results for this second version of stacked RSA are shown
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subset 2
subset k
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Level 0
TTR
Level 1
TTR
TTR
TTR
RSA k+1
RSA 1
RSA 2
RSA k
Figure 4.7: Version 2 of stacked RSA (SRSA). The in-
put features are randomly partitioned into sets of three.
Each level 0 RSA uses one set to predict TTR. These
predictions are gathered and used as input features to
the level 1 RSA, which provides the nal prediction of
TTR.
in Table 4.4. By itself, the stacking approach did not improve the observed
generalization. However, signicant error reduction was obtained by restricting
the nal prediction to be a convex combination of the level 0 predictions. This
simple restriction reduces the possibility of extremely large errors, and was also
more consistent across the various test runs. However, the predictions also
tended to cluster around the mean, making it harder to predict the extreme
cases (i.e., very early recurrence or long disease-free time).
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Mean Error Non-recur Error Recur Error
SRSA 2, Eq. 3.1 22.9 21.7 26.8
SRSA 2, Eq. 3.2 18.5 10.1 45.6
SRSA 2,
P
i
w
i
= 1, Eq. 3.1 18.5 18.9 18.4
SRSA 2,
P
i
w
i
= 1, Eq. 3.2 13.9 5.8 40.0
RSA, Eq. 3.1 24.9 22.6 32.4
RSA, Eq. 3.2 20.6 11.7 49.6
RSA + Feat. Select., Eq. 3.1 19.3 19.7 18.3
RSA + Feat. Select., Eq. 3.2 15.4 7.2 42.0
Table 4.4: Average errors for the multiple-generalizer
version of stacked RSA (SRSA). Reported results are
the average of ve 10-fold cross-validation tests. Results
from the original RSA are included for reference.
4.3 Implicit RSA (IRSA)
Another interesting approach to predicting time to recur is termed the implicit
recurrence surface approximation (IRSA). Here a separation methodology is
used in the space of features time, with the result again being a plane which
can be used to predict recurrence. The data manipulation used here builds
upon the work of Ravdin and colleagues [23, 74, 75], who use a neural network
to learn survival curves.
Before constructing the predictive surface, the training examples must be
pre-processed in order to successfully frame the prognosis problem as one of
separation. Time is added as an input feature, and given values along the range
of follow-up times in the study. Each case thus produces a number of new
training examples which are identical except for the time feature. In this case,
a new training case is created for each six month interval, producing cases with
time equal to 6 months, 12 months, etc. up to the longest known follow-up
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time. For any particular time, the training case can be given a classication
of recur (R) or non-recur (N), based on the patient's status at that point in
time. This is depicted graphically in Figure 4.8 for two samples, 1 and 2. The
non-recurrent sample 1 with DFS time in the fth time interval would produce
four new training examples, all with the N classication. Nothing is known
about this case for any later times, so no further examples are created. The
recurrent case similarly produces ve N cases up to the recorded TTR. For all
time intervals beyond that, the same features produce a case with classication
R.
N N N N N R R R R RSample 2: Recur
Time
Sample 1: Non-recur N N N N
TTR for sample 2
DFS for sample 1
3 4 5 6 7 8 9 100 21
Figure 4.8: Pre-processing used to create the training
set for the implicit RSA classication. Samples that
have not recurred generate non-recur (N) points up to
the DFS time. Samples that have recurred again pro-
duce non-recur points up to their TTR, and recurrent
points (R) for all later times.
As a result of this pre-processing, there are now a signicantly increased
number of cases which can be separated using any classication procedure.
Ravdin uses these cases (after some further pre-processing) as input to a neural
network which learns to separate recur (with output training signal 1) from
non-recur (trained with 0). For new cases, the response of the ANN output
unit is interpreted as a probability of recurrence. Survival curves can then be
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constructed by varying the time feature. We use instead the MSM-T separation
procedure to directly predict the time of recurrence. First, a single separating
plane (the \implicit" recurrence surface) is constructed between R and N cases
in the features time space. For a new case, consider holding all the features
xed and varying time. The point at which this line meets the separating plane
is the value of time for which this particular case would go from being classied
\non-recur" to being classied \recur". Hence, that time can be interpreted as
a predicted TTR. See Figure 4.9. Specically, we solve the equation
TTR =
  
P
i
w
i
x
i
w
n+1
:(4.1)
R
F2
Time
F1
Predicted TTR
N
Figure 4.9: Predicted TTR's are generated by rst con-
structing a separating plane in the augmented features
time space, here represented by features F1, F2 and
time. For a new case with particular F1 and F2 val-
ues, we solve for time in the planar equation. This is
the predicted time of recurrence.
The implicit RSA procedure can be given more predictive power by adding
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nonlinear functions of time as new input variables. In this experiment, we added
time
2
;
1
time
; and
1
time
2
. This adds several complications:
 The predicted TTR now requires nding the root of a nonlinear set of
equations. This was handled with a safe Newton-Raphson method, as
implemented in [69]. However, the resulting root may or may not be
unique. This was handled in the following experiments by beginning the
search for roots near the median recurrence time and working outward to
both extremes. The rst root located in such a fashion was used at the
predicted TTR.
 The feature-selection method is compromised by the fact that none of
the time variables are guaranteed to be kept. This suggests that the
time features should be exempted from possible elimination. However, in
practice we found that at least one, and often more, of time features were
retained, indicating that they are indeed providing the added predictive
power that was expected.
Computational results for the two methods are shown in Table 4.5. Because
of the way the MSM-T method handles errors, these results are comparable
only to the RSA results using the objective in Equation 3.2. We note that these
results are qualitatively very similar to those produced by RSA, and that the
nonlinear extension signicantly improved the predictive power.
4.4 Discussion and extensions
This chapter presents a number of dierent methods for adding nonlinearity to
the recurrence surface. The rst two methods, multiple RSA and augmented
RSA, divide the training data based on the expected accuracy of a linear RSA.
While this approach seems sound, these approaches did not improve the overall
accuracy on the Wisconsin prognostic data, partially due to the small size of the
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Mean Error Non-recur Error Recur Error
IRSA 19.2 11.5 44.3
Nonlinear IRSA 15.3 7.1 41.8
RSA, Eq. 3.2 20.6 11.7 49.6
RSA + Feat. Select., Eq. 3.2 15.4 7.2 42.0
Table 4.5: Average errors for the implicit RSA (IRSA)
procedure. Reported results are the average of ve 10-
fold cross-validation tests. Results from the original
RSA are included for reference.
example subsets. They also suered from the diculty of accurately predicting
the class of new examples. This suggests one avenue for improvement, that is,
more easily learnable divisions of the training data. Application of an unsuper-
vised learning or clustering technique to the input data might nd non-obvious
divisions which would benet from separate training.
More successful was the application of stacked generalization to the progno-
sis prediction problem, particularly the combination of several level 0 general-
izers, each using a subset of the input features. While our feature subsets were
generated randomly, the sets could chosen algorithmically, either as a manual
pre-processing step or with a principal components analysis [40]. In this manner
the level 0 predictors could operate on sets of features which \belong together."
Of all the RSA extensions described in this chapter, the implicit RSA demon-
strated the most improvement in predictive power. One possible extension of
this approach, again similar to Ravdin and Clark [74], is to screen the generated
examples to reduce the large majority of non-recurrent cases for small values of
time and the similar preponderance of recurrent cases for later times.
Chapter 5
Mock generalization
5.1 Introduction
A recurrent theme throughout this work has been increasing the generalization
ability of the various predictive systems, that is, to improve their performance on
previously unseen cases. Some methods, such as the feature-selection algorithm
used in previous chapters and early stopping in backpropagation, utilize a tuning
or validation set [47], which is a part of the training data that is not explicitly
used by the training algorithm. Rather, this set is used to tune the parameters
of the training method, for instance, to choose the set of features for training.
The tuning set represents a sample of unseen data, and can therefore be used
to avoid overtting the training data.
Having reserved a set of examples for tuning, it is reasonable to question the
exact role played by such a set. We would like to use it not just to tune param-
eters, but to directly help train the generalizer, since it serves as a surrogate
testing set and test-set accuracy is the ultimate goal. Again viewing training
as a linear programming problem, one approach would be to add a constraint
that limits the tuning error to a level below a pre-determined set rate. However,
setting such an a priori threshold is problematic, as the error varies widely from
one application to the next. Our approach is therefore to put the tuning error
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into the objective function and minimize it directly, and hence the name \mock
generalization." This active use of the tuning set utilizes all of the available
information from the tuning set, in contrast to the passive use of the tuning set
in parameter-choosing methods.
This chapter describes the results of such an approach applied to the MSM-
T decision-tree building program [7, 10]. As described in Chapter 2, each step
of the MSM-T algorithm creates a separating plane that minimizes the average
distance of misclassied points from the plane. The original MSM-T separation
LP is
minimize
w;
1
m
k( Aw + e + e)
+
k
1
+
1
k
k(Bw   e + e)
+
k
1
:(5.1)
The result is a plane xw +  that attempts to separate the m points in matrix
A from the k points in B. To incorporate the mock generalization procedure,
this is changed to
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(5.2)
Here the training points are collected in the matrices A
R
and B
R
while the
matrices A
S
and B
S
contain the tuning points. The positive parameter  con-
trols the relative importance of the training and tuning sets and can take on
values between 0 and 1. The percentage of training examples reserved for the
tuning set is denoted by . Only those values 0 <   0:5 are relevant, since
 = 0 reverts the problem to the original MSM-T and the values  > 0:5 are
symmetric, with the roles of the training and tuning sets reversed.
5.2 Relationship to Pareto optimality
Considering the tuning and training errors separately in the objective function
suggests the eld of multi-objective mathematical programming [83]. This area
72
of optimization considers problems of the form
vectormin
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Here, multiple, possibly competing objectives are to be optimized. The possible
solutions to such a problem are known as ecient or Pareto optimal [66] points.
At a Pareto optimal point, none of the f
i
(x) can be further lowered without
increasing the value of some other f
j
(x). Pareto optimal points can be obtained
by solving
minimize
x2S
k
X
i=1

i
f
i
(x)
subject to

i
 0;
P
k
i=1

i
= 1
(5.4)
While mock generalization does not explicitly dene two objective functions,
there are clearly two distinct parts to the objective, one each for the training
and tuning sets.
In this context, the trade-o between accuracy on the training and tuning
sets is also of interest. An experiment was performed in which the tuning set
size was set to 30% of the training data and the weight  was varied to explore
this trade-o. The results are shown in Figure 5.1. For any set value of , the
solution can be considered the single \Pareto optimal" point for that problem.
5.3 Computational results
Moving the tuning set into the objective function adds two operational param-
eters to the problem: the relative size  of the tuning set, and the relative
weight  applied to the tuning-set error. While there is little theoretical basis
for setting these, a few heuristics are available:
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Figure 5.1: Training error for training and tuning set
for various values of the relative weight parameter .
Tuning set size was set to 30%.
 Methods that use a tuning set for parameter choosing, such as early stop-
ping in backpropagation, typically set aside a relatively small percentage
of the training set, such as 10%. Since little information from the tuning
set is being utilized, it is reasonable to maximize the size of the training
set. Other methods which take fuller advantage of the tuning set [76] split
the data evenly between training and tuning. Mock generalization shares
more with these latter approaches, as it attempts to use all the informa-
tion available in both training and tuning sets. The proper size is further
inuenced by the fact that we are working with relatively small data sets.
Hence, setting aside a small percentage may result in a tuning set which
is not representative of the larger training set.
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 If  is very small, the resulting solution essentially uses the tuning set
as a tie-breaker among optimal solutions to the training objective. As
discussed in Chapter 3, there exists some suciently small

 such that any
positive  

 results in the LP choosing the solution with best tuning
set performance among all those solutions which minimize the training-set
error. While this might be seen as an improvement, the space of possible
solutions (those which minimize training error) is signicantly constrained.
Further, the ultimate goal of the procedure is to improve performance on
unseen data, which the tuning set is simulating. Larger values of  which
give more credence to the tuning set should probably be favored.
In order to substantiate these heuristics, various values of the two parameters
were tested. Tests were performed varying the tuning-set size from 10% to 50%
of the training-set size, and varying  from 0.1 to 0.9, averaging ve cross-
validation runs at each parameter setting. The mean and variance of MSM-T
generalization error are plotted in Figures 5.2 and 5.3. These plots support the
above intuition. Both errors and variances appear to be lowest for tuning set
sizes of at least one third of the training set. The error is minimized for  values
between 0.3 and 0.7, although the variances are less for smaller  values.
More extensive tests were then applied to promising values of the parameters.
Results of fty cross-validation tests are summarized in Table 5.1. The mock
generalization results used 50% of the training data for tuning, and weighted the
training and tuning sets equally. Tests were performed both with and without a
pruning procedure which is implemented inMSM-T to remove spurious subtrees.
This pruning is borrowed from the C4.5 decision tree algorithm [73], and involves
a statistical test of signicance for each decision node.
Mock generalization improved the MSM-T testing results both with and
without the pruning procedure. The most noticeable improvement is in the
reduction of the variance of the estimated correctness. With pruning turned o,
the dierences in both mean error rate and variance were statistically signicant
at the 95% condence level, treating each cross-validation as an independent
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Figure 5.2: Generalization errors with various sizes and
weights assigned to the tuning set during mock gen-
eralization. In all cases, MSM-T was trained to full
training-set separation, and insignicant branches were
pruned. Reported results are the average of ve cross-
validation runs.
trial. While the size of the resulting decision trees was not signicantly changed,
the splits were more reliable and more consistent. This was also true to a lesser
extent for other values of the mock generalization parameters.
The eect of mock generalization can be viewed as analogous to that of the
pruning procedure, that is, as an alternate overtraining avoidance technique.
This is particularly true on data such as the prognostic data used here which
contains relatively few samples and many features. Decision surfaces formed
\down the tree" are particularly susceptible to overtraining, as they are being
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Figure 5.3: Generalization variances with various sizes
and weights assigned to the tuning set during mock gen-
eralization.
formed using fewer and fewer examples. In our tests, mock generalization mit-
igates this problem to about the same extent as the pruning of insignicant
nodes.
5.4 Extensions
The ideas and experiments described in this chapter lay the groundwork for
mock generalization, a potentially signicant method for improving the gen-
eralization of a learning system. The next phase in exploring this approach
involves three steps:
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Correctness  sd
MSM-T 65.29  3.87
MSM-T with mock gen. 67.38  2.99
MSM-T + pruning 67.99  3.42
MSM-T + pruning with mock gen. 68.48  2.98
Table 5.1: MSM-T correctness results on the two-
year prognosis problem with and without mock gener-
alization. Testing results are the average of 50 cross-
validation tests, and are reported as correctness plus or
minus one standard deviation.
 First, the combination of mock generalization with the MSM-T decision
tree learner should be further tested on dierent learning tasks. Ex-
ploratory analysis like that of the previous section should be performed
to further explore the relationship between the parameters of the system.
 The application of mock generalization is certainly not conned to deci-
sion tree building. It will also be added to the RSA prognosis prediction
method. Further, we believe mock generalization can improve the gener-
alization of any optimization-based machine learning method. This will
be tested by adding the procedure to backpropagation.
 The most important extension to mock generalization is the automatic
setting of the various parameters. It is possible that larger or smaller
tuning sets with larger or smaller weights will improve performance on
dierent types of data; the procedure would become signicantly more
useful if this could be detected automatically. The possibility of predicting
generalization performance based on the relative correctness of training
and tuning sets (as shown in Figure 5.1) should also be investigated.
Chapter 6
Banded approximation
6.1 Introduction
This chapter describes \banded" approximation, another method for improving
the generalization of a learning system. Here we consider learning explicitly
in terms of tting a function from a set of noisy input data. The goal of
such a learning system is to capture the important aspects of the output in
relation to the input features, while ltering out the irrelevant noise. Of course,
without a priori knowledge or assumptions about the characteristics of the
various features, it is dicult to distinguish noise from signal.
In trying to t noisy data, we attempt to obtain better generalization by
assuming a \band" of errors around the measured observations. This is imple-
mented with a parametric tolerance band of width  surrounding the predictive
surface, as illustrated in Figure 6.1. Points that fall into this band during train-
ing will not be considered to be in error; points outside the band have their
error reduced by the width of the band. When  = 0, this is classical least error
t and one might expect poor generalization if the data is noisy. On the other
hand, if a large tolerance  is used, then an inaccurate t would again result in
poor generalization. Somewhere between  = 0 and large values of  , one might
expect an \optimal"  that generalizes in a more satisfactory way. Indeed our
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computational results indicate precisely that is true.
In addition to reducing the eect of outliers, banded approximation also frees
the learning method from trying to t exactly the artifacts of the training data.
Thus we conjecture that banded approximation allows a suciently powerful
learning system to extract more easily important aspects of the data without
overtting or memorizing less important variations.
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Figure 6.1: Typical data-tting result. The exponential
curve y = e
x
was t with a quadratic. The tolerance
bands used in training are shown above and below the
learned curve.
This approach to function estimation can be seen as the inverse of the statis-
tical practice of constructing condence bands after approximating the function
[24, 30, 88]. We also note that in the eld of approximation theory, similar ideas
have been used by letting equality constraints of the problem be replaced by
inequalities [56].
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6.2 Simulation results
The banded approximation idea was rst tested with a simple curve tting ap-
plication, using simulated data. The use of simulated data allows the predicted
curve to be compared directly to the known function that generated the input
points. For the rst experiment, sample points were generated from the expo-
nential curve y = e
x
sampled uniformly on the interval [0,4]. Additive Gaussian
noise with mean zero and standard deviation 4 was then added to the y value.
The points were t with a quadratic curve f(x) = ax
2
+ bx+ c, using a least 1-
norm t to learn the coecients a; b and c with various values of  . To evaluate
the results, the learned curves were compared to the generating curve y = e
x
at intervals of 0.1 along [0,4], and the average error computed. The results of
a typical run are shown in Figure 6.1, in which 30 points were t using a toler-
ance band of width 4. The value of the tolerance parameter  was varied from
0 to 6, with fty tests performed for each value of  . The results of four such
experiments using training sets with dierent numbers of points are shown in
Figure 6.2.
In each of these experiments, some value of  greater than zero improved the
resulting t. This eect was most noticeable for the smaller training sets, as the
improvement ranged from 12.5% for the 10 point set to 2% for 50 points. The
diminished return of banded approximation for larger training sets makes sense
in terms of the bias/variance tradeo [32]. Since the same type of surface is
being constructed either with or without the tolerance band, the methods have
equal predictive power and hence the expected bias part of the error remains
the same. However, banded approximation helps prevent overtting, thereby
reducing the variance part of the error, that is, the dependence on the exact
distribution of the training data. Since larger training sets also reduce the
variance, the eect is not as apparent as the number of training cases increases.
A similar experiment is summarized in Figure 6.3. Here, a second input
variable was added, and given random values unrelated to the output. The
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Figure 6.2: Total error when tting e
x
with a quadratic
on the interval [0,4]. Each data set contains points with
Gaussian noise (mean 0, standard deviation 4) added.
For each set of points, the value of the tolerance variable
 was varied from 0 to 6. The errors shown here were
averaged over fty runs.
ability of banded generalization to lter noise is shown even more clearly in this
case, with error reductions varying from 20% to 4.5%. This again follows from a
bias vs. variance argument, as the addition of an irrelevant feature signicantly
increases the variance of small data sets. Much of this variance was ltered out
by banded approximation, as indicated by the nearness of the best test results
in the two experiments.
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with a quadratic
on the interval [0,4]. In this experiment a random x
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feature was added as input.
6.3 Prognostic prediction
The banded approximation method was built into the recurrence surface ap-
proximation (RSA) prognosis prediction system. A slight change was made to
RSA in that underestimated recurrent cases were counted as errors, both in
training and in testing. Hence, this version of RSA attempts to t recurrence
times exactly (within the limits of the tolerance band), and as usual tries to
overestimate the disease free times of the non-recurrent cases. The resulting
linear program is the following:
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minimize
w;;v;y;z
1
m
e
T
y +
1
k
e
T
z
subject to
 y   e  Mw + e  t  y + e
 Nw   e+ r  z + e
y; z  0
(6.1)
Testing results for various values of  are shown in Figure 6.4. Again we
note that increasing the value of  produces a signicant reduction in the error.
The best result was observed at  = 24, representing a band of 2 years on either
side of the predictive surface. The average error in this case was more than 12%
lower than when no tolerance was allowed. A more detailed description of this
test is shown in Table 6.1. Using a pairwise t-test to compare the results, the
drop in average error is statistically signicant at the 90% condence level.
Train Test Recur Non-recur
RSA,  = 0 24.3 19.6 14.8 34.9
Banded Approx.,  = 24 32.7 17.2 14.2 27.0
Table 6.1: Breakdown of the errors when predicting the
Wisconsin prognostic data with banded approximation,
 = 24 months. Both positive and negative errors were
measured for the recurrent points.
6.4 Extensions
As is the case with the mock-generalization procedure in the previous chapter,
the next key extension to the the banded approximation is the automatic setting
of the parameter. This could easily be accomplished with tuning or cross-
validation procedure. However, the fact that the parameter  can be viewed
as an error measurement suggests that a good value may be available with a
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Figure 6.4: Average RSA error on the Wisconsin prog-
nostic data for various values of the tolerance parameter
 .
minimum of extra processing. Note in Table 6.1 that the observed training
error with no tolerance was around 2 years. This was also the optimal value
for the tolerance band, suggesting that training error may be a good choice for
 , thereby requiring only two optimization steps. This hypothesis was partially
supported by the simulation experiments, as shown in Table 6.2, as that setting
of  always resulted in a reduced testing error. From these experiments, it
seems clear that banded approximation is an eective method for improving
the generalization of a learning method, particularly with small, noisy data
sets. Future work will explore exactly how the error is being captured and how
the method can be optimized.
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Train Error,  = 0 Optimal 
Exp. 1, 10 Points 2.46 3
20 Points 3.02 3
30 Points 3.24 3
50 Points 3.40 1
Exp. 2, 10 Points 1.96 5
20 Points 2.85 2
30 Points 2.94 2
50 Points 3.24 3
Table 6.2: This table shows the value of the training
objective with  = 0 for each of the simulation exper-
iments, along with the value of  that minimized the
observed testing error. Except for two cases, the two
values are very close.
Another interesting direction for future work is to combine banded approx-
imation with other ideas presented in previous chapters. In particular, ex-
periments combining banded approximation with mock generalization will be
performed. The tolerance band will be applied only to the training set, and the
tuning set evaluated with no tolerance, as were the testing cases in this chapter.
Banded approximation may also be enhanced by including the feature selection
procedure, as a tolerant t may allow a smaller set of features, thereby further
reducing the possibility of overtting.
Chapter 7
Conclusions
The research presented here has resulted in a number of novel machine learning
approaches, as well as the successful application of these approaches to the type
of small, noisy data sets prevalent in medical domains. The Xcyt program
combines learning via linear programming with image processing and statistics
to form an automatic diagnosis system with a so far perfect track record on 92
cases in clinical practice. The recurrence surface approximation method and its
variations predict time of recurrence in malignant patients with an average error
of less than two years, even on small data sets. If veried, the accuracy of this
approach could have a signicant eect on treatment decisions, such as elimi-
nating the necessity of lymph node removal during mastectomies for prognostic
purposes. The RSA methodology is applicable to any problem involving cen-
sored data. The three proposed methods for improving generalization { feature
selection, mock generalization and banded approximation { are shown to reduce
the error rate and/or the variance of the learning systems to which they were
added. Linear programming-based machine learning is shown to be a successful
methodology for addressing the diagnosis and prognosis of breast cancer.
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Appendix A
Xcyt features on diagnosis data
The following table lists the means and standard deviations, for both benign and
malignant cases, of each of the Xcyt nuclear features as described in Chapter 2.
All results are shown to four signicant digits, and were computed on the 569
original training cases (357 benign, 212 malignant). Note: SE = standard error,
W = worst (largest).
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Benign Malignant
Mean Std. Deviation Mean Std. Deviation
Radius 12.15 1.778 17.46 3.196
Texture 17.91 3.99 21.6 3.771
Perimeter 78.08 11.79 115.4 21.8
Area 462.8 134.1 978.4 367.1
Smoothness 0.09248 0.01343 0.1029 0.01258
Compactness 0.08008 0.0337 0.1452 0.05386
Concavity 0.04606 0.04338 0.1608 0.07484
Concave Pts 0.02572 0.01589 0.08799 0.03429
Symmetry 0.1742 0.02477 0.1929 0.02757
Fractal Dim 0.06287 0.006738 0.06268 0.007555
SE Radius 0.2841 0.1124 0.6091 0.3442
SE Texture 1.22 0.5884 1.211 0.482
SE Perimeter 2.0 0.7701 4.324 2.562
SE Area 21.14 8.831 72.67 61.21
SE Smoothness 0.007196 0.003056 0.00678 0.002884
SE Compact 0.02144 0.01633 0.03228 0.01834
SE Concavity 0.026 0.03287 0.04182 0.02155
SE Concv Pts 0.009858 0.005701 0.01506 0.005504
SE Symmetry 0.02058 0.006989 0.02047 0.01004
SE Fractal Dim 0.003636 0.002934 0.004062 0.002037
100
Benign Malignant
Mean Std. Deviation Mean Std. Deviation
W Radius 13.38 1.979 21.13 4.273
W Texture 23.52 5.486 29.32 5.422
W Perimeter 87.01 13.51 141.4 29.39
W Area 558.9 163.4 1422 596.6
W Smoothness 0.125 0.01999 0.1448 0.02182
W Compactness 0.1827 0.09205 0.3748 0.17
W Concavity 0.1662 0.1402 0.4506 0.1811
W Concave Pts 0.07444 0.03575 0.1822 0.0462
W Symmetry 0.2702 0.04169 0.3235 0.07451
W Fractal Dim 0.07944 0.01378 0.09153 0.0215
