This paper describes the concept of eigenspine, a concept applicable for determining the correlation between pair-wise combinations of measures useful for describing the three-dimensional spinal deformities associated with adolescent idiopathic scoliosis. The proposed data analysis scheme is based upon the use of principal component analysis (PCA) and canonical correlation analysis (CCA). PCA is employed to reduce the dimensionality of the data space, thereby providing a regularization of the measurements, and CCA is employed to determine the linear dependence between pair-wise combinations of different measures. The usefulness of the eigenspine concept is demonstrated by analyzing the position and the rotation of all lumbar and thoracic vertebrae as obtained from 46 patients suffering from adolescent idiopathic scoliosis. The analysis showed that the strongest linear relationship is found between the lateral displacement and the coronal rotation of the vertebrae, and that a somewhat weaker but still strong correlation is found between the coronal rotation and the axial rotation of the vertebrae. These results are well in-line with the general understanding of idiopathic scoliosis. Noteworthy though is that the correlation between the anterior-posterior displacement and the sagittal rotation was not as strong as expected and that the obtained results further indicate the need for including the axial vertebral rotation as a measure when characterizing different types of idiopathic scoliosis. Apart from analyzing pair-wise correlations between different measures, the method is believed to be suitable for finding a maximally descriptive low-dimensional combination of measures describing spinal deformities in idiopathic scoliosis.
Introduction
Scoliosis is a disease that affects the spine by introducing an excessive lateral curvature of the spine, as can be observed by examining the asymmetry of a person's back or as is evident on e.g. an anterior-posterior radiograph, commonly employed when setting the diagnosis of scoliosis. A scoliotic curvature is typically defined as a lateral curvature of the spine, where the Cobb angle exceeds 10
• , as defined by the Scoliosis Research Society [1] . There are different types of scoliosis with various underlying causes, e.g. congenital scoliosis, neuromuscular scoliosis, degenerative scoliosis (induced by instabilities caused by trauma, bone collapse, osteoporosis or previous back surgery) and idiopathic scoliosis, and where the latter is the most common type. Of the different types of scoliosis, adolescent idiopathic scoliosis (AIS) is the most frequently occurring type, and is, therefore, in the main focus of this paper.
AIS is typically detected during a standard physical examination, performed by a general practitioner or a school nurse. The diagnosis scoliosis is not given, though, until an anterior-posterior radiograph has been used to measure the Cobb angle [2] , and where the Cobb angle exceeds 10
• . The Cobb angle is defined as the angle between two lines drawn parallel to the superior endplate of the superior end vertebra and parallel to the inferior endplate of the inferior end vertebra, illustrated in Figure 1 . The end vertebrae of a curve are defined as the vertebrae that are the most tilted in the curve, as observed in the coronal plane. In addition, the diagnosis idiopathic scoliosis includes ruling out any other causes of scoliosis, since idiopathic scoliosis is a diagnosis of exclusion [3, 4] .
Treatment of AIS is dependent on a number of factors, which include age of onset, gender, skeletal maturity, the Cobb angle and the estimated progression rate of the scoliosis [5] . Patients with a Cobb angle of less than 25
• (mild scoliosis) are in general recommended physical therapy and observation at regular intervals in order to monitor a possible progression. If the Cobb angle exceeds 25
• but is less than 40
• (moderate scoliosis) and the patient has remaining growth, then bracing is usually offered as treatment. The aim of the bracing is to prevent further progression until full skeletal maturity has been reached, at which the risk for further progression and the need for surgery greatly diminishes. In addition, bracing will hopefully correct some of the already induced deformation. For more severe cases of scoliosis, e.g. a Cobb angle larger than 45
• or a high progression rate, then surgery is necessary in order both to stop the progression and to correct some of the deformation. In surgery, a fusion is performed, a procedure where hooks, rods and screws are attached to the curved part of the spine and employed to straighten the spine, always including the primary scoliotic curve and sometimes also the secondary compensatory curve.
An important aspect for scoliosis in general, and in particular for idiopathic scoliosis, is how to assess the degree of scoliosis, i.e. the severity, since this is an integral component for deciding upon treatment, for observing the progression of the disease and for measuring the outcome of a treatment. As previously noted, scoliosis is generally considered as an excessive lateral curvature, hence, most measures related to deformity assessment attempt to quantify the degree of scoliosis by various measures in the coronal plane using an anterior-posterior radiograph. A review of commonly employed measures are found in [6] , where the Cobb angle is the most frequently employed measure.
The Cobb angle plays, as already described, an important role in idiopathic scoliosis. However, although an established measure, the Cobb angle measures a two-dimensional (2D) projection of what is actually a three-dimensional (3D) deformity, and, therefore, the relevance of using the Cobb angle alone for assessment of the spinal deformity of a scoliotic curvature can be questioned. The 3D nature of the spinal deformity induced by scoliosis can be observed in Figure 2 . Based upon the actual 3D deformity and the unknown etiology of idiopathic scoliosis, recent research has shown an interest in obtaining other measures for describing and quantifying a scoliotic deformity, where especially axial vertebral rotation (AVR) has received a great deal of interest [7, 8, 9] .
Measuring the AVR can be done in a number of ways using manual methods, using either conventional radiography or 3D data as obtained from either CT or MR imaging. Different manual methods are discussed in [10, 11] . Manual methods, however, often suffer from being time-consuming, complex and related with a relatively high intra-and inter-observer variability, something which calls for computerized methods. In response to the need for computerized methods, a number of semi-automic methods for measuring the AVR have been proposed. These include the suggestions by Rogers et al. [12] , Adam and Askin [13] , Kouwenhoven et al. [14] , Vrtovec [15] and our own work in [16] . The three first referred methods are limited in measurement accuracy, since they only use 2D axial images when estimating the rotation, whereas the methods in [15, 16] perform the measurements in 3D. Note that the latter two methods not only measure the AVR, but the full pose of each vertebra, i.e. both position and rotation.
Another approach for assessing the scoliotic curvature, and which is not limited to measuring the AVR, is to use stereoradiography and reconstruction techniques for 3D modeling of the vertebrae. Brown et al. [17] introduced this approach and recent work is mostly related to the commercially available EOS system [18, 19, 20, 21] .
Apart from developing methods that can provide a more accurate 3D description of spinal deformities, there is also a need to analyze how different measures describing spinal deformities relate to each other and to the clinical outcome [22, 23, 24] . This is important in order to classify various sub-types of idiopathic scoliosis and to determine if different treatments are suitable for the different sub-types of idiopathic scoliosis. Examples of this kind of work are found in [25, 26, 27] , where they apply clustering algorithms to the measures derived from the EOS system [21] , in order to identify various sub-types of idiopathic scoliosis. Another interesting and very recent work is found in [30] , where the authors propose a global geometric torsion index for distinguishing between different classes of idiopathic scoliosis.
However, thus far, there has been limited amount of work performed, aimed at analyzing the relation between different measures relevant for describing a spinal deformity. To this end, we present the concept of eigenspine, a data analysis scheme for analyzing the correlation between different measures relevant for describing spinal deformities (e.g. vertebral pose) in idiopathic scoliosis. A novel aspect of our approach is that we analyze the linear relationship between sets of measurements of various measures. For example, the correlation between the coronal rotation of the vertebra and lateral displacement of the vertebra is not assessed only between single vertebrae but for the vertebrae of the whole spinal curvature. It is our belief that the knowledge about which measures that are the most relevant for describing a spinal deformity in (adolescent) idiopathic scoliosis provides new opportunities for establishing new clinical classification schemes, taking the full 3D deformity into account.
Method -Eigenspine
The proposed data analysis scheme is based on a combination of principal component analysis (PCA) [31] and canonical correlation analysis (CCA) [32] , where PCA is used to reduce Figure 2 : A 3D visualizations of a scoliotic spine clearly reveal the 3D nature of the deformity at hand, i.e. not only a lateral displacement of the spine but also a rotation and deformation of the individual vertebrae. In this case, the CT data has been visualized from the right, the front, the left and the back of a patient.
the number of dimensions in the measurement space, i.e. a regularization, and CCA is used to determine the linear dependence between pair-wise combinations of the different measures. For example, given a set of measurements of a number of measures for each vertebra in the spine, PCA is first employed on each measure to reduce the dimensionality of the respective measures. Thereafter, CCA is employed to determine the pairwise correlation between the different measures. The term eigenspine is used, since both the PCA and the CCA are performed by solving an eigenvector problem.
In this work, although the proposed scheme is primarily employed to analyze the linear dependence between various measures, the long-term goal of the analysis is to determine which measures, or combination of measures, that are significant for describing and assessing a scoliotic curvature. Thereby providing an approach for creating a classification scheme similar to the ones that are typically used, e.g. King and Lenke [28, 29] , but in this case relying on a 3D description of the deformity, instead of merely using 2D projections of a 3D deformity.
PCA and CCA
PCA and CCA are two standard techniques for exploring data and is typically applied in unsupervised learning. For the sake of completeness, we will briefly introduce the two methods. Let X denote a data matrix
where
i.e. X contains n measurements of p variables. Compute the covariance matrix C X as
Define similarly another data matrix Y. In the subsequent analysis, X will refer to a set of measurements for one of the parameters describing vertebral pose and Y to a set of measurements of another parameter.
For PCA, a linear transform W is estimated such that the variance of the components of Z = W T X is maximized under the constraint that the components w i of W are orthogonal, i.e. the components of Z are uncorrelated and An interesting and to us useful aspect of CCA is its relation with mutual information (MI). As shown by [33] , the mutual information between X and Y can be estimated as the sum of the mutual information of the reduced variables, given that their statistical dependence is limited to correlation. For normally distributed variables, this relation is given as
The proof for this is given in great detail in [34] . Note that using the log-function with the base 2 provides an MI measure defined in bits. This measure will be employed in the subsequent analysis for quantifying the dependence between different measures.
Experiments
To demonstrate the use of the data analysis scheme, measurements of the position and the orientation (i.e. the pose) of the vertebrae for a number of patients were analyzed to determine which of the pair-wise combinations of these measures that have the strongest linear dependence.
Image Data
Image data from 46 patients (35 female and 11 male) were retrospectively gathered and extracted from the local picture archiving and communications system (PACS). The only criteria for inclusion was that the patients suffered from idiopathic scoliosis and that the CT data had a resolution higher than 1 × 1 × 1mm 3 . The data sets depicted all lumbar and thoracic vertebrae, i.e. 17 vertebrae per patient. The requirement on the resolution was needed in order to be able to distinguish adjacent vertebrae in the subsequently applied method for obtaining the position and rotation of each vertebra. The patients had an average age of 15.8 ± 3.0 years at the time of their respective examinations and an average Cobb angle of 52.2
• ± 12.2 (measured for supine position).
The images were captured as a part of the standard routine for pre-operational planning and they were completely anonymized before being exported from the PACS. Note that for patients of similar age as included in this retrospective study, it is often questionable whether a CT scan is appropriate or not, due to the exposure to radiation. However, at the local hospital there is a protocol in place for acquiring low-dose CT examinations with maintained image quality, targeted towards examinations of the spine. With the use of this protocol, the radiation dose is approximately 0.4 mSv. More on this can be found in [35] .
Vertebral Pose Measures
Each patient was processed with the method presented by us in [16] , which is based on the following steps; extraction of the spinal canal centerline, disc detection, vertebra centerpoint estimation and vertebra rotation estimation. A graphical overview of the method is provided in Figure 3. 1. Spinal canal centerline extraction -Seed points for the spinal canal are detected using the Hough transform in an axial image in the middle of the image volume. A growing and moving circle is used to detect the center of the spinal canal, and where this is repeated for each image as the spinal canal is tracked in both the cranial and the caudal direction. 2. Disc detection -Given that the vertebrae are located anterior to the spinal canal, an intensity profile running through the vertebrae is sampled and filtered, which in turn can be used to detect the position of the discs. 3. Initial vertebral rotation estimation -In the slice between the detected discs, an initial vertebral rotation is estimated based upon minimizing an error measure for assessing the symmetry between two halves of an image.
4. Vertebra centerpoint estimation -The two previous steps provides an initial estimate of the position and the orientation of each vertebra. Based upon analyzing extracted intensity profiles in the anterior-posterior, the rightleft and the caudal-cranial direction, the centerpoint of each vertebra is estimated. 5. Final vertebral rotation estimation -In the last step, the vertebral rotation estimation process is repeated to obtain a final estimate of the rotation of each vertebra.
A more detailed account of the employed method is provided in [16] , where the method was shown to have an accuracy of 2.5
• ± 2.6 (mean absolute difference), that was on par with the inter-observer variability for measuring the axial vertebral rotation. This was supported by Bland-Altman plots and high values of the intraclass correlation coefficient (0.971−0.979), thus, showing that the method can be used as a reliable replacement for manual measurements. Since the employed method does not provide identification of each individually detected vertebra, we manually reviewed the detected vertebrae to ensure that measurements of vertebra S1 were not included in the final results. This also allowed us to visually assess the accuracy of the estimated pose of each vertebra.
The method estimates, for each vertebra, the position [x, y, z] and the rotation matrix R, from which the rotation angles [θ X , θ Y , θ Z ] can be derived. The rotation angles were computed as the Euler angles (using a fixed world frame) of the rotation matrix R. Note the order of the rotational angles,
and where θ Z corresponds to axial rotation, θ Y to coronal rotation and θ X to sagittal rotation of the vertebrae. The standard DICOM patient coordinate system was employed to define the orientation of [x, y, z], i.e. x increases from right to left, y from anterior to posterior and z from inferior to superior. Note that the definition employed here for both the patient coordinate system and the rotation angles differ from what has been suggested in [36] , where instead x is set to increase from the posterior to anterior and y from left to right. However, the difference in the orientation of the patient coordinate system is merely a difference in notation. The difference in the definition of the rotational angles is much more important to note, where Stokes [36] defines axial vertebral rotation as the angle between the local y-axis and global Y-axis when projected onto the global axial plane (expressed in accordance with the standard DICOM patient coordinate system). Similarly for the two other rotation angles. The definition proposed in [36] is sensible when investigating the different orientation angles separately but not when analyzing them simultaneously, and leads to very different results, as will be shown later.
Another important aspect to consider is how the patient coordinate system, which is employed to define the position and the rotation of each vertebra, is positioned and oriented in relation to each patient. In our case, we have chosen to center the coordinate system in the centerpoint of vertebra L5. Note that this is performed individually for each patient. The reason for this choice is that we consider vertebra L5 to be the most stable vertebra and, thereby, it forms a suitable anchor point for our measures. One could possibly argue that sacrum or verte- Note that for illustrative purposes, the input data, i.e. the 3D image volume, is visualized with volume rendering but the actual processing is done on the actual 3D data volume. bra S1 would have been a better choice, but, in this work, this was not an option, since the method employed for obtaining our measurements lack support for determining the position and the rotation of sacrum or S1. The z-coordinates were further normalized such that L5 would have the z-coordinate 0 and T1 the z-coordinate 1.
Eigenspine Analysis
In the data analysis, the measurements of each measure for the entire spine were analyzed. The vertebrae indexes were set to define the dimensions of the measurements per curve, i.e. each measure was embedded into a 17 dimensional space. Each measure was then processed with PCA to find its principal components. After the PCA, CCA was applied on the measures projected onto the subspace spanned by the largest PCA eigenvectors of each measure. The CCA was applied to analyze the dependencies between all pair-wise combinations of the different measures.
A reasonable question at this point is why CCA is not applied directly on the estimated measures. The reason for this is two-fold. First, due to the large number of variables (17 vertebrae) compared to the rather low number of observations (46 patients), which can cause singularities in the computations of the CCA, a dimension reduction was called for. Second, using CCA directly is likely to generate an over-fitting, due to its power, i.e. it can find correlations related more to noise in (4) . Note that the number of estimated canonical correlations are dependent on the number of eigenvectors employed to reconstruct the original measurements. the signal than to the relevant variations in the signal, hence, smoothing or a regularization was called for. Both of these requirements can be met by performing a PCA and projecting the signal onto the subspace spanned by the eigenvectors.
Stability of Estimated MI Values
A limiting factor of the performed experiments, discussed in greater detail in the subsequent discussion, is the relatively small number of included measurements in relation to the dimensionality of the measurements, 17 dimensions (vertebrae) for each measurement from 46 patients. Hence, it is of great interest to see how the finally estimated MI values are affected by the number of included patients. To analyze this we performed the same eigenspine analysis as previously described but on a randomly sampled subset of the whole data set. This was repeated 20 times per subset size and where the subset size ranged from 25 to 45 patients.
An important aspect in this analysis is how to determine the number of eigenvectors that should be retained from the PCA and subsequently employed for spanning the subspace onto which the original measurements are projected before the CCA. To properly define this is outside the scope of this paper and, thus, we employ the same approach as in the analysis of the full data set, i.e. eigenvectors sufficient to account for 99% of the variance in the data were retained.
Results
In the conducted experiments, PCA was applied to each estimated measure over all patients, followed by a CCA on each pair-wise combination of the measures. From the estimated eigenvalues, the eigenvectors, corresponding to at least 99% of the variance in the data, were extracted. This meant for instance that the variance in x-coordinates could be reduced to four eigenvectors, whereas the variance of θ X required twelve eigenvectors. Figure 4 depicts the measurements over all measures and patients, and Figure 5 the extracted eigenvectors for each measure. Figure 6 depicts the reconstruction error between the original measurements and the measurements projected onto the subspace of the extracted eigenvectors. In the included figures, the different measurements, the eigenvectors and the reconstruction errors have been plotted using parallel coordinates, a standard approach for visualizing multi-dimensional data. The dimensionality-order of the measurements have been set according to the natural order of the vertebrae in the spine, i.e. vertebra L5 to T1. Note that due to this approach, the data visualized in especially Figure 4 appears to correspond to a spinal curvature as it would be imaged on an anterior-posterior or sagittal radiograph, although the curves in the plot refer to the individual multi-dimensional measurements of a specific measure.
The CCA was applied onto every pair-wise combination of the measures, where the measures were projected onto the subspace spanned by the extracted eigenvectors from the PCA. This was done to find dependencies between the different measures. Table 1 provides the obtained canonical correlations ρ i of all pair-wise CCAs along with corresponding MI estimates. Note the difference in number of canonical correlation coefficients between the different pair-wise comparisons, which is due to the different number of extracted eigenvectors per measure. The results show that the strongest linear dependence exists between the x-coordinates and θ Y . A somewhat weaker but still obvious dependence is found between θ Y and θ Z . A second group of linear relationships, however, substantially weaker than the first two, is found between y and θ X , and between x and θ Z . Or, as expressed in anatomical terms, the lateral displace- T12   T11   T10   T9   T8   T7   T6   T5   T4   T3   T2   T1   z   −50  0  50   L5   L4   L3   L2   L1   T12   T11   T10   T9   T8   T7   T6   T5   T4   T3   T2 T12   T11   T10   T9   T8   T7   T6   T5   T4   T3   T2   T1 x −0.5 0 0. 5   L5   L4   L3   L2   L1   T12   T11   T10   T9   T8   T7   T6   T5   T4   T3   T2   T1   y   −0.5  0  0.5   L5   L4   L3   L2   L1   T12   T11   T10   T9   T8   T7   T6   T5   T4   T3   T2   T1   z   −0.5  0  0.5   L5   L4   L3   L2   L1   T12   T11   T10   T9   T8   T7   T6   T5   T4   T3   T2 T1 L4   L3   L2   L1   T12   T11   T10   T9   T8   T7   T6   T5   T4   T3   T2   T1 θ Y −0.5 0 0. 5   L5   L4   L3   L2   L1   T12   T11   T10   T9   T8   T7   T6   T5   T4   T3   T2   T1 θ Z Figure 5 : Eigenvectors belonging to the largest eigenvalues as estimated from the PCA, accounting for at least 99% of the variance in the data. Since visualized using parallel coordinates, the shape of the curves lack a geometrical interpretation. T12   T11   T10   T9   T8   T7   T6   T5   T4   T3   T2   T1   z   −5  0  5   L5   L4   L3   L2   L1   T12   T11   T10   T9   T8   T7   T6   T5   T4   T3   T2 ment of the vertebral body is highly correlated with the coronal rotation of the same. In addition, the coronal rotation and the axial rotation of the vertebrae are highly correlated. Substantially weaker but still obvious correlations are also found between the lateral displacement and the axial rotation, and between the anterior-posterior displacement and the sagittal rotation. Figure 7 provides the results from the eigenspine analysis experiments conducted to analyze the stability of the estimated MI-values. Note that the order of the combined measures are the same as in Table 1 . Most important to note from the results here is that to a large extent the descending order of the pair-wise combinations does not vary based upon the number of patients included in the eigenspine analysis. In particular the order for the four pair-wise combinations with the strongest correlation does not change at all when varying the number of included patients in the eigenspine analysis. As expected, the magnitude of the estimated MI-values decreases as the number of patients increases.
Discussion
In this paper, we have presented the concept of eigenspine, a data analysis scheme for determining the relationship between different measures related to spinal deformities. The potential usage of the method has been exemplified by analyzing the dependence between different measures relevant for describing spinal deformities in idiopathic scoliosis. The results of the combined PCA and CCA analysis show, for example, that the strongest linear dependency is found between the lateral displacement and coronal rotation of the vertebral body. That there is a strong linear dependence between these two measures is well in-line with what would be expected and what is previously known. However, more interesting conclusions can be drawn, once the different pair-wise linear dependencies are compared, since this analysis can indicate which measures that are the most relevant for describing a scoliotic curvature.
For instance, the fact that the strongest linear relationship exist between the pair-wise measures x − θ Y indicates that to describe a scoliotic curvature it is sufficient to either measure the lateral displacement x or the coronal rotation θ X , i.e. both are not needed. Given that there is some linear relationship between axial rotation θ Z and both coronal rotation θ Y and lateral displacement x, but that it is substantially weaker then the primary correlation, a possible explanation would be that axial rotation θ Z is a differentiating factor when describing a scoliotic curvature. A conclusion that adds support to the recent interest in quantifying the axial vertebral rotation when assessing idiopathic scoliosis. This further indicates that the classification systems by King and by Lenke [28, 29] , are insufficient to fully differentiate between different types of scoliosis, since the axial vertebral rotation is not included in their respective classification systems. Given the limited number of included patients, further analysis including more patients is called for, before any more definite conclusions can be made regarding the order and the strength of the respective pair-wise combinations.
A surprising finding in the presented results is the somewhat weak correlation between the anterior-posterior displacement and the sagittal rotation. In fact, in a preliminary study of ours [37] , it was actually the anterior-posterior displacement and the sagittal rotation that showed the strongest correlation. However, here it can be noted that, in the previous work of ours, the range of included scoliosis types were somewhat more constrained than in this work. Further, another normalization of the spatial coordinates was employed and also the rotation measures were derived differently. In fact, if the same spatial normalization and the definition of [36] for computing the rotation measures would be employed on these measurements, the results from the eigenspine analysis would change and provide a correlation between y − θ X that is almost equally as strong as between x − θ Y , i.e. similar to the results in [37] . Hence, as previously argued, choice of normalization and definition of rotation measures are of importance for the final results.
It is important to point out that the obtained quantification of the linear dependencies between all pair-wise combinations of measures via the computed MI, relies on the assumption of normal distributions for all included variables. This assumption is believed to be reasonable, but further analysis is needed to prove its validity. However, remember that the computation of the MI-values are, in this analysis, simply used as an efficient way of combining the different canonical correlations to a single quantitative measure. In fact, a visual analysis of the estimated canonical correlation for the different pair-wise combinations, as given in Table 1 , would provide a similar order and similar understanding of their relative strengths in between each other.
Further, it can be noted that the data analysis scheme has been employed to measures based upon a method [16] for estimating the pose of each vertebra as derived from CT data. However, the eigenspine concept is not limited to these measures or the used method, but could be readily applied to other measurements obtained with e.g. the EOS system. An analysis based upon the data employed in [25, 26, 27] would be interesting to pursue in order to further quantify the relation between different measures, since the patient groups employed therein are substantially larger than ours. Another interesting future aspect would be to include other measures, e.g. measures related to the deformation that the vertebral bodies undergo during the progression of the scoliotic curvature.
In regards to measures derived from the EOS system, which are based upon the patient in standing position, it is important to point out that the measures used in our case, to determine the pair-wise correlations, are derived from the patient in supine position. This is important to note since a scoliotic curvature will differ for a patient in standing respectively supine position. To what extent the curvature differs depends on, for instance, whether the curvature is functional or structural, where it can be expected that a structural curvature changes less. In addition, it can be expected that the measures of lateral displacement and sagittal rotation will differ more between standing and supine position. To what extent this affects our results is difficult to foresee.
In this work, only the correlation between pair-wise com-binations of measures have been analyzed. However, using CCA we believe it would be possible to extend this analysis further, but instead analyzing information content for any number of combined measures by employing autocorrelation. This could be useful to determine a maximally descriptive lowdimensional combination of measures describing spinal deformities in idiopathic scoliosis, and thereby providing means to better relate treatment and outcome of different types of idiopathic scoliosis, which would be a significant clinical outcome.
