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Abstract
We describe a new technique to obtain representations of the braid
group Bn from the ℜ–matrix of a quantum deformed algebra of the
one dimensional harmonic oscillator. We consider the action of the
ℜ–matrix not on the tensor product of representations of the algebra,
that in the harmonic oscillator case are infinite dimensional, but on
the subspace of the tensor product corresponding to the lowest weight
vectors.
1 Introduction
Given a vector space and a matrix acting on it a generator of the Artin braid
group Bn [1] can be represented on the n-tensor product of the vector space if
and only if the matrix satisfies the Yang-Baxter equation, the original main
reason for the quantum groups was to solve this equation [7], and to study
links invariants [8], [9].
In this paper we want to give a new way to find representation of the
braid group Bn using a quantum group version [6] of the harmonic oscilla-
tor algebra. This Lie algebra has four generators; we consider, besides the
ladder operators, the constant operator and the Hamiltonian as generators.
The irreducible representations of this algebra are infinite dimensional and it
is not possible to use the standard methods based on the quantum ℜ–matrix
formalism without a regularization procedure, for instance a connection be-
tween the quantum deformed harmonic oscillator and some links invariants
is given in [10].
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Here we use a different approach which takes into account the fact that
lowest (highest) weight spaces (they are finite dimensional) in the n-tensor
product of representations of the quantum algebra are Bn invariant and they
define a representation of the braid group.
This idea has been followed in [11] for the Uq(sl2) quantum algebra, where
the authors indicate with Wn,l the highest weight spaces and prove the iso-
morphism between Wn,1 and the reduced Burau representation [2],[12] of Bn
and between Wn,2 and the Lawrence-Krammer-Bigelow representation [4],
[12].
The advantage of working with the harmonic oscillator algebra is that we
are able to construct the Bn representation spaces analogous to the lowest
weight spaces Wn,l very easily. Indeed it is possible to start with different
representations of the quantum algebra in each tensor space, and to reach
lowest weights space of higher level (corresponding to their parameter l >
2). We recover in the simplest case, and with all the representations in the
tensor product being equal each others, the reduced Burau representation and
in a second step the Lawrence-Krammer-Bigelow representation but with a
parameter less.
In general following the formula (27) it is possible to quantize a general
classical representations of Bn.
The paper is organized as follows: in Section 2 we recall the quantum
deformation of the harmonic oscillator algebra and its irreducible represen-
tation, in Section 3 we write explicitly the ℜ–matrix and the assignment of
the generators σi of the braid group Bn. In Section 4 we describe the lowest
weight vectors of the quantum algebra, and in Section 5 we introduce the
operator O and the reduction of the representations on the n-tensor prod-
uct. In Section 6 we write the general formula (27) that allows to build the
representations of the braid group. Finally in Section 7 we give some explicit
examples.
2 Quantum deformed algebra and his irre-
ducible representations
In [5, 6] we obtained a quantum group deformation of the Lie algebra of the
harmonic oscillator by a contraction of the quantum algebra sl(2)q. Here we
recall the structure of Hopf algebra of this deformation that we write in the
rational form and call hoq.
The associative algebra hoq is defined over C with generators α
± , ǫ , qΓ/2 ,
q−Γ/2 and 1 with the relations q±Γ/2q∓Γ/2 = 1 and with the following com-
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mutators, where q is a nonzero parameter:
[α−, α+] =
qΓ − q−Γ
q − q−1
≡ [Γ]q , [ǫ, α
±] = ±α± , [q±Γ/2, ·] = 0 . (1)
The Hopf algebra coproduct is given by
∆α± = α± ⊗ qΓ/2 + q−Γ/2 ⊗ α± , (2)
∆ ǫ = ǫ ⊗ 1 + 1⊗ ǫ , ∆ q±Γ/2 = q±Γ/2 ⊗ q±Γ/2 , (3)
with counit of α± and ǫ equal to zero and counit of q±Γ/2 equal to one, the
antipod is
S(α±) = −α± , S(q±Γ/2) = q∓Γ/2, S(ǫ) = −ǫ . (4)
The algebra hoq has two Casimirs, one is q
Γ/2 the other is
Cq = [Γ]q ǫ− α
+ α− . (5)
The representations of the braid groups will be derived starting from the
representations of this algebra. The irreps are labeled by two numbers: γ and
c, we callH(γ,c) the module freely generated by a set of vectors h
(γ,c)
m , m ∈ N0.
The representation of hoq on H
(γ,c) is then
α− · h(γ,c)m = [γ]
1/2
q m
1/2 h
(γ,c)
m−1 ,
α+ · h(γ,c)m = [γ]
1/2
q (m+ 1)
1/2 h
(γ,c)
m+1 , (6)
ǫ · h(γ,c)m = (m+ c) h
(γ,c)
m .
With q±Γ/2 · h(γ,c)m = q±γ/2 h
(γ,c)
m and Cq · h
(γ,c)
m = [γ]q c h
(γ,c)
m .
The generators of this representation can be obtained from the vector
h
(γ,c)
0 by the action of α
+, namely h
(γ,c)
m = ([γ]mq m!)
−1/2(α+)m h
(γ,c)
0 .
We assume γ, c ∈ R, we choose q ∈ R (0 < q < 1), then this represen-
tation is hermitian with respect to the star involution (α±)∗ = α∓ , (ǫ)∗ = ǫ
and (γ)∗ = γ. The star involution is an anti–homomorphism and it fulfills
∆ ◦ ∗ = (∗ ⊗ ∗) ◦ ∆ and S ◦ ∗ = ∗ ◦ S−1. The scalar product is given by
< h
(γ,c)
m |h
(γ,c)
m′ >= δmm′ .
3 The ℜ–matrix
In [6] the quasitriangular ℜ–matrix is obtained as a contraction limit of the
ℜ–matrix of slq(2), the result is
ℜ = q−(ǫ⊗Γ+Γ⊗ ǫ) exp[(q − q−1) (qΓ/2 ⊗ q−Γ/2)α− ⊗ α+] . (7)
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It is a general feature that the ℜ–matrix it is not an element of the tensor
product of the quantum algebra given in the rational form, nevertheless it acts
on any tensor product of algebra representations (see for instance Chapter
9 and 10 of the book [3] for a general reference). We are interested in the
action of ℜ on the representations given in (6), this leads us to consider
Γ · h(γ,c)m = γ h
(γ,c)
m .
ℜ is then an endomorphism onH(γ1,c1) ⊗H(γ2,c2). If P is the permutation
on the tensor product, the action of P ℜ gives an action of a generator of the
braid group.
We write here the action of Pℜ on an element h(1)m ⊗ h
(2)
m′ ∈ H
(γ1,c1) ⊗
H(γ2,c2) , to simplify the notations we use h
(i)
m for h
(γi,ci)
m :
Pℜ · h(1)m ⊗ h
(2)
m′ = q
−((m+c1)γ2+(m′+c2)γ1)
m∑
k=0
(
m+ k − 1
m− 1
)1/2(
m′ + k
m′
)1/2
·
· (1− q−2γ1)k/2(q2γ2 − 1)k/2 h(2)m′+k ⊗ h
(1)
m−k .
(8)
The Artin braid group Bn is defined as the group generated by the n− 1
generators σ1, σ2, · · ·σn−1 and the braid relations: σiσj = σjσi for |i− j| > 1
and σiσi+iσi = σi+1σiσi+1 for i = 1, · · · , n− 2 (see Section 1.1 of [12]).
The Yang–Baxter equation ℜ12ℜ13ℜ23 = ℜ23ℜ13ℜ12 provides the braid
relations of the generators σi of the Bn braid group presentation, then a
representation of Bn on H
⊗n is given by the following identification
σj = 1
⊗ j−1 ⊗ P ℜ ⊗ 1⊗n−j−1 . (9)
The inverse of the ℜ–matrix and consequently the inverse of σi are ob-
tained by the expression ℜ−1 = (S ⊗1)ℜ; from (7) it results in the exchange
q → q−1 in ℜ and then in σi. In the following section we describe a method
to find a finite dimensional space of representation of Bn starting from (9)
and the infinite dimensional representations (6) of hoq. The main feature is
the fact that the operator P ℜ, and hence also the maps σi, commute with
the action of the hoq algebra on the tensor product, this action is given by
the coproduct.
4 Lowest weight spaces of hoq
The action of the generators of hoq on the n–tensor product of representations
is given by the iterated coproduct defined as ∆(n) = (∆(n−1) ⊗1)∆ with n ≥ 2
and ∆(2) ≡ ∆.
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Definition 4.1. The weight space W(γ,e) corresponding to the weights γ and
e is defined as ker(∆(n)Γ − γ) ∩ ker(∆(n)ǫ − e) ⊂
⊕
S∈Sn
⊗n
i=1H
(γS(i),cS(i)),
where S ∈ Sn is a permutation of (1, · · · , n).
The generator ǫ and Γ are primitive then W(γ,e) is the span of vectors of
the form
hS(1)m1 ⊗h
S(2)
m2 · · ·⊗ h
S(n)
mn with
{
γ1 + · · ·+ γn = γ ,
m1 + · · ·+mn = e− c1 − · · · − cn .
(10)
Here we used the short notation h
(i)
m for h
(γi,ci)
m .
Then we have that e ≥
∑n
i ci and e −
∑n
i ci is a nonnegative integer,
moreover the value γ is fixed by the γi.
In the following we fix the representations H(γi,ci).
Note that the Casimir Cq is not primitive therefore a generic vector in
W(γ,e) is not an eigenvector of ∆(n)Cq, in particular of the term ∆
(n)α+∆(n)α−.
Definition 4.2. The lowest weight space corresponding to e is the space
V(e) ⊂W(γ,e) of vectors v(e)0 such that ∆
(n)α− · v(e)0 = 0.
For every vector v
(e)
0 ∈ V
(e) we have that
∆(n)Cq · v
(e)
0 = (
∆(n) qΓ −∆(n) q−Γ
q − q−1
∆(n)ǫ−∆(n)α+∆(n)α−) · v(e)0 = [γ]q e v
(e)
0 .
(11)
From now on we will indicate the eigenvalue of ∆(n)Cq neglecting the [γ]q
factor, namely we consider e as the eigenvalue of v
(e)
0 . Starting from a vector
v
(e)
0 ∈ V
(e) one can built a representation of hoq by applying the operator
∆(n)α+, namely we define
v(e)m = ([γ]
m
q m!)
−1/2(∆(nα+)m v
(e)
0 , (12)
we notice that v
(e)
m ∈W(γ,e+m) is not an element of V(e+m), indeed ∆(n)α− ·
v
(e)
m = [γ]
1/2
q m1/2 v
(e)
m−1 6= 0. The eigenvalue of the Casimir on v
(e)
m is e .
The relations (6) are fulfilled with the substitutions: c → e, h(c)m →
v
(e)
m , α+ → ∆(n)α+, α− → ∆(n)α−, ǫ → ∆(n)ǫ and the scalar product is
< v
(e)
m |v
(e)
m′ >= δmm′ .
Examples: For n = 2 the lowest value for e is c1+ c2. The lowest weight
space V(c1+c2) is generated by v
(c1+c2)
0 = h
(1)
0 ⊗ h
(2)
0 (and the permutation
h
(2)
0 ⊗ h
(1)
0 ), namely ∆ǫ · v
(c1+c2)
0 = (c1 + c2) v
(c1+c2)
0 and ∆α
− · v(c1+c2)0 = 0.
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The next value for e is c1+c2+1 then we write v
(c1+c2+1)
0 = a h
(1)
0 ⊗h
(2)
1 +
b h
(1)
1 ⊗ h
(2)
0 so that ∆ǫ · v
(c1+c2+1)
0 = (c1 + c2 + 1) v
(c1+c2+1)
0 . Imposing the
lowest weight relation we get v
(c1+c2+1)
0 proportional to q
γ2/2 [γ1]
1/2
q h
(1)
0 ⊗h
(2)
1 −
q−γ1/2 [γ2]
1/2
q h
(1)
1 ⊗h
(2)
2 . We have thatV
(c1+c2+1) is generated by this v
(c1+c2+1)
0
and the permutation obtained by the exchange γ1 ↔ γ2 and (1)↔ (2).
5 The operator O and the reduction of the
tensor product of representations
We start with n = 2, we take the representations H(γ1,c1) and H(γ2,c2). The
idea is to find an operator O ∈ hoq ⊗ hoq that commutes with ∆α− and
that works as a ladder operator on ∆ǫ so that O maps vectors of V(e) in
vectors of V(e+1). The following proposition derives from a straightforward
computation:
Proposition 5.1. The operator
O = q−Γ/2 [Γ]−1/2q α
+ ⊗ [Γ]1/2q − [Γ]
1/2
q ⊗ q
Γ/2 [Γ]−1/2q α
+ (13)
satisfies the following commutators:
[∆α−,O] = 0 , [∆ǫ,O] = O , (14)
and obviously
[∆Γ,O] = 0 , [∆α+,O] = 0 . (15)
Following Definition 4.2 the space V(c1+c2) is the lowest weight space with
e = c1 + c2 and γ = γ1 + γ2, where γi , ci define the Casimirs eigenvalues on
the representations H(γi,ci).
From the vector v
(c1+c2)
0 = h
(1)
0 ⊗h
(2)
0 ∈ V
(c1+c2) we can obtain v
(c1+c2+1)
0 =
[γ]
−1/2
q O v
(c1+c2)
0 , with the eigenvalue of the Casimir ∆Cq given by c1+ c2+1
and v
(c1+c2)
1 = [γ]
−1/2
q ∆α+ v
(c1+c2)
0 , with the eigenvalue of the Casimir given
by c1 + c2.
One can start from the vector v′
(c1+c2)
0 = h
(2)
0 ⊗h
(1)
0 ∈ V
(c1+c2) and repeat
the same construction.
The vectors v
(c1+c2+1)
0 and v
(c1+c2)
1 together with v
′(c1+c2+1)
0 and v
′(c1+c2)
1
have the eigenvalue of ∆ǫ equal to c1 + c2 + 1 and they span W
(γ,c1+c2+1) =
〈 h(S(1))0 ⊗ h
(S(2))
1 , h
(S(1))
1 ⊗ h
(S(2))
0 ; S ∈ S2 〉, namely the weight space with
e = c1 + c2 + 1.
In general W(γ,c1+c2+N) is spanned by the 2(N + 1) vectors h
S(1)
m ⊗ h
S(2)
m′
for m + m′ = N . It can be reduced in the combination of vectors of the
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representations with Casimir from c to c + N of the form v
(c1+c2+j)
i with
i+ j = N (i, j ≥ 0) obtained from v(c1+c2)0 = h
S(1)
0 ⊗ h
S(2)
0 using (12) and
v
(c1+c2+k)
0 = ([γ]
k
q k!)
−1/2O k v(c1+c2)0 . (16)
From the commutation relation [O∗,O] = ∆[Γ]q and [∆α−,O] = 0 we
can prove that these vectors verify
< v
(c1+c2+j)
i |v
(c1+c2+j′)
i′ >= δi i′δj j′ . (17)
The rising of c1+ c2 by j steps using O and the rising from 0 to i using ∆α
+
can be made in any order because of the commutativity of O with ∆α+.
We have then the following proposition:
Proposition 5.2. For n = 2 we define U(j,N) ⊂ W(γ,c1+c2+N) as the space
spanned by the vectors 〈 (∆α+)(N−j) O j v(c1+c2)0 〉, with v
(c1+c2)
0 ∈ V
(c1+c2).
The vectors in U(j,N) are eigenvectors of ∆Cq and ∆ǫ with eigenvalue respec-
tively c1 + c2 + j and c+N . We have that
W(γ,c1+c2+N) =
N⊕
j=0
U(j,N) . (18)
We treat now the case of a generic n.
One can repeat what was done for n = 2 using the operators
∆(n)α+ and Ok = 1
⊗k−1 ⊗ O︸︷︷︸
k,k+1
⊗ 1⊗n−k−1 , (19)
∆(n)α−, ∆(n)ǫ andOk still satisfy the commutation relations (14) for every
k.
Fixing the Casimirs ci of the representations in the tensor product we call
c the sum of them: c = c1 + c2 + · · ·+ cn.
The number Nn,N of vectors of the form (10) (apart the action of S ∈
Sn) that span W
(γ,c+N) is the number of different ways to add (taking into
account the order) n nonnegative integers (m1, m2, · · · , mn) to get N , namely
Nn,N =
(
n+N − 1
n− 1
)
, (20)
the vectors obtained by the action of degree j monomials Oj11 O
j2
2 · · ·O
jn−1
n−1 on
v
(c)
0 with nonnegative ji and j = j1 + · · ·+ jn−1 are eigenspaces of constant
Casimir equal to c+ j. They are in a number equal to
Mn,j =
(
n+ j − 2
n− 2
)
. (21)
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We have to act with (∆(n)α+)N−j on the vectors with constant Casimir c+ j
to get vectors in W(γ,c+N), namely with ∆(n)ǫ equal to c+N . If we sum up
all the value of j from 0 to N we recover Nn,N :
Nn,N =
N∑
j=0
Mn,j . (22)
For example let us built the vectors of W(γ,c+3) for n = 3 and c =
c1 + c2 + c3, (they have then the eigenvalue of ∆
(3)ǫ equal to c+ 3):
States Casimir N3,3 = 10
(∆(3)α+)3 v
(c)
0 c+ 0 M3,0 = 1
(∆(3)α+)2O1 v
(c)
0 c+ 1 M3,1 = 2
(∆(3)α+)2O2 v
(c)
0 c+ 1
∆(3)α+O1O2 v
(c)
0 c+ 2
M3,2 = 3∆(3)α+ (O1)2 v
(c)
0 c+ 2
∆(3)α+ (O2)2 v
(c)
0 c+ 2
(O1)3 v
(c)
0 c+ 3
M3,3 = 4
(O1)2O2 v
(c)
0 c+ 3
O1 (O2)2 v
(c)
0 c+ 3
(O2)
3 v
(c)
0 c+ 3 .
The following proposition is a generalization of Proposition 5.2:
Proposition 5.3. For generic n we define U(j,N) ⊂ W(j,c+N) with j ≤ N
as:
U(j,N) = 〈 (∆(n)α+)N−j Oj11 O
j2
2 · · ·O
jn−1
n−1 v
(c)
0 ; j1 + · · ·+ jn−1 = N 〉 , (23)
with ji ∈ N0, where c = c1 + c2 + · · ·+ cn and v
(c)
0 ∈ V
(c).
The vectors in U(j,N) are eigenvectors of ∆(n)Cq and ∆
(n)ǫ with eigenval-
ues respectively c+ j and c+N . We have that:
W(γ,c+N) =
N⊕
j=0
U(j,N) . (24)
Proof: We have that:
W(j,c+N) = 〈 (1⊗i−1 ⊗ α+ ⊗ 1⊗n−i) W(γ,c+N−1) ; i = 1, · · · , n 〉 . (25)
Each of the n vectors (1⊗i−1 ⊗ α+ ⊗ 1⊗n−i)w(c+N−1), where w(c+N−1) ∈
W(γ,c+N−1) has the form (10) with m1 + m2 + · · · + mn = N − 1, can be
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written as a linear combination of the vector ∆(n)α+w(c+N−1) and the n− 1
vectors Ok w(c+N−1), note that the terms containing Γ take a numerical value
on vectors of the form (10). This implies that if the equation (24) is valid
for N − 1 we have that:
U(j,N) = 〈 ∆(n)α+U(j,N−1) , OkU
(j−1,N−1) ; k = 1, · · · , n− 1 〉. (26)
With an induction procedure making use of (26), we derive that U(j,N) coin-
cides with the definition in the proposition.
The following Lemma derives directly from the previous Proposition:
Lemma 5.4. The lowest weight spaces V(c+N) are obtained as the vector
spaces spanned by 〈 Oj11 O
j2
2 · · ·O
jn−1
n−1 V
(c) ; j1+· · ·+jn−1 = N 〉, with ji ∈ N0.
6 Representations of the braid group Bn
We are ready to build the representations of the braid group Bn. We use the
presentation of the generators of the braid group given in (9). From the fact
that σi commute with ∆
(n)ǫ we derive that W(γ,c+N) defined in Definition
4.1, where c = c1 + c2 + · · · + cn is the sum of the Casimir labels of the
representations, is a representation space for Bn, moreover σi commute with
∆(n)Cq then this space is reducible. The lowest weight spaces V
(c+N) are
again Bn invariant.
We present here the main proposition:
Proposition 6.1. We denote V(c+N) the lowest weight spaces as in the
Lemma 5.4.
For each choice of the representations H(γi,ci), we obtain a representation
of the braid group Bn given by an automorphism of V
(c+N).
Proof: The building block is the computation of the conjugation of Ok
by σi given by (9), for k = i and k = i ± 1, we recall that σ
−1
i is obtained
from σi by the exchange q ↔ q−1 :
σi Oi = −(1
⊗ i−1 ⊗ q−Γ ⊗ q−Γ ⊗ 1⊗n−i−1) Oi σi ,
σi Oi+1 = (1
⊗ i ⊗ q−Γ[Γ]−1/2q ⊗ [Γ]
1/2
q ⊗ 1
⊗n−i−2) Oi σi+
+ (1⊗ i−1 ⊗ [Γ]1/2q ⊗ [Γ]
−1/2
q ⊗ 1
⊗n−i−1) Oi+1 σi ,
σi Oi−1 = (1
⊗ i−1 ⊗ [Γ]−1/2q ⊗ [Γ]
1/2
q ⊗ 1
⊗n−i−1) Oi−1 σi+
+ (1⊗ i−2 ⊗ [Γ]1/2q ⊗ q
−Γ[Γ]−1/2q ⊗ 1
⊗n−i) Oi σi .
(27)
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It is clear that σi Oj = Oj σi for |i− j| > 1.
If we act with σi on the lowest weight vector v
(c)
0 = h
(1)
0 ⊗ · · ·⊗ h
(n)
0 ∈ V
(c)
from (8) and (9) we get the permuted vector up a numerical factor:
σi h
(1)
0 ⊗ · · · ⊗ h
(i)
0 ⊗ h
(i+1)
0 · · · ⊗ h
(n)
0 =
q−ciγi+1−ci+1γi h
(1)
0 ⊗ · · · ⊗ h
(i+1)
0 ⊗ h
(i)
0 · · · ⊗ h
(n)
0 .
(28)
Given a vector o(N) = Oj11 O
j2
2 · · ·O
jn−1
n−1 v
(c)
0 ∈ V
(c+N) we compute σi o
(N)
by using (27) repeatedly on σiO
ji−1
i−1 O
ji
i O
ji+1
i+1 to write σi on the right. With σi
fully on the right we use (28) and we apply on the left side of equation (28) the
combintion of operators Ok11 O
k2
2 · · ·O
kn−1
n−1 that have come out from the use of
(27). Note that the action of σi does not change the sum: j1+ j2+ · · · jn−1 =
k1 + k2 + · · ·+ kn−1, then we remain with vectors in V(c+N).
7 Examples
Here would like to present some examples of representations of Bn obtained
using the Proposition 6.1.
7.1 N=1
Let us choose as a first example N = 1 and all γi’s and ci’s equal.
The representation has dimension Mn,1 = n− 1.
If we define for k = 1, · · · , n− 1
wk = Ok v
(n c)
0 with v
(n c)
0 = h
(1)
0 ⊗ h
(1)
0 · · · ⊗ h
(1)
0︸ ︷︷ ︸
n
,
(where all the representations are labeled by c and γ) we have from (28) that
σi v
(n c)
0 = q
−2 cγv
(n c)
0 .
From (27), after a renormalization of σi by the constant factor q
−2 cγ, we
get:
σk wk = −q
−2γ wk ,
σk wk+1 = q
−γ wk + wk+1 ,
σk wk−1 = wk−1 + q
−γ wk ,
σk wk+i = wk+i for |i| > 1 .
(29)
This is the reduced Burau representation (see Section 3.3 of [12] with the
rescaling on the vectors qkγwk → bn−k and the substitution q−2γ → t).
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Next we consider again N = 1 but we take one representation in the
tensor product different with respect to the others.
We define w
(j)
k = Ok(h
(1)
0 ⊗ · · · ⊗ h
(2)
0︸︷︷︸
j
⊗h(1)0 ) and we get the following
representation for the σi:
i > j + 1 or i < j − 2
σi w
(j)
i = −q
−2γ1q−2c1γ1 w
(j)
i ,
σi w
(j)
i+1 = q
−γ1q−2c1γ1 w
(j)
i + q
−2c1γ1 w
(j)
i+1 ,
σi w
(j)
i−1 = q
−2c1γ1 w
(j)
i−1 + q
−γ1q−2c1γ1 w
(j)
i ,
σi w
(j)
i+k = q
−2c1γ1 w
(j)
i+k for |k| > 1 ,
i = j − 2
σi w
(j)
i = −q
−2γ1q−2c1γ1 w
(j)
i ,
σi w
(j)
i+1 = q
−γ1q−2c1γ1 [γ1]
−1/2
q [γ2]
1/2
q w
(j)
i + q
−2c1γ1 w
(j)
i+1 ,
σi w
(j)
i−1 = q
−2c1γ1 w
(j)
i−1 + q
−γ1q−2c1γ1 w
(j)
i ,
σi w
(j)
i+k = q
−2c1γ1 w
(j)
i+k for |k| > 1 ,
i = j − 1
σi w
(j)
i = −q
−γ1−γ2q−c2γ1−c1γ2 w
(j−1)
i ,
σi w
(j)
i+1 = q
−γ1q−c2γ1−c1γ2 w
(j−1)
i + q
−c2γ1−c1γ2 [γ1]
−1/2
q [γ2]
1/2
q w
(j−1)
i+1 ,
σi w
(j)
i−1 = [γ1]
1/2
q [γ2]
−1/2
q (q
−c2γ1−c1γ2 w
(j−1)
i−1 + q
−γ2q−c2γ1−c1γ2 w
(j−1)
i ) ,
σi w
(j)
i+k = q
−c2γ1−c1γ2 w
(j−1)
i+k for |k| > 1 ,
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i = j
σi w
(j)
i = −q
−γ1−γ2q−c2γ1−c1γ2 w
(j+1)
i ,
σi w
(j)
i+1 = [γ1]
1/2
q [γ2]
−1/2
q (q
−γ2q−c2γ1−c1γ2 w
(j+1)
i + q
−c2γ1−c1γ2 w
(j+1)
i+1 ) ,
σi w
(j)
i−1 = q
−c2γ1−c1γ2 [γ1]
−1/2
q [γ2]
1/2
q w
(j+1)
i−1 + q
−γ1q−c2γ1−c1γ2 w
(j+1)
i ,
σi w
(j)
i+k = q
−c2γ1−c1γ2 w
(j+1)
i+k for |k| > 1 ,
i = j + 1
σi w
(j)
i = −q
−2γ1q−2c1γ1 w
(j)
i ,
σi w
(j)
i+1 = q
−γ1q−2c1γ1 w
(j)
i + q
−2c1γ1 w
(j)
i+1 ,
σi w
(j)
i−1 = q
−2c1γ1 w
(j)
i−1 + q
−γ1q−2c1γ1 [γ1]
−1/2
q [γ2]
1/2
q w
(j)
i ,
σi w
(j)
i+k = q
−2c1γ1 w
(j)
i+k for |k| > 1 .
In the specific case with n = 3 we have the following matrix expressions:
σ1 =


−d1 q−2γ1 0 0 d1d
−1
3 q
−γ1 0 0
0 0 −d2 q−γ1−γ2 0 0 d2d3 q−γ2
0 −d2 q−γ1−γ2 0 0 d2 q−γ1 0
0 0 0 d1 0 0
0 0 0 0 0 d2d3
0 0 0 0 d2d
−1
3 0

 ,
σ2 =


0 d2d
−1
3 0 0 0 0
d2d3 0 0 0 0 0
0 0 d1 0 0 0
0 d2 q
−γ1 0 0 −d2 q−γ1−γ2 0
d2d3 q
−γ2 0 0 −d2 q−γ1−γ2 0 0
0 0 d1d
−1
3 q
−γ1 0 0 −d1q−2γ1

 ,
with d1 = q
−2c1γ1 , d2 = q
−c2γ1−c1γ2 and d3 = [γ1]
1/2
q [γ2]
−1/2
q .
7.2 N=2
We would like to describe the simplest example with N = 2.
A representation ofBn is obtained by the set of elements wi,j = OiOj (h
(1)
0 ⊗
· · · ⊗ h(1)0 ) with 1 ≤ i ≤ j ≤ n− 1; there are Mn,2 = n(n− 1)/2 vectors.
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The resulting formulas for the generators of Bn are (where {i − 1, i, i +
1} ∩ {j, k} = 0)
σi wj,k = wj,k σi wi,i = q
−4γwi,i
σi wi,k = −q
−2γwi,k σi wk,i = −q
−2γwk,i
σi wi+1,k = q
−γwi,k + wi+1,k σi wk,i+1 = q
−γwk,i + wk,i+1
σi wi−1,k = q
−γwi,k + wi−1,k σi wk,i−1 = q
−γwk,i + wk,i−1
σi wi−1,i = −q
−2γ(wi−1,i + q
−γwi,i) σi wi,i+1 = −q
−2γ(wi,i+1 + q
−γwi,i)
σi wi−1,i−1 = q
−2γwi,i + 2q
−γwi−1,i + wi−1,i−1
σi wi+1,i+1 = q
−2γwi,i + 2q
−γwi,i+1 + wi+1,i+1
σi wi−1,i+1 = q
−2γwi,i + q
−γ(wi−1,i + wi,i+1) + wi−1,i+1 (30)
This is the representation given in formula (44) of [11] using the following
correspondence (with their elements w rewritten as W and their q equal to
1):
wi,i = −2Wi,i+1 ,
wi,i+1 = s
−1Wi,i+1 −Wi,i+2 + sWi+1,i+2 , (31)
wi,r = −Wi,r+1 + sWi+1,r+1 + s
−1Wi,r − Wi+1,r , r ≥ i+ 2 .
In [11] it is shown the isomorphism between the representationWn,2 given
in their formula (44) and the Lawrence-Krammer-Bigelow representation.
In the specific n = 3 case we get the following matrices:
σ1 =

 q−4γ 0 0−q−3γ −q−2γ 0
q−2γ 2q−γ 1

 , σ2 =

 1 2q−γ q−2γ0 −q−2γ −q−3γ
0 0 q−4γ

 . (32)
8 Conclusions
In this paper we show how is possible to obtain representations of the braid
groups starting from a quantum enveloping algebra whose classical limit is
the Lie algebra of the harmonic oscillator.
The fact that the representations of this algebra are infinite dimensional
obliges us to work with the lowest weights vectors that form a representation
of the braid group due to the commutativity of the operator Pℜ with the
coproduct. The formulas (27) permit to construct a braided version of a
classical representation of the braid group. It would be interesting to study
the possible relations with the link invariants following the quantum groups
techniques.
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