The purpose of this paper is to introduce a categorical generalization for entwining structures and to study Frobenius and separability conditions for functors on entwined modules.
Introduction
Let K be a field. It is well known that a small K-linear category may be treated as a "K-algebra with several objects" (see Mitchell [19] ). If H is a Hopf algebra, an H-module algebra with several objects (resp. an H-comodule algebra with several objects) is a small K-linear category whose morphism sets are equipped with an action of (resp. a coaction of) H. This is the notion of a Hopf module category (resp. a Hopf comodule category) introduced by Cibils and Solotar [14] . In a previous paper [2] , we have studied cohomology theories in module categories over H-categories and co-H-categories. In course of our work in [2] , we have studied in particular "relative (D, H)-Hopf modules", where D is a co-H-category. When D has a single object, i.e., D is an H-comodule algebra, the relative (D, H)-Hopf modules reduce to the usual notion of relative Hopf modules (see Takeuchi [25] ). The notion of relative Hopf modules may be seen as a special case of the widely studied Doi-Hopf modules (see [16] ). In [3] , Brzeziński and Majid introduced the notion of entwining structures and it was realized in [4] that entwined modules provide a very clear formalism for understanding Doi-Hopf modules. The purpose of this paper is to introduce a categorical generalization for entwining structures and to study Frobenius and separability conditions for functors on entwined modules. For Doi-Hopf modules, Frobenius and separability conditions were studied extensively in a series of papers [11] , [12] , [13] . Later, Brzeziński studied Frobenius and Maschke type theorems for entwined modules in [5] . In this paper, we proceed in a manner analogous to [7] to study Frobenius and separability conditions for entwined modules over (D, C, ψ). Here D is a small K-linear category, C is a K-coalgebra and ψ is an entwining structure (see Section 2) . For more on entwining structures, the reader may see, for instance, [1] , [6] , [8] , [9] , [10] , [18] , [23] .
Notations: Throughout the paper, K is a field, C is a K-coalgebra with comultiplication ∆ C and counit ε C . We shall use Sweedler's notation for the coproduct ∆ C (c) = c 1 ⊗ c 2 , and for a coaction ρ M : M −→ M ⊗ C, ρ M (m) = m 0 ⊗ m 1 with the summation omitted. We denote by C * the linear dual of C. Sometimes when the coaction is clear from context, we will omit the subscript.
Entwining structures
In this section, we introduce a categorical generalization of entwining structures and entwined modules. We prove that the category of entwined modules is a Grothendieck category. We begin by recalling the definition of modules over a category (see, for instance, [20, 24] ). We use the notation ψ XY (c ⊗ f ) = f ψ ⊗ c ψ for c ∈ C and f ∈ Hom D (X, Y ). We will say that the tuple (D, C, ψ) is a (right-right) entwining structure if the following conditions hold:
for each f ∈ Hom D (X, Y ), g ∈ Hom D (Y, Z) and c ∈ C. Throughout this paper, (D, C, ψ) will always be an entwining structure. We now give an important example of entwining structures. [14] or the description in [2, Definition 2.4] ) and C be a right H-module coalgebra. Then, the triple (D, C, ψ) is an entwining structure, where ψ is given by:
Example 2.3. Let D be a right co-H-category (see
Explicitly, we have ψ XY (c ⊗ f ) := f 0 ⊗ cf 1 for any f ∈ Hom D (X, Y ) and c ∈ C. In this case, an entwined module is precisely a right D-module with a given right C-comodule structure on M(X) for each X ∈ Ob(D) and satisfying the following compatibility condition
We will refer to these modules as (right-right) Doi 
Proof. The fact that M ⊗ C is a right D-module follows from (2.1). For each X ∈ Ob(D), it may be verified that M(X) ⊗ C has a right C-comodule structure given by
It remains to check the compatibility condition in (2.5) . By definition, we have
Lemma 2.5. Let (D, C, ψ) be an entwining structure and N be a right C-comodule. Then, for each X ∈ Ob(D) we may obtain an object
Proof. By definition, it follows that
We now verify that the map defined in (2.9) makes N ⊗ h X (Y ) a right C-comodule. We have
Moreover, using (2.2) we have
It remains to verify the condition in (2.5). We have
It follows from Lemma 2.4 and Lemma 2.5 that both h Y ⊗ C and C ⊗ h Y are objects in M (ψ)
Next, we will show that Ψ Y (X) is C-colinear for every X ∈ Ob(D). We have
We now recall from [19, § 3] and [20] the notion of a finitely generated module over a category. Given M ∈ M od-D, we set el(M) :=
X∈Ob(D)
M(X) to be the collection of all elements of M. Since D is small, we note that el(M) is a set. If m ∈ el(M) is such that m ∈ M(X), we will write |m| = X. Definition 2.7. Let D be a small preadditive category and let M be a right D-module. For each m ∈ el(M), we consider the corresponding morphism η m : h |m| −→ M. A family of elements {m i ∈ el(M)} i∈I is said to be a generating set for M if the induced morphism η :
is an epimorphism in M od-D. In other words, every element m ∈ el(M) may be expressed as a sum m = i∈I M(f i )(m i ), where each f i ∈ Hom D (|m|, |m i |) and all but finitely many {f i } i∈I are zero.
Lemma 2.8. Let (D, C, ψ) be an entwining structure and let M be an entwined module. We consider an element m ∈ el(M). Then, there exists a finite dimensional C-subcomodule V m of M(|m|) containing m and a morphism η m :
, we know that there exists a finite dimensional C-subcomodule V m ⊆ M(|m|) such that m ∈ V m . Now, we consider the D-module morphism η m : 
Proof. Given a morphism
and Coker(η) be respectively the kernel and cokernel in M od-D. Since Comod-C is an abelian category, we know that Ker(η)(X), Coker(η)(X) ∈ Comod-C for each X ∈ Ob(D). It is easily seen that Ker(η) and Coker(η) satisfy the compatibility condition in (2.5), i.e., Ker(η), Coker(η) ∈ M (ψ) 
We also have
Moreover, it is easy to see that β(η)(X) is C-colinear for each X ∈ Ob(D). We now verify that α and β are inverses to each other.
Further, we have α β(η) (X)(m) = η(X)(m 0 )ε C (m 1 ) = η(X)(m). This proves the result.
We now describe the unit µ : 1 M (ψ)
C D −→ G F and the counit ν : F G −→ 1 Mod-D of the adjunction in Lemma 3.1:
. We recall that a functor F : A −→ B between arbitrary categories is said to be separable if the natural transformation η :
induced by F is a split monomorphism (see [21] , [22, § 1] (ii) G is separable if and only if there exists ζ ∈ N at(1 B , F G) such that ν • ζ = 1 B , the identity natural transformation on B.
Separability conditions
Let (D, C, ψ) be an entwining structure. We now investigate the separability of the forgetful functor
Since F has a right adjoint G , it follows from Theorem 3.2 that the functor F is separable if and only if there exists a natural transformation υ :
, where µ is the unit of the adjunction as explained in (3.1). Throughout Section 3,
We will shortly give another useful interpretation of V . We start by proving few preparatory results required for this. We recall from Lemma 2.4 and Lemma 2.5 that both h Y ⊗ C and C ⊗ h Y are objects in M (ψ)
and c ∈ C. Similarly, we may also obtain a functor h ⊗ C ⊗ C :
In particular, we have
is a natural transformation, it follows that the following diagram commutes:
Thus, we have
We now consider the morphism
given by Ψ Y (X) := ψ XY as in Lemma 2.6. Then, using the naturality of υ :
and (2.2) we have the following commutative diagram
Combining (3.7) and (3.8), we have
By putting Y = X and taking f = id X , the result of (3.6) is clear from (3.9).
Therefore, using the naturality of υ, we have the following commutative diagram:
Thus, for any g ∈ Hom D (X, Y ) and c, c ′ ∈ C, we get
The result follows.
We now proceed to give another interpretation of
). We consider a collection
of K-linear maps satisfying the following conditions:
for any f ∈ Hom D (Y, X). Let V 1 be the K-space consisting of all such θ.
The morphism
This proves (3.11). We now verify that θ satisfies (3.12). Using Lemma 2.5, we know that C ⊗ h Y and
, it may be easily seen that C ⊗ h Y (X) is also a left C-comodule with coaction given by ρ l Y (X) := ∆ C ⊗ id hY (X) . Moreover, it may be easily verified that the following diagram commutes:
is a morphism of right C-comodules. Further, for any g ∈ Hom D (X, X ′ ), we have the following commutative diagram:
Therefore, using the naturality of υ and Lemma 3.4, we have the following commutative diagram:
Now applying the map id C ⊗ ε C ⊗ id hX to both sides, we get
Since υ(C ⊗ h Y )(X) is a morphism of right C-comodules, we also have the following commutative diagram:
Now, applying the map ε C ⊗ id hX ⊗ id C to both sides, we get
It now follows from (3.15) and (3.16) that θ satisfies (3.12).
Proof. We need to verify that υ(M) :
This proves the result.
Proof. We define α : V −→ V 1 by setting α(υ) = θ, where θ is the collection of K-linear maps {θ X :
Then, α is a well-defined map by Proposition 3.5. We also define β :
By Proposition 3.6, β is well-defined. We will now verify that α and β are inverses of each other. Let θ ∈ V 1 . Then, for any X, Y ∈ Ob(D), we have
This proves that αβ(θ) X = θ X for all X ∈ Ob(D). Therefore, (αβ)(θ) = θ. For any υ ∈ V , we now verify that (βα)(υ) = υ. We set θ = α(υ). Then, by definition we have
Since υ is a natural transformation, it follows easily that the following diagram commutes
The comodule structure on entwined modules determines a morphism in M (ψ)
and X ∈ Ob(D). We first verify thatρ is a morphism of right D-modules. For any f ∈ Hom D (Y, X) and m ∈ M(X), we have
(by (2.5))
It may be verified easily thatρ(X) :
Therefore, we have the following commutative diagram
Now applying id M(X) ⊗ ε C on both sides, we obtain 
Proof. We first recall from (3.1) that the unit of the adjunction is given by
. Therefore, using Proposition 3.7, corresponding to υ ∈ V we can obtain an element θ ∈ V 1 given by
, m ∈ M(X) and c ∈ C. Further, we have
. Hence, F is separable by Theorem 3.2.
Next we investigate the separability of the functor G :
Since G is a right adjoint of F , it follows from Theorem 3.2 that the functor G is separable if and only if there exists a natural transformation ω :
where ν is the counit of the adjunction as explained in (3.2). We set W := N at(1 Mod-D , F G ) and proceed to give another interpretation of W . We define h :
Given a natural transformation η : h −→ h ⊗ C, it is easy to see that
Throughout the rest of this section, we set W 1 := N at(h, h ⊗ C), the K-space consisting of all natural transformations between the functors h and h ⊗ C.
, we have the following commutative diagram: 
This diagram alongwith Lemma 2.4 gives
The result now follows from (3.20) and (3.21).
Proof. We define a K-linear map γ : W −→ W 1 by setting
. We now verify that the map is well-defined.
The morphism φ
Therefore, using the naturality of ω, we get the following commutative diagram:
We now observe that for f ∈ Hom D (X, Y ), we have
Thus, by combining the diagrams (3.22) and (3.23), we obtain the following commutative diagram:
is a morphism of right D-modules. For any f ∈ Hom D (X, Y ), the naturality of η gives us the following commutative diagram:
where the colimit is taken in M od-D. Thus, the morphisms as in 
Proof. Suppose that G is separable. Then, by Theorem 3.2, there exists
where ν is the counit of the adjunction. Using Proposition 3.10, corresponding to ω ∈ W , there exists an element η ∈ W 1 given by η(X, Y ) = ω(h Y )(X) for every (X, Y ) ∈ Ob(D op ⊗D). The condition (3.26) now follows from the definition of the counit in (3.2). Conversely, let η ∈ W 1 be such that (id h ⊗ ε C )η = id h . We consider ω :
Since F is a left adjoint and it is clear from the definition that G preserves colimits, we obtain that (id N ⊗ ε C )ω(N ) = id N for any N ∈ M od-D, i.e, (id ⊗ ε C )ω = 1 Mod-D . Therefore, G is separable by Theorem 3.2. 
Frobenius conditions
for all M ∈ A and N ∈ B.
Lemma 3.13. For any
Proof. For each n ∈ N , we define ζ n :
for any X ∈ Ob(D) and f ∈ Hom D (X, Y ). It may be easily verified that ζ n is a morphism of right D-modules. Therefore, using the naturality of ω, we have the following commutative diagram:
The result follows. 
Proof. Suppose there exist θ ∈ V 1 and η ∈ W 1 such that (3.29) and (3.30) hold. Then, using the isomorphisms V ∼ = V 1 and W ∼ = W 1 as in Propositions 3.7 and 3.10, there exist υ ∈ V and ω ∈ W corresponding to θ ∈ V 1 and η ∈ W 1 respectively. We also know by Proposition 2.9 that the collection {N ⊗h Y }, where N ranges over all (isomorphisms classes of) finite dimensional C-comodules and Y ranges over all objects in D, forms a generating set for M (ψ) C D . Therefore, we first verify the condition (3.27) 
η m induces the following commutative diagram:
Thus, by the commutative diagram (3.32), we have
Since F is a left adjoint, it preserves epimorphisms. Since η is an epimorphism, so is F (η). Therefore, (3.33) implies that
. This proves (3.27) for any M ∈ Ob(M (ψ) C D ). Next, we verify the condition (3.28) . From the definition, it is clear that G preserves colimits. Since any D-module may be expressed as the colimit of representable functors, it is enough to verify the condition (3.28) for representable functors. For any
This proves (3.28). Therefore, (F , G ) is a Frobenius pair. Conversely, suppose (F , G ) is a Frobenius pair. Then, there exist υ ∈ V and ω ∈ W satisfying (3.27) and (3.28). Then, using the isomorphisms V ∼ = V 1 and W ∼ = W 1 as in Propositions 3.7 and 3.10, there exist θ ∈ V 1 and η ∈ W 1 corrresponding to υ ∈ V and ω ∈ W respectively. We will now verify the conditions (3.29) and (3.30). Taking M = C ⊗ h Y in (3.27), for any d ∈ C and f ∈ Hom D (X, Y ) we
Applying ε C ⊗ id hY (X) on both sides, we get
This proves (3.30). Now, taking N = h Y in (3.28), we have
Applying id hY (X) ⊗ ε C on both sides, we get (3.29). This proves the result.
Frobenius conditions in the case of a finite dimensional coalgebra
We continue with (D, C, ψ) being an entwining structure. For each Y ∈ Ob(D), we obtain an object
and x ∈ C. Using (3.34), we now define a functor Hom(C, h) : D −→ M od-D as follows:
For the rest of this section, we assume that C is finite dimensional. Then, for each Z ∈ Ob(D), we have an isomorphism
Let {d i } 1≤i≤k be a basis for C and {d * i } 1≤i≤k be its dual basis.
Lemma 3.15. Let C be a finite dimensional coalgebra. Then, we have a functor
. By the isomorphism in (3.36), c * ⊗ g corresponds to the element φ c * ⊗g ∈ Hom K C, h Y (Z) given by φ c * ⊗g (x) = c * (x)g for each x ∈ C. From the action in (3.35), the element f · φ c * ⊗g ∈ Hom(C, h X ) (Z) is given by
Again, using the isomorphism in (3.36), the element in C * ⊗ h X (Z) corresponding to f · φ c * ⊗g is given by
Since C is a coalgebra, its vector space dual C * is an algebra with the convolution product (c
* ∈ C * and x ∈ C. Let N be any left C * -module. Then, we have a K-linear map ρ : N −→ Hom(C * , N ) defined by ρ(n)(c * ) := c * n for n ∈ N and c * ∈ C * .
In general, there is an embedding N ⊗C ֒→ Hom(C * , N ) given by (n⊗x)(c * ) := c * (x)n for x ∈ C. Since C is finite dimensional, this embedding is also a surjection. This gives us a K-linear map ρ :
* becomes a right C-comodule with
Considering the element ε C ∈ C * , the coassociativity of the coaction ρ C * may be used to verify that
Proposition 3.16. Let C be a finite dimensional coalgebra. Then, we have a functor:
Proof. From (3.38), we know that C * is a right C-comodule. Applying Lemma 2.5, it follows that each
Accordingly, the right C-comodule structure on C * ⊗ h Y (Z) for any Z ∈ Ob(D) is given by the following composition:
D is a functor, it therefore suffices to show that each morphism
Since C is finite dimensional, the right C-comodule structure on C * ⊗ h Y (X) induces a right C-comodule structure on Hom(C, h Y (X)) for each X, Y ∈ Ob(D) which we now explain. Let φ ∈ Hom(C, h Y (X)). Then, φ corresponds to the element 1≤i≤k d *
. We know by Proposition 3.16 that
for x ∈ C. It now follows from (3.34), (3.35), (3.42) and Proposition 3.16 that we have a functor
We also recall from (3.3) and (3.4), the functor h ⊗ C :
Proposition 3.17. Let C be a finite dimensional coalgebra. Then,
Proof. Since C is finite dimensional, we know that
for any f ∈ Hom D (X, Y ) and c, d ∈ C. In other words, we have
where {d i } 1≤i≤k is a basis for C and {d * i } 1≤i≤k is its dual basis.
We now define α ′ : V 1 −→ V 2 by setting α ′ (θ) = Υ with Υ : h ⊗ C −→ C * ⊗ h defined as follows:
for any X, Y ∈ Ob(D). We now verify that α ′ is a well-defined map. For this, we first check that
, we need to show that the following diagram commutes:
This shows that Υ Y is a morphism of right D-modules for every Y ∈ Ob(D). Next we verify that
Finally, we verify that Υ is a natural transformation from h ⊗ C to C * ⊗ h, i.e., the following diagram commutes for any g ∈ Hom D (Y, Y ′ ):
This proves that Υ ∈ V 2 . For the converse, we first observe that the functors C * ⊗ h and Hom(C, h) are isomorphic which follows from (3.36). We define β ′ :
for any X ∈ Ob(D) and c, d ∈ C. We will now verify that θ satisfies (3.11) and (3.12). For each X ∈ Ob(D), we know that Υ X : h X ⊗ C −→ Hom(C, h X ) is a morphism of right D-modules. Therefore, for any f ∈ Hom D (Y, X), we have the following commutative diagram:
Since Υ : h ⊗ C −→ Hom(C, h) is a natural transformation, the following diagram also commutes for any f ∈ Hom D (Y, X):
Therefore, we have
This proves (3.11) . Further, we have
This proves (3.12) . It remains to show that α ′ and β ′ are inverses of each other. For every θ ∈ V 1 and c, d ∈ C, it follows from (3.44) that
Proposition 3.18. Let C be a finite dimensional coalgebra. Then, we have isomorphisms
Proof. Given an η : h −→ h ⊗ C, we want to define Φ :
⊗ C by the following composition:
as in the notation of Lemma 3.9. We observe that an element c
for every X, Y ∈ Ob(D). We now verify that γ ′ is a well-defined map. For this, we first check that
e., the following diagram commutes for any g ∈ Hom D (X ′ , X):
To show that Φ ∈ N at(C * ⊗h, h⊗C), it remains to verify that the following diagram commutes:
for any f ∈ Hom D (X, Y ). This shows that the following diagram commutes:
Now using the naturality of Φ : C * ⊗ h −→ h ⊗ C, we also have
for any g ∈ h Y (X ′ ). Thus, we get the following commutative diagram:
It now follows from (3.50) and (3.51) that the following diagram commutes: 
Next, we will show that (γ
and h Y (X) ⊗ C are right C-comodules for any X, Y ∈ Ob(D), they are also left C * -modules. The left actions are respectively given by
for any d * , c * ∈ C * , f ∈ h Y (X) and x ∈ C. Moreover, since Φ Y (X) : C * ⊗ h Y (X) −→ h Y (X) ⊗ C is right C-colinear, it is also left C * -linear. We now set η = δ ′ (Φ). Then, for any c * ⊗ f ∈ C * ⊗ h Y (X), we have (ii) There exist η ∈ W 1 and θ ∈ V 1 such that the corresponding morphisms γ ′ (η) = Φ : C * ⊗ h −→ h ⊗ C and α ′ (θ) = Υ : h ⊗ C −→ C * ⊗ h given by
where f ∈ h Y (X), c * ∈ C * and d ∈ C, are inverses of each other. 
for any c * ⊗ f ∈ C * ⊗ h Y (X). Thus, Υ • Φ = id C * ⊗h .
Using the naturality of Υ and Φ, we have
(by (3.12)) = (h ⊗ C)(f )(X) (ε C (c 1 )id X ⊗ c 2 ) (by (3.29)) = f ⊗ c for any f ⊗ c ∈ h Y (X) ⊗ C. Thus, Φ • Υ = id h⊗C . This proves (ii). Using the isomorphism as in (3.36) and evaluating the equality in (3.54) at d ∈ C, we get (3.30). We also have
(by (3.12))
By applying the map id hX (X) ⊗ ε C , we obtain 
