Abstract. This paper derives an analytical model for investigating the effect of the distribution of absorbers upon light attenuation in a scattering medium. Results from this are found to agree with those of Monte Carlo simulations. The implications of this model are then examined for their likely effect upon the measurement of cerebral blood volume (CBV) using near-infrared (NIR) spectroscopy. We conclude that, given the small diameter of the majority of cerebral blood vessels, the distribution of the blood will have little effect upon the measurement of CBV. Where changes to the blood volume occur in the larger (> 0.2 mm diameter) vessels on the surface of the brain, NIR spectroscopy is likely to underestimate the change.
Introduction
Near-infrared (NIR) spectroscopy is used to monitor changes in blood oxygenation by measuring changes in the attenuation of NIR light passing through tissue (Wyatt et al 1990 , Edwards et al 1988 , Hampson and Piantadosi 1988 , De Blasi et al 1993 , Elwell et al 1994 . Light is both scattered and absorbed by tissue, and the absorption is usually assumed to occur uniformly throughout the tissue. However, blood, the principal absorber in tissue, is confined to veins, arteries and capillaries, and it is the purpose of this study to investigate what (if any) effect this partitioning has. Of particular interest is the relationship between changes in the absorption of the blood and the resultant change in light attenuation. Liu et al (1995) examined the likely consequences of the absorbing blood being confined to vessels using an experimental model consisting of a polyester-based light-scattering cylinder Delpy 1993, Kurth et al 1995) with absorbing and scattering liquid (intralipid) flowing through internal channels. From measurements of the change in light attenuation with absorption, they derived an empirical formula for the equivalent absorption coefficient, i.e. the absorption coefficient possessed by an equivalent homogeneous medium which has the same overall attenuation properties.
We present here a more analytical approach to the problem, which we believe sheds some light on the physics of the situation, and is more appropriate at small detector/source separations. This analysis is compared with Monte Carlo simulations, and with the theory of Liu et al (1995) .
Theory
For a homogeneous medium, the light distribution resulting from an incident beam of collimated light can be calculated from diffusion theory (Patterson et al 1989 , Arridge et al 1992 . We want to adapt the diffusion theory so that it can deal with an array of absorbing centres in an otherwise homogeneous medium.
In this paper our medium is a slab of finite thickness, but infinite height and breadth, which scatters light with a transport scattering coefficient of µ s and an absorption coefficient of µ a . A solution of the diffusion equation for this geometry is provided in Kohl et al (1995) , which provides the number of photons leaving per unit area, (x, L) as a function of source-detector separation x and the photon pathlength, L.
We wish to introduce to this homogeneous slab some absorbing vessels (see figure 1) with absorption coefficient µ v a . The vessels have a radius r, and are infinitely long. Looking at a 2D slice, the vessels occupy a relative fractional cross-sectional area of f v and the area of the surrounding medium is hence A(1 − f v ). In a simple view of the situation, we can imagine that the vessels do not disturb the distribution of the paths taken by the light, but only affect the intensity. Photons which exit having travelled a distance L will have randomly encountered vessels, with the probability of intersecting n holes being P (n, L). At any particular exit position, x, the attenuation of the emerging light will be determined by the distribution of photon pathlengths (x, L) and by the distribution of the number of vessels encountered. We assume that the average photon path through a vessel is equal to its diameter, and that the attenuation will be given by this pathlength and the absorption µ v a of the vessel. By multiplying the probability of a photon having a given pathlength with the probability of it encountering n vessels, and integrating over all possible pathlengths and number of holes, we obtain the total number of photons exiting per unit area, the exitance (x):
In practice, we calculated the integral over all photon pathlengths using a discrete sum. The upper bound and dL were calculated from the mean pathlength (in the absence of vessels), which can be simply calculated from the diffusion theory. The upper bound for the integration was set at three times the mean pathlength, and dL equal to this value divided by 400.
Since the vessels are all internal to the diffusing region, the light must travel a certain distance before encountering a vessel. We define L as that part of a photon's pathlength during which it can encounter vessels. After initially entering the scattering medium, the distance a photon must traverse before hitting a vessel is approximately equal to the vessel separation, d. As the photons are subject to random scattering, the total distance actually travelled will be µ s d 2 , thus
The probable distribution of the photon having struck n holes is given by the Poisson distribution:
The collision length, λ, is the mean length travelled by a photon between interactions with the vessels, and can be defined
N being the number of vessels per unit area, k a constant dependent upon the geometry of the situation and the fraction of colliding photons which are not reflected from the vessel surface (see section 2.4). After substituting for N, this equation can be rewritten
From a comparison of this theory and the Monte Carlo results, we used k = 1.236
We henceforth refer to equation (1) as the random-hole model in order to distinguish it from the diffusion equation.
Liu's equation
We compare results in this paper with the empirical formula given by Liu et al (1995) for an effective absorption coefficient µ a which can be used in a homogeneous diffusion equation. This is reproduced here for reference:
β being a constant which depends upon the optical properties of the medium. In their experiments on a phantom, they found β to be equal to 0.74, and hypothesized that it might vary with the refractive index difference between the vessels and the surrounding medium, and with the scattering anisotropy factor, g.
Monte Carlo modelling
The Monte Carlo model used was based on a previously published model (Hiraoka et al 1993) which had been altered to include vessels with different absorption and scattering coefficients in a regular rectangular array (see figure 1) . A slab geometry was used, with a thickness of 40 mm. The scattering coefficient µ s was 1.0 mm −1 , with µ s of the vessels = 0.01 mm −1 . The absorption coefficient of the scattering medium µ a was 0.007 mm
The anisotropy factor g was 0, i.e. isotropic scattering was assumed in all cases except for one investigation (see section 3.2) having g = 0.9. In this latter case, µ s = (1 − g)µ s was kept equal to 1.0 mm −1 . The model was run for a variety of different radii, absorption coefficients and distances between vessels. A typical run of the model followed 50 million photons.
Partial pathlength
It has been shown (Hiraoka et al 1993) that the mean path length L taken by light exiting from a scattering medium at point x is:
The partial path through a particular region of this scattering medium is similarly found
, with dµ v a being the change in absorption coefficient through the region. We define the fractional partial path as the ratio of the partial to total pathlength:
This gives a direct measure of how much a change in the optical properties of a region affects the measured attenuation, i.e. the contribution of that region to the signal. If the vessels had the same optical properties as the surrounding tissue, and were uniformly distributed through the tissue, the fractional partial path in the vessels would be identical with the ratio of vessel volume to total tissue volume. On the other hand, if the vessels were extremely absorbing and sparsely dispersed, their fractional partial path would be almost zero, since light which passes through the vessels would be absorbed and only light which had avoided the vessels would be detected.
The measurement of absolute blood volume using NIR spectroscopy as described by Wyatt et al (1990) essentially uses these equations to find the relative path length in the blood vessels. In this case, the absorption coefficient is altered by changing the oxygenation of the blood.
Effect of refractive index
If the refractive index of the vessel is different to that of the surrounding medium, there will be a reflection at the boundary, and not all of the light which is incident on the vessel will penetrate into it. The fraction of light reflected will depend on the angular distribution of light incident on the vessel.
If the vessels are in a medium with a scattering length comparable to (or shorter than) the mean spacing between the vessels, it is likely that the light will be incident upon a vessel at random angles.
The distribution of incident angles, I (θ), with respect to the normal to the vessel's surface will hence be
The percentage of reflected light for a given incident angle will be given by the Fresnel equation
where n 12 is the relative refractive index and θ is the refracted angle. For angles greater than the critical angle θ c = sin −1 (1/n 12 ), all light is reflected and R = 1. Using these equations we can find the average reflection R :
is the fraction of the light which has penetrated into the vessel, and hence Figure 3 shows the exitance as a function of detector position (for a source at x = 0) as calculated by the Monte Carlo model, the random-hole model and diffusion theory for a vessel separation of 1.86 mm and radii 0.25 mm. Figure 4 shows a calculation of the total pathlength and the vessel pathlength for the same geometry and models. There is almost no discernible difference between the random-hole and diffusion models in these graphs, and both agree well with the Monte Carlo data. In figure 5 are shown the fractional partial paths v through the vessels for a variety of vessel spacings and radii (all vessels having an absorption coefficient of 0.4 mm −1 ). These figures show that at large (> 30 mm) detector positions all three models agree, but at closer detector positions, the random-hole model (equation (1)) provides a much better agreement with the results of Monte Carlo modelling than using a homogeneous diffusion theory with Liu et al's 'effective absorption coefficient'. This is because this latter model does not take into account the relatively low probability of encountering a vessel for photons with short paths. Figure 6 shows a comparison of the partial path length through the vessels for matched refractive indices and n 12 = 1.55/1.33. For the latter case, is calculated as 0.7088 from equation (12). This value has also been used for β in equation (6). Figure 6 also shows the effect on the partial path of changing the anisotropy factor, g, of the scattering medium from 0 to 0.9. The transport scattering coefficient µ s = µ s (1 − g) is kept at 1.0 mm −1 in both cases. This figure shows that, as expected, the anisotropy factor has little effect upon v , except close to the source. In studies on phantoms, however, the refractive index mismatch has a significant effect, and obviously has to be borne in mind.
Results

Comparison of models
Effect of refractive index and g
For a resin/intralipid based phantom, n 12 1.55/1.35 = 1.165 and can be calculated as 0.73, which agrees well with the empirical value of β = 0.74 ± 0.02 published in Liu et al (1995) . Since the anisotropy factor has negligible effect at large source/detector spacings, we can conclude that the β factor in equation (6) depends only upon refractive index. β appears to be identical with , and can thus be calculated from equation (12). When measuring attenuation spectra in tissue, of course, the vessel radius is generally a constant, whereas the absorption will vary with wavelength. Figure 8 shows the absorption coefficients of water and haemoglobin (2.0 mMol, average saturation 70%). If we assume a homogeneous distribution of the blood in the tissue, using a typical blood volume of 4%, the average absorption coefficient µ a = µ a (1 − f v ) + f v µ v a . This can be used in the diffusion equation, f v being 0.04 with µ s = 1 mm −1 . Figure 9 shows the resulting attenuation spectrum at 40 mm spacing, and figure 10 the differences between this spectrum and spectra calculated with the haemoglobin confined to vessels of differing radii. The differences become larger as the radius increases. Figure 7 shows that the effect of the absorption coefficient depends upon the size of the vessels. For values of µ v a r < 0.03 the attenuation is equivalent to that in a homogeneous medium with the absorption uniformly distributed. At higher values of µ v a r, the light effectively 'sees' less of the vessels, since light which penetrates them is attenuated a great deal, and hence is not detected. This has an effect on both a measurement of the apparent vessel volume, and on the attenuation spectrum, which is shown in figure 8 .
Effect of radius/µ a
Effect of scattering coefficient
Discussion
The anisotropy factor, g, seems to have no effect on the measurement at large detector spacings, and only a small effect at small spacings. This is probably because the light undergoes sufficient scattering events to become randomized in its directionality. It is probable, however, that as the fractional volume occupied by the vessels increases, g will have an increased effect as the light will have less scattering medium within which to scatter and become diffuse. The volume of blood in the brain is approximately 4% (Sakai et al 1985) , equivalent to the volumes studied here, and it is therefore unlikely that the g value will have any effect in tissue. Changes in the scattering coefficient of the blood are also unlikely to have any effect upon a measurement of blood volume.
In resin/water models, the relative refractive indices make a difference to the penetration of light into the vessels, but in tissue it is unlikely to have a great deal of effect, since tissue and blood have similar refractive indices, close to 1.4 (Bolin et al 1989) . Differences in refractive index may have some influence for blood vessels in adipose tissue, however, where, due to its high lipid content ( 70% in adults), the refractive index is 1.46. In this case, is 0.91, and a measurement of the blood volume in adipose tissue would be approximately 10% too low. The refractive index of brain has not been measured, unfortunately, but since its average lipid content is only about 10% (compared with 4% for muscle), so its refractive index is likely to be close to 1.4.
The concentration of haemoglobin in the blood of the major arteries and veins is approximately 150 g l −1 (2.3 mM). According to absorption spectra published by Matcher et al (1995) and assuming an oxygen saturation of 70% this gives an absorption coefficient of 0.36 (at 700 nm) , 0.45 at 800 nm (the isobetic point of Hb, HbO 2 ) and 0.65 (at 950 nm). In the arterioles and capillaries of the brain, the haematocrit is 30% lower than the main arteries (Lammertsma et al 1984) and hence the absorption coefficient will be 30% lower.
The main cerebral arteries entering the parenchyma from the base of the brain are approximately 1 mm in diameter. These branch into arteries of 0.2 mm in diameter, and these in turn branch into smaller vessels. Most of the vessels which penetrate into the cortex have a diameter of 0.04 mm (Duvernoy et al 1981) . Hudetz et al (1987) investigating the pial arteries of rats found that the branching ratio of the arteries was 4.14, with the average vessel radius decreasing by 0.63 at each branch. The distance between forks was not found to be related to the diameter of the branch. Since all the vessels internal to the brain, and the vast majority on its surface, are less than 0.2 mm diameter, they will have an approximately equal contribution to the detected signal.
Given the general distribution of cerebral vessel diameters, a measurement of the change in light attenuation on the head resulting from a change in oxygenation will give a good estimate of the blood volume in the head, provided that the mean pathlength is known. To determine the blood volume in the brain, of course, we need to know the partial pathlength of light through the brain (Elwell et al 1994) .
Changes in the large main arteries and veins, however, will have less effect on the detected NIR signal. This implies that changes to the cerebral blood volume which occur principally in the few large external vessels on the cortical surface may be underestimated by NIR spectroscopy.
