Abstract. In complex electromagnetic environment, the training data contains a lot of noise, which can make classic neural networks overfit easily. In order to solve this problem, a new method based on sampling theory is proposed for constructing models. Through analyzing wavelet networks and radiation fields in the frequency domain, it is proved that the new method can effectively reduce noise on models and help wavelet networks obtain a good generalization. In the simulation, the new method is compared with regularization techniques. The results show that the new method can prevent networks from overfitting and is more robust to noise.
Introduction
Radiation models are essential in testing and diagnosing antenna performances. For now, there are two methods to build an antenna radiation model: one is a classical physics method; the other is using neural network.
The former method, generally, is based on the electromagnetic theory and can obtain a high accurate model [1] [2] . However, this method is to great depends on the solutions of electromagnetic equations such as Maxwell equations, and it is still a worldwide problem on obtain the solution of Maxwell equations under complex boundary conditions. The latter method always construct models by the characteristics of training data, so that it can avoid solving the complex equations in former method [3] [4] . However, in complex environment, the training data always contain a lot of noise and it will lead the network to overfitting.
In order to find a way to solve the problems above, we analyze the frequency band of wavelet network and antenna radiation models, get the result that both of them have a limited frequency band, based on which a modeling method has been proposed. Simultaneously, the filtering algorithm based on sampling theory is applied in this wavelet network, to prevent the interference of the noise. Theoretical analysis proves the feasibility and effectiveness of this method. In the simulation, we compare this method with RBF network, the results show that the proposed method can reduce the influence of noise more effectively.
Frequency Band Characteristics of Wavelet Network
Wavelet network is a topological expansion of wavelet series. There are many kinds of structures of wavelet network, the structure proposed by literature [5] will be used in this paper, which is shown in Figure 1 .
The Figure 1has a mathematical expression 
Frequency Band Characteristics of Antenna Radiation Model

Frequency Band Analysis of Linear Array Antenna
For a linear array antenna of N radiation units that distribute randomly, their total electric field in the far field can be expressed as [7] where i I is the complex current of the ith radiation unit,  and  are the pitch angle and the azimuth angle of the antenna, while
is the phase of the ith radiation unit that with respect to the reference point.
Since in the far field, the electric field has nothing to do with the azimuth angle  , and assume that all the units have the same separation d . so the formula (4) has another expression
and  is the wavelength. Normally, all the radiation units have the same complex current, i.e.  , so we have
Simplify the equation (7), we can get 0 1 (cos sin ) (sin sin ) (sin ) 1 (cos sin ) (sin sin )
(9) insert the equation (8) into the equation (9), and simplify it
(11) According to the theory of antenna design, the equivalent aperture of the antenna should be equal to or greater than a quarter of the electromagnetic wavelength [8] . In order to put as many units as possible on the plane, we consider the equivalent aperture 
, and the Fourier transform of ( ) 
Convergence Algorithm Based On Sampling Theory
From the analysis above, we can find that both wavelet networks and the radiation field of array antenna are band limited, which inspires us to use the wavelet network to overcome the interference of the noise when modeling. However, the traditional algorithm rarely notice the influence of the noise, which always result the networks in overfitting. In order to solve this problem, we decide to use the algorithm that proposed in the document [6] . This algorithm is based on sampling theories and makes full use of the frequency characteristics of wavelet network. it is proved that this algorithm has good convergence and filtering properties, which can effectively reduce the effects of noise and prevent networks from overfitting.
In this algorithm, the training data need to satisfy the sampling theory, while for the wavelet network, the input weights can be expressed as (20) And for output weights, it can be solved by the gradient descent iterative course: ( 1) ( 1)
b is a constant that only related to the scaling function, s T is the sampling period. In the inequality (20), interval [0, ] N  is the support of the scaling function, and the interval [ , ] m n is the training interval that need to be covered. And in the equation (21), the column vector , where 1 ... n x x are the input training data [6] .
The Structure and Parameters of Wavelet Network Training Sample Selection Conditions
From the algorithm, we know that the training data need to satisfy the sampling theory, that is to say, the sampling frequency s f need to satisfy the inequality 
Training Steps of Wavelet Network
According to the descriptions of previous sections, the training process of wavelet network can be concluded as following steps: 1) First, get the sampling period s T from the equation (22), and collect the training data that satisfy the period s T .
2)
Second, choose a appropriate scaling function ( ) 
4)
Then, update the output weight , J k c by using the gradient descent iterative.
Experiment and Simulation
Object of Simulation
The simulation object is a rectangle array antenna that construct in the laboratory, for we only to verify the feasibility of the method, we don't care its other capabilities(for example, it has a poor directivity). In our simulation, we choose the array units The data is collected 10 meters away from the antenna in order to keep in the far field. Drawing the data in matlab , we can get the antenna pattern ,which is shown in Figure 4 , In order to compare, we also use the RBF network. What's more, in order to construct the model in different complex environment, we take the methods of adding different Gauss noise into the training data to replace the different environment.
Constructing Model in Weak Noise
In order to construct models in weak noise environment, the noise with of Gaussian distribution is added in the training data. According to the steps in section 5.4, we set the RMSE=0.01, let the wavelet network and the improved RBF network learn from the noisy data respectively, and get the results which is shown in Figure 5 and 6. 
Constructing Model in Strong Noise
In order to construct the model in weak noise environment, the noise with of Gaussian distribution is added in the training data. Set the RMSE=0.02, the training course is similar to that of learning from weak noisy data, and we can get the result which is shown in Figure  7 and 8. Fig.7 describes the estimation of wavelet network and Fig.8 describes the estimation of RBF network. From the two pictures we can find that the accuracies of two kinds of networks are both decreased with the increase of noise, but the RBF network decreases more obviously. From the two simulations, we know that both two networks can construct a accurate model in weak noisy environment. But with the increase of noise, the estimation capability of RBF network decreases rapidly while the estimation capability of wavelet network also stay in a high level.
Summary
To solve the problem that the classical network is easy to fall into local optimum and get overfitting in the complex environment, we analysis the frequency characteristics of antenna radiation and wavelet network, propose a method that based on sampling theory for constructing models, and prove it theoretically that this method can reduce the influence of noise to the model effectively. At the same time, we compare this method with the RBF network, and get the models in different noise environment, the results show that the method proposed is superior to the traditional network method and robust to the noise.
