Introduction
With regard to a single photograph, its exterior orientation (with respect to the object space) consists of two easily separable sets of parameters. One, involves the angles of rotation ( , , ω ϕ κ ) of the camera axis at the time of exposure and the other, the positional data of the exposure station in terms of the three-dimensional coordinates of the perspective centre 0 0 0 ( , , ) X Y Z . In topographic applications of photogrammetry, photogrammetrists think most naturally in terms of models produced by pairs of photographs. However, undoubtedly the most flexible approach to block formation and adjustment and to photogrammetry in general is through the use of the bundles of rays produced by individual photographs. In close range photogrammetry, where multi-station and convergent configurations are possible, the bundle approach can be seen in its most powerful form. The bundle as a result of one simultaneous least squares solution of all the photographs by an iterative method. The iterations are necessary because of the fact that the associated condition equations are non-linear. The results of the bundle adjustment of the block of photographs are camera exterior orientation parameters of each photograph and a listing of the object space coordinates of the measured new points as well as their statistical precision.
Instead of getting the object space coordinates of new points and camera exterior orientation parameters in one simultaneous least squares solution of all photographs, the solution can be divided into two separate steps as following:
-Bundle adjustment for the determination of the camera exterior orientation parameters and object space coordinates of very limited number of points such as the six Gruber points (Wolf et al. 2014) ; and -Space intersection for the determination of object space coordinates of unlimited number of points of interest such as pass and/or tie points, and planimetric and topographic points. The advantage of this solution is the computation of the object space coordinates of points of interest in a separate step because:
-Their very presence could weight the solution according to their locations; -Their effect on the accuracy of the computed control, pass and/or tie points, and camera exterior orientation parameters; -The incorporation of such these points into block bundle adjustment software would unduly complicate. Several methods can be applied to determine the parameters of the camera exterior orientation utilizing analytical photogrammetry. Three basic conditions are widely used to compute the exterior orientation parameters. These conditions are known as collinearity, coplanarity (Ghosh 2005) and coangularity (Wolf et al. 2014; Elnima 2015) conditions. All solutions pertaining the above mentioned conditions use point coordinates as input data (Grussenmeyer, Khalil 2002) .
GPS techniques can be also used for determining the exterior orientation parameters, but only for aerial photogrammetry. Using GPS allows direct transformation of points into the mapping coordinate system. The main advantage of this method is the limitation of the iterative computation traditionally used to determine exterior orientation parameters. As a result, initial values of exterior orientation parameters are not needed and the number of control points needed to compute these values is considerably reduced.
The present research aims to derive mathematical formulations, investigate and compare the accuracies of three solutions for camera exterior orientation determination which are based on collinearity condition, coplanarity condition, and direct linear transformation (DLT) method.
Determination of camera exterior orientation parameters using the collinearity condition
Simultaneous adjustment utilizes the well known collinearity condition to establish two equations for each measured image point, and provides a unique solution for the system of observation equations by the least squares method.
The condition of collinearity is that an object point (P), its image point (p) and the perspective centre (O), must lie along the same line. Mathematically, this condition is expressed as (Ghosh 2005; Elnima 2015 
where , The linearized form of Equation (1), for least squares method solution, can be given by (Wolf et al. 2014) :
where: ∆ is the correction vector to the current values set for the unknowns (camera interior orientation parameters, camera exterior orientation parameters of each photo and object space coordinates of points) in the iterative solution; B is the matrix of the partial derivatives of Equation (1) with respect to the unknowns; V is the residual vector, i.e., the correction vector to the observations; and ε is the discrepancy vector. (2) and (3) as:
where the matrices are as defined earlier.
The fundamental requirements in bundle adjustment are the estimates of the camera interior and exterior orientations parameters. Furthermore, depending on the specific approach taken, the estimates for object space coordinates of all pass and/or tie points may also be needed. Thus, a bundle procedure should include a feasible method of obtaining the necessary estimated (approximate) values initially. The importance of initial values being close to most probable values of unknowns needs no emphasis. Not only it reduces the number of iterations but ensures fast and accurate results.
More details for the determination of the initial values of camera exterior orientation parameters and the object space coordinates of pass and/or tie points can be found in El-Ashmawy (1999).
Determination of camera exterior orientation parameters using the coplanarity condition
The coplanarity condition ( Fig. 1) implies that the two prespective centres, any object point and the corresponding image points on the two photographs of the stereo-pair, must all lie in a common plane. The coplanarity condition can be expressed as (El-Ashmawy 2006; Li, Zhao 2012; Wolf et al. 2014) : (from 2 O to P) respectively. The mathematical model consists of four scalar equations as follows:
where
X Y Z are the object space coordinates of the first exposure station, and λ and ρ are scale factors of the corresponding location vectors 1 r  and 2 r  within the camera space.
The linearized form of Equation (6) with suggesting additional constraints to consider supplemental observation equations, for least squares method solution, can be given by:
where: ∆ is the correction vector to the current values set for the unknowns (camera interior orientation parameters, camera exterior orientation parameters of the left and right photos and object space coordinates of points) in the iterative solution; A is the matrix of the partial derivatives of Equation (6) with respect to the observations (corrected photo coordinates on the left and right photos of the same object point); B is the matrix of the partial derivatives of Equation (6) with respect to the unknowns; V is the residual vector, i.e. the correction vector to the observations; and ε is the discrepancy vector. and c c ∆ ε are as explained earlier. 
For starting the least squares iterative solution, the computation of the initial values of unknowns is essential and explained in (El-Ashmawy, Azmi 2003).
Determination of camera exterior orientation parameters using the DLT method
The Direct Linear Transformation (DLT) method was introduced to the photogrammetric community by (Abdel-Aziz, Karara 1971; Pannao, Pintavirooj 2012) . DLT method models the transformation between the comparator or image pixel coordinate system and the object coordinate system as a linear function. DLT can be derived from the standard collinearity equations. The basic equations of DLT are expressed as follows (Abdel-Aziz, Karara 1971): 
where , x y are the image coordinates, 1 11 ,..., L L are the transformation coefficients and , , X Y Z are the object space coordinates of point.
The basic DLT equations (Equation (8)) actually contain 10 independent unknown parameters (Abdel-Aziz, Karara 1971). In other word one of the DLT parameters must be redundant and it is needed to add a non-linear constraint to the system to solve this problem. In this case, the method is called modified direct linear transformation (MDLT) method. The MDLT equations can be written as follows (El-Ashmawy 2006): 2 2 2 2 2 4 5 10 4 5 11 2 6 9 2 6 11
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where 2 16 ,..., L L are the transformation coefficients. The linearized form of MDLT Equations with suggesting additional constraints to consider supplemental observation equations, for least squares method solution, can be given by Equation (4) where: ∆ is the correction vector to the current values set for the unknowns (the 15 MDLT parameters for each photo and object space coordinates of the new points) in the iterative solution; B is the matrix of the partial derivatives of Equation (9) with respect to the unknowns; V is the residual vector, i.e., the correction vector to the observations; ε is the discrepancy vector; c ∆ is the vector of observational corrections to the object space coordinates of the control points; c ε is the discrepancy vector, between observed values and current (in iterative solution) values of the object space coordinates of the control points. For starting the iterative solution, approximate values of unknowns should be known. These unknowns are the object space coordinates of new points and the MDLT parameters for each photo.
The method for estimating the approximate values is explained in details in (El-Ashmawy 2006).
Developing and testing the necessary softwares
The current research includes the development of three softwares for the determination of camera exterior orientations parameters. The softwares are written in Visual C ++ (Gregory 1998) (Malik 2010) . The softwares have been designed to make use of efficient user interfaces (window-driven) for facilitating its execution to the user. Analytical determination of camera exterior orientation parameters involves extensive computations and the various steps of which are subjected to computational system error. System error consists of two parts (El-Ashmawy 1999). The first part of this error is due to rounding off of values during intermediate computations. This part of error may be minimised by using double precision computations as far as possible. The second part of the system error occurs due to truncation of higher order terms while forming the linearized observation equations from the non linear condition equations.
Mathematical photogrammetric data can be advantageously used for testing of photogrammetric methodologies and systems since in this case error free input data and end results are both known. Testing the developed softwares, therefore, were carried out by using the mathematically generated blocks of photographs of MATHP software (El-Ashmawy 1999) .
Out of the various mathematical photogrammetric blocks generated, the block having the shown specifications in Table 1 was used for testing the system error of the developed softwares. To reduce the effect of the number and location of the control points during the testing phase of the system error, suitable distribution and number of control points have been adopted (El-Ashmawy 1999). The block size was 5 strips each of six photographs. In this case, the block contained 66 and 132 control and check points respectively.
In order to ascertain the accuracy of the results, the root mean square error (RMSE) was computed using the well known formulation:
. (12) For each software, the RMSE values for camera exterior orientation parameters and ground coordinates of check and ground control points for this testing phase have been obtained. The results showed that the maximum system error is 0.0002 mm, at photo scale 1:1, for the ground coordinates of check points which is negligible. Therefore, it can be concluded that the developed softwares are free from system error and that they are functional.
Investigating the accuracies of the derived methods using mathematical photogrammetric data
In this case, error free photogrammetric data of blocks of different sizes using MATHP software were generated as shown in Table 2 , and random and lens distortion errors were generated and applied to the error free photo coordinates and ground coordinates of control points of the generated blocks as explained in (El-Ashmawy, Azmi 2003). The random errors were generated, using special error generator (El-Ashmawy, Azmi 2003), within ±11 µm and ±8 µm for photo coordinates and ground coordinates of control points at photo scale 1:1 respectively. Lens distortion errors were generated by assigning values for the lens distortion coefficients and generating errors in the range of 50 µm.
Finally, simultaneous adjustment using the derived methods was performed to adjust the available blocks for the determination of camera exterior orientation parameters of each photograph. Then, the ground coordinates of points were computed by means of space intersection as explained earlier. The results, in the form of RMSE values at the ground coordinates of points, were obtained and tabulated in Table 3 .
From Table 3 the following conclusions can be drawn:
-The derived mathematical models are suitable for the determination of camera exterior orientation parameters for a photogrammetric block of any size. -The results of camera exterior orientation parameters using the coplanarity equations are slightly better than the results for using collinearity or DLT method. -The results of using collinearity or coplanarity condition are slightly better than the results of using DLT method.
Investigating the accuracies of the derived methods using actual photogrammetric data
A pair of stereo B/W diapositives of Canton de Vaud, Switzerland (El-Ashmawy 1999) was used to investigate the accuracy of the derived methods for the determination of camera exterior orientation parameters. The height difference in the area is about 78.00 m and mean terrain altitude is 620.00 m above the mean sea level. The aerial photographs were taken by Wild Avioplot RC10 Automatic Camera System of Echallens of wide angle coverage on a 23×23 cm format at 1280.00 m height with focal length 153.18 mm lens, as a result, the average photo scale is about 1:4300. The camera calibration data such as calibrated focal lens, calibrated fiducial marks and radial lens distortion are available. The area contains 16 well-distributed and identified control points. The control point numbers, ground coordinates and standard errors are also available. Conventional method of the coordinates measurement of image points was carried out (El-Ashmawy 1999) on the stereo comparator of Aviolyt BC2, Leica, Switzerland, having a least count of 1 m µ . Seven patterns of control points (El-Ashmawy 1999) , where the number of control points ranged from three to twelve points, were chosen in order to compare the photogrammetrically extracted data coordinates with the corresponding ground survey values at check points.
The values of RMSE at the ground coordinates of all points for each control pattern and derived method were obtained as shown in Table 4 . The results of using collinearity or coplanarity condition are slightly better than the results of using DLT method.
Conclusions
Camera exterior orientation parameters for a block of photographs of any size can be determined using the derived mathematical models based on collinearity condition, coplanarity condition and DLT method.
The coplanarity equations have significant effect on compensating the lens distortion errors rather than collinearity equations or DLT method. For this reason, the accuracy of the results of using coplanarity equations is slightly better than using collinearity equations or DLT method.
Compared to the collinearity equations and DLT method, the coplanarity equations has very complex differential coefficients and difficult to be programmed.
Although the results of the DLT method are less accurate than those of using collinearity or coplanarity condition, the DLT method does not need the known interior orientation nor the exterior orientation parameters. Therefore the DLT method can be used when the necessary information for the collinearity or coplanarity model is not available. This paper shows the necessity for the mathematical photogrammetric data for testing the photogrammetric methods and softwares.
