Strong Disorder Renormalization is an energy-based renormalization that leads to a complicated renormalized topology for the surviving clusters as soon as d > 1. In this paper, we propose to include Strong Disorder Renormalization ideas within the more traditional fixed cell-size real space RG framework. We first consider the one-dimensional chain as a test for this fixed cell-size procedure: we find that all exactly known critical exponents are reproduced correctly, except for the magnetic exponent β (because it is related to more subtle persistence properties of the full RG flow). We then apply numerically this fixed cell-size procedure to two types of renormalizable fractal lattices (i) the Sierpinski gasket of fractal dimension D = ln 3/ ln 2, where there is no underlying classical ferromagnetic transition, so that the RG flow in the ordered phase is similar to what happens in d = 1 (ii) a hierarchical diamond lattice of fractal dimension D = 4/3, where there is an underlying classical ferromagnetic transition, so that the RG flow in the ordered phase is similar to what happens on hypercubic lattices of dimension d > 1. In both cases, we find that the transition is governed by an Infinite Disorder Fixed Point : besides the measure of the activated exponent ψ, we analyze the RG flow of various observables in the disordered and ordered phases, in order to extract the 'typical' correlation length exponents of these two phases which are different from the finite-size correlation length exponent.
INTRODUCTION
The choice to work in real-space to define renormalization procedures, which already presents a great interest for pure systems [1] , becomes the unique choice for disordered systems if one wishes to describe spatial heterogeneities. Whenever these disorder heterogeneities play a dominant role over thermal or quantum fluctuations, the most appropriate renormalization procedures are Strong Disorder renormalizations [2] that have been introduced by Ma and Dasgupta [3] : as shown by Daniel Fisher [4, 5] , these Strong Disorder RG rules lead to asymptotic exact results if the broadness of the disorder distribution grows indefinitely at large scales. In dimension d = 1, exact results for a large number of observables have been explicitly computed [4, 5] because the renormalized lattice of surviving degrees of freedom remains one-dimensional. In dimension d > 1, the Strong Disorder RG procedure can still be defined, but it cannot be solved analytically, because the topology of the lattice changes upon renormalization. Nevertheless, Strong Disorder RG rules can be implemented numerically. For instance, for the disordered Quantum Ising model, these numerical RG studies have concluded that the transition is also governed by an Infinite Disorder fixed point in dimensions d = 2, 3, 4 [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] , in agreement with the results of independent quantum Monte-Carlo in d = 2 [17, 18] .
Nevertheless, the complicated topology that emerges between renormalized degrees of freedom in dimension d > 1 tends to obscure the physics, because a large number of very weak bonds are generated during the RG, that will eventually not be important for the forthcoming RG steps. In this article, we propose to include strong disorder RG ideas within the more traditional fixed-length-scale real space RG framework that preserves the topology upon renormalization. In particular for renormalizable fractal lattices like the Sierpinski gasket or diamond hierarchical lattices, this fixed-length-scale RG procedure allows to use the so-called 'pool method' and to study numerically very large system sizes. (Note that when the full strong disorder renormalization is applied to fractal lattices like the Sierpinski gasket as in Ref [19] , the system sizes are limited because one cannot take advantage of the self-similarity of the original lattice which is immediately broken by the full RG.)
The paper is organized as follows. In section II, we introduce the principles of Strong Disorder RG within a fixed cell-size RG framework. In section III, we present our numerical result for d = 1, and conclude that this procedure correctly captures all critical exponents except for the magnetic exponent β which is related to persistence properties of the full RG flow. In section IV, we apply numerically our procedure to the Sierpinski gasket of fractal dimension D = ln 3/ ln 2 = 1.58.. with no underlying classical ferromagnetic transition. In section V, we study numerically the case of a diamond hierarchical lattice presenting an underlying classical ferromagnetic transition. Section VI summarizes our conclusions. Appendix A contains a reminder on the usual Strong Disorder RG on arbitrary lattices and on the properties of renormalized observables as a function of the energy-based RG scale Γ.
Critical Point : RG flow as a function of the size L
At the Infinite Disorder critical point described in section A 4, the renormalized transverse fields and the renormalized couplings remain in competition at all scales, i.e. they display the same activated scaling in L with some exponent ψ
where (u c , v c ) are O(1) random variables. The exponent ψ corresponds to the activated exponent of the gap G(L) ∝ e −L ψ (Eq A19).
Critical Region : Finite-Size Scaling with the exponent νF S
At this Infinite Disorder fixed point, one expects the following finite-size scaling form for the typical values [7] ln
as well as for the width of the distribution of (ln J L )
(and similarly for the width of distribution of (ln h L )). Here ν F S is introduced as the correlation length exponent that govern all finite-size effects in the critical region.
The magnetization µ L of critical clusters grows with the fractal dimension d f introduced in Eq A21. The intensive magnetization is expected to follow the usual power-law finite-size scaling form
Disordered Phase : RG flow as a function of the size L
In the disordered phase described in section A 3, the transverse fields h i are not renormalized anymore asymptotically, i.e. they converge towards finite values as
where the exponent κ of the essential singularity satisfies
as a consequence of the matching with the finite-size scaling form of Eq. 3. The renormalized couplings J L is expected to have the same scaling as the two-point correlation function [4, 7] ln
The first term is non-random and describes the exponential decay with the size L, where ξ typ represents the typical correlation length
The compatibility with the finite-size scaling form of Eq. 3 implies that the typical correlation exponent ν typ is different from the finite-size correlation length exponent ν F S and reads
The exponent ν F S is expected [4, 7] to correspond to the exponent ν av of the averaged two-point correlation function (ν F S = ν av ). The second term in Eq 8 contains an O(1) random variable u. It is usually subleading with respect to the first term, i.e. of order L ω with some exponent ω < 1. We have argued in [20] that this exponent ω should coincide with the droplet exponent ω DP (D = d − 1) of the Directed Polymer with D = (d − 1) transverse directions. The compatibility with the finite-size scaling form of Eq. 4 for the width
implies that the amplitude A(h) is non-singular as h → h c only if ψ = ω, which is known to be the case in d = 1 [4] . On the other hand, if the two exponents turn out to be different ψ = ω, then the amplitude A(h) has to present the following power-law singularity
Ordered Phase : RG flow as a function of the size L
In the ordered phase described in section A 5, the magnetization µ of surviving clusters grows extensively
i.e. the intensive magnetization is finite and vanishes with some power-law singularity compatible with the finite-size scaling form of Eq. 5
Since surviving clusters have an extensive magnetization, the logarithm of their renormalized transverse fields grows also extensively
where v is an O(1) random variable. The length scale ξ h represents the characteristic size of finite disordered clusters within this ordered phase. The compatibility with the finite-size scaling form of Eq. 3 implies that the typical correlation exponent ν h reads
Note that ν h plays in the ordered phase a role similar to ν typ in the disordered phase, but that they coincide only if d = 1 (Eq 10).
For the asymptotic behavior of the renormalized couplings J L between surviving clusters, one needs first to determine whether there exists an underlying classical ferromagnetic transition, as recalled in section A 5.
(a) When there is no underlying classical ferromagnetic transition, the typical renormalized coupling remains finite, and presents the same essential singularity as in Eq. 6
(b) When there exists an underlying classical ferromagnetic transition, the renormalized couplings J L do not remain finite as in Eq. 17 but grow asymptotically at large L with the scaling of the classical random ferromagnet model
The first non-random term grows as the surface L ds of dimension d s (σ being the surface tension). The second term contains a random variable u and grows with some exponent θ s . For instance in d = 2 where the surface of dimension d s = d − 1 = 1 is actually a line, the exponent θ s coincides with the droplet exponent ω DP = 1/3 of the Directed Polymer in dimension 1 + 1. In dimension d = 3 where the surface has dimension d s = d − 1 = 2, the exponent θ s has been numerically measured to be θ s ≃ 0.84 [21] . It is clear that in the regime of large L where Eq. 18 holds, the strong disorder RG procedure is not appropriate anymore, because the couplings J grow with the scale L (so the decimation of the biggest coupling tend to create a bigger renormalized coupling), and because the width of the probability distribution of (ln J L ) actually decrease with L (instead of becoming broader and broader)
This is why in the language of the energy scale Γ, the strong disorder RG stops at some finite value Γ perco where percolation occurs. In the language of the length scale L, the RG flow exists for all L but is non-monotonous in the critical region of the ordered phase : at the beginning, the typical coupling decays in Eq. 2 and ∆ L grows as L ψ , whereas asymptotically the typical coupling grows as in Eq. 18 and ∆ L decays as in Eq. 19.
Discussion
The fact that RG flows can be reformulated in terms of the length-scale L suggests that some fixed cell-size realspace RG procedure should be possible even for Infinite Disorder fixed points. In the following, we propose such an explicit RG procedure, where Strong Disorder decimation rules are used within a fixed cell-size framework.
B.
Principles of the fixed cell-size RG procedure for the one-dimensional chain
For clarity, we first explain the ideas on the case of the one-dimensional chain, and compare with the exact results of the energy-scale strong disorder RG [4] .
Notations
Let us first introduce notations. At generation n, corresponding to a length L n = b n , a renormalized open bond ]A, B[ is characterized by the correlated renormalized variables (J AB , r A , ∆µ A ; r B , ∆µ B ) distributed with some joint probability distribution P n (J AB , r A , ∆µ A ; r B , ∆µ B ) :
(i) J AB represents the renormalized ferromagnetic coupling between the two end points A and B (ii) r A represents the multiplicative factor that comes from the interior of the bond and that should be applied to the transverse field of A, see the RG rule of Eq. A3. (Similarly r B concerns the other end B of the bond).
(iii) ∆µ A represents the excess of magnetization that comes from the interior of the bond and that should be added to the magnetization of A, see the RG rule of Eq. A4. (Similarly ∆µ B concerns the other end B of the bond).
At generation n = 0 : the coupling J AB is just an initial coupling of the model drawn with some disorder distribution π coupling (J AB ); the sites A and B have magnetic moments µ A = 1 = µ B , corresponding to ∆µ A = 0 = ∆µ B ; and the transverse fields h B are the initial transverse fields of the model, corresponding to r A = 1 = r B . So the initial joint-distribution is simply
2.
Step 1 The first step consists in building the elementary structure of generation (n + 1) from the renormalized open bonds of generation n.
For the one-dimensional chain with a scaling factor b, the explicit construction is as follows : 
Similarly its transverse field is the product of its own initial transverse field h (0) Cj and of the two possible reducing factors r Aj+1 and r Bj coming from the renormalization of the interiors of the two neighboring bonds
The end-point A of the new bond of the (n + 1) generation will correspond to the end-point A 1 of the bond j = 1, and inherits the associated variables ∆µ
and
Similarly, the end-point B of the new bond of the (n + 1) generation will correspond to the end-point B b of the bond j = b and inherits the associated variables
3.
Step 2
The second step consists in applying the usual strong disorder RG rules (recalled in section A 1) to the internal structure with renormalized bonds of generation n that has been constructed in step 1, up to the final state containing a single renormalized open bond of generation (n + 1).
For the one-dimensional chain with a scaling factor b, the explicit strong disorder renormalization of the internal structure is as follows :
These two end-points A and B of the new open bond of the (n + 1) generation are non-decimable by definition, whereas all (b − 1) intermediate points (C 1 , C 2 , .., C b−1 ), and all internal bonds (
We apply to this internal structure the usual strong disorder RG rules recalled in Appendix A1. So we look for the maximum between the b couplings and the (b − 1) transverse fields
and we apply iteratively the strong disorder RG rules up to the full decimation of this internal structure : the final output is the the joint variables (J AB , r A , ∆µ A ; r B , ∆µ B ) of an open bond of generation (n + 1).
Explicit RG for the rescaling factor
B= Ω = max( , , )
Step 1:
Step 2:
To construct an open bond of generation (n + 1) with its renormalized variables (JAB, rA, ∆µA; rB, ∆µB) defined in section II B 1, there are two steps :
Step 1 : one draws b (here b = 2) independent open bonds of generation n with their renormalized variables, and one connects them via intermediate points Cj with renormalized variables (see section II B 2 for more details).
Step 2 : one applies the usual strong disorder RG rules to the internal structure (see section II B 3 for more details). The corresponding RG equation for b = 2 is written explicitely in Eq. 39
As an example, we now describe more explicitly the case of rescaling factor b = 2 (see Fig. 1 ).
Step 1 consists in drawing b = 2 independent renormalized open bonds at generation n, with their renormalized variables (J A1B1 , r A1 , ∆µ A1 ; r B1 , ∆µ B1 ) and (J A2B2 , r A2 , ∆µ A2 ; r B2 , ∆µ B2 ), and in the merging of A 2 and B 1 into a single internal site C that has thus for renormalized transverse field
and for renormalized magnetic moment
Step 2 consists in the Strong Disorder Renormalization of the internal structure made of the site C and of the two ferromagnetic bonds surrounding C, i.e. Eq. 27 reduces to
If Ω = h C , then the site C is decimated according to the usual Strong Disorder RG rules of Eq A2 : the renormalized coupling reads
whereas the properties of the two ends are unchanged, i.e. the supplementary factors coming from this second step are
(ii) If Ω = J AC , then the site C is merged with the end A according to the usual Strong Disorder RG rules of Eqs A3 and A4 : the properties of the end A get renormalized according to
whereas the renormalized coupling is (Eq A5)
(iii) If Ω = J CB , then the site C is merged with the end B according to the usual Strong Disorder RG rules of Eqs A3 and A4: the properties of the end B get renormalized according to
The renormalized open bond of generation (n + 1) is thus characterized by these correlated final variables (J f inal
), where the coupling J f inal AB has been computed either with (i),(ii),(iii), and where the variables associated to the end-points A and B contain the contributions of the two steps described above, i.e. the excess of magnetizations of the two boundaries read
while their multiplicative factors read
Equivalently, the joint distribution P n (J, r A , ∆µ A , r B , ∆µ A ) evolves according to the RG equation
where the two first lines corresponds to the draw of two independent open bonds of generation n, the third line corresponds to the merging of A 2 and B 1 into the intermediate site C, and where the last lines correspond to the three possible decimations (respectively of h C , of J A1B1 = J AC and of J A2B2 = J CB ).
C. Discussion
We have described in detail the case d = 1. It is clear that in the limit of infinite block size b → +∞, one recovers the full usual Strong Disorder RG. In the next section III, we have thus chosen to study numerically the 'worst' case of rescaling factor b = 2 to compare with the exact results of the full Strong Disorder RG corresponding to b → +∞. The results with other block sizes b = 3, 4, ... are expected to interpolate between b = 2 and b → +∞.
More generally, besides this one-dimensional case, we can apply the same strategy to other exactly renormalizable lattices. As discussed in section A 5, the properties of the ordered phase depend on the existence of an underlying classical ferromagnetic phase. We have thus chosen to consider below the two following cases :
(i) in section IV, we consider the Sierpinski gasket where there is no underlying classical ferromagnetic phase.
(2) in section V, we consider the hierarchical diamond Lattice where there is an underlying classical ferromagnetic phase.
III.
NUMERICAL
We have applied the procedure explained in detail in the previous section for the rescaling factor b = 2. In this section, we describe our numerical results and compare with the exact solution of the full Strong Disorder RG [4] .
A. Numerical details
We have used the flat initial distribution of couplings on the interval 0 ≤ J ≤ 1
and a uniform transverse field h. This choice of box-distribution is very common in numerical studies of random transverse field Ising models [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . In addition in dimension d = 1, it is exactly known that any infinitesimal disorder flows towards the same Infinite-Disorder fixed point [4] . The corresponding exact transition point given by the criterion ln h = ln J [4] is
We have performed numerical simulations with the so-called 'pool-method' which is very much used for disordered systems on hierarchical lattices, in particular for spin-glasses [22] , but also for disordered polymers [23, 24] . The idea is to represent the joint probability distribution P n (J, r A , ∆µ A , r B , ∆µ A ) at generation n, by a pool of M realizations (
A ) where i = 1, 2, ..., M . The pool at generation (n + 1) is then obtained as follows : each new set (
A ) of generation (n + 1) is obtained by choosing b = 2 values i at random with their corresponding variables in the pool of generation n.
The results presented in this Section have been obtained with a pool of size M = 10 7 . We find that the corresponding transition point satisfies 0.367910 < h pool c (M = 10 7 ) < 0.367912 (42) i.e. it is slightly larger than the exact value of Eq. 41 as a consequence of the finite size M of the pool. We now describe our numerical results concerning the RG flow of the renormalized variables in various phases using 0 ≤ n ≤ 50 generations corresponding to lengths ) in a log-log plot : the slope is 0 in the ordered phase (e.g. h = 0.32), the slope is 1 in the disordered phase (e.g. h = 0.39), and the slope is ψ ≃ 0.5 at criticality (before the bifurcation of the curves corresponding to h = 0.367910 and h = 0.367912 ). (b) RG flow of the width ∆L of the distribution of the logarithm of the renormalized couplings in a log-log plot : the slope is 0 in the ordered phase (e.g. h = 0.32), the slope is ω ≃ 0.5 in the disordered phase (e.g. h = 0.39), and the slope is ψ ≃ 0.5 at criticality (before the bifurcation of the curves corresponding to h = 0.367910 and h = 0.367912 ).
On Fig. 2 (a) , we show our data concerning the RG flow of the typical coupling
Our results for the L-dependence in the two phases and at criticality
are in agreement with the exact solution [4] .
C. RG flow of the width ∆L of the logarithms of the renormalized couplings
On Fig. 2 (b) , we show our data concerning the RG flow of the width ∆ L of the distribution of the logarithms of the couplings. Again, our results for the L-dependence in the two phases and at criticality
are in agreement with the exact solution [4] . 
Again, our results for the L-dependence in the two phases and at criticality
E. RG flow of the renormalized magnetization µL
On Fig. 3 (b) , we show the RG flow of the magnetization µ L of renormalized clusters as a function of L. In the ordered phase, the magnetization is extensive µ L ∝ L, whereas in the disordered phase, the magnetization of clusters
This discrepancy will be discussed after Eq. 57. In the disordered phase, the exponential decay of the typical renormalized coupling J typ L = e ln JL defines the typical correlation length ξ typ (Eq 9)
As shown on Fig. 4 (a) , the divergence at criticality
is governed by the exponent
in agreement with the exact solution [4] . As shown on Fig. 4 (b) , the finite typical renormalized transverse field h typ ∞ displays the essential singularity (Eq. 6) with
in agreement with the exact solution [4] . Both values of Eq. 52 and Eq. 53 correspond to the finite-size correlation exponent (see Eqs 7 and 10)
in agreement with the exact solution [4] . 
G.
Critical exponents in the ordered phase h < hc
In the ordered phase, the exponential decay of the typical renormalized transverse field defines the length
where ξ h diverges with the exponent ν h ≃ 1 in agreement with the exact solution [4] . Similarly, the finite typical renormalized coupling J typ ∞ displays an essential singularity with the same exponent κ ≃ 1 as in Eq. 53, in agreement with the exact solution [4] . On Fig. 5 , we show our data concerning the intensive magnetization of Eq. 14
We measure an exponent of order β ≃ 0.33 instead of the exact result
We believe that this discrepancy, related to the previous discrepancy found at criticality (see Eq 49) comes from the rare-event nature of the magnetization in the critical region : indeed, the critical magnetization represents some 'persistence exponent' for the strong disorder renormalization flow [25] , because it is related to the probability for a given spin to remain undecimated during the RG flow [4] . Within our framework where some spins are declared 'undecimable' up to some given stage of the real space RG, this persistence probability is changed so that the corresponding exponents for the magnetization are not captured exactly by our fixed-cell-size procedure. Nevertheless, the approximated exponents obtained are expected to become better and better as the rescaling factor b grows, and to converge to the exact values as b → +∞
H. Discussion
In summary, except for the magnetic exponent β and related exponents like d f that are not reproduced exactly for finite b (for reasons explained just above), the fixed cell-size procedure with the rescaling factor b = 2 is able to capture correctly the other critical exponents, in particular the activated exponent ψ, the typical correlation exponent ν typ , and the essential singularity exponent κ = 1. For other rescaling factors b = 3, 4, .., we expect that these critical exponents (ψ, ν typ , κ) will be again exactly reproduced (since b = 2 is the 'worst' approximation with respect to the full rules corresponding to b → +∞), whereas the magnetic exponents β(b) will be better approximations of the true exponent β exact = β(b → +∞) than β(b = 2), but will never be exact for any finite b. We also believe that these conclusions can be extended to more complicated observables like spin-spin correlations as follows : typical observables (like typical correlations that involve the exponent ψ at criticality) should be reproduced with the correct critical exponents, whereas averaged observables governed by rare persistent events (like averaged correlations that involve the magnetic exponent β) cannot be correctly reproduced for any finite b.
After having checked that typical exponents can be correctly reproduced in d = 1 with b = 2, we may now apply this fixed cell-size procedure to fractal lattices of dimension d > 1.
IV. NUMERICAL RESULTS FOR THE SIERPINSKI GASKET
The Sierpinski gasket is one of the simplest hierarchical lattice made of nested triangles. It has for fractal dimension D = ln 3 ln 2 = 1.5849525...
There is no underlying ferromagnetic phase (i.e. T c = 0), because the so-called 'ramification' remains finite [26] .
A.
Principle of the fixed cell-size RG procedure
To construct an open triangle of generation (n + 1) with its renormalized variables (JAB, JAC , JBC , rA, ∆µA, rB, ∆µB, rC, ∆µC ), the are two steps :
Step 1 : one draw three independent open triangles of generation n, and one connects them via intermediate points
Step 2 : one applies the usual strong disorder RG rules to the internal structure.
Since the Sierpinski gasket can be constructed recursively from triangles, it is clear that the fixed cell-size RG procedure based on Strong Disorder RG rules will be based on the joint probability P n (J AB , J AC , J BC , r A , ∆µ A , r B , ∆µ B , r C , ∆µ C ) of 'open triangles', that will replace the joint probability P n (J AB , r A , ∆µ A ; r B , ∆µ B ) of 'open bonds' described in section II B 1 : the variables for one open triangle ABC are the three ferromagnetic couplings (J AB , J AC , J BC ) associated to the three bonds of the triangle, the three magnetizationexcesses (∆µ A , ∆µ B , ∆µ C ) associated to the three vertices, and the three multiplicative factors (r A , r B , r C ) for the transverse fields of the three vertices.
It is clear that with three open triangles of generation n, we can build the structure of generation (n + 1) by following the same principles as in section II B 2. We may then apply Strong Disorder RG rules to this structure to obtain an open triangle of generation (n + 1) with its renormalized variables, by following the same principles as in section II B 3 (the only novelty is that in the ordered phase, one of the three renormalized ferromagnetic coupling of the triangle may vanish).
As in the previous section, we have used the flat initial distribution of Eq. 40 for the random couplings and a uniform transverse field h. The results presented in this Section have been obtained with a pool of size M = 7.10 6 , leading to a transition point of order ) in a log-log plot : the slope is 0 in the ordered phase (e.g. h = 1), the slope is 1 in the disordered phase (e.g. h = 1.7), and the slope is ψ ≃ 0.58 at criticality (before the bifurcation of the curves corresponding to h = 1.3527037 and h = 1.3527038). (b) RG flow of the width ∆L of the distribution of the logarithm of the renormalized couplings in a log-log plot : the slope is 0 in the ordered phase (e.g. h = 1), the slope is ω ≃ 1 in the disordered phase (e.g. h = 1.7), and the slope is ψ ≃ 0.58 at criticality (before the bifurcation of the curves corresponding to h = 1.3527037 and h = 1.3527038 ).
On Fig. 7 (a) , we show the RG flow of the typical coupling
On Fig. 7 (b) , we show the RG flow of the width ∆ L of the distribution of the logarithms of the couplings :
Note that the value ω = 1 is an 'anomalously' large exponent for the droplet exponent of the Directed Polymer if one compares with hypercubic lattices where ω < 1 (Eq. 8). We believe that this anomaly comes from the hierarchical structure of the Sierpinski gasket where the polymer is forced to visit certain points at each scale. 
D.
RG flow of the typical renormalized transverse field h typ L
On Fig. 8 (a) , we show the RG flow of the typical renormalized transverse field h
On Fig. 8 (b) , we show the RG flow of the renormalized magnetization µ L of surviving clusters as a function of L
At criticality, the exponent x of the intensive magnetization of Eq. 5 is thus of order
Critical exponents in the disordered phase h > hc
In the disordered phase, the exponential decay of the typical renormalized coupling J typ L = e ln JL defines the typical correlation length ξ typ (Eq. 9) As shown on Fig. 9 (a) , the divergence near criticality (Eq. 51) is governed by the exponent
As shown on Fig. 9 (b) , the finite typical renormalized transverse field h 
G.
Critical exponents in the ordered phase h < hc In the ordered phase, the exponential decay of the typical renormalized transverse field h typ L = e ln hL defines some characteristic length ξ h (Eq 15). As shown on Fig. 9 (a) , we find that ξ h diverges with the exponent
As shown on Fig. 9 (a) , the finite typical renormalized coupling J typ ∞ displays an essential singularity with the same exponent κ ≃ 0.82 as in Eq. 67.
Our data concerning the intensive magnetization of Eq. 14 are shown on Fig 10 : we measure an exponent of order β ≃ 0.73.
Our various measures are thus compatible with a finite-size correlation exponent of order
Hierarchical construction of the diamond lattice of branching ratio k = 2 and rescaling factor b = 8 : we show the generation n = 0 with a single bond, the generation n = 1 containing kb = 16 bonds organized in k = 2 branches of b = 8 bonds in series, and generation n = 2 obtained by iteration.
V. NUMERICAL STUDY FOR A HIERARCHICAL LATTICE HAVING AN UNDERLYING CLASSICAL TRANSITION
Fractal lattices present a classical ferromagnetic transition only if their ramification is infinite [26] . Exactly renormalizable lattices with a finite connectivity have a finite ramification and do not present a classical ferromagnetic transition, as the Sierpinski gasket discussed in the previous section. Exactly renormalizable lattices with a classical ferromagnetic transition are thus hierarchical lattices presenting a growing connectivity, such as the lattice shown on Fig. 11 that we study in this section : this lattice is constructed recursively from a single link called here generation n = 0. At generation n = 1, this single link has been replaced by k = 2 branches, each branch containing b = 8 bonds in series. The generation n = 2 is obtained by applying the same transformation to each bond of the generation n = 1. At generation n, the length L n between the two extreme sites A and B is L n = b n , whereas the total number of bonds grows as
This type of hierarchical lattices has been much studied in relation with Migdal-Kadanoff block renormalizations [27] that can be considered in two ways, either as approximate real space renormalization procedures on hypercubic lattices, or as exact renormalization procedures on certain hierarchical lattices [28, 29] . Various classical disordered models have been studied on these hiearchical lattice, in particular the diluted Ising model [30] , the ferromagnetic random Potts model [24, [31] [32] [33] [34] [35] , spin-glasses [24, 34, [36] [37] [38] [39] [40] and the directed polymer model [23, 24, 34, [41] [42] [43] [44] [45] [46] [47] [48] .
As in the previous sections, we have used the flat initial distribution of Eq. 40 for the random couplings and a uniform transverse field h. The results presented in this Section have been obtained with a pool of size M = 10 7 . We find that the corresponding transition point satisfies
using 0 ≤ n ≤ 42 generations corresponding to lengths
A. RG flow of the typical renormalized coupling J typ L
On Fig. 12 , we show our data concerning the RG flow of the typical coupling On Fig. 13 , we show our data concerning the RG flow of the width ∆ L of the distribution of the logarithms of the couplings
Here the novelty with respect to the previous cases is again the ordered phase with the decay of the width ∆ L ∝ L ωs−Ds as expected when there exists an underlying classical transition (see the discussion around Eq. 18). Another important result is the inequality ψ > ω implying a singular diverging amplitude A for the width in the disordered phase (see the discussion around Eq. 12). 
The novelty with respect to the previous cases is the disordered phase that involves the dimension D s as a consequence of the growing connectivity of the diamond hierarchical lattice (see the discussion in V G).
D. RG flow of the renormalized magnetization µL of surviving clusters
On Fig. 14 (b) , we show the RG flow of the renormalized magnetization µ L of surviving clusters as a function of the RG scale L
E. Critical exponents in the disordered phase h > hc In the disordered phase, the exponential decay of the typical renormalized coupling J typ L = e ln JL defines the typical correlation length ξ typ As shown on Fig. 15 (a) , the divergence near criticality is governed by an exponent of order
In the ordered phase, the exponential decay of the typical renormalized transverse field h typ L = e ln hL defines the typical cluster linear
where ξ h diverges with the exponent ν h ≃ 1.08 (see Fig 15 (a) ) On Fig. 15 (b) , we show our data concerning the intensive magnetization : we measure an exponent of order β ≃ 0.81.
G. Discussion : effect of the growing connectivity
In this section, we have considered a hierarchical fractal lattice, where the end points have a growing connectivity as k n , when the length grows as L n = b n . This property has for consequence that in the disordered phase, the magnetization µ L and the logarithms of the transverse fields do not remain finite as they do when they represent sites of finite connectivity, but scale as the growing connectivity as k n = L Ds n where
By consistency in the disordered phase, only sites should be decimated asymptotically, i.e. the logarithms of the renormalized transverse fields scaling as
should remain bigger than the logarithm of the renormalized couplings scaling as in Eq. 8 : the RG procedure is thus consistent only if D S < 1. In addition, if one wishes that the spurious behavior of Eq. 82 does not affect the critical point either, one should have the stronger inequality
This condition is satisfied in the case we have studied numerically with D s ≃ 0.33 < 0.49 ≃ ψ (and this is why we have chosen the value b = 8 instead of smaller values). But it is clear that this condition will not be satisfied by all diamond hierarchical lattices with arbitrary values of the parameters (k, b) of Eq. 70.
VI. CONCLUSION
In this paper, we have proposed to include Strong Disorder RG ideas within the more traditional fixed cell-size real space RG framework. We have first considered the one-dimensional chain as a test for this fixed cell-size procedure. Our conclusion is that all exactly known critical exponents are reproduced correctly, except for the magnetic exponent β, because it is related to more subtle persistence properties of the full RG flow. We have then applied numerically this fixed cell-size RG procedure to two types of renormalizable fractal lattices :
(i) the Sierpinski gasket of fractal dimension D = ln 3/ ln 2, where there is no underlying classical ferromagnetic transition, so that the RG flow in the ordered phase is similar to what happens in d = 1.
(ii) a hierarchical diamond lattice of fractal dimension D = 4/3, where there is an underlying classical ferromagnetic transition, so that the RG flow in the ordered phase is similar to what happens on hypercubic lattices of dimension d > 1.
In both cases, we have found that the transition is governed by an Infinite Disorder Fixed Point. Besides the measure of the activated exponent ψ at criticality, we have analyzed the RG flow of various observables in the disordered phase and in the ordered phase, in order to extract the 'typical' correlation length exponents of these two phases (respectively ν typ of Eq. 9 and ν h of Eq. 15) which are different from the finite-size correlation exponent ν F S that governs all finite-size properties in the critical region (Eq. 3). In the disordered phase, we have also measured the fluctuation exponent ω (Eq. 8) which is expected to coincide with the droplet exponent of Directed Polymer living on the same lattice [20] . Whereas the two exponents ψ and ω are known to coincide in dimension d = 1, we have found here in section V that it is possible to have ω < ψ (and accordingly a diverging amplitude A(h) in Eq. 8). Moreover the measured value ψ ≃ 0.49 is close to the values measured for hypercubic lattices in dimensions d = 2, 3, 4 [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] .
Besides the random transverse field Ising model that we have discussed, we hope that the idea to include Strong Disorder RG principles within a fixed cell-size real space renormalization will be useful to study other types of disordered models on fractal lattices, like for instance random walks with disorder on various fractal lattices that have been studied recently in [49] . and a bigger magnetic moment
This renormalized cluster is connected to other sites via the renormalized couplings
(iii) return to (0).
RG flow of probability distributions
The above RG rules determine the RG flow for the joint probability distribution at scale
of the renormalized clusters characterized by their magnetic moments µ i , their renormalized fields
and the renormalized couplings between them
where β i and ζ ij are positive random variables. In the following, we recall [6, 7] the properties of the probability distributions R Γ (β i ) and P Γ (ζ ij ) (normalized per surviving cluster) and of the density n Γ of surviving clusters per unit volume that defined the characteristic length-scale l Γ via
Disordered phase
In the disordered phase, renormalized clusters remain 'finite', i.e. asymptotically at large RG scale Γ, only transverse fields are decimated via the rule (i) of section A 1, while the rule (ii) does not occur anymore. This means that the variable β i of Eq. A7 remains finite, i.e. the probability distribution R Γ (β i ) converges towards a finite probability distribution R ∞ (β i ) without any rescaling for the variable β i . The value R ∞ (0) at the origin β = 0 will then govern the decay of the clusters density n Γ ∂ Γ n Γ = −R ∞ (0)n Γ (A10) leading to the exponential decay
or equivalently to the exponential growth of the length-scale l Γ of Eq. A9 representing the typical distance between surviving clusters
The relation between the energy scale Ω = e −Γ and the length scale l Γ thus corresponds to the power-law
with the continuously variable dynamical exponent
Critical point
At the critical point, both transverse fields and couplings continue to be decimated at large scale Γ, and there is no finite characteristic scale : as a consequence, the only scale available for the variables β i of Eq. A7 and ζ ij of Eq. A8 is the RG scale Γ itself. More precisely, the probability distributions R Γ (β i ) and P Γ (ζ ij ) (normalized per surviving cluster) follow the scaling form
where the rescaled probability distributions R and P do not depend on Γ.
The values R(0) and P(0) at the origin will then govern the decay of the clusters density n Γ
leading to the power-law
or equivalently to the power-law growth of the length-scale l Γ of Eq. A9
The relation between the energy scale Ω = e −Γ and the length scale l Γ thus corresponds to the activated form
where the activated exponent ψ reads
Finally, the magnetic moment of surviving clusters is expected to grow as a power-law of Γ, and equivalently as some power-law of l Γ (Eqs A18 and A20)
where d f represents the fractal dimension of surviving critical clusters.
Ordered phase
In the ordered phase, renormalized clusters are expected to become 'extensive', i.e. asymptotically at large RG scale Γ, only couplings are decimated via the rule (ii) of section A 1, while the rule (i) does not occur anymore. For the asymptotic behavior of the renormalized couplings J ij between surviving clusters, one has to distinguish two possible cases, depending on the existence or non-existence of an underlying classical ferromagnetic phase. When there is no underlying classical ferromagnetic phase (as in the one-dimensional chain), the variables ζ ij of Eq. A8 remain finite, i.e. the probability distribution P Γ (ζ ij ) (normalized per surviving clusters) converges towards a finite probability distribution P ∞ (ζ ij ) without any rescaling for the variable ζ ij . The value P ∞ (0) at the origin ζ = 0 will then govern the decay of the clusters density n Γ ∂ Γ n Γ = −P ∞ (0)n Γ (A22) leading to the exponential decay 
The relation between the energy scale Ω = e −Γ and the length scale l Γ thus corresponds to the power-law of Eq. A13 with the continuously variable dynamical exponent
i.e. the ordered phase is thus rather 'symmetric' to the disordered phase (see Eq A14). Note that in dimension d = 1, this symmetry is a consequence of the duality between couplings and transverse fields [4] .
b. Ordered phase when there is an underlying classical ferromagnetic phase (as in d > 1)
When there exists an underlying classical ferromagnetic phase (as on the hypercubic lattices in dimension d > 1), the ordered phase is completely different from the properties just described, because an infinite percolation cluster appears at some finite RG scale Γ perco : we refer to Ref [7] for more details.
