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1. INTRODUCTION 
We consider random binary sequences in which l’s and O’s occur inde- 
pendently, with respective probabilities p and q = 1 - p. From the equiva- 
lent problem of sequences of heads and tails from the tosses of a p : q coin, 
the distribution of runs in such sequences i  well known [l]: a run of l’s of 
lenF,F k has probability qpkel, * a run of O’s of length k has probability 
P4 . 
We define a period of the sequence to be the interval from the beginning 
of one run of l’s to the next, and define pr(k) as the probability that this 
interval is of length k. We show that pr(k) = (p”q - qkp)/( p - q) for 
p # q, and pr( k) = (k - 1)2-k if p = q = :. We calculate the first and 
second moments of this distribution of periods, and also for the same 
probabilities pr(k) associated with the frequencies of the sequence, defined 
as the reciprocals of the periods. When p = q = :, we obtain Mr = 4, 
Al2 = 20 for the periods, and MI = 1 - In 2, AI2 = In 2 + $(ln 2)2 - T 2/6 
for the frequencies. Note that pr( k) is symmetric in p and q, since a period 
consists of one run of l’s and one run of 0’s. 
2. THE GENERATING FUNCTION f(z) 
We define 
f(z) = 2 zn = & for IzI < 1. 
n-o 
(0 
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We observe 
y(z) = g nzn-’ = (1 ;z)*, Izl <1 
n-1 
f”(Z) = f n(n - l)z”-2 = (1 2’)‘) I4 < 1 
n=l 
(2) 
(3) 
f”(z) = E n(n - l)(n - 2)zn-3 = (1 Tz)4, IZI < 1 (4) 
n=l 
from which 
E nzn = 
(1 fi)2? IZI <1 n=l 
E n2z” = 2z2 
n=l (1 - z)3 + (1: z)‘) Izl < 1 
(5) 
(6) 
f n3zn = 6z3 (jz2 
n-l (1 - z)4 + (1 _ z)’ + (1 Zz)’ 7 IzI < l. C7) 
Also, 
f c= -ln(‘-t), 
n=l n 
forO<t<l. (8) 
To evaluate 
g(t) = fl ; = -/61”‘11 ‘) dz, (9) 
we find in [2] that a closed-form answer is known for exactly five values of 
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t, 1 tl I 1, namely, 
fl2 
g(1) = 2 -$ = l(2) = 7 00) 
n=l 
g(-I)= gL . 01) 
?l==l 
m ( 
-1,; LT! 
) 12 
a2 
g(i) = f ; = 12 - f(h2)’ 02) 
n-1 
g(7) = f f = E - ~7’ (ln T)’ (13) 
n-51 
g(g) = F $ = G - 7~’ (ln7)‘, 04) 
n==l 
where 7 = (6 - 1)/2 = 2 sin( r/10) = 0.618034. . . . (Note that 7 + 72 = 
1, so that if the probability p = 7, then q = 1 - p = r2. In (13) and (14) 
the notation used in [2] has been simplified, and an error in the placement 
of parentheses in (14) has been corrected.) 
3. DISTRIBUTION AND MOMENTS OF THE PERIOD 
The probability, pr(k), that the interval from the beginning of one run of 
l’s to the next, in the p : q sampling of l’s and O’s, has length k, is the 
probability that a run of l’s of length j is followed by a run of O’s of length 
k - j, summed over alI possible values of j. Thus: 
k-l k-l 
pr(k) = 1 (qpj-l)( pq(k-j)-l) = C pjqk-j. 
j-l ;=1 
In the special case p = q = :, this becomes 
k = (k - 1)2-‘t 
In the general case p Z q, (15) gives 
pr(k) = qkz (;) j = qk (P/d - (P/4) Pk4 - !lkP 
‘- (P/4)-1 = P-l 
(15) 
(16) 
(17) 
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This expression is undefined for p = q = $; but it can be rewritten 
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pr(k) =pqp 
k-l 
= pq( pk-2 + pk-3q + . . . +pqk-3 + qk-2) 
08) 
which is defined for all choices of p. Substituting p = q = :, (18) yields 
pr,(k) = ($)2(k - l)(i)“-’ = (k - 1)2-k, 09 
agreeing with (16). 
For the special case p = q = i, we calculate the first two moments of the 
distribution (16) as 
~~ = i kpr,(k) = f k(k - l)Tk =~~f”(z)l~-~,~ 
k=l k=l 
(20) 
in view of (3). Also, using (6) and (7), 
m m 
M2 = c k2pr,(k) = c k2(k - 1)2-k =z3f”‘(z) + ~z~~“(z)I~=~,~ 
k-l k=l 
6z3 4z2 
= 
(1 - z)” + (1 - z)’ r-1,2 = l2 + 8 = 20. 
For this special case, the variance V and standard deviation u are 
(21) 
V=M2-A4,2=4, (I = y’/2 = 2 (22) 
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For the general case (p f q), we have 
Ml= fkpr(k)= 
k-l 
4 P P 4 =-.---.A 
P-4 q2 P-4 P2 
P 4 P2 - q2 p+q 1 
= 4(P-4) - P(P-4) = Pq(P-q) 
= - = - (23) 
P4 P4’ 
(Note. When p = q = t, we again get MI = 1/(1)2 = 4.) 
M2 = f k2pr(k) = 
k=l 
= &(z2f%) + zfrw)~z~, - ~(zy”(4 + ZfWll 1=4 
4 
i 
2P2 
(1 PPY 
P 2q2 =- 
P-4 (1-p)3 + I ( 
-- 
P - 4 (l- q)3 + (1 4d2 I 
1 
i 
PO + PI q(1 + 4) 
I 
(P” - q4) + (P’ - q3) =- 
p-q q2 - p2 = P2q2(P - 4) 
= --&[(P3 + P24 + Pq2 + q3) + (P’ + P4 + q2)1. (24) 
Note. When p = q = :, we again get M, = 16[: + :] = 20. 
For the general case, we have 
Y=M,-A#;=& 
P4 [( 
P3 + P24 + Pq2 + q3) + (P’ + P4 + q2) - 119 
u = V1’2. (25) 
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4. DISTRIBUTION AND MOMENTS OF THE FREQUENCY 
When the period is k, the frequency is l/k. The corresponding probabil- 
ity is still pr(k), as in (15), (16), and (17), but the event to which this applies 
now has the value l/k instead of k. 
We first consider the special case p = q = $. Using (8), 
~~ = E ipr,(k) = $ 72-k = f z-k - f tzPk 
k=l k=l k=l k=l 
= 1 + In(1 - i) = 1 - ln 2 = 0.306852819 _ . . . (26) 
Using (9) and (12), 
M2 = E $pr,(k) = 2 %2-k = 2 kzvk - f -$zwk 
k=l k=l k=l k=l 
= ln2 + i(In 2)2 - z = 0.110906654..  . 
For this case, we then have 
V=M,-Mt=3ln2- i(ln 2)2 - g - 1 = 0.016748001.. 
u = V”2 = 0.129414068..  . 
For the general case, with p # q, we have, using (8), 
(27) 
(28) 
MI = f kpr(k) = 
k=l 
= >ln(l -p) + ’ 
P-4 
-ln(l - q) = 
P-4 
“‘“;I,“““. (29) 
Note. lim p ,,,,M,( p) can be evaluated by L’Hbpital’s rule: 
plnp-(l-p&(1-p) ~ l+lnp+l+ln(l-p) 
P-(1-P) 2 
2 + 2ln(+) 
--f 
2 
= 1 - ln2 = M,(i) (30) 
in agreement with (26). 
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Using (9), 
m 1 
M*= c 
k-l 
FP’W = 
= &P(P) - -f-q(q) = 
d P) - P&l) 
P-4 . 
(31) 
From (13) and (14), we can evaluate this in closed form with p = T, 
q = 1 - p = r2, as follows: 
M,(7) = -&7) - +@(T2) 
=&(~-(ln~)2)-&(~-(ln~)2) 
=q(k-$)+(lnT)2(-$-f) 
lr2r2 
= -- 
30 
+ (In r)’ = 0.105903039..  . (32) 
For this case ( p = r, q = TV) we also have 
Mlb) = 
rlnr - r21nr2 
2 = -T In r = 0.297405263..  . 7-T. (33) 
Thus, 
V(T) = M2(7) - M;(T) = ~(ln~)~ - $ = 0.017453148..  (34) 
and 
u(r) = 0.132110366... (35) 
For other values of p, M,(p) is easily evaluated numericalfy, since the 
sum (9) for g(p) converges rather rapidly. An instance of the geometric 
distribution with p = r, q = r2 , occurring “naturally” may be found in [3]. 
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