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Search engineFederated networks of clinical research data repositories are rapidly growing in size from a handful of
sites to true national networks with more than 100 hospitals. This study creates a conceptual framework
for predicting how various properties of these systems will scale as they continue to expand. Starting
with actual data from Harvard’s four-site Shared Health Research Information Network (SHRINE), the
framework is used to imagine a future 4000 site network, representing the majority of hospitals in the
United States. From this it becomes clear that several common assumptions of small networks fail to
scale to a national level, such as all sites being online at all times or containing data from the same date
range. On the other hand, a large network enables researchers to select subsets of sites that are most
appropriate for particular research questions. Developers of federated clinical data networks should be
aware of how the properties of these networks change at different scales and design their software
accordingly.
 2015 Elsevier Inc. All rights reserved.1. Introduction
Federated query tools enable researchers to search the medical
records of millions of patients across multiple hospitals, while
allowing the hospitals to retain control over their data. In 2008,
the Shared Health Research Information Network (SHRINE) gave
investigators, for the ﬁrst time, access to the full patient popula-
tions at four Harvard-afﬁliated hospitals. Since then, multiple hos-
pital networks have emerged throughout the United States based
on SHRINE and similar platforms like PopMedNet and FACE [1–
3]. The Patient-Centered Outcomes Research Institute (PCORI)
has accelerated the growth of these networks by recently awarding
$100 million to 29 health data networks to create PCORnet: The
National Patient-Centered Clinical Research Network, which will
connect around 100 hospitals across the country [4–15]. By giving
investigators unprecedented access to large populations, these net-
works are already having an impact on biomedical research
[16,17].
There is no reason to think that the growth of federated data
networks will end with PCORnet. As an increasing number of
health centers adopt electronic health records, someday soon
nearly all 5700 hospitals in the United States may be connectedto a data network. However, is the software powering these net-
works ready for such growth? SHRINE was originally created for
four hospitals. Today, even the largest networks have only a few
dozen sites. Are future networks with 100 or 1000-fold as many
sites simply bigger versions of what we currently have, or will
we need to approach such networks in a fundamentally different
way? This study seeks to answer this question by ﬁrst deﬁning a
set of attributes for evaluating federated clinical data networks,
and then using this as a conceptual framework for predicting what
a future 4000 site network would look like. The starting point is
actual data from a four site SHRINE network at Harvard. The cur-
rent Harvard SHRINE sites are Partners Healthcare (Brigham and
Women’s Hospital and Massachusetts General Hospital), Beth
Israel Deaconess Medical Center, Boston Children’s Hospital, and
Dana Farber Cancer Institute.2. Materials and methods
2.1. Conceptual framework
The purpose of the conceptual framework is not to evaluate the
performance of any particular software program in terms of speed
or resource requirements, but rather to determine if certain funda-
mental properties of a network change as the number of sites
Table 1
Top 40 ICD-9 diagnosis codes. Two frequently used ICD-9 codes in each of the top 20
primary diagnosis groups for physician ofﬁce visits in the United States in 2012.
Diagnosis group Top ICD-9 codes
Acute upper respiratory infections, excluding pharyngitis 465.9 466.0
Allergic rhinitis 477.9 477.0
Arthropathies and related disorders 719.46 719.41
Asthma 493.90 493.92
Benign neoplasms 211.3 216.9
Cataract 366.9 366.16
Diabetes mellitus 250.00 250.01
Disorders of lipoid metabolism 272.0 272.4
Essential hypertension 401.9 401.1
Follow up examination V67.09 V67.2
General medical examination V70.0 V70.7
Gynecological examination V72.31 V72.32
Heart disease, excluding ischemic 424.0 427.31
Malignant neoplasms 174.9 185
Normal pregnancy V22.1 V22.0
Otitis media and eustachian tube disorders 382.9 381.81
Rheumatism, excluding back 729.5 729.1
Routine infant or child health check V20.2 V20.0
Speciﬁc procedures and aftercare V50.2 V58.66
Spinal disorders 724.2 724.5
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Eight properties are considered in this study:
1. Functional equivalence: Sites in a network are functionally
equivalent if they can process the same types of queries, such
as temporal queries or queries that require natural language
processing.
2. Temporal equivalence: Sites that are temporally equivalent have
patient data covering the same date range. ‘‘Complete coverage’’
means that all data for those patients are available for that date
range. In other words, the patients did not receive care at facil-
ities outside the network during that time.
3. Data release cycle synchronicity: Typically, hospitals do not con-
nect their live clinical systems directly to the federated research
networks. The data are ﬁrst copied into separate research data
repositories, which are then exposed to the network. Unless
all sites update their repositories at the same time, some sites
will have more recent data than others.
4. Ontological equivalence: Sites that are ontologically equivalent
can map their local coding systems to a shared ontology (e.g.,
standard vocabularies).
5. Semantic discernibility: Even when sites use the same ontology,
they might use a given code in different ways. For example,
there might be a preference to use one billing code over another
at a particular site, or a diagnosis date might be when the code
was recorded rather than when the patient was seen. The
semantic discernibility of a network describes whether these
differences can be detected, either directly from the ontology
or indirectly from analysis of the results.
6. System availability: The availability of a network is the fraction
of time when sites are running properly.
7. Population overlap: Different hospitals might have data about
the same patient. This can either lead to over-counting the
number of patients in a network (e.g., two hospitals count the
same patient) or under-counting (e.g., a patient matches a com-
plex query, but no single site has enough data to know it). The
more the patient populations in a network overlap, the greater
the uncertainty in the results [18].
8. Data access restrictions: A researcher can query all sites in a net-
work only if he or she meets all the requirements needed to
access those sites (e.g., human subjects training).
2.2. Data from the Harvard SHRINE network
Data from the Harvard SHRINE network was used to predict
what a future national network would look like. It is certainly a
great leap to use data from only four sites to envision a network
with four thousand hospitals. However, the fact that Harvard
SHRINE, as one of the earliest federated networks, has had more
than ﬁve years to mature means that it may be one of the best
available sources from which to predict a future national network.
To study temporal equivalence, the Harvard SHRINE query tool
was used to determine the number of patients with any of 40 com-
mon International Classiﬁcation of Diseases (ICD-9) codes at each
site by year from 2000 through 2013. The codes, which are listed
in Table 1, correspond to the most frequent diagnosis categories
as reported in the National Ambulatory Medical Care Survey.
Because the codes cover a wide range of diseases, including both
adult and pediatric diagnoses, the fraction of patients with these
codes should be relatively stable over short periods of time.
Therefore, if sites had complete data and were temporally equiva-
lent, then number of patients at each site matching the 40 codes
would roughly follow population growth, which was only about
10% in Boston from 2000 to 2013 [19]. Note that the purpose of this
query is to estimate data completeness across all diseases overtime—it does not reﬂect the typical use of SHRINE, which is to
study a single disease.
As an example of semantic discernibility, a SHRINE query was
run to determine the number of patients between 0 and 17 years
old. A second query was then run to determine the number of
patients between 0 and 17 years old from 2005 through 2009.
This was an actual query that initially caused confusion as we were
developing Harvard SHRINE. Despite each site mapping its local
codes for age to the same common ontology (i.e., ontological equiv-
alence), the query unexpectedly returned wildly different results
across sites. This was later discovered to be due to subtle
differences in how sites interpreted this query, rather than true
differences in patient populations.
The Harvard SHRINE network has an automated monitoring
tool that sends a test query to each site every two hours and
generates an email alert if a site did not respond. All email alerts
from 1/1/2013 through 12/31/2013 were collected to determine
the availability of each site’s system.
3. Results
3.1. Functional equivalence
The four Harvard SHRINE sites use an open source clinical data
repository platform called Informatics for Integration Biology & the
Bedside (i2b2). Since Harvard SHRINE’s launch in 2008, i2b2 has
had ﬁve major software updates (versions 1.3 through 1.7), or
approximately one per year. Each site has its own timeframe for
updating the software, and nationally there are many sites still
using version 1.3. In just a four site network, if each version is
equally likely, the probability that all sites are using the same ver-
sion is just 0.23 = 0.008. With 4000 sites, the probability of func-
tional equivalence is negligible. Also, i2b2 is just one of many
similar software programs used across the country, which makes
it even less likely that all sites in a large network can support the
exact same types of queries.
3.2. Temporal equivalence
PCORNet requires sites to identify patients with ‘‘complete
data’’ over a longitudinal timespan; and, the Harvard SHRINE
website states that it has a ‘‘complete set’’ of diagnosis data from
each of its participating hospitals, starting from January 1, 2001.
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can cause scientists using these networks to misinterpret the
results of queries. For PCORNet, because patients may receive care
from multiple hospitals, an individual hospital cannot be certain
that it has the full medical history of a patient. In Harvard
SHRINE, completeness refers to the fact that hospitals include all
the data they have, not that patients’ records are complete. For a
network as a whole, it is important to understand how data com-
pleteness actually varies both across sites and over time.
Fig. 1 shows the number of patients with any of 40 common
diagnoses in each year for each Harvard SHRINE site, as of
January 1, 2014. Between 2001 and 2012, the counts from the four
sites increased 49.8%, 92.3%, 105.1%, and 313.3%. This both far
exceeds the population growth over this period of time, and the
results are grossly inconsistent with each other. It is more likely
due to increased use of electronic health record (EHR) systems at
different rates and better overall data coverage in more recent
years. The Harvard SHRINE sites might be unusual in having at
least some data that goes back more than a decade. They will even-
tually be joined with hospitals that have begun building their
repositories only recently. This will make temporal equivalence
even more difﬁcult to achieve, at least initially. In the future, this
might become less of a problem as EHRs become more
commonplace.3.3. Data release cycle synchronicity
In Fig. 1, there are also large drops in the patient counts in 2013,
which mainly reﬂect the update frequency of each site’s data
repository—the most recent data are several months old. The age
of the most recent data in Harvard SHRINE has varied since the net-
work was launched. At one point, the data in some hospitals’ data-
bases had not been updated in two or three years. More recently,
data updates have been occurring every six months, with individ-
ual hospitals updating their repositories over a window of a couple
weeks of each other. Even with just four sites, synchronizing these
updates has been challenging for several reasons: additional stor-
age must sometimes be procured, staff time must be allocated
for manual steps in the data load process, the actual data loads
can take several days, and errors such as network interruptions
can cause unpredictable delays. In a large network, the only feasi-
ble options might either be to keep the data static (never any
updates) or to assume that every day there will be an average
number of sites whose data have been updated. For a 4000 site net-
work with hospitals that update their data on average annually,
there could be roughly 11 sites per day (or one every 2.2 h) with
new data. A scientist running multiple queries would see theFig. 1. Relative incidence of 40 common diagnoses in four Harvard SHRINE sites
over time. Data are normalized with respect to counts in 2012.results changing almost continually, even though the data within
any given site changes only once a year.
3.4. Ontological equivalence
This network attribute scales similarly to functional equiva-
lence. The Harvard SHRINE sites map local codes in a common
ontology, which includes demographics, diagnoses (ICD-9), labora-
tory tests using Logical Observation Identiﬁers Names and Codes
(LOINC), and medications using RxNorm. However, the ontology
includes only a partial list of LOINC and RxNorm codes—the ones
the sites have been able to map to so far. Each Harvard SHRINE site
has additional types of local data, such as vital signs or genetic
markers. However, the variability across sites in whether these
data are available and can be mapped to common codes has pre-
vented their inclusion in the federated network. As networks
become larger, there will inevitably be fewer codes that can be
mapped to all sites in the network.
3.5. Semantic discernibility
The ratio between the number of patients ‘‘between 0 and
17 years old from 2005 to 2009’’ and the number of patients ‘‘be-
tween 0 and 17 years old’’ at the four Harvard SHRINE sites was
found to be 0.000, 0.304, 1.000, and 1.000. A user seeing only these
four values would be unable to determine if this represented true
variation in the sites’ patient populations. However, the actual dif-
ferences were due to how sites conﬁgured their software to run
this type of query. One site interpreted the date range to mean
when the data were loaded into the i2b2 database. Since the data
were loaded in 2013, no patients matched. Another site calculated
the number of patients between 0 and 17 years old who were born
between 2005 and 2009 (30.4%). Two sites apply date ranges only
to visit data, such as diagnoses, and ignore dates in the context of
patient age.
Obviously, the Harvard SHRINE sites could now agree to a com-
mon interpretation of dates to solve this particular problem.
However, the problem was unknown to us until several years after
the network went live, and it is unknown how many other seman-
tic differences still exist. With just four sites, there is little informa-
tion to identify systematic biases. In contrast, in a network of 4000
sites it might be possible to identify distinct clusters of hospitals
returning different results to the same query. If the underlying
patient populations are expected to be similar, then the differences
could be due to how the hospitals interpret the queries.
3.6. System availability
During 2013, the four Harvard SHRINE hospitals were unavail-
able 0.41%, 1.14%, 3.84%, and 4.46% of the time (mean = 0.0246,
standard deviation = 0.0198). Combined, there was one hospital
unavailable 9.38% of the time and two hospitals unavailable
0.23% of the time (Fig. 2). There were no periods when three or four
hospitals were unavailable. Much of the downtime was unavoid-
able and due to planned maintenance activities, such as monthly
operating system updates, software upgrades, and data loads. If
the availability of an individual site is modeled as a Bernoulli
distribution, with a downtime probability of 0.0246 (the
Harvard SHRINE mean), then the expected number of unavailable
sites at any given time in a network of 4000 hospitals would follow
a binomial distribution, with a mean of 4000 ⁄ 0.0246 = 98.4
and variance 4000 ⁄ 0.0246 ⁄ (1  0.0246) = 96.0 (standard devia-
tion = 9.8). In other words, during 95% of the time, between 79
and 118 sites will be unavailable, and there essentially will never
be a time when all sites are simultaneously available. Thus, site
Fig. 2. The fraction of time Harvard SHRINE sites were available during 2013.
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large ones.Table 2
Summary of network properties at different scales. The four site Harvard SHRINE
network is compared to a theoretical 4000 hospital network.
Attribute 4 Harvard SHRINE Sites 4000 Hospital Network
Functional equivalence Medium Low
Can all hospitals
process the same
types of queries?
Each hospital uses i2b2
but upgrades to new
versions at different
times
Different software
platforms and versions
are used throughout the
country
Temporal equivalence Medium Low
Do all hospitals have
complete data from
the same date
range?
Hospitals agreed to use
the same date range,
but they vary in
completeness over
those years
Many more years of
migration to EHRs are
needed before there will
be an extended period
of complete coverage
Data release cycle
synchronicity
Medium High
Do hospitals update
their data at the
same time?
Updates occur twice a
year, but it is difﬁcult to
synchronize updates to
less than a two week
window
Every day multiple
hospitals will likely be
making updates3.7. Population overlap
Because patients receive care at multiple hospitals, the aggre-
gate counts from each site in a federated network cannot simply
be added to determine the total number of distinct patients who
match a query. In a previous study, I presented a detailed analysis
of this problem and possible solutions, but the main conclusion
was that larger federated networks have increasing uncertainty
in the actual number of distinct patients [18]. In the extreme case,
each of the N sites in a network return a count of M patients who
match a query. If there is no overlap, then there are N ⁄M distinct
patients. However, if each hospital is counting the same patients,
then there are only M patients in the network. In a four hospital
network, the ratio between the upper and lower bounds is 4:1. In
a four thousand site network, it is 4000:1. Privacy-preserving
patient linkage algorithms can be used either to estimate or calcu-
late the exact amount of population overlap, and this becomes
essential in large networks [18].Ontological equivalence Medium Low
Can all hospitals map
local codes to a
common ontology?
Demographics and
diagnoses are mapped,
but only a subset of
laboratory tests and
medications
Even differences in
diagnosis codes (e.g.,
ICD-9 vs ICD-10) can be
problematic
Semantic discernibility Low Medium
Can differences in how
hospitals use the
same code be
detected?
With only four data
points, semantic
differences are hard to
distinguish from true
patient population
variability
Semantic differences
may appear as distinct
clusters of hospitals
with similar results
System availability High Low
Are all hospitals
responding to
All four nodes are
available more than 90%
A predictable number of
nodes will be down at3.8. Data access rules
The four Harvard SHRINE sites have different local data access
requirements. For example, one hospital allows research fellows
to initiate queries, while another requires a faculty member of
instructor or higher rank to grant permission to the fellows. The
Harvard SHRINE network must be at least as restrictive as all the
individual sites so that researchers cannot bypass local policies
through the federated network. With a network of 4000 sites, there
could be conﬂicting local policies that prevent anyone from using
the network.queries? of the time any given time
Population overlap High Medium
How many patients are
treated by more
than one hospital in
the network?
The close proximity of
the Harvard SHRINE
sites results in large
patient overlap. Though,
geographically
disparate hospitals
should have low overlap
The amount of overlap
will vary across
hospitals, but the large
number of hospitals
leads to high
uncertainty in the
number of distinct
patients
Data access restrictions Medium High
How many
requirements must
a researcher meet in
order to use the
network?
Users must be faculty
employed by
participating hospitals
and have an approved
query topic
It might be impossible
to satisfy all local
policies and
requirements4. Discussion
The conceptual framework and examples in this study may
seem trivial or self-evident. For example, it should be obvious that
the more sites in a network, the more likely some are unavailable.
However, they represent real technical challenges that are cur-
rently being deferred or overlooked at the national level as discus-
sions focus on policy, funding, and the clinical use cases for these
networks. Explicitly thinking about the eight attributes presented
here helps illustrate important points that developers must not
forget if we are to get the most out of these networks. It is therefore
the author’s hope that this study can serve as a checklist oftechnical considerations as federated data networks continue to
grow in size.
In this light, Table 2 presents a summary of how network prop-
erties are expected to differ between the four site Harvard SHRINE
network and a large 4000 hospital network. In a network with only
a few sites, the goal is to maximize the number of sites that can
respond to queries in order to reach the largest patient population
possible. This is necessary to gain beneﬁt from joining a federated
network. However, the costs of doing this include losing precision
when mapping to common ontologies, not taking advantage of
query capabilities at particular sites, and limiting the types of
researchers who can access the network. For example in Harvard
SHRINE, the common ontology includes only data types that can
be mapped to all sites, some sites have newer versions of the
i2b2 software than what the network supports, and fellows require
a faculty sponsor despite some hospitals not having this restriction
for running local queries. The hospitals also attempt to achieve
temporal equivalence by including data from the same date range;
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this fully.
This general approach has been used for small federated net-
works across the country. However, the conceptual framework
demonstrates that this cannot scale to a national network with
4000 sites. As the number of sites increase, networks have to deal
with an increasing number of software platforms and local access
policies, there are fewer data types shared among all sites, it
becomes impossible to ensure that all sites are available, there
are daily changes in the underlying data, and variability in data
completeness prevents temporal equivalence across sites.
Compared to a four site network, a 4000 site network also has
much greater uncertainty due to population overlap. Though, not
all is bad. The large number of sites might increase semantic dis-
cernibility by making it easier to detect unexpected biases due to
differences in how hospitals encode health data. It is hard to iden-
tify patterns in just four data points, but with 4000 sites, distinct
clusters might emerge as a result of these biases.
These signiﬁcant differences between small and large federated
networks mean that the informatics community should consider a
fundamental change in how they approach a national federated
network compared to what has been successful at small scales
(Table 3). The homogeneity across sites that small networks strive
for cannot be achieved for thousands of sites. In contrast, you do
not need every site in a national network to do good science. Not
every study requires 100 million patients at 4000 sites. Having
10 million patients at 100 carefully selected sites is probably sufﬁ-
cient to answer most research questions. Once this is recognized, it
becomes possible to think about different ways of using a national
network, and the heterogeneity across hospitals could become an
asset rather than a problem.
In a national network, instead of attempting to run a query at
every site in the network, it might be better to run the query at
only the subset of sites that are most appropriate for that query.Table 3
Recommendations for large federated data networks.
Attribute Recommendations
Functional equivalence Each site should report its query capabilities
As users build queries, show which sites can run
the queries
Send queries only to sites that can run the queries
Temporal equivalence Graphically display the amount of data at each site
over time
Explicitly deﬁne what is meant by ‘‘complete data’’
Data release cycle
synchronicity
Each site should report its last data update date
Enable users to select sites based on last update
date
Ontological
equivalence
Allow sites to use different ontologies
As users build queries, show which sites use the
selected ontologies
Map codes to different ontologies only if a user
requests it
Semantic discernibility Search for distinct clusters of results from the same
query
Look for queries that return 0 or 100% of patients at
only some sites
System availability Show which sites are available
Show the average availability of sites over a period
of time
Enable multiple queries to be run in batch
Maintain mirrors, or copies, of individual sites to
provide redundancy
Population overlap Report lower and upper bounds on the number of
distinct patients
Use privacy-preserving patient linkage for more
accurate counts
Data access restrictions Post site-speciﬁc data access policies publicly
Enable users to send queries only to sites where
they have accessFor example, a query based on ICD-9 diagnoses could ignore sites
that use ICD-10 and still have access to thousands of hospitals
without the need to map any codes. If a researcher is concerned
that population overlap might introduce too much uncertainty,
then he or she can select sites that are geographically distant from
each other. If having data that are static is important, then a
researcher can run the query at only sites that have not yet
updated their data. If a query requires the new temporal query fea-
tures introduced in i2b2 version 1.7, then the query can be run at
just those sites that have updated their software. If a research fel-
low wants to run a query, then he or she can select sites that do not
limit access to faculty of higher academic ranks.
In other words, with so many sites in the network, one does not
have to sacriﬁce functionality or lose semantic speciﬁcity by forc-
ing sites to use the same software and a common ontology.
Instead, the network should guide users to the best subset of sites
for their research question. One way to do this is to enable users to
perform a special ‘‘site selection’’ query that focuses on the proper-
ties of the sites in the network rather than the patients within
those sites. For example, a researcher might ﬁrst ask which sites
use RxNorm and have not updated their data in the past month.
Then, the researcher can ask just those sites how many of their
patients use a particular medication and compare the results to a
previous query. Another advantage of this two-stage query pro-
cess—a site selection query followed by a patient data query—is
that the latter is much more computationally intensive than the
former. Hospitals can quickly respond to the numerous queries
asking about properties of their sites and perform the slower
patient data queries only for the subset of users who select those
sites. Since the site selection queries do not access patient data,
they could even be made public. For example, anonymous
researchers could ﬁrst query a public national network to deter-
mine what the data access policies are at each site, and then run
the patient data queries at only the sites where they can login
and demonstrate that they meet the requirements.
Temporal equivalence and population overlap affect researchers
using both small and large networks. Researchers often do not
think about how these properties affect the results of their queries
and consequently they might incorrectly interpret their ﬁndings.
For example, differences in the completeness of data over time
could incorrectly lead researchers to conclude that the prevalence
of a disease is increasing or that a new medication is having previ-
ously unrecognized side effects. Population overlap could result in
researchers overestimating the number of patients that can be
recruited for a clinical trial. Therefore, two things managers of fed-
erated networks should always avoid are (1) simply reporting data
start and end dates, and (2) adding the aggregate counts returned
by the hospitals in a network. Instead, they should display graphs
such as Fig. 1 to illustrate both the date range and completeness,
and they should give upper and lower bounds on the total number
of distinct patients in the network who match their queries.
The issue of system availability and data release cycle syn-
chronicity in a large network might be addressed with the use of
batch queries. For example, a researcher could perform a series
of real-time queries to ﬁne tune query parameters and obtain some
preliminary results. During this stage, different sites might be
returning results and the underlying data might be changing.
However, once the researcher knows what ﬁnal set of queries need
to be run, she could send these as a single batch request to each
site. These batch queries can likely be completed faster than if
the researcher had to wait for each individual query to ﬁnish
before entering the next query. This could increase the number
of sites that are able to return results.
As noted above, a limitation of this study is that large extrapo-
lations are being made from a single relatively small network. The
properties of a true national network will not be known until one is
236 G.M. Weber / Journal of Biomedical Informatics 55 (2015) 231–236actually built. The i2b2 and SHRINE software used at Harvard have
different features and limitations than other programs such as
PopMedNet, and this could also affect how networks scale.
Though, while the speciﬁc predictions of this study might not be
accurate, many of the general trends might be correct. In the near
future, PCORNet will provide another test bed to apply the concep-
tual framework and reﬁne once again how we think about national
federated data networks.
5. Conclusion
Federated data networks have been transforming how
multi-site clinical research studies have been conducted since their
emergence a few years ago. However, we are on the brink of mov-
ing to another level as we connect our regional systems into
increasingly large national networks. However, we need to con-
sider both the properties and the use cases of national networks
to ensure we are designing them properly. As this study demon-
strates, there are fundamental differences between small and large
networks that cannot be ignored. The variability among sites in a
small network is problematic and must be addressed by conform-
ing to a common set of features, date ranges, ontologies, and data
access restrictions. However, the same variability is an asset in a
large network since it increases the likelihood that researchers
can ﬁnd some subset of hospitals that are most appropriate for
their queries. Assumptions about system availability and data
release cycle synchronicity in a small network are not valid when
there are thousands of sites, though there are technical solutions
to deal with these challenges. The dream of having access to data
on millions patients for clinical research is quickly approaching,
but it will become a reality only if we understand the properties
of federated networks at large scales.
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