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Abstract. We prove new fast learning rates for the one-vs-all multi-
class plug-in classifiers trained either from exponentially strongly mixing
data or from data generated by a converging drifting distribution. These
are two typical scenarios where training data are not iid. The learning
rates are obtained under a multiclass version of Tsybakov’s margin as-
sumption, a type of low-noise assumption, and do not depend on the
number of classes. Our results are general and include a previous result
for binary-class plug-in classifiers with iid data as a special case. In con-
trast to previous works for least squares SVMs under the binary-class
setting, our results retain the optimal learning rate in the iid case.
1 Introduction
Fast learning of plug-in classifiers from low-noise data has recently gained much
attention [1,2,3,4]. The first fast/super-fast learning rates1 for the plug-in clas-
sifiers were proven by Audibert and Tsybakov [1] under the Tsybakov’s margin
assumption [5], which is a type of low-noise condition. Their plug-in classifiers
employ the local polynomial estimator to estimate the conditional probability of
a label Y given an observation X and use it in the plug-in rule. Subsequently,
Kohler and Krzyzak [2] proved the fast learning rate for plug-in classifiers with
a relaxed condition on the density of X and investigated the use of kernel,
partitioning, and nearest neighbor estimators instead of the local polynomial
estimator. Monnier [3] suggested to use local multi-resolution projections to es-
timate the conditional probability of Y and proved the super-fast rates of the
⋆ These authors contributed equally to this work.
1 Fast learning rate means the trained classifier converges with rate faster than n−1/2,
while super-fast learning rate means the trained classifier converges with rate faster
than n−1.
2corresponding plug-in classifier under the same margin assumption. Fast rates
for plug-in classifiers were also achieved in the active learning setting [4].
Nevertheless, these previous analyses of plug-in classifiers typically focus on
the binary-class setting with iid (independent and identically distributed) data
assumption. This is a limitation of the current theory for plug-in classifiers since
(1) many classification problems are multiclass in nature and (2) data may also
violate the iid data assumption in practice. In this paper, we contribute to the
theoretical understandings of plug-in classifiers by proving novel fast learning
rates of a multiclass plug-in classifier trained from non-iid data. In particular,
we prove that the multiclass plug-in classifier constructed using the one-vs-all
method can achieve fast learning rates, or even super-fast rates, with the fol-
lowing two types of non-iid training data: data generated from an exponentially
strongly mixing sequence and data generated from a converging drifting distribu-
tion. To the best of our knowledge, this is the first result that proves fast learning
rates for multiclass classifiers with non-iid data. Moreover, these learning rates
do not depend on the number of classes.
Our results assume a multiclass version of Tsybakov’s margin assumption. In
the multiclass setting, this assumption states that the events in which the most
probable label of an example is ambiguous with the second most probable label
have small probabilities. This margin assumption was previously considered in
the analyses of multiclass empirical risk minimization (ERM) classifiers with
iid data [6] and in the context of active learning with cost-sensitive multiclass
classifiers [7]. Our results are natural generalizations for both the binary-class
and the iid data settings. As special cases of our results, we can obtain fast
learning rates for the one-vs-all multiclass plug-in classifiers in the iid data setting
and the fast learning rates for the binary-class plug-in classifiers in the non-iid
data setting. Our results can also be used to obtain the previous fast learning
rates [1] for the binary-class plug-in classifiers in the iid data setting.
In terms of theory, the extension from binary class to multiclass problem is
usually not trivial and depends greatly on the choice of the multiclass classifiers.
In this paper, our results show that this extension can be achieved with plug-in
classifiers and the one-vs-all method. The one-vs-all method is a practical way to
construct a multiclass classifier using binary-class classification [8]. This method
trains a model for each class by converting multiclass data into binary-class data
and then combines them into a multiclass classifier.
Our paper considers two types of non-iid data. Exponentially strongly mixing
data is a typical case of identically but not independently distributed data. Fast
learning from exponentially strongly mixing data has been previously analyzed
for least squares support vector machines (LS-SVMs) [9,10] and ERM classifiers
[10]. On the other hand, data generated from a drifting distribution (or drifting
concept) is an example of independently but not identically distributed data.
Some concept drifting scenarios and learning bounds were previously investigated
in [11,12,13,14]. In this paper, we consider the scenario where the parameters of
the distributions generating the training data converge uniformly to those of the
test distribution with some polynomial rate.
3We note that even though LS-SVMs can be applied to solve a classification
problem with binary data, the previous results for LS-SVMs cannot retain the
optimal rate in the iid case [9,10]. In contrast, our results in this paper still retain
the optimal learning rate for the Ho¨lder class in the iid case. Besides, the results
for drifting concepts can also achieve this optimal rate. Other works that are
also related to our paper include the analyses of fast learning rates for binary
SVMs and multiclass SVMs with iid data [15,16] and for the Gibbs estimator
with φ-mixing data [17].
2 Preliminaries
2.1 Settings
Let {(Xi, Yi)}
n
i=1 be the labeled training data where Xi ∈ R
d and Yi ∈ {1, 2,
. . . ,m} for all i. In the data, Xi is an observation and Yi is the label of Xi.
The binary-class case corresponds to m = 2, while the multiclass case corre-
sponds to m > 2. For now we do not specify how {(Xi, Yi)}
n
i=1 are generated,
but we assume that test data are drawn iid from an unknown distribution P
on Rd × {1, 2, . . . ,m}. In Section 4 and 5, we will respectively consider two
cases where the training data {(Xi, Yi)}
n
i=1 are generated from an exponentially
strongly mixing sequence with stationary distribution P and where {(Xi, Yi)}
n
i=1
are generated from a drifting distribution with the limit distribution P. The case
where training data are generated iid from P is a special case of these settings.
Given the training data, our aim is to find a classification rule f : Rd →
{1, 2, . . . ,m} whose risk is as small as possible. The risk of a classifier f is defined
as R(f) , P(Y 6= f(X)). One minimizer of the above risk is the Bayes classifier
f∗(X) , argmaxj ηj(X), where ηj(X) , P(Y = j|X) for all j ∈ {1, 2, . . . ,m}.
For any classifier f̂n trained from the training data, it is common to characterize
its accuracy via the excess risk E(f̂n) , ER(f̂n)−R(f
∗), where the expectation
is with respect to the randomness of the training data. A small excess risk for
f̂n is thus desirable as the classifier will perform close to the optimal classifier
f∗ on average.
For any classifier f , we write ηf (X) as an abbreviation for ηf(X)(X), which
is the value of the function ηf(X) at X . Let 1{·} be the indicator function. The
following proposition gives a property of the excess risk in the multiclass setting.
This proposition will be used to prove the theorems in the subsequent sections.
Proposition 1. For any classifier f̂n, we have E(f̂n) = E
[
ηf∗(X)− ηf̂n(X)
]
,
where the expectation is with respect to the randomness of both the training data
and the testing example X.
Proof. R(f̂n)−R(f
∗)
= P(Y 6= f̂n(X))−P(Y 6= f
∗(X)) = P(Y = f∗(X))−P(Y = f̂n(X))
= EX,Y
[
1{Y=f∗(X)} − 1{Y=f̂n(X)}
]
= EX
[
EY
[
1{Y=f∗(X)} − 1{Y=f̂n(X)}
∣∣X]]
= EX
 m∑
j=1
ηj(X)
(
1{f∗(X)=j} − 1{f̂n(X)=j}
) = EX [ηf∗(X)− ηf̂n(X)] .
4Thus, E(f̂n) = E
[
ηf∗(X)− ηf̂n(X)
]
.
Following the settings for the binary-class case [1], we assume the following
Ho¨lder assumption: all the functions ηj ’s are in the Ho¨lder class Σ(β, L,R
d). We
also assume that the marginal distribution PX of X satisfies the strong density
assumption. The definition of Ho¨lder classes and the strong density assumption
are briefly introduced below by using the notations in [1].
For β > 0 and L > 0, the Ho¨lder class Σ(β, L,Rd) is the set of all functions
g : Rd → R that are ⌊β⌋ times continuously differentiable, and for any x, x′ ∈ Rd,
we have |g(x′) − gx(x
′)| ≤ L||x − x′||β , where || · || is the Euclidean norm and
gx is the ⌊β⌋
th-degree Taylor polynomial of g at x. The definition of gx can be
found in Section 2 of [1].
Fix c0, r0 > 0 and 0 < µmin < µmax < ∞, and fix a compact set C ⊂ R
d.
The marginal PX satisfies the strong density assumption if it is supported on
a compact (c0, r0)-regular set A ⊆ C and its density µ (w.r.t. the Lebesgue
measure) satisfies: µmin ≤ µ(x) ≤ µmax for x ∈ A and µ(x) = 0 otherwise. In
this definition, a set A is (c0, r0)-regular if λ[A ∩ B(x, r)] ≥ c0λ[B(x, r)] for all
0 < r ≤ r0 and x ∈ A, where λ is the Lebesgue measure and B(x, r) is the
Euclidean ball in Rd with center x and radius r.
2.2 Margin Assumption for Multiclass Setting
As in the binary-class case, fast learning rates for the multiclass plug-in classifier
can be obtained under an assumption similar to Tsybakov’s margin assumption
[5]. In particular, we assume that the conditional probabilities ηj ’s satisfy the
following margin assumption, which is an extension of Tsybakov’s margin as-
sumption to the multiclass setting. This is a form of low noise assumption and
was also considered in the context of active learning to analyze the learning rate
of cost-sensitive multiclass classifiers [7].
Assumption (Margin Assumption). There exist constants C0 > 0 and α ≥ 0
such that for all t > 0,
PX(η(1)(X)− η(2)(X) ≤ t) ≤ C0t
α
where η(1)(X) and η(2)(X) are the largest and second largest conditional proba-
bilities among all the ηj(X)’s.
3 The One-vs-All Multiclass Plug-in Classifier
We now introduce the one-vs-all multiclass plug-in classifier which we will an-
alyze in this paper. Let η̂n(X) = (η̂n,1(X), η̂n,2(X), . . . , η̂n,m(X)) be an m-
dimensional function where η̂n,j is a nonparametric estimator of ηj from the
training data. The corresponding multiclass plug-in classifier f̂n predicts the
label of an observation X by
f̂n(X) = argmax
j
η̂n,j(X).
5In this paper, we consider plug-in classifiers where η̂n,j ’s are estimated using the
one-vs-all method and the local polynomial regression function as follows. For
each class j ∈ {1, 2, . . . ,m}, we first convert the training data {(Xi, Yi)}
n
i=1 to
binary class by considering all (Xi, Yi)’s such that Yi 6= j as negative (label 0) and
those such that Yi = j as positive (label 1). Then we construct a local polynomial
regression function η̂ LPn,j (x) of order ⌊β⌋ with some appropriate bandwidth h > 0
and kernel K from the new binary-class training data (see Section 2 of [1] for
the definition of local polynomial regression functions). The estimator η̂n,j can
now be defined as
η̂n,j(x) ,

0 if η̂ LPn,j (x) ≤ 0
η̂ LPn,j (x) if 0 < η̂
LP
n,j (x) < 1
1 if η̂ LPn,j (x) ≥ 1
.
In order to prove the fast rates for the multiclass plug-in classifier, the bandwidth
h and the kernel K of the local polynomial regression function have to be chosen
carefully. Specifically, K has to satisfy the following assumptions, which are
similar to those in [1]:
∃c > 0 such that for all x ∈ Rd, we have K(x) ≥ c1{||x||≤c},∫
Rd
K(u)du = 1, sup
u∈Rd
(1+||u||2β)K(u) <∞, and
∫
Rd
(1+||u||4β)K2(u)du <∞.
Note that Gaussian kernels satisfy these conditions. The conditions for the band-
width h will be given in Section 4 and 5.
4 Fast Learning For Exponentially Strongly Mixing Data
In this section, we consider the case where training data are generated from an
exponentially strongly mixing sequence [9,18]. Let Zi = (Xi, Yi) for all i. Assume
that {Zi}
∞
i=1 is a stationary sequence of random variables on R
d × {1, 2, . . . ,m}
with stationary distribution P. That is, P is the marginal distribution of any ran-
dom variable in the sequence. For all k ≥ 1, we define the α-mixing coefficients
[9]:
α(k) , sup
A1∈σt1,A2∈σ
∞
t+k,t≥1
|P(A1 ∩A2)−P(A1)P(A2)|
where σba is the σ-algebra generated by {Zi}
b
i=a. The sequence {Zi}
∞
i=1 is expo-
nentially strongly mixing if there exist positive constants C1, C2 and C3 such
that for every k ≥ 1, we have
α(k) ≤ C1 exp(−C2k
C3). (1)
We now state some key lemmas for proving the convergence rate of the multiclass
plug-in classifier in this setting. Let ne ,
⌊
n
⌈{8n/C2}1/(C3+1)⌉
⌋
be the effective
sample size. The following lemma is a direct consequence of Bernstein inequality
for an exponentially strongly mixing sequence [18].
6Lemma 1. Let {Zi}
∞
i=1 be an exponentially strongly mixing sequence and φ be a
real-valued Borel measurable function. Denote Wi = φ(Zi) for all i ≥ 1. Assume
that |W1| ≤ C almost surely and E[W1] = 0. Then for all n ≥ 1 and ǫ > 0, we
have
P⊗n
(∣∣∣∣∣ 1n
n∑
i=1
Wi
∣∣∣∣∣ ≥ ǫ
)
≤ 2(1 + 4e−2C1) exp
(
−
ǫ2ne
2E|W1|2 + 2ǫC/3
)
,
where P⊗n is the joint distribution of {Zi}
n
i=1 and C1 is the constant in Eq. (1).
The next lemma is about the convergence rate of the local polynomial regres-
sion functions using the one-vs-all method. The proof for this lemma is given in
Section 7.1.
Lemma 2. Let β, r0, and c be the constants in the Ho¨lder assumption, the
strong density assumption, and the assumption for the kernel K respectively.
Then there exist constants C4, C5, C6 > 0 such that for all δ > 0, all bandwidth
h satisfying C6h
β < δ and 0 < h ≤ r0/c, all j ∈ {1, 2, . . . ,m} and n ≥ 1, we
have
P⊗n(|η̂n,j(x)− ηj(x)| ≥ δ) ≤ C4 exp(−C5neh
dδ2)
for almost surely x with respect to PX , where d is the dimension of the observa-
tions (inputs).
Given the above convergence rate of the local polynomial regression functions,
Lemma 3 below gives the convergence rate of the excess risk of the one-vs-all
multiclass plug-in classifier. The proof for this lemma is given in Section 7.2.
Lemma 3. Let α be the constant in the margin assumption. Assume that there
exist C4, C5 > 0 such that P
⊗n(|η̂n,j(x) − ηj(x)| ≥ δ) ≤ C4 exp(−C5anδ
2) for
almost surely x with respect to PX , and for all j ∈ {1, 2, . . . ,m}, δ > 0. Then
there exists C7 > 0 such that for all n ≥ 1,
E(f̂n) = ER(f̂n)−R(f
∗) ≤ C7a
−(1+α)/2
n .
Using Lemma 2 and 3, we can obtain the following theorem about the con-
vergence rate of the one-vs-all multiclass plug-in classifier when training data are
exponentially strongly mixing. This theorem is a direct consequence of Lemma
2 and 3 with h = n
−1/(2β+d)
e and an = n
2β/(2β+d)
e .
Theorem 1. Let α and β be the constants in the margin assumption and
the Ho¨lder assumption respectively, and let d be the dimension of the obser-
vations. Let f̂n be the one-vs-all multiclass plug-in classifier with bandwidth
h = n
−1/(2β+d)
e that is trained from an exponentially strongly mixing sequence.
Then there exists some constant C8 > 0 such that for all n large enough that
satisfies 0 < n
−1/(2β+d)
e ≤ r0/c, we have
E(f̂n) = ER(f̂n)−R(f
∗) ≤ C8n
−β(1+α)/(2β+d)
e .
7The convergence rate in Theorem 1 is expressed in terms of the effective
sample size ne rather than the sample size n since learning with dependent data
typically requires more data to achieve the same level of accuracy as learning
with independent data (see e.g., [9,19,20]). However, Theorem 1 still implies the
fast rate for the one-vs-all multiclass plug-in classifier in terms of the sample
size n. Indeed, the rate in the theorem can be rewritten as O(n−
β(1+α)
2β+d ·
C3
C3+1 ),
so the fast learning rate is achieved when 2(α− 1/C3)β > (1 + 1/C3)d and the
super-fast learning rate is achieved when (α− 1− 2/C3)β > d(1 + 1/C3).
5 Fast Learning From a Drifting Concept
In this section, we consider the case where training data are generated from a
drifting concept that converges to the test distribution P. Unlike the setting
in Section 4 where the training data form a stationary sequence of random
variables, the setting in this section may include training data that are not
stationary. Formally, we assume the training data {Zi}
n
i=1 = {(Xi, Yi)}
n
i=1 are
generated as follows. The observations Xi are generated iid from the marginal
distribution PX satisfying the strong density assumption. For each i ≥ 1, the
label Yi of Xi is generated from a categorical distribution on {1, 2, . . . ,m} with
parameters ηi(Xi) , (η
i
1(Xi), η
i
2(Xi), . . . , η
i
m(Xi)). That is, the probability of
Yi = j conditioned on Xi is η
i
j(Xi), for all j ∈ {1, 2, . . . ,m}.
Note that from our setting, the training data are independent but not identi-
cally distributed. To prove the convergence rate of the multiclass plug-in classi-
fier, we assume that ‖ηnj − ηj‖∞ , supx∈Rd |η
n
j (x)− ηj(x)| = O(n
−(β+d)/(2β+d))
for all j, i.e., ηnj converges uniformly to the label distribution ηj of test data with
rate O(n−(β+d)/(2β+d)). We now state some useful lemmas for proving our result.
The following lemma is a Bernstein inequality for the type of data considered in
this section [21].
Lemma 4. Let {Wi}
n
i=1 be an independent sequence of random variables. For
all i ≥ 1 and l > 2, assume EWi = 0, E|Wi|
2 = bi, and E|Wi|
l ≤ biH
l−2l!/2 for
some constant H > 0. Let Bn ,
∑n
i=1 bi. Then for all n ≥ 1 and ǫ > 0, we have
P⊗n
(∣∣∣∣∣
n∑
i=1
Wi
∣∣∣∣∣ ≥ ǫ
)
≤ 2 exp
(
−
ǫ2
2(Bn +Hǫ)
)
,
where P⊗n is the joint distribution of {Wi}
n
i=1.
The next lemma states the convergence rate of the local polynomial regression
functions in this setting. The proof for this lemma is given in Section 7.3. Note
that the constants in this section may be different from those in Section 4.
Lemma 5. Let β, r0, and c be the constants in the Ho¨lder assumption, the
strong density assumption, and the assumption for the kernel K respectively.
Let η̂n,j be the estimator of ηj estimated using the local polynomial regression
function with h = n−1/(2β+d). If ‖ηnj − ηj‖∞ = O(n
−(β+d)/(2β+d)) for all j, then
there exist constants C4, C5, C6 > 0 such that for all δ > 0, all n satisfying
8C6n
−β/(2β+d) < δ < 1 and 0 < n−1/(2β+d) ≤ r0/c, and all j ∈ {1, 2, . . . ,m}, we
have
P⊗n(|η̂n,j(x)− ηj(x)| ≥ δ) ≤ C4 exp(−C5n
2β/(2β+d)δ2)
for almost surely x with respect to PX , where d is the dimension of the observa-
tions.
Note that Lemma 3 still holds in this setting. Thus, we can obtain Theorem
2 below about the convergence rate of the one-vs-all multiclass plug-in classifier
when training data are generated from a drifting concept converging uniformly
to the test distribution. This theorem is a direct consequence of Lemma 3 and
5 with an = n
2β/(2β+d). We note that the convergence rate in Theorem 2 is fast
when αβ > d/2 and is super-fast when (α− 1)β > d.
Theorem 2. Let α and β be the constants in the margin assumption and
the Ho¨lder assumption respectively, and let d be the dimension of the obser-
vations. Let f̂n be the one-vs-all multiclass plug-in classifier with bandwidth
h = n−1/(2β+d) that is trained from data generated from a drifting concept con-
verging uniformly to the test distribution. Then there exists some constant C8 > 0
such that for all n large enough that satisfies 0 < n−1/(2β+d) ≤ r0/c, we have
E(f̂n) = ER(f̂n)−R(f
∗) ≤ C8n
−β(1+α)/(2β+d).
6 Remarks
The rates in Theorem 1 and 2 do not depend on the number of classes m. They
are both generalizations of the previous result for binary-class plug-in classifiers
with iid data [1]. More specifically, C3 = +∞ in the case of iid data, thus we
have ne = n and the data distribution also satisfies the condition in Theorem 2.
Hence, we can obtain the same result as in [1].
Another important remark is that our results for the one-vs-all multiclass
plug-in classifiers retain the optimal rate O(n−β(1+α)/(2β+d)) for the Ho¨lder class
in the iid case [1] while the previous results in [9,10] for LS-SVMs with smooth
kernels do not (see Example 4.3 in [10]). Besides, from Theorem 2, the one-vs-
all multiclass plug-in classifiers trained from a drifting concept can also achieve
this optimal rate. We note that for LS-SVMs with Gaussian kernels, Hang and
Steinwart [10] proved that they can achieve the essentially optimal rate in the
iid scenario (see Example 4.4 in [10]). That is, their learning rate is nζ times of
the optimal rate for any ζ > 0. Although this rate is very close to the optimal
rate, it is still slower than logn times of the optimal rate.2
7 Technical Proofs
7.1 Proof of Lemma 2
Fix j ∈ {1, . . . ,m}. Let Y ′i , 1{Yi=j} be the binary class of Xi constructed from
the class Yi using the one-vs-all method in Section 3. By definition of ηj , note that
2 The optimal rates in Example 4.3 and 4.4 of [10] may not necessarily be the same
as our optimal rate since Hang and Steinwart considered Sobolev space and Besov
space instead of Ho¨lder space.
9P[Y ′i = 1|Xi] = ηj(Xi). Let µ be the density of PX . We consider the matrix B ,
(Bs1,s2)|s1|,|s2|≤⌊β⌋ with the elements Bs1,s2 ,
∫
Rd
us1+s2K(u)µ(x+ hu)du, and
the matrix B̂ , (B̂s1,s2)|s1|,|s2|≤⌊β⌋ with the elements B̂s1,s2 ,
1
nhd
∑n
i=1(
Xi−x
h )
s1+s2K(Xi−xh ), where s1, s2 are multi-indices in N
d (see Sec-
tion 2 of [1] for details on multi-index). Let λB be the smallest eigenvalue of B.
Then, there exists a constant c1 such that λB ≥ c1 > 0 (see Eq. (6.2) in [1]).
Fix s1 and s2. For any i = 1, 2, . . . , n, we define
Ti ,
1
hd
(
Xi − x
h
)s1+s2
K
(
Xi − x
h
)
−
∫
Rd
us1+s2K(u)µ(x+ hu)du.
It is easy to see that E[T1] = 0, |T1| ≤ c2h
−d, and E|T1|
2 ≤ c3h
−d for some
c2, c3 > 0. By applying Lemma 1, for any ǫ > 0, we have
P⊗n(|B̂s1,s2 −Bs1,s2 | ≥ ǫ) = P
⊗n
(∣∣∣∣∣ 1n
n∑
i=1
Ti
∣∣∣∣∣ ≥ ǫ
)
≤ 2(1 + 4e−2C1) exp
(
−
ǫ2neh
d
2c3 + 2ǫc2/3
)
.
Let λ
B̂
be the smallest eigenvalue of B̂. From Eq. (6.1) in [1], we have
λ
B̂
≥ λB −
∑
|s1|,|s2|≤⌊β⌋
|B̂s1,s2 −Bs1,s2 |.
Let M be the number of columns of B̂. Then, there exists c4 > 0 such that
P⊗n(λ
B̂
≤ c1/2) ≤ 2(1 + 4e
−2C1)M
2 exp(−c4neh
d). (2)
Let ηxj be the ⌊β⌋
th-degree Taylor polynomial of ηj at x. Consider the vector
a , (as)|s|≤⌊β⌋ ∈ R
M where as ,
1
nhd
∑n
i=1 [Y
′
i − η
x
j (Xi)](
Xi−x
h )
sK(Xi−xh ). Ap-
plying Eq. (6.5) in [1] for λ
B̂
≥ c1/2, we have
|η̂n,j(x) − ηj(x)| ≤ |η̂
LP
n,j (x) − ηj(x)| ≤ λ
−1
B̂
M max
s
|as| ≤ (2M/c1)max
s
|as|. (3)
We also define: T
(s,1)
i ,
1
hd
[Y ′i − ηj(Xi)](
Xi − x
h
)sK(
Xi − x
h
), and
T
(s,2)
i ,
1
hd
[ηj(Xi)− η
x
j (Xi)](
Xi − x
h
)sK(
Xi − x
h
).
Note that E[T
(s,1)
1 ] = 0, |T
(s,1)
1 | ≤ c5h
−d and E|T
(s,1)
1 |
2 ≤ c6h
−d for some
c5, c6 > 0. Similarly, |T
(s,2)
1 −ET
(s,2)
1 | ≤ c7h
β−d+ c8h
β ≤ c9h
β−d and E|T
(s,2)
1 −
ET
(s,2)
1 |
2 ≤ c10h
2β−d, for some c7, c8, c9, c10 > 0. Thus, by applying Lemma 1
again, for any ǫ1, ǫ2 > 0, we have
P⊗n
(∣∣∣∣∣ 1n
n∑
i=1
T
(s,1)
i
∣∣∣∣∣ ≥ ǫ1
)
≤ 2(1 + 4e−2C1) exp
(
−
ǫ21neh
d
2c6 + 2c5ǫ1/3
)
, and
10
P⊗n(|
1
n
n∑
i=1
(T
(s,2)
i −ET
(s,2)
i )| ≥ ǫ2) ≤ 2(1+4e
−2C1) exp
(
−ǫ22neh
d
2c10h2β + 2c9hβǫ2/3
)
.
Moreover, |ET
(s,2)
1 | ≤ c8h
β . By choosing hβ ≤ c1δ/(6Mc8), there exists c11 > 0
such that P⊗n
(
|as| ≥
c1δ
2M
)
≤ P⊗n
(∣∣∣∣∣ 1n
n∑
i=1
T
(s,1)
i
∣∣∣∣∣ ≥ c1δ6M
)
+P⊗n
(∣∣∣∣∣ 1n
n∑
i=1
(T
(s,2)
i −ET
(s,2)
i )
∣∣∣∣∣ ≥ c1δ6M
)
≤ 4(1 + 4e−2C1) exp(−c11neh
dδ2). (4)
Let C6 = 6Mc8/c1. By (2), (3), and (4), there exist C4, C5 > 0 such that
P⊗n(|η̂n,j(x)− ηj(x)| ≥ δ)
≤ P⊗n(λ
B̂
≤ c1/2) +P
⊗n(|η̂n,j(x)− ηj(x)| ≥ δ, λB̂ > c1/2)
≤ C4 exp(−C5neh
dδ2).
Note that the constants C4, C5, C6 can be modified so that they are the same
for all δ, h, j, and n. Thus, Lemma 2 holds.
7.2 Proof of Lemma 3
Since ηf∗(x)− ηf̂n(x) ≥ 0 for all x ∈ R
d, we denote, for any δ > 0,
A0 , {x ∈ R
d : ηf∗(x)− ηf̂n(x) ≤ δ}, and
Ai , {x ∈ R
d : 2i−1δ < ηf∗(x)− ηf̂n(x) ≤ 2
iδ}, for i ≥ 1.
By Proposition 1, ER(f̂n)−R(f
∗) = E[(ηf∗(X)− ηf̂n(X))1{f̂n(X) 6=f∗(X)}]
=
∞∑
i=0
E
[
(ηf∗(X)− ηf̂n(X))1{f̂n(X) 6=f∗(X)} 1{X∈Ai}
]
≤ δP
(
0 < ηf∗(X)− ηf̂n(X) ≤ δ
)
+
∞∑
i=1
E
[
(ηf∗(X)− ηf̂n(X))1{f̂n(X) 6=f∗(X)} 1{X∈Ai}
]
.
Let η̂n,f̂n(x) denote η̂n,f̂n(x)(x). For any x, since η̂n,f̂n(x) is the largest among
η̂n,j(x)’s, we have ηf∗(x)− ηf̂n(x) ≤ |ηf∗(x) − η̂n,f∗(x)| + |η̂n,f̂n(x) − ηf̂n(x)|. For
any i ≥ 1, we have
E
[
(ηf∗(X)− ηf̂n(X))1{f̂n(X) 6=f∗(X)} 1{X∈Ai}
]
≤ 2iδE
[
1{|ηf∗ (X)−η̂n,f∗ (X)|+|η̂n,f̂n(X)−ηf̂n (X)|≥2
i−1δ} 1{0<ηf∗ (X)−ηf̂n (X)<2
iδ}
]
≤ 2iδEX [P
⊗n(|ηf∗(X)− η̂n,f∗(X)|+ |η̂n,f̂n(X)− ηf̂n(X)| ≥ 2
i−1δ) ·
1{0<ηf∗ (X)−ηf̂n (X)<2
iδ}]
≤ c12
iδ exp
(
−c2an(2
i−2δ)2
)
PX(0 < ηf∗(X)− ηf̂n(X) < 2
iδ),
11
for some c1, c2 > 0. We have PX(0 < ηf∗(X) − ηf̂n(X) < δ) ≤
PX [ηf∗(X) − η(2)(X) < δ], and by the margin assumption, for all t > 0, we
get PX [ηf∗(X)− η(2)(X) < t] ≤ C0t
α. Therefore,
E
[
(ηf∗(X)− ηf̂n(X))1{f̂n(X) 6=f∗(X)} 1{X∈Ai}
]
≤ c1C02
i(α+1)δα+1 exp
(
−c2an(2
i−2δ)2
)
.
By choosing δ = a
−1/2
n , there exists C7 > 0 that does not depend on n and
ER(f̂n)−R(f
∗) ≤ C0a
−(α+1)/2
n + 2c1C0a
−(α+1)/2
n
∑
i≥1
2i(α+1)/2 exp(−c22
2i−4)
≤ C7a
−(α+1)/2
n .
7.3 Proof of Lemma 5
The proof for this lemma is essentially similar to the proof for Lemma 2 in Section
7.1, except that we use the Bernstein inequality for iid random variables to bound
P⊗n(|B̂s1,s2−Bs1,s2 | ≥ ǫ) and thus obtain P
⊗n(λ
B̂
≤ c1/2) ≤ 2M
2 exp(−c4nh
d)
as an analogy of Eq. (2) in Section 7.1. Besides, Eq. (3) can be obtained in the
same way as in Section 7.1. To obtain the bound similar to Eq. (4), we define
T
(s,1)
i ,
1
hd
[Y ′i − η
i
j(Xi)](
Xi − x
h
)sK(
Xi − x
h
)
T
(s,2)
i ,
1
hd
[ηij(Xi)− ηj(Xi)](
Xi − x
h
)sK(
Xi − x
h
)
T
(s,3)
i ,
1
hd
[ηj(Xi)− η
x
j (Xi)](
Xi − x
h
)sK(
Xi − x
h
).
Note that E[T
(s,1)
i ] = 0, |T
(s,1)
i | ≤ c5h
−d, and E|T
(s,1)
i |
2 ≤ c6h
−d for some
c5, c6 > 0. Thus, E|T
(s,1)
i |
l ≤ (c5h
−d)l−2E|T
(s,1)
i |
2 ≤ H l−21 E|T
(s,1)
i |
2l!/2, where
H1 , c5h
−d and l > 2. Similarly, |T
(s,2)
i − ET
(s,2)
i | ≤ c7h
−d and Var[T
(s,2)
i ] ≤
c8h
2−d for some c7, c8 > 0. Thus, E|T
(s,2)
i − ET
(s,2)
i |
l ≤ H l−22 Var[T
(s,2)
i ]l!/2,
for H2 , c7h
−d and l > 2. Furthermore, |T
(s,3)
i − ET
(s,3)
i | ≤ c9h
β−d and
Var[T
(s,3)
i ] ≤ c10h
2β−d for some c9, c10 > 0. Hence, E|T
(s,3)
i − ET
(s,3)
i |
l ≤
H l−23 Var[T
(s,3)
i ]l!/2 for H3 , c9h
β−d and l > 2. Thus, from Lemma 4,
P⊗n(
1
n
n∑
i=1
|T
(s,1)
i | ≥ ǫ1) ≤ 2 exp(−
nhdǫ21
2(c6 + c5ǫ1)
)
P⊗n(
1
n
n∑
i=1
|T
(s,2)
i −ET
(s,2)
i | ≥ ǫ2) ≤ 2 exp(−
nhdǫ22
2(c8h2 + c7ǫ2)
)
P⊗n(
1
n
n∑
i=1
|T
(s,3)
i −ET
(s,3)
i | ≥ ǫ3) ≤ 2 exp(−
nhdǫ23
2(c10h2β + c9hβǫ3)
),
for all ǫ1, ǫ2, ǫ3 > 0. Moreover, E|T
(s,3)
i | ≤ c11h
β for some c11 > 0, and
1
n
∑n
i=1 E|T
(s,2)
i | ≤ O(h
−d 1
n
∑n
i=1 ‖η
i
j − η‖∞) ≤ O(h
−d 1
n
∑n
i=1 i
−(β+d)/(2β+d)) ≤
12
O(h−d 1n (1 +
∫ n
u=1
u−(β+d)/(2β+d)du)) ≤ O(h−dn−(β+d)/(2β+d)) ≤ c12h
β for some
c12 > 0 since h = n
−1/(2β+d). Thus, we can obtain the new Eq. (4) as
P⊗n
(
|as| ≥
c1δ
2M
)
≤ 6 exp(−c13nh
dδ2) for some C6 > 0 and c13 > 0. And from
the new Eq. (2), (3), and (4), we can obtain Lemma 5.
References
1. Audibert, J.Y., Tsybakov, A.B.: Fast learning rates for plug-in classifiers. The
Annals of Statistics 35(2) (2007) 608–633
2. Kohler, M., Krzyzak, A.: On the rate of convergence of local averaging plug-in
classification rules under a margin condition. IEEE Transactions on Information
Theory 53(5) (2007) 1735–1742
3. Monnier, J.B.: Classification via local multi-resolution projections. Electronic
Journal of Statistics 6 (2012) 382–420
4. Minsker, S.: Plug-in approach to active learning. Journal of Machine Learning
Research 13 (2012) 67–90
5. Tsybakov, A.B.: Optimal aggregation of classifiers in statistical learning. The
Annals of Statistics (2004) 135–166
6. Zhang, T.: Statistical analysis of some multi-category large margin classification
methods. Journal of Machine Learning Research 5 (2004) 1225–1251
7. Agarwal, A.: Selective sampling algorithms for cost-sensitive multiclass prediction.
In: Proceedings of the International Conference on Machine Learning. (2013)
8. Rifkin, R., Klautau, A.: In defense of one-vs-all classification. Journal of Machine
Learning Research 5 (2004) 101–141
9. Steinwart, I., Christmann, A.: Fast learning from non-iid observations. In: Ad-
vances in Neural Information Processing Systems. (2009) 1768–1776
10. Hang, H., Steinwart, I.: Fast learning from alpha-mixing observations. Journal of
Multivariate Analysis 127 (2014) 184–199
11. Bartlett, P.L.: Learning with a slowly changing distribution. In: COLT 1992
12. Long, P.M.: The complexity of learning according to two models of a drifting
environment. Machine Learning 37(3) (1999) 337–354
13. Barve, R.D., Long, P.M.: On the complexity of learning from drifting distributions.
In: COLT 1996
14. Mohri, M., Medina, A.M.: New analysis and algorithm for learning with drifting
distributions. In: Algorithmic Learning Theory. (2012) 124–138
15. Steinwart, I., Scovel, C.: Fast rates for support vector machines using gaussian
kernels. The Annals of Statistics (2007) 575–607
16. Shen, X., Wang, L.: Generalization error for multi-class margin classification.
Electronic Journal of Statistics 1 (2007) 307–330
17. Pierre, A., Xiaoyin, L., Olivier, W.: Prediction of time series by statistical learning:
general losses and fast rates. Dependence Modeling 1 (2014) 65–93
18. Modha, D.S., Masry, E.: Minimum complexity regression estimation with weakly
dependent observations. IEEE Transactions on Information Theory 42(6) (1996)
2133–2145
19. Cuong, N.V., Ho, L.S.T., Dinh, V.: Generalization and robustness of batched
weighted average algorithm with V-geometrically ergodic Markov data. In: Algo-
rithmic Learning Theory. (2013) 264–278
20. Ane´, C.: Analysis of comparative data with hierarchical autocorrelation. The
Annals of Applied Statistics 2(3) (2008) 1078–1102
21. Yurinski˘ı, V.: Exponential inequalities for sums of random vectors. Journal of
Multivariate Analysis 6(4) (1976) 473–499
