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Abstract: Extraordinary gauge mediation extension of deflected AMSB scenarios can be
interesting because it can accommodate together the deflection in the Kahler potential and
the superpotential. We revisit the EGM scenario and derive the analytical expressions for
soft SUSY breaking parameters in EGM and EGM extension of deflected AMSB scenarios
with wavefunction renormalization approach, especially the case with vanishing gauge beta-
function at an intermediate energy scale. The Landau pole and proton decay constraints
are also discussed.
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1. Introduction
Weak scale supersymmetry(SUSY), which is a leading candidate for physics beyond the
standard model(SM), can solve elegantly the hierarchy problem of the Higgs boson by
introducing various superpartners at TeV scale. Besides, gauge couplings unification, which
can not be exact in SM, can be successful in its SUSY extensions. The dark matter(DM)
puzzle as well as the BAU(baryon-asymmetric universe) puzzle etc, can also be explained
with proper DM candidates and baryogensis mechanisms in SUSY. It is worth to note that
the Higgs scalar, which was discovered by the ATALS[1] and CMS[2] collaborations of LHC
in 2012, lie miraculously in the small ′115− 135′ GeV window predicted by the low energy
SUSY.
It is well known that the soft SUSY spectrum, including the gaugino and sfermion
masses, are determined by the SUSY breaking mechanism. Depending on the way the
visible sector ′feels′ the SUSY breaking effects in the hidden sector, the SUSY break-
ing mechanisms can be classified into gravity mediation[3], gauge mediation[4], anomaly
mediation[5] scenarios, etc. Gauge mediated SUSY breaking(GMSB) scenarios, which will
not cause flavor and CP problems that bothers gravity mediation models, are calculable,
predictive, and phenomenologically distinctive with minimal messenger sector. However, it
is difficult for minimal GMSB to explain 125 GeV Higgs with TeV scale soft SUSY breaking
parameters because of the vanishing trilinear terms at the messenger scale. An interest-
ing extension is the (extra)ordinary gauge mediation (EGM) scenarios[6, 7], in which the
messenger sector can include all renormalizable, gauge invariant couplings between the
messengers and any number of singlet fields. In fact, many examples in the literature of
OGM deformed by mass terms can fall into this category and their generic properties can
be obtained therein.
Gravity, which can couple to everything, can generate the soft masses by the auxiliary
field of the gravitational multiplet. Such a ′pure′ gravity mediation scenario with neg-
ligible contributions from direct non-renormalizable contact terms is called the anomaly
mediated SUSY breaking(AMSB). Pure anomaly mediation is bothered by the tachyonic
slepton problem [8]. Its non-trivial extensions with messenger sectors, namely the deflected
AMSB[9, 10, 11], can elegantly solve such tachyonic slepton problems through the deflec-
tion of the renormalization group equation (RGE) trajectory [12]. There are two types
of deflections in the literature, namely, the deflection in the superpotential or deflection
in the Kahler potential[13, 14, 15, 16]. However, it is difficult to determined consistently
the deflection parameter ′d′ and soft SUSY parameters if both deflections are present. We
find that such a scenario can be seen as a special case of the EGM extension of deflected
AMSB. Besides, the most generic extension of the messenger sector can also be interesting
theoretically.
We revisit the EGM scenario and derive the analytical results for the GMSB contribu-
tions in EGM and EGM extension of deflected AMSB, especially the case with a vanishing
beta function at an intermediate scale and the case with rank(λij) = rank(mij) = 0. Our
result is especially useful for cases with hierarchical messenger scales. The extension of the
EGM to deflected AMSB is straightforward. We show that such an extension can indeed
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accommodate both types of deflections in AMSB.
This paper is organized as follows. In Sec 2, we discuss the deflected AMSB scenario
with EGM extension. In Sec 3, we discuss the analytical expressions of soft SUSY param-
eters in EGM. In Sec 4, constraints from the Landau pole with multiple messengers are
given. Sec 5 contains our conclusions.
2. Extraordinary gauge mediation in deflected AMSB
To fully understand the deflected AMSB scenarios with the presence of both the superpo-
tential and Kahler potential deflection, we need the deflection parameter ′d′ to derive the
soft SUSY breaking parameters. One can minimize the whole scalar potential to obtain
′d′, but such a case by case study seems tedious. We find that the solution can be obtained
in EGM extension of deflected AMSB.
In deflected AMSB, the Kahler potential can have the following types of deflection
with holomorphic terms for messengers
K ⊇ κij φ
†
φ
P˜iPj , (2.1)
or the deflection from the couplings in the superpotential
W ⊇ λijX˜Q˜iQj +W (X˜) , (2.2)
with a proper form of superpotential W (X˜) for the pseudo-moduli field X˜ to determine
the deflection parameter d˜
FX˜
X˜
= (d˜+ 1)Fφ . (2.3)
We should note that the messengers P˜i, Pi can possibly be identified to be the Q˜i, Qi
superfields. Combining both Kahler and superpotential deflection, we have
L ⊇
∫
d4θ
[
κij
φ†
φ
P˜iPj
]
+
∫
d2θ
[
λijX˜Q˜iQj +W (X˜)
]
, (2.4)
which can be rewritten as
L ⊇
∫
d2θ(λijX˜ + κij T˜ )φ˜iφj +W (X˜) , (2.5)
with T˜ the auxiliary field with VEV
〈T˜ 〉 = Fφ − θ2F 2φ , (2.6)
and φ the conformal compensator field which carries the SUSY breaking information in
the SUSY breaking sector
φ = 1 + θ2Fφ . (2.7)
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We can rotate X˜ and T˜ so that only one combination X will acquire F-term VEVs
while T will acquire only the lowest component VEVs
X =
1√
F 2
X˜
+ F 2φ
[
FX˜X˜ − F 2φ T˜
]
,
T =
1√
F 2
X˜
+ F 2φ
[
F 2φX˜ + FX˜ T˜
]
, (2.8)
So the superpotential can rewritten as
W ⊇ (λijX +mij)φ˜iφj , (2.9)
with mij = κij〈T 〉.
We will impose an non-trivial R-symmetry{
λij 6= 0 , only if R(φ˜i) +R(φj) = 2−R(X) ,
κij 6= 0 , only if R(φ˜i) +R(φj) = 2 ,
(2.10)
as well as a symmetry for messengers to prevent destructive D-term contributions to
sfermion masses. After integrating out the messenger fields, the messenger determinant
is proven by [6] to be a monomial in X
det (λijX + κijT ) = X
n0G(λ, κT ) , (2.11)
with
n0 =
1
R(X)
n∑
i=1
[
2−R(φ˜i) +R(φi)
]
. (2.12)
Note that the most general deflection in AMSB is quite similar to that of EGM in GMSB
except that the X is given by√
F 2X + F
2
φ 〈X〉 = Fφ
[
(d˜+ 1)X˜2 − F 2φ
]
+ (F 2
X˜
+ F 4φ )θ
2, (2.13)
from eqn.(2.8). Thus the effective deflection parameter d is given by
d =
(F 2
X˜
+ F 4φ )
F 2φ
[
(d˜+ 1)X˜2 − F 2φ
] − 1,
=
[
(d˜+ 1)2X˜2 + F 2φ
]
[
(d˜+ 1)X˜2 − F 2φ
] − 1, (2.14)
For later convenience, the VEV of X is denoted by (X) =M + θ2FX .
The soft SUSY breaking parameters in EGM extension of deflected AMSB can be
obtained by wavefunction renormalization[17] approach
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• The gaugino masses are given as
Mi = g
2
i
(
Fφ
2
∂
∂ lnµ
− dFφ
2
∂
∂ ln |X|
)
1
g2i
(µ, |X|) ,
= g2i
(
Fφ
2
∂
∂ lnµ
−
N∑
a=1
dFφ
2
∂ lnMa
∂ ln |X|
∂
∂ lnMa
)
1
g2i
(µ,Ma) , (2.15)
• The trilinear couplings are given as
Aijk0 ≡
Aijk
yijk
=
∑
i
(
−Fφ
2
∂
∂ lnµ
+
dFφ
2
∂
∂ ln |X|
)
ln [Zi(µ,Ma)] . (2.16)
So we need to calculate
∂ lnZl(µ,Ma)
∂ ln |X| =
∑
Mj
∑
gi(µ′)
∂ lnMj
∂ ln |X|
∂ ln gi(µ
′)
∂ lnMj
∂ lnZl
∂ ln gi(µ′)
+
[
gi(µ
′)→ ya(µ′)
]
.(2.17)
in which the sum over gi(µ
′), which depends on the messenger thresholdsMi, take the
values gi(M1), gi(M2), · · · , gi(MN ), gi(µ). The second term always vanishes because
the anomalous dimension is continuous across the messenger thresholds.
• The soft SUSY breaking scalar masses are given as
m2soft = −
∣∣∣∣−Fφ2 ∂∂ lnµ + dFφ2 ∂∂ ln |X|
∣∣∣∣2 ln [Zi(µ,Ma)] , (2.18)
= −
(
F 2φ
4
∂2
∂(ln µ)2
+
d2F 2φ
4
∂2
∂(ln |X|)2 −
dF 2φ
2
∂2
∂ ln |X|∂ lnµ
)
ln [Zi(µ,Ma)] ,
We need to calculate
∂2
∂ ln |X|2 lnZi(µ,Ma) =
[
∂ lnMj
∂ ln |X|
∂
∂ lnMj
] [
∂ lnMi
∂ ln |X|
∂
∂ lnMi
]
lnZa(µ,Ma) ,
=
[
∂ lnMj
∂ ln |X|
∂ lnMi
∂ ln |X|
] [
∂2 lnZa(µ,Ma)
∂ lnMi∂ lnMj
]
. (2.19)
The dependencies of lnMa on ln |X| are in general non-trivial, which depends cru-
cially on the properties of matrices λij and mij. We will discuss their expressions in the
subsequent sections.
It is well known that in the d→∞ limit, the anomaly mediation contributions in the
deflect AMSB are sub-leading and the gauge mediation contributions are dominant. So we
will derive the EGM contributions first and return to deflected AMSB cases subsequently.
3. Analytical expressions within EGM
We assume that the mass thresholds of the N messengers can be degenerated and separated
into ′p′ groups as
(M1, · · · ,M1︸ ︷︷ ︸
n1
,M2, · · · ,M2︸ ︷︷ ︸
n2
, · · · ,Mp, · · · ,Mp︸ ︷︷ ︸
np
) . (3.1)
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with
p∑
i=1
np = N .
The gauge coupling at a scale µ that below all the messenger thresholds are given as
1
g2i (µ,X)
=
1
g2i (Λ)
+
b′i
8pi2
ln
Λ
M1
+
b′i − n1
8pi2
ln
M1
M2
+
b′i −
2∑
k=1
nk
8pi2
ln
M2
M3
+ · · · + b
′
i −N
8pi2
ln
Mp
µ
,
=
1
g2i (Λ)
+
b′i
8pi2
ln Λ− 1
8pi2
ln detM− b
′
i −N
8pi2
lnµ . (3.2)
Here we assume that the eigenvalues of the messenger mass matrix are given by M1 ≥
M2 ≥ · · · ≥Mp. So we can obtain that gaugino mass
Mi = g
2
i
(
Fφ
2
∂
∂ lnµ
−
p∑
a=1
dFφ
2
∂ lnMa
∂ ln |X|
∂
∂ lnMa
)
1
g2i
(µ,Ma) ,
= −Fφ g
2
i
16pi2
bi + dFφ
g2i
16pi2
p∑
a=1
na
∂ lnMa
∂ ln |X| ,
= −Fφ g
2
i
16pi2
bi + dFφ
g2i
16pi2
∂ ln detM
∂ ln |X| ,
≡ −Fφ g
2
i
16pi2
[bi − d n0] . (3.3)
Here bi = b
′
i −N , which are given by
(b1, b2, b3) = (33/5, 1, − 3) , (3.4)
with N = N5 + 3N10 and n0 is given in eqn.(2.11).
For the soft sfermion masses and trilinear couplings, we need the dependence of wave-
function Zi on the messenger thresholds Ma(
√
X†X). The derivative of lnZi with respect
to ln |X| can be obtained via
∂ lnZl [µ, gi(µ
′), yi(µ
′),Ma]
∂ ln |X|
=
∑
Mj
∑
gi(µ′)
∂ lnMj
∂ ln |X|
∂ ln gi(µ
′)
∂ lnMj
∂ lnZl [µ, gi(µ
′), yi(µ
′),Ma]
∂ ln gi(µ′)
+
[
gi(µ
′)→ ya(µ′)
]
+
∑
Ma
∂ lnMa
∂ ln |X|
∂ lnZl [µ, gi(µ
′), yi(µ
′),Ma]
∂ lnMa
. (3.5)
The sum over gi(µ
′), which depends on the messenger thresholds Mi, take the values
gi(M1), gi(M2), · · · , gi(Mp). The second term always vanishes because the anomalous di-
mension is continuous across the messenger thresholds.
To get the expressions for wavefunction Zi, we need to the following classification
• In the case b′i −
k∑
r=1
nr 6= 0 for all 0 ≤ k ≤ p, the expression will fall into class A.
• In the case b′i −
k∑
r=1
nr = 0 for some 0 ≤ k ≤ p, the expression will fall into class B.
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3.1 Class A: Partition without vanishing gauge beta functions
To obtain Zi, we can construct an invariant by surveying the anomalous dimension of Zi
d lnZi
dt
= − 1
8pi2
[
dkijy
2
ijk − 2C(r)g2i
]
, (3.6)
and solve the differential equation in the basis of (y2t , y
2
b , y
2
τ , g
2
3 , g
2
2 , g
2
1) with
d
dt
lnZi =
∑
l=g3,g2,g1
2A˜l
d ln gl
dt
+
∑
l=yt,yb,yτ
2Bl
d ln yl
dt
, (3.7)
at the scale Λ. The expressions of the wavefunction can be solved 1 as
Zl(µ,Ma) = Zl(Λ)
(
y2t (µ)
y2t (Λ)
)Bt ( y2b (µ)
y2b (Λ)
)Bb ( y2τ (µ)
y2τ (Λ)
)Bτ
(3.8)
3∏
i=1

(g2i (M1)
g2i (Λ)
)Ai
b′
i
(
g2i (M2)
g2i (M1)
) Ai
b′
i
−n1
(
g2i (M3)
g2i (M2)
) Ai
b′
i
−
2∑
i=1
bi · · ·
(
g2i (µ)
g2i (Mp)
) Ai
b′
i
−N

 .
with the corresponding coefficients A˜i in given as A˜i ≡ Ai/b′i, Ai/(b′i−n1), · · · at the energy
interval [Mi,Mi+1] (M0 ≡ Λ), respectively.
If all the Yukawa terms within the wavefunction Zi are neglected, the Ai will take the
value 4C(r)i with C(r)i the quadratic Casimir invariant for the superfield Φi.
So we have
lnZl(µ,Ma) = lnZl(Λ) +
∑
i

−
Ai
b′i
ln g2i (Λ) +
(
Ai
b′i
− Ai
b′i − n1
)
ln g2i (M1) +

 Aib′i − n1 − Aib′i − 2∑
k=1
nk

 ln g2i (M2)
+

 Ai
b′i −
2∑
k=1
nk
− Ai
b′i −
3∑
k=1
nk

 ln g2i (M3) + · · ·+ Aib′i −N ln g2i (µ)

+ · · · . (3.9)
From eqn.(3.9), we get
(
∂ lnZl(µ,Ma)
∂ ln gi(µ′)
)
= 2

Aib′i − Aib′i − n1 , Aib′i − n1 − Aib′i − 2∑
k=1
nk
, · · · , Ai
b′i −
p−1∑
k=1
nk
− Ai
b′i −N
,
Ai
b′i −N

 ,
(3.10)
with the column indices gi(M1), gi(M2), · · · , gi(Mp), gi(µ). From the expressions of gauge
coupling at scale µ within each threshold interval, we can obtain an (p + 1)× p matrix
lnM1 lnM2 lnM3 · · · lnMp
1For example, see appendix A in Ref.[18] for details.
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(
∂ ln gi(µ
′)
∂ lnMj
)
µ′,j
=
1
16pi2


b′ig
2
i (M1) 0 0 · · · 0
n1g
2
i (M2) (b
′
i − n1)g2i (M2) 0 · · · 0
n1g
2
i (M3) n2g
2
i (M3) (b
′
i −
2∑
i=1
ni)g
2
i (M3) · · · 0
· · · · · · · · · · · · · · ·
n1g
2
i (Mp) n2g
2
i (Mp) n3g
2
i (Mp) · · · (b′i −
p−1∑
i=1
ni)g
2
i (Mp)
n1g
2
i (µ) n2g
2
i (µ) n3g
2
i (µ) · · · npg2i (µ)


gi(M1)
gi(M2)
gi(M3)
· · ·
gi(Mp)
gi(µ)
(3.11)
So we have
Ub ≡
(
∂ lnZl(µ,Ma)
∂ lnMb
)T
≡ −
∑
i=1,2,3
Ai
8pi2
Ub;i , (3.12)
Ub;i =


n1 (Pi[1] +Qi[1])
n2 (Pi[2] +Qi[2])
n3 (Pi[3] +Qi[3])
· · ·
np (Pi[p] +Qi[p])

 ≡


[
n1g2i (M1)
b′i−n1
− n1g2i (µ)b′i−N
]
+
p∑
a=2
n1nag2i (Ma)
(b′i−
a−1∑
k=1
nk)(b
′
i−
a∑
k=1
nk)
 n2g2i (M2)
b′i−
2∑
k=1
nk
− n2g2i (µ)b′i−N

+ p∑
a=3
n2nag2i (Ma)
(b′i−
a−1∑
k=1
nk)(b
′
i−
a∑
k=1
nk)
 n3g2i (M3)
b′i−
3∑
k=1
nk
− n3g2i (µ)b′i−N

+ p∑
a=4
n3nag2i (Ma)
(b′i−
a−1∑
k=1
nk)(b
′
i−
a∑
k=1
nk)
· · · · · ·[
npg2i (Mp)
b′i−N
− npg2i (µ)
b′i−N
]


with the column indices corresponding to M1,M2, · · · ,Mp etc. Here we rewrite our expres-
sions neatly by define
Pi[a] =
g2i (Ma)
b′i −
a∑
k=1
nk
− g
2
i (µ)
b′i −N
,
Qi[a] =
p∑
c=a+1
ncg
2
i (Mc)
(b′i −
c−1∑
k=1
nk)(b
′
i −
c∑
k=1
nk)
, (3.13)
within which bi ≡ b′i − N is just the beta function coefficient below all the messenger
thresholds. From the previous expressions, we can check that the each row will vanish if
we neglect the scale dependence of g2i . This observation agrees with the ordinary conclusion
that the trilinear couplings of GMSB vanish if no Yukawa deflections are present.
From the expressions in eqn.(3.12), we can obtain the symmetric matrix (for indices j
and k)
(
∂2 lnZa(µ,Ma)
∂ lnMb∂ lnMa
)T
≡ −
∑
i=1,2,3
4Ai
(16pi2)2
Kab;i , (3.14)
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with the contributions Kab;i from each i = 1, 2, 3 gauge fields given by

n21Xi[1], n1n2Yi[2], n1n3Yi[3], n1n4Yi[4], n1n5Yi[5], · · · , n1npYi[p]
n1n2Yi[2], n
2
2Xi[2], n2n3Yi[3], n2n4Yi[4], n2n5Yi[5], · · · , n2npYi[p]
n1n3Yi[3], n2n3Yi[3], n
2
3Xi[3], n3n4Yi[4], n3n5Yi[5], · · · n3npYi[p]
n1n4Yi[4], n2n4Yi[4], n3n4Yi[4], n
2
4Xi[4], n4n5Yi[5], · · · n4npYi[p]
n1n5Yi[5], n2n5Yi[5], n3n5Yi[5], n4n5Xi[5], n
2
5Xi[5], · · · n5npYi[p]
· · · · · · · · · · · · · · ·
n1npYi[p], n2npYi[p], n3npYi[p], n4npYi[p], n5npYi[p], · · · , n2pXi[p],


. (3.15)
The functions within Kab;i are defined as
Xi[a] = G
E
i [a] +K
E
i [a] , Yi[a] = F
E
i [a] +K
E
i [a] , (3.16)
within which
FEi [a] =
g4i (Ma)
b′i −
a∑
i=1
ni
− g
4
i (µ)
b′i −N
,
GEi [a] =
(b′i −
a−1∑
i=1
ni)g
4
i (Ma)
na(b′i −
a∑
i=1
ni)
− g
4
i (µ)
b′i −N
,
KEi [a] =
p∑
c=a+1
ncg
4
i (Mc)
(b′i −
c−1∑
i=1
ni)(b′i −
c∑
i=1
ni)
, (3.17)
Here we define the summation to vanish if its index lies out of its definition range. For
example,
0∑
i=1
(· · ·) ≡
p∑
i=p+1
(· · ·) = 0. From the previous expressions, we can check that each
non-diagonal element of Kab will vanish if we neglect the scale dependence of g
2
i . Only the
diagonal elements of Kab can give non-vanishing values of order
Kaa ∼ n2a
g4i
na
= nag
4
i . (3.18)
The inclusion of top-Yukawa coupling is straightforward in the analytical expressions.
The scale dependence of top-Yukawa in the simplest case, in which only the leading top
Yukawa αt ≡ y2t /4pi and αs ≡ g23/4pi are kept in the anomalous dimension, takes the form
d
dt
lnαt =
1
pi
(
3αt − 8
3
αs
)
,
d
dt
lnαs =
1
2pi
b3αs , (3.19)
Define A = ln
(
αtα
16
3b3
s
)
, the equation can be written as
d
[
e−A
]
= − 3
pi
α
− 16
3b3
s dt = − 6
b3
α
− 16
3b3
−2
s dαs . (3.20)
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So we can exactly solve the differential equation to get[
αt(µ)
αt(Λ)
(
αs(µ)
αs(Λ)
) 16
3b3
]−1
= 1− 6αt(Λ)16
3 + b3
[
αs(Λ)
−1 −
(
αs(µ)
αs(Λ)
)− 16
3b3
α−1s (µ)
]
.
Expanding the expressions and neglect high order terms, we finally have
[lnαt(µ)− lnαt(Λ)] ≈
[
− 8
3pi
αs(µ) +
3
pi
αt(µ)
]
ln
(
Λ
µ
)
. (3.21)
It can be observed that the (leading order approximation) expression within the square
bracket is just the beta function of top Yukawa coupling. As there are no Yukawa deflection
contributions related to the introduction of messengers, the Yukawa coupling contributions
will not enter the expression within the GMSB part of deflection GM.
3.2 Class B: Partition with vanishing gauge beta functions
In previous discussions, apparent poles Ai/(b
′
i −
j∑
a=1
na) may arise in the expressions if
the gauge beta function coefficient b′i −
j∑
a=1
na = 0 between certain messenger scales. For
example, with N > 3 non-degenerate messengers in 5⊕ 5¯ representation, the beta function
for α3, which is given by b
′
3 = −3 + N , will vanish after decoupling N − 3 family of
vector-like messengers at one-loop level. (The beta function for i = 1, 2 gauge fields will
not encounter this possibility.) Such an artificial pole can be resolved by revisiting the
deduction procedure of wavefunctions.
Assume that all the ′i′-th gauge coupling beta function coefficients b′i−
k−1∑
a=1
na are non-
vanishing for k < j. After integrating out the nj family of vector-like messengers at Mj
scale, the beta function coefficient is assumed to vanish (so that b′i −
j∑
a=1
na = 0).
The wavefunction at the Mj scale takes value
Zl(Mj ,Ma) = Zl(Λ)
3∏
i=1

(g2i (M1)
g2i (Λ)
)Ai/b′i (g2i (M2)
g2i (M1)
)Ai/(b′i−n1)
· · ·
(
g2i (Mj)
g2i (Mj−1)
)Ai/(b′i−j−1∑
a=1
na)

 ,
(
y2t (Mj)
y2t (Λ)
)Bt (y2b (Mj)
y2b (Λ)
)Bb (y2τ (Mj)
y2τ (Λ)
)Bτ
. (3.22)
As the ′i′-th beta function vanishes at one-loop level
dgi
dt
= 0 , Mj+1 < µ < Mj (3.23)
it can be seen as a constant between Mj+1 < µ < Mj . Within this range, the RGE
invariant became
d
dt
ln

Z(µ) ∏
l=yt,yb,yτ
[yl(µ)]
−2Bl
∏
k 6=i
[gk(µ)]
−2A˜k

 = Dig2i (µ) = Dig2i (Mj) , (3.24)
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and we can deduce that
Z(µ)
∏
l=yt,yb,yτ
[yl(µ)]
−2Bl
∏
k 6=i
[gk(µ)]
−2A˜k
=
(
µ
Mj
)Dig2i (Mj) Z(Mj) ∏
l=yt,yb,yτ
[yl(Mj)]
−2Bl
∏
k 6=i
[gk(Mj)]
−2A˜k

 . (3.25)
The value Di ≡ Ai/8pi2 with the value Ai given in the appendix A. We keep to use ′D′i in
this paper to indicate clearly the consequence of vanishing one-loop beta functions.
So, for Mj+1 < µ < Mj
Z(µ) = Z(Mj)
(
µ
Mj
)Dig2i (Mj) ∏
l=yt,yb,yτ
[
yl(Mj)
yl(µ)
]−2Bl ∏
k 6=i
[
gk(Mj)
gk(µ)
]−2A˜k
= Z(Λ)
∏
l=yt,yb,yτ
[
yl(Λ)
yl(µ)
]−2Bl ∏
k 6=i

(g2k(M1)
g2k(Λ)
)Ak
b′
k
(
g2k(M2)
g2k(M1)
) Ak
b′
k
−n1 · · ·
(
g2k(µ)
g2k(Mj)
) Ak
b′
k
−
j∑
a=1
na

 ,

(g2i (M1)
g2i (Λ)
)Ai
b′
i
(
g2i (M2)
g2i (M1)
) Ai
b′
i
−n1 · · ·
(
g2i (Mj)
g2i (Mj−1)
) Ai
b′
i
−
j−1∑
a=1
na

( µ
Mj
)Dig2i (Mj)
.
and for µ < Mp
Z(µ) = Z(Λ)
∏
l=yt,yb,yτ
[
yl(Λ)
yl(µ)
]−2Bl
∏
k 6=i

(g2k(M1)
g2k(Λ)
)Ak
b′
k
(
g2k(M2)
g2k(M1)
) Ak
b′
k
−n1 · · ·
(
g2k(Mj)
g2k(Mj−1)
) Ak
b′
k
−
j∑
a=1
na · · ·
(
g2k(µ)
g2k(Mp)
)Ak
bk

 ,

(g2i (M1)
g2i (Λ)
)Ai
b′
i
(
g2i (M2)
g2i (M1)
) Ai
b′
i
−n1 · · ·
(
g2i (Mj)
g2i (Mj−1)
) Ai
b′
i
−
j−1∑
a=1
na

(Mj+1
Mj
)Dig2i (Mj)
(
g2i (Mj+2)
g2i (Mj+1)
) Ai
b′
i
−
j+1∑
a=1
na · · ·
(
g2i (µ)
g2i (Mp)
)Ai
bi
. (3.26)
For µ < Mp,
d lnZ [µ, gi(µ
′),Mj ,Mj+1]
d lnMa
=

∑
gi(µ′)
∂gi(µ
′)
∂ lnMa
∂
∂gi(µ′)
+
∂
∂ lnMa

 lnZ [µ, gi(µ′),Mj ,Mj+1] .
with the last term gives non-vanishing contributions only for a = j, j + 1
∂
∂ lnMa
lnZ
[
µ, gi(µ
′),Mj ,Mj+1
]
= [δa,j+1 − δa;j ]Dig2i (Mj) , (3.27)
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From the general expressions, we can see that the ′j′-th and ′(j + 1)′-th components will
change into
(
∂ lnZ[µ; gi(µ
′),Ma]
∂ ln gi(µ′)
)
j,j+1
= 2

 Ai
b′i −
j−1∑
a=1
na
+Dig
2
i (Mj) ln
Mj+1
Mj
,− Ai
b′i −
j+1∑
a=1
na

 ,
while other columns are unchanged as eqn.(3.10) if bi(µ) = 0 for Mj+1 < µ < Mj . The
matrix ∂ ln gi(µ
′)/∂Mj , which is given by eqn.(3.11), is unchanged. Then the contributions
from the ′i′-th gauge field, which has vanishing beta functions between [Mj+1,Mj ], are
given as
Ub;i ≡ d lnZ[gi(µ
′),Mn]
d lnMb
∣∣∣∣
i
(3.28)
=
[
∂gi(µ
′)
∂ lnMb
∂
∂gi(µ′)
+
∂
∂ lnMb
]
lnZ
[
gi(µ
′),Mj ,Mj+1
]
= − Ai
8pi2


n1
(
PSi [1] +Q
S
i [1]− DiAi g4i (Mj) ln
Mj+1
Mj
)
,
n2
(
PSi [2] +Q
S
i [2]− DiAi g4i (Mj) ln
Mj+1
Mj
)
,
· · ·
nj
(
PSi [j] +Q
S
i [j] − DiAi g4i (Mj) ln
Mj+1
Mj
)
+ 8pi
2
Ai
Dig
2
i (Mj) ,
nj+1
(
PSi [j + 1] +Q
S
i [j + 1]
) − 8pi2Ai Dig2i (Mj) ,
nj+2
(
PSi [j + 2] +Q
S
i [j + 2]
)
,
· · ·
np
(
PSi [p] +Q
S
i [p]
]
) .


.
Within the deduction, we use the fact that gi(Mj) = gi(Mj+1) and b
′
i −
j∑
k=1
nk = 0.
Besides, we define within the expression
QSi [c] =


p∑
a=c+1;a6=j,j+1
nag2i (Ma)
(b′i−
a−1∑
k=1
nk)(b
′
i−
a∑
k=1
nk)
+
(nj+nj+1)g2i (Mj)
(b′i−
j−1∑
k=1
nk)(b
′
i−
j+1∑
k=1
nk)
, 1 ≤ c ≤ j
p∑
a=c+1
nag2i (Ma)
(b′i−
a−1∑
k=1
nk)(b
′
i−
a∑
k=1
nk)
, j + 1 ≤ c ≤ p
PSi [c] =


g2i (Mc)
b′i−
c∑
k=1
nk
− g2i (µ)b′i−N , c 6= j, j + 1
− g2i (µ)b′i−N , c = j, j + 1
(3.29)
Within the expression
(nj + nj+1)g
2
i (Mj)
(b′i −
j−1∑
k=1
nk)(b
′
i −
j+1∑
k=1
nk)
= −nj + nj+1
njnj+1
g2i (Mj) . (3.30)
We note that when c takes value j−1 or j in the summation of QSi [c], the sum skip j, j+1
and begins at a = j + 2.
From the previous expressions, we can see that the each row will vanish if we neglect
the scale dependence of g2i and higher order g
6
i terms. In fact, with such an approximation,
the j-th and j + 1-th row is given by
Ub;j ∼ −g
2
nj
nj + g
2 ∼ 0 ,
Ub;j+1 ∼ g
2
nj+1
nj+1 − g2 ∼ 0 . (3.31)
In the summation
∂ lnZ[µ, gi(µ
′),Mn]
∂ lnMb
=
3∑
i=1
∂ lnZ[µ, gi(µ
′),Mn]
∂ lnMb
∣∣∣∣
i
, (3.32)
the expressions for i = 1, 2 gauge fields (which have no vanishing beta functions) are still
given by
(
∂ lnZ[µ, gi(µ
′)]
∂ lnMb
)∣∣∣∣
i=1,2
≡ − Ai
8pi2


n1 (Pi[1] +Qi[1])
n2 (Pi[2] +Qi[2])
n3 (Pi[3] +Qi[3])
· · ·
np (Pi[p] +Qi[p])

 , (3.33)
from eqn.(3.12).
With previous results, we can derive the expression of ∂
2
∂ lnMa lnMb
Z[µ; gi(µ
′),Mn] from
′i′-th ( here i = 3) gauge fields
∂
∂ lnMa
(
∂ lnZ[gi(µ
′),Mn]
∂ lnMb
∣∣∣∣
i
)
≡ − Ai
8pi2
[
∂ ln gj(µ
′)
∂ lnMa
∂
∂ ln gj(µ′)
+ δa;j,j+1
∂
∂Mj,j+1
]
Vb;i
= − 4Ai
(16pi2)2
Kab;i (3.34)
with Kab;i a symmetric matrix given as


n21J [1] n1n2H[2] n1n3H[3] · · · n1njH[j] n1nj+1H[j + 1] n1nj+2H[j + 2] · · · n1npH[p]
n1n2H[2] n22J [2] n2n3H[3] · · · n2njH[j] n2nj+1H[j + 1] n2nj+2H[j + 2] · · · n2npH[p]
n1n3H[3] n3n2H[3] n23J [3] · · · n3njH[j] n3nj+1H[j + 1] n3nj+2H[j + 2] · · · n3npH[p]
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
n1njH[j] n2njH[j] n3njH[j] · · · n2jJ [j] njnj+1H[j + 1] njnj+2H[j + 2] · · · njnpH[p]
n1nj+1H[j + 1] n2nj+1H[j + 1] n3nj+1H[j + 1] · · · njnj+1H[j + 1] n2j+1J [j + 1] nj+1nj+2H[j + 2] · · · nj+1npH[p]
n1nj+2H[j + 2] n2nj+2H[j + 2] n3nj+2H[j + 2] · · · njnj+2H[j + 2] nj+1nj+2H[j + 2] n2j+2J [j + 2] · · · nj+2npH[p]
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
n1npH[p] n2npH[p] n3npH[p] · · · njnpH[p] nj+1npH[p] nj+2npH[p] · · · n
2
pJ [p]


,
(3.35)
The functions within Kab;i are defined as
J [m] =


GSi [m] +K
S
i [m]− 2DiAi g6i (Mj) ln
Mj+1
Mj
, 1 ≤ m ≤ j − 1
GSi [j] +K
S
i [j] + 16pi
2 Di
njAi
g4i (Mj)− 2DiAi g6i (Mj) ln
Mj+1
Mj
, m = j
GSi [m] +K
S
i [m] , j + 1 ≤ m ≤ p
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H[m] =


FSi [m] +K
S
i [m]− 2DiAi g6i (Mj) ln
Mj+1
Mj
, 1 ≤ m ≤ j − 1
FSi [j] +K
S
i [j + 1] + 8pi
2 Di
njAi
g4i (Mj)− 2DiAi g6i (Mj) ln
Mj+1
Mj
, m = j
FSi [j + 1] +K
S
i [j + 1]− 8pi2 Dinj+1Ai g4i (Mj) , m = j + 1
FSi [m] +K
S
i [m] , j + 2 ≤ m ≤ p
with
KSi [c] =


p∑
a=c+1;a6=j,j+1
nag4i (Ma)
(b′i−
a−1∑
k=1
nk)(b
′
i−
a∑
k=1
nk)
+
(nj+nj+1)g4i (Mj)
(b′i−
j−1∑
k=1
nk)(b
′
i−
j+1∑
k=1
nk)
, 1 ≤ c ≤ j
p∑
a=c+1
nag4i (Ma)
(b′i−
a−1∑
k=1
nk)(b
′
i−
a∑
k=1
nk)
, j + 1 ≤ c ≤ p
FSi [c] =


g4i (Mc)
b′i−
c∑
k=1
nk
− g4i (µ)
b′i−N
, c 6= j, j + 1
nj+nj+1
b′i−
j−1∑
k=1
nk
g4i (Mc)
b′i−
j+1∑
k=1
nk
− g4i (µ)b′i−N , c = j
− g4i (µ)b′i−N , c = j + 1
(3.36)
GSi [c] =


(b′i−
c−1∑
k=1
nk)g
4
i (Ma)
nc(b′i−
c∑
k=1
nk)
− g4i (µ)
b′i−N
, c 6= j, j + 1
− g4i (µ)b′i−N , c = j, j + 1
(3.37)
From the previous expressions, we can check that each non-diagonal element ofKab(a, b 6=
j, j+1) will vanish if we neglect the scale dependence of g2i and higher order g
6
i terms. The
diagonal elements of Kab(a, b 6= j, j + 1) can give non-vanishing values of order
Kaa ≡ n2aJ [a] ∼ n2a
g4i
na
= nag
4
i . (3.38)
The J [j] and H[j] term will be given as
J [j] ∼ −g
4
i
nj
+
2
nj
g4i , J [j + 1] ∼
g4i
nj+1
,
H[j] ∼ −g
4
i
nj
+
g4i
nj
∼ 0 , H[j + 1] ∼ g
4
i
nj+1
− g
4
i
nj+1
∼ 0 , (3.39)
if we neglect the scale dependence of g2i and higher order g
6
i terms.
The contributions from i = 1, 2 gauge fields are still given by eqn.(3.15). The total
contributions are given by the sum of i = 1, 2, 3 gauge fields.
3.3 Dependence of lnMa on lnX
As noted before, with non-trivial U(1)R symmetry, the messenger determinant is proven
by [6] to be a monomial in X
det (λijX + κijT ) = X
n0G(λ, κT ) , (3.40)
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with κij〈T 〉 = mij. We need to replace the lowest component VEV 〈X〉 ≡M of X, which
should be substituted in M to get all the eigenvalues, by its superspace extension
√
X†X
into M to incorporate the SUSY breaking effects.
Knowing the value of the determinant, it is still nontrivial to express the eigenvalues
of M in terms of 〈X〉. Fortunately, the asymptotic behavior will display a simple form. In
large 〈X〉 region, rλ ≡ rank(λij) messengers acquire masses O(〈X〉) while the remaining
N − rλ messengers acquire masses of order
Mi ∼ m
ni+1
〈X〉ni ,
N−rλ∑
i=1
ni = rλ − n0 , (3.41)
with ni ≥ 0. At small 〈X〉 region, rm ≡ rank(mij) messengers acquire masses O(m) while
the remaining N − rm messengers acquire masses of order
Mi ∼ 〈X〉
n˜i+1
mn˜i
,
N−rm∑
i=1
(n˜i + 1) = n0 . (3.42)
with n˜i ≥ 0.
Depending on the singularity properties of the messenger mass matrix, we have the
following the discussions
• Type I: detm 6= 0.
In the basis in which m is diagonal, it can easily obtain [6] that the eqn.(3.40) takes
the form
n = 0 , det(λ〈X〉 +m) = detm , (3.43)
which necessarily imply detλ = 0. As the matrix is upper triangular, the eigenvalues
are mii that do not depend on 〈X〉.
So in this case, we will have
∂ lnMi
∂ ln |X| ≡ 0. (3.44)
So we can see that the gauginos, the trilinear couplings as well as the sfermions will
not receive any gauge mediation contributions.
• Type II: detλ 6= 0.
Similarly, we can obtain an upper triangular matrix with eigenvalues the diagonal
elements of diagonalized matrix λ′ii. The determinant is
n = N , det(λ〈X〉 +m) = 〈X〉N detλ . (3.45)
So the eigenvalues will be λ′ii〈X〉 and depends linearly on 〈X〉. We will arrange λ′ii
to obtain the eigenvalues M˜1(〈X〉), M˜2(〈X〉), · · · , M˜N (〈X〉).
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Suppose the Ti ≡ λ′ii are ordered so as that T1 ≥ T2 ≥ T3 · · · ≥ TN , we define
Vi ≡ d lnMi
d ln |X| ≡ (1 , 1 , 1 , · · · , 1). (3.46)
For degenerate eigenvalues
M˜1 = M˜2 = · · · = M˜n1 ≡M1 = λ′n1n1〈X〉, M˜n1+1 = M˜n1+2 = · · · = M˜n2 ≡M2 = λ′n2n2〈X〉,
M˜n2+1 = M˜n2+2 = · · · = M˜n3 ≡M3 = λ′n3n3〈X〉, · · ·
M˜np−1+1 = M˜np−1+2 = · · · = M˜np ≡Mp = λ′npnp〈X〉, (3.47)
with M1 ≥M2 ≥ · · · ≥Mp, the matrix Vi reduces to a 1× p matrix
Vi ≡ d lnMi
d ln |X| ≡ (1 , 1 , · · · , 1). (3.48)
So the soft SUSY breaking parameters from GMSB
– The gaugino mass:
Mi =
FX
M
g2i
16pi2
n0 . (3.49)
– GMSB contributions to trilinear terms:
Ai =
Aijk
yijk
=
∑
i,j,k
FX
2M
∂ lnZl(µ,Ma)
∂ ln |X| =
FX
2M
∑
i,j,k
N∑
v=1
UbVb. (3.50)
– Pure GMSB contributions to soft sfermion masses:
m2i = −
F 2X
4M2
∂2
∂ ln |X|2 lnZi(µ,Ma)
=
F 2X
4M2
∑
i=1,2,3
4Ai
(16pi2)2
∑
a,b
VaKab;iVb . (3.51)
We should note that if hierarchical structure appears within the diagonal elements of
the diagonalized matrix λ′ii(i = 1, · · · , N), the splitting of the messenger scales will
lead to large GMSB contributions.
• Type III: detm = detλ = 0.
As the matrix λX +m is non-singular, its eigenvalues can be written as x1, · · · , xn
which should satisfy ∏
i
xi = det(λX +m) = X
n0G(λ,m) , (3.52)
and ∑
i
xi = −Tr(λX +m) = cX + d . (3.53)
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In the large X region in which mij can be neglected, we can use linear transformation
to put λij into 

a1
a2
· · ·
arλ
0
. . .


(3.54)
There are rλ messengers with mass of order X. As the trace depends linearly on X,
such rλ messengers had to be linearly depends on X. The remaining messengers can
only proportional to an inverse power of X or be a constant. From the trace, which
contains only the constant and the linear X term, the term with negative power of
X should appear in pairs or vanish. As the eigenvalues, which contain non-vanishing
negative ni powers, are suppressed by an additional (m/〈X〉)ni factor, they need to
be the lighter eigenvalues.
As rλ messengers depends linearly on X, we can approximately use
∂ lnMa
∂ ln |X| ≡ Va ≈ (1, 1, · · · , 1︸ ︷︷ ︸
rλ
, 0, 0, · · · ,−ni1 ,−ni1 , · · · ,−nik ,−nik︸ ︷︷ ︸
N−rλ
) (3.55)
with ∑
k
2nik = rλ − n0 . (3.56)
For degenerate eigenvalues
M˜1 = M˜2 = · · · = M˜n1 ≡M1 = an1〈X〉 , · · ·
M˜nk−1+1 = M˜nk−1+2 = · · · = M˜nk ≡Mk = ank〈X〉,
M˜nk+1 = M˜nk+2 = · · · = M˜nk+1 ≡Mk+1 = ck, · · ·
M˜nx+1 = M˜nx+2 = · · · = M˜nx+1 ≡Mx+1 = cx,
M˜nx+1+1 = M˜nx+1+2 = · · · = M˜nx+2 ≡Mx+2 = bnx+2〈X〉−λx+2 , · · ·
M˜np−1+1 = M˜np−1+2 = · · · = M˜np ≡Mp = bnp〈X〉−λp , (3.57)
with ck, · · · , cx some constants eigenvalues of λ〈X〉 +m independent of X. Assume
M1 ≥M2 ≥ · · · ≥Mp, the matrix Vi reduces to a 1× p matrix
∂ lnMa
∂ ln |X| ≡ Va ≈ (1, · · · , 1︸ ︷︷ ︸
k
, 0, · · · , 0︸ ︷︷ ︸
x−k+1
,−λx+2, · · · ,−λp︸ ︷︷ ︸), (3.58)
with
k∑
i=1
ni = rλ ,
p−x∑
k=2
(nx+k − nx+k−1)λx+k = rλ − n . (3.59)
So we can obtain the GMSB contributions
Ai =
Aijk
yijk
=
∑
i,j,k
FX
2M
∂ lnZl(µ,Ma)
∂ ln |X| =
FX
2M
∑
i,j,k
p∑
v=1
UbVb ,
m2i = −
F 2X
4M2
∂2
∂ ln |X|2 lnZi(µ,Ma)
= − F
2
X
4M2
∑
i=1,2,3
4Ai
(16pi2)2
∑
a,b
VaKab;iVb . (3.60)
with the Va takes the value in eqn.(3.58). The partition of N can be obtained nu-
merically by diagonalizing λ〈X〉 +m to obtain its eigenvalues as functions of 〈X〉.
The inclusion of EGM in deflected AMSB is straightforward. The AMSB type contri-
butions can be given as
∂
∂ lnµ
ln [Zi(µ,Ma)] = − 1
8pi2
G−i [gl(µ), yl(µ)],
∂2
∂(ln µ)2
ln [Zi(µ,Ma)] = − 1
8pi2
[
∂gl(µ)
∂ lnµ
∂
∂gl(µ)
+
∂yl(µ)
∂ lnµ
∂
∂yl(µ)
]
G−i [gl(µ), yl(µ)]
= − 2
(16pi2)2
[
βgl
∂
∂gl(µ)
+ βyl
∂
∂yl(µ)
]
G−i [gl(µ), yl(µ)] . (3.61)
The interference terms between AMSB and GMSB can also easily obtained with eqn.(3.12)
and eqn.(3.29).
In ref.(3), the ′effective messenger number′ is defined as
Neff ≡ Λ
2
G
Λ2S
, (3.62)
with
Mi =
g2i
16pi2
ΛG , m
2
f˜
= 2
g4i
(16pi2)2
∑
i
Cf˜ (r)Λ
2
S . (3.63)
So the approximate value of Neff can be given as
Neff =
n20g
4
i∑
a,b
VaKab;iVb
, (3.64)
by neglecting the scale dependence of gi and higher order terms in the expressions of
soft SUSY parameters. With previous approximation, the value of Neff in Type II can
be calculated to be Neff = N after simplifications. While in Type III EGM, it can be
calculated to be Neff = n0. Such a result holds for both Class A and Class B. Taking into
account the scale dependence of gi, Neff can be different to n0 and N .
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4. Messengers on GUT and Landau Pole
We must ensure that no Landau pole will be reached below the GUT scale. It is obvious
that the gauge coupling unification will be preserved because the messengers are fitted into
complete SU(5) representations. The presence of (complete GUT representation) messenger
fields at an intermediate scale does not modify the value of MGUT . However, proton decay
could possibly set constraints on the gauge couplings at the GUT scale.
We can define the quantity
δ = −
p∑
r=1
nr
2pi
ln
MGUT
Mr
, (4.1)
which contributes to the inverse gauge coupling strength. Perturbativity at the GUT scale
set a bound on this quantity
|δ| . 24.3 . (4.2)
with 24.3 the value of α−1GUT without additional messengers. The SUSY scale is taken to
be 2 TeV.
Proton decay experiments will also constrained the value of δ. As the proton decay
induced from the triplet Higgs depends on the scale of the triplets, we just take constraints
from proton decay induced by heavy gauge bosons. The decay channel p → pi0e+ has the
lifetime
τ(p→ pi0e+) = 4f
2
piM
4
X
pimpα
2
GUT (1 +D + F )
2α2N [A
2
R;1 + (1 + |Vud|2)2A2R;2]
[
1 + 2
m2pi
m2p
]
. (4.3)
With updated experimental bounds from Super-Kamiokande[19] τ > 1.67× 1034 years, we
can constraint the inputs
αGUT . (5.27)
−1 , (4.4)
by taking fpi = 131 MeV, chiral Lagrangian factor 1 +D + F = 2.27 with D = 0.80, F =
0.47[20], the hadronic matrix element αN = 0.0112 GeV
3 (at renormalization scale µ =
2GeV) and AR;1 = AR;2 ≈ 5. This value constrained δ to be
|δ| . 19 . (4.5)
We should note that AR;1, AR;2, which represent the renormalization effects resulting
from the anomalous dimensions of the operators, will also be amended by presence of
vector-like messengers[21]. They are defined as
AR;1 = ALAS;1 , AR;2 = ALAS;2 , (4.6)
with AL, AS;i the long and short distance factors, respectively. Here the long-distance
contribution AL is taken to be 1.25. The short distance factors will be changed into
AS;i =

∏
j
αj(MSUSY )
αj(MZ)


γSMj;i
bSM
j

∏
j
αj(Mmess)
αj(MSUSY )


γMSSMj;i
bMSSM
j

∏
j
αj(MGUT )
αj(Mmess)


γMSSMj;i
b′
j
,
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=
∏
j
αj(MSUSY )
αj(MZ)


γSMj;i
bSM
j

∏
j
αj(MGUT )
αj(MSUSY )


γMSSMj;i
bMSSM
j

∏
j
αj(MGUT )
αj(Mmess)


γMSSMj;i
b′
j
−
γMSSMj;i
bMSSM
j
,
≡ A0S;i

∏
j
αj(MGUT )
αj(Mmess)


γMSSMj;i
b′
j
−
γMSSMj;i
bMSSM
j
. (4.7)
in the case that one vector-like family of messengers at scale Mmess are present. Results
with multiple messenger thresholds can be trivially extended. The relevant coefficients
within the expressions are given[22] as
γSMj;1 = ( 2, 9/4, 11/20) , γ
SM
j;2 = ( 2, 9/4, 23/20) ,
γMSSMj;1 = ( 4/3, 3/2, 11/30) , γ
SM
j;2 = ( 4/3, 3/2, 23/30) , (4.8)
with bj the relevant gauge beta functions upon each threshold. The multiple factor for A
0
S;i
in the presence of messengers is given approximately by
F1 =

∏
j
αj(MGUT )
αj(Mmess)


γMSSMj;i
b′
j
−
γMSSMj;i
bMSSM
j
≈
[
1 +
b′j
2pi
αj(MGUT ) ln
MGUT
Mmess
] γMSSMj;i
b′
j
−
γMSSMj;i
bMSSM
j
,
≈ 1− γ
MSSM
j;i
2pi
∆bmj
bMSSMj
αj(MGUT ) ln
MGUT
Mmess
, (4.9)
in which we define ∆bmj = b
′
j − bMSSMj = n1. This multiple factor can be easily extended
to include multiple messengers. For example, with additional messenger thresholds at M2,
the new multiple factor is given by
F2 ≈ 1−
γMSSMj;i
2pi
n2
bMSSMj + n1
αj(MGUT ) ln
MGUT
M2
, (4.10)
with the total multiple factor
F =
∏
k
Fk ≈ 1−
γMSSMj;i
2pi
αj(MGUT )
p∑
k=1
nk
bMSSMj +
k−1∑
l=1
nl
ln
MGUT
Mk
. (4.11)
As the coefficients AR;1, AR;2 depend on the messenger scales, the proton decay constraints
will feed back into the constraints on δ. Detailed discussions on constraints for δ will be
given in our subsequent studies.
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5. Conclusions
Extraordinary gauge mediation extension of deflected AMSB scenarios can be interesting
because it can accommodate together the deflection in the Kahler potential and the super-
potential. We revisit the EGM scenario and derive the analytical expressions for soft SUSY
breaking parameters in EGM and EGM extension of deflected AMSB scenarios with wave-
function renormalization approach, especially the case with vanishing gauge beta-function
at an intermediate energy scale. We find in EGM that large hierarchy among the mes-
senger thresholds may indicate non-negligible contributions to trilinear couplings at the
lightest messenger threshold scale. The Landau pole and proton decay constraints are also
discussed.
A. Coefficients In the Wavefunction of MSSM Superfields
From the anomalous dimension
d
dt
lnZf =
∑
l=g3,g2,g1
2A˜l
d ln gl
dt
+
∑
l=yt,yb,yτ
2Bl
d ln yl
dt
,
in the basis of (y2t , y
2
b , y
2
τ , g
2
3 , g
2
2 , g
2
1), the coefficients A˜l, Bl can be solved. Expressions of
the coefficients had already been obtained in our previous paper[18]. The coefficient Ai are
listed in Table.1.
Table 1: The gauge field coefficients Ai(i = 1, 2, 3) within the wavefunction for MSSM superfields:
A3(g3) A2(g2) A1(g1)
Q3
128
61
87
61 -
11
61
U3
144
61 −10861 144305
D3
112
61 −8461 112305
L3
80
61
123
61 -
103
305
E3
160
61 −12061 6132
Hu −27261 2161 - 89305
Hd −24061 − 361 - 57305
Q2
16
3 3
1
15
U2
16
3 0
16
15
D2
16
3 0
4
15
L2 0 3
3
5
E2 0 0
12
5
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